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ABSTRACT 
This paper describes a coding scheme for broadband speech (sampling frequency 16KHz). We present 
a wideband speech encoder called APVQ (Adaptive Predictive Vector Quantization). It combines Subband 
Coding, Vector Quantization and Adaptive Prediction as it is represented in Fig. I. Speech signal is split in 
16 subbands by means of a QMF filter bank and so every subband is 500Hz wide. This APVQ encoder can be 
seen as a vectorial extension of a conventional ADPCM encoder. In this scheme, signal vector is formed with 
one sample of the normalized prediction error signal coming from different subbands and then it is vector 
quantized. Prediction error signal is normalized by its gain and normalized prediction error signal is the input 
of the VQ and therefore an adaptive Gain-Shape VQ is considered. This APVQ Encoder combines the 
advantages of Scalar Prediction and those of Vector Quantization. We evaluate wideband speech coding in the 
range from 1 to 2 bits/sample, that leads to a coding rate from 16 to 32 kbps. 
1. INTRODUCCION 
La combinacion de las tecnicas de division en subbandas mediante cuantificacion vectorial y 
prediccion adaptativa proporciona muy buenos resultados en codificacion de sefial de voz de banda estrecha 
(4KHz) a velocidades medias de 1 bit/muestra (8 Kbps.). Un ejemplo de este tipo de codificadores es el 
denominado APVQ (Adaptive Predictive Vector Quantization) [1] que consiste, basicamente, en una division 
de la sefial de voz en 8 subbandas de 500 Hz cada una mediante un banco de filtros QMF, seguido de una 
cuantificacion ADPCM "backward" de cada una de las subbandas, con la particularidad de que la cuantificacion 
del error de prediccion en cada una de las subbandas se realiza mediante una cuantificaci6n vectorial (VQ), de 
tal modo que cada uno de estos errores de prediccion constituye una de las componentes del vector de entrada al 
VQ. Es decir, en vez de cuantificar el error de prediccion de cada una de las subbandas de forma independiente 
mediante un cuantificador escalar, se cuantifican en bloque mediante un VQ. Ademas, este VQ es adaptativo 
en el sentido de que los errores de predicci6n son previamente normalizados en ganancia mediante una 
estimaci6n "backward" de esta. Es decir, se hace uso de un VQ ganancia-forma adaptativo. Coma se detalla en 
la referencia [1], a esta velocidad de transmision moderada de 1 bit/muestra, la predicci6n adaptativa no aporta 
ninguna ventaja en las bandas 5 a 8 (par encima de 2 KHz), con lo que puede prescindirse de ella en estas 
bandas. Esto es debido a que el error de cuantificacion producido en la representaci6n de la sefial en cada una de 
las subbandas enmascara el potencial de blanqueado en tiempo proporcionado par la prediccion, el cual ya esta 
bastante reducido debido a la division en subbandas (blanqueado en frecuencia). 
En este trabajo se presenta la extension de este codificador al caso de voz de ancho de banda de 7KHz, 
es decir, de calidad conversacional, adeCilada para aplicaciones multimedia. En este caso, los requerimientos de 
calidad obligan a trabajar a velocidades de 1 a 2 bits/muestra (de 16 a 32 Kbps con una frecuencia de muestreo 
de 16Khz). En este caso, el numero de subbandas en que se divide el rnargen de 0 a 8Khz de la sefial es de 16, 
siendo todas ellas de 500Hz de anchura, y despreciandose las dos subbandas superiores debido a su bajo 
contenido energetico. En este caso, la mayor precision de representacion de las rnuestras en cada subbanda 
proporciona un mejor aprovechamiento del potencial de blanqueamiento de la prediccion adaptativa, lo que 
aconseja el uso de esta solamente en las primeras subbandas, las de mayor contenido energetico. Por otro 
lado, la cuantificacion vectorial de las 14 componentes correspondientes a cada una de las subbandas utiles no 
puede realizarse en bloque, ya que el coste computacional es inabordable: jCuantificaci6n VQ de un vector de 
dimension 14 mediante un codebook de 214 a 228 palabras codigo! Para soslayar este problema se hace uso de 
un cuantificador multi-VQ, consistente en la division del vector total en varios subvectores de dimensiones 
adecuadas para que su cuantificacion requiera una complejidad moderada. Estos subvectores, y su consiguiente 
cuantificacion, puede hacerse de dos formas diferentes: 1) dimensiones fijas de los subvectores, con una 
asignacion dinamica de bits entre estos; 2) dimensiones variables de los subvectores tal que sus energfas sean 
sim.ilares y sea posible una asignacion uniforme de bits. En ambos casos, la asignaci6n de bits se basa en las 
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estimaciones backward de la energia o ganancia de cada subbanda, informaci6n disponible en el codificador y 
en el decodificador, lo que no requiere uso de informaci6n lateral. Ademas,una mejora de la calidad subjetiva 
de la voz puede obtenerse mediante un conformado espectral de ruido, el cual se obtiene introduciendo una 
ponderaci6n de la ganancia en cada una de !as subbandas, lo que equivale a una ponderaci6n espectral. 
2. ESTRUCTURA BASICA DEL CODIFICADOR APVQ 
En la Fig.l se ban representado Ios esquemas correspondientes a! Codificador-Decodificador APVQ. 
Un banco de Filtros QMF de cuatro etapas separa la senal de voz de banda ancha x(n) en 16 subbandas 
distintas xi(n) cuyo ancho de banda es 500Hz. Tal coma se ha mostrado en trabajos anteriores [3], la capacidad 
de blanqueado debida a la predicci6n adaptativa PRED solamente se aprovecha en las primeras 10 subbandas. 
Para la subbanda i-esima la estimaci6n de xj(n) origina por sustracci6n un valor del error de predicci6n ei(n), 
reduciendose el margen dinamico y las redundancias de la senal a presentar a! Cuantificador Vectorial. 
Evidentemente las caracterfsticas de la senal de voz por subbanda xi(n) varfan considerablemente de una 
subbanda a otra. Por esta raz6n se ha disei'iado un predictor PRED especffico para cada una de las 10 primeras 
subbandas. El predictor seleccionado ha sido un algoritmo GAL en estructura 'backward' para evitar la 
transmisi6n de informaci6n lateral. Los valores de Ios parametros disenados para cada subbanda, asf coma las 
prestaciones obtenidas en terminos de Ganancia de Predicci6n, se presentaron en [3]. En la Fig.l se puede 
apreciar la supresi6n del predictor de voz PRED en las 6 subbandas superiores, puesto que en dichas 
subbandas el error de cuantificaci6n enmascara la capacidad de blanqueado relacionada con la predicci6n 
temporal, originandose valores de Ganancia de Predicci6n cercanos a OdB o incluso ganancias negativas. 
Ademas, las dos ultimas subbandas x 15 (n) y x16(n) no se procesan debido a su despreciable contenido 
energetico. Esto permite un relativo ahorro operacional y origina una menor dimension vectorial sin una 
perdida apreciable en la calidad subjetiva del codificador APVQ. 
Seguidament.e la senal error de predicci6n se ;::uantifica vectorialmente: el vector de senal se forma a 
partir de una muestra procedente de cada subbanda. Se considera un cuantificador vectorial adaptativo 
consistente en una estructura Gain-Shape: la senal a codificar se normaliza previamente a su cuantificaci6n y 
el error de predicci6nnormalizado d/n) es la senal a cuantificar pore\ VQ. Esta normalizaci6n permite reducir 
el margen dinamico de la senal a cuantificar y consecuentemente mejora la calidad de la cuantificaci6n y ofrece 
robustez frente a cambios .de nivel en la potencia de la senal entrante. De este modo, se presenta a! VQ el error 
de predicci6n normalizado di(n) pero su factor de normalizaci6n debe considerarse durante la etapa de diseno del 
codebook, pues el error de cuantificaci6n originado en cada componente del vector se magnifica (o se reduce) 
por este factor de Ganancia. Debe remarcarse que esta normalizaci6n se realiza de forma independiente para 
cada subbanda y ello permite adecuar el cuantificador vectorial alas diferencias relativas del nivel de potencia 
entre !as distintas subbandas. Ademas, su estructura 'backward' (ver bloque G en la Fig.l) evita la necesidad de 
una transmisi6n de informaci6n lateral. Coma algoritmo de predicci6n G se ha considerado una simple 
estimaci6n recursiva de un solo polo. Sus buenas prestaciones y su simplicidad ban conducido a descartar el 
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Figura l.a: Esquema del codificador APVQ. Figure l.b: Esquema del decodificador APVQ. 
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caracterfsticas muy diferentes, las senates blanqueadas (error de prediccion) presentan caracterfsticas bastante 
similares, de tal manera que el diseno apropiado para el estimador de ganancia ha resultado el mismo para 
todas la subbandas. Con un valor 6ptimo ~i=M.UU se han obtenido valores de Ganancia de Prediccion global 
entre 16.5 y 18.8dB y valores de Ganancia de Predicci6n segmentada entre 14 y 18dB en las distintas 
subbandas evaluadas para 16 locutores distintos. 
2.1. Diseiio de Ios Codebooks 
Todo el proceso descrito previamente presenta claran1ente una estructura escalar e incluso se podrfa 
interpretar coma una estructura ADPCM para cada subbanda. Sin embargo el cuantificador presenta una 
estructura vectorial y a su entrada van apareciendo vectores de senal de dimension 14 donde cada componente 
procede de una subbanda diferente: 
y(n) = [ d1 (n), d2(n), .. , d14(n) ] (1) 
Tal coma se ha mencionado anteriormente, el diseno de un codebook de dimension 14 para un margen de 
velocidades comprendidas entre 16 y 32 kbps presenta una complejidad operacional excesiva. En consecuencia, 
se imp one la consideracion de una particion del vector de senaly(n) en m subvectores distintos .Y.i(n): 
y(n) = [ .Y.1 (n), .Y.2(n), .. , .Y.111(n) ] (2) 
y se procede al diseno de un codebook para cada subvector, es decir, se considera una tecnica Multi-VQ [4] 
donde cada subvector se cuantifica de forma independiente. Esta segmentacion vectorial equivale a una 
soluci6n suboptima pero la perdida de calidad noes apreciable siempre que dicha segmentacion y su asociada 
asignacion din arnica de bits sean realizadas adecuadan1ente. 
Una medida para evaluar la complejidad de un codebook puede definirse como: 
i=l. .. , m (3) 
donde ki representa la dimension del subvector Y./n) y ri la velocidad promedio (en bits/muestra) asignada a! 
subvector y/n). Para el diseno de Ios distintos codebooks se ha estipulado un valor maxima para dicha 
complejidad (Ci$3072) y se ha considerado la primera tecnica d~ asignacion dinamica de bits entre Ios 
distintos subvectores debido a su menor complejidad: subvectores de dimension fija se reparten de forma 
variable el numero total de bits disponibles para cada vector. De este modo el diseno de Ios codebooks puede 
resumirse en las dos primeras etapas mientras !as etapas 3" y 4" permiten la realizacion de una cuantificaci6n 
vectorial adecuada: 
Etapa 1 • : estimaci6n de la mejor segmentacion vectorial a partir de una base de datos de entrenamiento 
suficientemente grande. 
Etapa 2" : (para cada subvector) diseno de codebooks con tamanos entre 8 y 1024 centroides. 
Etapa 3" : asignacion dinarnica de bits a cada subvector Yi(n), en terminos de velocidad ri (en bits/muestra): 
I 
E ncr~Jk. j=l 
Ii = r + oi + log 2 1 (4) 2 
(ft n crfh Jk j=lh=l 
donde res la velocidad disponible en bits/muestra, m es el numero de subvectores y crij representa 
la energia promedio de la componente j-esima correspondiente al sub vector i-esimo [3]. 
Etapa 4": Seleccion del codebook de tamafio Si=O~ri adecuado para cada subvector. 
N6tese que este proceso representa una asignaci6n de bits adaptativa, vector a vector, donde el 
numero total de bits par vector se distribuye de forma entera entre Ios distintos m subvectores. Ademas se 
considera un tamafio mfnimo de codebook para evitar perdidas en el bucle 'backward' del codificador APVQ. El 
diseno de Ios codebooks, especificado en la 2" Etapa, se ha realizado aplicando el algoritmo LBG a partir de un 
codebook inicial del mismo tamafio. Para la obtencion de este codebook inicial se ha usado una tecnica 
presentada en [3] coma KUO_U, cuya ventaja mas. significativa es su bajo caste operacional en comparaci6n 
a la tecnica clasica de inicializacion par Splitting, cspecialmente cuando el tamano del codebook no es 
pequefio. Ademas se ha considerado una ponderacion espectral del ruido de cuantificacion para mejorar la 
calidad subjetiva de la voz. Esta ponderacion espectral trata de garantizar para cualquier frecuencia que el nivel 
de ruido nunca supera al nivel de sefial [3]. 
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3. RESUL TADOS 
Durante el disefio de los distintos bloques que corforman este codificador APVQ extendido se ha 
utilizado una base de datos 'inside' compuesta por frases distintas correspondientes a 8 mujeres y 8 hombres 
distintos. Para evaluar sus prestaciones, ante sefial no presente durante el disefio de los codebooks, se ha 
considerado tambien una base de datos 'outside' compuesta por 16 locutores, de los cuales 8 son comunes a 
ambas bases aunque pronunciando frases distintas. Un detallado estudio acerca de la segmentaci6n vectorial ha 
conducido a seleccionar, a priori, un reducido grupo de posibles particiones. Tomando como nomenclatura de 
una partici6n la dada por las dimensiones de sus subvectores k1-kT .. -km se ban evaluado: 
Particion (1) segmentaci6n del vector y(n) en m=4 subvectores y:1 (n)=[d1 (n), d2(n)], y:2(n)=[d3(n), d4(n), ds(n)], 
y:3(n)=[d6(n), .. , d9(n)], 2!:4(n)=[d10(n), .. , d14(n)]. Tambien denominada partici6n 2-3-4-5. 
Particion (2) segmentaci6n de y(n) en m=4 subvectores y:1 (n)=[ d 1 (n), d2 (n)], .Y..2 (n)=[ d3(n), d4 (n)]. 
y:3(n)=[c!5(n), .. , d7(n)], y:4(n)=[d8(n), .. , c! 14(n)). Tambien denominada partici6n 2-2-3-7. 
Particion (3) segmentaci6n de y(n) en m=3 subvectores y:1 (n)=[ d1 (n), .. , d3(n)], y2(n)=[ d4(n), ... d6(n)]. 
y:3(n)=[d7(n), .. , d14(n)]. Tambien referida como partici6n 3-3-8. 
En la Tabla 2 se ban representado las prestaciones obtenidas con las particiones mas adecuadas para cada 
velocidad de transmisi6n r en kbps, comparando la sefial de voz original y la voz reconstruida a la salida para 
ambas bases de datos. A 32 kbps la partici6n (1) ofrece una mayor calidad subjetiva aunque en algunos 
vectores las subbandas inferiores reclaman mas bits y por ello se ha evaluado una combinaci6n adaptativa de 
las dos primer as particiones, comprobandose que alrededor de un 15% de Ios vectores seleccionan la partici6n 
(2). La calidad subjetiva es muy buena cuando se consideran las particiones (1) o (1)+(2) para velocidades 
entre 28 y 32 kbps. Al disminuir la velocidad se reduce el numero de bits disponibles y consecuentemente 
tambien se reduce el numero de subvectores. Asf a 20 y 24 kbps la partici6n (3) supera claramente a la 
partici6n (1) mientras a 16 kbps la partici6n 6-8 ofrece mejores prestaciones en comparaci6n a las 
segmentaciones 4-10 y 3-3-8. La partici6n 3-4-7 tan1bien ofrece un comportamiento muy similar a (3) para 
velocidades alrededor de los 20 kbps. 
4. CONCLUSIONES 
Se ha propuesto una tecnica de codificaci6n de voz en banda ancha para el margen de velocidades 
comprendidas entre 1 y 2 bits por muestra. Esta codificaci6n APVQ extendida combina las tecnicas de 
Codificaci6n Vectorial en Subbandas y las de Predicci6n Lineal adaptativa. La cuantificaci6n vectorial se 
realiza tomando una muestra de cada subbanda, permitiendo una predicci6n lineal escalar en cada una de las 
subbandas. Se ha considerado una estrategia Multi-VQ para evitar la enorme complejidad de un unico VQ 
operando sobre todas las subbandas. Se han propuesto particiones vectoriales adecuadas para cada velocidad de 
transmisi6n asf como las prestaciones alcanzadas por estas. 
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