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ABSTRACT 
The problem this paper addresses is the tension between 
descriptive and normative approaches to design theory and 
methodology. Descriptive approaches typically seek to 
document, formalize and/or automate existing ad hoc design 
methods, towards the goal of making current best practices 
available to all.  In contrast, normative approaches attempt to 
improve upon existing design practices, towards a new method 
for how design should be done. Both approaches have strengths 
and weaknesses. This paper seeks to resolve some of the 
tension between the two approaches. It presents a new method 
for designing a design system that synergistically exploits the 
strengths while remedying the weaknesses of both normative 
and descriptive methods. An illustration that employs 
immersive computing technology (ICT) to remedy some of the 
cognitive biases that might occur in a normative mathematical 
model for disassembly planning is presented. 
1. INTRODUCTION
The first Design Theory and Methodology Conference in 1989 
presented papers that were primarily descriptive design studies 
(e.g. Finger and Rinderle, 1989, Wood et al, 1989). At the time, 
the fields of artificial intelligence and expert systems were 
growing significantly, as improvements in computer processing 
speed and memory were making such systems possible. These 
early computer based design tools sought to encode the 
knowledge of human design experts. However, this proved to 
be quite difficult, since the design process was often practiced 
as an art, rather than a science. While mathematical models of 
physical artifacts or systems were widely employed, there was 
very little codified terminology, theory, process or methodology 
for conducting the design process itself. The preface to the first 
DTM conference proceedings (ElMaraghy et al., 1989) states      
“To increase knowledge about the mechanical design 
process as a basis for the development of tools to aid 
designers, the study of Design Theory and Methodology 
is developing as a critical field of research….This 
conference, the first within ASME, is focused specifically 
on explaining the mechanical design process and the 
development of tools to aid in accomplishing design.” 
Much progress was made over the next 25 years. The 
mechanical design process has been thoroughly explained, and 
the terminology, theory and methodology for describing the 
design process have been codified, although it is ever evolving. 
Throughout this evolution there has always been a tension 
between descriptive and normative approaches. Codifying or 
formalizing current practices answered the question “How do 
we design?” in a descriptive fashion. The next question was  
“Can we do better? How should we design?”  The normative 
approach seeks to answer these questions. The central problem 
is how to determine which aspects of the design process as 
practiced by human experts to retain, and which to replace.      
This paper addresses this tension between normative and 
descriptive approaches to design theory and methodology. The 
remainder of this paper proceeds as follows. Section 2 
describes previous related research. Section 3 presents a new 
method for achieving synergy between normative and 
descriptive approaches to design theory and methodology. 
Section 4 presents an illustrative example of disassembly. 
Finally section 5 summarizes, concludes, and describes possible 
future research directions. 
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2. BACKGROUND 
This first part of this section presents a small sampling of DTM 
Conference papers that trace the arc of thought regarding 
descriptive and normative approaches to engineering design 
theory and methodology. The second part presents background 
on the design task of disassembly planning. The concept of 
design-for-disassembly arose as a normative response after 
attempts at disassembling traditional designs failed to achieve 
cost-effectiveness.  
2.1 Descriptive vs. Normative Design Theory and 
Methodology  
The set of papers that appeared in the proceedings of the first 
conference on Design Theory and Methodology were largely 
descriptive in nature. Ullman (1989) defined design taxonomy, 
towards the goal of providing a common language for 
evaluating the different design methodologies being proposed 
at the time. The taxonomy sought to capture, or describe, the 
design environment, process and research approach. Stauffer 
and Slaughterbeck-Hyde (1989) defined a taxonomy of 
constraints that are used by the designer in a heuristic fashion in 
order to guide the design process. They specifically state that 
“…we are not proposing a methodology of how to improve the 
design process.” Ishii and Nekkanti (1989) presented a method 
for representing expert design knowledge, specifically for net 
shape manufacturing. Their contribution was a descriptive  
structure for organizing expert design knowledge for the 
purpose of embedding it in an expert system.   
The second, third and fourth  DTM conference continued in this 
vein, and included papers that documented design histories 
(Kuffner and Ullman, 1990), (Chen et al, 1990), (Meehan and 
Brown, 1990), iterative design using behavior graphs (Welch 
and Dixon, 1991), methods for representing and studying 
design procedures (Gebala and Eppinger, 1991) and  design 
studies (Baya et al, 1992), for example.  
However, even these early DTM conferences began to include 
some work of a more normative nature, including decision 
analytic methods for catalog selection (Bradley and Agogino, 
1991),  multiattribute design evaluation (Thurston, 1990), and 
design for recyclability (Burke et al., 1992). 
This combination of both descriptive and normative approaches 
continued. For example, the tenth conference in 1998 included 
both descriptive papers on text learning capture (Sheppard et al. 
1998) and design capture using direct observation  (Liang et al. 
1998), as well as normative papers such as those for new 
methods for design synthesis (Campbell et al, 1998) and an 
enhanced axiomatic basis for design (Yu et al., 1998). 
Even as the descriptive phase continued, many papers began to 
document things that can go wrong during the design process. 
For example, Ariyo et al. (2006) examine reasons for change 
propagation, which greatly increases product development 
costs. Yang (2007) conducted a survey of design practice in 
industry, but also included an evaluation and resulting ranking 
of the design tools by industry respondents.  
Viswanathan and Linsey (2011) described the detrimental 
effects of design fixation and the irrational consideration of 
sunk costs in order to “prevent” the perceived loss of time, 
effort and costs that have already been spent. 
Hallihan et al. (2012) describe a set of the most commonly 
employed cognitive heuristics in design, and some of the 
resulting cognitive biases that might limit the designer. They 
hypothesize that confirmation bias may occur during concept 
generation and limit the number and variety of alternative 
design concepts that are generated. They propose the use of 
matrix methods in an effort to overcome this limitation. 
Vakili et al. (2007) employ an interesting combination of 
descriptive and normative approaches. They advocate using 
biological phenomenon to stimulate concept-generation in a 
descriptive fashion, but at the same time propose that function 
structures be employed in a normative fashion by a third party 
in order to do a better job of objective extraction of strategies. 
Oehlberg et al. (2011) is an example of how design theory and 
methodology researchers have come full circle. They employ a 
descriptive approach, surveying practicing designers to 
document how new design technologies are used to share 
information during the collaborative design process. 
This twenty-five year evolution of design theory and 
methodology from a purely descriptive approach towards a 
more normative approach (particularly to computer aids to 
design), and then back to a descriptive study of how the tools 
are used informs the methodology presented in the next section. 
Neither approach is sufficient on its own. This methodology 
recognizes the cyclic nature of descriptive and normative 
approaches informing and improving one another.   
 
2.2 Designing the Disassembly Process 
Design-for-disassembly arose as a normative response to 
traditional designs’ inability to be disassembled profitably. It 
has become an important part of the lifecycle design process, 
for legislative, customer and economic reasons. Disassembly is 
required in almost all product recovery strategies including 
reuse, remanufacturing, recycling, and disposing (Go et al., 
2012). The primary objective is often minimizing disassembly 
time (Collado-Ruiz and Capuz-Rizo, 2010). However, reuse 
and remanufacturing provide an opportunity for recovery of the 
economic value added by the original manufacturing process 
(Mangun and Thurston, 2002). In this case, it is important to 
minimize not only time, but also the damage to valuable 
components. Many methods treat disassembly as a 
deterministic process, and assume that the costs and benefits 
are known (Behdad et. al., 2009, Lambert, 2003).  Normative 
disassembly sequence planning is known as a nondeterministic 
polynomial-time complete (NP-complete) problem (Gungor 
and Gupta, 1997). In practice, the consequences of conducting 
disassembly are often highly uncertain due to many factors 
(Turowski and Ying, 2005). Gungor and Gupta (1998) 
developed a three-step methodology to resolve the uncertainty 
that arises from defective incoming components or disassembly 
damage. They proposed to generate an optimum disassembly 
sequence and then modify the sequence whenever an 
unexpected situation arises during the actual disassembly 
process. However, they have not addressed how to estimate and 
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avoid causing damage during disassembly. Behdad and 
Thurston (2012a) combined a graph-based linear programming 
method with multi-attribute utility theory to determine a 
disassembly sequence while addressing tradeoffs between two 
attributes: probability of damage and the disassembly time. 
Their normative approach assumed that the probabilities of 
damage were known prior.  
Determining the optimal disassembly sequence involves 
consideration of many complex factors. The natural limitations 
of human cognition lead decision makers to employ a broad 
range of mental shortcuts, or rules of thumb, in order to deal 
with such complexities. By definition, these necessary and 
useful heuristics purposefully ignore parts of the information 
that might be available, to make the selection among 
alternatives more approachable. This is particularly beneficial 
when working with problems with limited data and uncertainty.  
Todd and Gigerenzer 2001 discuss several common heuristics 
including Recognition, Take The Best, Tallying, and Try A 
Dozen. When the decision maker only recognizes one of the 
choice alternatives they may pick the recognized choice; 
employing the recognition heuristic. In cases where multiple 
alternatives are recognized, the Fluency Heuristic may be 
implemented. This heuristic states that the speeds of which 
alternatives are recognized are related to their strength of some 
criteria (Hertwig and Todd 2003). Next, the Take The Best 
heuristic involves finding a single discriminating feature and 
choosing the alternative with the highest value of that feature. 
Tallying requires the decision maker to count the positive 
attributes of a particular alternative. The alternative with the 
most tallies is chosen. In other cases the decision maker is 
willing to forfeit the best choice with an alternative that is good 
enough (Try-a-dozen or satisficing). Finally, in some decisions 
there is already a default choice indicated. The Default 
Heuristic suggests that the decision maker should choose the 
default alternative (Gigerenzer 2008). 
Humans are especially limited in their ability to perceive, 
interpret and process information in uncertain environments, 
especially when considering judgment and decision-making 
(Seong and Bisantz, 2008). Heuristics are employed in the 
presence of incomplete or uncertain data because they are 
effective (Gigerenzer 2008).  
Tversky and Kahneman (1974) discussed three common 
heuristics: Representativeness, Availability, and Adjustment & 
Anchoring. While these heuristics are necessary and useful, 
they can sometimes lead to cognitive biases that systematically 
lead the decision maker in the wrong direction. These heuristics 
and the resulting cognitive biases are described in terms of 
engineering design in Hallihan et al. (2012). For example, 
people often overestimate the probability of an event simply 
because it is easy to imagine or recall (Lehner et al., 1997), as a 
result of their employing the “availability” heuristic.   
The focus of the example presented later in this paper is on the 
difficulty of estimating the probability of causing damage to 
valuable components during the disassembly process. Using the 
availability heuristic, the designer might overestimate the 
probability of damage during disassembly and unnecessarily 
lower the speed of the disassembly process, resulting in 
increased disassembly time and labor cost. 
 
3. A FRAMEWORK FOR RESOLVING NORMATIVE VS. 
DESCRIPTIVE TENSIONS IN DESIGN THEORY AND 
METHODOLOGY  
This section presents the underlying method for achieving 
synergy between normative and descriptive approaches to 
design theory and methodology, with the goal of exploiting the 
strengths and remedying the weaknesses of each approach. 
Table 1 contrasts the two approaches, and delineates the 
strengths and weaknesses of each. 
The framework builds upon new advances in immersive 
computing technology to support early design decision making. 
New methods of interacting with product data while still in the 
early design phase can be used in conjunction with descriptive 
methods to enhance decision making. Figure 1 illustrates how 
providing the designer with descriptive data and the ability to 
explore normative methods while interacting with full scale 
CAD models in an immersive computing environment will 
bring both descriptive and normative methods together to 
improve the entire design process. 
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Table 1. Descriptive vs. Normative Design Methods 
 
Descriptive 
 
Normative 
G
oal  
Make best practices 
available to all 
 
Improve on best practices 
M
ethods 
Holistic model of 
whole system 
Documents best 
practices of experts 
 
Abstract model of selected 
elements 
Immersive Computing 
Environments 
Mathematical models 
Optimization  
Decision based design 
Strengths 
 
“Rings true”  
 
Feels familiar  to 
practitioners 
Optimal solution is most 
efficient use of resources 
 
Axiomatic foundation provides 
basis for belief this is the best 
possible solution 
W
eaknesses 
Can inadvertently 
embed mistakes, 
inefficiencies, 
cognitive biases  
May be difficult to get buy-in 
Cannot tell if solution 
is the best possible 
(optimal) 
Need to gather or estimate 
large amount of input 
parameter data 
 
Can inadvertently embed 
cognitive biases in either 
model formulation or input 
parameter estimation 
Designer does not 
necessarily know what 
to do within system 
Can be computationally 
intractable 
 
Evaluatio
n M
etric 
Does it mimic reality? 
 
No need to judge or 
evaluate 
 
Is the design and/or process 
better than before? 
 
 
3.2 Framework 
Figure 1 outlines the cyclic nature of the framework. The 
connections between each of the elements indicate the 
synergistic nature of the method. The Immersive Computing 
Technology (ICT) environment can be employed to quickly 
gather information and data from a simulated “experiment” 
much more quickly than would be possible with physical 
prototypes. ICT also affords the collection of data unavailable 
in traditional design environments. Conversely, users of the 
ICT system could be provided with a visual abstraction of a 
normative mathematical model and/or sensitivity analysis 
results in order to guide their activities within the system 
towards those that might be more productive. Visualizations 
can also be employed to debias the user. The end goal is to 
achieve a feasible disassembly plan that accommodates several 
trade-off decisions that might not be immediately apparent 
from simply viewing the CAD models using traditional 
computing interfaces.  
Starting with the descriptive approach, an immersive 
computing environment is created in which the designer can 
view, manipulate and interact with the design artifact and also 
execute any operations of interest, such as assembly, product 
use by the consumer, or disassembly at end-of-life. This 
approach sometimes seeks to mimic physical reality as closely 
as possible in order to capture all the important aspects of the 
interaction between the design artifact and the user. It should be 
noted that ICT does not firmly belong in the descriptive 
category since it can also be employed to support normative 
approaches in different ways, such as facilitating the collection 
of data used as inputs to mathematical models. However, the 
way that we applied the ICT in this paper is more in a 
descriptive fashion. ICT has been mainly used to explore 
different design solutions rather than telling which solution is 
the best possible (optimal) answer. The designer is free to 
explore the design through natural interaction. At this stage, 
heuristic rules of thumb are often employed based on the 
designer’s prior experience. These heuristics are necessary and 
useful, but can inadvertently be influenced by cognitive biases. 
Then the question “Can we do better?” is asked. A normative 
approach is employed in order to improve on the designer’s 
experience and insert some formality into a somewhat ad hoc 
implementation of best practices. By definition, this approach 
seeks to improve upon existing ad hoc best practices, and often 
employs a mathematical abstraction of the most important 
elements of the design problem.  
Mathematical models are an abstraction of reality, and the 
analyst must first determine which aspects of reality need to be 
included in the model and which do not. This requires answers 
to questions such as “What are the objectives? What are my 
options? What tradeoffs am I willing to make? What design 
decisions can I control in order to achieve the objectives?” 
After the model is formulated, estimations of the input 
parameters are required. Interacting in the ICT can serve to 
provide input data to the mathematical model. The user can 
manipulate the product and generate data that will inform both 
the formulation of the mathematical model and the use of the 
results.  
The results of mathematical models often include not only the 
optimal solution, but also sensitivity analysis of the result.  
At this stage, the designer has the advantage of querying the 
available results from the normative methods while still 
interacting within the ICT. Results from sensitivity analysis can 
be displayed to the designer to inform his/her decision making. 
Instead of relying on capturing all aspects of the design in the 
mathematical model, the user can test the boundary conditions 
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Immersive Computing 
Environment 
of the model and improve upon it by manipulating and 
interacting with the early product design in the ICT. Combining 
natural interaction in the ICT with formalized mathematical 
models allows the designer the ability to leverage both the 
descriptive and the normative approaches to design. Then the 
cycle of design continues. Again, the question is asked “Can we 
do better?” At this point, methods can be employed that will 
serve to identify cognitive biases and means to alleviate these 
biases. The ICT provides a unique environment upon which to 
implement these approaches.  
 
 
 
Figure 1. Achieving Synergy between Descriptive and 
Normative Design 
 
3.3 Debiasing the Decision Maker: Immersive 
Computing Technology as a Tool to Enhance 
Decision Making 
This section describes a set of high level methods that can be 
employed to address the specific problem of debiasing the 
design decision maker in an immersive computing technology 
environment.  
Several studies suggest debiasing techniques that can help 
designers overcome cognitive biases. The unique characteristics 
of ICT which allow for natural user interaction and data 
visualization at the same time combine to provide a rich design 
decision making tool. Ullman et al. (1987) showed that 
designers tend to keep a single design concept as a starting 
point and then try to adjust their original concept to improve the 
design rather than creating new alternatives. When prior 
experience exists, the designer reuses similar solutions and will 
not seek innovative alternatives. To avoid this anchoring, it is 
important to encourage the decision maker to ‘consider 
alternatives’. This can be accomplished in ICT in a number of 
ways. First, design alterations generated quickly in software 
without waiting for physical prototypes. These alternative 
designs can be displayed concurrently in the ICT, giving the 
designer the ability to make immediate comparisons. With 
respect to disassembly sequence planning, ICT could show 
animations of alternate disassembly operations the designer 
may not be considering. Additionally, abstract representations 
(precedence graphs) can be used to highlight unintuitive 
disassembly sequences. This strategy is also particularly 
effective to overcome hindsight bias (Arkes, 1981). 
ICT can also be used to overcome the biases that sometimes 
result from employing the availability heuristic. When 
considering a set of disassembly operations, a designer may 
reasonably attempt to recall past instances of disassembling 
similar products. However, a designer might only be able to 
recall recent, more available, instances of similar products as 
well as those of high saliency from memory. As memory is 
fallible, it is beneficial to provide memory aids (Arkes, 1981). 
ICT may be used to quickly remind the decision maker of 
objectively similar disassembly operations (avoiding mistakes 
of subjective similarity judgment) and supporting statistical 
information. This reminder may also provide information on 
how the current product differs from past product experiences. 
Finally, a concrete visualization of past product experiences 
lifts the burden of having to imagine past products and 
operations accurately.  
ICT also provides numerous opportunities to overcome 
repercussions of the representativeness heuristic. When 
considering past probabilities, people tend to ignore base rate 
information in lieu of subjective judgments of similarity. 
Providing an objective metric of similarity between two 
disassembly operations or components (past vs. current) would 
help the designer understand how similar two components or 
operations would be, and by extension how they may behave in 
the future. Predicting future values is also a task heavily 
influenced by representativeness behavior. If condition A has 
yielded result B in the past, then a designer would assume a 
condition similar to A would result in B as well. However, as 
previously mentioned, similarity is difficult to judge based 
purely on memory of past experiences. In this event, both a 
visualization comparison and metric of similarity would help 
avoid challenges in prediction tasks. ICT also could provide 
tools to help the designer think about long term disassembly 
processes. While it may be possible for a designer to predict the 
estimated damage of a single disassembly operation, it is more 
difficult to predict damage of an entire procedure. ICT can be 
used to present an abstract precedence graph and show damage 
 
Descriptive 
Holistic  depiction of 
reality 
Best practices 
Can we do better? 
Cognitive biases 
Inefficiencies 
Normative 
Mathematical models 
Decision based design 
Optimization 
Can we do better? 
Debiasing 
Sensitivity analysis 
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estimation predictions for various paths through the graph. This 
would remove the burden of long term prediction traditionally 
influenced by the bias resulting from the representativeness 
heuristic. 
Other techniques to debias the decision maker include: 
• To “think Bayesian”. To understand Bayesian 
statistics and the importance of applying base rate 
information (Arkes, 1981).  
• "Systematic statistical thinking”. Preferring group data 
to individual case considerations as well as basing 
predictions on multiple inputs (Dawes, 1982).  
• Incorporating probabilistic and statistical heuristics 
into individuals’ everyday reasoning (Nisbett et al., 
1982) 
• Using frequencies instead of probabilities since people 
reason more accurately about frequencies than about 
probabilities (Sedlmeier, 1999) 
• Train and inform decision makers about biases 
(Larrick, 2004). 
The aim of this research is to exploit both descriptive and 
normative models to debias the designer. In this way, designers 
can decrease the effects of a broad range of cognitive biases. It 
should be noted that the types of heuristics and resulting 
cognitive biases deviate from one design application to another. 
Therefore, the types of the remedial actions taken are different 
from one application to another. Along with the above 
mentioned de-biasing techniques, this paper proposes 
employing the capabilities of ICT to remedy some of the 
cognitive biases. The purpose of this work is not to overcome 
specific biases, but to propose methods on a general scale. 
 
4. ILLUSTRATIVE EXAMPLE OF METHODOLOGY 
This section illustrates the method presented above with an 
example of disassembly sequence planning. Disassembly is a 
process with a variety of purposes, including product repair, 
maintenance, component reuse and material recovery. 
Disassembly sequence planning as an integral part of End-
of-Life product recovery operations is not a trivial problem, 
and the presence of a high degree of uncertainty and the 
cognitive biases resulting from human judgment complicate 
the matter even further. 
The primary goal is to minimize total cost. Traditionally, this is 
done by minimizing the time required to perform all 
disassembly operations. This often results in damage to some 
components. However, product take-back initiatives seek to 
reuse or remanufacture some or all components, making it 
necessary to consider the damage inflicted by speedy 
disassembly operations.  
The purpose of this section is to show how simultaneous 
consideration of both descriptive and normative approaches can 
help a designer derive the disassembly sequence with minimum 
amount of damage. A sub section has been assigned to each part 
of the proposed framework in Section 
The ICT environment used in this project is the Multimodal 
Experience Testbed and Laboratory (METaL) at Iowa State 
University1. The METaL consists of two walls and a floor 
configured into a 4m x 3m x 3m space. Each projection surface 
is illuminated by a single 3D projector producing 5.28 
megapixels of resolution across the total display surface of the 
facility. The position of the user’s head and handheld wand is 
detected by the optical tracking system. The computational 
resources include a head node and a render node, each 
containing dual quad-core processors and 24GB of RAM. 
Active stereo glasses are worn by the user to produce stereo 
viewing. 
 
4.1 Descriptive Approach 
The Burr puzzle (Figure 2) was chosen as a sample assembly to 
illustrate the effect damage estimates would have on the choice 
of disassembly sequence. Removing any piece of the Burr 
puzzle results in many collisions with other pieces that could 
potentially result in damage. Within the ICT environment, a 
designer can manipulate and interact with the assembly by 
reorienting the assembly, removing individual parts, etc.  
Once inside the ICT, the designer is asked to select the 
sequence that he or she believes results in the lowest 
probability of damage. The disassembly tree can be displayed 
in the ICT along with the geometry of the Burr puzzle. 
 
 
Figure 2. Interacting with the Burr puzzle in the Immersive 
Computing Environment  
 
The designer makes decisions based on their subjective 
assessments of probabilities which may be quite different from 
the objective or true probabilities. In general, designers’ 
estimates of probability of damage during disassembly are 
influenced, to some extent, by their perception of two things: 
o Frequency of damage occurrence 
o Severity of damage 
The effect of frequency of event occurrence on the estimation 
of probability of damage was explained under prospect theory 
by Tversky and Kahneman (1992). Based on this theory, people 
                                                          
1 http://www.vrac.iastate.edu/METaL/ 
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tend to overestimate the probability of relatively infrequent 
events and underestimate the probability of relatively frequent 
events. Let X be a set of outcomes, for this example, cost of 
damage. Assume a set of simple probability distributions P over 
X. A typical representation of P is the lottery [pl, x1; ...; pm, xm], 
which results into outcome xi with probability pi. The expected 
value of this lottery is defined as (Bleichrodt and Pinto, 2000): 
 EV(p1, x1, . . , pm, xm) =  � πixi 
where πi = w(pi).The probability weighting function w is from 
[0, 1] to [0, 1] with w(0) = 0 and w(1) = 1. Tversky and 
Kahneman (1992) proposed the following one-parameter 
weighting function for w:  
 w(p) = pγ[pγ + (1 − p)γ]1γ  
 w(p) is a monotonic function that has an inverse S-shape for  0.27 ≤ γ ≤ 1. Bleichrodt and Pinto (2000) summarized the 
results of some empirical studies that estimated the parameter γ 
in the above equation. Tversky and Kahneman (1992) estimated 
the parameter to be γ = 0.61 for gains and γ = 0.69 for 
losses.  
The severity of the outcome is another factor that affects the 
estimation of the probability of damage. Harris el al. (2009) 
found that users judged a controllable event as more likely to 
happen when its consequence was extremely negative than 
when it was more neutral.  
It should be noted that overestimating or underestimation of 
probability of damage has economic effects. The probability 
and consequence of damage during disassembly can directly 
affect remanufacturing cost. Moreover, the overestimation or 
underestimation of the probability affects the speed of 
conducting disassembly. While speed of disassembly is 
important in reducing remanufacturing cost, unplanned and 
irreparable damage to components as a result of disassembly or 
reassembly prevents reuse and could result in financial loss. 
There is always a trade-off between the speed of disassembly 
and the amount of damage caused. The problem arises where 
the user overestimates the probability of damage, and as a result 
unnecessarily reduces disassembly speed in order to prevent the 
damage. Figure 3 represents the effect of overestimating the 
probability of damage on total cost of disassembly respectively.  
Total cost is composed of two parts: CT = CL + Cd, where the 
labor cost is calculated based on the disassembly time (CL =Ltd) where L is the unit labor cost per unit time and; the cost of 
occurring damage during disassembly (Cd).  
The straight line in Figure 3 shows that slower disassembly 
time results in increased labor cost. Figure 3 shows the inverse 
relationship between the probability of damage and the cost of 
damage. A decreasing exponential function is assumed for the 
cost of damage based on disassembly speed (probability of 
damage). The higher the speed of conducting disassembly 
operation, the lower disassembly time and therefore, the higher 
the probability of damage and the cost of resulting damage.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. The economic effect of overestimating probability of 
damage during disassembly 
 
The total cost curve is the summation of the disassembly labor 
cost curve and the cost of damage curve. The figure shows t1 as 
the optimal disassembly time with lowest total cost C1. By 
overestimating the probability of damage, the cost of damage 
curve shifts upward, and as a result the total cost curve also 
shifts to the right. Therefore, the perceived optimal disassembly 
time is t2 but the resulting total cost is C2 is higher than C1. C2 − C1 is the cost of overestimating probability of damage.  
In summary, inaccurate estimation of the probability of damage 
potentially convinces the user to conduct the disassembly task 
at a speed that unnecessarily results in higher total cost.  
The result of this discussion is the realization that the designer 
might inadvertently embed some cognitive biases into their 
subjective estimation of the probability of damage. Therefore, 
we cannot tell with confidence that the sequence suggested by 
the designer is the best possible solution.  
 
4.2 ICT Debiasing Techniques for Disassembly 
Sequence Planning 
The purpose of this section is to provide concrete examples of 
how the ICT could be employed to help designers decrease the 
effects of cognitive biases. Some of these techniques attempt 
this through decreasing reliance on the designer’s memory, and 
provide new ways to consider uncertainty when estimating the 
probability of damage.  
The debiasing techniques suggested here are categorized into 
three groups: visual, aural, and haptic. The ICT environment 
depicted earlier in Figure 2 may optionally employ an abstract 
disassembly sequence presence graph (Figure 4). This 
high low 
 t1  t2 
 C1 
 Ce 
 tmin  tmax 
Disassembly time/ speed 
Number of collisions/damage 
Total cost 
Disassembly 
cost 
Cost of 
damage 
CL Cd  td 
 C2 
A 
B 
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visualization is comprised of nodes (spheres representing 
disassembly configurations) and edges (line geometry 
representing disassembly transition opportunities) connecting 
the nodes. 
 
   
 
Figure 4. Example ICT disassembly environment with 
precedence graph visualization aid.   
 
Visual Methods 
The visual experience of the ICT environment provides 
numerous opportunities to debias the decision maker. The 
following techniques may be applied to an abstract graph 
visualization as seen in Figure 5.  
The graph visualization may be altered to present additional 
information. The nodes (or configurations) could be animated 
to vibrate at varying frequencies to indicate differences in 
probability of damage. Color coding edges in a chromatic scale 
may also be used to present differences in probability of 
damage or other relevant statistics. Size could be used as a 
differentiator among nodes. As the probability of damage 
increases a node may become smaller allowing the nodes with 
low probability of damage to be seen more easily. Size 
differences of geometry could also be used for edges. In this 
case, edges (disassembly operations) with low probability of 
damage may have larger geometry. The edges would become 
thinner as probability of damage increases – indicating a 
potential operation to avoid. The length of the edges of the 
graph could also be altered to represent various levels of 
damage probability (longer indicates higher probability). 
Applying a gradient transparency to nodes could be used to 
highlight states of greater uncertainty with respect to the 
probability of damage (Figure 5). The addition of visual 
geometry is another opportunity to present relevant statistics. 
The path with the lowest total probability of damage could be 
highlighted using transparent green spheres (Figure 6). In the 
event a designer has a formal background in damage 
estimation, raw data could be presented alongside the abstract 
geometry. 
The potential of the graph is not limited to simple 
visualizations; the designer may also interact with it. 
Intersecting a virtual cursor with components of the graph 
could display additional information regarding distributions and 
probabilities. This is especially useful when other types of 
information dominate the scene. 
 
 
 
Figure 5. ICT graph visualization. States and transitions with 
high probability of damage (left most path) are transparent. 
 
 
 
Figure 6. ICT graph visualization. Nodes highlighted with 
transparent green sphere indicate path of lowest probability of 
damage. 
 
Audio and Haptic Methods 
Often underutilized in ICT environments, audio is another 
feedback avenue. While interacting with the graph, a designer 
may intersect an edge with a virtual cursor. Upon intersection, 
each edge could emit a pitch with a frequency related to 
probability of damage. 
Additionally, the quality of a pitch or set of pitches may be used 
to indicate damage probability – higher dissonance could 
indicate higher probability of damage. Finally, the volume of 
pitches may be adjusted to suggest variations in probabilities. 
In the event haptic devices are used in the experience, force-
based attributes of components could be altered to present 
probability information. Components could also vibrate 
haptically to indicate changing levels of damage. 
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The importance of using de-biasing techniques in virtual 
environments becomes more apparent as the application of ICT 
is becoming popular in the design process, and as the traditional 
approach toward design is shifting toward visualization-centric 
technologies rather than physical prototypes of the products. 
However, the impact of the above mentioned de-biasing 
techniques should be investigated further in future studies.  
The next section explains a normative approach used to 
estimate the probability of damage.  
 
4.3 Normative Approach 
To use the normative approach, we first need some estimation 
of damage for each disassembly operation. Because 
information is not available on the potential damage that might 
occur as each piece is disassembled, the ICT environment can 
be used to generate this data. In this application, we have 
chosen to use the number of collisions that occur as parts are 
removed from the assembly as a direct correlate to the amount 
of damage. The estimate of damage is considered to be an 
uncertain parameter that has a statistical distribution.  
The method for gathering this damage data involves a person 
disassembling each part multiple times while the numbers of 
voxel collisions between parts are recorded. A complete 
description of this method can be found in Behdad et al. 
(2012b).  Any collision detection method could be used 
however to represent a measure of potential damage. 
Figure 7 shows the potential disassembly sequences, the mean 
and variance of the number of collisions, and the shape of the 
statistical distribution of damage for each operation. The 
goodness-of-fit of the statistical distributions to the data sets 
has been assessed using the chi-square and Kolmogorov-
Smirnov tests applying the ARENA software. The 𝛼 level 0.05 
has been used.  
Each connecting edge of the graph represents a disassembly 
operation and each node represents the current state of the 
resulting subassemblies. Each part is represented by a letter 
corresponding to its color in the ICT. The “*” notation indicates 
that a part has been reoriented in the operation but not removed. 
The actual number of collisions for any one disassembly 
operation should not be viewed as representing a specific 
amount of damage. Rather the number of collisions for one 
operation should be viewed relative to another operation. The 
data represent the relative potential damage that could occur 
between two different approaches to disassembly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. The feasible disassembly operations, the mean and 
variance of the number of collisions for each operation 
 
For simplicity, we can assume that damage occurs when the 
number of collisions exceeds a certain damage threshold, as 
shown in Figure 8. 
 
 
 
Figure 8. The probability of damage is the shaded area under 
the curve beyond the threshold K.   
 
Therefore the probability of damage can be calculated as 
follows: 
 
𝑃𝑁 = 𝑃(𝑁 ≥ 𝐾) = �  𝑓𝑁(𝑛) 𝑑𝑛+∞
𝐾
 
No. of collisions 
 Probability of damage 
K: damage threshold 
4 
(𝜇,𝜎2) 
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(2990, 1562574) 
(2745, 558210) 
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Where, N is the random variable representing the number of 
collisions. The method is applied to calculate the probability of 
damage for each disassembly transition. The threshold value 
k=120,000 is used here. As several examples, Figures 9-11 
show the distributions of the number of collisions and the 
damage probabilities calculated for disassembly operations 5, 6 
and 7 respectively. As shown on the disassembly graph 
depicted in Figure 7, disassembly operations 5, 6 and 7 are the 
possible operations that separate component ‘B’ from module 
‘BGRY’. 
 
 
 
 
Distribution: Uniform  (a, b) 
Expression: UNIF(3.55e+004, 1.5e+005) 
Prob. of damage:  𝑏−𝑘
𝑏−𝑎
= 0.26 
Figure 9. The statistical distribution of the number of collisions 
for disassembly operation 5 
 
 
 
Distribution: Exponential  (𝜆) 
Expression: 612 + EXPO(3.02e+003) 
Prob. of damage:  𝑒−𝜆𝑘 ≅ 0 
Figure 10. The statistical distribution of the number of 
collisions for disassembly operation 6 
 
 
 
 
Distribution: Triangular   (a, b, c) 
Expression: TRIA(8.25e+004, 9.83e+004, 1.35e+005) 
Prob. of damage:  (𝑏−𝑘)2(𝑏−𝑎)(𝑏−𝑐) = 0.11 
Figure 11. The statistical distribution of the number of 
collisions for disassembly operation 7 
 
 
The ICT can be used to display this normative data to the ICT 
user, as shown in Figure 7. Each damage distribution can be 
displayed within the disassembly tree in the ICT. The user can 
readily see what level of damage is associated with each 
disassembly operation. This additional information will help the 
designer more accurately make the tradeoff between 
disassembly cost and resulting damage. The display of abstract 
mathematical concepts with the 3D geometry in the immersive 
computing environment enhances the user experience and has 
the potential to improve decision making.  
Nevertheless, the normative method has its own limitations, as 
outlined earlier. For example, depending on the shape of 
distribution, calculation of the damage probability can lead to 
hard-to-evaluate integrals. Moreover, both approaches can be 
under the influence of cognitive biases resulting from the use of 
heuristics, such as framing, anchoring, and expert-reliance.  
In practice, disassembly sequence planning relies on the 
experts’ qualitative judgment based on their particular 
knowledge about causality, disassembly time and constraints 
rather than on quantitative estimation of values and 
calculation using normative decision rules. Therefore, often 
a combination of both normative and descriptive approaches 
can help designer derive design insights toward an improved 
design. 
 
5 SUMMARY and CONCLUSION  
This paper has briefly traced the development of some of the 
descriptive and normative approaches to design theory and 
methodology. A framework for integrating the two approaches 
to achieve synergy towards an improved design methodology 
has been presented. An example of the problem of disassembly 
sequence planning illustrates a descriptive approach (ICT) that 
allows the designer to visualize not only the design artifact, but 
also a normative abstraction of the design artifact (a 
disassembly network). The potential for using immersive 
computing technologies to debias the decision maker has been 
discussed at both high and low levels. The example 
demonstrated the use of ICT to gain information for use in the 
normative model, and for using that model towards debiasing 
the decision maker. Future directions for research include 
developing new debiasing techniques within the ICT to deal 
with a broad range of cognitive biases in a normative model, as 
well as the converse; using the normative model to debias the 
descriptive ICT system. Finally, user studies are needed to test 
the effectiveness of these methods. 
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