[1] We present exact analytical solutions for a one-dimensional diffusion problem coupled with the precipitation-dissolution reaction A ðaqÞ þ B ðaqÞ Ð M ðsÞ and feedback of porosity change. The solutions are obtained in the form of traveling waves and describe spatial and temporal evolutions of solute concentration, porosity, and mineral distribution for a set of initial and boundary conditions. The form of the solutions limits the choice of admissible boundary conditions, which might be difficult to adapt in natural systems, and thus, the solutions are of limited use for such a system. The main application of the derived solutions is therefore the benchmarking of numerical reactive transport codes for systems with strong porosity change. To test the performance of numerical codes, numerical solutions obtained by using a global implicit finite volume technique are compared to the analytical solutions. Good agreement is obtained between the analytical solutions and the numerical solutions when a sufficient spatial discretization resolves the spatial concentration gradients at any time. In the limit of fast kinetics (local equilibrium), steep concentration fronts cannot be resolved in a numerical discretization schema.
Introduction
[2] Reactive transport simulations through porous media have been widely applied to model the geochemical evolution of environmental systems. Typical examples are contaminant and radionuclide transport away from disposal sites, groundwater remediation (reactive barriers), ore body formation, and oil reservoir stimulation. Of special interest are the systems where precipitation and dissolution of minerals cause significant porosity changes [Amos and Mayer, 2006; Cussler, 1982; Cussler et al., 1983; Gruber, 1990; Lichtner, 1991; Lichtner et al., 1986a Lichtner et al., , 1986b Ortoleva et al., 1987a Ortoleva et al., , 1987b Steefel and Maher, 2009; Weare et al., 1976] . At the pore scale, the precipitation-dissolution reactions modify the pore geometry and effective pore radii, causing a change in effective transport properties of the media [MacQuarries and Mayer, 2005; Saripalli et al., 2001; Steefel and Maher, 2009] .
[3] Ultimately, precipitation may lead to complete clogging of the pore space and a virtual halt of the transport [Amos and Mayer, 2006; Trotignon et al., 2006 Trotignon et al., , 2007 . Noiriel et al. [2004 Noiriel et al. [ , 2007 studied experimentally the dissolution of a porous limestone core during CO 2 -enriched water injection with periodic X-ray microtomography imaging. They found a change in the parameters of the porosity-permeability relationship during dissolution, which they related to changes in the pore structure. Singurindy and Berkowitz [2003a, 2003b] investigated concurrent precipitation and dissolution processes with linear flow experiments in laboratory columns. They found a complex pattern of spatial and temporal variations in pore space that was leading to changes in effective transport properties of the media.
[4] Reactive transport simulations on the field scale using pore-scale description of solute transport and precipitation-dissolution reactions are not feasible because of enormous computational costs. Therefore, a continuum description of mass transport in porous media is applied. Contrary to the pore scale, where the chemical and physical variables describing the system are discontinuous as a consequence of the granular nature of rocks, the value of each chemical and physical variable in the continuum scale is locally averaged over some representative elementary volume (REV) [Bear, 1972] .
[5] For an accurate system description, the REV should be larger than typical mineral grain size and pore space heterogeneities. From the chemical point of view, the REV should also contain enough polymineral grains to represent chemical composition of the system and so admit the calculation of local thermodynamic equilibrium [Lichtner, 1996] .
[6] If the system under investigation is subjected to the constraints of local thermodynamic equilibrium, the gridbased modeling of fluid-rock interactions using the REV description are complicated by the occurrence of discontinuous changes or jumps in solute concentration caused by change in the stable phase ensemble and therefore the equilibrium concentration in the solution. For the grid-based methods the flux between nodes with different stable mineral ensembles will eventually depend on the discretization of the domain. Many approximate numerical models describing the evolution of mineral reaction zone (the porosity change) have been presented in the literature [Adler et al., 1998; Burnol et al., 2006; Charlet et al., 2007; De Windt et al., 2006 , 2007a , 2007b Gaucher et al., 2004; Marty et al., 2009; Savage et al., 2002; Soler, 2003; Spiteri et al., 2007; Lichtner, 1994, 1998; Trotignon et al., 2006 Trotignon et al., , 2007 Vieillard et al., 2007] . The numerical approaches that are based on the use of a fixed grid of nodes and elements predict discretization-dependent values of porosity, precipitation rates, and eventually the clogging time because of their inability to describe subgrid pore space changes correctly. This was clearly demonstrated by Marty et al. [2009] , who showed that rate of precipitation reactions and grid size in numerical algorithms affect clogging times at material interfaces in a diffusive transport regime. In this context, exact analytical solutions (if they exist) become a necessity to validate the numerical solutions.
[7] Derivation of analytical solutions for systems that include porosity change and chemical reactions is not trivial because of the nonlinear nature of mass transport equations describing such problems. The only analytical solutions of this class reported in the literature are applicable to simplified systems. Lichtner et al. [1986a] have used exact results from the work of Helfferich and Katchalsky [1970] to compare the steady state limit of finite difference calculations describing the interdiffusion of two reacting species. Further, Lichtner et al. [1986b] compared exact and numerical solutions to the moving boundary problem resulting from reversible heterogeneous reactions and aqueous diffusion in a porous medium. Knabner et al. [1995] and van Duijn et al. [1998] proposed a model for transport of solutes in a porous medium participating in a precipitation-dissolution reaction. In all these works the porosity, however, was assumed to be constant in space and time. Recently, Lagneau and van der Lee [2010] proposed an analytical solution based on Fourier series for a reactive transport model with feedback of porosity change. However, their analytical solution is valid only at the very beginning of the system evolution in the limit of small spatial porosity changes. Therefore, this analytical solution does not describe systems with strong porosity changes, which eventually lead to complete clogging of the pore space.
[8] In this work, we use the simplest equation method [Kudryashov, 2005a [Kudryashov, , 2005b ] to solve analytically a onedimensional diffusion-reaction equation for systems in which mineral precipitation-dissolution reactions cause arbitrary strong porosity changes. The solutions are obtained in the form of traveling waves and describe spatial and temporal evolutions of solute concentration, porosity, and mineral distribution for a set of initial and boundary conditions. The form of the solutions limits the choice of admissible boundary conditions, which might be difficult to adapt in natural systems, and thus, the solutions are of limited use for such systems. However, the available boundary conditions can be simulated in well-designed experimental setups. The main application of the derived solutions is obviously in benchmarking numerical reactive transport codes for systems with strong porosity change.
[9] This paper is organized as follows : First, we present the governing equations for the reactive transport system. We then explain the mathematical background and the method used to find exact solutions of the problem. Exact explicit solutions are then presented that describe precipitation and dissolution of minerals. Finally, we compare the analytical solutions with numerical results.
Mathematical Formulation of the Problem
[10] Consider a porous column of length L with porosity ¼ ðx; tÞ consisting of an inert solid matrix in addition to a reactive mineral phase (solid) M (s) in equilibrium with two aqueous species A (aq) and B (aq) . Then, the single chemical reaction that occurs in the system is
In order to simplify the derivation, we assume that the concentration of species B is fixed in space and maintained constant throughout the simulation time. This assumption limits the application to the natural system but does not lose generality for benchmarking numerical codes. Mathematically, the concentration profile of species B is defined by some arbitrary function f(x) (see equation (6)).
[11] The partial differential equation determining the concentration of the aqueous component A is obtained from conservation of mass. Denoting the rate of the reaction given in (1) by I(x, t), conservation of the aqueous species A is represented by
where c ¼ c(x, t) is the concentration of the species A (mol m -3
) and the flux J is given by Fick's law,
where the effective diffusion coefficient D e (m 2 s -1
) is assumed to be linearly proportional to the porosity (i.e., D e ¼ D 0 ) with a constant pore diffusion coefficient D 0 . This assumption is one of the possible relations between D e and . More complex relations have been also reported in the literature [e.g., Boving and Grathwohl, 2001] . We limit ourselves to diffusive transport only, which is a dominant transport mechanism in systems with low hydraulic conductivity [Desaulniers et al., 1981; Johnson et al., 1989; Shackelford and Daniel, 1991; Liu and Ball, 1998; Navarro et al., 2000; Jang and Kim, 2003; Landais, 2004] .
[12] Conservation of the solid phase M (s) requires that the porosity satisfies
where V m denotes the mineral (solid) molar volume (m 3 mol -1 ). Since the system contains two aqueous species and one mineral and because the concentration of species B is fixed, the change in the volume of the solid phase is due to the change in the concentration of species A. This change in volume can be described by where " c ¼ " cðx; tÞ denotes the concentration of the mineral phase (mol m -3 of fluid) and 0 ðxÞ and " c 0 ðxÞ are the initial distributions of the porosity and the mineral concentration, respectively. In order to close the system of equations, the growth of mineral phase M (s) is simulated with the kinetic law
where K is the solubility constant of the mineral (mol m ). We assume a linear dependency, i.e., S ¼ S 0 , where S 0 is a constant representing the specific surface area. In different systems, more complicated relationships can be found [e.g., Noiriel et al., 2004 Noiriel et al., , 2007 Saripalli et al., 2001] . Equation (6) shows that the product f(x)c determines the precipitation-dissolution rate, where f(x) is the concentration of species B in reaction (1). By combining equations (2)- (6) we obtain a system of three partial differential equations with three unknowns, c, , and " c :
The system of equations (7) describes a coupled diffusionreaction problem with feedback of porosity change due to the precipitation-dissolution reaction (1). To solve the problem, initial and boundary conditions should be specified. The boundary conditions are of the form cð0; tÞ ¼ c 0 ðtÞ; t > 0;
where c 0 (t) and c L (t) are two functions of t.
[13] The initial conditions for the species concentration is defined as
where c i (x) is a function of x.
[14] The initial porosity and mineral concentration are assumed to be known:
In the following, we derive exact analytical solutions for system (7) with the boundary and initial conditions (8)- (12).
Methodology
[15] In this section, we describe the methodology used to find exact solutions for system (7). The idea is to convert the system of nonlinear partial differential equations (7) to a system of nonlinear ordinary differential equations (NODEs) by making some transformations. Then the NODEs can be solved through the simplest equation method. In order to obtain a system of NODEs from the nonlinear system of partial differential equations (7), we introduce the transformation
where ðxÞ is a function that depends on the space coordinate x, to be determined later, and is an arbitrary constant. Transformation (13) In (14), we use CðÞ, ÈðÞ, and " CðÞ rather than cðÞ, ðÞ, and " cðÞ to avoid any nomenclature confusion. Using transformation (13), we can easily obtain the following relationships between the partial differential operators @=@t, @=@x, and @ 2 @x 2 and the ordinary differential operators d=d and d
where 0 ðxÞ is the derivative of ðxÞ with respect to the space variable x. According to these relationships, system of equations (7) becomes the following system of NODEs :
It is important to mention that is the dependent variable in system of equations (16), whereas x is independent of . Substituting the second equation of system (16) into the first one, we obtain
Equation (17) is a NODE that relates the two unknowns C and È. To solve this equation, we should eliminate one of these two unknowns from the equation. The easiest way is to eliminate È by making use of the second equation of system (16). Indeed, from the second equation of system (16) we get
Therefore, substituting equation (18) into the third term of equation (17) and further manipulating equation (17), we obtain the following nonlinear ordinary differential equation in C:
When an exact solution CðÞ ¼ cðx; tÞ of equation (19) is found, ÈðÞ ¼ ðx; tÞ and " CðÞ ¼ " cðx; tÞ can be easily determined from the second equation of system (16) and equation (5), respectively. Indeed, the second equation of this system is a first-order ordinary differential equation (ODE) in È, which is solved straightforwardly
where È 1 and 1 are two arbitrary constants.
[16] The analytical expression of the mineral concentration can be obtained from equation (5). For simplicity, we neglect the mass fraction of the inert solid. In this case we have 0 ðxÞ þ V m 0 ðxÞ" c 0 ðxÞ ¼ 1. Therefore, from equation (5) we get the analytical expression of the mineral concentration as follows:
[17] In section 4, equation (19) is solved using the simplest equation method. This method is a very powerful mathematical technique for finding exact solutions of nonlinear ordinary differential equations. It was developed by Kudryashov [2005a Kudryashov [ , 2005b and has been used successfully by many authors for finding exact solutions of ODEs in mathematical physics [Kudryashov and Loguinova, 2008; . Further details can be found in Appendix A.
Exact Solutions of System (7)
[18] In order to find exact solutions of system (7), we first determine CðÞ ¼ cðx; tÞ by solving equation (19) . Knowing the solute concentration c(x, t), we can calculate the porosity ðx; tÞ and the mineral concentration " cðx; tÞ by using equations (20) and (21), respectively. Details of the derivation of the porosity functions are given in Appendix B.
[19] We apply now the simplest equation method to equation (19) 
Therefore, the exact solutions of equation (19) can be written as
where A 0 (x) and A 1 (x) are two functions to be determined and is defined by (13). Since the coefficients of equation (19) depend on x, we assume that the coefficients A 0 and A 1 in equation (22) and the coefficients a and b of the Bernoulli equation (A3) also depend on x. Substituting (22) into (19) along with (A3), we obtain a polynomial in Y.
Vanishing all the coefficients of this polynomial yields the following system of overdetermined differential equations of ðxÞ, a(x), b(x), A 0 (x), and A 1 (x):
This system can be solved analytically with the help of packages for computer algebra like Maple and Mathematica. Solving system (23) leads to the following five exact solutions of the system :
where C 1 is a constant of integration.
[20] Each solution of system (23) will give analytical solutions of the system (7) as described in sections 4.1-4.2.
Analytical Solutions Derived From
we use solution (A5) of the Bernoulli equation. Substituting (A5) into (22) and using S 1 , we obtain the following analytical solution of the solute concentration
where x 0 is a constant of integration. The function A 1 (x) in (24) is an arbitrary function that depends on the space variable x. It is related to the initial condition c i (x) ¼ c(x, 0) by
One of the functions A 1 (x) or c i (x) has to be defined. If we define the initial condition, then A 1 (x) is calculated by (25), and the analytical solution of the solute concentration becomes
[22] In this case, the boundary conditions c 0 (t) ¼ c(0, t) and c L (t) ¼ c(L, t) are simply calculated by substituting x by 0 and L in (26), respectively:
The analytical solution of the porosity is obtained by substituting S 1 along with (25) into (B5):
Substituting (29) into (21), we get the following analytical solution for the mineral concentration :
Analytical Solutions Derived From S 2
[23] We assume that b(x) = 0 in S 2 . Therefore, in (22), Y is defined by (A4). By using the solution S 2 of system (23) we obtain the following analytical solution of the solute concentration :
where x 0 is a constant of integration and b(x) can be calculated from the initial concentration,
Substituting (32) into (31), the analytical solution of the solute concentration can be written as a function of the initial concentration :
[24] Solution (33) is subject to the following boundary conditions at x ¼ 0 and x ¼ l, respectively :
We use the solution (B3) for the porosity since b(x) = 0. Therefore, by substituting S 2 into (B3) we get the analytical solution of the porosity as follows:
The following analytical solution of the mineral concentration is obtained by substituting (36) into (21) 
[26] Substituting (39) into (38), the analytical solution of the solute concentration can be written as function of the initial concentration : 
The corresponding boundary conditions are defined by 
After substituting solution S 3 into (B3), we get the following analytical solution of the porosity: 
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We arrive at the following analytical solution of the solid concentration by substituting (43) The solutions of the Riccati equation (45) depend on the function f(x). This equation cannot be solved analytically for an arbitrary function f(x). However, exact solutions can be obtained for special forms of f(x) (see Polyanin and Zaitsev [2003] for further details).
Applications and Validations
[28] To illustrate the exact solutions, we present two examples for one-dimensional systems involving transport of one solute species through a saturated porous column. The second solute species in reaction (1) is fixed in space and maintained constant in time. Such conditions can be reproduced in principle in a controlled experiment by buffering the concentration of species B. Without loss of generality, we consider two examples describing the precipitation and dissolution of two hypothetical minerals. The first example is based on precipitation of minerals, which induces a porosity decrease. This example reaches clogging, i.e., complete filling of the pore space with precipitate. The second example represents the dissolution of minerals. Contrary to the first example, dissolution results in a porosity increase. The molar volume of minerals was set to unity. The solubility constants for minerals were taken from the general thermodynamic database THERMODDEM [Piantone at al., 2006].
Precipitation of Minerals
[29] We assume that the concentration of species B is fixed, and it is represented by f(x). Therefore, c(x, t) represents the concentration of species A. For this example, we calculate solute concentration, porosity, and solid concentration using solutions derived from S 1 (i.e., solutions (26), (29), and (30), respectively).
[30] The aim of this example is to simulate the porosity evolution in a truly clogging system. To facilitate the analysis, we assume f(x) to be constant and equal to 1. Therefore, precipitation of minerals occurs only if c(x,t) > K. The initial concentration of species A is defined by
where is some arbitrary constant. Therefore, the solute concentration (26) is simplified to
It is clear that if > 0, then the molar volume should take a large value in order to insure reasonable values of concentrations. The value of the molar volume was set to unity, which is highly unrealistic; however, this value does not prevent the applicability of this example for benchmarking numerical codes. The values of system parameters are given in ).
[31] We show in Figure 1 the solute concentration for successive times. As we see in Figure 1 , the solute concentration increases with time at the left boundary and remains constant at the right boundary. Moreover, we always have c(x,t) > K. Consequently, we would expect a significant decrease of porosity at the left boundary.
[32] The porosity evolution with time is plotted in Figure  2 . As expected, the porosity decreases significantly with time at the left boundary. We observe also a minor decrease of the porosity at the right boundary. This is because c(x,t) > K and the solute concentration does not vary much at this boundary. The porosity continues to decrease and reaches very small values (near clogging). In numerical codes, a minimal porosity m is defined, and clogging 
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occurs once the porosity reaches this value. Our analytical solution allows us to define a theoretical clogging time, which is the time when the porosity reaches the minimal porosity m . Taking into account x 0 ¼ 1 ¼ 0, the porosity function (29) can be simplified to
From (48) we derive the time necessary to clog the system at the location x as t c ðxÞ ¼
where Â is defined by
and W is the Lambert W function.
[33] Evolutions of the mineral concentration in moles per cubic meter of fluid " cðx; tÞ for successive times are plotted in Figure 3 . The decrease of porosity is due to the precipitation of minerals. Consequently, the precipitation of minerals occurs at the left boundary of the domain, as we can observe in Figure 3 . Solid concentrations depend on the amount of liquid in the system. That means that if the porosity decreases toward zero, as we can deduce from equation (21), the solid concentration (defined in units of mol m -3 of fluid) goes to infinity, although the absolute solid amount is nearly constant. The concentration of the solid phase in moles per cubic meter of rock " C ¼ " c is plotted in Figure 4 . Contrary to " c, which tends to infinity as the porosity tends to zero, the amount " C tends to a constant value when the porosity goes to zero (here " C ¼ 10 3 ). The quantity " C can only change if the mineral precipitates and does not depend on porosity. On the contrary, " c evolves with mineral reactions and with porosity changes. Finally, one can see that although the clogging is reached at the left boundary, the precipitation of minerals continues in the system. Indeed, the system is oversaturated after clogging, and precipitation in the right part of the system continues according to the kinetic law. In addition, solute flux over the left boundary goes down strongly but never reaches zero. This is because the concentration at the left boundary increases steadily, which partly counterbalances the clogging effect. Moreover, the constant pore diffusion coefficient D 0 increases this effect.
Dissolution of Minerals
[34] This example involves a single solid phase M (s) reacting with the solutes according to reaction (1). For this example, we calculate solute concentration, porosity, and solid concentration using solutions derived from S 2 (i.e., solutions (33), (36), and (37), respectively).
[35] In these solutions, c(x, t) represents the concentration of species A, and f(x) is the concentration of species B, which is fixed. In this example, the initial concentration c i (x) is defined by 
and the function f(x) is the following sigmoid function:
where , , , , and are parameters chosen in such a way that the values of c i (x) and f(x) represent realistic concentration values. The parameters of the problem are presented in Table 1 . As in the previous example, the molar volume is fixed to unity. The choice of this value allows a considerable change in the porosity. For smaller and more realistic values of the molar volume, either the concentrations have to be very high, or the porosity change has to be very small.
[36] In Figure 5 , we show the function f(x) and the concentration profiles of species A for successive times. The front of the function f(x) is approximately located at x f ¼ 10 -2 m. As we observe, the concentration increases with time near the boundary (i.e., in the region 0 x x f ).
Close to the boundary, the function f(x) has very low values (i.e., of the order of 10 -20 ); therefore, the product f(x)c(x, t) is dominated by the value of f(x), and even the concentration of species A increases with time. Therefore, this product remains smaller than K(%10
À10
). Consequently, from the second equation of system (7), an increase in porosity is expected in the region near the boundary.
[37] Figure 6 shows the porosity profiles for several times. We observe a 5 mm wide region near the left boundary with constant porosity that increases with time. The value of the porosity in this region is practically constant at each time since the product f(x)c(x, t) does not vary so much with time. The mineral concentration profiles are plotted in Figure 7 for various times, indicating dissolution of minerals near the boundary. We would like to mention that for long times, solute concentration values at the boundary become very high and the porosity can reach values larger than 1 (and, consequently, the mineral concentration becomes negative). Such unrealistic concentration values show the limited applicability of this analytical solution for real geochemical systems. This, however, does not hinder its application for benchmarking numerical codes. 
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[38] It is important to mention that by changing the parameters of the governing equations, such as the initial concentration and/or the function f(x), the same analytical solutions can be used to describe different problems of precipitation and/or dissolution (decrease and/or increase in porosity). For problems involving precipitation, f(x) should be chosen in such a way that f(x)c(x,t) > K. In the case of dissolution, the function f(x) must verify f(x)c(x,t) < K. The objective of the examples was to show the validity of the analytical solutions when the reaction causes strong change in the porosity. As we can observe in Figures 2 and 6 , the gradient of the porosity @=@x at the front goes to infinity with time. To obtain an approximate solution to the system (7), Lagneau and van der Lee [2010] neglected the term @=@x. This limits the applicability of their solutions to the very beginning of the porosity evolution. In contrast, the solutions obtained in this work are valid for arbitrary strong change in porosity.
Comparison With Numerical Solutions
[39] We use the analytical solutions to validate numerical solutions of system (7). A global implicit finite volume scheme is used to integrate the equations numerically.
[40] In addition to the analytical solutions, we plot in Figures 1-4 the numerical solutions at different times for the problem of mineral precipitation studied in section 5. These solutions reproduce the solute concentrations, the porosities, and the solid concentrations. For the numerical solutions, we have used 50 evenly spaced elements (which corresponds to a mesh size of 10 -3 m), and the time step is fixed to 1 s. As compared in Figures 1-4 , the analytical solutions can be considered to be identical to the numerical solutions even though the analytical solutions require much less CPU time.
[41] In order to investigate the effect of spatial discretizations, three additional calculations were performed with mesh sizes Áx ¼ 10 À2 , 1 3 Â 10 À2 and 1 9 Â 10 À2 m. Figure 8 shows the analytical porosity profiles as well as the numerical solutions at two different times: t ¼ 10 4 s (at the beginning of the porosity decrease) and t ¼ 10 5 s (near clogging). For t ¼ 10 4 s, the numerical solutions are close to the analytical solution independently of the mesh size. However, we observe some differences for t ¼ 10 5 s. Figure 9 shows the temporal evolution of the porosity at location x ¼ 5 Â 10 À3 m for the three spatial discretizations. (49)) necessary for the porosity to reach 1% at location x ¼ 5 Â 10 À3 m is t c ¼ 96,543 s. We observe that the numerical solution converges to the analytical solution when Áx is small enough to resolve the concentration front.
[42] Marty et al. [2009] provided detailed numerical investigations of clogging at concrete-clay interfaces in a diffusive transport regime. They found that for an equilibrium chemistry approach (fast kinetics) the calculated clogging time depends strongly on the spatial discretization of the numerical integration scheme. The numerical solution confirms that the clogging times in the case of equilibrium chemistry will converge to zero. In this case the precipitation of minerals and the connected porosity change are completely controlled by the diffusive flux of reacting solutes toward the numerical nodes. For a given diffusive flux, porosity changes in a numerical nodes will depend on the volume of the numerical node, which is directly related to the spatial discretization. In addition, in more complex chemical 
Conclusion
[44] In this paper, we derived analytical solutions for a one-dimensional coupled diffusion-reaction problem with feedback of porosity change by using the simplest equation method. The proposed analytical solutions are exact, explicit in space and time variables, and do not contain any approximation. These analytical solutions contain a number of arbitrary functions, which offer a framework for deriving more closed form solutions under various initial and boundary conditions. These analytical solutions can be used for benchmarking numerical codes, as shown in the presented example. We obtained a good agreement between numerical and analytical solutions when a sufficient spatial discretization is used, which resolves the spatial concentration gradients at any time. It is important to mention that the solutions proposed here are limited to two-component systems where one component is stationary. This is probably a case rarely found in natural systems. Therefore, further work to describe multicomponent systems is needed in order to develop more realistic analytical benchmarks.
Appendix A: The Simplest Equation Method
[45] The simplest equation method provides an analytical solution for nonlinear ordinary differential equations in the form 
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