Abstract-In this paper, we present an effective framework for increasing the error-resilience of low bit-rate video communications over error-prone packet-switched networks. Our framework is based on the principle of layered coding with transport prioritization. We introduce a rate-distortion optimized mode-selection algorithm for our prioritized layered framework. This algorithm is based on a joint source/channel-coding approach and trades off source-coding efficiency for increased bitstream error-resilience to optimize the video-coding mode selection within and across layers. The algorithm considers the channel conditions, as well as the error recovery and concealment capabilities, of the channel codec and source decoder, respectively. Important framework parameters including the packetization scheme, decoder error-concealment method, and channel codec error-protection strength are considered. The effects of mismatch between the parameters employed by the encoder and the actual channel conditions are considered. Results are presented for a wide range of packet loss rates in order to illustrate the benefits of the proposed framework.
I. INTRODUCTION
T HE CODING of video for and transport of video over the current nonuniform and sub-optimal network infrastructure has become an extremely active research area. This is due in no small part to the increased demand for applications that can stream video-on-demand. Typically, video-streaming applications require the information to be available to a variety of receivers connected through links with widely varying characteristics. Furthermore, the underlying network infrastructure provides only nonguaranteed delivery. Such an environment inevitably leads to information loss and delay which, given the time-sensitive nature of streaming applications, can effectively be considered as loss. Consequently, recent video-coding standards, in particular H.263+ [1] and MPEG-4 [2] , have included methods to facilitate video communications for different networks. One popular method that facilitates video streaming for heterogeneous best-effort networks is layered coding.
Layered coding produces a hierarchy of bitstreams, where the first or base layer is coded independently, and subsequent layers are coded dependently. Each layer of the hierarchy can increase the frequency, spatial, and temporal resolution over that of the previous layer. Furthermore, layered coding has inherent error-resilience benefits, particularly when the base-layer bitstream can be transmitted with higher priority, guaranteeing a basic quality of service, and the enhancement-layer bitstreams can be transmitted with lower priorities, refining the quality of service. This approach is commonly referred to as layered coding with transport prioritization. In addition to the obvious scalable benefits, layered coding with transport prioritization is the most popular and effective scheme for facilitating error resilience in a video transport system [3] .
Predictive video-encoding algorithms employ motion compensation to achieve high compression by reducing temporal redundancies between successive frames. When this motion information is lost to the decoder, a reconstruction error can occur. Such errors can propagate temporally and spatially if the affected region is subsequently used as a prediction for motion compensation. Furthermore, differential encoding is also employed to reduce statistical redundancies, for example in the encoding of motion and quantizer information. Loss of such information can cause additional spatial degradation throughout the affected frame by producing incorrectly predicted motion vectors and quantizer levels. Because of motion compensation, these errors also can propagate temporally and spatially.
In the case of packet-switched networks, network congestion and buffer overflow inevitably lead to packets being delayed and discarded. 1 Approaches to recover from packet loss can be broadly categorized as closed-loop, for example retransmission protocols, and open-loop, for example forward-error correction (FEC) techniques. Due to the time-sensitive nature of streaming applications, a closed-loop approach may not be possible. Therefore, in our work, we consider only an open-loop approach.
The simplest and most popular open-loop methods to recover from packet loss rely on the decoder alone to perform error concealment through post-processing [3] . These methods can be broadly classified into spatial and temporal domain approaches [4] . Unfortunately, under anything more than very light losses (less than 2% packet loss), such methods are not sufficient to provide acceptable quality video. Under medium (2%-5% packet loss) to heavy losses (5% packet loss), the encoder and decoder quickly lose synchronization, leading to rapid and devastating spatio-temporal error propagation. One solution is to include some form of pro-active error recovery in the system. This can be in the form of adding controlled source-coding redundancy, channel-coding redundancy, or some combination of the two. However, until the affected regions are updated without motion information, i.e., through intra-coding, the encoder and decoder will remain unsynchronized. This requires a tradeoff, as intra-coding usually requires many bits. Therefore, various approaches for selecting the appropriate amount of intra-coding have been proposed [5] - [7] . Residual loss effects can then be concealed by the source decoder.
For nonlayered video communications in error-free environments, rate-distortion optimized mode selection has been studied extensively [8] . Details of our particular algorithm were presented in [9] . We then applied operational rate-distortion optimization to the problem of efficient layered video coding in [10] . While these algorithms can produce significant improvements in source-coding performance, they are inadequate when it comes to the larger problem of video communications. This is because, in practice, Shannon's separation principle [11] , which allows for separate design of the source and channel-coding schemes, does not hold due to both complexity limitations in the source coder and finite delay requirements in the channel coder. Therefore, a key research area involves the investigation of a joint design of source and channel coder [8] .
In this paper, we present an effective framework for video communications in error-prone environments based on the principle of layered coding with transport prioritization. We introduce a rate-distortion optimized mode-selection algorithm for a layered video encoding and prioritized transport framework. The algorithm considers the channel conditions, as well as the error-recovery capability of the channel codec and error-concealment capability of the source decoder, to optimize the videoencoding mode selection. More specifically, we want to select the-coding mode for each block in each layer such that, given the different layer reliabilities and the corresponding decoder error-concealment methods for these layers, the expected reconstruction distortion is minimized for a given bit rate. We present a packetization scheme for layered bitstreams that minimizes packetization overhead and facilitates decoder error concealment. We also propose an effective error-concealment method for enhancement layers that exploits the availability of more reliable base layer information. We then consider the joint design of source and channel coder. For a given layered bitstream and channel, state we determine the optimal FEC code rate. We demonstrate that the proposed framework achieves significant improvement in and provides graceful degradation of reconstruction quality for increasing packet loss rate. This paper is outlined as follows. In Section II, we present the various components of the proposed framework, including the layered video-encoding algorithm, the packetization scheme, the decoder error-concealment method, and the prioritization approach. This framework is further developed in Section III, where we introduce a statistical distortion measure, the rate-distortion optimized mode-selection algorithm, and a method to control the operational mode of the algorithm. Simulation results are presented in Section IV. Conclusions are stated in Section V.
II. BACKGROUND
In this section, we describe the prioritized and layered framework that we employ throughout the paper. This includes the layered video-encoding algorithm, the packetization scheme, the decoder error-concealment method, and the prioritization approach.
A. Layered Video-Encoding Algorithm
Layered video encoding was first proposed in [12] . In layered video-encoding algorithms, there are two main approaches to the prediction of enhancement-layer information. The first approach uses only the base-layer information to form the prediction. This includes techniques such as re-quantization [13] , multi-stage quantization [14] , progressive coding [15] , and more recently fine granular scalability [16] . Since this approach completely ignores the high-quality information available in the previous enhancement-layer reconstruction, it can result in repeated encoding of refinement information for persistent static image regions. Generally, this approach suffers from poor enhancement-layer coding efficiency. The second approach relies only on the previous enhancement-layer reconstruction to form the prediction [17] . This approach completely ignores the information available in the current base-layer reconstruction. As such, it performs poorly in the presence of certain types of motion, for example occlusions, which the base-layer reconstruction will capture. Recently, layered video-encoding algorithms having more flexible approaches to selecting the source for prediction have been proposed. In [18] , a promising estimation-theoretic approach was introduced. This approach allows for switching the prediction of each transform coefficient between the corresponding reconstructed base-layer coefficient or (motion compensated) reconstructed enhancement-layer coefficient. Layered encoding, as supported in H.263 [19] allows the source for prediction to be selected at the macroblock level. Prediction can be made from the corresponding reconstructed base-layer macroblock, a motion compensated macroblock from the previous enhancement-layer reconstruction, or the linear interpolation of the two. For our work, we employ a fully standard-compliant H.263+ layered video-encoding algorithm. Further details on H.263 layered encoding can be found in [20] - [22] .
A block diagram of a two-layered H.263 video encoder is shown in Fig. 1 and the corresponding decoder is shown in Fig. 2 . The switches in the base layer represent the choice between intra-and inter-coding. In the enhancement layer, the motion-estimation stage is also provided with the base-layer reconstruction. Therefore, for inter-coding in the enhancement layer, a choice must also be made between the motion compensated enhancement-layer reconstruction and the current base-layer reconstruction. The input signals to the encoder at time are and for the base and enhancement layers, respectively. In the case of SNR scalability,
. For an error-free channel, and . Thus, the only source of error between the original signal and the decoded and reconstructed signal is for the base layer and for the enhancement layer, where and are the quantization errors for the base and enhancement layers, respectively. However, in the case of packet loss . The lost information should be concealed by the decoder. Therefore, and , where and are the blocks used for concealment in the base and enhancement layers, respectively. These concealment errors may propagate temporally. For example, if we consider packet loss in the enhancement layer, the error for prediction from a previously concealed region will be , where the second term represents the additional error due to concealment. Therefore, when considering the distortion to determine an appropriate coding mode, we should consider the effects of prediction from potentially concealed regions as well as the potential cumulative effects of concealment. Note that, in the case of layered coding, for packet loss in the enhancement layer only, we can choose and it is reasonable to expect to be a good approximation of .
B. Packetization Scheme
For video communications in IP networks, UDP is the transport protocol of choice. In addition to UDP, RTP [23] is usually employed to provide real-time information such as time-stamp, sequence number, and payload data type. RTP-based video communications is characterized by large packet sizes, relative to the amount of data per coded frame, and the need to mitigate the effects of significant packet loss rates. A typical packet consists of header information for IP, UDP, RTP, and RTP payload, as well as the payload data itself. This header information requires approximately 40 bytes/packet. To minimize packetization overhead, the size of the payload data should be substantially more than the size of the header. Furthermore, considering the fragmentation limit of intermediate nodes on the Internet, the maximum size the packet should be 1500 bytes.
Therefore, conceivable lower and upper bounds for the payload data are from one row of macroblocks (GOB) per packet to one entire coded frame per packet. In the case of the former, loss of a packet can be mitigated by a good decoder error-concealment method; however, at low bit rates, the overhead is prohibitive. In the case of the latter, the overhead is significantly reduced; however, loss of a packet means loss of an entire coded frame. In Fig. 3 , we illustrate the packetization overhead resulting from various packetization approaches. In Fig. 3(a) , for QCIF resolution frames ( pixels or nine GOBs), we illustrate schemes generating nine packets per coded frame or one packet per GOB, two packets per coded frame, interleaving even and odd GOBs into separate packets as proposed in [24] , [25] , and one packet per coded frame. In Fig. 3(b) , for CIF resolution frames ( pixels or 18 GOBs), we illustrate schemes generating 18 packets per coded frame or one packet per GOB, four packets per coded frame, interleaving every four GOBs into separate packets, two packets per coded frame, interleaving even and odd GOBs into separate packets, and one packet per coded frame.
From the figure, it is clear that generating one packet per GOB results in excessive packetization overhead. The remaining schemes result in reasonably low packetization overhead. However, as will be demonstrated in Section II-C, employing a single packet per coded frame performs poorly under increasing packet loss. The remaining schemes facilitate decoder error concealment. For these schemes, if only one packet for a given coded frame is received, the decoder can perform error concealment using motion information from the correctly received packet.
We should point out that, as picture header information is critical to resolve temporal reference, frame type, associated layer, as well as a number of additional coding options, we transmit a redundant picture header as part of the payload header of all packets associated with a given coded frame, at the cost of approximately eight additional bytes per packet [26] .
C. Error-Concealment Method
As UDP is not intended to improve quality of service, UDPbased communications often suffer substantial packet loss [27] . Thus, the communications system must be able to mitigate the effect of packet loss. This can be accomplished in part by employing error-resilient source-coding and traditional channelcoding techniques. However, the source decoder must also be able to conceal any residual packet loss. Before losses can be concealed, they must first be detected. This is straightforward using the sequence number field included in the RTP header. Furthermore, for packetization schemes that generate more than one packet per coded frame, resynchronization markers are necessary to provide spatial error-resilience. For H.263 , GOB headers are one method to provide such spatial error-resilience [19] . GOB headers include the associated GOB number, as well as the absolute quantizer level. Moreover, the use of GOBs restricts certain predictive elements of the syntax. This limits the spatial extent of error propagation. When a missing GOB is detected, the source decoder searches for the next available synchronization marker. From this new synchronization marker, decoded motion and quantizer information will be correct. Error concealment is then performed on the missing GOB or GOBs.
Error concealment in video communications can be broadly classified into spatial-and temporal-domain approaches [3] , [4] . Spatial domain approaches attempt to estimate missing pixels from neighboring spatial information. Temporal domain approaches employ motion compensation to reconstruct missing pixels from information in previously reconstructed frames. In this paper, we consider only temporal-domain approaches.
Many temporal-domain approaches have appeared in the literature [3] . These approaches attempt to estimate the missing motion information from neighboring spatial regions in order to perform motion compensation for concealing errors. Several estimates have been proposed, e.g., using the average, median, and MAP estimates, or a side-matching criterion [4] . In [28] , it was found that using the median estimate for motion compensation yielded better subjective quality than the averaging technique. This is also the technique employed in the H.263 Test Model [25] . Therefore, in this paper we employ the median estimate. In this approach, the motion vector for the missing block is set to the median value of the motion vectors from the blocks to the left, above, and above right of the missing block. If no motion vectors are available in these positions, the estimated motion vector is set to . In Fig. 4 , we illustrate the performance of the median estimator temporal error-concealment method, using the packetization schemes discussed in Section II-B, under a range of packet loss rates. Results are presented for nonlayered scenarios using 10 s of the video sequence FOREMAN coded at 10 fps. Results are for QCIF resolution in Fig. 4 (a) and CIF resolution in Fig. 4(b) , for total channel bit rates of 64 and 256 kbits/s, respectively. The actual video bit rate is obtained by deducting the packetization overhead from the total channel bit rate. Statistics are averaged from 20 simulation runs.
Clearly, from the figure, the use of one packet for each GOB results in inferior performance. While this approach facilitates error concealment by the decoder, the packetization overhead severely reduces the available video bit rate. The approach that employs one packet for each coded frame provides satisfactory performance under low packet loss rates. However, as the packet loss rate increases, the performance begins to degrade significantly. This is because the loss of a packet results in the loss of an entire coded frame. Moreover, this approach regularly produces packets which exceed the desired maximum packet size of 1500 bytes. The other approaches, generating two and four packets for each coded frame, maintain reasonable performance levels over the entire range of packet loss rates. For the CIF resolution results, the approach that employs two packets per coded frame occasionally exceeds the desired maximum packet size. Therefore, we adopt the packetization scheme of generating two packets per coded frame for QCIF resolution and four packets per coded frame for CIF resolution. This approach works well for nonlayered scenarios. However, for layered scenarios, we can improve the estimation of missing enhancement-layer information by considering available baselayer information. Obviously, since the previous enhancementlayer reconstruction is generally of higher quality than the current base-layer reconstruction, it should be exploited for error concealment. However, this should only be done when it is expected that motion compensated error concealment will provide a reliable estimate of the missing information. For our purposes, this criterion is satisfied when the corresponding base-layer region has been inter-coded. In this case, we employ the median estimator within the enhancement layer and perform motion-compensated error concealment. When the corresponding base-layer region has been intra-coded, we expect that motion compensation did not produce a satisfactory prediction at the encoder. In this case, the missing enhancement-layer information is concealed using the available base-layer reconstruction. One further consideration in our approach is that we should be able to limit temporal error propagation in the enhancement layer by exploiting the greater reliability of the base-layer reconstruction. Thus, in all cases where our algorithm chooses to employ motion compensation for error concealment, we only permit this if the corresponding region in the previous enhancement-layer reconstruction has not itself been concealed. If this region has been concealed, the missing enhancement-layer information is instead concealed using the available base-layer reconstruction.
We illustrate the performance of several enhancement-layer error-concealment methods, including the proposed method, in Fig. 5 . Here, we plot the enhancement-layer PSNR, under different packet loss rates, for the sequences FOREMAN and COAST-GUARD when different decoder error-concealment methods are employed. Results are presented for two layers of spatial scalability, at QCIF and CIF resolutions, coded at 10 fps. Statistics are averaged from 20 simulation runs. As the proposed framework will be prioritized, we apply unequal error protection as outlined in Table I to evaluate the performance of the error-concealment methods. In all cases, the total channel bit rate is approximately the same. The enhancement-layer video bit rate is calculated by deducting the base-layer video bit rate, the FEC bit rate, and the enhancement-layer packetization bit rate from the total channel bit rate. This corresponds to the notion of throttling the video bit rate [29] . The first method always employs the median estimator to perform motion-compensated error concealment within both layers and is labeled "forward." The second method employs the median estimator to perform motion-compensated error concealment in the base layer, and relies on the base-layer reconstruction for error concealment in the enhancement layer. This method is labeled "upward." The third method employs the algorithm described above and is labeled "adaptive." From  Fig. 5 , we see that the relative performance of the forward and upward error-concealment methods depends highly on the sequence. For the low-activity sequence COASTGUARD, the forward method performs well. For the high-motion sequence FOREMAN, the upward method outperforms the forward method. In both cases, the proposed adaptive error-concealment method achieves essentially the same performance as the better of the forward and upward methods. While the forward method exploits the higher quality enhancement-layer reconstruction, it fails to consider the increased reliability of the base-layer reconstruction and its associated motion information. The upward method does consider the higher reliability of the base-layer reconstruction, but fails to exploit the higher quality enhancement-layer reconstruction when there is an opportunity to do so. The proposed adaptive error-concealment method considers the higher reliability of base-layer reconstruction and its associated motion information to exploit the higher quality of correctly received enhancement-layer reconstruction when it is appropriate to do so.
D. Prioritization Approach
A layered coding framework is well suited to transport prioritization. The base layer can be assigned to a high priority class while the enhancement layers can be assigned to lower priority classes. For networks such as the Internet that are not engineered to provide different levels of quality of service, unequal error protection is a natural choice to achieve transport prioritization. In our approach, FEC is applied to the base-layer bitstream to produce a high priority class and no protection is applied to the enhancement-layer bitstream, resulting in a low-priority class.
FEC-based techniques have been widely examined for video communications [29] - [31] . Furthermore, FEC-based techniques are currently being considered by the IETF for supporting transport of real-time media [32] . In [29] , a judicious code-rate-selection strategy, combined with a simple error-concealment method was shown to substantially enhance performance of high bit-rate video communications in ATM networks for only a small set of pre-selected codes.
For our framework, we want to maintain the same total channel bit rate. Thus, as stated above, the FEC bit rate is deducted from the video bit rate. This will not only prevent unwanted bit-rate expansion, but also allow us to determine how to optimize the allocation of the total channel bit rate. We expect a rigorous code selection process, closely related to the channel conditions, to yield significant performance improvements, as a reduced FEC bit rate will increase the available video bit rate. For these results, we evaluate a range of strong, low delay codes, in order to enable recovery with minimal overhead. Thus, we employ maximal distance separable (MDS) codes, an example of which are Reed-Solomon (RS) codes [33] .
The FEC is applied across packets, as depicted in Fig. 6 . For an code, for data packets, parity packets are generated. For the proposed packetization scheme, the data packet sizes are not fixed, and should be no larger than 1500 bytes. However, for a block of data packets, the resulting FEC packets will all be of the same size, being that of the largest of the data packets.
In Fig. 7 , we illustrate the residual packet loss probabilities after FEC is applied. We show results for four different length codes, , , , and , using a range of FEC code rates. Each curve corresponds to a different long-term average network packet loss rate. For an code, the residual packet loss probability is calculated as (1) where is the average packet loss rate of the network. This information is readily available from periodic RTCP receiver reports [23] .
In Fig. 8 , we highlight the improvement in performance that can be realized by employing unequal error protection. Results are illustrated for two layers of spatial scalability, QCIF and CIF, using 10 s of video at 10 fps for the sequences FOREMAN and COASTGUARD for packet loss rates of 0%, 5%, 10%, and 20%. Both frameworks employ the packetization scheme and decoder error-concealment method discussed in Sections II-B and II-C. Also, both frameworks use the rate-distortion optimized mode-selection algorithm that is described in Section III below. The only difference is that CODER I adds unequal error protection, by applying the optimal amount of FEC, as determined in Section IV-A below, to the base-layer bitstream. In all cases, the total channel bit rate is approximately the same. Statistics are averaged from 20 simulation runs. Using the proposed prioritization approach, we observe a significant performance improvement, 2-4 dB, for packet loss rates above 5%. We should point out that we have assumed packet losses are not correlated. Our assumption is reasonable as the proposed packetization scheme generates very few packets per picture. Because there is such a large interval between the time instances when successive packets are injected into the network, we expect little correlation in the packet loss process.
III. PROPOSED METHOD
Rate-distortion optimization for video encoding in error-free environments was reviewed in [34] . Extending this approach to error-prone environments was discussed in [8] . Whereas the error-free case involves determining the optimal allocation of bit rate among source-coding elements, the error-prone case requires optimizing the allocation between source-coding and channel-coding elements. Moreover, the allocation of bit rate among source-coding elements should introduce appropriate error-resilience into the bitstream, related to the particular channel conditions. This is the essence of our rate-distortion optimized mode-selection algorithm. The algorithm determines when and where to introduce temporal error-resilience.
In this section, we introduce the algorithm that controls the operating mode of our layered video encoder. First, a statistical distortion measure for our layered coding and prioritized transport framework is presented. Then, we describe the rate-distortion optimized mode-selection algorithm. Finally, a relationship to determine the appropriate value of the Lagrange multiplier is presented.
A. Statistical Distortion Measure
In this section, we introduce a statistical measure for the distortion introduced via packet loss and propagated via motion compensation in a layered video-encoding framework. The important parameters of this measure are the network packet loss rate, the error-recovery capability of the channel codec (if applicable), and the error-concealment capability of the source decoder. Recall that we have assumed that the packet loss process is not correlated. Furthermore, based on recent findings, we assume that the packet loss rate is independent of packet size [35] . Note that, for wireless networks, where bit errors must be considered, this is not the case. In such environments, optimizing packet size is an important component to ensure robust video communication [36] , [37] .
We can, therefore, use (1) for the residual packet loss rate of an code, presented in Section II-D, as the probability that a given macroblock in some previous frame has been lost. We must modify our notation slightly to accommodate prediction between different layers as the layers have different priorities. We therefore distinguish between the current layer and the layer from which the prediction for the current block is made . We can then compute recursively, over a window of previous frames in layer , the probability that a macroblock has been lost as follows: (2) We can now define the statistical distortion measure that accounts for the propagation of corrupted macroblocks due to motion compensation. For this we define the following recursive corruption measure, computed for every macroblock in a given frame (3) The particular coding mode is important as it determines whether or not motion compensated prediction occurs. If there is prediction, the coding mode then determines the corresponding layer for the prediction source and the motion vector that references that source. Obviously, from an error-resilience perspective, no motion compensated prediction is preferred. In this case, . The layer is important as our prioritized framework results in different values of for the different layers. The motion vector determines the reference distortion measures and their relative weights. The summation over represents the co-located and eight neighboring macroblocks in the reference frame that may contribute to the prediction.
represents the expected distortion incurred from predicting the current block from up to previously concealed blocks. is reset to zero when a block is updated in intra-mode and, in practice, limited to a maximum of ten. Furthermore, we must assume a particular decoder errorconcealment method. For this we employ the median estimate temporal error-concealment method.
B. Rate-Distortion Optimized Mode-Selection Algorithm
For the base layer, we introduce temporal error-resilience through the insertion of intra blocks. More interestingly, for the enhancement layer, we introduce temporal error-resilience through the insertion of blocks predicted upward from the more reliable base layer. This saves the enhancement layer from spending expensive bits on intra-coding, while providing the benefits of temporal error-resilience.
We next present the rate-distortion optimized mode-selection algorithm. For encoding the base layer, we consider four coding modes: skipped-, inter-, intra-and inter4v-mode [19] . For encoding the enhancement layer, we consider five coding modes: skipped-, inter-forward, inter-upward, inter-bidirectional, and intra-mode [19] . For the error-free case, this amounts to determining independently for every block in each layer of a given frame the coding mode that minimizes (4) Here, is the quantization distortion and is the resulting bit rate from encoding block in layer with a given mode. In [34] , choosing (5) was shown to provide good rate-distortion tradeoffs for nonlayered H.263 video encoding, where is the average base-layer quantization level from one or more previous frames. Using this approach, the mode-selection algorithm is optimal for error-free communications only. In the presence of errors, the mode-selection algorithm should be able to adapt and insert a controlled amount of error-resilience.
This requires that the encoder assume a particular error-concealment method for the decoder. We use the median estimator as described in Section II-C. 2 Also, we now consider two sources of distortion. The first distortion is again the quantization distortion . The second distortion is the distortion for prediction from a corrupted, i.e., previously concealed, block and incorporates the effects of accumulated concealment distortion. Furthermore, in addition to a constraint on the source-coding bit rate , we now have a constraint on the total channel bit rate , where is calculated as the channel-coding rate for a given code rate and source-coding rate . Knowing the code rate for layer and the average network packet loss rate, we can compute the residual packet loss probability using (1) . From this, we can also compute the probability that, within some window of previous frames in layer , a block in the th previous frame is corrupted using (2) .
We can then, using (3), minimize the Lagrangian as 
C. Choice of Lagrangian Parameter
The output bit rate of the video encoder is determined by the particular choice of coding parameters. Of all the parameters, the quantization level is typically the most important for controlling the output bit rate and resulting reconstruction quality. This implies that there is a close relationship between the quantizer level and the desired rate-distortion tradeoffs, i.e., .
Ultimately, in the operational rate-distortion optimization framework, we need to employ a value of that allows a target output bit rate to be closely matched. However, for a given value of , the resulting output bit rate cannot be known a priori. Several approaches for finding a suitable value for have been proposed. The most obvious of these approaches, because of the monotonic relationship between and rate, is the bi-section search algorithm [38] . However, this algorithm is computationally demanding as it generally requires a nondeterministic number of "trial" encodings of a frame, using intermediate values for , before a suitable value is obtained.
In our framework, to avoid iterating until a suitable value of is obtained, we attempt to model the choice of as a function of the reference and enhancement-layer quantizer levels, and [34] . This approach is intuitively the most natural based on the observation regarding the close relationship between quantizer level and rate-distortion tradeoffs. Moreover, this approach allows the rate-distortion optimized framework to work easily in conjunction with independent rate control techniques that control the average bit rate by adjusting the quantizer level. This approach was demonstrated to work well for nonlayered encoding in [9] , [34] , [39] using the relationship (7) In Fig. 9(a) , we plot the average SNR enhancement-layer quantizer level obtained by holding constant and allowing to vary accordingly. Statistics are gathered for five different sequences, using six different values of for each sequence, and nine different values of for each value of . For fine enhancement-layer quantizers, the relationship between the enhancement-layer quantizer level and Lagrangian parameters is well approximated by (8) For coarse enhancement-layer quantizers, the relationship between the enhancement-layer quantizer level and Lagrangian parameters is well approximated by (9) where and are functions of the base-layer quantizer [10] .
In Fig. 9(b) , we plot the average enhancement-layer quantizer level obtained from similar experiments conducted for spatial enhancement layers. For fine enhancement-layer quantizer levels the relationship between the enhancement-layer quantizer level and Lagrangian parameters is well approximated by (10) For coarse enhancement-layer quantizer levels, the relationship between the enhancement-layer quantizer level and Lagrangian parameters is well approximated by (11) where and are again functions of the base-layer quantizer [10] . In Fig. 10 , we show the comparison of the rate-distortion performance of our model to that of a framework employing an optimal bit allocation for the individual layers [40] , [41] . Results are presented for two layers of spatial scalability, QCIF and CIF, using 10 s of video coded at 10 fps for the sequences FOREMAN and COASTGUARD. In both cases, the encoders operate with an explicit bit-rate constraint. The first encoder employs the bi-section search algorithm to closely match the target bit rate [38] . The second encoder incorporates (8)- (11) and the rate-control algorithm described in [25] , [42] to closely match the target bit rate. Specifically, the rate control algorithm determines the initial quantizer level for the frame. The Lagrangian parameter is then calculated based on this level, using the above equations. The rate-distortion optimized mode-selection algorithm then determines motion vectors and coding modes for the entire frame. Finally, the rate control algorithm updates the quantizer level per macroblock using the determined coding modes and motion vectors. These figures show that the encoder employing the proposed model can achieve essentially the same rate-distortion performance as the encoder employing the bi-section search.
IV. EXPERIMENTAL RESULTS
In this section, we first determine experimentally, for a given layered bitstream and packet loss rate, the optimal FEC code rate. We then evaluate the performance of the proposed framework using the obtained code rates. We also compare the proposed layered framework to other layered and nonlayered frameworks. Finally, we evaluate the effects of parameter mismatch.
A. Determining Optimal FEC Code Rates
We first seek an appropriate code rate to be employed for a particular packet loss rate. In Fig. 11 , results are illustrated for two layers of spatial scalability, at QCIF and CIF resolution, using 10 s of video at 10 fps for the sequences FOREMAN and COASTGUARD. We apply different amounts of protection, as outlined in Table II , for packet loss rates of 0%, 5%, 10%, and 20%. In all cases, the total channel bit rate is approximately the same. Statistics are averaged from 20 simulation runs.
From the figure, we see that a reasonable level of quality can be maintained under even heavy packet loss rates by applying as little as 25%-30% FEC to the base-layer bitstreams. For 20% packet loss rate, the (21,31) code provides sufficient protection. The (23, 31) code also provides reasonable protection, but the performance shows signs of beginning to deteriorate. For 10% packet loss rate, the (23,31) code provides sufficient protection. The (25, 31) code also provides reasonable protection, although again the performance begins to deteriorate. For 5% packet loss rate, the (25,31) code provides good protection. Here, the (27, 31) code also provides reasonable protection, with the performance beginning to deteriorate only slightly. Referring to Fig. 7(c) , which illustrates the residual packet loss probability for a code of length and different average network packet loss rates, we see that, using the code rates determined above, the resulting residual packet loss probability is less than 2%. This implies that our decoder errorconcealment method is capable of providing acceptable quality video when it experiences a packet loss rate of less than 2%. Moreover, this confirms that, by themselves, decoder error-concealment methods can provide acceptable quality video only under light packet loss rates. Further examination reveals that, based on the code rates determined above, the resulting residual packet loss probabilities are increasing slightly with increasing average network packet loss rate. This is because the temporal error-resilience of the video bitstream is also increasing with increasing average network packet loss rate. This facilitates error concealment by the decoder, permitting the framework to sustain slightly higher residual packet loss.
B. Performance of Proposed Framework
In Fig. 12 , we evaluate the performance of the proposed framework. Also, we include performance results for the nonlayered error-resilient framework the has recently been proposed [24] , [25] . Results are illustrated for two layers of spatial scalability, at QCIF and CIF resolution, using ten seconds of video at 10 fps for the sequences FOREMAN and COASTGUARD and packet loss rates of 0%, 5%, 10%, and 20%. All frameworks employ the packetization scheme and decoder error-concealment method discussed in Sections II-B and II-C. For the layered and protected frameworks, we employ the optimal level of protection as determined above and outlined in Table III . The actual video bit rate is obtained by deducting the packetization overhead from the total channel bit rate. Statistics are averaged from 20 simulation runs. The different curves correspond to: 1) a layered and protected framework whose mode is ratedistortion optimized as proposed herein (CODER I); 2) a layered and protected framework whose mode is not rate-distortion optimized (CODER II); 3) a layered and unprotected framework whose mode is ratedistortion optimized (CODER III); 4) a layered and unprotected framework whose mode is not rate-distortion optimized (CODER IV); 5) a nonlayered framework whose mode is rate-distortion optimized for error-resilient Internet video as proposed in [24] , [25] (CODER V). The results in Fig. 12(a) show that the proposed framework CODER I achieves more than 1-dB improvement in performance over the nonlayered framework, CODER V, for packet loss rates greater than 10%, with an improvement of 3 dB at 20%. Compared to the unoptimized and unprotected framework, CODER IV, CODER I achieves more than 3-dB improvement for packet loss rates greater than 10%, with an improvement of 8 dB at 20%. We have already compared the performance of CODER I to the optimized and unprotected framework, CODER III, in Sec- tion II-D. Finally, compared to the unoptimized and protected framework, CODER II, the proposed framework achieves more than 1 dB improvement for packet loss rates greater than 10%, with an improvement of 2 dB at 20%. The results in Fig. 12(b) show that the proposed framework, CODER I, achieves up to 1-dB improvement in performance over CODER V for packet loss rates of 20%. Compared to CODER IV, CODER I achieves more than 6-dB improvement for packet loss rates greater than 10%. Again, we have already compared the performance of CODER I to CODER III in Section II-D. Finally, compared to CODER II, the proposed framework achieves more than 1-dB improvement for packet loss rates greater than 10%. In all cases, the performance of the proposed framework degrades gracefully with increasing packet loss rate. The proposed framework maintains a good performance level as the more reliable base-layer information can be used either directly for error concealment or to assist in performing motioncompensated error concealment as described in Section II-C. In all cases, informal testing of the improvement in subjective quality of the proposed framework over the other frameworks is quite pronounced. This can be explained by the fact that, while the nonlayered framework CODER V performs reasonably well based on quantitative results, when a loss occurs that affects any changing area of a picture, the decoded sequence exhibits significant distortion and artifacts that can be quite objectionable. Because the nonlayered coding framework selects an optimal amount of intra-updating, it effectively contains the artifacts temporally. However, this does not improve the quality of images for which packet loss occurs.
We provide examples of the reconstruction quality for several frameworks in Fig. 13 . In Fig. 13(a) , a single-layered representation generated by CODER V, at 396 kbits/s and 0% packet loss rate is displayed. At 0% packet loss rate, this corresponds to the best representation that can be obtained at 396 kbits/s. A singlelayered representation generated by CODER V is also illustrated in Fig. 13(c) . In this case, the packet loss rate is 20%. Here, the artifacts discussed above are quite evident. In Fig. 13(b) and (d), representations generated by CODER I and CODER II, respectively, at 20% packet loss rate, are displayed. It is evident that a much more stable and acceptable image quality can be obtained using a framework based on layered coding with transport prioritization. Furthermore, the advantages of the rate-distortion optimization algorithm can be seen. The more uniform image quality observed in Fig. 13(b) compared to Fig. 13(d) is due to the algorithm considering the availability of a more reliable base-layer reconstruction and increasing the amount of upward prediction.
C. Effects of Parameter Mismatch
Since the proposed framework is dependent on a number of parameters, we investigate the effects of parameter mismatch. In Fig. 14 we illustrate the rate-distortion performance versus packet loss rate when the encoder assumes an incorrect packet loss rate. Results are illustrated for two layers of spatial scalability, at QCIF and CIF resolution, using 10 s of video at 10 fps for the sequences FOREMAN and COASTGUARD. For each figure, the encoder assumes a packet loss rate of 0%, 5%, 10%, and 20%. We then transport the resulting bitstreams over networks with different actual packet loss rates. Note that when the encoder assumes a packet loss rate of 0% it is equivalent to error-free rate-distortion optimization. We can observe that mismatch between the assumed and actual packet loss rate affects performance only slightly. There is a maximum of approximately 1.5-dB difference in performance between the bestand worst-case performance for all combinations of assumed and actual packet loss rates. Another observation is that, for the error-free case, when the encoder assumes a lossy network, up to 1.5-dB decrease in performance can occur. However, it is worth noting that such a decrease results only in visible encoding artifacts, as opposed to concealment artifacts, thus it is less displeasing. The decrease in performance when the encoder assumes a packet loss rate that is too low occurs because the rate-distortion optimized mode-selection algorithm does not introduce sufficient error-resilience into the video bitstream.
V. CONCLUSION
We have presented an effective framework for robust Internet video communications based on the principle of layered coding with transport prioritization. The main component is a rate-distortion optimized mode-selection algorithm that selects the optimal amount of temporal error resilience to insert into the source bitstream, using knowledge of the channel packet loss rate, the FEC code rate, and the corresponding decoder error-concealment method. Furthermore, we have proposed an effective packetization scheme for layered bitstreams that minimizes packetization overhead and facilitates decoder error concealment. We have introduced an enhancement-layer temporal error-concealment method that exploits high reliability base-layer information to determine the appropriate course of action for concealment. We have presented an approach to unequal error protection that uses packet-based FEC. Moreover, we have determined that appropriate amount of error protection strength to be applied to the base-layer source bitstream depending on the channel packet loss rate. The system was demonstrated to achieve significant performance improvement over other layered and nonlayered coding frameworks, for a wide range of packet loss rates. Moreover, it was shown to produce a significantly improved reconstructed image quality. Finally, the performance was shown to degrade gracefully for increasing packet loss rates.
