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ABSTRACT 
For more than four decades, observations of synchronized motoneuron firings detected 
during human muscle contractions have been used to determine the strength of common 
inputs shared by motoneurons. This notion is referred to as the "common input". It relies 
on the supposition that synchronization is caused by branches of presynaptic inputs 
shared by motoneurons. However, direct empirical observations that physical common 
inputs elicit synchronized firings have never been reported. The disquiet over the lack of 
physical evidence has been compounded by the lack of statistical rigor of the methods 
used to detect synchronized firings. In spite of its seemingly wide acceptance, the validity 
of the common input notion remains unproven. 
I set out to evaluate the methods used to detect synchronization and derive an 
improved statistical approach to test rigorously the notion that common inputs cause 
synchronization. More than, 1,000,000 firings from over 2,100 motoneurons were 
decomposed from EMG signals collected during voluntary contractions ranging from 5% 
Vl 
to 50% of the maximal force in two human muscles - a data set an order of magnitude 
greater than any reported in previous synchronization studies. Any errors that occurred 
during EMG decomposition were classified and mitigated using a newly derived error 
reduction algorithm. With improved estimates of the firing times, I developed a 
statistically-based method (SigMax) for detecting synchronized firings and compared it to 
three other commonly used techniques. SigMax revealed three types of errors produced 
by the previous methods that ignore proper statistical considerations necessary to detect 
synchronization. 
Using the error reduction and SigMax method, I designed two experiments to 
examine the possible physiological cause of motoneuron synchronization. The first 
experiment implemented a dual force-level contraction paradigm to test the common 
input notion. My analysis demonstrated that anatomically hard-wired common inputs 
were not responsible for the changes in synchronization that occurred with changes in 
contraction force. Therefore, I implemented a second experimental protocol to ascertain 
factors other than common inputs that may cause synchronization. Results from a three-
dimensional regression analysis of these data indicated that synchronization likely occurs 
as an epiphenomenon of the sensitivities of motoneuron firing rates to voluntary 
excitation. 
Vll 
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CHAPTER! 
INTRODUCTION 
1.1 Motivation 
The mechanisms responsible for the generation of motoneuron firings that in tum 
produce voluntary contractions in human muscles have been studied for more than a 
century. Anatomical studies demonstrated that each muscle is controlled by tens to 
hundreds of motoneurons (Feinstein et al. , 1955), and each motoneuron receives on 
average 20,000 to 50,000 inputs from central and peripheral origins (Conradi, 1969; 
Barrett and Crill, 1974; and Barett, 1975). Although anatomical observations have 
provided some information about the architecture of connections to motoneurons, they 
have yet to explain how inputs are coordinated to control motoneuron firings . As a more 
productive approach, studies have instead employed observations of motoneuron output 
to infer the characteristics of the inputs they receive. 
One aspect of motoneuron firings that has intrigued researchers is the 
phenomenon synchronization - or the tendency for pairs of motoneurons to generate 
firings separated by a given latency. Using inferential analysis, pioneers as Adrian and 
Bronk (1928), Buchthal and Marsden (1950), and Person and Kudina (1968) studied 
synchronized firings that occasionally occurred between pairs of motoneurons. They 
postulated that common inputs shared by motoneurons were a possible cause of 
synchronization. In a later work, Moore et al. (1970) proposed synchronized firings could 
alternatively be the result of other configurations of inputs including monosynaptic 
excitation, polysynaptic excitation or even synaptic inhibition. However, no empirical 
1 
observations have ever been presented to justify which of these mechanisms cause 
synchronization. 
Nonetheless, Sears and Stagg (1976) and Kirkwood et al. (1978) asserted that 
their observations of synchronized firings were caused exclusively by common inputs; 
popularizing the notion that has since been referred to as the "common input". Nordstrom 
et al. (1992) expanded on the common input notion and claimed that measurements of 
synchronization directly indicated the strength of common inputs shared by motoneurons. 
Virtually dozens of studies have since embraced the common input notion as the factual 
cause of motoneuron synchronization (see for example Schmied et al., 1993; Farmer et 
al., 1998; Kilner et al., 2002; Dartnall et al., 2008; Keen et al., 2012; among others). 
Contrary fmdings reported by De Luca et al. (1993), Semmler et al. (2000) and 
Kamen and Roy (2000) suggested synchronization was not a consequence of common 
inputs. Instead, their results conveyed that synchronized firings were an epiphenomenon 
of more general control mechanisms responsible for voluntary contractions. The 
alternative findings they reported remain unaddressed by the vast majority of 
synchronization studies throughout the literature. Therefore, in spite of its seemingly 
wide acceptance, the notion that common inputs cause synchronization has yet to be 
justified with experimental evidence. 
2 
1.2 Motoneuron Firings: From Generation to Detection 
\ 
Motoneurons are arranged in functional units consisting of a motoneuron, its axon 
and all of the muscle fibers that the axon innervates (Liddell and Sherrington, 1925). 
These motor units are the fundamental electro-mechanical elements of muscle 
contractions. Each motoneuron firing results in two events within the muscle: a) the 
mechanical contraction of muscle fibers; and b) the electrical production of a motor unit 
action potential (MUAP) (Coombs et al. , 1957; Fuortes et al. , 1957, Paton and Wand, 
1967). A one-to-one ratio exists between each motoneuron firing and each MUAP. 
Therefore, synchronized MUAPs from different motor units directly indicate occurrences 
of synchronized firings from different motoneurons. 
Synchronization is typically studied between motor unit firings identified from 
electromyographic (EMG) signals recorded during muscle contractions (Datta and 
Stephens, 1990; Semmler and Nordstrom, 1995; Keen et al. , 2004). Regardless of the 
method used to decompose motor unit firings from the EMG signal, difficulty can arise in 
determining the correct identification and location of each MUAP. For example, McGill 
et al. (2004) demonstrated from the decomposition of intramuscular EMG (iEMG) 
signals that as many as 17% of motor unit firings were incorrectly identified. 
Additionally, they observed that correctly identified firings were localized with as much 
as 5 ms of error. Although the vast majority of synchronization studies use iEMG signal 
decomposition, they provide virtually no account of these errors. The robustness of 
synchronization measurements to decomposition errors remains to be demonstrated. 
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1.3 Synchronization Detection Methods 
A variety of methods have been used to quantify the amount of synchronization 
between the firings of paired motor units. All of these approaches are based on the 
statistical analysis of firing trains reported by Perkel et al. (1967). Yet, the vast majority 
of synchronization studies disregard relevant statistical considerations and employs 
assumptions to reduce the computational complexity of detecting synchronization 
(Connell et al., 1986; Schmied et al. , 1993; Mcisaac and Fuglevand, 2007; among 
others). Perkel et al. (1967) explicitly cautioned that errors can result from any test for 
dependent firings (i.e.: synchronization) involving unverified assumptions or poorly 
justified approaches. But, their warnings have not been heeded. The methods used to 
measure synchronization remain to be proven accurate. 
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1.4 Specific Aims 
Therefore, I set out to evaluate the previous approaches used to detect 
synchronization and rigorously investigate the speculations of the common input notion. 
Surface EMG (sEMG) decomposition technology enabled the study of more than 30 
concurrently active motor units forming as many as 420 pairs in each contraction - a 
population of motor units an order of magnitude larger than any previous synchronization 
studies (De Luca et al. , 2006; Nawab et al. 2010). Decomposition results from sEMG 
data collected during voluntary human contractions were assessed for systematic errors 
and processed by a novel error reduction algorithm. Synchronization was measured using 
a newly derived, statistically robust method that overcame the shortcomings of previous 
approaches. Both the error correction and synchronization methods were fundamental to 
accurately measuring synchronization. 
I designed two distinct experiments to evaluate the likely causes of motor unit 
synchronization. In the first experiment isometric contractions with two constant force 
regions at different levels were used to determine if synchronization was indeed caused 
by common anatomical inputs and therefore independent of the force output of the 
muscle. For the second experiment I implemented longer contractions containing only a 
single constant force region to obtain more accurate measurements of synchronization. 
Three-dimensional regression analysis between motor unit firing properties and 
measurements of synchronization were performed on these data to assess possible causes 
of motor unit synchronization. 
The results indicated that, during voluntary isometric contractions, 
5 
synchronization is not caused by common inputs to motoneurons. Instead synchronized 
motor unit firings occasionally occur as a consequence of the sensitivity of motor unit 
firing rates in response to voluntary excitation. DeLuca and Hostage (2010) and DeLuca 
and Contessa (2012) demonstrated that the motor unit firing rates sensitivities, calculated 
as the first derivative of the firing rates, vary in a hierarchical manner in accordance to 
the size and recruitment threshold of the motor units. My results build upon their 
findings, indicating that synchronization is an epiphenomenon of the hierarchical 
organization of the firing rate derivatives. 
The four chapters in this dissertation are written in the form of four separate 
papers. Each chapter addresses specific aims of the synchroriization problem that are 
outlined below. 
Chapter 2: Error Reduction in EMG Signal Decomposition 
To accurately study synchronization, it is essential that the timing of each 
identified motor unit firing is precise. Decomposition of the EMG signal into constituent 
action potentials and identifying individual firings of each motor unit in the presence of 
ambient noise is an inherently probabilistic process - whether performed visually or with 
automated algorithms. Consequently it is subject to errors. I set out to classify and reduce 
these errors by analyzing the firings of more than 1,000 motor units decomposed from 
surface EMG signals collected during human voluntary contractions. I classified 
decomposition errors into two general categories; location errors representing variability 
in the temporal localization of each motor unit firing instance; and identification errors 
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consisting of falsely detected or missed firings. Before attempting to reduce these errors, 
I designed a test to determine if the output of the decomposition algorithm contained any 
bias, and found that the surface EMG decomposition algorithm produces non-systematic, 
data-dependent results. Consequently I implemented a novel technique to mitigate 
decomposition errors. The output from the error reduction algorithm successfully 
improved the decomposition estimate of the likely physiological firings by correcting an 
average of 8.09% of identification error and 7.13 ms of location error from each motor 
unit. The error reduction technique illustrates the trade-off between the number of motor 
units decomposed above a given accuracy level and the time required to decompose those 
motor units. The bias test and error reduction algorithms in this study are not limited to 
any specific decomposition strategy. Rather, I propose these tests for other decomposition 
methods, especially when analyzing precise motor unit firing times, as occurs when 
measuring synchronization. 
Chapter 3: Physiological Ramifications of a Statistically Sound Method for Calculating 
Synchronization of Motor Unit Firings 
Over the past four decades, various methods have been implemented to measure 
synchronization of motor unit firings. In this work I show that all of these tests disregard 
relevant statistics necessary to detect synchronization, and their results provide 
misleading physiological interpretations such as the existence of universal common 
inputs to all motoneurons and the presence of long-term synchronization. Therefore, I 
developed a statistically-based method (SigMax) for computing synchronization and 
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tested it with firing data from 19,150 motor unit pairs containing 1,056,066 frrings from 
the First Dorsal Interosseous and V astus Lateralis muscles - a data set an order of 
magnitude greater than that reported in previous studies. Only firing data decomposed 
from surface EMG signals with greater than 95% accuracy were used in the study. 
Otherwise the data were not subjectively selected in any manner. Because of the size of 
the data set and the objective statistics inherent to SigMax I have confidence that the 
synchronization values I calculated provide an improved estimate of physiologically-
driven synchronization. When compared to three other commonly used techniques, ours 
revealed three types of errors that result from ignoring statistical considerations necessary 
to detect synchronization. a) On average the z-score method falsely detects 
synchronization at 15 separate latencies in each motor unit pair. b) The cumulative sum 
( cusum) method missed 2 out every 7 synchronization identifications found by SigMax. 
c) The common input assumption method identified synchronization from 1 00% of motor 
unit pairs studied. SigMax revealed approximately only 36% of motor unit pairs manifest 
statistically significant synchronization. 
Chapter 4: Evidence Refuting the Common Input Notion for Synchronization of Motor 
Unit Firings 
Dozens of studies have reported measurements of synchronized motor unit firings 
to quantify the synaptic connectivity shared by motoneurons. This notion that common 
inputs cause synchronization was initially proposed to explain observations of 
occasionally synchronized motoneuron frrings during respiration in anesthetized cats. In 
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spite of the broad acceptance of this idea throughout the motor control literature, virtually 
no reports have ever confirmed that physical common inputs actually elicit synchronized 
firings from motor units. Nor have any studies attempted to test the notion with 
experimental data in either voluntary or elicited contractions. On account of the lack of 
substantiating evidence, the common input notion has remained a conjecture. Therefore, 
to determine the validity of this notion I designed an experiment to explicitly test if 
synchronized firings are indeed produced by alleged common inputs. The experiment 
implemented a novel isometric contraction paradigm consisting of two force plateaus for 
human subjects. I compared synchronization measured from pairs of motor units active 
during both force levels. As the contraction force changed from one force level to a 
relatively higher level, the magnitude of synchronization, the peak width and the 
percentage of synchronized motor unit pairs generally decreased. The current framework 
of the common input notion provides no factual explanation to account for these results. 
Therefore, I conclude that alleged common inputs shared between motoneurons are not 
responsible for observations of synchronization. Instead, I suggest, as did in De Luca et 
al., (1993) that synchronization is an epiphenomenon of more general control prope11ies 
of motor units. 
Chapter 5: Synchronization of Motor Unit Firings: An Epiphenomenon of the 
Characteristics of Hierarchical Control 
After demonstrating in chapter 4 that common inputs are an unlikely source for 
motor unit synchronization, I set out to identify a more probable explanation for 
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observations of synchronized firings. I studied motor unit firings from EMG data during 
voluntary isometric contractions of different human subjects, muscles and force levels. 
My analysis of contractions from 5% to 50% of the maximal force yielded 19,150 motor 
unit pairs - a data set more than an order of magnitude greater than any previously 
published - enabled a comprehensive study of synchronization across populations of 
concurrently active motor units with different firing properties. Consistent and relatively 
strong correlations indicated that synchronized firings occur as a result of the sensitivity 
of motoneurons to excitation. Specifically, during voluntary constant force isometric 
contractions, relatively large motoneurons with high recruitment thresholds have a 
similar sensitivity to small changes in voluntary excitation. Consequentially, almost all 
pairs of these motor units produce relatively high levels of synchronization. Amongst 
smaller motoneurons with relatively similar but lower recruitment thresholds, pairs are 
less sensitive to small changes in voluntary excitation. Synchronization still occurs 
amongst most of these motoneurons pairs but at significantly lower magnitudes. In 
motoneurons with relatively different sizes and recruitment thresholds, pairs respond with 
different sensitivities to changes in voluntary excitation leading to virtually no 
synchronization. These results indicate that synchronization occurs as an epiphenomenon 
of the characteristics of hierarchical control of motor units. 
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CHAPTER2 
ERROR REDUCTION IN EMG SIGNAL DECOMPOSITION 
2.1 Introduction 
Over the past five decades, a variety of methods have been used to extract individual 
motor unit action potentials (MUAPs) from electromyographic (EMG) signals. Visual 
decomposition techniques were the first methods used to extract the firings of one or two 
motor units from a signal. Still used today, these methods are generally incapable of 
resolving MUAP superpositions that occur in complex EMG signals. Therefore, visual 
decomposition is by necessity limited to intramuscular EMG signals from low-force 
contractions where few motor units are active. The introduction of non-visual, automated 
algorithms using various machine-learning processes enabled the decomposition of 
intramuscular EMG signals having a more complex structure (LeFever and De Luca, 
1982a,b; Stashuck and Paoli, 1998; Florestal et al. , 2006; Nawab et al. , 2008; among 
others). More recent enhancements allow for the non-visual decomposition of complex 
surface EMG (sEMG) signals that can identify the activity of superimposed motor unit 
firings (DeLuca et al., 2006; Kleine et al. , 2007; Nawab et al. , 2010; among others). 
Regardless of the method used, decomposition of EMG signals containing any 
number of motor units is a non-trivial task; with the task increasing in complexity as the 
number of detected motor units and the noise in the signal increase. Even if the 
decomposition is performed by visual inspection, the low contraction levels used in such 
studies often contain some superposition occurrences causing difficulty in resolving 
precise fuing instances. As a consequence of the variability in decomposition results, any 
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decomposition process provides only probabilistic estimates of physiological motor unit 
firing times corrupted by two types of decomposition errors. Figure 2.1 shows an 
example of these error manifestations. For each motor unit firing instance found in the 
EMG signal, the precise temporal localization of the MUAP is subject to variability. We 
refer to that variability as "Location Error". For visual decomposition methods, noise 
embedded in the EMG signal can mask the precise location of each action potential peak 
and therefore the identification of each firing instance. While the resultant location error 
may be small when a single motor unit is present, the error increases with the 
superposition of two or more action potentials and further increases with decreasing 
signal to noise ratio. (See figure 2.1A). For non-visual automated methods, 
decomposition of complex shapes from multiple superimposed action potentials can also 
result in location errors as shown in figure 2.1B. Small shifts in the location of MUAPs 
first subtracted from the superposition subjugate subsequently subtracted MUAPs to 
larger shifts in their precise location. 
A second type of error can occur when the firings of one MUAP are either missed 
or falsely detected due to confusion with another similarly shaped MUAP (figure 2.1C). 
These errors are visible when a validation of the first decomposition is performed and 
false positives or false negatives occur for the same motor unit. We refer to these as 
"Identification Errors." 
Different validation techniques have been used to evaluate the presence of errors 
in EMG decomposition. For visual decomposition, results can be validated by repeated 
decompositions with different human operators. Although simple, this error identification 
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Figure 2.1 Illustrations ofEMG decomposition errors. 
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Pictorial representation of errors made during EMG decomposition. A) During visual 
decomposition, superposition of noise with even a single active MUAP can blur the 
precise location of the action potential peak, giving rise to location variability during 
template matching, that we will call the "Location Error". This error is magnified when a 
visual template matching algorithm is applied to a superposition occurrence of two motor 
units, a common happening during even lowest level contractions. B) In algorithmic 
decomposition, location errors occur due to the frequent incidence of complex 
superposition segments in the EMG signal, the resolution of which gives rise to shifts in 
the precise location MUAPs often caused by distortions of the shapes remaining within 
the superposition during the subtraction process. Any noise in the EMG signal would 
only render more difficult the identification of the precise temporal location of each 
13 
firing. C) Any decomposition technique is subject to identification errors as revealed by 
the depiction of firing trains from two similarly shaped MUAPs. When the firings of 
these motor units occur amongst certain superpositions or noise manifestations, mistakes 
are likely to occur in the form of misidentifications between the two motor units. As seen 
by the decomposition validation, identification errors consist of either false detections or 
missed firings in the validation result of any decomposition. These errors leave the actual 
identification of each firing uncertain. 
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method has rarely been used in published reports. Instead, to alleviate consequences of 
unmeasured errors, concessions are made to analyze only a subset of each motor unit 
action potential train (MUAPT) by discarding firings that are superimposed with other 
MUAPs. 
For automated decomposition, Mambrito and DeLuca (1984) proposed two still 
commonly used error evaluation techniques. One method employs a physiologically-
approximated and mathematically-synthesized signal with known MUAP shapes and 
firing instances that are designated as the "truth". The signal is then decomposed and the 
accuracy is evaluated by comparison between the truth and the decomposed data. This 
method has been used by Farina (2001a), Zennaro et al. (2003), Florestal et al. (2006), 
among others. It is a classical engineering approach, but it has limitation for establishing 
the accuracy of individual MUAPTs extracted from the sEMG signals. De Luca and 
Nawab (2011) identified three main drawbacks. First, it is a generic test used under 
artificial circumstances. It does not directly test the decomposition accuracy of a real 
sEMG signal. It requires the presumption that the accuracy results obtained under 
artificial conditions faithfully represent the decomposition accuracy of a real EMG signal. 
Second, it is subjective, as the parameters of the firing instances are either artificially 
constructed or derived from a generic model. Third, it does not consider the changes in 
the shape of the individual action potentials that occur in a real sEMG signal. For 
example, no model has yet been constructed that takes into account the spatial and 
conductive inhomogeneities contained in the muscle and surrounding tissues. Instead, 
such models produce action potential shapes for different motor units that are excessively 
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similar. 
The second validation method proposed by Mambrito and De Luca (1984) was 
the two-source technique, which compares the decomposition results of the same motor 
unit decomposed from two EMG signals recorded simultaneously with two sensors 
arranged in near proximity. Although the use of this technique has some value when the 
two signals are collected with similar type sensors and each is decomposed with the same 
algorithm, the method is less useful when an intramuscular EMG signal and a sEMG 
signal are decomposed with different algorithms. The individual data sets would be prone 
to separate sets of location and identification errors. More importantly, the comparison is 
limited to only a few motor units. This leaves the accuracy of the rest of the decomposed 
motor units untested. To infer, as Farina and Enoka (2011) did, that the accuracy of a set 
of less than 6 motor units can be used to establish the accuracy of the rest of the motor 
units decomposed by EMG algorithms is a misguided deliberation. 
We set out to classify and reduce location and identification errors made by our 
sEMG decomposition described in De Luca et al. (2006), substantially improved in 
Nawab et al. (2010) and independently verified by Hu et al. (2013). To accomplish this 
goal we quantified decomposition errors using a validation approach that overcomes the 
aforementioned shortcomings of other validation methods. Consequently, we 
implemented the decompose-synthesize-decompose-compare (DSDC) technique 
described by Nawab et al. (20 1 0) and improved in the appendix of De Luca and Contessa 
(2012). While decomposition results may be data-dependent, some decomposition 
algorithms could produce systematic errors from biased performance. Therefore, we 
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implemented an algorithm to test for decomposition bias using repeated validations for 
each sEMG signal. After demonstrating that our decomposition algorithm produces 
unbiased, data-dependent results, we derived a method to reduce decomposition errors. 
Our error reduction teclmique employs multiple independent decomposition estimates 
from a single sEMG signal and combines these estimates to mitigate decomposition 
errors. The final output of our error reduction algorithm is an improved estimate of the 
likely physiological firings. The error reduction procedure reveals a trade-off inherent to 
the decomposition problem between the numbers of motor units decomposed, the 
accuracy of those motor units and the processing time required for decomposition. 
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2.2 Methods 
2.2.1 SuNects 
Six healthy subjects, four males and two females, each with no known history of 
neuromuscular disorders volunteered for the study. The average subject age was 21.3 ± 
0.8 years ranging from 21 -23 years. Before participating in the study, all subjects read, 
indicated they understood and signed a consent form approved by the Institutional 
Review Board at Boston University. 
2.2.2 Force Measurements 
All experiments were performed on the first dorsal interosseous (FDI) muscle of 
the hand and the vastus lateralis (VL) muscle of the lower limb. Subjects were seated in a 
specially constructed chair apparatus designed to isolate movement for target muscles of 
this study. For the VL contractions, the chair restrained hip movement and immobilized 
the subject's leg at a knee angle of 60° flexion. For the FDI, surface restraints were used 
to immobilize the subject's forearm and restrain the wrist and fingers. Isometric force 
was measured during leg extension and index finger abduction via load cells attached to 
metal arms of each restraint. The force was band-pass filtered from DC to 450 Hz and 
digitized at 20 kHz. Target trajectories and visual feedback of the isometric contraction 
force were displayed on a computer monitor for the subject. 
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2. 2. 3 EMG Signal Recording 
The sEMG signals were recorded with a dEMG™ sensor (Delsys Inc.) that has 
five cylindrical pins, 0.5 mm in diameter located at the comers and in the middle of a 5 x 
5 mm square. Further details may be found in De Luca et al. (2006). The output of the 
sensor was connected to an EMG amplifier (a Bagnoli 16-channel system, Delsys Inc.). 
Before applying the sensor to the subject, the surface of the skin was prepared by 
removing excessive hair with a razor (which we no longer find necessary) and dead skin 
with adhesive tape followed by sterilizing the skin with an alcohol cloth. After skin 
preparation, the surface sensor was placed on the skin over the center of the muscle belly. 
Signals from the four pairs of electrodes in the sensor were differentially amplified and 
filtered with a bandwidth of 20 Hz to 450 Hz. The signals were sampled at 20 kHz and 
stored in computer memory for off-line data analysis. 
2. 2. 4 Experimental Protocol 
Before recording data, subjects were trained on the protocol by practicing force 
tracking and maximal voluntary contractions (MVCs). Following training we measured 
the MVC force by three brief MVCs each with duration of three seconds separated by a 
rest period of 3 min. The MVC of greatest value was chosen to normalize the force level 
of all following contractions for later comparison across subjects. Subjects proceeded to 
track a series of target trapezoidal trajectories displayed on the computer screen with the 
output of their force sensor. For the FDI muscle, trajectories increased at a rate of 10% 
MVCfs, were sustained at 5%, 10%, 15%, 20%, 25% or 30% MVC for 35 s, and were 
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then decreased back to zero at 10% MVC/s. For the VL muscle, trajectories agam 
increased at a rate of 10% MVC/s, were sustained at 20%, 25%, 30%, 35%, 40% or 50% 
MVC for 35 seconds, and were then decreased back to zero at 10% MVC/s. At least five 
minutes of rest were allotted between trials. 
2. 2. 5 EMG Signal Decomposition 
Raw EMG signals from four channels of the sensor were decomposed into their 
constituent MUAPTs using the decomposition EMG ( dEMG) algorithms described by De 
Luca et al. (2006) and substantially improved in Nawab et al. (2010). Decomposing 
action potentials from the complex sEMG signal is a computationally expensive 
procedure in a multi-dimensional constraint space. To mitigate this computational 
challenge, the dEMG algorithms applied special artificial intelligence architecture to 
restrict the number of constraint combination searches by dividing the decomposition into 
a series of stages. Each processing stage addressed a fraction of the constraints of the 
decomposition problem. For a more detailed description of the algorithm's functionality, 
refer to Nawab et al. (2010). The output of the algorithm provided the fuing instances of 
all motor units identified during decomposition. Each fuing instance, as measured by the 
algorithm, was defined by the time of the greatest absolute value of the action potential. 
2.2.6 EMG Validation 
To evaluate errors m our decomposition results we used the decompose-
synthesize-decompose-compare (DSDC) validation test described by Nawab et al. (2010) 
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and improved more recently in the appendix of De Luca and Contessa (2012). Our 
decomposition algorithm identifies distinguishable MUAPs and classifies their firing 
instance in motor unit trains, which we refer to as the dEMG signals. Any MUAPs or 
fragments of MUAPs that cannot be consistently decomposed by the algorithm provide a 
residual - that can be approximated with a band-limited Gaussian noise process. The 
validation algorithm then synthesizes the EMG signal by summing all classified 
MUAPTs from the dEMG result with randomized band-limited Gaussian noise of equal 
root mean squared (RMS) magnitude to the dEMG residual. The synthesized signal is 
subsequently decomposed (dSS) and is compared to the dEMG result. During this 
comparison step we evaluate errors in the decomposition. These error measurements 
describe the performance of our decomposition algorithm when processing the particular 
superposition complexities in the sEMG signal and the given amount of unclassified 
content indicated by the dEMG residual. 
An example validation comparison of several motor units from one contraction is 
shown in figure 2.2A. Firings from the dSS result were labeled with "x's" and those from 
the dEMG result labeled with bars. Any firing from the dSS result (x) is matched with 
that of the dEMG result (bar) if and only if the following two criteria were met: a) the "x" 
had to be the closest "x" to the bar and b) the bar had to be the closest bar to the "x". Any 
difference in firing times between matched firings provided the location error; which 
indicated the firings were successfully identified but with slight variability in their 
temporal location (figure 2.2B). Location errors were computed for all matched firing 
instances as: 
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Figure 2.2 Location Errors Measured from sEMG decomposition validation. 
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A sample validation comparison A) of several MUAPTs from a 30% MVC contraction of 
the VL muscle. Bars indicate firings found in the dEMG result and "x's" mark frrings 
found in the dSS result. Plus signs indicate false positives, found in the decomposed 
synthesized signal and not in the dEMG signal. Circles indicate false negatives not found 
in the decomposed synthesized signal but identified in the dEMG signal. B) The MUAP 
location error of each confirmed firing is illustrated by a slight latency between each bar 
and the corresponding "x". 
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Ei,j = dSSi,j- dEMGi,j; (equation 2.1) 
where dEMGi,j is the lh firing time of the ith motor unit identified in the dEMG result 
(bar); and dSSi.j is the lh firing time of the ith motor unit from the dSS result (x). The 
location errors for each motor unit were binned in histograms for further analysis. We 
quantified the total amount of location error for each motor unit as: 
n 
AM{Location Error}= ~LIEi,jl; (equation 2.2) 
j=l 
where AM{Location Error} is the average magnitude of the location error for all n 
firings in the ith motor unit. 
All unmatched firings were considered identification errors. Two types of 
identification errors occurred: false positives and false negatives. Firings found in the 
dSS result but not in the dEMG result were false positives (plus signs shown in figure 
2.2A). Those found in the dEMG result but not in the dSS result were false negatives 
(open circles in figure 2.2A). We quantified the total amount of identification errors made 
within each motor unit using the accuracy metric: 
N 
Validation Accuracy = 1 - I D Errors = 1 - error 
Ntruth 
Npp + NFN . 
= 1- N N (equatwn 2.3). 
TP + TN 
The percentage of identification errors made throughout a MUAPT is given by the ratio 
of unmatched firings to true firing events. Specifically the number of unmatched 
firings (Nerror) is evaluated as the sum of the false positives (Npp) and false negatives 
(NFN)· The number of true firing events, or Ntruth' is quantified as the number of true 
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positives (Nrp) or dEMG firings plus the number of true negatives (NrN) or regions in 
the dEMG containing no firings (see the appendix in DeLuca and Contessa, 2012). The 
validation accuracy provided a measure of how successfully each motor unit was 
decomposed. 
2.2. 7 Repeatability ofEMG Validation 
We repeated validation trials on EMG data from each contraction to measure the 
variability in our error measurements. Each validation repetition was performed with 
equal RMS magnitude, but independently generated noise. After each validation, we 
quantified the number of motor units decomposed as well as the accuracy and location 
error for each motor unit. Results were compared across validation repetitions to quantify 
the variance of our accuracy and location error measurements. 
2. 2. 8 Error Reduction Theory 
As discussed in the introduction, any decomposition procedure, be it a visual 
template matching or automated algorithmic approach, produces only an estimate of the 
identification and location of each true (physiological) firing. We improved this estimate 
by mitigating decomposition errors across independent decomposition trials. However, 
before error reduction was possible, it was necessary to first prove that our decomposition 
algorithm produced unbiased, data-dependent results. Any bias in the algorithm would 
result in systematic errors that limited the independent variability of firing identifications 
and locations across multiple decomposition trials. Therefore, we explicitly tested for 
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biases to determine if our algorithm produced independent decomposition estimates that 
could subsequently be used to reduce decomposition errors. 
Upon satisfying the bias test, we combined the independent decomposition 
estimates into a final estimate with mitigated decomposition errors. The error reduction 
algorithm used the variance across multiple estimates of the decomposed motor unit 
firings to detetmine a more probable estimate of the identification and location of each 
firing. The final output of the algorithm contained less error and provided a better 
estimate of the likely physiological firings contained within the sEMG signal. 
2.2.9 Bias Test 
Figure 2.3 provides a diagrammatic depiction of the procedure used for bias 
testing. The bias test relied on multiple iterations of the DSDC validation approach 
described previously in the EMG Validation section of the methods. Each validation 
repetition decomposed a signal synthesized from dEMG firings and a different 
manifestation of band-limited Gaussian noise, indicated by Noise1,z ... n in figure 2.3. 
These decompositions produced multiple validation results dSS1,z ... n· Each validation 
result, dSSi> provided an estimate of the dEMG result obtained from the sEMG 
decomposition. All validation estimates, dSSi> were then processed by the decision 
algorithms of the bias test to produce a new validation estimate of each motor unit frring 
from the dEMG. 
The specific details of the bias test decision algorithms are provided in appendix 
A2.1 and will briefly be described here. All dSSi estimates were applied to the decision 
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Figure 2. 3 Depiction of the algorithm used for decomposition bias testing. 
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A diagrammatic representation of validation repetitions used in our EMG decomposition 
bias test. A raw sEMG signal was first decomposed into individual MUAPTs. Example 
MUAPTs found in the decomposition are shown in the upper left comer of the figure. To 
repeat the decomposition validation, all MUAPTs from the dEMG result were summed 
together and combined with randomly generated band-limited Gaussian noise, with 
amplitude equal to the RMS magnitude of the dEMG residual. Adding different 
manifestations of Noise1,2 .. . n produced different synthesized signals, SS1,2 .. . n· The 
resultant synthesized signals weredecomposed to obtain multiple validation estimates, 
dSS1,2 ... n· These validation estimates were then applied to the decision algorithms of the 
bias test detailed in appendix A2.1. Within the bias test, the validation estimates dSSi 
were applied to an averaging algorithm to produce a more probable estimate of the 
dEMG data, denoted dSS. The accuracy and location errors were then measured between 
all firings in the dSS estimate and dEMG result. The procedure was repeated using an 
increased number of dSSi estimates and errors were recalculated. As the number of 
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estimates used to produce the dSS estimate increased, convergence of the dSS estimate to 
the dEMG result indicated that the decomposition algorithm functions without bias. 
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algorithms to derive a new averaged estimate, dSS. The dSS estimate was then compared 
to the dEMG result and any errors between the two results were measured using the 
location error and accuracy metrics provided by equations 2.1 , 2.2 and 2.3 respectively. 
We repeated this procedure using additional dSSi estimates to compute the dSS estimate 
and re-evaluated the errors between the dSS estimate and the dEMG result. As the 
number of dSSi estimates used inthe bias test increased, a consistent improvement in the 
accuracy and reduction of the location errors indicated convergence of the dSS estimate 
to the dEMG result. Such a result meant that the dSS estimate provided a more probable 
estimate of the dEMG result than any individual dSSi estimates. The convergence 
behavior indicated that our decomposition algorithm was unbiased, and capable of 
producing independent decomposition estimates. 
We tested 3 to as many as 39 dSSi estimates iteratively. This range of dSSi 
estimates was sufficient to reveal biased decomposition behavior while minimizing 
impractical computational expense of the procedure. The accuracy and location error 
were analyzed as functions of the number of dSSi estimates used in the bias test. These 
data were fitted with logarithmic regressions to determine the existence and degree of 
convergence of the dSS estimate to the dEMG data. 
2. 2.1 0 Error Reduction 
Results from the bias test revealed that our decomposition algorithm produced 
unbiased, data-dependent decomposition estimates (see Results Section). We therefore 
proceeded to implement a method to obtain multiple independent decomposition 
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estimates. These estimates were combined to reduce identification and location errors of 
each motor unit firing thereby improving the estimate of the likely physiological firings. 
Figure 2.4 illustrates the procedure used for error reduction. During voluntary 
contraction, electrodes recorded an sEMG signal containing physiological action 
potentials combined with some small amount of electrical noise. We generated multiple 
signals, sEMG1,z ... n , by adding to the raw sEMG signal unique manifestations of 
Gaussian-white noise, denoted by N oise1,z ... n - equal in RMS magnitude to the recorded 
noise. After adding each Noisei> the signal sEMGi was decomposed to obtain motor unit 
firing estimates, dEMGi . Repeating this procedure resulted in multiple independent 
decomposition estimates, dEMG1,z ... n , of the likely physiological firings. 
All decomposition estimates were applied to our error reduction algorithm. The 
specific details of the error reduction algorithm are provided in appendix A2.2 and will 
briefly be presented here. The variance in the identification and location of each motor 
unit firing was measured across the independent decomposition estimates. From this 
variance, we computed the most probable estimate of each motor unit firing. The output 
of the error reduction algorithm provided a new estimate of motor unit firings with 
reduced decomposition enors as well as accuracy (for identification enors) and precision 
(for location errors) metrics for each motor unit. These enor measurements indicated 
essential confidence bounds of the improved estimate. We repeated the enor reduction 
procedure using additional dEMGi estimates to evaluate how the reduction of error 
changed as a function of increased decomposition estimates. These results were then 
compared to the dEMG results obtained without enor reduction to quantify the amount of 
29 
Figure 2. 4 Depiction of the decomposition error mitigation algorithm. 
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A diagrammatic depiction of the process used to generate multiple decomposition 
estimates and reduce decomposition errors thereby improving the estimate of the likely 
physiological firings . During voluntary contraction, and sEMG sensor array placed over 
the surface of the contracting muscle recorded the physiological motor unit firings plus 
some degree of background noise. We generated multiple decomposition estimates by 
repeating decompositions of the sEMG signal after adding unique manifestations of 
Gaussian white noise, equal in RMS magnitude to the noise inherent in the EMG 
recording. Each decomposition result produced a new estimate denoted dEMG1,2 ... n· 
These estimates were then applied to the error reduction algorithm detailed in appendix 
A2.2. The output of the error reduction produced an improved estimate of the likely 
physiological firings. 
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error successfully mitigated. Our analysis demonstrated the trade-off between the number 
of motor units identified by our error reduction algorithm, the accuracy of those motor 
units and the computational time required to evaluate the additional estimates used to 
improve the new estimate with reduced errors. 
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2.3 Results 
We collected and analyzed data from 36 contractions containing 1,059 motor 
units with a total 777,779 firings; 504,906 firings were from the VL contractions and 
272,873 from the FDI contractions. 
There are three major findings. First, the bias tests demonstrated that our 
decomposition algorithm produces data-dependent results without systematic errors 
(figure 2.8 and table 2.2). Second, because our algorithm is unbiased, we were able to 
extract multiple independent decomposition estimates from the sEMG signal and use 
these estimates to reduce decomposition errors. On average our error reduction algorithm 
successfully mitigated 8.09% of identification error and 7.13 ms of location error from 
each motor unit (figure 2.1 0). The algorithm successfully produced an improved estimate 
of the likely physiological motor unit fuings. Third, regression analysis of the error 
reduction results demonstrated a key trade-off inherent to the decomposition problem: 
motor units can only be decomposed with higher accuracies at the expense of increased 
processing time necessary to obtain a greater number of independent decomposition 
estimates (figure 2.1 0). 
2. 3.1 Location Errors 
Using the DSDC validation, we computed location errors between fuing instances 
from the dEMG result and matched identifications in single dSS results (bar and x from 
figure 2.2C). Four representative location error histograms are shown for the FDI and VL 
data in figure 2.5A, 2.5B and 2.5C, 1.5D respectively. For each muscle, two 
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Figure 2. 5 Histograms of location errors measured from example motor units. 
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The location error magnitude calculated as the difference between the temporal location 
of each firing in the dEMG (bar) and that of the paired firing found in the dSS (x). 
Histograms of the location error magnitude are shown in 1 ms bins for all firings of motor 
units with a A) low and B) high AM {Location Error} of the FDI and motor units with 
C) low and D) high AM {Location Error} of the VL. The AM {Location Error} was 
measured as the average magnitude of the location error values within each histogram. 
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representative histograms are displayed: one demonstrating relatively low average 
magnitude of location errors (AM{Location Error}) and another demonstrating 
relatively higher AM{Location Error} (figure 2.5A, 2.5C and 2.5B, 2.5D respectively). 
These representative histograms exemplified the typical variability of the location error 
data measured from different motor units. All histograms typically contained a higher 
density of location errors near 0 ms, with progressively fewer errors at relatively greater 
temporal latencies. A qualitative comparison reveals no apparent distinction between 
location error data from FDI contractions and VL contractions. 
2. 3. 2 Summary of Errors 
Figure 2.6 shows distributions of the validation accuracy (equal to 1 minus the 
percent of identification errors) and location error measurements, quantified for each 
motor unit as the AM{Location Error}, grouped from validations of all 1,059 
decomposed motor units. Data were grouped across the two muscles because no 
systematic differences were detected m error measurements from the motor units 
decomposed from FDI contractions and those decomposed from VL contractions. The 
AM {Location Error} data had an average value of 5.12 ms (figure 2.6B); 95% of which 
ranged from 2.55 ms to 8.08 ms. The average validation accuracy for all motor units was 
95.4%; 95% of which ranged from 91.9% to 98.2%. In total, 704 (66.4%) motor units 
were decomposed with > 95% accuracy (figure 2.6A). 
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Figure 2. 6 Summary of decomposition accuracy and location error metrics. 
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The distribution of A) motor unit accuracies B) and average magnitude of the location 
error (AM {Location Error}) values for all 1,059 motor units decomposed from sEMG 
data. Data were grouped across muscles because no systematic difference in the amount 
of error was observed between motor units decomposed for FDI contractions and those 
from VL contractions. The average validation accuracy for all motor units studied was 
95.4%; 95% ofwhich ranged from 91.9% to 98.2%. The average AM{LocationError} 
was 5.12 ms; 95% of which ranged from 2.55 ms to 8.08 ms. 
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2.3.3 RepeatabilityofEMG Validation 
Thirty-nine validation repetitions were performed on dEMG data from all thirty-
SIX contractions to evaluate the variability of identification and location error 
measurements. All 1,059 motor units were consistently found across the validation 
repetitions of dEMG data. Figure 2. 7 shows example results for accuracy and average 
location error magnitude. Data from one motor unit with relatively high accuracy and low 
AM{Location Error} are shown in figure 2.7A and 2.7C, while data from another motor 
unit with relatively low accuracy and high AM {Location Error} are shown in figure 
2.7B and 2.7D respectively. 
In figure 2.7A and 2.7B the accuracy varied by no more than 3% across validation 
estimates. For the AM{Location Error} examples, data varied by no more than 2 ms 
(figure 2.7C and 2.7D). No progression of variability in either error metric was evident 
from one validation estimate to the next. Both the validation accuracies and 
AM{Location Error} values were tightly distributed around a central value. A summary 
of the accuracy and location error variability across estimates is provided in table 2.1. 
The range of validation accuracies across estimates of the same motor unit was 1.85% on 
average while the range ofthe AM{Location Error} was 0.6 ms on average (table 2.1). 
2. 3. 4 Bias Testing 
To determine the presence of biased performance in our decomposition algorithm, 
we evaluated the convergence in the averaged dSS estimate, dSS, relative to the dEMG 
result with increasing numbers of dSSi estimates. Biases in identification and location 
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Figure 2. 7 Examples of variability in the accuracy and location error metrics. 
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The variability of error measurements from 39 dSS estimates of the same dEMG data 
shown for A,B) motor unit accuracy and C,D) the average magnitude of the location error 
(AM {Location Error}) data from A, C) FDI and B,D) VL contractions. The repeated 
error measurements convey no trends across the different validation iterations. Instead, 
accuracy and AM {Location Error} values are minimally distributed around a central 
mean. A summary of the variability of accuracy and AM {Location Error} from all 
1,059 motor units studied with repeated validations is provided in table 2.1. 
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Table 2.1 Summary ofthe variability in the accuracy and location error metrics. 
Error Metric 
11 Validation Accuracy 
11AM{Location Error} 
Mean± SD (n) 
1.85 ± 1.28 % (1 ,059) 
0.60 ± 0.39 ms (1 ,059) 
Range 
[0.29, 11.39] % 
[0.15, 1.24] ms 
The mean ± standard deviation (SD), the number of observations (n) and the range 
observed for the variability in motor unit accuracy and average magnitude of the location 
error (AM{Location Error}) values measured across 39 repeated validations. 
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errors were examined separately as shown by the examples plotted in figure 2.8. One 
motor unit with high initial accuracy and low initial AM{Location Error} is shown in 
figure 2.8A and 2.8C and another motor unit with low initial accuracy and high initial 
AM{Location Error} is shown in figure 2.8B and 2.8D respectively. With increasing 
numbers of estimates, accuracy values asymptotically converged towards 100% and 
AM{Location Error} values asymptotically converged towards 0 ms. 
Logarithmic regressions were fit to the accuracy and AM {Location Error} data 
to model the degree of convergence as a function of number of dSSi estimates used. The 
regressions provided R2 > 0.75 values for both the accuracy and AM{Location Error} 
data shown in figure 2.8. The logarithmic slope or convergence rate parameter for 
accuracy data was greater than 0.8 in both plots. Positive values for the accuracy 
convergence rate parameter indicated that the dSS estimate converged to 100% accuracy 
with the dEMG result. These data demonstrated unbiased performance of the 
decomposition algorithm's identification of firings for the example motor units shown. 
For the AM{Location Error} data, the logarithmic slope or convergence rate parameter 
was less than -0.55 in both plots. Negative values for the AM{Location Error} 
convergence rate parameter indicated that the dSS estimate converged to 0 ms 
AM{Location Error} with the dEMG result. These data demonstrated unbiased 
performance of the algorithm's temporal localization of firings for the example motor 
units shown. 
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Figure 2. 8 Bias test results showing convergence in accuracy and location error. 
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The errors between the final estimate from the bias test, dSS, and the dEMG result 
plotted as a function of increased validations used for bias testing. Accuracy data are 
plotted for A) one motor unit with a relatively high initial accuracy (as measured between 
the dEMG and dSS1 ) and B) one with a relatively low initial accuracy. The average 
magnitude of the location error (AM {Location Error}) data are similarly plotted for the 
same motor units, C) one with relatively high initial AM {Location Error} and D) 
another with a relatively low initial AM {Location Error}. Logarithmic regressions 
provided the best fit to all data - R2 values were all above 0.75 for the data shown. 
Positive values for the logarithmic rate parameter computed from the accuracy data 
indicate that these data demonstrate asymptotic convergence of the dSS estimate towards 
100% accuracy with the dEMG result as a function of increasing validation estimates. 
Negative values for the logarithmic rate parameter computed from the 
AM {Location Error} data indicate that these data demonstrate asymptotic convergence 
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of the dSS estimate towards 0 ms AM {Location Error} with the dEMG result as a 
function of increasing validation estimates. Convergence of both accuracy and location 
error indicated the decomposition of these example motor units was unbiased. Similar 
regressions were computed for the accuracy and location error data of all 1,059 motor 
units tested for decomposition bias and the results are summarized in table 2.2. 
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Table 2.2 Summary of the bias test convergence parameters. 
Error Metric 
Validation Accuracy 
AM {Location Error} 
R2 of Logarithmic Rate 
y = ALog(x) + B Parameter 
0.73 ± 0.16 
0.86 ± 0.11 
0.63 ± 0.28 
-0.45 ± 0.18 
MUs with 
Convergence 
99.7% 
100% 
The mean ± standard deviation (SD) are indicated for the R2 and logarithmic rate 
parameter values from regressions of the validation accuracy and average magnitude of 
the location error (AM{Location Error}) measured from the bias test of 1,059 motor 
units (MUs). Also listed is the percentage of motor units demonstrating convergence. 
Convergence in the validation accuracy was indicated by a positive logarithmic rate 
parameter while convergence in the AM{Location Error} was indicated by a negative 
logarithmic rate parameter. In total 99.7% of motor units studied showed convergence in 
both accuracy and location error. 
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Similar regressions were computed for bias test data of al11 ,059 motor units. The 
results are summarized in table 2.2. Logarithmic regressions fit accuracy data with an 
average R2 value of0.73 and average slope or convergence rate of0.63. For 99.7% ofthe 
motor units tested, the accuracy convergence rate parameter was positive indicating that 
the decomposition algorithm produced unbiased motor unit fuing identifications. As for 
the AM{Location Error} data, logarithmic regressions were fit with an average R2 value 
of0.86 and average slope or convergence rate of -0.45. In total, 100% ofthe motor units 
tested yielded an AM{Location Error} convergence rate parameter that was negative 
indicating that the decomposition algorithm produced unbiased motor unit firing 
locations. The overwhelming convergence of both identification and location errors 
indicated that our sEMG decomposition algorithm produced unbiased, data-dependent 
results, and was therefore capable of providing multiple independent decomposition 
estimates 
2. 3. 5 Error Reduction Results 
The error reduction algorithm identified a total of 1,280 umque MUAPs 
throughout all estimates and contractions tested. Of these unique MUAPs, 988 motor 
units were identified in a sufficient number of estimates to exceed the positive detection 
threshold of the error reduction algorithm and were retained for analysis. For each motor 
unit we plotted the accuracy and AM{Location Error} computed by the error reduction 
algorithm as functions of the number of dEMG estimates used for the reduction 
procedure. Results from several example motor units are shown in figure 2.9. Three 
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Figure 2. 9 Examples of error reduction for several motor units. 
High Accuracy Low Accuracy 
100 ••••• •• 
..... 
--
95 
;;R 0 
--> (.) 90 co 
..... 
:::J 
(.) 
........ MU1 (.) 
<( 85 MU2 --. 
80 A) MU3 B) 
Low AM{Location Error} High AM{Location Error} 
--
6 C) D) (/) E 5 
--
-
..... 
0 4 ..... 
..... 
w 
c 3 . 0 
+=I 
co 2 (.) . 
0 
' 
.....J 
....... 1 ' Jl-
-·-· ·-
... 
::2: 
••••• ····· <( 0 •• 
0 10 20 30 40 0 10 20 30 40 
Estimates used for Error Reduction Estimates used for Error Reduction 
Sample results from error reduction for the A,B) accuracy and C,D) average magnitude 
of the location error (AM {Location Error}) of A, C) three motor units with relatively 
high accuracies and low AM {Location Error} and B,D) another three motor units with 
relatively low accuracies and high AM {Location Error}. Corresponding accuracy and 
AM {Location Error} metrics from the same motor units are indicated by the same style 
line - either dotted, dashed or solid. Both accuracy and AM {Location Error} values 
demonstrate greater variance when relatively few estimates are used for error reduction. 
The accuracies of the motor units with relatively high initial accuracy tend to improve 
until about 10 estimates and then remain constant. The accuracies of motor units with 
relatively low initial accuracies improve up to about 30 estimates before leveling off. The 
variance in the AM {Location Error} values are relatively greater and persist over a 
wider range of error reduction estimates for data with relatively lower initial accuracies, 
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while the AM {Location Error} values are relatively smaller and persist over a smaller 
range of error reduction estimates for data with relatively higher initial accuracies. 
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motor units with relatively high accuracies are shown in figure 2.9A and another three 
with relatively lower accuracies are shown in figure 2.9B. Generally, all six motor units 
increased in accuracy with increasing number of estimates. However, the motor units 
with relatively higher initial accuracies produced accuracy values that were practically 
invariant beyond 10 estimates whereas the motor units with relatively lower initial 
accuracies produced accuracy values that increased directly with the number of estimates 
until around 30 estimates. The data from both of these motor units indicated that the 
percent of motor unit frrings identified above a given accuracy level increased as the 
number of estimates used by the error reduction algorithm increased. 
The corresponding AM{Location Error} data for the motor units depicted in 
figure 2.9A and 2.9B are shown in figure 2.9C and 2.9D respectively. Both plots show 
that the variance in the AM{Location Error} values decreases with increasing numbers 
of estimates used for error reduction. However, motor units with relatively higher initial 
accuracy displayed corresponding AM{Location Error} values that varied by not more 
than 1 ms with minimal variance beyond 10 estimates whereas motor units with relatively 
lower initial accuracy displayed corresponding AM {Location Error} values that varied 
by up to 2 ms over the first 20-30 estimates. In addition, the motor units with relatively 
higher initial accuracy values had lower AM {Location Error} whereas the motor units 
with relatively lower initial accuracy values had a higher AM {Location Error}. 
We evaluated the efficacy of our error reduction algorithm by computing the 
quantity of errors successfully mitigated after processing 40 decomposition estimates. 
Figure 2.10 contains histograms of the identification and AM {Location Error} from 883 
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Figure 2.10 Summary ofthe errors mitigated by our error reduction algorithm. 
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Histograms showing the amount of A) identification eiTor and B) average magnitude of 
the location error (AM {Location Error}) successfully mitigated using our eiTor 
reduction technique. Corrected errors were computed from the 883 motor units present in 
both the final eiTor reduced estimate and the decomposition estimate obtained without 
eiTor reduction. On average error reduction mitigated 8.09% of identification errors and 
7.13 ms of AM {Location Error} from each motor unit. 
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motor units present in both the final error reduced estimate and the decomposition 
estimate obtained without error reduction. On average our error reduction procedure 
mitigated 8.09% of identification error; 95% of which were in the range of 0.96% to 
16.40% (See figure 2.10A) For the AM{Location Error} data, our error reduction 
procedure mitigated an average error of7.13 ms; 95% ofwhich were in the range of 1.88 
ms to 13.1 ms (see figure 2.10B). These data demonstrated that our error reduction 
algorithm successfully identified and mitigated decomposition errors. 
The relationship between average mitigated identification error (reduced ID 
errors) and average mitigated location errors (reduced AM{Location Error}) from all 
motor units within the 95% confidence interval of the mitigated error values is quantified 
in figure 2.11. The data demonstrated a direct linear relationship with an R2 value of 0.80. 
Notwithstanding noise across the data, the regression indicated motor units with more 
identification errors also contained more location errors. Our error reduction algorithm 
successfully identified and mitigated both of these errors. 
To understand the performance of our error reduction algorithm, we evaluated the 
percent of total motor units found above different accuracy thresholds as a function of the 
number of estimates and the total time used for error reduction in figure 2.12. The time to 
compute the estimates used for error reduction is based on a PC computer with an Intel 
Core™ i5-2500 3.3GHz processor and 4GB of memory running a Windows 7 
Enterprise TM 64 bit operating system. The exact computational time required to evaluate 
specific numbers of estimates for error reduction will vary with the hardware and 
software capabilities of different computers. Four different accuracy thresholds are 
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Figure 2.11 Relationship between identification and location errors. 
ID Error vs Location Error 
20 
...-.. AM{Loc Error}= 0.62*10 Errors+ 2.01 (/) 
E 
.._ 16 ,..,....., R2=0.80 ..... 0 
t: 
w 
c 12 0 
:;::::; 
ct'l (.) 
0 
_J 
- 8 ~ 
<t: 
"0 
Q) 
(.) 
:::J 4 
"0 
Q) 
0::: 
0 
0 5 10 15 20 
Reduced ID Errors(%) 
The relationship between the average reduced identification (ID) error and average 
reduced AM {Location Error} plotted for all motor units within the 95% confidence 
interval of the mitigated error values. A direct linear relationship is demonstrated with an 
R2 value of 0.80. On average, motor units with more identification errors also displayed 
greater AM {Location Error}, both of which were mitigated by our enor reduction 
algorithm. 
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Figure 2.12 Tradeoffbetween decomposition accuracy, yield and processing time. 
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Results of the trade-off between the number of motor units decomposed above a given 
accuracy threshold and the time required to obtain the specified number of decomposition 
estimates. The percent of 988 motor units decomposed from the error reduction algorithm 
are plotted for four different accuracy thresholds: 80% (dashed line), 90% (dotted line), 
95% (solid line) and 98% (dot-dash line). The number of estimates used for error 
reduction to obtain the specific percentage of motor units at each ofthe accuracy levels is 
plotted on the x-axis. Below the x-axis is another axis displaying the average time 
required to decompose the number of estimates given above. 
*The processing time is based on a Lenovo ThinkCentre TM computer with an Intel 
CoreTM i5-2500 3.3GHz processor and 4GB of memory running Windows 7 EnterpriseTM 
64 bit operating system and averages out to approximately 30 minutes per estimate. 
Generally, more motor units were decomposed at higher accuracy levels only at the 
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expense of greater processing time required to decompose additional estimates for error 
reduction. 
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shown in figure 2.12 - 80%, 90% 95% and 98% - each indicated by points connected 
with a different style line. The percentage of motor units above each accuracy threshold 
generally increased with increasing number of estimates used for error reduction. For 
example, using only 5 estimates for error reduction yielded just over 40% of the total 988 
motor units above 90% accuracy. Using 30 estimates increased the yield to more than 
80% of motor units with greater than 90% accuracy. For all accuracy thresholds, the 
change in motor unit yield appeared to level out with greater than 30 estimates. 
52 
2.4 Discussion 
All approaches to decomposing an EMG signal are subject two classes of error: 
identification and the location error. In this study we describe the nature of the two errors 
and present a method for reducing the errors. Errors were identified by validation of the 
sEMG signal. Our validation approach provided consistent measure of these errors over 
39 repeated trials. We then used these repeated validations to test for bias in our 
decomposition algorithm. Our decomposition algorithm successfully provides the 
identification and location of motor unit firings without any systematic errors or biased 
performance. Because we proved that our algorithm operates without bias, we 
successfully obtained multiple independent decomposition estimates and reduced 
decomposition errors by combining these estimates to produce an improved estimate of 
the likely physiological firings. Figure 2.10 showed the distribution of errors identified 
and mitigated using our error reduction algorithm. The amount of location errors 
successfully reduced in each motor unit was directly related to the amount of 
identification errors reduced. The performance of our error reduction algorithm is 
governed by a trade-off between the number of motor units decomposed above a given 
accuracy threshold and the time required to decompose a given number of estimates. 
Greater accuracy values can only be obtained at the expense of greater computational 
time required to decompose a greater number of estimates. 
2.4.1 Validation- Location Errors 
Errors in the precise timing of a frring instance occur due to the presence of noise 
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that distorts the shape of the action potential or due to the identification of the location of 
an action potential in a complex superposition of several action potentials from different 
motor units. These location errors can occur in all types of decomposition techniques and 
algorithms; yet no previous reports have fully described or classified the degree of 
location errors in their decomposition results. 
Studies employing visual decomposition techniques with template matching 
algorithms claim to validate some of their decomposition results by comparing 
independent decompositions by multiple users (Bigland-Ritchie et al. , 1983; Enoka et al. , 
1989; Nordstrom et al. , 1992; Keen and Fuglevand, 2004; among others). But even if 
only a single motor unit were active, the superposition of an individual action potential 
with baseline and ambient noise can yield uncertainty in the precise firing instance on the 
order of a few milliseconds. For instance, McGill et al. (2004) reported location errors of 
motor unit firings up to 5 ms from intramuscular EMG (iEMG) data that was visually 
decomposed. Given that the action potentials detected with indwelling sensors have much 
shorter time duration than those detected with surface sensors, it stands to reason that the 
location error would be greater in the decomposition of sEMG signals. 
Marateb et al. (2011), also working with iEMG signals, implemented the two-
source technique introduced by Mambrito and De Luca (1984) to validate their 
convolution kernel compensation (CKC) decomposition algorithm, and matched frrings 
with 2-5 ms oftemporallocation variability. These values were similar to those reported 
by Kleine et al. (2008) in which a semi-automated decomposition requiring some human 
operator input was implemented. However, in the study by Marateb et al. (2011), only 
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iEMG firings that were considered "highly confident" were used to assess the accuracy of 
their CKC decomposition algorithm. These highly confident areas of the iEMG signal 
were generally those that contained minimal superposition. As illustrated by figure 2.1, 
decomposition of complex superpositions typically produces more identification errors 
and greater location errors. The values Marateb et al. (20 11) report for accuracy and 
location errors would be true only if they decomposed the complex superpositions that 
they remove. As they did not assess the more complex superpositions, the values they 
repmi for accuracy are biased upwards while values for location errors are biased 
downwards. The actual validation of all firings decomposed by their CKC algorithm 
would likely present greater decomposition error values. Therefore, their validation does 
not indicate how well they can decompose physiological motor unit firings. 
In another study Farina et al. (2001b) proposed a method to validate the EMG 
decomposition and observed location errors between multiple decomposition results of 
the same motor unit. They claimed that the location error between matched firings was 
due in part to a "systematic error," caused by differences in the assigned MUAP temporal 
location relative to the peak duration of each MUAP. To perform their validation, they 
concluded that the error should be compensated by retroactively subtracting the average 
magnitude of the location error from all temporal latencies between matched MUAPs. In 
so doing, their subjective correction gave the illusion that all MUAPs could be validated 
with less error than actually existed. They provided no description or classification of 
actual MUAP location variability. 
In this study, we provide a method for classifying the location errors by 
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implementing the DSDC validation approach. Specifically, we synthesize and decompose 
a signal that consists of the summed MUAPTs of all motor units plus independently and 
randomly generated band-limited Gaussian noise equal in RMS magnitude to the residual 
of the first decomposition. The resultant dSS data is then compared to the dEMG result to 
reveal any errors made in the decomposition. 
We measured the location errors from validation of 777,779 confirmed firings 
from the VL and FDI contractions. Location errors were binned into histograms for each 
motor unit and compared across contractions and muscles. No apparent difference existed 
between location error histograms from motor units of FDI contractions and those of VL 
contractions (figure 2.5). The location error was quantified for all firings of each motor 
unit as the average magnitude of the location error, AM{Location Error}, and averaged 
5.12 ms with a 95% confidence interval which ranged from 2.55 ms to 8.08 ms for all 
1,059 validated motor units (figure 2.6B). 
2.4.2 Validation- Identification Errors: 
Identification errors indicated by false positives or false negatives were also 
quantified. We represented identification errors using an accuracy metric equal to 1 
minus the percentage of identification errors made throughout a motor unit (equation 
2.3). More than 66% of all 1,059 motor units were decomposed with greater than 95% 
accuracy. On average 3 0 motor units were found from each contraction and the average 
accuracy of all motor units was 95.4%. In other studies of sEMG decomposition, such as 
that done by Marateb, (20 11) with the CKC algorithm, an average of 3 motor units per 
56 
contraction, or 148 motor units in total, were validated with an average accuracy of 
91.5%. However, this accuracy value would likely be lower if they had used all firings to 
compute the accuracy, rather than only those considered to be highly confident. Holobar 
et al. (2010) also used the CKC sEMG decomposition algorithm and found 5 - 8 motor 
units per contraction. They could only validate an average of 1 motor unit per contraction 
and observed accuracies ranging from 84- 92%. 
Figure 2. 7 illustrated the variance of the accuracy and location error 
measurements across repeated iterations of our validation approach. On the average, 
motor unit accuracy varied by 1.85% and the AM{Location Error} varied by 0.6 ms for 
each motor unit (table 2.2). These values provide essential confidence intervals over 
which the accuracy and location error dispersion measurements could vary when using 
our DSDC validation. We also found that the number ofMUAPTs obtained was identical 
across the decomposition validation iterations of each contraction. Given that amongst 
the 39 decomposition validations of dEMG, the amount of identification error and 
location error were similar (table 2.2) and that the number of MUAPTs were identical; it 
is difficult to imagine that the results of the DSDC validation test, that compares the 
dEMG results to the dSS1 results of the first reconstructed signal, are unreliable as Farina 
and Enoka (20 11) previously claimed. The substantial and consistent comparison of 
decomposition results for the reconstructed signals indicates that the DSDC validation 
test provides a meaningful verification of our sEMG decomposition technique. More 
recently, additional verification of our decomposition algorithms was provided by Hu et 
al. (2013). They observed that MUAP templates identified by our sEMG decomposition 
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algorithm were highly correlated with the templates of the same motor units observed 
using spike-triggered averaging of the raw sEMG signal. Their findings coupled with the 
extensive analysis in this study demonstrate that our sEMG decomposition algorithms 
can successfully extract physiological MUAPs from unique and complex superpositions 
throughout the sEMG signal to the extent of the accuracy and location error 
measurements. 
2.4.3 Bias Testing 
To determine whether our decomposition algorithm was capable of producing 
multiple independent decomposition results, we implemented the bias test presented in 
the methods and detailed in appendix A2.1. The consistent convergence of the averaged 
dSS estimate towards the dEMG result for nearly all (99.7%) motor units studied 
indicates that our decomposition algorithm is not biased and does not produce systematic 
errors in the firing times. This finding addresses previously raised questions that our 
decomposition algorithm is designed to only produce motor unit firing rates that 
demonstrate the onion skin or common drive behavior. Rather, the rigorous bias test 
presented in this study provides clear and substantial proof that our decomposition 
algorithm produces results that exclusively reflect the physiological firings inherent in the 
sEMG signal. This test validates findings of onion skin or common drive behavior, 
indicating that the hierarchical control of motor units is in fact a physiological 
mechanism of neuromuscular control (De Luca and Hostage, 201 0; De Luca and 
Contessa, 2012). 
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Convergence from our bias test further showed that the dSS estimate provides a 
more probable estimate of the dEMG result than any individual dSSi estimate. Because 
our decomposition algorithm is unbiased we were therefore able to use our 
decomposition algorithm to generate multiple independent estimates and reduce 
decomposition errors to produce an improved estimate of the true (physiological) firings. 
2. 4. 4 Relevance of Error Reduction 
The error reduction algorithm with 40 estimates successfully corrected 8.09% of 
identification errors and 7.13 ms of location error. For the analysis of average motor unit 
firing properties, such as the mean firing rates reported by DeLuca and Hostage (2010) 
and De Luca and Contessa (20 12), the errors in the decomposition minimally affect the 
values because the errors in different firings are, in large part, independent of each other. 
Thus motor unit firings are equally likely to have either false positive or false negative 
identification errors as well as either positive or negative location errors. Hence the mean 
firing rate remains virtually unaffected by decomposition errors. In contrast, any 
measurements of the properties of individual firings - such as synchronization, inter-
pulse interval (IPI) statistics, or firing coefficient of variation - could be greatly and 
unpredictably distorted if made on decomposition results without first reducing errors. 
In previous studies, most researchers addressed decomposition errors by 
discarding potentially erroneous data. For example, in their analysis of motor unit 
synchronization, Nordstrom et al. (1992) was unable to resolve superposition occurrences 
in the EMG data, resulting in occasional missed firings. They reasoned that missed firing 
59 
occurrences caused unusually high IPis. Therefore, to address the errors they simply 
discarded all firings that produced IPis outside of an expected range. In spite of the 
dangers associated with systematically altering results by eliminating assumed outliers, 
this strategy has been widely adopted throughout the synchronization literature (Keen and 
Fuglevand, 2004; Hockensmith et al., 2005; Dartnall et al., 2008; Keen et al., 2012; 
among others) without ever accounting for the effects of discarding data on subsequent 
measurements of synchronization. Given the quantity of errors successfully reduced in 
this study (figure 2.1 0), we propose decomposition error measurement and mitigation 
become a point of consideration for future studies of synchronization. 
The error reduction and bias testing approaches are not limited to our sEMG 
decomposition algorithms. They can be applied to any decomposition ranging from visual 
template matching to other non-visual, automated methods. One example application 
could be for a visual template matching algorithm with multiple human operators. After 
obtaining a first decomposition result, the identified MUAPTs could be summed together, 
combined with randomly generated band-limited Gaussian noise equal in RMS 
magnitude to the residual of the first decomposition and subsequently decomposed by a 
different human operator. Repeating the synthesize-and-decompose steps of our 
validation across unique human operators would yield multiple estimates of the first 
decomposition result. These estimates could then be used by the bias testing algorithm 
described in appendix A2.1 to determine the amount of bias inherent across 
decompositions by human operators. Such an implementation would allow for a better 
understanding of the types of errors made by humans during visual decomposition, and 
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the confidence with which visual decomposition results can be reported. Data so 
presented would provide a more reliable basis for drawing conclusions. 
Figure 2.12 illustrated the relationship between the number of motor units 
decomposed at different motor unit accuracy levels and decomposition time required to 
decompose different numbers of estimates used for error reduction. These data indicate 
different operating points of the error reduction algorithm that can be selected depending 
on the aims of a given study. If computational time is a concern, then the error reduction 
algorithm could be run with as few as 5 estimates, taking on average 2.5 hours for each 
contraction, with the consequence that few motor units would be decomposed with high 
accuracy. However, where time is not an issue, but many motor units with high accuracy 
are desired, error reduction can be run with 30 or more estimates, taking upwards of 15 
hours on average. The precise operating point and subsequent compromises made 
between time and number of motor units above specific accuracy levels are subject to the 
aims of a given study and the computational resources available for error reduction 
processing. For most studies of motor unit firing properties, especially those that depend 
on precise firing times, we suggest analyzing data decomposed above 95% accuracy. 
2. 4. 5 Summary 
Decomposition of sEMG data from 36 voluntary isometric contractions yielded 
the following outcomes of our decomposition algorithm: 
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1 Identification of biased decomposition behavior can be determined using our bias 
testing algorithm. Results of the bias test indicate that our sEMG decomposition 
algorithms produce unbiased, physiologically genuine results. 
2 Because our decomposition produces unbiased results, we were able to obtain 
multiple independent decomposition estimates and apply them to our error reduction 
algorithm to obtain a new decomposition estimate of firing instances with fewer 
errors. On average, error reduction successfully mitigated 8.09% of identification 
errors and 7.13 ms of location errors from each motor unit. This analysis 
demonstrates the successful implementation of an algorithm that reduces errors from 
EMG decomposition and successfully improves the estimate of the likely 
physiological firings within the sEMG signal. Both the bias test and error reduction 
algorithms are not limited to the decomposition techniques used in this study. Instead 
we recommend that a variety of decomposition approaches ranging from visual 
human template matching to non-visual automated algorithms be tested for bias and 
subsequently, if unbiased, be used with the error reduction algorithm. 
3 Our error reduction algorithm illustrates a fundamental trade-off inherent to the EMG 
decomposition problem. Specifically, more motor units can be obtained with greater 
accuracy only at the expense of increased processing time required to obtain a greater 
number of accurate decomposition estimates. 
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CHAPTER3 
PHYSIOLOGICAL RAMIFICATIONS OF A STATISTICALLY SOUND 
METHOD FOR CALCULATING SYNCHRONIZATION OF MOTOR UNIT 
FIRINGS 
3.1 Introduction 
Over the past four decades, measurements of synchronization of motor unit firings have 
been used to infer the existence of descending common inputs to motoneurons (Sears and 
Stagg, 1976; Kirkwood & Sears, 1978; Nordstrom et al. , 1992; among others). These 
measurements are typically made from peaks detected in the cross-correlation histogram 
of recurrence times calculated between pairs of motor units as described by Perkel et al. 
(1967), a work that has provided the foundation of all subsequent synchronization 
measurement techniques. The process of finding a peak in the histogram, measuring its 
statistical significance, and quantifying its amplitude has been accomplished by a variety 
of methods, all of which rely on assumptions or approximations that lack factual 
substantiation. Indeed, the cautionary warning of Perkel et al. (1967) that even the most 
basic statistical assumptions can produce false conclusions of dependence between 
motoneurons (i.e .. synchronization) has not been heeded. 
The cumulative sum detection method or cusum technique is one approach 
commonly used to detect synchronization. This method was originally applied to peri-
stimulus time histograms (PSTHs) by Ellaway (1978) to detect changes in motor unit 
mean firing rates in response to applied stimuli. Later studies by Connell et al. (1986), 
Adams et al. (1989) among others used the cumulative sum method to identify deviations 
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in the mean value of bin amplitudes from the cross-correlation histogram of recurrence 
times. These works claimed, but did not prove, that a change in the mean value of the 
histogram beyond a preset threshold was indicative of synchronization. Unlike the 
response of a motoneuron to an external stimulus that is manifest as a change in the mean 
value of the PSTH, synchronization is measured as a statistically significant density of 
recurrence times in the cross-correlation histogram. To our knowledge, no one has 
documented a correlation between changes in the mean value of the cross-correlation 
histogram and the relatively high-density regions of recurrence times in the histogram 
that result from synchronized motor unit firings. Hence, the robustness of the cumulative 
sum detection method against erroneous detections of synchronization is yet to be 
verified. 
After identifying the location of a synchronization peak, many studies rely on the 
z-score synchronization detection method to compute its statistical significance (Sears 
and Stagg, 1976; Wiegner and Wierzbicka, 1987; among others). Use of the z-score has 
been justified by the assumption that bin amplitudes in the cross-correlation histogram 
can be approximated by a normal distribution - a supposition extrapolated from Poisson 
statistics of neuron firings observed by Cox and Smith (1954). Although Poisson 
statistics may approximate the firings of some neurons, the actual statistics that describe 
motoneuron firings remain disputed (Lippold et al., 1960; Clamann, 1969; Person and 
Kudina, 1972; De Luca and Forrest, 1973; among others). Nonetheless, studies by 
Nordstrom et al. (1990), Mcisaac and Fuglevand (2007), Keen et al. (2012) among others 
disregard empirical reports of non-normal motoneuron firing statistics to conveniently 
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justify use of the z-score to detect synchronization. Perkel et al. (1967) illustrated the 
inadequacy of the z-score method. They observed that the variance of bin amplitudes in 
the cross-correlation histogram is greater than that predicted by normal statistics. 
Specifically, refractoriness inherent to the motoneuron firing process induces dependence 
between adjacent bins in the histogram. As a result bins with relatively high numbers of 
occurrences are more likely to be followed by bins with relatively low numbers of 
occurrences. Perkel et al. (1967) cautions that failure to account for the subsequently 
large variance of bin amplitudes "can lead to false attributions of dependence to cells that 
are, in fact, firing independently." In spite of this warning, normal approximations of the 
cross-correlation histogram bin amplitudes are frequently used to implement the z-score 
synchronization detection method. 
Even when a statistically significant synchronization peak is not detected in the 
cross-correlation histogram, some studies nevertheless report the degree of 
synchronization within a fixed 11 ms time duration centered at 0 ms latency (Semmler 
and Nordstrom, 1995; Keen and Fuglevand, 2004; Dartnall et al., 2008; among others). 
This method is based on the factually unverified assumption that common inputs produce 
synchronized firings between all motor unit pairs. This practice - which we refer to as the 
common input assumption synchronization detection method- raises concerns. First, it is 
a subjective approach. The method assumes that synchronization occurs within+/- 5.5 ms 
centered at a 0 ms latency, even though studies by Kirkwood et al. (1982), Datta and 
Stephens (1990), DeLuca et al. (1993), Schmied et al. (1993), Semmler and Nordstrom 
(1995) among others have demonstrated that synchronization peaks in the cross-
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correlation histogram exist over latencies spanning +/- 20 ms with peak widths ranging 
from 6 ms to 40 ms. In fact, differences in motoneuron conduction velocities and 
innervation locations alone could easily produce synchronization latencies as great as 12 
ms amongst motor unit pairs from the first dorsal interosseous (FDI) muscle as shown by 
Andreassen and Arendt-Nielsen (1987), Dengler et al. , (1988) and Saitou et al. (2000). 
Second, the approach ignores the mathematically sound and empirically tested results of 
Perkel et al. (1967) that warn false conjectures of motor unit connectivity can arise from 
computations that lack a sufficient statistical test for dependent firing behavior. Third, 
synchronization measured from the common input assumption detection method 
occasionally produces negative values of synchronization (Nordstrom et al. , 1992), the 
meaning of which raises puzzling questions. 
To mitigate these shortcomings, we set out to design an improved approach to 
measure synchronization that is not subject to the identified drawbacks. Our statistical 
synchronization method, which we will refer to as the SigMax detection method, is based 
on a previous synchronization method developed by DeLuca et al. (1993). Improving on 
their approach, SigMax detects motor unit pairs with dependent fuing behavior and then 
identifies the most statistically significant latency, peak width and amplitude of 
synchronized firings. We began with a test to identify motor units with non-stationary 
firings from the data set. Removing these motor units from our analysis was fundamental 
to ensure that synchronization measurements were not biased by non-stationarities. 
Synchronization was then measured using our SigMax detection method and compared 
with synchronization calculated by the z-score detection method, the cumulative sum 
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detection method, and the common input assumption detection method. Our analysis 
demonstrated that previously used synchronization methods result in false detections, 
missed observations and incorrect estimation of synchronization between motor units. 
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3.2 Methods 
3.2.1 Experimental Design and Protocol 
Six healthy subjects, four males and two females, ages ranging from 21 - 23 
years, all with no known history of neuromuscular disorders volunteered for the study. 
Before participating, all subjects read, indicated they understood and signed a consent 
form approved by the Institutional Review Board at Boston University. All experiments 
were performed on the first dorsal interosseous (FDI) muscle of the hand and the vastus 
lateral is (VL) muscle of the lower limb. Isometric force was measured during index 
fmger abduction and leg extension via load cells. Target trajectories and visual feedback 
of the isometric contraction force were displayed for the subject on a computer monitor. 
The surface electromyography (sEMG) signals were recorded with a five-pin 
sensor previously described in DeLuca et al. (2006). The surface sensor was placed on 
the skin over the center of the muscle belly. Signals from the four pairs of electrodes in 
the sensor were differentially amplified and filtered with a bandwidth of 20 Hz to 450 Hz. 
The signals were sampled at 20 kHz and stored in computer memory for off-line data 
analysis. Before recording data, we measured the maximal voluntary contraction (MVC) 
force by three brief maximal contractions, each with duration of three seconds separated 
by a rest period of 3 min. The MVC of greatest value was chosen to normalize the force 
level of all following contractions for later comparison across subjects. Subjects 
proceeded to track a series of target trapezoidal trajectories displayed on the computer 
screen with the output of the force sensor. For the FDI muscle, trajectories increased at a 
rate of 10% MVC/s, were sustained at 5%, 10%, 15%, 20%, 25% or 30% MVC for 35 s, 
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and were then decreased back to zero at 10% MVC/s. For the VL muscle, trajectories 
again increased at a rate of 10% MVC/s, were sustained at 20%,25%, 30%, 35%,40% or 
50% MVC for 35 seconds, and were then decreased back to zero at 10% MVC/s. The 
recorded force output was band-pass filtered from DC to 450Hz, digitized at 20kHz and 
stored in computer memory for off-line data analysis. At least five minutes of rest were 
allotted between contractions. 
3.2.2 EMG Signal Decomposition 
The sEMG signals from four channels of the decomposition EMG (dEMG) sensor 
were decomposed into their constituent motor unit action potential trains (MUAPTs) 
using the dEMG algorithms described by De Luca et al. (2006), substantially improved in 
Nawab et al. (2010) and independently verified by Hu et al. (2013). The output of the 
algorithm provided the firing instances of all motor units identified during 
decomposition. Each firing instance, as measured by the algorithm, was defined by the 
time of the greatest absolute value of the action potential. 
The occasional errors made by our sEMG signal decomposition algorithm were 
mitigated using the error reduction technique described in Chapter 1. The details are 
provided in Appendix A2.2 and will briefly be restated here. We obtained multiple 
independent decomposition estimates, each from the sEMG signal after adding Gaussian-
white noise, equal in RMS to the residual of the decomposed sEMG signal. These dEMG 
estimates were then applied to our error reduction algorithm to produce a new, more 
probable estimate of the motor unit firings. The error reduction algorithm provided 
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accuracy and location error metrics for each mitigated motor unit firing train. We 
implemented the error reduction procedure using 30 dEMG estimates for each 
contraction. Only motor units with greater than 95% accuracy were retained for further 
analysis. 
3. 2. 3 Analysis of Firing Statistics 
All computations were performed on a 25 s constant firing rate region from each 
motor unit. Preceding our synchronization analysis, we performed necessary tests to 
evaluate the statistical nature of the motor unit firing data. The tests were essential to 
determine if the motor unit firings could accurately be assessed for synchronization. The 
first test detected motor units with statistically significant non-stationary firings. Because 
non-stationary firings could alter the detection and estimation of synchronization, it was 
necessary to identify and eliminate motor units containing these firings from our analysis. 
Because some methods of detecting synchronization, such as the z-score method, identify 
synchronized firings using the a-priori assumption that motor unit firings are normally 
distributed, we proceeded to test the assumption that inter-pulse intervals (IPis) are 
normally distributed. 
Previous published methods used to detect non-stationary motor unit firings have 
relied on qualitative analyses of IPis such as scatter plots of time-dependence between 
successive IPis (Clamann, 1969; Masland et al., 1969; Person and Kudina, 1972; among 
others). Although innovative at their time of use, these techniques limit the detection of 
non-stationarities to specific orders of IPis. To overcome this shortcoming, we 
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implemented the now widely used Kwiatkowski, Philips, Schmidt and Shin (KPSS) test 
to detect significantly non-stationary motor unit fuing trains (Kwiatkowski et al. , 1992). 
According to DeJong et al. (1992) and Diebold and Rudebusch (1990) the KPSS test has 
greater statistical power for detecting non-stationary data than the standard unit root tests 
presented by Dickey and Fuller (1979). For each train of inter-pulse intervals (IPis) we 
tested the null hypothesis that the motor unit firings separated by different lags were 
stationary. We implemented the test with T112 lags; where Tis the sample size of IPis for 
each motor unit (Andrews, 1991; Kwiatkowski et al., 1992). The null hypothesis was 
rejected at the 0.05 significance level, corresponding to a KPSS test statistic of0.463. All 
motor unit fuing trains that produced a KPSS test statistic greater than 0.463 contained 
statistically significant non-stationarities and were excluded from further analysis. 
To determine the underlying statistics that govern motor unit firings, we tested 
the previously reported claim that IPis are normally distributed (Buchthal et al. , 1954; 
Clamann, 1969, Andreassen and Rosenfalck, 1980; among others). Previously used 
distribution tests relied on Chi-squared or Komolgorov-Smirnov (KS) test statistics to 
identify the deviations of empirical data from the expected distribution (Clamann, 1969; 
DeLuca and Forrest, 1973; among others). While these methods were the most practical 
for the time of their use, later work by Stephens (1974) showed that the Chi-squared and 
KS tests have lower statistical power than other goodness-of-fit test statistics. For the 
specific case of normal hypothesis testing, D' Agostino et al. (1990) showed that these 
tests are prone to missed detections of deviations from normality. In contrast, they 
demonstrated that the D' Agostino-Pearson omnibus test (D 'Agostino and Pearson, 1973) 
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provides a superior test not only because it is more sensitive to non-normal statistics, but 
because it also describes the nature of deviation from normality using the skewness and 
kurtosis statistics. Therefore, we implemented the D' Agostino-Pearson omnibus test to 
determine if the motor unit IPis significantly deviated from a normal distribution based 
on the skewness and kurtosis ofthe data. The null hypothesis of normality was rejected at 
the 0.05 significance level. The skewness and kurtosis computed from the test were 
analyzed to determine if other distribution functions could better describe the distribution 
of motor unit IPis. 
3. 2. 4 Statistical Synchronization Computations 
Synchronization was measured between pairs of motor units from the distribution 
of recurrence times described by Perkel et al. (1967). Figure 3.1 depicts the method used 
to measure recurrence times between firings from pairs of motor units. For each motor 
unit pair a reference and alternate motor unit was assigned, with the reference motor unit 
having fewer firings. Forwards and backwards recurrence times were measured as the 
latency between each firing of the reference motor unit and forwards and backwards 
firing of the alternate motor unit, denoted by t1 and tb respectively. Different orders of 
recurrence times were computed such that the ith order recurrence times, tri and tb i ' 
were measured between the reference firing and the ith forwards and ith backwards firing 
of the alternate motor unit, respectively, as depicted in figure 3.1. The value of i ranged 
from 1 to 5 such that no more than 5 forwards and backwards recurrence times were 
recorded for each reference motor unit firing. 
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Figure 3.1 Measurements of motor unit recurrence times. 
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Recurrence times measured between several firings from one pair of motor units. Motor 
units within each pair were labeled as either a reference or an alternate motor unit, with 
the reference motor unit having fewer firings. We measured recurrence times between 
each firing in the reference motor unit and the forwards and backwards firings of the 
alternate motor unit, denoted by t1 and tb respectively. The first order recurrence times, 
indicated by t11 and tb1, were measured using the first forwards and first backwards 
firing of the alternate motor unit. In a similar fashion the second and third order 
recurrence times were measured between the second and third forwards and backwards 
firings of the alternate motor unit. In total, five orders of recurrence times were measured 
for each reference motor unit firing. 
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Perkel et al. (1967) demonstrated from the statistical analyses of McFadden 
(1962) that the distribution of recurrence times provides direct indication of the 
independence between firing occurrences from two motor units. Specifically, if the 
firings of a given order from two motor units occur independently, then the recurrence 
times of that order will be uniformly distributed. We tested each motor unit pair for 
dependencies by computing the goodness-of-fit between the empirical distribution and 
the predicted uniform distribution of recurrence times. The specific details of the 
procedure used for the goodness-of-fit test are provided in Appendix A3 .1 and are 
summarized here. Recurrence times were divided into different orders at intervals of the 
mean IPI of the alternate motor unit as described by the equation: 
. -- /PIAtt Recurrence Time Interval.= L x /PIAtt± - 2-; (equation 3.1) 
where i ranged from -4 to 4. According to Perkel et al. (1967), recurrence times of 
independent motor units will be uniformly distributed between 0 and 1 within each 
interval ofthe mean IPI of the alternate motor unit. Figure 3.2A shows an example of the 
empirical distribution of recurrence times superimposed over the predicted uniform 
distribution function. We tested the null hypothesis that the empirical recurrence time 
data were uniformly distributed using the goodness-of-fit method of the Cramer Von 
Mises test statistic (Cramer, 1928; Von Mises, 1931). The null hypothesis was rejected at 
the 0.05 significance level corresponding to a Cramer Von Mises statistic greater than 
0.461 as indicated by Stephens (1970). Recurrence time distributions that significantly 
deviated from uniformity indicated that the firings from the pair of motor units were not 
independent. 
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Figure 3. 2 Independent frring test and SigMax synchronization detection method. 
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A) An example of the empirical cumulative distribution function (CDF) of recurrence 
times (solid line) superimposed over the predicted uniform CDF (dashed line). A 
goodness-of-fit test was performed between the empirical and uniform distribution from 
each of 9 recurrence time intervals computed by equation 3.1 in the text. The specific 
details of the goodness-of-fit test are provided in appendix A3.1. Deviation of the 
empirical distribution from the predicted uniform distribution beyond the 0.05 
significance level calculated by the Cramer Von Mises test statistic indicated that the two 
motor units produced significantly dependent firings. B) Only motor units with dependent 
firings were subsequently examined for synchronization using the SigMax detection 
method. The specific details of SigMax are provided in appendix A3.2. Shown is an 
example of synchronization detected from the cumulative distribution of recurrence 
times. The shaded region indicates the most statistically significant detection of 
synchronization beyond the 0.05 significance level superimposed over the empirical 
cumulative distribution function of recurrence times (solid line) and the uniform 
distribution function expected by chance (dashed line). The synchronization peak width, 
W, shown as the width of the shaded box, and latency, L, located at the center of the peak 
width, were recorded for further analysis. The total number of synchronized occurrences, 
kmax , was measured from the total amplitude gained by the empirical cumulative 
distribution function within the shaded region. The number of synchronized occurrences 
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expected due to chance, k, was measured from the total amplitude gained by the expected 
uniform distribution function within the shaded region. Both kmax and k were used to 
compute the synchronization index (SI) as the number of synchronized firings that 
occurred beyond what would be expected by chance (equation 3 .2). 
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Only the recurrence time intervals of motor unit pairs that manifest statistically 
significant dependence were tested for synchronization. The specific details of SigMax, 
the procedure we used to compute synchronization, are provided in Appendix A3 .2 and 
are summarized here. Each of the nine recun·ence times intervals from each motor unit 
pair were tested for synchronization separately. Synchronization was indicated by 
clusters of recurrence times with a density that exceeded what would be expected due to 
chance. These clusters, or peaks, could occur at different latencies and last for different 
durations, or peak widths. Our approach iteratively tested all possible latencies and peak 
widths of the recurrence time data to identify the most statistically significant occurrence 
of synchronization. Specifically, the peak widths ranged from 1 ms to half of the mean 
IPI of the alternate motor unit. For each peak width we detected the latency that produced 
the greatest number of recurrence time occurrences (k) and computed the statistical 
significance of the detection. The peak width that produced the number of occurrences 
(kmax) with the greatest statistical significance above the 0.05 significance level was 
marked as the synchronization detection. Figure 3 .2B illustrates an example detection of 
synchronization from the empirical distribution of recurrence times. The peak width (W) 
and latency ( L) of the synchronization detection were recorded for further analysis. The 
amplitude of synchronization was measured using the synchronization index: 
kmax- k 
Sf = * 100; (equation 3.2) 
n 
where k was the average number of recurrence times expected by chance within the 
window of width W computed as: 
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k = n;m; (equation 3.3) 
where n is the number of firings of the reference motor unit and m is the number of 
equally spaced windows of width W that fell within the interval of the alternate motor 
unit mean IPI (see equation A3.2.1 in Appendix A3.2). The SI provides the percentage of 
synchronized firings between two motor units that occur in excess of chance (DeLuca et 
al., 1993). 
3.2.5 Synchronization Measured By Other Methods 
Our SigMax detection method implements the appropriate statistical 
considerations described by Perkel et al. (1967) to identify the latency, width and 
magnitude of synchronization with the greatest statistical significance from each motor 
unit pair. We compared synchronization results obtained from SigMax with those 
obtained by three other previously published methods that disregard the relevant statistics 
necessary to accurately detect motor unit synchronization. This comparison was 
performed on the same set of motor unit pairs. 
The first synchronization method we tested was the use of the z-score 
synchronization detection method. We followed the practice of assuming a normal 
distribution of bin amplitudes in the cross-correlation histogram to compute the z-score 
significance threshold. The baseline mean amplitude of the histogram was measured over 
a +/- 200 ms, region of the histogram, excluding +/- 20 ms region centered around 0 ms 
latency, as prescribed by previous methodologies. We then identified peaks in the 
histogram that exceeded the 0.05 normal significance threshold corresponding to a z-
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score > 1.96. The number of significant peaks detected and the corresponding 
synchronization index, peak width and latency were recorded and compared to the 
synchronization measured for the same motor unit pairs using our SigMax detection 
method. 
The second synchronization method we tested was the cumulative sum 
synchronization detection method. This method detects a synchronization peak using the 
cumulative sum of bin amplitudes from the cross-correlation histogram. We applied the 
cumulative sum detection method by first measuring the baseline mean of the cross-
correlation histogram within+/- 200 ms, excluding the+/- 20 ms centered around 0 ms 
latency. The cumulative sum data were then computed as the running sum of the 
difference between the baseline mean and the amplitude of each bin in the cross-
correlation histogram. The cumulative sum data were normalized by the difference 
between the maximum and minimum values. Locations where the normalized cumulative 
sum data crossed the 10% and 90% thresholds indicated the positive and negative 
boundaries of a synchronization peak respectively. The synchronization peak was 
calculated between the boundaries of the cumulative sum data and was compared with 
the synchronization peak obtained from our SigMax detection method. 
The third synchronization method tested was the common input assumption 
synchronization detection method. This method computes the magnitude of 
synchronization from a fixed region of the cross-correlation histogram regardless of the 
statistical significance of the synchronization detection (Semmler and Nordstrom, 1995; 
Mcisaac and Fuglevand, 2007; Keen et al., 2012; among others). According to this 
79 
approach, synchronization was measured from a fixed 11 ms regiOn of the cross-
correlation histogram centered at 0 ms latency. Results from the common input 
assumption synchronization detection method were compared to synchronization results 
obtained using our SigMax detection method. 
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3.3 Results 
All motor units were decomposed using 30 iterations of our error reduction 
algorithms to mitigate any decomposition errors. In total, 2,425 motor units were 
decomposed with accuracies above 95%; 1,396 motor units were from 72 FDI 
contractions ranging from 5 to 30% MVC and 1,029 motor units were from 72 VL 
contractions ranging from 20 to 50% MVC. In addition to occasional identification 
errors, decomposition of motor unit firings is prone to slight variability when resolving 
the precise temporal location of each action potential peak. We measured this temporal 
variability as the location en·or (Chapter 2). In all, 1,202,433 motor unit firings were 
decomposed, 616,662 firings from FDI motor units and 585,771 firings from VL motor 
units. The average magnitude of the location error of the motor unit firings was 2.08 ms 
and 2.54 ms with upper 95% confidence intervals of 4.15 ms and 4.22 ms for FDI and VL 
motor units respectively. 
3. 3.1 Analysis of Firing Statistics 
Before classifying motor unit firing statistics we identified those motor units that 
contained statistically significant non-stationary firings. The IPis from two example 
motor units are shown in figure 3.3. The KPSS stationarity test statistic for each train of 
firings is also provided in the figure. Figure 3.3A shows the IPis of a stationary motor 
unit. Not only was no visible trend apparent in the data, but the KPSS test statistic was 
0.0643, well below the 0.463 non-stationarity detection threshold. In figure 3.3B, the IPis 
of a non-stationary motor unit are shown. A slight positive trend was visible in the IPI 
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Figure 3. 3 Time plots of motor unit IPis with IPI stationary test results. 
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The IPis of two example motor units measured during the 25 second constant force 
region of analysis. Shown are A) the IPis of a motor unit with stationary firings and B) 
the IPis of a motor unit with non-stationary firings. The KPSS test was used to evaluate 
the stationarity of all motor unit firings. A KPSS test statistic greater than 0.463 indicated 
those motor units with statistically significant non-stationary firings. 
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data as a function of time. In addition, the KPSS test statistic was 1.19, indicating the 
motor unit contained statistically significant non-stationary fuings. Results from the 
KPSS test on all motor units studied revealed 134 or 9.60% of motor units from FDI 
contractions and 160 or 15.6% of motor units from the VL contractions contained non-
stationary firings. These 294 motor units were excluded from the IPI statistics and 
synchronization analysis. 
With the remaining 2,131 motor unit data set, we tested the veracity of the 
previously published finding that motor unit firings are best described by normal 
probability statistics (Buchthal et al. , 1954; Clamann, 1969; Andreassen and Rosenfalck, 
1980; among others). The IPI histogram of two example motor units, one with a 
relatively lower mean IPI and another with a relatively higher mean IPI are shown in 
figure 3.4A and 4B respectively. The D' Agostino-Pearson omnibus test indicated that the 
IPis of both motor units deviated from normality with a significance <0.00001. The 
omnibus test also provided the skewness and kurtosis of the IPis. If the IPis of a motor 
unit were normally distributed they would manifest skewness equal to 0 and kurtosis 
equal to 3 (D'Agostino et al. , 1990). However, the motor unit IPI data shown in figure 
3.4A had a skewness of 0.61, indicating the IPis from this motor unit were positively 
skewed. A similar positive skewness of 0.55 was apparent in figure 3.4B for the motor 
unit with the relatively higher mean IPI. The kurtosis of the IPI data was 5.56 and 5.42 
for data in figure 3.4A and 3.4B respectively, indicating the IPI data manifested relatively 
greater occurrences in the tails of the distribution than would be expected by normal 
firing statistics. 
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Figure 3. 4 Motor unit IPis tested for goodness-of-fit with normal distributions. 
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IPI Histograms of A) one motor tmit with a relatively low mean IPI and B) another motor 
unit with a relatively high mean IPI. The mean IPI is indicated on both plots by the 
vertical dashed line in white. Superimposed on the histograms is the predicted normal 
distribution of the IPI data shown by the solid white line. The D' Agostino-Pearson 
omnibus test revealed that the IPis from both histograms significantly deviated from a 
normal distribution beyond a 0.00001 significance level. The data are positively skewed 
(skewness>O) with relatively greater occurrences in the distribution tails (kurtosis>3) 
than would be expected by normal statistics. 
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Table 3.1 Statistical results of the normality test for motor unit IPis. 
Muscle Non-normal MU IPis (n) Significance Skewness Kurtosis 
99.0% (1 ,262) 0.00276 0.44 6.47 FDI [0, 0.0508] [-0.71, 2.01] [2.95, 18.8] 
99.9% (869) 0.000232 0.42 5.99 VL [0, 0.00340] [ -0.63, 1.49] [2.86, 9.68] 
Results from the D' Agostino-Pearson omnibus test for normality of inter-pulse intervals 
(IPis) from FDI and VL motor units (MU). The percentage of motor units with IPis that 
significantly deviated from a normal distribution is shown as well as the mean and 95% 
confidence interval of the D' Agostino-Pearson omnibus test significance, skewness and 
kurtosis. Significance values below 0.05 indicated non-normal data; skewness values 
greater than 0 indicated positive skewness; kurtosis values greater than 3 indicated 
relatively greater occurrences in the tails of the distribution than would be expected by 
normal statistics. 
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Results of the D 'Agostino-Pearson omnibus test are provided in table 3 .1. In total, 
the IPis from 99.0% of motor units from the FDI and 99.9% of motor units from the VL 
significantly deviated from a nmmal distribution. On average, motor unit IPis were 
positively skewed and had relatively greater occurrences in the distribution tails than was 
expected by normal statistics. 
3. 3. 2 SigMax Synchronization Results 
Synchronization was detected from empirical distribution functions of rune 
recurrence time intervals measured from each motor unit pair. In total, 12,042 and 7,108 
motor unit pairs consisting of 555,563 and 500,503 firings were tested for 
synchronization from FDI and VL contractions respectively. Figure 3.5 and table 3.2 
summarizes the results. Our SigMax detection method found statistically significant 
synchronization in 35.8% or 4,308 FDI motor unit pairs and 36.3% or 2,581 VL motor 
unit pairs. Overall, no significant difference was observed between FDI and VL data. The 
average synchronization index was 18.8 for FDI motor unit pairs, and 15.0 for VL motor 
unit pairs. The synchronization peak width averaged 24.9 ms and 18.7 ms for FDI and 
VL motor unit pairs respectively. And for the synchronization latency FDI averaged -0.3 
ms in FDI data and -0.6 ms in VL data. These data were used to measure the 
discrepancies of synchronization detected by other methods. 
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Figure 3. 5 Synchronization measured by other methods compared to SigMax. 
-~1 
!/) 
:::> 
:::?! 50 
(.) 
c 
~ 
FDI Sync. MUs 
A) 
FDI Sync. Index 
40 C) ~ 20 n 1-.,======= ~ ~ -
(J) 0 - + - - -·- - - :~ - - -
FDI Peak Width 
VL Sync. MUs 
B) 
VL Sync. Index 
SigMax Z-Score Cusum Common 
Input 
Summary of synchronization (Sync.) measured by: the SigMax detection method (bars 
with white fill); the z-score synchronization detection method (bars with diagonal lines); 
the cumulative sum ( cusum) synchronization detection method (bars with dotted fill); and 
the common input assumption synchronization detection method (bars with diamonds). 
Displayed is A,B) the percent of motor units with synchronization detected by each 
method, C,D) the synchronization index (SI), E,F) the synchronization peak width (PW) 
and G,H) the synchronization latency (LA T) computed by each detection method for 
A,C,E,G) FDI and B,D,F,H) VL data. The bars marked with an asterisk indicate values 
that were not measured but assumed. For plots B-H) the bars indicate the 95% confidence 
interval above and below the average value of each synchronization metric shown by the 
horizontal line. All values in the figure are listed in table 3.2. 
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Table 3.2 Synchronization measured by SigMax compared to three other methods. 
Metric SigMax Z-Score Cusum Common Input Assumption 
35.8% 100% 35.8% 100% 
FDI ( 4,308/12,042) (12,042/12,042) ( 4,308/12,042) (12,042/12,042) Sync. 
Detections 36.3% 100% 20.8% 100% VL (2,581/7,108) (7' 108/7' 1 08) (1,476/7,108) (7,108/7,108) 
18.8 3.1 17.8 5.1 FDI [6.5, 31.0] [1.3, 9.8] [7.9, 27.7] [-7.9, 18.0] 
SI (%) 
15.0 2.7 17.3 4.4 VL [3.4, 27.2] [1.2, 9.0] [7.8, 27.4] [-7.1, 15.9] 
24.9 1.5 21.1 
FDI [6.3 , 43.4] [1.0, 3.0] [6.0, 36.0] 11* 
PW (ms) 
1.4 15.8 18.7 
11* VL [7.9, 29.1] [1.0, 3.0] [8.0, 24.0] 
-0.3 -0.3 -0.9 
FDI [-8.0, 7.4] [-25.0, 25.0] [-8.0, 6.0] 0* 
LAT (ms) 
-0.6 -0.4 -1.1 
VL [-7.9, 6.7] [-26.0, 25.0] [-6.0, 3.5] 0* 
Summary of synchronization (Sync.) measured from motor unit (MU) pairs using: our 
SigMax detection method; the z-score synchronization detection method (Z-Score ); the 
cumulative sum synchronization detection method (Cusum); and the common input 
assumption synchronization detection method. Displayed are the percentage of motor unit 
pairs manifesting synchronization (synchronized pairs/total pairs) and the average and 
95% confidence intervals, shown in brackets, of the synchronization index (SI), peak 
width (PW) and latency (LAT) for measured from FDI and VL motor units. Values 
marked with an asterisk indicate data that were not measured but assumed. 
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3. 3. 3 Comparison of the Z-Score Synchronization Detection Method with SigMax 
The z-score synchronization detection method identified 185,925 synchronization 
peaks from 12,042 FDI motor unit pairs and 103,224 synchronization peaks from 7,108 
VL motor unit pairs (table 3.3). These detections were in contrast to the 4,308 FDI and 
2,581 VL statistically significant synchronization peaks detected by SigMax. On average 
the z-score detection method found 15 additional synchronization peaks from each motor 
unit pair. An example of these additional peak detections for a single motor unit pair is 
provided in figure A3.3.1 and table A3.3.1 of appendix A3.3. 
We evaluated the ability of the z-score detection method to estimate 
synchronization by analyzing the most centrally located peak identified by the z-score. In 
total, the z-score method detected a centrally located peak in 100% of the motor units 
tested. On average, the 95% confidence interval of the z-score synchronization metrics 
from both muscles ranged from 1.2 to 9.5 for the synchronization index, 1.0 ms to 3.0 ms 
for the synchronization peak width and -25.4 ms to 25.0 ms for the synchronization 
latency (bars with diagonal lines in figure 3.5 and table 3.2). From these data we 
measured the discrepancies between synchronization detected by the z-score and the 
SigMax method. In total, 7,889 motor unit pairs from both muscles manifested 
synchronization that was detected by both methods. From these common detections, the 
synchronization index differed by an average -74.9%, the synchronization peak width had 
an average difference of -88.1% and 95% of the synchronization latency differences 
exceeded +/-100% (bars with diagonal lines in figure 3.6 and table 3.3). 
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Figure 3. 6 Synchronization discrepancies of other methods relative to SigMax. 
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Synchronization (Sync.) discrepancies evaluated between the SigMax detection method 
and one of three other synchronization methods tested: the z-score synchronization 
detection method (bars with diagonal lines); the cumulative sum (cusum) synchronization 
detection method (bars with dotted fill); and the common input assumption 
synchronization detection method (bars with diamonds). Displayed is A,B) the average 
magnitude of the percent difference (Diff.) of additional (positive) and missed (negative) 
synchronization detections. The average percent difference plotted as a line over the 95% 
confidence interval bars of C,D) the synchronization index (SI), E,F) the synchronization 
peak width (PW) and G,H) the synchronization latency (LAT) computed relative to 
synchronization measured from A,C,E,G) FDI and B,D,F,H) VL motor unit pairs using 
our SigMax detection method. All values shown in the figure are listed in table 3.3. 
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Table 3. 3 Synchronization discrepancies from three methods relative to SigMax. 
Metric Z-Score Cusum 
Common Input 
Assumption 
Addl. FDI 
181,617/4,308 760/4,308 7,734/4,308 
(4,220%) (17.6%) (180%) 
Sync. 
100,643/2,581 73/2,581 4,527/2,581 Detections VL (3,900%) (2.8%) (175%) 
Missed FDI 
0/4,308 760/4,308 0/4,308 
(0%) (17.6%) (0%) 
Sync. 
0/2,581 1,178/2,581 0/2,581 Detections VL (0%) (45.6%) (0%) 
SI (%) FDI -13.9 [-24.2, -3.8] -1.4 [-4. 4, 1. 7] -7.3 [-14.2, -0.3] (-75.9% [-95. 7, -40.2]) (-5.8% [-21 .2, 9. 7]) (-40.5% [-84.5, 3.5]) 
Diff. 
(% Diff.) VL -10.8 [-19.6, -2.0] -1.2 [-3. 7, 1.3] -5.3 [-10.8, 0.2] (-74.3% [-94.3, -40.1]) (-5.5% [-18.2, 7.3]) (-38.8% [-90.0,12.8]) 
PW (ms) FDI -22.7 [-42.3, -3.2] 
-6.7 [-19.9, 6.5] -13.9 [-32.4, 4. 7] 
(-88.9% [-98.5, -60.8]) -18.8% [-67.6, 107.0] (-44.7% [-83.3, 43.0]) 
Diff. 
(% Diff.) VL -16.7 [-28.2, -5.4] -5.3 [-13.9, 3.5] -7.7 [-18.1, 3.1] (-87.7% [-9 7.3, -59.9]) (-22.1% [-65. 7, 28.2]) (-31.3% [-70.2, 55.0]) 
-0.04 [-6.99, 6.68] -0.63 [-5.26, 4.01] 
0.32 [-7.40, 8.02] 
FDI (-20.6% [-20.6, (-600% [-32.0, 
LAT (ms) 20. 4]xl o-3) 23.2]x10-3) (9.0% [-100, 100]) 
Diff. 
(% Diff.) 0.02 [-8.98, 9.07] -0.65 [-3. 75, 2.46] 0.56 [-6. 73, 7.89] 
VL (3,000% [-260, (2,200% [ -67. 2, 
158]x10-3) 5.1]x10-3) (13.5% [-100, 100]) 
Table 3.3 - Detection and estimation difference (Diff.) of motor unit synchronization 
(Sync.) calculated relative to our SigMax method by one of three methods: the z-score 
synchronization detection method (Z-Score ); the cumulative sum synchronization 
detection method (Cusum); and the common input assumption synchronization detection 
method. Shown is the number (percent) of additional (Addl.) detections and missed 
detections relative to the 4,308 FDI and 2,581 VL synchronization detections produced 
by our SigMax detection method. Also listed are the average magnitude and 95% 
confidence interval, shown in brackets, of the difference (percent difference) of the 
synchronization index (SI), peak width (PW) and latency (LA T) relative to 
synchronization measured from the same motor unit pairs using SigMax. 
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3. 3. 4 Comparison of the Cumulative Sum Synchronization Detection Method with SigMax 
The cumulative sum synchronization detection method identified synchronization 
peaks from 99.6% of the motor units tested. The peak widths of the cumulative sum 
detections spanned the +/- 200 ms of the cross-correlation histogram tested. However, to 
better evaluate differences between the cumulative sum detection method and our 
SigMax method, we limited the analysis of cumulative sum peaks to only those detected 
within the first interval of recurrence times. For these data, the cumulative sum method 
detected synchronization in 35.8% or 4,308 motor unit pairs from the FDI and 20.8% or 
1,476 motor unit pairs from the VL. Overall, 95% of these detections from both muscles 
ranged from 7.9 to 27.6 for the synchronization index, 6.5 ms to 32.9 ms for the peak 
width and -7.5 ms to 5.4 ms for the latency (bars with dots in figure 3.5 and table 3.2). 
Common synchronization detections made by both SigMax and the cumulative 
sum method were observed in 5,024 motor unit pairs from both muscles. The detection 
discrepancies between these two methods amounted to 12.1% or 833 additional 
detections of synchronization and 28.1% or 1,938 missed detections of synchronization 
made by the cumulative sum method relative to SigMax. On average, the difference in 
the synchronization index ranged from -20.3% to 9.0% for 95% of the data. For the peak 
width data, 95% of the detection differences ranged from -67.6% to 107%. And or the 
latency, average differences exceeded 100% (bars with dots in figure 3.6 and table 3.3). 
An example of these detection discrepancies for single motor unit pairs is provided in 
figure A3.3.2 and table A3.3.2 of appendix A3.3. 
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3.3.5 Comparison ofthe Common Input Assumption Synchronization Detection Method 
with SigMax 
Using the common input assumption method synchronization peaks were detected 
from 100% of FDI and VL motor unit pairs tested. This compares to approximately only 
36% of motor unit pairs detected using our SigMax method (table 3.2). Figure 3.5 
illustrates that all of these detections were assumed at 0 ms within a peak width of 11 ms. 
As a result of the pre-selected peak location, negative values of synchronization were 
found in 4,281 or 22.3% of FDI and VL motor unit pairs studied. Overall, 7,889 motor 
unit pairs with synchronization from both muscles were detected by both the common 
inputs assumption method and the SigMax detection method. For these detections, the 
synchronization index differed by an average of -39.9%, the synchronization peak width 
differed by -3 9. 7% on average and the synchronization latency differed by 1 00% for FD I 
and VL motor units (bars with diamonds in figure 3.6 and table 3.3). Examples of these 
discrepancies for single motor unit pairs are provided in figure A3 .3 .3 and table A3 .3 .3 of 
appendix A3.3. 
3. 3. 6 Effects of Decomposition Errors on Calculations of Synchronization 
We evaluated the effects of decomposition errors on measurements of 
synchronization, using our SigMax method. Synchronization detections were compared 
between motor unit pairs obtained with and without dEMG error reduction. Results are 
detailed in Appendix A3.4. On average, decomposition errors resulted in 4 missed 
detections out of every 5 synchronized motor unit pairs and a ratio of 7 false detections to 
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every 5 paus detected with synchronization. For those motor unit pa1rs ill which 
synchronization was correctly identified, decomposition errors resulted ill a 
synchronization index error of 29.1%, synchronization peak width error of 53.3% and 
synchronization latency error of3.15 ms (table A3.4.1). 
3. 3. 7 Long-term Synchronization 
The distributions of synchronization peaks detected by our SigMax method at 
each recurrence interval are shown in figure 3.7 A and 3.7C for motor unit pairs from FDI 
and VL contractions respectively. The percentage of synchronized motor unit pairs is 
shown by the total amplitude of each bar. The first recurrence interval manifested the 
greatest percentage of synchronized motor unit pairs. Relatively higher order recurrence 
intervals had progressively fewer synchronized motor unit pairs. 
Perkel et al. (1967) observed that peaks in relatively lower-orders of recurrence 
times often produced harmonic peaks in relatively higher-orders of recurrence times. 
Their analysis demonstrated such harmonic peaks are merely a statistical consequence of 
recurrence time analysis. Such occurrences do not necessarily indicate unique 
occurrences of synchronization. The gray shaded bars in figure 3.7A and 3.7C illustrate 
the percentage of motor unit pairs with synchronization after excluding harmonic peaks 
from our data. All recurrence time intervals beyond the first interval manifested less than 
4% of motor unit pairs with synchronization. Because our SigMax detection method 
employed a minimum significance threshold of 0.05, as many as 5% of motor unit pairs 
could manifest significant peaks as a consequence of random variance inherent to the 
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Figure 3. 7 Synchronization harmonics and distribution of latencies. 
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Distributions of the percentage of synchronized motor unit pairs within each recurrence 
interval for A) FDI and C) VL data. The total amplitude of each bar indicates the total 
percentage of motor unit pairs with synchronization. After excluding harmonic 
synchronization detections, the remaining percentage of motor unit pairs with 
synchronized firings is shown by the amplitude of solid gray bars. After removing 
harmonic detections, all recurrence intervals outside of the first interval contained less 
than 5% of motor unit pairs with significant synchronization. These data, shown by 
shaded regions, represented a non-statistically significant number of synchronization 
detections. For the remaining statistically significant synchronization detections the 
distributions of the synchronization latency are shown for B) FDI and D) VL motor unit 
pairs. For FDI data, 4,308 motor unit pairs were significantly synchronized with an 
average latency of -0.3 ms, and 95% confidence interval of -8.0 ms to 7.4 ms. For VL 
data, 2,581 motor unit pairs were significantly synchronized with an average latency of-
0.6 ms, and 95% confidence interval of -7.9 ms to 6.7 ms. 
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recurrence time data within each recurrence-interval. Therefore all recurrence intervals 
with fewer than 5% of synchronized motor unit pairs were considered statistically 
insignificant detections. All remaining statistically significant detections of 
synchronization occurred within the first recurrence time-interval. The final distributions 
of the latencies of these synchronization detections are shown in figure 3.7B and 3.7D. 
Overall, 95% of the synchronization latency data ranged from 8.0 to 7.4 in the FDI and 
from 7.9 to 6.7 in the VL. 
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3.4 Discussion 
3. 4.1 Errors with Previous Synchronization Methods 
We employed our SigMax detection method to compare results with 
synchronization measured by other previously reported methods; specifically: a) the z-
score synchronization method, b) the cumulative sum method, and c) the common input 
assumption method. We selected these methods because they are all based upon the 
analysis of recurrence times described by Perkel et al. (1967). However, unlike our 
SigMax detection method, these methods ignore the warnings of detection errors 
cautioned by Perkel et al. (1967). Therefore, differences of synchronization measured 
between these methods and our SigMax detection method revealed the errors that result 
from disregarding statistical considerations necessary to accurately detect 
synchronization. 
We were able to test three different synchronization methods because of several 
important features inherent to our data. Firstly, our data set was large. It was comprised 
of 19,150 pairs of motor units containing 1,056,066 firings decomposed from 72 FDI and 
72 VL contractions ranging from 5 to 50% MVC. These data represent a collection more 
than an order of magnitude greater than any previously used to study synchronization. 
Second, our data set was accurate. Motor units were decomposed with the dEMG error 
reduction algorithms described by Chapter 2. In that chapter, we empirically proved that 
the results from our decomposition algorithms do not contain any systematic errors. 
Furthermore our analysis demonstrated that occasional and independent identification 
and location errors are successfully mitigated using the error reduction algorithms. 
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According to our analysis in Appendix A3.4, unmitigated decomposition errors alter 
synchronization measurements resulting in false identifications, missed detections and 
incorrect estimation. The unique ability of our error reduction algorithms to mitigate 
these errors exemplifies an improvement over past approaches that addressed 
decomposition errors by systematically eliminating motor units assumed to have outlying 
firing statistics (Semmler and Nordstrom, 1995; Mcisaac & Fuglevand, 2007; Keen et al., 
2012; among others). Third, our data set was objectively selected. Motor unit firing data 
were not subjectively culled or altered in any manner. Instead, we only discarded motor 
unit firing trains that contained statistically significant non-stationarities. Removal of 
these data prevented non-stationary changes in motor unit firing behavior from biasing 
the detection and estimation of synchronization. For this reason, testing for non-
stationary firing trains is a fundamental preliminary measure that must precede any 
synchronization analysis. Unfortunately stationary firing tests have been omitted from the 
majority of previously published synchronization studies. The degree to which non-
stationary firings affects these published synchronization results remains unknown. 
As a result of the accuracy, objectivity and immensity of the motor unit data set, 
our analysis provides a more realistic indication of the factual performance capabilities of 
different synchronization detection methods during voluntary human contractions in 
different muscles and force levels. The errors induced by the lack of proper statistical 
analyses associated with the z-score synchronization method, the cumulative sum 
method, and the common input assumption method indicate that all three of these 
approaches are inadequate techniques for measuring synchronization. 
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3. 4. 2 Consequence of the Z-Score Synchronization Detection Method 
The z-score detection method is empirically unsubstantiated for detecting 
physiological synchronization. The overwhelmingly conclusive results from the motor 
unit IPI normality test demonstrate that IPis are not normally distributed - contrary to 
previous reports by Buchthal et al. (1954), Clamann (1969), Andreassen and Rosenfalck 
(1980), among others. The normality ofiPis has been questioned before by Lippold et al. 
(1960), Person et al. (1972), De Luca et al. (1973), among others. Yet for the past 4 
decades, the vast majority of synchronization studies have consistently disregarded 
reports of non-normal fuing characteristics from consideration. 
Synchronization measured with the z-score detection method is biased by 
inordinate false detections and poor estimations of actual levels of synchronization. Our 
analysis illustrates that the z-score method produces on average 15 separate 
identifications of synchronization from each motor unit pair (figure 3.6A and table 3.3). 
Previous implementations of the z-score synchronization detection method by Sears and 
Stagg (1976), Connell et al. (1986), Nordstrom et al. (1990), among others, only reported 
synchronization near 0 ms latency in the cross-correlation histogram. These studies 
provide virtually no mention of statistically significant peaks occurring at any other 
latency. We found that, in fact, the z-score method actually detects a substantial amount 
of synchronization at all latencies spanning +/-200ms, which has not been previously 
reported (See figure A3.3.1). Our results confirm the theoretical analysis from Perkel et 
al. (1967), that indicated false detections are equally likely to occur at all latencies 
throughout the cross-correlation histogram. 
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Even if a single centrally located peak is subjectively selected from all peaks 
detected by the z-score synchronization detection method, we still found error in the 
subsequent calculations of synchronization. By comparing the synchronization peaks 
from the z-score method with the same peaks detected by our SigMax method, we 
observed the z-score method underestimated the synchronization index and peak width 
by more than 75% on average (figure 3.6B, 3.6C and table 3.3). These errors indicate the 
inadequacy of a z-score significance threshold for detecting synchronization. 
3. 4. 3 Consequences of the Cumulative Sum Synchronization Detection Method 
Any observations and subsequent conclusions of motor unit synchronization 
drawn fi·om the cumulative sum detection method are biased by errors. Relative to our 
SigMax method the cumulative sum technique produced two major types of errors when 
estimating the synchronization peak: a) 2 in every 7 synchronization peaks are missed 
detections (figure 3.6A, 3.6B and table 3.3); and b) correctly identified peaks manifest 
error that ranged from +/-100% (figure 3.6C - 3.6H and table 3.3). Although 
synchronization detections from the cumulative sum method are subject to relatively 
large estimations errors, the average synchronization values measured by the cumulative 
sum across all motor units studied are relatively similar to those measured using SigMax. 
This result indicates that comparisons of average values may not necessarily reveal all of 
the errors produced by a given method. To avoid miss interpreting the result of an error 
analysis, we recommend a comprehensive error analysis consisting of pairwise 
comparisons to ensure that individual measurements are not biased by estimation errors. 
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Overall, the estimation en·ors reported in figure 3.6 demonstrate that changes in the 
cumulative sum from the mean value of the cross-correlation histogram do not guarantee 
detection of statistically significant occurrences of relatively high-density recurrence 
times produced by synchronized firings. 
3.4.4 Consequences of the Common-Input Assumption Synchronization Method 
Our analysis raises serious concerns about the use of common input assumption 
synchronization detection method, the validity of the common input strength (CIS) index 
and the underlying assumption that common inputs are responsible for synchronization of 
motor unit firings. We found three errors resulting from this method. First, the common 
input assumption method detects synchronization from 1 00% of the motor unit pairs in 
our data set. In comparison, our SigMax detection method identified statistically 
significant synchronization from approximately 36% of motor unit pairs tested (figure 
3.5A). Alleged common inputs did not produce synchronization in 64% of motor unit 
pairs of the FDI and VL muscles. This result is consistent with the original work of Sears 
and Stagg (1976) who concluded from their occasional and relatively low amplitude 
detections of synchronization that the common input notion "does not mean that each 
contributing motoneuron necessarily has common presynaptic inputs with every other 
motoneuron of the pool." Unfortunately, this important point has been wantonly 
overlooked in later studies of common inputs. Specifically, Nordstrom et al. (1992) 
devised a new metric of synchronization - referred to as the CIS index - to quantify the 
amount of common inputs shared by motoneurons. Following their work the CIS index 
101 
has been used primarily in conjunction with the common input assumption 
synchronization detection method to determine alleged amounts of common inputs shared 
by all motoneurons. In contrast to the subjective supposition that common inputs cause 
synchronization in all motor units, our objective statistics reveal that only a fraction of 
motor unit pairs actually manifest synchronization. The common input assumption 
synchronization detection method provides misleading indications of the factual 
distribution of synchronization within a motoneuron pool 
The second error resulting from the common input assumption synchronization 
detection method is the detection of negative amplitudes of synchronization from 22.3% 
of motor unit pairs in the FDI and VL data. Our analysis in this study is not the first to 
report negative synchronization amplitudes resulting from indiscriminant measurements 
of synchronization between all motor unit pairs. Nordstrom et al. (1992) also reported 
negative synchronization, but overlooked its implications that countered the notion that 
common inputs cause motor unit synchronization. The physiological interpretation of 
negative synchronization remains unknown and somewhat confounding. 
The third error inherent to the common input assumption synchronization 
detection method results from measuring synchronization undiscerningly at 0 ms 
spanning 11 ms in duration. The actual synchronization peak widths detected by our 
SigMax method ranged from 6.86 to 38.0 within 95% of all synchronization detections 
from both muscles. For those same data the latencies ranged from -8.0 to 7.1 over the 
95% confidence interval (figure 3.5 and table 3.2). These data clearly indicate any 
subjective decision to quantify the amplitude of synchronization at 0 ms latency spanning 
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11 ms in peak width is empirically incorrect. Our analysis of synchronization estimation 
errors revealed that on average the common input assumption synchronization detection 
method results in -39.9% underestimation error of the synchronization index and -39.7% 
underestimation error of the synchronization peak width (figure 3.6B, 3.6C and table 
3.3). Therefore, this method of subjectively quantifying the amplitude of synchronization 
at 0 ms latency spanning 11 ms in peak width is a factually incorrect approach for 
determining the degree of synchronization amongst motor unit pairs. 
3. 4. 5 The SigMax Detection Method 
Our newly developed method for detecting synchronized firings from paired 
motor units overcomes the shortcomings of previous approaches. We based our method 
on the approach previously published by De Luca et al. (1993) that was derived from 
empirical statistics of motor unit recurrence times described by Perkel et al. (1967). 
Appendix A3 .2 illustrates the details of our SigMax detection method. 
The SigMax method employs binomial statistics similar to those used by DeLuca 
et al. (1993) to detect synchronization. However, Perkel et al. (1967) demonstrated that 
increments in successive bins of the cross-correlation histogram were not independent 
Bernoulli trials as is assumed by binomial statistics. Instead motoneuron refractoriness 
caused some bins to have relatively larger amplitudes and successive bins to have 
relatively smaller amplitudes than would be expected for Bernoulli trials. This effect 
results in a greater overall variance of bin amplitudes in the cross-correlation histogram 
that could occasionally produce peaks above the binomial significance threshold used by 
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De Luca et al. (1993). Although these peaks would seemingly indicate synchronization, 
in actuality they would only be a consequence of motoneuron refractoriness manifest in 
the cross-correlation histogram bin amplitudes. 
In our design of the SigMax detection method, we addressed the issue of false 
detections with three advancements over the binomial detection method employed by De 
Luca et al. (1993). Firstly, only motor unit pairs with statistically significant dependence 
were tested for synchronization. Our explicit test for dependence was a goodness-of-fit 
test, evaluated by the Cramer-Von Mises test statistic, between the cumulative 
distribution of empirical recurrence times and the predicted uniform distribution of 
independent recurrence times (Cramer, 1928; Von Mises, 1931). We used the Cramer-
Von Mises test statistic because Stephens ( 197 4) has shown that it evaluates goodness-of-
fit based on deviations of the mean value of empirical data from uniformity, rather than 
deviations in the variance of empirical data from uniformity. Therefore, our test for 
dependence was robust to the relatively high variance of successive recurrence times 
from refractoriness predicted by Perkel et al. (1967). 
Our SigMax method did not require any a-priori assumptions of the underlying 
motor unit firing statistics. This contrasts to the z-score synchronization detection method 
that assumes a normal distribution of bin amplitudes in the cross-correlation histogram -
a supposition that results in erroneous detections of synchronization. Instead, SigMax 
only relies on the degree of dependence between firings of paired motor units, regardless 
of the statistics that best describe motor unit fuings. 
We implemented a second advancement to prevent false detections of 
104 
synchronization by measuring synchronization from the empirical distribution function of 
cross-correlation data, rather than from the cross-correlation histogram of the data. Using 
the distribution function, we avoided the false detections of relatively high fluctuations of 
bin amplitudes that occur as a result of the arbitrary nature of histogram binning as well 
as motoneuron refractoriness. Additionally, with the distribution function we were able to 
test the statistical significance of synchronization from range of peak widths at various 
latencies. Our analysis revealed that the most statistically significant peaks had an 
average peak width of 24.9 ms for FDI motor unit pairs and 18.7 ms for VL motor unit 
pairs (table 3.2). Because refractoriness of motor unit firings only affects the dependence 
of successive recurrence times on the order of 1 - 2 ms, the relatively wide peaks detected 
by our synchronization measurements are robust to refractoriness. Therefore the binomial 
equations presented in Appendix A3 .2 provide an appropriate test for statistically 
significant synchronization. 
Equations A3.2.6, A3 .2.7 and A3.2.8 are well suited for detecting a statistically 
significant number of synchronized occurrences at relatively high significance levels, 
such as the 0.05 level used in this study. However, these equations approach the 
boundary of their efficacy when evaluating the statistical significance for a measured 
number of occurrences relatively close to the number of occurrences expected by chance 
(see equation 3.3). Under these conditions, the similarity between the measured number 
of occurrences and the number of occurrences expected by chance would indicate that the 
firings from the two motor units actually occur independently, rather than dependently as 
would be the case for synchronization. Therefore, this boundary condition has virtually 
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no effect on the detections of statistically significant synchronization reported in this 
study. 
A third advancement of SigMax improved upon the binomial significance 
threshold reported by DeLuca et al. (1993). Specifically, instead of computing the 95% 
binomial significance threshold that each bin has a given number of occurrences, we 
computed the 95% binomial significance threshold that any bin has a given number of 
occurrences. Mathematically, this difference is illustrated by comparing the single 
binomial probability equation provided in De Luca et al. (1993) to the more complicated 
series of equations required for our approach as detailed in Appendix A3 .2. 
Probabilistically the difference becomes visible when considering a simple experiment of 
rolling dice. The probability of rolling three number 3's from a six sided die after n rolls 
is lower than the probability of rolling three of any kind from a six sided die after n rolls. 
As a result the 95% binomial significance threshold of rolling three number 3 ' s is 
relatively lower than the 95% binomial significance threshold of rolling three of any kind. 
This accounts for the lower significance threshold used by De Luca et al. (1993). In 
contrast, our significance threshold is relatively higher and therefore less susceptible to 
the false detections. 
3. 4. 6 Long-term Synchronization 
Using the SigMax detection method, our analysis indicates that the reported 
occurrence of long-term synchronization is not a physiological event, but rather an 
aberration of the methodology used to calculate synchronization. Specifically long-term 
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synchronization is an epiphenomenon of two general factors. One is underestimation of 
the significance threshold used to detect synchronization peaks. This is demonstrated by 
Figure A3.3.1 that shows an overwhelming number of false detections of synchronization 
occur as a result of the inadequacy of the z-score synchronization detection method. 
However, the z-score method is not the only method that likely underestimates the 
significance of synchronization peaks. Using a binomial significance threshold, De Luca 
et al. (1993) reported the existence oflong-term synchronization in 18% ofthe motor unit 
pairs studied. Comparison of their results to those presented in this study suggests that 
their binomial significance threshold underestimated the actual statistical significance of 
synchronization detections. This explains that long-term synchronization reported by De 
Luca et al. (1993) was likely a consequence of false detections. 
The second factor that contributes to false detections of long-term synchronization 
is the presence of harmonics in the cross-correlation histogram (figure 3.7). Specifically, 
when synchronization is observed amongst first-order recurrence times, there is a greater 
likelihood that synchronization will also be observed at higher-orders of recurrence times. 
The presence of these harmonics in the cross-correlation histograms has been well 
documented in the work ofPerkel et al. (1967). However, in spite ofthe harmonic nature 
of the cross-correlation histogram, most studies of synchronization analyze intervals of 
+/- 100 ms regardless of recurrence time orders (Kirkwood et al. , 1982; Bremner et al. , 
1991a; Semmler et al., 2002; among others). The results shown in this study indicate that 
ignorance of recurrence time orders mcreases susceptibility of false synchronization 
detections from harmonic peaks leading to mistaken reports of long-term 
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synchronization. The error can be avoided by calculating synchronization exclusively 
from first-order recurrence times using an objectively derived and statistically reasoned 
method to detect statistically significant occurrences of motor unit synchronization. 
3. 4. 7 Summary 
We developed a statistically robust method of measuring synchronization between 
the firings of paired motor units. Our method began with a test to remove non-stationary 
motor unit firing trains from analysis. Using only motor units with stationary firings, we 
proceeded with an analysis of synchronization. Our SigMax detection method accounted 
for the considerations headed by Perkel et al. (1967) who developed the recurrence time 
analysis on which three previously used methods are based. A comparison with our 
method revealed: a) on average the z-score synchronization method falsely detects 
synchronization at 15 separate latencies in each motor unit pair; b) the cumulative sum 
(cusum) method misses 2 synchronization peaks for every 7 peaks detected by SigMax, 
and c) the common input assumption method detects synchronization from 1 00% of 
motor unit pairs compared to approximately 36% of pairs found with synchronization by 
our SigMax detection method. All three methods produce erroneous estimations of the 
synchronization amplitude, synchronization peak width and synchronization latency. 
Our SigMax method demonstrates two novel physiological findings. Firstly, long 
term synchronization is not a physiological event, but is observed as a result of false 
detections of synchronization. Secondly, approximately only 36% of all motor unit pairs 
manifest synchronization. This result raises skepticism of the validity of the conjecture 
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that common presynaptic inputs cause synchronization amongst all motor units within the 
pool of a given muscle. 
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CHAPTER4 
EVIDENCE REFUTING THE COMMON INPUT NOTION FOR 
SYNCHRONIZATION OF MOTOR UNIT FIRINGS 
4.1 Introduction 
It is widely believed that synchronized motor unit firings are caused by branches of 
common presynaptic inputs shared by motoneurons (Sears and Stagg, 1976; Kirkwood 
and Sears, 1978; Nordstrom et al., 1992; among others). This notion, referred to as the 
"common input", implies that measurements of synchronization can be used to infer the 
synaptic connectivity of motoneurons. Numerous studies have applied this assumption to 
approximate common input connections: within the same muscle (Nordstrom et al., 1990; 
Schmied et al., 1993; Garland and Miles, 1997; Kamen and Roy, 2000; Mellor and 
Hodges, 2005; Laine and Bailey, 2011; Keen et al., 2012; among others), across 
synergistic muscles (Powers et al., 1989; Bremner et al., 1991a,b; Carr et al., 1994; Gibbs 
et al., 1997; Keen and Fuglevand, 2004; Winges and Santella, 2004; Mcisaac and 
Fuglevand, 2007; Barry et al. 2009; among others), during tremor (Logigian et al., 1988; 
Semmler and Nordstrom et al., 1995; Halliday et al., 1999; among others), in different 
neuromuscular diseases (Kirkwood et al., 1984; Farmer et al., 1990; Baker et al., 1992; 
Farmer et al., 1993; Farmer et al., 1998; Schmied et al., 1999; Mottram et al., 2010; 
among others), and during various muscle contraction paradigms such as precision grip 
tasks (Huesler et al., 2000; Kilner et al., 2002; Santella and Fuglevand, 2004; 
Hockensmith et al., 2005; Winges et al., 2006; among others), exercise training 
(Mochizuki et al., 2005; Dartnall et al., 2008; Griffin et al., 2009; Boonstra et al., 2009; 
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Schmied and Descarreaux, 201 0; Dartnall et al., 2011; among others) and fatigue 
(Semmler and Nordstrom, 1998; Boonstra et al. , 2008; Gronlund et al., 2009; Holtermann 
et al., 2009; among others). 
In spite of its wide acceptance, the notion that common inputs cause 
synchronization remains an unverified hypothesis. Sears and Stagg (1976) were among 
the first to propose that low-levels of occasionally synchronized firings were undoubtedly 
caused by common inputs. However, in an earlier study, Moore et al. (1970) 
demonstrated that synchronized firings could be caused by a variety of sources including 
monosynaptic excitation, polysynaptic excitation or even inhibitory inputs. Yet, Sears 
and Stagg (1976) provided no factual evidence to rule out these alternative and equally 
likely causes of synchronization. 
In a later study, Kirkwood and Sears (1978) advanced the hypothesis of the 
common input notion from recordings of intracellular motoneuron membrane potentials. 
They claimed to discover an "average common excitation (ACE) potential" that resulted 
from common inputs between pairs of motoneurons. They asserted, but did not prove, 
that the ACE potential approximated excitatory post-synaptic potentials (EPSPs) that 
were responsible for synchronized motoneuron firings. However, no empirical evidence 
justified that the ACE potential originated exclusively from common inputs rather than 
from any of the thousands of synaptic inputs received by the motoneurons (see Comadi, 
1969; Barrett and Crill, 1974; and Barrett, 1975). Although they claimed that common 
inputs were responsible for synchronization, Kirkwood and Sears (1978) only introduced 
further speculations lacking empirical substantiation. 
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Less than two decades later, Nordstrom et al. (1992) broadened the conclusions 
from previous synchronization studies, popularizing what is presently understood as the 
notion of "common input" in contemporary literature. According to their work, the 
production of synchronized firings depended on two factors: a) the arrival of common 
input EPSPs and b) the temporal duration of the electromyographic (EMG) signal 
recording from which the synchronized firings were measured. To substantiate their 
hypothesis, they derived a new index to measure synchronization, termed the common 
input strength (CIS), as the number of synchronized firings per second. In spite of 
seemingly wide acceptance of the CIS metric, virtually no data has ever proved that 
common inputs of greater strength are responsible for increased synchronized firings per 
second. Therefore, the presumption that the CIS index reflects the strength of common 
inputs between motoneurons remains a conjecture. 
Our extensive search of the literature has revealed no studies that have 
experimentally tested the common input notion. Therefore, we set out to rigorously test if 
common inputs could cause synchronization. Our experimental challenge consisted of 
dual force level voluntary isometric contractions. We measured the degree of 
synchronization of motor unit pairs during the first relatively lower force level, and 
compared it to that of the same motor unit pairs during the second relatively higher force 
level. Any changes in synchronization that were observed with increases in force output 
were used to evaluate the validity of the notion that common inputs cause 
synchronization. 
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4.2 Methods 
4. 2.1 Experimental Design and Protocol 
We conducted experiments on six healthy subjects between the ages of 21 - 23 
years old. Four males and two female subjects volunteered for the study. Subjects had no 
known history of neuromuscular disorders. Before participating, all subjects read, 
indicated they understood and signed a consent form approved by the Institutional 
Review Board at Boston University. We designed experiments to record surface EMG 
(sEMG) signals during voluntary isometric contraction of two muscles. Isometric force 
was measured via load cells during index finger abduction of the first dorsal interosseous 
(FDI) muscle ofthe hand and during leg extension ofthe vastus lateralis (VL) muscle of 
the lower limb. Before recording data, we measured the maximal voluntary contraction 
(MVC) force by three brief maximal contractions. Each MVC was three seconds in 
duration, followed by a rest period of 3 min. The MVC of greatest value provided the 
subjects maximal isometric contraction force. All subsequent contractions were 
normalized by the maximal force for later comparison across subjects. 
To record sEMG signals, a five-pin decomposition EMG (dEMG) sensor, 
previously described in De Luca et al. (2006), was placed on the skin over the center of 
the muscle belly. While recording the sEMG data, subjects performed isometric 
contractions by tracking target trajectories displayed on a computer monitor with visual 
feedback of the force output. For the FDI muscle, trajectories increased at a rate of 10% 
MVC/s, were sustained at 5% MVC for 25 s, then again increased at a rate of 10% 
MVC/s and were sustained at 15%, 20% or 25% MVC for 25 s, before they were 
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decreased back to zero at 10% MVC/s. For the VL muscle, trajectories increased at a rate 
of 10% MVC/s, were sustained at 20% MVC for 25 s, then again increased at a rate of 
10% MVC/s and were sustained at 30%, 35% or 40% MVC for 25 s, before they were 
decreased back to zero at 10% MVC/s. The recorded force output was band-pass filtered 
from DC to 450 Hz. The sEMG signals from the four pairs of electrodes in the sensor 
were differentially amplified and filtered with a bandwidth of 20 Hz to 450 Hz. Both the 
force and sEMG signals were sampled at 20 kHz and stored in computer memory for off-
line data analysis. 
4. 2. 2 EMG Signal Decomposition 
The four channels of sEMG signals were decomposed into constituent motor unit 
action potential (MUAP) trains using the dEMG algorithms described by De Luca et al. 
(2006), substantially improved in Nawab et al. (201 0) and independently verified by Hu 
et al. (2013). The decomposition output provided the firing instances of the identified 
motor units. Each firing instance, as measured by the algorithm, was defined by the time 
of the greatest absolute value of the MUAP. 
Occasional errors made by our decomposition algorithm were mitigated using the 
error reduction technique provided in Appendix A2.2 of Chapter 2. Briefly, we obtained 
multiple independent decomposition estimates, each from the sEMG signal after adding 
Gaussian-white noise, equal in RMS to the noise inherent to the recorded sEMG signal. 
These estimates were processed by our error reduction algorithm to produce a new, more 
probable estimate of the motor unit fuings. The algorithm also provided accuracy and 
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location error metrics for each improved motor unit firing train. In this study, we 
implemented the error reduction procedure using 60 dEMG estimates for each 
contraction. Only motor units with greater than 95% accuracy were retained for further 
analysis. 
An example decomposition result after error correction is shown in figure 4.1. In 
total, 11 motor units were identified during the first ramp up to 5% MVC and 4 additional 
motor units were identified during the second ramp up to 20% MVC. For illustrative 
clarity, only three of the 15 motor units decomposed with greater than 95% accuracy are 
depicted in figure 4.1 A. Two motor units shown were active during both constant force 
regions of the contraction. MUAP templates from the motor units obtained at four 
different times throughout the contraction are depicted in figure 4.1B. For both motor 
units, the MUAP templates retained relatively similar shape and amplitude at both 
contraction force levels. Similarly stable templates were obtained for all motor units 
decomposed in this study. These results indicated that our decomposition algorithm 
successfully identified the firings of the same motor unit across changes in contraction 
force. 
4. 2. 3 Synchronization Computations 
We tested the notion that common inputs cause synchronization from empirical 
analysis of the motor unit firings. Specifically, synchronization was measured between 
paired motor units during a 20 second constant force region at one force level and 
compared to synchronization measured from the same pairs during a 20 second constant 
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Figure 4.1 Decomposed motor unit action potential shapes from one contraction. 
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Depiction of several motor unit action potential (MUAP) shapes decomposed during an 
FDI contraction ranging in force from 5% to 20% MVC. A) The firings rates of example 
motor units are plotted with the contractions force (thin black line). For clarity, only three 
of the 15 motor units decomposed above 95% accuracy from this contraction are 
provided. Motor unit 4 is shown by the thick black line, motor unit 6 is shown by the 
thick gray line and motor unit 12 is shown by the dotted line. The four vertical dotted 
lines, denoted Tl-T4, indicate the approximate time of B) four MUAP estimates of motor 
unit 4 and motor unit 6 obtained using the sEMG decomposition algorithms. Each 
column provides the MUAP template decomposed from sEMG data recorded from a 
different channel. Overall, consistent decomposition of the MUAP template at all four 
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times indicated that our decomposition algorithms could successfully track the same 
motor unit throughout both contraction force levels. 
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force region at a relatively higher force level. Prior to detecting synchronization, non-
stationary motor unit firing trains were identified using the Kwiatkowski, Philips, 
Schmidt and Shin (KPSS) test and excluded from further analysis (Andrews, 1991 ; 
Kwiatkowski et al., 1992). From the remaining motor units, we measured 
synchronization using the SigMax detection method previously described by Chapter 3. 
Briefly, synchronization was detected from recurrence times measured between a 
reference and alternate motor unit, with the alternate motor unit having more firings. 
Recurrence times were measured between each firing of the reference motor unit and the 
immediate forwards and backwards firing in the alternate motor unit. To eliminate the 
effects of harmonics in our data, only recurrence times within +/- half of the mean inter-
pulse interval (IPI) ofthe alternate motor unit were used for analysis. 
Perkel et al. (1967) demonstrated from the statistical analyses of McFadden 
( 1962) that recurrence times will be uniformly distributed if the firings from two motor 
units occur independently. We tested each motor unit pair for dependent firings by 
computing the goodness-of-fit between the empirical distribution of recurrence times and 
the predicted uniform distribution illustrated by the solid and dashed lines in figure 4.2, 
respectively. The goodness-of-fit was quantified using the Cramer Von Mises test 
statistic (Cramer, 1928; Von Mises, 1931) detailed by the equations in Appendix A3.1 of 
Chapter 3. A Cramer Von Mises test statistic greater than 0.461 indicated that the motor 
unit firings were significantly dependent, beyond the 0.05 significance level. 
Only the recurrence times of motor unit pairs that manifested statistically 
significant dependence were tested for synchronization. The specific details of our 
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Figure 4. 2 Example of the SigMax synchronization detection method. 
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An example synchronization detection from the cumulative distribution function (CDF) 
of recurrence times obtained using the SigMax detection method described in Chapter 3. 
The empirical cumulative distribution function of recurrence times is shown by the solid 
line and the uniform distribution function expected by chance is given by the dashed line. 
The shaded region shows the synchronization peak width, W, the center of which 
indicates the synchronization latency, L, of the most statistically significant 
synchronization detection beyond the 0.05 significance level. The total number of 
synchronized occurrences, kmax' was measured from the amplitude gained by the 
empirical cumulative distribution function (solid line) within the peak width. The number 
of synchronized occurrences expected due to chance, k, was measured from the 
amplitude gained by the expected uniform distribution function (dashed line) within the 
shaded region. Both kmax and k were used to compute the synchronization index as the 
number of synchronized firings that occurred beyond what would be expected by chance 
(equation 4.1). The figure is modified from figure 3.3 in Chapter 3. 
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SigMax synchronization detection method are provided in Appendix A3 .2 of Chapter 
3and are summarized here. Synchronization was identified from clusters of recurrence 
times with a density that exceeded what would be expected due to chance. These clusters, 
or peaks, occurred at different latencies and lasted for different durations, or peak widths. 
Using SigMax, we detected the most statistically significant occurrence of 
synchronization from each motor unit pair by evaluating the likelihood of detecting 
synchronization from all possible latencies and peak widths in the cumulative distribution 
of the recurrence time data. For each peak width, ranging from 1 ms to half of the mean 
IPI of the alternate motor unit, we detected the latency that produced the greatest number 
of recurrence time occurrences (k). Our SigMax equations were then used to evaluate the 
statistical significance of finding k occurrences within the given peak width. The peak 
width that produced the number of occurrences (kmax) with the greatest statistical 
significance beyond the 0.05 significance level was marked as a synchronization 
detection. 
A sample synchronization peak detection is shown in figure 4.2. The width of the 
shaded region indicated the final synchronization peak width (W). The central location of 
the shaded region specified the synchronization latency (L). We measured the amplitude 
of synchronization as the percentage kmax occurrences that exceeded the average number 
of occurrences expected by chance, k, using the synchronization index: 
kmax- k 
Sf = * 100; (equation 4.1); 
n 
where n indicates the total number of possible occurrences, measured as the number of 
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reference motor unit firings. The synchronization index provided the percentage of 
synchronized firings between two motor units that occurred in excess of chance (De Luca 
et al., 1993). 
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4.3 Results 
The synchronization measured from 3,533 motor unit pairs from FDI and VL 
contractions, demonstrated one major finding. Within each contraction, as the force 
increased from a relatively lower force level to a relatively higher force level the amount 
of synchronization measured between pairs of motor units generally decreased. Figure 
4.3 illustrates an example of synchronization calculated from one pair of motor units 
active during both force levels of a contraction in the FDI ranging from 5% to 20% 
MVC. At the 5% MVC force level, the motor unit pair manifested a synchronization 
index of 31.4 and peak width of 20.4. As the force level increased, the magnitude of 
synchronization and the peak width both decreased. At the 20% MVC level, the 
synchronization index was reduced to 9.1 and the peak width to 3.7. 
Changes in the magnitude of synchronization with increasing contraction force for 
all motor unit pairs are shown for three example contractions illustrated in three rows in 
figure 4.4. The magnitude and change in synchronization are plotted as functions of the 
reference and alternate motor unit mean IPI, measured during the first constant force 
region. In the FDI contraction of subject S2, the amount of synchronization observed 
between motor unit pairs during a relatively low force level at 5% MVC is shown in 
figure 4.4A. Figure 4.4B shows the synchronization detected during the same contraction 
but at the relatively higher 15% MVC force level. The difference between the 
synchronization indices measured from the same motor unit pairs at both force levels is 
plotted in figure 4.4C. Blue colored data points indicated decreases in synchronization 
while data points colored red showed increases. On the average, the majority of motor 
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Figure 4. 3 Synchronization between the same motor units at two force levels. 
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Synchronization measured between the same pair of motor units at two different force 
levels. A) The mean firing rates of two motor units active during an FDI contraction from 
5% to 20% MVC. The contraction force is shown by the thin black line. Only motor unit 
8 (thick black line) and motor unit 9 (thick gray line) of the 15 motor units decomposed 
with greater than 95% accuracy are plotted. The two pairs of vertical dotted lines indicate 
the 20 second region over which synchronization was measured. B) During the relatively 
lower force level 1, synchronization was detected with an index of 31.4 over a peak width 
of 20.4 ms. As the force increased to the relatively higher force level 2, the 
synchronization between the same motor units decreased to an index of 9.1 and a peak 
width of 3. 7 ms. 
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Figure 4. 4 Changes in synchronization observed from several contractions. 
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The changes in the synchronization index (SI) observed with increases in contraction 
force are plotted for three example contractions: A-C) a 5% to 15% MVC FDI 
contraction in subject S2; D-F) a 5% to 25% MVC FDI contraction in subject S4; and G-
1) a 20% to 40% MVC VL contraction in subject S6. The synchronization (Sync.) index 
data are plotted as a function of the reference and alternate motor unit mean IPI. Each 
data point color indicates the magnitude of the synchronization index. A,D,G) The 
synchronization index observed during the relatively lower force level 1 in each of the 
contractions. B,E,H) The synchronization index observed during the relatively higher 
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force level 2 in all three contractions. C,F ,I) The change in the synchronization index 
measured between motor unit pairs manifesting synchronization at both force levels. 
Decreases in synchronization are illustrated in blue and increases in synchronization are 
shown in red. In all three contractions, synchronization decreased as contraction force 
increased for the majority of motor unit pairs. 
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units manifested a decrease in synchronization with increasing contraction force. 
Motor unit firings from two other contractions shown in figure 4.4 also showed a 
net decrease in synchronization with increasing contraction force. Furthermore, data in all 
three contractions indicated the magnitude of the change in synchronization appeared to 
be correlated with the mean IPI of the motor units. Specifically, motor units with 
relatively similar but lower mean IPis manifested relatively lower magnitude changes in 
the synchronization index. In figures 4.4C, 4.4F and 4.41 the light blue and light red 
colors indicated that these motor unit pairs exemplified relatively small increases or small 
decreases in the synchronization index, respectively. However, other motor units with 
relatively similar and higher mean IPis manifested relatively greater magnitude changes 
in the synchronization index. Firings from several of these motor unit pairs decreased in 
synchronization index by as much as 50%. 
4. 3.1 Motor Unit Synchronization Decreases with Increasing Contraction Force 
The pattern of synchronization conveyed by figure 4.4 was invariant across the 
different subjects and force levels studied. Therefore, we grouped all data from each 
muscle and analyzed the changes in synchronization that occurred with increases in 
contraction force from each data set. Figure 4.5 illustrates the synchronization index 
plotted as a function of the reference and alternate motor unit mean IPI. IPI values were 
measured during the first constant force region of each contraction. Data from FDI 
contractions are provided in figure 4.5A-4.5C and data from VL contractions are shown 
in figure 4.5D-4.5F. For each plot, data points were plotted at discrete values of the 
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Figure 4. 5 Changes in the synchronization index as force increases. 
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Changes in the synchronization (Sync.) index with increases in force observed for all data 
grouped together from A-C) FDI and D-F) VL contractions. The synchronization index is 
plotted as a function of the reference and alternate motor unit mean IPI. The color of the 
data points represents the average value of the synchronization index. Averages were 
calculated from reference and alternate motor units with a mean IPI within the 10 ms 
range of mean IPis indicated by the height and width of each data point. Only data from 
motor unit pairs that manifested synchronization at both force levels are shown in the 
figure. A,D) The synchronization index measured during the relatively lower force level 
1. B,E) The synchronization index measured from the same motor units during the 
relatively higher force level 2. C,F) The changes in synchronization index observed with 
increases in contraction force. Blue points indicate decreases in the synchronization index 
while red points show increases. Generally, the synchronization index from the majority 
of motor unit pairs decreased as the contraction force increased. 
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Figure 4. 6 Changes in the number of synchronized fuings as force increases. 
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The same data shown in figure 4.5, plotted here as the number of synchronized firings 
(#Sync. Firings) measured amongst all data grouped together from A-C) FDI and D-F) 
VL contractions. The number of synchronized firings is plotted as a function of the 
reference and alternate motor unit mean IPI. In each plot, the color of the data points 
represents the average number of synchronized fuings. Averages were calculated from 
reference and alternate motor units with a mean IPI within the 10 ms range of mean IPis 
indicated by the height and width of each data point. Only data from motor unit pairs that 
manifested synchronization at both force levels are shown in the figure. A,D) The 
number of synchronized firings measured during the relatively lower force level 1. B,E) 
The number of synchronized firings measured from the same motor units during the 
relatively higher force level 2. C,F) The changes in the number of synchronized firings 
observed with increases in contraction force. Blue points indicate decreases in the 
number of synchronized fuings while red points show increases. Generally, the number 
of synchronized firings from the majority of motor unit pairs decreased as the contraction 
force increased. 
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reference and alternate motor unit mean IPI. The color of each point indicated the value 
of the synchronization index obtained from averaging across multiple motor unit pairs. 
Specifically, the average value of each point was calculated from those motor unit pairs 
that manifested mean IPis within the 1 Oms range indicated by the length and width of the 
data point. Only motor unit pairs that manifested synchronization at both force levels are 
shown in the figure. 
Generally a direct relationship was apparent between the magnitude of the 
decrease in the synchronization index and the mean IPI of the motor units. Motor unit 
pairs with relatively similar and higher mean IPis showed relatively greater magnitude 
decreases in the synchronization index than was observed for other pairs with relatively 
similar but lower mean IPis. This relationship is also shown for the same synchronization 
data plotted as the number of synchronized firings in figure 4.6. Specifically, motor units 
with relatively similar and higher mean IPis manifested relatively greater decreases in the 
number of synchronized firings (lighter red color) than did motor units with relatively 
similar and lower mean IPis. 
4.3.2 The Percentage of Motor Unit Pairs Synchronized Decreases with Increasing 
Contraction Force 
The percentage of motor unit pairs with synchronization generally decreased with 
increasing contraction force level (figure 4.7). The percentage of synchronized motor unit 
pairs, shown by the color of the data point, was plotted as a function of the reference and 
alternate motor unit mean IPI measured during the frrst constant force region. For each 
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Figure 4. 7 Changes in the synchronized motor unit pairs as force increases. 
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The percentage of paired motor units with synchronization (MUs with Sync.) detected 
from all data grouped across A-C) FDI and D-F) VL contractions. The synchronization 
data are plotted as a function of the reference and alternate motor unit mean IPI. Each 
data point color specifies the proportion of motor unit pairs with synchronization. This 
proportion was calculated from all motor units that manifested mean IPis within the 
range specified by the 10 ms height and width of the data points. Only paired motor units 
with synchronization at both contraction force levels are shown in the plots. A,D) The 
percentage of synchronized motor unit pairs at the relatively low force level 1. B,E) The 
percentage of synchronized pairs measured during the relatively higher force level 2. C,F) 
Changes in the percentage of synchronized motor unit pairs observed as the force level 
increased. Blue colored data points indicate decreases in the percentage of synchronized 
motor unit pairs while those colored red depict increases. Generally, the proportion of 
paired motor units with synchronization decreased as the force level increased. 
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plot, data points were plotted at discrete values of the reference and alternate motor unit 
mean IPI. The percentages were calculated from all motor units with a mean IPI within 
the 10 ms range of mean IPis indicated by the height and width of each data point. FDI 
data are shown in figure 4. 7 A - 4. 7C and VL data are shown in figure 4. 7D - 4. 7F. 
As the contraction force increased from a relatively lower force level (figure 4.7A 
and 4.7D) to the relatively higher force level (figure 4.7B and 4.7E), the percentage of 
synchronized motor unit pairs generally decreased. Figures 4.7C and 4.7F quantify the 
change in the percentage of motor unit pairs with synchronized firings. For data from 
both muscles, motor units with relatively lower mean IPis had relatively the lower 
magnitude changes in the percentage of motor unit pairs with synchronization. Some of 
these pairs manifested small net increases while others showed small net decreases in the 
percentage of motor unit pairs with synchronized firings. However, the greatest changes 
in the percentage of motor unit pairs with synchronization were observed between pairs 
of motor units with relatively high mean IPis. For some of these motor units, the 
percentage of pairs synchronized dropped by nearly 100%. 
4.3.3 The Synchronization Peak Width Decreases with Increasing Contraction Force 
We also observed changes in the temporal properties of synchronization that 
occur with increases in contraction force. Figure 4.8 illustrates the synchronization peak 
widths measured from motor unit pairs in FDI and VL muscles (figure 4.8A-4.8C and 
figure 4.8D-4.8F respectively). Data were plotted as a function of the reference and 
alternate motor unit mean IPI measured during the first constant force region. The peak 
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Figure 4. 8 Changes in the synchronization peak width as force increases. 
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The synchronization peak width measured across all motor unit pairs from A-C) FDI and 
D-F) VL contractions. Data are plotted as functions of the reference and alternate motor 
unit mean IPI. The color of the data points within each plot indicates the average 
synchronization peak width measured across multiple motor unit pairs. These averages 
were computed from all motor units with mean IPis in the range specified by the 1 Oms 
height and width of each data point. Only motor unit pairs with synchronization at both 
contraction force levels are shown in the plots. A,D) The synchronization peak width 
measured during the relatively lower force level 1. B,E) The peak width from the same 
motor unit pairs plotted during the relatively higher force level 2. C,F) Changes in the 
synchronization peak width observed with increases in contraction force. Blue data points 
indicate decreases in the synchronization peak width and red points show increases. 
Generally as the contraction force increased, the peak width measured from the majority 
of synchronized motor unit pairs decreased. 
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width values consisted of averages of the peak widths measured across multiple motor 
units. Average peak widths were computed from all motor units with mean IPis within 
the 10 ms range of mean IPis indicated by the height and width of each data point. The 
color of the point designated the average peak width value shown by the color scale in the 
figure. Only those motor unit pairs that manifested synchronization at both force levels 
are plotted. Generally, as the contraction force increased, the synchronization peak widths 
decreased (figure 4.8C and 4.8F). The magnitude of the change in the peak width was 
relatively higher for motor units with relatively similar and higher mean IPis and 
relatively lower for other motor units with relatively similar but lower mean IPis. 
4.3.4 Changes in the Synchronization Latency with Increasing Contraction Force 
Synchronization latency data exhibited no consistent changes with increasing 
contraction force (figure 4.9). Latency data were plotted as functions of the mean IPI 
measured fi·om the reference and alternate motor unit in each pair during the first constant 
force region. Each data point in the plot consisted of the average magnitude of the latency 
between multiple motor unit pairs. Specifically, average values were computed from 
pairs of motor units with mean IPis within the 10 ms range of mean IPis indicated by the 
height and width of each data point. Only motor unit pairs that manifested 
synchronization at both force levels are plotted. Generally, the data in figure 4.9C and 
4.9F, for FDI and VL motor units respectively, indicated no apparent correlation between 
changes in the average magnitude of synchronization latency and changes in the 
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Figure 4. 9 Changes in the synchronization peak latency as force increases. 
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The synchronization (Sync.) latency measured across all data from A-C) FDI and D-F) 
VL data. Data are plotted as functions of the reference and alternate motor unit mean IPI. 
Each data point is assigned a specific color, indicating the average synchronization 
latency. Averages were computed from all motor unit pairs with mean IPis within the 
range indicated by the 1 0 ms height and width of each data point. Only latency data 
measured from motor units with synchronization at both force levels are shown in the 
plots. A,D) The latency of synchronization detected from motor units active during the 
relatively lower force level 1. B,E) Synchronization latencies from the same motor unit 
pairs, this time measured during the relatively higher force level 2. C,F) Changes in the 
synchronization latency observed with increases in the contraction force. Blue data points 
show decreases in latency while red points indicate increases. No consistent changes 
were observed amongst the latency data. Instead, the majority of motor unit pairs 
manifested +/-2 ms changes in synchronization latency. 
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contraction force level. The majority of motor unit pairs appeared to manifest relatively 
small variations in synchronization latency on the order of +/-2 ms. 
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4.4 Discussion 
We examined the validity of the notion that common inputs cause synchronization 
usmg experimental data from voluntary isometric human contractions containing two 
constant force regions. Our results revealed three general changes in synchronization that 
were observed with increases in contraction force: a) the magnitude of synchronization 
and number of synchronized firings decreased (figures 4.5 and 4.6); b) motor unit pairs 
that had synchronized firings no longer manifested synchronization (figure 4. 7); and c) 
the peak width of synchronization decreased (figure 4.8). 
The changes in synchronization that we observed were not a statistical 
consequence of changes in motor unit firing properties. Indeed it is well documented that 
motor units manifest increases in firing rates, decreases in mean IPis, with increases in 
contraction force (De Luca et al. , 1982a; De Luca and Hostage, 2010; De Luca and 
Contessa, 2012). If the observed changes in synchronization occurred as a consequence 
of changing motor unit firing rates, then we would expect motor units with increased 
firing rates to have an increased number of firings and therefore an increased number of 
synchronized firings within the 20-second interval over which synchronization was 
measured. However, figure 4.6 shows exactly the opposite occurrence. The number of 
synchronized firings that occur within the 20-second interval decreases with increasing 
contraction force. Therefore the changes in the synchronization index are not a statistical 
consequence of increasing motor unit firing rates. Instead, the decreases in 
synchronization occur as a result of changes in the underlying mechanisms that cause 
synchronization during voluntary isometric contractions. 
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4.4.1 Common Input Notion is Not Valid 
We designed our experiment to explicitly test the common input notion. 
Recounting the notion previously mentioned in the Introduction section, Sears and Stagg 
(1976) claimed that synchronized firings were produced as the result of excitation 
received by motoneurons from common branches of presynaptic inputs. Later, Kirkwood 
et al. (1982) alleged that synchronization of the common inputs themselves produced 
synchronization peaks of different widths. And Nordstrom et al. (1992) speculated that 
different magnitudes of synchronization occurred as the result of differing strengths of 
common inputs received by motoneurons. According to these conjectures, the decreases 
synchronization that we observed with increases in contraction force indicate that the 
strength of common inputs shared by motoneurons must also decrease. However, the 
decrease in the strength of common inputs is not the same amongst all motoneurons. 
According to our data, motoneurons with relatively higher mean IPis exemplified 
relatively greater decreases in common input strength than did other motoneurons with 
relatively lower mean IPis. 
To examine the validity of the common input notion, we considered three possible 
changes to common inputs that could account for the decreases in motor unit 
synchronization: Firstly, the reduction of synchronization could result from a 
reduction in the actual number common inputs. However, no evidence has ever suggested 
that physical anatomical inputs to motoneurons are remodeled during voluntary 
contractions. Therefore, we find no rational basis to justify this possibility. 
Secondly, synchronization could decrease as a result of inhibition of the common 
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inputs themselves. This scenano would suggest that common inputs are selectively 
inhibited during voluntary increases in the force output of a muscle. However, increases 
in force output are the result of increased voluntary excitation to motoneurons. No factual 
evidence has ever been presented to justify that common inputs are exclusively inhibited 
while the vast majority of other inputs are excited when producing increases in 
contraction force. Without concurring empirical data, we find no grounds to support such 
a control scheme. 
Thirdly, the decrease in synchronization peak widths could result from a decrease 
in the synchronization amongst the common inputs themselves. Although this is possible, 
we were unable to find any documentation of observations that common inputs actually 
manifest different degrees of synchronization, let aLone that synchronization amongst 
common inputs causes different synchronization peak widths. 
If other explanations of the common input notion are brought forth, they will need 
to be supported by convincing proof. 
Although accepted by many investigators, the notion of common inputs has been 
questioned by a few investigators. After Nordstrom et al. (1992) popularized the common 
input notion De Luca et al. (1993) published a study questioning the cogency of the 
notion. Specifically, their observations of relatively low-level synchronization amongst 
motor units led them to the conclusion that occasionally synchronized firings occurred as 
an epiphenomenon of other mechanisms of neuromuscular control. Additional skepticism 
of the common input notion was presented by Semmler et al. (2000) and Kamen and Roy 
(2000). Both studies reported that synchronization was similar between young (~25 years 
138 
old) and elderly (- 75 years old) subjects. It is well documented that the quantity of 
cortical neurons, the number of cortico-spinal projections and the excitability of inputs to 
motoneurons are all reduced with increasing age (Henderson et al. , 1980; Rossini et al. , 
1992; Eisen et al. , 1996; Hallett, 2000; Oliviero et al., 2006; among others). If common 
inputs actually caused motor unit synchronization, one would expect that the 
deterioration of motoneuron inputs would include, at least in part, deterioration of 
common inputs that would ultimately result in changes to synchronization. The fact that 
synchronization appears to remain unchanged with increasing age only decreases the 
cogency of the common input notion. Other factors are more likely causes of 
synchronized motor unit firings. 
More recently, Keen et al. (2012) suggested that the proximity of a muscle to the 
spinal cord, rather than common inputs, caused differences in the strength of 
synchronization observed from different muscles. However, the linear regressions they 
computed between synchronization and proximal-distal location of the muscle yielded R2 
values below 0.3. More than 70% of their synchronization data could not be explained by 
the proximity of the muscle location. How these regressions could substantiate any 
conclusion about the common input notion or other possible causes of synchronization 
remains confounding. 
4. 4. 2 Summary 
Dozens of studies have subscribed to the belief that synchronization is caused by 
common inputs between motoneurons. The widespread acceptance of the common input 
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notion has propagated the unsubstantiated conjecture that measurements of motor unit 
synchronization can be used to infer the synaptic connectivity between motoneurons. In 
this study, we designed an experiment to directly test if synchronization is caused by 
common inputs. Our objective observations indicated that the common input notion 
cannot be substantiated. Measurements of motor unit synchronization provide no grounds 
for drawing conclusions about the common inputs shared by motoneurons. We propose, 
as did De Luca et al. (1993), that synchronization is likely an epiphenomenon of more 
general mechanisms of motor control at work during voluntary contractions in humans. 
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CHAPTERS 
SYNCHRONIZATION OF MOTOR UNIT FIRINGS: 
AN EPIPHENOMENON OF THE CHARACTERISTICS OF IDERARCIDCAL 
CONTROL 
5.1 Introduction 
For nearly a century, various speculations have attempted to ascribe various physiological 
causes to synchronized motoneuron firings . Yet these notions remain to be substantiated 
with empirical evidence. Adrian and Bronk (1928) first postulated that the dispersion of 
central excitation elicited synchronized firings from motoneurons. They hypothesized, 
but did not prove, that relatively few central inputs projected to relatively large numbers 
of motoneurons. According to their conjecture, a single input innervated several 
motoneurons causing them to fire synchronously. Buchthal and Marsden (1950) agreed 
that the central spread of excitation was one possible explanation of synchronization. 
Interestingly, they also proposed that synchronized fuings could just as likely be the 
result of intrinsic firing properties within motoneuron cells. Person and Kudina (1968) 
further suggested that synchronization was a consequence of synchronizing and 
desynchronizing inputs converging on motoneurons. None of the studies could prove that 
the various notions caused synchronization and they all concluded that the actual 
physiological factors that produced synchronized motoneuron firings remained to be 
determined. 
Several years later, Moore et al. (1970) presented new data elucidating the 
possible causes of synchronization. They computed cross-correlations of simulated 
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motoneuron firings that resulted from different modeled configurations of input to the 
motoneurons. When two motoneurons were driven by a common input, they observed a 
peak in the cross-con·elation data, indicative of synchronization. Although this finding 
exemplified that common inputs could produce synchronized firings between simulated 
motoneurons, extrapolation of these results to explain synchronization amongst human 
motoneurons is less befitting for several reasons. In their model, each pair of 
motoneurons received excitation from a single common input. This contrasts with 
individual human motoneurons that receive on the order of 20,000 to 50,000 synaptic 
inputs according to Conradi (1969) and Barrett and Crill (1974). Furthermore, the 
simulations by Moore et al. (1970) were based on empirical studies of Aplysia neurons 
previously reported by Perkel et al., (1963). Aplysia are organisms with less than 20,000 
neurons in total. On the contrary, nearly 86 billion neurons are estimated within the 
human brain alone (Shariff, 1953; Lange, 1975; Williams and Herrup, 1988; Azevedo et 
al., 2009). Because of these discrepancies, Moore et al. (1970) explicitly cautioned that 
"an isolated peak in the cross-correlation [indicating synchronization] can arise from 
either monosynaptic excitation, polysynaptic excitation, common excitatory inputs and 
even common inhibitory inputs. Practically it may be impossible to distinguish among 
these cases on the basis ofthe available data." 
Nonetheless, six years later Sears and Stagg (1976) posited that common 
presynaptic inputs shared by motoneurons exclusively caused low-levels of synchronized 
firings observed from nerve fibers in anesthetized cats. As justification of their 
conclusions, they cited only those results from Moore et al. (1970) that supported the 
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common input cause. Sears and Stagg (1976) disregarded the cautions stated by Moore et 
al. (1970) warning against conclusive interpretations of motoneuron connectivity based 
on firing data alone. Without any supporting arguments, Sears and Stagg (1976) provided 
no consideration of alternative causes of synchronization. Following their work, common 
inputs have been used to explain the vast majority of published observations of motor 
unit synchronization. In spite of its seemingly wide acceptance, the common input notion 
remains a conjecture lacking empirical verification. 
Our empirical evidence based on the analysis of 1,056,066 firings from 19,150 
motor unit pairs extracted from 144 contractions ranging from 5 to 50% of the maximal 
force indicated that synchronized firings occur as a result of the sensitivities of 
motoneurons to voluntary excitation. De Luca and Hostage (2010) and De Luca and 
Contessa (2012) demonstrated firing rate sensitivities are arranged in hierarchical fashion 
according to motor unit recruitment thresholds. Hence, we conclude that synchronization 
is merely an epiphenomenon of the characteristics of hierarchical control of motor units. 
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5.2 Methods 
5. 2.1 Experimental Design and Protocol 
Four male and two female subjects with no known history of neuromuscular 
disorders, ages ranging from 21 - 23 years, volunteered for the study. All subjects read, 
indicated they understood and signed a consent form approved by the Institutional 
Review Board at Boston University before participating. Experiments consisted of 
voluntary isometric contractions of the first dorsal interosseous (FDI) muscle of the hand 
and the vastus lateralis (VL) muscle ofthe lower limb. Force was measured during index 
finger abduction and leg extension via load cells. Target trajectories and visual feedback 
of the isometric contraction force were displayed for the subject on a computer monitor. 
We recorded surface electromyography (sEMG) signals with a five-pin sensor 
previously described in DeLuca et al. (2006). The surface sensor was placed on the skin 
over the center of the muscle belly to record sEMG data from the four pairs of electrodes 
in the sensor. Recorded signals were differentially amplified and filtered with a 
bandwidth of 20 Hz to 450 Hz, digitized at 20 kHz and stored in computer memory for 
off-line data analysis. Before recording data, we measured the maximal voluntary 
contraction (MVC) force by three brief maximal contractions. Each MVC was three 
seconds in duration followed by a rest period of 3 minutes. The MVC of greatest value 
was chosen to normalize the force level of all following contractions for later comparison 
across subjects. Subjects proceeded to track a series of target trapezoidal trajectories 
displayed on the computer screen using the output of the force sensor. Trajectories for the 
FDI muscle increased at a rate of 10% MVC/s, were sustained at 5%, 10%, 15%, 20%, 
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25% or 30% MVC for 35 s, and were then decreased back to zero at 10% MVC/s. For the 
VL muscle, trajectories increased at a rate of 10% MVC/s, were sustained at 20%, 25%, 
30%, 35%, 40% or 50% MVC for 35 seconds, and were then decreased back to zero at 
10% MVC/s. All contractions were followed by five minutes of rest. The recorded force 
output was band-pass filtered from DC to 450 Hz, sampled at 20 kHz and stored in 
computer memory for off-line data analysis. 
5. 2. 2 EMG Signal Decomposition 
The sEMG signals from four channels ofthe decomposition EMG (dEMG) sensor 
were decomposed into their constituent motor unit action potential trains (MUAPTs) 
using the dEMO algorithms described by DeLuca et al. (2006), substantially improved in 
Nawab et al. (2010) and independently verified by Hu et al. (2013). All firing instances 
decomposed by the algorithm, were defined as the time of the greatest absolute value of 
the action potential. Occasional errors made by our decomposition algorithm were 
mitigated using the etTOr reduction technique provided in Appendix A2.2 of Chapter 2. 
Briefly, we obtained multiple independent decomposition estimates, each from the sEMG 
signal after adding Gaussian-white noise, equal in RMS to the noise inherent to the 
recorded sEMG signal. The error reduction algorithm used these estimates to produce a 
new, more probable estimate of the motor unit firings. Accuracy and location error 
metrics were provided for each improved motor unit frring train. In this study, we 
implemented the error reduction procedure using 30 dEMG estimates for each 
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contraction. Only motor units with greater than 95% accuracy were retained for further 
analysis. 
5.2.3 Synchronization Computations: 
Synchronization was measured using the SigMax synchronization detection 
method described by Chapter 3. All computations were performed on a 25 s constant 
firing rate region of the motor units from each contraction. Non-stationary motor unit 
firing trains were identified using the Kwiatkowski, Philips, Schmidt and Shin (KPSS) 
test and removed from the synchronization analysis (Andrews, 1991; Kwiatkowski et al., 
1992). We detected synchronization from recurrence times measured between a reference 
and an alternate motor unit, with the alternate motor unit having more firings. Recurrence 
times were calculated between each firing of the reference motor unit and the forwards 
and backwards firing of the alternate motor unit within +/- half of the mean inter-pulse 
interval (IPI) ofthe alternate motor unit (see figure 3.1 of Chapter 3). 
Perkel et al. (1967) demonstrated from the statistical analyses of McFadden 
(1962) that measured recurrence times will be uniformly distributed if the firings of the 
two motor units occur independently. We tested each motor unit pair for dependent 
firings by computing the goodness-of-fit between the empirical distribution and the 
predicted uniform distribution of recurrence times illustrated by the solid and dashed 
lines in figure 5.1, respectively. The goodness-of-fit was quantified by the Cramer Von 
Mises test statistic (Cramer, 1928; Von Mises, 1931) using the equations detailed in 
Appendix A3.1 of Chapter 3. A Cramer Von Mises test statistic beyond the upper 0.05 
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significance level indicated that the firings from the parr of motor units were not 
independent. 
Only the recurrence time intervals of motor unit pairs that manifested statistically 
significant dependence were tested for synchronization. The specific details of our 
SigMax synchronization detection method are provided in Appendix A3.2 of Chapter 3 
and are summarized here. Synchronization was identified as clusters of recurrence times 
with a density that exceeded what would be expected due to chance. These clusters, or 
peaks, occun-ed at different latencies and lasted for different durations, or peak widths. 
Our approach detected the most statistically significant occurrence of synchronization by 
evaluating the statistical significance of all possible synchronization latencies and peak 
widths from the cumulative distribution of the recurrence time data. We examined peak 
widths ranging from 1 ms to half of the mean IPI of the alternate motor unit. For each 
peak width we detected the latency that produced the greatest number of recurrence time 
occurrences (k) and computed the statistical significance ofthe detection. The peak width 
that produced the number of occunences (kmax) with the greatest statistical significance 
beyond the 0.05 significance threshold was marked as a synchronization detection. A 
sample synchronization peak detection is shown in figure 5.1. The width of the shaded 
region provided the final synchronization peak width (W) and its location indicated the 
synchronization latency (L). We measured the amplitude of synchronization as the 
percentage of occurrences, kmax, that exceeded the average number of occurrences 
expected by chance, k, using the synchronization index: 
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Figure 5.1 Demonstration of the SigMax synchronization detection method. 
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An example synchronization detection from the cumulative distribution function (CDF) 
of recunence times obtained using the SigMax detection method described in Chapter 3. 
The empirical cumulative distribution function of recunence times is shown by the solid 
line and the unifmm distribution function expected by chance is given by the dashed line. 
The shaded region shows the synchronization peak width, W, the center of which 
indicates the synchronization latency, L, of the most statistically significant 
synchronization detection beyond the 0.05 significance level. The total number of 
synchronized occunences, kmax, was measured from the amplitude gained by the 
empirical cumulative distribution function (solid line) within the peak width. The number 
of synchronized occunences expected due to chance, k. , was measured from the 
amplitude gained by the expected uniform distribution function (dashed line) within the 
shaded region. Both kmax and k were used to compute the synchronization index as the 
number of synchronized firings that occuned beyond what would be expected by chance 
(equation 5.1). The figure is modified from figure 3.3 in Chapter 3. 
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k -k 
Sf = max * 100; (equation 5.1). 
n 
The synchronization index provided the percentage of synchronized firings between two 
motor units that occurred in excess of chance (DeLuca et al., 1993). 
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5.3 Results 
5. 3.1 Pattern of Synchronization 
We studied synchronization in 1,262 motor units forming 12,042 pairs from 72 
FDI contractions and 869 motor units forming 7,108 pairs from 72 VL contractions. 
Overall, 4,308 or 35.8% of motor unit pairs from the FDI displayed statistically 
significant synchronization. For the VL the number of pairs with synchronized firings 
was 2,581 or 36.3%. From these data we observed three general manifestations of 
synchronization, illustrated by the three example pairs of motor units shown in figure 5.2. 
Motor units with relatively similar and high recruitment thresholds and high mean IPis 
(lower frring rates) had relatively high amplitudes of synchronization with wide 
synchronization peaks. For example, motor unit pair #1 had a synchronization index of 
30.2 and peak width of 43.5 ms (table 5.1). Other motor units with relatively similar but 
low recruitment thresholds and low mean IPis were observed with relatively less 
synchronization and narrower synchronization peaks. Figure 5.2 shows that one of these 
pairs elicited a synchronization index of 17.5 and peak width of 16.6 ms. And motor units 
with relatively different recruitment thresholds and different mean IPis, such as motor 
unit pair #3, presented no synchronization. 
To determine how synchronization values varied within single contractions we 
plotted the synchronization index, peak width and latency as functions of the mean IPI of 
the reference and alternate motor unit. Figures 5.3 and 5.4 illustrate examples of our 
findings from three FDI contractions and three VL contractions, respectively. In each of 
the plots, the magnitude of the synchronization metric is illustrated by the color of each 
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Figure 5.2 Characteristic synchronization detections from three motor unit pairs. 
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Examples of three characteristic manifestations of synchronization detected from three 
different pairs of motor units. A) The mean firings rates (colored lines) are plotted with 
the force (black line) for a 25% MVC contraction. Only 4 of the 32 motor units are 
shown for illustrative clarity. These four motor units were grouped into pairs indicated by 
the arrows and numbers on the right side of the plot. B) Synchronization was measured 
between each of the three motor unit pairs from the cumulative distribution function of 
recurrence times using the SigMax synchronization detection method. For each pair, the 
cumulative distribution is plotted as a function of the recurrence time latency. Detections 
of synchronization are highlighted by a shaded box and listed for each pair in table 5.1. 
The highest amount of synchronization was found for motor unit pair number 1, 
consisting of two motor units with relatively high recruitment thresholds (RT) and low 
firing rates corresponding to high mean IPis. The synchronization index of this pair was 
30.2 and the peak width was 43 .5 ms. A relatively lower synchronization index of 17.5 
and narrower peak width of 16.6 ms was detected between motor unit pair number 2. The 
two motor units in this pair were recruited at relatively lower force thresholds with higher 
firing rates and lower mean IPis. And for motor unit pair number 3 with relatively 
different recruitment thresholds, firing rates and mean IPis, no synchronization was 
detected. 
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Table 5.1 Three characteristic manifestations of motor unit synchronization. 
MUPair Ref. MU Alt. MU Sync Peak Width Latency 
Number Mean IPI (ms) Mean IPI (ms) Index (ms) (ms) 
1 90.5 87.1 30.2 43.5 -4.51 
2 37.9 33.2 17.5 16.6 -0.912 
3 87.1 40.2 0 0 0 
A summary of synchronization measured from three example motor unit (MU) pairs 
depicted in figure 5.2. Shown is the mean IPI of the reference (Ref.) and alternate (Alt.) 
motor unit in the pair, the synchronization (sync) index, peak width and latency measured 
from the cumulative distribution function of recurrence times using the SigMax 
synchronization detection method. 
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data point, with the synchronization index depicted in red, the peak width in green the 
latency in blue. The same general pattern of synchronization shown amongst the example 
motor unit pairs in figure 5.2 was also visible in these data. Specifically, in the 15% 
MVC contraction of the FDI from subject S2, motor units with relatively similar and 
higher mean IPis produced relatively higher synchronization indices (colored dark red) 
with wider peaks (colored dark green) located at lower magnitude latencies (colored light 
blue). Whereas relatively lower synchronization indices (colored light red) with narrower 
peaks (colored light green) located at lower magnitude latencies (colored light blue) were 
typically observed amongst motor units with relatively similar and lower mean IPis. 
Almost no synchronization was detected between motor unit pairs with relatively 
different mean IPis - that is one with a relatively lower mean IPI and another with a 
relatively higher mean IPI. 
Virtually the same pattern of synchronization can be observed from data 
measured during a higher force FDI contraction, at 25% MVC, in the same subject 
(figure 5.3B, 5.3E and 5.3H) and in a different subject, S5 (figure 5.3C, 5.3F and 5.31). 
Furthermore, data from these two contractions illustrate that motor units with relatively 
different mean IPis occasionally produce synchronized firings. However, these 
manifestations of synchronization tend to exhibit the relatively lowest synchronization 
index (light red) with the nan·owest peaks (light green) located at the highest magnitude 
latencies (dark blue). Similar observations of synchronization were apparent in the three 
example contractions from the VL shown in figure 5.4. 
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Figure 5.3 Synchronization measured in three FDI contractions. 
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The synchronization (Sync.) index, peak width and magnitude of the latency measured 
between all motor units from three FDI contractions: A,D,G) a 15% MVC from subject 
S2, B,E,H) a 25% MVC also from subject S2, and C,F,I) a 25% MVC from subject S5. 
Each synchronization variable is plotted as a function of the reference (Ref.) and alternate 
(Alt.) motor unit mean IPI. The color scales on the right side of the figures indicate the 
magnitude of the different synchronization metrics with A-C) the synchronization index 
shown in red, D-F) the peak width shown in green and G-I) the magnitude of the latency 
shown in blue. Motor units with relatively similar and high mean IPis had relatively the 
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highest synchronization indices, widest peaks and low magnitude latencies. Other motor 
units with relatively lower mean IPis had relatively lower synchronization indices, 
narrower peaks and also low magnitude latencies. Of the few motor units with relatively 
different mean IPis that were synchronized, they manifested relatively the lowest 
synchronization indices, the narrowest peaks and the highest magnitude latencies. The 
apparent relationships between motor unit mean IPI and synchronization remained 
relatively consistent across all subjects and contractions in the FDI. 
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Figure 5. 4 Synchronization measured in three VL contractions. 
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The synchronization (Sync.) index, peak width and magnitude of the latency measured 
between all motor units from three contraction in the VL: A,D,G) a 20% MVC 
contraction in subject S6, B,E,H) a 50% MVC contraction also in subject S6, and C,F,I) 
another 50% MVC contraction in subject S4. Each metric of synchronization is plotted as 
a function of the reference (Ref.) and alternate (Alt.) motor unit mean IPI. Color scales to 
the right of the picture indicate the magnitude of the synchronization variable with A-C) 
the synchronization index colored red, D-F) the synchronization peak width colored 
green and G-1) the magnitude of the synchronization latency colored blue. The same 
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relationships apparent in the FDI data are also presented in these data. Relatively the 
highest synchronization indices, widest peaks and lowest magnitude latencies were 
observed between motor units with relatively high mean IPis. Other motor units with 
relatively lower mean IPis had relatively lower synchronization indices, narrower peaks 
but also low magnitude latencies. Pairs with relatively different mean IPis manifested the 
lowest synchronization indices, the narrowest synchronization peaks and the highest 
magnitude latencies. These relationships between synchronization and motor unit mean 
IPI were invariant across different subjects and contraction forces in the VL. 
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Figures 5.3 and 5.4 also illustrate that the synchronization data were somewhat 
variable within the general progressions described. For example, in the FDI contraction at 
25% MVC from subject S5, relatively higher synchronization index values (dark red) 
were visible for some motor unit pairs with relatively lower mean IPis (figure 5.3C). 
Relatively higher synchronization index values were also observed from motor units with 
low mean IPis in subject S6 contracting the VL at 20% MVC and separately at 50% 
MVC (figure 5.4A and 5.4B respectively). Additional variability was manifest amongst 
the peak width and latency data from both FDI and VL contractions. In spite of these 
occasionally outlying data values, the vast majority of the variability in the 
synchronization index, peak width and latency data appeared to be correlated to changes 
in the mean IPis of paired motor units. 
5. 3. 2 Synchronization Across All Data 
Notwithstanding the relatively small deviations amongst individual data points, 
the general pattern of synchronization remained invariant across contractions from 
different subjects and different force levels. Therefore, to better analyze trends in 
synchronization values across all data collected, and because the patterns were closely 
similar amongst subjects, we grouped synchronization measurements across subjects and 
force levels. The grouped data from FDI and VL contractions are plotted in figures 5.5 
and 5.6 respectively as functions of the mean IPI of the reference and alternate motor 
units. Also shown in the plots are arrows indicating the direction of increasing 
recruitment threshold (RT) of the motor units. Four different synchronization metrics are 
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Figure 5. 5 Grouped plots of synchronization measured from 72 FDI contractions. 
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Synchronization measured from all FDI data plotted as functions of the reference and 
alternate motor unit mean IPI. Arrows on the plots indicate the direction of increasing 
motor unit recruitment thresholds (RT). A) The percentage of motor unit pairs with 
synchronization is shown in magenta, B) the synchronization index is plotted in red, C) 
the synchronization peak width is colored green, and D) the magnitude of the 
synchronization latency is shaded blue. The data points are plotted at discrete values of 
the reference and alternate motor unit mean IPI. Each data point depicts the average value 
measured across multiple motor unit pairs. Averages were computed from pairs of 
reference and alternate motor units with mean IPis within the range indicated by the 5 ms 
height and width of the data point. Almost all motor units with relatively similar and high 
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mean IPis with high recruitment thresholds were synchronized. These pairs had relatively 
the highest synchronization indices, the widest peaks and the lowest magnitude latencies. 
As the mean IPI and recruitment threshold remained similar but decreased, so did the 
percentage of motor unit pairs with synchronization, the synchronization index and 
synchronization peak width also decrease. And as the relative difference in the mean IPI 
and recruitment threshold between the two motor units increased, the percentage of motor 
unit pairs with synchronization, the synchronization index and synchronization peak 
width all decreased while the synchronization latency increased. 
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Figure 5. 6 Grouped plots of synchronization measured from 72 VL contractions. 
VL Grouped Data 
Percentage of Motor Unit 
Pairs with Synchronization Synchronization Index 
00 150 A} 100~ 00 150 B) 30_ 
- ~ E (/) E 0 
-
... 
-
lRT 
80 ·ro 
-
lRT 
X 0:: a. 0:: Q) 
c 100 :::> c 100 "0 «< 60 ~ «< 20E Q) Q) c ~ • u ~ • .Q c 
-ro :::> >. :::> ~ 40 (/) ~ N ·c: Q) 50 Q) Q) 50 10 e 
-ro C) 
-
«< «< .£: E 20 - E (.) c c 2 RT Q) 2 RT >. ~ (.) (/) ;;. ... ~ ;;. 0 0 Q) 0 0 a. 
0 50 100 150 0 50 100 150 
Reference MU Mean IPI (ms} Reference MU Mean IPI (ms} 
Peak Width Latency 
00 150 C) 40 00 150 D) 10 E E 
-
lRT 
-
lRT 
8 0:: 30 (i) 0:: 
.s -c 100 c 100 (/) «< «< 6 .s Q) .£: Q) ~ 20 ~ ~ >. ~ (.) :::> :::> c ~ ~ ~ 4 Q) 
Q) 50 «< Q) 50 -ro 
-
Q) ...J 
«< 10 -a. «< E c 2 Q) ... 
-
RT 2 RT ~ ;;. ~ ;;. 0 0 0 0 
0 50 100 150 0 50 100 150 
Reference MU Mean IPI (ms} Reference MU Mean IPI (ms} 
Synchronization measured from all VL data plotted as functions of the reference and 
alternate motor unit mean IPI. Arrows on the plots indicate the direction of increasing 
motor unit recruitment thresholds (RT). A) The percentage of motor unit pairs with 
synchronization is shown in magenta, B) the synchronization index is plotted in red, C) 
the synchronization peak width is colored green, and D) the magnitude of the 
synchronization latency is shaded blue. The data points are plotted at discrete values of 
the reference and alternate motor unit mean IPI. Each data point depicts the average value 
measured across multiple motor unit pairs. Averages were computed from pairs of 
reference and alternate motor units with mean IPis within the range indicated by the 5 ms 
height and width of the data point. Almost all motor units with relatively similar and high 
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mean IPis with high recruitment thresholds were synchronized. These pairs had relatively 
the highest synchronization indices, the widest peaks and the lowest magnitude latencies. 
As the mean IPI and recruitment threshold remained similar but decreased, so did the 
percentage of motor unit pairs with synchronization, the synchronization index and 
synchronization peak width also decrease. And as the relative difference in the mean IPI 
and recruitment threshold between the two motor units increased, the percentage of motor 
unit pairs with synchronization, the synchronization index and synchronization peak 
width all decreased while the synchronization latency increased. 
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plotted in the figures: the percentage of motor unit pairs with synchronization (figure 
5.5A and 5.6A), the synchronization index (figure 5.5B and 5.6B), the synchronization 
peak width (figure 5.5C and 5.6C) and the synchronization latency (figure 5.5D and 
5.6D). Data points were plotted at discrete values of the reference and alternate motor 
unit mean IPI. The color of each point indicated the value of the given synchronization 
metric obtained from averaging across multiple motor unit pairs. Specifically, the average 
value of each point was calculated from pairs of motor units that manifested mean IPis 
within the 5ms range indicated by the length and width of the data point. 
In both muscles, synchronization varied as functions of the reference and alternate 
motor unit mean IPI. Nearly 100% of motor unit pairs with relatively similar and high 
mean IPis with high recruitment thresholds manifested synchronization. These pairs had 
the highest synchronization indices of about 25% with the widest peaks of approximately 
40 ms located at low magnitude latencies between 0 ms and 4 ms. As the mean IPis and 
recruitment thresholds of the motor units remained similar but decreased in magnitude, 
we generally observed decreases in the percentage of motor unit pairs synchronized, the 
synchronization index and the synchronization peak width. For example, approximately 
80% of FDI motor unit pairs with mean IPis near 40 ms were synchronized with an 
average synchronization index of 15% and average peak width of 20 ms. For these motor 
unit pairs, the magnitude ofthe synchronization latency remained approximately between 
0 ms and 4 ms. As the difference in the mean IPI and recruitment threshold between two 
motor units increased the percentage of motor unit pairs synchronized, the 
synchronization index and the synchronization peak width all decreased while the 
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magnitude of the synchronization latency increased. Specific values indicated nearly 0% 
of the FDI motor unit pairs with mean IPis that differed beyond 50 ms manifested 
synchronization. Of the few synchronized pairs, the synchronization indices were below 
10, the peak widths were below 10 ms and the latency values were as great as 10 ms. 
These relationships between synchronization and the mean IPI of motor units are 
apparent in both FDI and VL data. 
5.3.3 Quantitative Correlations Describing Synchronization 
To determine the relationship between synchronization and the mean IPI of motor 
units, we performed regressions ofthe data plotted in figures 5.5 and 5.6. We ascertained 
an appropriate regression model by first evaluating how the synchronization data varied 
as a function of the mean IPI of only one motor unit. Figure 5.7 provides a pictorial 
example of our approach. The percentage of motor unit pairs with synchronization 
plotted in figure 5.5A as a function of the reference and alternate motor unit mean IPI is 
redisplayed in figure 5.7A. Three slices of the data taken at three fixed values of the 
reference motor unit mean IPI are plotted in three different colors in figure 5.7B. As the 
alternate motor unit mean IPI increased, the percentage of motor unit pairs with 
synchronization started at relatively low values, increased at an increasing rate to about 
50%, then increased at a decreasing rate before leveling off above 80%. We quantified 
this relationship using the sigmoidal function: 
(equation 5.2), 
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Figure 5. 7 Illustrated selection of the synchronization regression equations. 
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An illustration of the process used to determine the equations regressing synchronization 
(Sync.) as a function of the reference (Ref.) and alternate (Alt.) motor unit (MU) mean 
IPI. A) The percentage ofFDI motor unit pairs with synchronization redisplayed from 
figure 5.5A. B) At fixed values of the reference motor unit mean IPI, several slices of the 
percentage of motor unit pairs with synchronization are plotted as a function of the 
alternate motor unit mean IPI. The synchronization data manifested a sigmoidal 
relationship with the alternate motor unit mean IPI. Using equation 5.2 we quantified the 
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sigmoidal correlation of the data. For all three slices shown, the R2 value was greater than 
0.99. C) The sigmoidal function was generalized to vary as a function of both motor unit 
mean IPI using derivations in appendix AS. I. Discrete slices ofthe final regression using 
equation 5.3 are displayed for clarity. We applied the MATLAB surface fitting toolbox to 
determine the regression parameters and correlation coefficient. The R2=0.87. D) A top 
view of the fmal regression result shown C. 
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where /PIAtt is the mean IPI of the alternate motor unit, IPIRef is the mean IPI of the 
reference motor unit and Sync is the dependent synchronization variable, in this case the 
percentage of motor unit pairs with synchronization. Using equation 5.2, we evaluated 
the regressions the percentage of motor unit pairs with synchronization as a function of 
the alternate motor unit mean IPI data shown in figure 5.7B. For all three slices of data, 
the R2 value was greater than 0.99. Similar sigmoidal relationships were observed for the 
other synchronization metrics. 
We proceeded to extrapolate the sigmoidal synchronization relationship to vary as 
a function of the mean IPI of both motor units by following the derivations detailed in 
Appendix 1. The final equation derived for the regression of the percentage of motor unit 
pairs with synchronization, the synchronization index and the synchronization peak width 
data as functions of the reference and alternate motor unit mean IPI was: 
And the equation derived for the regression of the synchronization latency data as a 
function of the reference and alternate motor unit mean IPI was: 
Equations describing the reference and alternate motor unit mean IPI boundary 
conditions of equations 5.3 and 5.4 are detailed in Appendix 1. The MATLAB surface 
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fitting toolbox was used to compute the regression parameters A, B, C, D and E in 
addition to the R2 values from a least squares weighted regression. Weighting factors 
were calculated as the square root of the number of motor unit pairs the comprised the 
average values of each data point in figures 5.5 and 5.6. An example regression result of 
the percentage of motor unit pairs with synchronization is plotted at discrete slices in 
figure 5.7C. The R2 value of the correlation was 0.87. To more clearly illustrate the 
regressed relationship between the motor unit mean IPI and the synchronization data, we 
plotted the regression from the top view exemplified in figure 5.7D. The final regressions 
from all four synchronization metrics are similarly depicted in figures 5.8 and 5.9. 
Results from our regression analysis are plotted in figures 5.8 and 5.9 for FDI and 
VL data, respectively. The R2 values and the regression parameters that provided the best 
fit for each of the synchronization metrics are listed in table 5.2. In both muscles, the 
percentage of motor unit pairs with synchronized firings, the synchronization index and 
the peak width were correlated with the motor unit mean IPI with an R2>0. 7. These 
correlations demonstrated two general relationships between synchronization and 
different motor units. Firstly, for motor units with relatively similar mean IPis, the 
percentage of motor unit pairs with synchronization, the synchronization index and the 
peak width all varied directly with the magnitude of the motor unit mean IPI. Secondly, 
for motor units with relatively different mean IPis, the percentage of motor unit pairs 
with synchronization, the synchronization index and the peak width all varied inversely 
with the magnitude of the difference in the mean IPI. 
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Figure 5.8 FDI synchronization regressions as a function of motor unit mean IPI. 
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Regressions computed from all synchronization data grouped across FDI contractions 
plotted in figure 5.5. Results from each of the four synchronization regressions are 
plotted as functions of the reference and alternate motor unit mean IPI. Arrows on the 
plots indicate the direction of increasing motor unit recruitment threshold. In the figure, 
A) The percentage of motor unit pairs with synchronization is shown in magenta, B) the 
synchronization index is plotted in red, C) the synchronization peak width is colored 
green, and D) the magnitude ofthe synchronization latency is shaded blue. Equations 5.3 
and 5.4, used for the regressions were derived following the procedure detailed in 
appendix A5.1. The MATLAB surface fitting toolbox was used to evaluate the R2 values 
and the parameters of the regression that are listed in table 5.2. Generally, the regression 
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equations yielded relatively strong correlations between synchronization and motor unit 
mean IPis (R2>0.6, shown on plots). For motor units with relatively similar mean IPis, 
the percentage of motor unit pairs with synchronization, the synchronization index and 
the synchronization peak width were directly related to the mean IPI of motor units. For 
other motor units with relatively different mean IPis, the percentage of motor unit pairs 
with synchronization, the synchronization index and the synchronization peak width were 
inversely related to the difference in the magnitude of the mean IPI of motor units, 
whereas the magnitude of the synchronization latency was directly related to the 
magnitude of the different in the mean IPI. 
170 
Figure 5. 9 VL synchronization regressions as a function of motor unit mean IPI. 
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Regressions computed from all synchronization data grouped across VL contractions 
plotted in figure 5.6. Results from each of the four synchronization regressions are 
plotted as functions of the reference and alternate motor unit mean IPI. Arrows on the 
plots indicate the direction of increasing motor unit recruitment threshold. In the figure, 
A) The percentage of motor unit pairs with synchronization is shown in magenta, B) the 
synchronization index is plotted in red, C) the synchronization peak width is colored 
green, and D) the magnitude ofthe synchronization latency is shaded blue. Equations 5.3 
and 5.4, used for the regressions were derived following the procedure detailed in 
appendix A5.1. The MATLAB surface fitting toolbox was used to evaluate the R2 values 
and the parameters ofthe regression that are listed in table 5.2. Generally, the regression 
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equations yielded relatively strong correlations between synchronization and motor unit 
mean IPis (R2>0.7, shown on plots). For motor units with relatively similar mean IPis, 
the percentage of motor unit pairs with synchronization, the synchronization index and 
the synchronization peak width were directly related to the mean IPI of motor units. For 
other motor units with relatively different mean IPis, the percentage of motor unit pairs 
with synchronization, the synchronization index and the synchronization peak width were 
inversely related to the difference in the magnitude of the mean IPI of motor units, 
whereas the magnitude of the synchronization latency was directly related to the 
magnitude of the different in the mean IPI. 
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Table 5.2 Regression statistics correlating synchronization and motor unit mean IPI. 
Param. Muscle 
Percentage SI PW LAT Sync. MU Pairs 
R2 
FDI 0.87 0.72 0.77 0.62 
VL 0.93 0.88 0.74 0.84 
1.08 0.21 0.17 0.34 
FDI [1.06, 1.1 0] [0.20, 0.21] [0.17, 0.17] [0.32, 0.37] 
A 
VL 
1.00 0.17 0.19 0.32 
[0.97, 1.03] [0.16, 0.19] [0.18, 0.20] [0.30, 0.34] 
FDI 
2.67 0.408 0.662 10.9 
[1.49, 3.85] [0.260, 0.556] [0.416, 0.908] [-19.0, 40.8] 
B 
373 1.20 0.951 141 
VL [6, 739] [0.58, 1.83] [0.068, 1.830] [-352, 634] 
FDI 
0.316 0.096 0.089 0.557 
[0.273 , 0.359] [0.083, 0.110] [0.078, 0.101] [0.321' 0. 792] 
c 
VL 
0.384 0.127 0.139 0.766 
[0.334, 0.434] [0.105, 0.149] [0.101 , 0.178] [0.483, 1.05] 
FDI 
-0.238 -0.048 -0.036 -0.299 
[-0.269, -0.206] [ -0.053 , -0.042] [-0.041 , -0.031] [-0.424, -0.174] 
D 
-0.207 -0.067 -0.065 -0.429 VL [-0.233. -0.181] [ -0.076, -0.057] [ -0.080, -0.051] [-0.582, -0.277] 
FDI N/A N/A N/A 11.2 [10.2, 12.2] 
E 
VL N/A N/A N/A 12.4 [11.2, 13.7] 
A summary of the surface regression parameters (Param.) used to describe the 
correlations of the percentage of motor unit pairs with synchronization (Sync.), the 
synchronization index (SI) and the synchronization peak width (PW) as functions of the 
reference and alternate motor unit mean IPI using equation 5.3. Regression statistics 
describing the correlation between the magnitude of the synchronization latency (LA T) 
and the mean IPI of the reference and alternate motor unit were determined from equation 
5.4. Shown are the best fit and 95% confidence bounds for each regression parameter. 
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Results of the regressions are plotted in figures 5.8 and 5.9 for the FDI and VL data, 
respectively. 
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For the latency data the regression provided an R2>0.6 in the FDI, while in the VL 
the regression provided an R2>0.8. The relationship between the synchronization latency 
and the motor unit mean IPI differed from that observed for the other synchronization 
data. Specifically, motor units with relatively similar mean IPis manifested relatively 
similar synchronization latencies, regardless of the magnitude of the mean IPI. While the 
synchronization latency from motor units with relatively different mean IPis varied 
directly as a function of the magnitude ofthe difference in the mean IPI. 
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5.4 Discussion 
We set out to compile factual evidence to explain the possible cause of motor unit 
synchronization. Our analysis of empirical data demonstrated that the amount of 
synchronization observed between motor unit firings varied as a function of the mean IPI 
and recruitment threshold of the motor units. Specifically, relatively high magnitudes of 
synchronization were found between nearly all motor units with relatively similar and 
high mean IPis and high recruitment thresholds. As the mean IPI and recruitment 
threshold of the motor units remained similar but decreased, so too did the amount of 
synchronization. And for those motor units with relatively different mean IPis and 
different recruitment thresholds, we observed the least synchronization. 
5. 4.1 Synchronization is an Epiphenomenon of Hierarchical Control 
The vast majority of studies in the literature attribute common inputs as the cause 
of motor unit synchronization. According to this notion motor unit pairs with more 
synchronization receive more common input strength than other pairs of motor units with 
less synchronization. However, this notion has never been proven. The results of this 
study lead us to propose a new explanation for synchronization. That is, synchronization 
of motoneuron firings occurs as an epiphenomenon of the relative sensitivity of 
individual motoneurons to excitation. This is evident from our reported observations that 
the difference in the mean IPI (and the recruitment threshold) of motor units with 
different firing rate sensitivities manifest different amounts of synchronization. 
Consider a voluntary isometric contraction. The force generated by a muscle 
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fluctuates about an intended target value; it cannot be perfectly constant because the 
mechanical characteristics of the force twitches are time dependent (De Luca, 1979; De 
Luca et al. , 1996; Adam and De Luca, 2005; among others) and recruited and de-
recruited motor units provide discrete force increments. To regulate the contraction force, 
the subject slightly increases or decreases the voluntary force in response to changes in 
the visual feedback of the force output (Contessa and De Luca, 2013). These small 
changes in force are mechanical manifestations of the small changes in excitation 
received by the motoneuron pool. 
Changes in excitation affect the susceptibility of different motor units to fire 
depending on the sensitivity of their firing rates. The hierarchical control of motor units 
demonstrated by DeLuca et al. (1982), DeLuca and Hostage (2010), and De Luca and 
Contessa (2012) characterized how different motoneurons respond to excitation at 
different force levels in accordance with their recruitment thresholds. Figure 5.1 OA 
depicts examples of the firing rate-force relationship from two motor units. The force of a 
given contraction at approximately 25% MVC is shown by the vertical dashed line 
superimposed over the firing rate curves. At this operating point of excitation, the firing 
rates of different motor units have different slopes depending on their recruitment 
thresholds, indicating different sensitivities of the motoneurons to excitation. Two motor 
units recruited at relatively lower force thresholds (blue) have relatively shallow firing 
rate slopes at 25% MVC. The lower sensitivity of the frring rates indicates that these 
motoneurons are less sensitive to changes in excitation. Other motor units recruited at 
relatively higher force thresholds (red) have relatively steeper firing rate slopes at 25% 
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Figure 5.10 Depiction of the physiological process causing synchronization. 
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An illustration depicting synchronization produced as a consequence of the sensitivities 
of motoneurons to excitation. A) The firings rates of several example motor units plotted 
as a function of the force (adapted data from DeLuca and Contessa, 2012). Motor units 
recruited at different force thresholds have different responses to excitation. An example 
25% MVC force level is shown by the vertical dotted line superimposed over the firing 
rate curves. The dashed lines indicate the slope of the firing rates at the 25% MVC 
operating point. Relatively low-threshold motor units with low mean IPis shown in blue 
have relatively shallow firing rate slopes. These motoneurons are less sensitive to 
excitation. Other motor units recruited at relatively higher force thresholds with higher 
mean IPis shown in red have relatively steeper firing rate slopes. These motoneurons are 
more sensitive to excitation. B) When the frrings from pairs of motoneurons with 
different sensitivities to excitation are compared, different amounts of synchronization 
are observed. (1) Because of their relatively similar and high sensitivity to excitation, 
large motoneurons with high recruitment thresholds manifest the highest levels of 
synchronization shown in red. (2) Smaller motoneurons less sensitive to excitation are 
recruited at lower force thresholds. Pairs of these motor units produce relatively lower 
levels of synchronization colored blue. (3) And combinations of small and large 
motoneurons with low and high recruitment thresholds often exhibit no synchronization 
displayed in black. 
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MVC. These motor units have more sensitive firing rates indicating the motoneurons are 
more sensitive to changes in excitation. As a result of the sensitivities, the motoneurons 
have different likelihoods of producing a firing in response to excitation. When 
comparing pairs of motor units, those recruited at relatively similar and high force 
thresholds with relatively similar and high mean IPis have similar and relatively more 
sensitive fuing rates. These paired motor units will be more likely to produce a firing at a 
similar time, observed as a synchronized firing. Other motor unit pairs are recruited at 
relatively similar but lower force threshold with similar but lower mean IPis and 
therefore have relatively similar but less sensitive firing rates. These pairs will still 
respond similarly to excitation but with relatively fewer synchronized firings. And those 
motor unit pairs with relatively dissimilar recruitment thresholds mean IPis and firing 
rate sensitivities will have dissimilar responses to excitation. They will be relatively least 
likely to manifest a synchronized fuing. These examples convey that the amount of 
synchronization between any two motor units varies depending on the sensitivities of 
their firings rates to voluntary excitation. 
5. 4. 2 Synchronization Amongst High-Threshold Motor Units 
Pairs of relatively higher-threshold motor units with relatively similar and highly-
sensitive firing rates manifest greater amounts of synchronization. As a result of their 
relatively similar and high sensitivities, these motoneurons have a relatively greater 
likelihood of firing synchronously. An example of relatively high synchronization 
resulting from these motor unit pairs is depicted in figure 5.10 in red. According to the 
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data in figures 5.8 and 5.9, 100% of high-threshold motor unit pairs with relatively 
similar high mean IPis manifest synchronization in approximately 25% of their firings. 
Synchronized firings from similarly high-threshold motor units are not limited to 
0 ms latency, but appear over a range of latencies evidenced by the synchronization peaks 
of different widths. Clamann (1969), Person and Kudina (1972) among others have 
demonstrated a direct relationship between the mean and the variance of motor unit IPis. 
Hence, motor units recruited at relatively higher force thresholds with high mean IPis 
also have relatively high IPI variance. As a result of relatively high IPI variance, the 
precise time occurrence of each synchronized firing from these motor units will vary. As 
a result, synchronization amongst high-threshold motor units appears over a range of 
latencies, giving rise to relatively wide synchronization peaks. (See the example colored 
red in figure 5.10B). Figures 5.8C and 5.9C confirm this observation. Motor unit pairs 
with relatively similar and high mean IPis elicit synchronization peak widths of 
approximately 40 ms. 
Although synchronized firings from relatively high-threshold motor unit pairs 
occur over a range of latencies, the average latency will typically be centered near 0 ms. 
This occurs because relatively high-threshold motor units consist of relatively similarly 
sized motoneurons with similar axon diameters and therefore similar conduction 
velocities (Hursh, 1939; Conradi, 1969; Barrett and Crill, 1971; Cullheim, 1978). Hence, 
the conduction velocity of these motoneurons contributes virtually no latency difference 
between synchronized firings. Instead, slight differences in the location where each 
motoneuron axon innervates the muscle relative to the recording electrode (Saitou et al., 
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2000) result in an average latency of +/- 2-4 ms. This explains the relatively low 
magnitude latency values measured from the majority of motor units with relatively 
similar and high mean IPis shown in figures 5.8D and 5.9D. 
5. 4. 3 Synchronization Amongst Low-Threshold Motor Units 
Because of their similar but relatively less sensitive firing rates, pairs of relatively 
lower-threshold motor units manifest relatively less synchronization. Although these 
motoneurons have similar responses to excitation, their lower sensitivity results in a 
relatively lower likelihood that they will produce synchronized firings (see the example 
colored blue in figure 5.10B). Data from the population of motor units we studied 
indicates that nearly 80% of low-threshold motor unit pairs with low mean IPis 
manifested synchronization with an index near 15 (figure 5.8 and 5.9). Furthermore, 
because the IPI variance of low-threshold motor units is relatively lower than their 
higher-threshold counterparts, they will manifest relatively smaller synchronization peak 
widths, shown by the relatively narrow peak colored blue in figure 5.10B and confirmed 
amongst all data in figures 5.8C and 5.9C. Lower-threshold motor units also consist of 
similarly sized motoneurons with similar axon diameters and similar action potential 
conduction velocities. Therefore, the synchronized firings from these motor units occur at 
relatively low magnitude average latencies, as depicted in figures 5.8D and 5.9D. 
5. 4. 4 Synchronization Amongst Motor Units with Different Recruitment Thresholds 
Motor units with relatively different recruitment thresholds have firing rates with 
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different sensitivities to voluntary excitation. Hence, small changes in excitation result in 
the more immediate firing of the motoneuron with relatively greater sensitivity and the 
less immediate firing of the motoneuron with relatively lessor sensitivity. As a result the 
firings from pairs of these motor units rarely appear to be synchronized (see the example 
of the red/blue motoneurons with no synchronization in figure 5.1 OB). When 
synchronization is detected, the magnitude of the synchronization is relatively low and 
inversely proportional to the difference of the mean IPI between the two motor units 
(figures 5.8 and 5.9). Because the variance in the IPis of these motor units is different, the 
synchronized firings that do occur will only persist over a small range of common 
latencies resulting in peak widths that are relatively narrow and also inversely 
proportional to the difference of the mean IPI of the motor units (figures 5.8C and 5.9C). 
However, unlike pairs with relatively similar recruitment thresholds, motor units with 
relatively different recruitment thresholds consist of motoneurons of different sizes that 
have different axon diameters with different conduction velocities. The magnitude of the 
average latency observed between synchronized firings of these motor units increases 
directly with the difference in the mean IPis as shown in figures 5.8D and 5.9D. 
5. 4. 5 Synchronization in Different Muscles 
Comparisons of synchronization from FDI and VL motor units in figure 5.8 and 
5.9, indicate that the underlying physiological process responsible for synchronization is 
the same in both muscles. Even though the FDI data consists of motor units over a greater 
range of mean IPis, the R2 values shown in table 5.2 indicate that the same regression 
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equations describe the synchronization correlations in both muscles. These results differ 
from the conclusions of Keen et al. (2012). From their synchronization regressions, they 
claimed that different amounts of synchronization were manifest in different muscles as a 
consequence of the proximity of the muscle location to the spinal cord. However, they 
omitted any consideration that different synchronization values could result from motor 
units with different firing rates or recruitment thresholds. Furthermore, the R2<0.3 of 
their correlation indicates that the proximal-to-distal muscle location fails to explain 
nearly 70% of the variance in their synchronization data. Therefore, the conclusion that 
muscle proximity can be used to explain different levels of synchronization across 
different muscles remains unproven. On the contrary, our results demonstrate that 
synchronization occurs as an epiphenomenon of the hierarchical control of motor units in 
both FDI and VL muscles. 
5. 4. 6 Synchronization is Not a Statistical Consequence of Motor Unit Mean IP I 
Our regression analysis demonstrated that the amount synchronization observed 
between motor units with relatively similar mean IPis was directly related to the 
magnitude of the mean IPI while the amount of synchronization between motor units 
with relatively different mean IPis was inversely related to the magnitude of the 
difference in mean IPI. However, Nordstrom et al. (1992) previously claimed that "the 
number of synchronous action potentials in excess of chance in any trial depends on the 
properties of the common-input [excitatory post-synaptic potentials] EPSPs and the 
duration of the trial, but is not related to motor unit discharge rates." Their claim that 
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synchronization is not related to the motor unit firing rates was based on evidence from 
modeling studies by Ashby & Zilm (1982) and Miles et al. (1989). Specifically, these 
studies reasoned that under non-voluntary, constant-intensity stimulation conditions, the 
likelihood of evoking an action potential from a motor unit was independent of the firing 
rate of that motor unit. From this supposition, Nordstrom et al. (1992) proposed that any 
relationship between synchronization and motor unit firing rates, or IPis, was a statistical 
consequence of techniques used to measure synchronization. 
Indeed the likelihood of evoking an action potential from two motoneurons is the 
same ifthe motoneurons have similar sizes. However, Henneman (1957), Milner-Brown 
et al. (1973) among others have documented that motoneurons with different sizes have 
different susceptibilities to produce a firing in response to a given excitation. These 
differently sized motoneurons are part of motor units with different recruitment 
thresholds and different firing rates at a given contraction force level. Therefore, the 
conclusion drawn by Nordstrom et al. (1992) - that synchronization is not related to 
motor unit firing rates - is factually untrue when studying motor units with a range of 
firing rates and recruitment thresholds. On the contrary, we found that synchronization is 
not a statistical consequence of the measuring technique (see Chapter 3). Instead 
synchronization varies as a function of the mean IPI and recruitment threshold of 
different motor units because of the sensitivities of the motoneurons to excitation. 
5. 4. 7 Previous Reports of Synchronization Correlations 
Previous studies also examined correlations between synchronization and motor 
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unit firings properties, but reported differing findings. Studies by Logigian et al. (1988), 
Datta and Stephens (1990), Nordstrom et al. (1992), Schmied et al. (1994) among others 
observed that motor units with relatively similar firing rates and recruitment thresholds 
had relatively greater synchronization than motor units with relatively different firing 
rates and recruitment thresholds. However, other studies by Bremner et al. (1991 b), De 
Luca et al. (1993) and Schmied et al. (1994) fotmd no evidence that synchronization was 
correlated with either the motor unit mean IPI or recruitment threshold. 
We identified three major drawbacks inherent to previous studies- but overcome 
m our current work - that contributed to the disparate findings of synchronization 
correlations reported in the literature. Firstly, the majority of past studies analyzed 
synchronization from a relatively small subset of active motor units. Typically, data sets 
were limited to fewer than 500 healthy motor unit pairs, and often amounted to less than 
five pairs from each contraction (Nordstrom et al., 1992; Semmler et al., 1997; Dartnall et 
al., 2011; among others). As a result, any correlations inherent to the synchronization 
data were all too easily obscured by noise in the data due to the limited sample size. This 
noise in the synchronization data is evidenced by variability in our synchronization 
measurements that was not correlated with mean IPI (see for examples single 
contractions in figures 5.3 and 5.4 and grouped data in figures 5.5 and 5.6). Contrary to 
the relatively small data sets reported in previous studies, our correlation analysis 
consisted of synchronization measured from the fuings of more than 19,150 motor unit 
pairs, corresponding to an average of 133 motor unit pairs from each contraction. Our 
data set - more than an order of magnitude larger than any previously studied - proved 
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sufficient to reveal the correlations that factually exist between synchronization and 
motor unit mean IPis and recruitment threshold. 
As a second drawback, the vast majority of pnor studies measured 
synchronization from motor unit firings controlled by atypical voluntary conditions. 
Because of the difficulty associated with discriminating motor unit action potentials from 
the EMG signal, previous studies used a-priori knowledge of motor unit firing times to 
confirm the detection of action potentials from a given motor unit. Specifically, these 
experiments required subjects to contract their muscle such that they manipulated the 
firing rate for a given motor unit to remain constant at approximately 10 pps (Datta and 
Stephens 1990, Bremner et al. 1991b; Keen and Fuglevand, 2004; among others). 
However, muscle contractions requiring intentional manipulation of motor unit firing 
rates do not equivocate with contractions that occur under normal voluntary control: they 
virtually ignore the fact that normal firing behavior is determined by the mechanical 
demands placed on the muscle under voluntary conditions (De Luca, 1979, De Luca et 
al., 1996; Contessa and De Luca, 2013). On the contrary, our work only implements 
voluntary isometric contractions without any artificial manipulation of the motor unit 
firings. 
As a third drawback, in prior reports synchronization was commonly limited to 
contractions with forces below 5% MVC (Schmied et al. 1993; Semmler and Nordstrom, 
1995; Mcisaac & Fuglevand, 2007; among others). Conclusions of synchronization 
drawn only from motor unit firings at force levels less than 5% MVC can hardly account 
for the synchronization behavior that occurs during the remaining 95% of voluntary 
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control. In our previously published work, De Luca et al. (1993) recognized this 
limitation and instead studied synchronization during 30% MVC contractions. 
Unfortunately their method of calculating synchronization resulted in occasional 
detection and estimation errors (shown by Chapter 3) that ultimately hindered 
identification of the synchronization correlations shown by our current work. In this 
study, we analyzed motor unit synchronization over voluntary contractions force levels 
ranging from 5% to 50% MVC. From our collection of motor unit firing data, we 
demonstrated that correlations between synchronization and motor unit mean IPI indeed 
exist over the range of voluntary control studied. 
For these reasons, we can say with confidence that the correlations demonstrated 
in our current work indicate factual physiological relationships that exist between motor 
units with different recruitment thresholds and synchronized firings that have been 
observed during normal voluntary control in human subjects. 
5. 4. 8 Summary 
The consistent correlations demonstrated in this study indicate that observations 
of synchronized motor unit firings occur because motor units with similar recruitment 
thresholds have motoneurons with similar sensitivities to excitation. Specifically, 
relatively similar higher-threshold motor unit pairs are relatively more sensitive to subtle 
changes in excitation than relatively lower-threshold motor unit pairs. Hence greater 
likelihoods and magnitudes of synchronization are observed from firings of similarly 
high-threshold motor unit pairs. In other pairs of motor units with relatively different 
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recruitment thresholds the probability of eliciting a synchronous firing is less likely, on 
account of different sensitivities to subtle changes in excitation. Consequentially these 
pairs of motor units rarely manifest synchronized firings. We conclude that occasional 
appearances of synchronized motor unit firings occur as an epiphenomenon of the 
characteristics of the hierarchical control of motor units. 
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APPENDICES 
Appendix A2.1 -Bias Testing Algorithm 
We obtained multiple validation estimates using repeated iterations of the DSDC 
validation method diagrammed in figure 2.3. Each validation result, denoted dSSi> 
provided an estimate of the dEMG firings. Three example validation estimates of the 
same motor unit firings are depicted at the top of figure A2.1.1. Firings across different 
dSSi estimates of the same motor unit were arranged into groups such that all firings 
within a group estimated the same dEMG firing event. Grouping was achieved by 
matching the firings in each dSSi estimate to those in the dEMG estimate using the 
nearest neighbor matching procedure. According to this procedure, the lh firing of the 
ith dSS estimate, dSSiJ• was grouped with the lh fuing in the dEMG if and only if the 
following two criteria were met: a) the firing dSSu had to be the closest firing to the lh 
firing in the dEMG and b) the lh fuing in the dEMG had to be the closest firing to the 
firing dSSi,j. This matching procedure was repeated for all firings and motor units across 
the dSSi estimates. Figure A2.1.1 depicts the result of the firing grouping procedure. 
Each firing in a motor unit was assigned an index j that corresponded to the lh fuing in 
the dEMG as shown by the labels tj in figure A2.1.1. False positives were also grouped 
and given their own firing index such as firing t 4 of estimate dSS2 in figure A2.1.1. 
Similarly for missed firings, the index assignment was skipped, as shown by missed 
fuing t 2 of estimate dSS2 in figure A2.1.1. 
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Figure A2.1.1 Details of the bias testing algorithm. 
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The specific steps used in the bias test. Multiple dSSi estimates were obtained by 
validation repetitions illustrated in figure 2.3. Each dSSi provided an estimate of the 
dEMG firing instances corrupted by identification and location errors. Three example 
dSSi estimates of the same motor unit firing are shown. Firings across the dSSi estimates 
were clustered into groups such that each firing within a group provided the estimated 
location of the same dEMG firing. Each firing group was assigned an index j. False 
positives were also assigned an index as demonstrated by firing t 4 of estimate dSS1 . 
Similarly, missed firings were skipped as shown by the missed firing t 2 of estimate dSS2 . 
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All estimates within each firing group were then applied to the bias testing algorithm. 
Within the bias test, unique decision criteria were used to separately obtain a new 
identification and location estimate from all dSSi firing estimates. To evaluate the firing 
identification decision, each /h firing group was retained if and only if the /h firing was 
identified in more than 50% ofthe ith decomposition trials, dSSi,j· Notice that one firing 
- denoted t 4 - was found in only one of the three decomposition results and was 
therefore discarded. For those firings that passed the identification decision, we computed 
the firing location decision, t;, as the closest firing estimate, greater than or equal to the 
median of the temporal locations ti,j for each of the /h firings across the ith 
decomposition trials. The final output of the bias test produced a new result, dSS, that 
provided an essential averaged estimate of the firings in each dEMG motor unit. The dSS 
estimate was then compared to the dEMG result and the errors between the two were 
computed. The bias test was repeated using progressively more dSSi estimates to 
compute the dSS estimate and errors were re-evaluated. A reduction in error with use of 
increasing dSSi estimates demonstrated that the dSS estimate converged to the dEMG 
result. Convergence behavior indicated that the individual dSSi estimates were obtained 
independently and that the dSS provided a more probable estimate of the dEMG result 
than any individual dSSi estimate. These findings proved that our decomposition 
algorithm operated without systematic error and instead produced data-dependent results. 
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Each dSSi provided an estimate of the dEMG firings plus some degree of location 
and identification errors. We use these dSSi estimates in the bias test to derive a new 
averaged estimate, dSS, of each dEMG motor unit. Figure A2.1.1 illustrates the decision 
algorithms used to determine the new identification and location of each lh firing given 
the estimates ofthat firing, dSSi,j· For the firing identification decision, we computed the 
percentage of n total dSSi estimates that contained each lh firing, denoted by dSSi,j. If 
the lh fuing was identified in less than 50% of the dSSi estimates, then it was discarded 
as a false detection. But, if the lh firing that was identified in more than 50% of the dSSi 
estimates, it was kept as a probable firing identification. In such a fashion, the 
identification decision stage of our bias test computed a new identification of all dSSi,j 
firings by eliminating or retaining each /h firing based on a 50% decision criteria. 
All firings retained from the identification decision algorithm were applied to the 
location decision stage of the bias test. Notice in figure A2.1.1 that each /h firing across 
the dSSi estimates occurs at a slightly different temporal location, ti,j· The location 
decision algorithm computed a new firing time t; for each lh firing as the nearest firing 
estimate, ti.j' greater than or equal to median of the firing times ti,j across all dSSi 
estimates. The new firing location provided the new estimate of each lh frring. 
The final output of the bias test, dSS, provided an essential averaged estimate of 
the dEMG firings. We evaluated biases in our decomposition algorithm by measuring the 
location etTor and accuracy between motor unit firings in the dSS estimate and the same 
motor unit firings in the dEMG result using the location error and accuracy metrics 
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provided by equations 1, 2 and 3 respectively. The bias test was repeated using an 
increased number of dSSi estimates to compute the dSS estimate and the accuracy and 
location errors were re-evaluated. Improvement of the accuracy and reduction of the 
location error indicated that the dSS estimate converged to the dEMG as more dSSi 
estimates were used in the bias test. Convergence demonstrated that errors were made 
independently across dSSi estimates indicating that the dSS estimate provided a more 
probable estimate of each dEMG motor unit firing than the individual estimates, dSSi. 
We could thereby conclude that our decomposition produced unbiased data-dependent 
results. 
We applied the bias test with 3 to as many as 39 dSSi estimates iteratively. This 
range of estimates was determined sufficient to reveal any systematic errors produced by 
our algorithm while minimizing the computational expense of the procedure. We 
implemented the bias test with an odd number of dSSi estimates to allow for conclusive 
firing detections using the 50% decision criteria in the identification decision step of the 
bias test. We evaluated convergence behavior by applying logarithmic regressions to the 
accuracy and location error data plotted as functions of dSSi estimates used in the bias 
test. The correlation and regression parameters were analyzed to determine the existence 
ofbias in our decomposition algorithm. 
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Appendix A2.2 - Error Reduction Algorithm 
Because our decomposition algorithm produces tmbiased results (see Results 
section), we were able to obtain multiple estimates of the physiological MUAPTs by 
repeating decompositions of the sEMG signal after adding random manifestations of 
Gaussian noise, equal in amplitude to the baseline noise in the sEMG signal (figure 2.4). 
Ten example decomposition estimates of the same motor unit firings, denoted dEMGi> 
are provided in figure A2.2.1. Each dEMGi result provided an estimate of the likely 
physiological firings within the sEMG signal. 
To implement the error reduction algorithm, motor units were first grouped across 
the dEMGi estimates such that all motor units within each group estimated the same 
likely physiological motor unit. We accomplished motor unit grouping by searching for 
all unique MUAP template estimates throughout the decomposition estimates. To limit 
the number of searches for different template combinations, we started with a set of 
unique MUAP templates, consisting of all MUAP templates from one of the dEMGi 
estimates. Each MUAP template within this unique set was cross-correlated with all other 
templates from each of the different dEMGi estimates. Similar MUAP templates were 
matched provided the cross-correlation coefficient between the two MUAP template 
estimates was greater than a predetermined value. After matching all similar templates, 
any remaining MUAP templates that were not matched were then added to the unique set 
of reference templates. After adding all unique templates from all dEMGi estimates, 
duplicate templates within the unique template set were searched for and removed. Any 
duplicate templates were identified by cross-correlating each MUAP template with all 
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other MUAP templates within the unique template set. Similar templates were removed 
provided they came from different dEMGi estimates and the cross-correlation coefficient 
between the two MUAP template estimates was greater than the predetermined value. 
The procedure was repeated for all MUAP templates within the unique set, until all 
duplicate templates were removed. The final set of unique MUAP templates provided a 
set of reference templates used for further analysis. 
The reference template set was used to group similar motor units across the 
decomposition estimates. Specifically, each reference MUAP template was cross-
correlated with all MUAP templates found in each dEMGi estimate. MUAP estimates 
were grouped with the reference MUAP template that yielded the highest cross-
correlation coefficient provided the two templates came from different dEMGi estimates 
and the cross-correlation coefficient between the two MUAP template estimates was 
greater than the predetermined value. In such a manner, all decomposed motor unit 
estimates of the same likely physiological motor unit were clustered into groups. 
After grouping similar motor units, the firings from the same motor unit across all 
dEMGi estimates were clustered into groups such that all firings within a group were 
estimates of the same likely physiological firing event. We initially attempted to form 
firing groups by clustering all firings relative to a reference estimate of each motor unit 
using nearest neighbor matching criteria previously described in the EMG Validation 
section of the methods. However, we found that erroneous groupings sometimes resulted 
from grouping firings relative to a reference estimate that contained its own set of 
identification and location errors. To avoid these errors we implemented an iterative 
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clustering algorithm to first group firing estimates that were most likely part of the same 
firing group, followed by firing estimates that were less likely part of the same firing 
group. The likelihood that two or more firing estimates were pmi of the same firing group 
was determined from the temporal distance between those firing estimates. Specifically, 
firing estimates with the same firing time were the first to be grouped. We then selected a 
latency of duration T and grouped all firings from unique dEMGi estimates within+/- T 
ms. In such a manner each firing from the same dEMGi estimate was clustered into a 
different firing group. The initial value ofT was 1 ms. We increased T in increments of 1 
ms until all firing estimates were sorted into the possible firing group. Figure A2.2.1 
shows the result of the firing grouping procedure for several firings across 10 estimates of 
an example motor unit. Each firing in a motor unit was assigned an index j that 
corresponded to the lh firing group as shown by the labels tj in figure A2.2.1. 
After grouping all motor units and firing estimates, we proceeded to the error 
reduction portion of our algorithm. The heart of the error reduction technique consisted of 
decision criteria designed to identify those firings that occurred with greater than chance 
detection likelihood and subsequently compute the most probable temporal location of 
each identified firing. We evaluated the detection likelihood of each firing group, based 
on the number of firing estimates detected within the firing group. Specifically, for each 
lh firing group we statistically tested the null hypothesis that the existence of the firing 
was a chance detection with 50% detection likelihood. This null hypothesis represented 
the worst possible scenario for determining the true identification of each firing. For 
chance events with occurrence probability p, occurrences can be modeled by a Bernoulli 
196 
Figure A2.2.1 Details of the error reduction algorithm. 
Error Reduction Decision Algorithm- Example with 10 dEMG Estimates 
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A diagrammatic depiction of the specific details used in the error reduction procedure. 
Ten example estimates obtained from repeated decompositions of the sEMG signal 
(figure 2.4) are shown by the different dEMG firing trains denoted dEMGi· Decomposed 
motor units and firings that estimated the same physiological motor unit were grouped 
using the clustering procedure described in appendix A2.2. Each firing estimate 
contained some degree of location and identification error. Identification errors were 
mitigated by applying a binomial decision criterion to determine the firings that existed 
beyond chance detection certainty. The binomial distribution for ten estimates is shown 
in the plot in the right of the figure. The upper and lower 95% confidence intervals as 
well as the 501h percentile are indicated by horizontal dashed lines located at different 
values of k firing detections. Depending upon the number of firings within a firing group, 
each firing group was labeled with one of four possible identifiers: true positive, true 
negative, chance positive, or chance negative. If the firing group contained enough firing 
estimates to exceed the upper 95% confidence interval of the binomial distribution of 
detections, then it was considered a true positive detection, as shown by the firing 
estimates, t3 • Similarly, if the firing group missed enough firing estimates to remain 
below the lower 95% confidence interval of the binomial distribution of detections, then 
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it was considered a true negative detection, as shown by firing estimates at t2 • However, 
firing groups that contained a number of estimates neither above the upper 95% 
confidence interval nor below the lower 95% confidence interval were considered chance 
firing detections. For all chance detections, if the number of firing occurrences within the 
firing group exceeded the 50th percentile of the binomial distribution of detections, then 
the firing was labeled as a positive chance detection and retained, demonstrated by the 
firing group near time t 1 with only 6 firing estimates. Otherwise, if the number of firing 
occurrences within the firing group was below the 50th percentile of the binomial 
distribution of detections, then the firing was labeled as a negative chance detection and 
discarded, demonstrated by the firing group near time t4 with only 4 firing estimates. 
After implementing the identification decision criteria all negative firing detections were 
discarded. The fmal firing location for all positive firing detections was computed as the 
closest firing estimate greater than or equal to the median temporal location of the 
constituent firing estimates within the firing group. The final error reduced result is 
shown in the box at the bottom of the figure. 
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experiment where the probability of k successful occurrences given by a binomial 
distribution. In our error reduction algorithm, each Bernoulli trial was represented by a 
different dEMGi estimate and the number of k successful occurrences was given by the 
number of k firing estimates identified within each firing group. If the number of k firing 
identifications within a group exceeded the significance bounds for the number of k 
successful identifications predicted by a binomial distribution, then the null hypothesis 
was rejected and the firing was proven to be detected with greater-than-chance 
likelihood. 
Figure A2.2.1 illustrates the details of the identification decision algorithm. We 
tested the null hypothesis of a binomial distribution with p = 0.5 using the upper or 
lower 95% confidence bounds to disprove the null. An example binomial distribution for 
n = 10 estimates is shown on the right side of figure A2.2.1. The 95% confidence 
intervals as well as the 50th percentile are shown by the horizontal dashed lines located at 
a different number of k successfully identified firings. Using similar distributions, we 
classified all firing groups into one of the three possible classes: a) The firing event was a 
true negative detection if the number of k successful detections was below the lower 95% 
confidence interval of the binomial distribution as shown by firing t 2 in figure A2.2.1 
with only 1 firing estimate. b) The firing event was a true positive detection if the number 
of k successful detections was above the upper 95% confidence interval of the binomial 
distribution as shown by firing t3 in figure A2.2.1 with 8 firing estimates. 3) The firing 
event was a chance detection if the number of k successful detections was neither below 
the lower 95% confidence interval nor above the upper 95% confidence interval of the 
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binomial distribution as shown by firings t1 and t4 in figure A2.2.1. If a firing group was 
categorized into class 3, meaning the null hypothesis could not be disproven, we sub-
classified the firing group as either a chance negative - shown by firing t 4 in figure 
A2.2.1 with 4 estimates - if it was detected in fewer than 50% of the estimates, or a 
chance positive if it was detected in greater than 50% of the estimates - such as firing t 1 
in figure A2.2.1 with 6 estimates. 
All firing groups classified as chance detections were considered identification 
errors. We quantified the number of identification errors made in each motor unit using 
the following accuracy equation: 
Nchance Accuracy= 1- ID Errors= 1- N N 
chance + truth 
NCP + NcN . 
= 1- N N N N ; (equatwn A2.2.1) 
CP + CN + TP + TN 
where the percentage of identification errors made throughout a motor unit was given by 
the ratio of Nchance events to Nchance + Ntruth events. Nchance represented the total 
number of fuing events that were chance detections - that is the sum of the number of 
chance positive detections (Ncp) and number of chance negative detections (NcN). 
Ntruth represented the total number of true firing detections - that is the sum of the 
number of true positive detections (Nrp) plus the number of true negative detections 
(NrN) or regions between true positive firing detections that were void of chance 
detections. This accuracy measure indicated the percentage of firing groups within a 
motor unit that could be identified with a greater than chance certainty. 
Once the identification decision was made for each firing group, we computed a 
200 
more probable temporal location of all positively detected firing groups. As shown in 
figure A2.2.1, each /h firing across the ith decomposition estimates occurred at a 
slightly different temporal location, ti,j· To account for this location variability we 
resolved the likely location for each /h firing group as the nearest firing estimate greater 
than or equal to median of all constituent firing estimates within the group as t;. The final 
firing location provided a more probable estimate of the temporal location for each lh 
physiological firing estimated by that firing group. We computed the location error of our 
error reduced result as the difference between the fmal firing location and the estimated 
location provided by each constituent firing estimate as: 
Ej = ti,j- t;; (equation 2.5) 
where ti,j is the lh firing time of the ith dEMG estimate for each motor unit; and t; is the 
fmal temporal location of the /h firing. For each motor unit, we quantified the total 
amount oflocation error as: 
n 
AM{Location Error}= ~Licjl; (equation 2.6) 
j=l 
where AM{Location Error} is the average magnitude of the location error for all firing 
estimates of each motor unit. This location error value provided measure of the average 
precision with which we could resolve firing events for that reduced motor unit. Once the 
error metrics were calculated, we evaluated the reduction of error after using different 
numbers of dEMGi estimates in the error reduction algorithm. 
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Appendix A3.1 -Dependence Test 
We tested the dependence between firings from motor unit patrs usmg a 
goodness-of-fit test between the empirical distribution function of recurrence times and 
the predicted uniform distribution function. Further details of this and other goodness-of-
fit tests are provided in D' Agostino and Stephens (1986). Specifically, we tested the null 
hypothesis: 
H0 : t 11 t 2 , ... , tn comes from U(t), 
that n recurrence times, ti> within each interval of the mean IPI of the alternate motor 
unit, denoted IP/Alt' come from a uniform distribution. To test the null hypothesis H0 we 
computed the goodness-of-fit between the empirical distribution function of recurrence 
times, F(t) , and the predicted uniform distribution function, U(t). We chose to evaluate 
the goodness-of-fit using the Cramer-Von Mises test statistic, W~, first presented by 
Cramer (1928) and independently by Von Mises (1931 ), then later improved upon by 
Smimov (1936, 1937) as: 
Wn2 = n L: [F(t)- U(t)]ZdU(t); (equation A3.1.1). 
We chose the Cramer-Von Mises test statistic W~ as opposed to the Chi-Squared or 
Komogorov-Smimov test statistic because the Cramer-Von Mises test statistic tends to 
have greater statistical power (Stephens, 1974). To compute the Cramer-Von Mises 
goodness-of-fit test we arranged the recurrence times, ti> in ascending order such that: 
t1 $ tz $ .. · $ tn· 
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We then performed a probability integral transformation (Fisher, 1930) of the recurrence 
time data to obtain the sequence of values ui such that: 
ui = U(ti); fori = 1 ... n. 
These data were used to compute the Cramer-Von Mises test statistic specific for the 
uniform distribution goodness-of-fit test derived by Pearson and Stephens (1962) and 
Stephens and Maag (1968) as: 
2 - 1 (2i- 1) n [ ]2 
Wn - 12n + ~ ui - / 2n (equation A3.1.2). 
Following the statistical analysis of Stephens (1970) we adjusted W~ to produce a 
modified Cramer-Von Mises test statistic, W *, as: 
W * = (wn2 - 0.4Jn- 0.6/n2 ) (1.0 + 1.0/n); (equationA3.1.3). 
Using table 1 in Stephens (1970), the modified Cramer-Von Mises test statistic, W *, was 
compared with the derived percentage points of, W *, to determine the statistical 
significance of the goodness-of-fit. We rejected the null hypothesis, H0 , at the 0.05 
significance level demonstrated by the conditional: 
then 
if W * > 0.461 ~Reject H0 . 
Rejection of the null hypothesis H0 indicated that the empirical distribution of 
recurrences times significantly deviated from the predicted uniform distribution of 
recurrence times. This result indicated statistically significant dependence between the 
firings of the two motor units within the recurrence interval tested. 
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Appendix A3.2 - SigMax Detection Method 
We used the SigMax detection method to identify the most statistically significant 
occurrences of synchronization from the empirical distribution of each interval of 
recurrence times provided by equation 3 .1. Figure A3 .2.1 illustrates a pictorial 
demonstration of our algorithmic approach. We first selected a temporal window of width 
Vtj computed by the equation: 
vt.j = IPIAzVmj; (equation A3.2.1) 
where mj ranged from 2 to the closest integer greater than or equal to the mean IPI of the 
alternate motor unit (I PIAtt). The window width Vtj was chosen such that the recurrence 
time data over the given interval could be sectioned into mj equally spaced divisions. The 
window was then iteratively moved across different latencies L, and the number of k 
recurrence times was counted at each latency (figure A3.2.1). The latency L was 
incrementally increased by 0.1 ms. After computing the amplitude k within the window 
of width Vtj at all possible latencies L, we identified the latency that contained the 
maximum amplitude of recurrence times, denoted kmax· 
We computed the probability of finding at least kmax occurrences within the 
interval of width vt.j. The probability that any of mj equally spaced sections of width vt.j 
contains at least kmax occurrences is equal to the union of the probability that each 
section contains at least kmax occurrences shown by the equation: 
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Figure A3. 2.1 A graphical depiction of the SigMax detection method. 
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Synchronization was measured from the empirical distribution of recurrence times 
between pairs of motor units. A window of width Uj was selected and used to calculate 
the number of recurrence times at different latencies, L. The latency that provided the 
maximum number of recurrence times, kmax , was selected for significance testing. 
Statistical significance was computed as the probability, Pi, of finding kmax occurrences 
within a window of width UJ, using the equations in Appendix A3.2. This procedure was 
repeated for windows of different widths defined by equation A3 .2.1 in the text. The 
most statistically significant amplitude of recurrence times was identified as the 
/h window width that produced the minimum probability, Pmin , of all computed 
probabilities, f}. If Pmin was less than the 0.05 significance threshold, then the tested 
recurrence time interval manifested statistically significant synchronization. 
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I} (Any bin ;:::: kmax) 
;:::: kmax); (equation A3.2.2) 
Using the inclusion-exclusion principle or probability, we can decompose equation 
A3.2.2 as follows: 
... = P(Bin1 ;:::: k) + P(Bin2 ;:::: k) + ··· + P(Binm ;:::: k) ... 
... - P(Bin1 ;:::: k n Bin2 ;:::: k)- P(Bin1 ;:::: k n Bin3 ;:::: k)- ··· 
... - P(Bin2 ;:::: k n Bin3 ;:::: k) ... - P(Binm-l ;:::: k n Binm ;:::: k) ... 
... + P(Bin1 ;:::: k n Bin2 ;:::: k n Bin3 ;:::: k) ... etc (equation A3.2.3). 
Because all sections are of equal width lttj and the probability of incrementing each 
section is equal under the null hypothesis (McFadden, 1962; Perkel et al., 1967), we can 
simplify equation A3.2.3 as follows: 
f ... - P(2 bins = k) *Number of 2 Bin Combinations .. . 
{ 
P(l bin= k) *Number of 1 Bin Combinations... } 
L ... P(3 bins = k) *Number of 3 Bin Combinations .. . 
k=kmax ... P(m bins;:::: k) *Number of m Bin Combinations 
( eq. A3.2.4) 
that can be further reduced to: 
I} (Any bin <: kmax) = •~tJ~ ( -1 )'+ 1 (7) P( i bins = k)} (equation A3.2.5). 
where n is the number of reference motor unit firings, or total number of possible 
occurrences within a section. The probability that i bins have k occurrences can be found 
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using Bayes conditional probability rule as follows: 
P(i bins= k) = P(i- 1 bins= k) * P(bini = kli- 1 bins= k) 
= P(bin1 = k) * P(bin2 = kl1 bin= k) * ... 
... * P(bin3 = kl2 bins= k) * P(bini = kli- 1 bins= k) (equation A3.2.6) 
where: 
P(bin1 = k) = (~) p1 k(1- p1 )n-k (equation 3.2.7) 
and: 
(n- (i- 1)k) . P(bini = kli- 1 bins = k) = k Pik(1- pJn-tk (equation A3.2.8) 
where the probability Pi is defined by: 
Pi = 1/[m _ (i _ 1)] (equation A3.2.9) 
In such a manner we calculated the probability Pj of finding at least kmax occurrences 
within any window of width l1j. 
We repeated the above procedure usmg windows with progressively greater 
widths. For each window of width ltf..J, we found the latency L that provided the 
maximum number of occurrences kmax· Subsequently we computed the probability EJ of 
finding kmax occurrences within each window of width l1j. After repeating the procedure 
for all possible window widths, we identified the lh window that provided the minimum 
probability Pmin from all measured probabilities EJ. If the minimum probability, Pmin ' 
was less than the 0.05 significance threshold, then that motor unit pair was determined to 
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have statistically significant synchronization within the given interval of recurrence times 
tested. 
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Appendix A3.3 - Examples of Synchronization Detection Discrepancies 
In Single Motor Unit Pairs 
A3. 3.1 Comparison of the Z-Score Synchronization Detection Method with SigMax 
Figure A3.3.1 depicts an example of a z-score synchronization detection from the 
cross-correlation histogram of motor unit firing recurrence times. The average bin 
amplitude of the histogram is illustrated by the horizontal dashed line, and the 1.96 z-
score statistical significance threshold is shown by the horizontal solid line. In total, 12 
peaks manifested an average value above the normal significance threshold, indicating 12 
separate detections of synchronization from the z-score method. In contrast, a single 
statistically significant peak was identified by the SigMax detection method. This 
example illustrates that the z-score synchronization detection method produced 11 
additional detections of synchronization relative to our SigMax detection method. 
Figure A3.3.1 also illustrates the difference between the synchronization peak 
detected by SigMax and the most centrally located peak detected by the z-score method. 
The quantitative difference between the synchronization peak metrics measured from 
these two methods is summarized in table A3.3.1. Using the z-score method, the 
synchronization index was less by 46.0%, the peak width was 73.6% narrower and the 
latency was shifted by 2.33 ms relative to the SigMax synchronization detection. The 
synchronization discrepancies resulting from the z-score detection method relative to 
SigMax for all motor unit pairs tested are summarized in figure 3.6 and table 3.3. 
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Figure A.3.3.1 Discrepancy of synchronization measured by the Z-score method. 
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Synchronization (Sync) measured from the cross-correlation histogram of recurrence 
times using a z-score significance threshold. The mean bin amplitude is shown by the 
horizontal dashed line and the normal significance threshold for a z-score > 1.96 is shown 
by the horizontal solid line. In total, 12 separate peaks exceeded the normal significance 
threshold indicating 12 separate detections of synchronization. This compares to the 
single statistically significant peak detected by our SigMax detection method, illustrated 
by the region of the histogram shaded gray. Overall, the z-score synchronization 
detection method produced 11 false detections of synchronization. The discrepancies 
between the synchronization index, synchronization peak width and synchronization 
latency produced by the z-score synchronization detection relative to the SigMax 
detection is provided in table A3.3.1. A summary of all discrepancies resulting from the 
z-score synchronization detection method is shown in figure 3.6 and table 3.3. 
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Table A3. 3.1 Discrepancy of synchronization measured by the Z-score method. 
Metric 
Sync. Peak Sync. Sync. Peak Sync. 
Detections Index(%) Width (ms) Latency (ms) 
Data SigMax 1 29.8 22.7 -1.33 
from Z-Score 12 16.1 6.00 1.00 
Fig. 11/1 13.7/29.8 16.7/22.7 2.33/-1.33 
A3.3.1 I Difference! (1,100%) (46.0%) (73.6%) (175%) 
Summary of the synchronization (Sync.) discrepancies produced by the z-score 
synchronization detection method relative to the SigMax detection method for the motor 
unit pair data shown in figure A3.3.1. Also displayed is the average magnitude of the 
difference (percent difference) of the z-score synchronization detection relative to 
SigMax. 
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A3. 3. 2 Comparison of the Cumulative Sum Synchronization Detection Method with 
SigMax 
Two example cumulative sum peak detections are shown in figure A3 .3 .2. The 
cross-coiTelation histogram in figure A3.3.2A provides an example of recUITence time 
data from the first recuiTence interval of motor unit pair #1. The coiTesponding 
normalized cumulative sum for the histogram is plotted in figure A3.3.2B. The 0.1 and 
0.9 confidence intervals are illustrated by the horizontal dashed lines in the figure and 
different recurrence intervals are separated by vertical dotted lines. The cumulative sum 
data crossed the 0.9 confidence interval near 19 ms. However, the 0.1 confidence interval 
was not crossed within the first recuiTence interval shown. The same data analyzed using 
our SigMax detection method is shown in figure A3.3.2C. The statistically significant 
peak found by SigMax was centered near 1 0 ms and spanned 14 ms in width. Because the 
cumulative sum method was unable to identify a peak within a synchronization peak 
within the frrst recurrence interval, motor unit pair # 1 was marked as a missed detection. 
The cross-coiTelation histogram measured from motor unit pair #2 is shown in 
figure A3.3.2D, with the coiTesponding normalized cumulative sum displayed in figure 
A3.3.2E. A synchronization peak was detected by the cumulative sum data between -9 
ms and 4 ms, marked by the 10% and 90% crossings respectively. Relative to the 22.7 ms 
wide synchronization peak found by our SigMax method (figure A3.3.2F) the cumulative 
sum detection method produced a synchronization peak width difference of 9. 7 ms or 
42.7% (table A3.3.2). Figure 3.6 and table 3.3 provide a summary of the synchronization 
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Figure A3.3.2 Synchronization discrepancies from the cumulative sum method. 
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Examples of synchronization measured using the cumulative sum detection method from 
the first recunence interval of two different motor tmit pairs. For each motor unit pair, 
data in A,D) the cross-conelation histogram was used to compute C,E) the normalized 
cumulative sum of bin amplitudes. The mean value used to compute the cumulative sum 
is indicated by the gray dashed lines superimposed on the cross-con-elation histograms. 
The 0.1 and 0.9 significance threshold of the cumulative sum data are shown by 
horizontal dashed lines in black. These thresholds were used to detect synchronization 
peaks. B) For motor unit pair #1 , no peak was found within the first recmTence interval of 
the cumulative sum data. C) However, our SigMax detection method found a 
synchronization peak from the empirical distribution of recunence times, indicated by the 
region shaded gray. E) For motor unit pair #2, a 13 ms wide peak was detected between-
9 ms and 4 ms from the cumulative sum data. F) Our SigMax detection method found a 
22.7 ms wide peak for the same data, shown by the region shaded gray, indicating a 9.7 
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ms discrepancy with the peak width identified by the cumulative sum method. The 
quantitative difference between the cumulative sum and SigMax detection is listed in 
table A3.3.2. A summary of all discrepancies resulting from the cumulative sum 
synchronization detection method is provided in figure 3.6 and table 3.3. 
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Table A3.3.2 Synchronization discrepancies from the cumulative sum method. 
Metric 
Sync. Peak Sync. Sync. Peak Sync. 
Detections Index(%) Width (ms) Latency (ms) 
Data SigMax 1 29.8 22.7 -1.3 
from Cumulative 
Fig. 1 26.7 13.0 -2.5 Sum Detection 
A3.3.2D-
A3.3.2F I Difference I 0/1 3.1/29.8 9.7/22.7 1.2/1.3 (0%) (10.4%) (42.7%) (92.3%) 
The synchronization (Sync.) discrepancies produced by the cumulative sum 
synchronization detection method relative to the SigMax detection method for motor unit 
pair #2 shown in figure A3.3.2D - A3.3.2F. Displayed is the average magnitude of the 
difference (percent difference) of the common input assumption synchronization 
detection relative to SigMax. 
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peak estimation discrepancies resulting from the cumulative sum method relative to 
SigMax for all motor unit pairs tested. 
A3.3.3 Comparison of the Common Input Assumption Synchronization Detection Method 
with SigMax 
Two example synchronization peaks detected by the common input assumption 
are shown in figure A3.3.3. For one motor unit pair, the common input assumption 
detection method assumed that the synchronization peak was located at 0 ms latency with 
a peak width of 11 ms. This assumed detection yielded a synchronization index of -8.14 
(figure A3.3.3A). For the same motor unit pair our SigMax detection method did not find 
a statistically significant synchronization peak. 
The cross-correlation histogram of recurrence times measured from a second 
motor unit pair is shown in figure A3.3.3B. Again the common input assumption 
detection method assumed the synchronization peak was located at 0 ms latency with a 
peak width of 11 ms. This assumed detection yielded a synchronization index of 0.536. 
However, table A3.3.3 shows that our SigMax detection method found the most 
statistically significant peak in the data centered near 10.4 ms latency with a peak width 
of 6.78 ms and synchronization index of 5.88. Relatively, the peak detected by the 
common input assumption yielded a synchronization index that differed by -90.9%, a 
synchronization peak width that differed by 62.2% narrower and a synchronization 
latency that differed by -2.72 ms. Figure 3.6 and table 3.3 provide a summary of 
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Figure A3.3.3 Synchronization discrepancies from the common input method. 
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Examples of synchronization measured from the common input assumption 
synchronization detection method for two different motor unit pairs. For one motor unit 
pair A), the common input assumption detection method located the synchronization peak 
at 0 ms latency with a width of 11 ms, yielding a synchronization index of -8.14, 
indicated by the boxed region shaded in gray. However, our SigMax detection method 
found no statistically significant synchronization peak for the same data. For another 
motor unit pair B), the common input assumption synchronization detection method 
assumed a synchronization peak at 0 ms latency with a width of 11 ms, yielding a 
synchronization index of 0.536, indicated by the gray boxed region. Our SigMax 
detection method found a synchronization peak located at 10.4 ms latency with a peak 
width of 6.78 ms and synchronization index of 5.88, indicated by the region shaded with 
diagonal lines. The discrepancies between the peaks detected by the common input 
assumption synchronization detection method relative to our SigMax method are 
provided in table A3.3.3. A summary of all discrepancies resulting from the common 
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input assumption synchronization detection method is provided in figure 3.6 and table 
3.3. 
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Table A3.3.3 Synchronization discrepancies from the common input method. 
Metric 
Sync. Peak Sync. Sync. Peak Sync. 
Detections Index(%) Width (ms) Latency (ms) 
SigMax 1 5.88 6.78 10.4 
Data 
from Common Input 1 0.536 11.0 0.00 Fig. Assumption 
A3.3.3B 0/1 5.34/5.88 4.22/6.78 10.4/10.4 !Difference I (0%) (90.9%) (62.2%) (100%) 
The synchronization (Sync.) discrepancies produced by the common input assumption 
synchronization detection method relative to the SigMax method for the motor unit pair 
data shown in figure A3.3.3B. Displayed is the average magnitude of the difference 
(percent difference) of the common input assumption synchronization detection relative 
to SigMax. 
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detection discrepancies observed for all motor unit pairs resulting from the common input 
assumption synchronization detection method. 
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Appendix A3.4- Why the Mitigation of Decomposition Errors 
Is Important for Calculating Synchronization 
We computed synchronization between pairs of motor units decomposed using 
the dEMG e1Tor reduction algorithms previously described in Chapter 2. These 
algorithms provided an objective measure of the error in the sEMG decomposition results 
and subsequently mitigated the error to improve the identification and location of motor 
unit firings. To determine the effects of decomposition errors on our synchronization 
measurements, we compared synchronization detections from motor unit pairs obtained 
with and without dEMG error reduction. Table A3.4.1 summarizes the results. 
Unmitigated decomposition errors resulted in 3,335 and 2,059 missed detections of 
synchronization from FDI and VL motor unit pairs, respectively. False detections of 
synchronization were observed from 2,628 FDI and 6,783 VL motor unit pairs. These 
data correspond to a missed detection ratio of 4 out of every 5 synchronized motor unit 
pairs and a false detection ratio of 7 motor unit pairs to every 5 pairs actually 
synchronized. 
We also measured the errors between the synchronization index, synchronization 
peak width and synchronization latency computed from the same motor unit pairs 
obtained with and without dEMG error reduction. The average magnitude of the error 
resulting from unmitigated decomposition errors was 29.1% for the synchronization 
index and 53.8% for the synchronization peak width. For the synchronization peak 
latency the average magnitude of the error was 3.15 ms. 
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Table A3. 4.1 Effects of decomposition errors on measurements of synchronization. 
Muscle 
False Sync. Missed Sync. Sync. Index Peak Width Latency 
Detections Detections Error(%) Error (ms) Error (ms) 
2,628/4,308 3,335/4,308 5.8 15.7 2.8 
FDI (61.0%) (77.4%) (28.9%) (60.5%) (1,700%) 
6,783/2,581 2,059/2,581 5.3 7.2 3.9 
VL (243.6%) (79.8%) (29.4%) (41.4%) (2,050%) 
The synchronization (Sync.) error observed between motor unit pairs decomposed 
without mitigating decomposition errors with the decomposition EMG (dEMG) error 
reduction algorithm described by Chapter 2. Displayed is the average magnitude of the 
error (percent error) evaluated by our SigMax synchronization detection method. 
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In light of these errors, when synchronization measurements (or other parameters 
based on the timing of the firings) are made from data obtained with any decomposition 
procedure, whether they be computer based or visual template-matching based, 
decomposition errors should be mitigated to the maximal possible extent. Our analysis in 
Chapter 2 showed that even if the errors are as small as 5 ms on average, the degree of 
calculated synchronization may be influenced significantly. However, as noted in Chapter 
2 the same decomposition errors have only a minor effect on the calculation of average 
firing rates that are typically filtered between 500 ms to 1,000 ms. Thus error reduction is 
not required when calculating firing rate values. 
Other studies of synchronization by Nordstrom et al. (1992), Hockensmith et al. 
(2005) Keen et al. (2012) among others, decomposed motor unit firings collected from 
intramuscular EMG (iEMG) data using visual template matching algorithms. McGill et 
al. (2004) provide documentation that the visual decomposition approach produces motor 
units with accuracies ranging from 86% to 100% and location errors in the order of 5 ms. 
These errors are typically accounted for by discarding the seemingly erroneous data. For 
example, Nordstrom et al. (1992) reported they were unable to resolve superposition 
occurrences in the EMG data, resulting in occasional identification errors. They argued 
that identification errors produced IPI measurements that were outliers. Therefore, to 
account for identification errors they discarded all firings that produced IPI values outside 
of an expected range. In spite of the perils associated with systematically eliminating 
assumed outliers, this strategy has been widely adopted throughout the synchronization 
literature (Semmler and Nordstrom, 1995; Mcisaac & Fuglevand, 2007; Keen et al., 
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2012; among others). The removal of the visually unresolvable decompositions 
introduces an error of the time sequence of the compared motor unit trains; which in tum 
introduces an error in the calculation of the synchronization value. 
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APPENDIX AS.l: Derivation of Regression Equations 
Used to Model Synchronization 
We derived equations from our data to evaluate the correlation between 
synchronization and the mean IPI of motor units. Figure 5.7B and equation 5.2 
demonstrated that synchronization varied as a sigmoidal function of one motor unit mean 
IPI. Similar sigmoidal relationships were observed for the synchronization index and 
peak width data as functions of the alternate motor unit mean IPI (see figures 5.5B, 5.6B 
and figures 5.5C, 5.6C, respectively). However, for the synchronization latency data, the 
opposite relationship was observed. According to figure 5.5D and 5.6D, relatively high 
values of synchronization latency were manifest at relatively low values of the alternate 
motor unit mean IPI. As the mean IPI of the alternate motor unit increased, the 
synchronization latency decreased until leveling off to approximately 2 ms. We 
quantified this relationship using an inversion of equation 5.2: 
Sync= E- [ ( 1 )] (equation AS.l.l), A+ Be- C*IPIAtt+IPIRef 
Equations 5.2 and A5.1.1 describe the correlation between synchronization and 
the motor unit mean IPI in the special case of IP!Azt < !Plnet· To estimate the correlation 
between synchronization and the full range of motor unit mean IPI values, we performed 
similar regression analyses on the data reflected over the diagonal IPIAzt =!Piner· 
According to Perkel et al. (1967), the cross-correlation function measured between the 
firings of two neurons remains the same regardless of the reference and alternate motor 
unit assignments. Therefore, the synchronization values we measured would also remain 
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the same after switching the ascribed reference and alternate motor units by reflecting the 
data from figures 5.5 and 5.6 over the diagonal /PIAtt= IPIRef· Using the reflected data, 
we evaluated the correlations between synchronization and the reference motor unit mean 
IPI at fixed alternate motor unit mean IPI values. For the percentage of motor unit pairs 
with synchronization, the synchronization index and the synchronization peak width, the 
relationships was obtained by reflecting equation 5.2 over the diagonal IP/Alt = IPIRef 
as: 
Sync = [ ( 1 )] (equation A5.1.2). A +Be- C*IPIRet+IPIAlt 
The relationship for the synchronization latency data was similarly obtained by reflecting 
equation A5.1.1 over the diagonal /PIAtt= IPIRef as: 
(equation A5.1.3). 
We combined equations 5.2 and A5 .1.2, and separately equations A5 .1.1 and 
A5.1.3 to obtain a single equation that described each synchronization variable as a 
function of the mean IPis of both motor units. Because of the reflective equivalence of 
our data set over the diagonal /PIAtt = IPIRef' the relationship between synchronization 
and both motor unit mean IPis was equal to the relationship between synchronization and 
one motor unit mean IPI scaled by the other motor unit mean IPI. Specifically, the 
relationship between synchronization and the alternate motor unit mean IPI was scaled by 
the relationship between synchronization and the reference motor unit mean IPI, and vice 
versa. Therefore, the final equation that correlated synchronization as a function of the 
reference and alternate motor unit mean IPI was simply the product of the equations that 
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described synchronization as a function of the individual motor unit mean IPis. For the 
percentage of motor unit pairs synchronized, the synchronization index or the 
synchronization peak width we computed the product of equation 5.2 and equation 
A5.1.2, shown by equation 5.3 in the Results section of this manuscript and redisplayed 
here as: 
(equation 5.3). 
And for the synchronization latency we computed the product of equation A5 .1.1 and 
equation A5.1.3, shown by equation 5.4 in the Results section of this manuscript and 
redisplayed here as: 
Equations 5.3 and 5.4 quantify how synchronization varies as a function of the 
reference and alternate motor unit mean IPI. However, these equations only apply within 
the limits of the range of the mean IPI data we collected. We approximated these 
boundary conditions as: 
-- G --G . /PIAtt :::; F */PI Ref + H; /PI Ref :::; F *!PIAtt + H; (equatwn A5.1.4). 
The MATLAB curve fitting toolbox was used to compute the values ofF, G and H for 
FDI and VL data separately (table A5.1.1). These parameters defined the mean IPI 
boundary conditions over which equations 5.3 and 5.4 described the relationship between 
synchronization and the reference and alternate motor unit mean IPis. 
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Table A5.1.1 Equation parameters defming the regression boundary conditions. 
Muscle F G H 
FDI -595,600 -2.61 137 
VL -2.137 X 1015 -9.18 90 
The parameters used to define the boundary conditions shown in equation A5 .1.4 of 
Appendix A5.1. The boundary conditions defined the range of reference and alternate 
motor unit mean IPis over which the surface regressions described the synchronization 
data. 
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