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Il presente lavoro si inserisce nel contesto delle più recenti ricerche sugli stru-
menti di analisi nonparametrica ed in particolare analizza l'utilizzo dei polinomi
locali e della verosimiglianza empirica, nel caso di dati dipendenti.
La principale categoria di dati dipendenti di interesse, ad oggi, è rappresen-
tata dalle serie storiche che sono in grado di rappresentare un qualsiasi fenomeno
e la sua tendenza evolutiva, legando la variabile esplicativa Yt al valore che la
stessa variabile ha assunto in un periodo precedente.
E' assolutamente indubbia l'utilità di elaborare una tale applicazione, poichè
questo tipo di dati costituisce sicuramente quello più interessante per quanto
riguarda ricerche di tipo economomico - nanziario.
Le principali forme di dipendenza che verranno trattate in questo lavoro
sono quelle che rispondono alla denizione di α−mixing ed in particolare il
nostro si presenta come un tentativo di conciliare, in questo ambito, tecniche
non parametriche, rappresentate dai polinomi locali, all'approccio di Empirical
Likelihood, cercando di aggregare ed enfatizzare i punti di forza di entrambe le
metodologie: i polinomi locali ci forniranno una stima più e accurata da collocare
all'interno della denizione di verosimiglianza empirica fornita da Owen (1988).
I vantaggi sono facili da apprezzare in termini di immediatezza ed utilizzo
pratico di questa tecnica. I risultati vengono analizzati sia da un punto di vista
teorico, sia confermati poi, da un punto di vista empirico, riuscendo a trarre
dai dati anche utili informazioni in grado di fornire l'eettiva sensibilità al più
cruciale e delicato parametro da stabilire nel caso di stimatori polinomi locali.
Lungo tutto l'elaborato presenteremo, in ordine, dapprima il contesto all'
interno del quale andremo ad operare, precisando più nello specico le forme di
dipendenza trattate. All'interno del capitolo secondo, enunceremo le caratte-
ristiche e proprietà dei polinomi locali, successivamente, nel corso del capitolo
terzo, analizzeremo nel dettaglio la verosimiglianza empirica, con particolare at-
tenzione, anche in questo caso, alle proprietà teoriche, inne, nel quarto capito-
lo presenteremo risultati teorici personali, conseguiti a partire dalla trattazione
teorica precedente.
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Il capitolo conclusivo propone uno studio di simulazione, sulla base delle
proprietà teoriche ottenute nel capitolo precedente. Non soltanto, avvalendosi
di tali risultati, ne conferma la validità, ma aggiunge anche un'analisi, per i test
proposti, alla sensibilità rispetto al parametro di smoothing impiegato. Nelle
battute conclusive troveranno spazio delucidazioni sui risultati delle simulazioni.
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1.2 Mixing di processi stocastici
Prima di concentrarci, nello specico, alle tipologie di stimatori impiegati ci
soermiamo ora sul contesto all'interno del quale andiamo ad operare, ssando
con particolare attenzione per le varie forme di dipendenza riscontrabili nel caso
di serie storiche di dati.
Con mixing di processi stocastici intendiamo delimitare una particolare for-
ma di dipendenza, presente nei dati generati dal processo.
Diverse sono le categorie di dipendenza che è possibile riscontrare, le prin-
cipali sono rappresentate dalle forme di α−mixing, β−mixing, ρ−mixing e
ϕ−mixing.
1.2.1 Denizione e tipologie di mixing
Dato uno spazio di probabilità (Ω, A, P ), con B e C due sottospazi di A, la
correlazione presente tra B e C può essere espressa mediante vari coecienti,
ognuno dei quali specica una diversa forma di dipendenza.
Tali coecienti vengono identicati come segue:
• α−mixing
α = α(B,C) = sup
B∈B
C∈C
|P (B ∩ C)− P (B)P (C)| , (1.1)
• β−mixing
β = β(B,C) = E sup
C∈C
|P (C)− P (C|B)| , (1.2)
• ρ−mixing
ρ = ρ(B,C) = sup
X∈L2(B)
Y ∈L2(C)
|corr(X,Y )| , (1.3)
• ϕ−mixing
ϕ = ϕ(B,C) = sup
B∈B,P (B)>0
C∈C
|P (C)− P (C|B)| , (1.4)
Un processo (Xt, t ∈ Z) é α−mixing o strongly mixing se
αk = sup
t∈Z
α(σ(Xs, s ≤ t), σ(Xs, s ≤ t+ k)) −−−−−→
k→+∞
0 (1.5)
In maniera analoga si determinano le altre forme di mixing, utilizzando i
coecienti sopra deniti.
E' possibile vericare che le varie forme di mixing di processi stocastici, in




β −mixing , ρ−mixing =⇒
{
α−mixing
La dipendenza di tipo φ−mixing, quindi, implica sia la β−mixing che la
ρ−mixing e, a loro volta, queste ultime due implicano la α−mixing.
Occorre precisare che lo schema non è corretto se viene letta per ogni freccia
la doppia implicazione (Bosq,1998).
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Capitolo 2
Gli stimatori Polinomi Locali
nel caso di dati dipendenti
2.1 Introduzione
L'applicazione di tecniche non parametriche alle serie storiche è una tradizione
ormai consolidata, a partire dalla prima e più rudimentale metodologia di analisi
rappresentata dal periodogramma.
Sebbene in grado di restituire una stima non distorta della densità spettrale
di un sottostante processo stazionario, questo strumento però non si è rivelato
capace di fornire una stima che risultasse consistente.
E' nata così la necessità di implementare nestre spettrali o di utilizzare un
sistema di pesi che consentisse di ovviare a questa limitazione e diverse sono
state le tipologie di nestre proposte per ottenere stime consistenti.
Col tempo le tecniche non parametriche applicate ai dati storici hanno su-
scitato sempre maggiore interesse e sono stati prodotti quindi copiosi lavori, atti
ad anare tecniche e metodologie che rispondessero all'esigenza di perfezionare
continuamente i risultati precedenti già ottenuti.
La tecnica non parametrica oggetto d'indagine all'interno del nostro lavoro è
quella dei polinomi locali, metodologia che nasce alla ne degli anni '70, a partire
dai lavori di Stone (1977) e Cleveland (1979), per suscitare poi grande interesse
negli anni immediatamente successivi, grazie alle interessanti proprietà di questi
stimatori messe in luce da vari autori, quali Tsybakov (1986), Fan (1993), Hastie
e Loader (1993), Ruppert e Wand (1994), Fan e Gijbels (1995).
I primi risultati e le prime applicazioni di polinomi locali hanno riguardato
principalmente i dati indipendenti ed identicamente distribuiti.
Soltanto a partire dalla ne degli anni '90 recenti e innovative applicazioni
a dati dipendenti sono state rese possibili a seguito dei lavori pionieristici di
Masry e Fan (1997), Masry (1996a), Masry (1996b), Härdle e Tsybakov (1997),
Opsomer (1997), Vilar-Fernández e Vilar-Fernández (1998), Vilar-Fernández e
Vilar-Fernández (2000), i quali hanno messo in luce metodologie di applicazione
e proprietà per mixing di processi stocastici.
La scelta di adottare la tecnica dei polinomi locali è dovuta alle principali
proprietà che essa garantisce. Prima di tutto essa consente una riduzione della
distorsione rispetto allo stimatore Nadaraya-Watson e della varianza rispetto
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allo stimatore Gass-Müller, come dimostrato da Chu e Marron (1991) e Fan
(1992), si adatta automaticamente ai bordi Fan, Gasser, Gijbels, Brockmann
e Engel (1997), ed in particolare la sua superiorità viene evidenziata anche nel
caso di stima delle derivate. Cruciale per l'utilizzo dei polinomi locali è la scelta
del parametro di bandwidth al quale dedicheremo particolare attenzione nel
corso della trattazione.
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2.2 I polinomi locali
Nell'ambito degli studi econometrico-nanziari la strutturazione di modelli in
grado di rappresentare la complessità del contesto reale ha condotto alla formu-
lazione di modelli dinamici la cui struttura può essere sintetizzata dal modello:
Yt = m(Xt) + σ(Xt)εt t ∈ Z. (2.1)
Nella presente formulazione, viene illustrato il caso generico in cui Y rap-
prensenta la variabile dipendente ed m(·) ne dichiara la relazione esistente con
la variabile X, spiegata a meno di un errore, inosservabile e casuale, ε, che
generalmente è denito a media nulla e varianza nita.
{Yt, Xt} rappresenta il processo con Xt ∈ R d , Yt ∈ R.
Il modello viene comunemente applicato alle serie storiche, le quali rispondo-
no naturalmente all'esigenza di esprimere la dipendenza delle osservazioni con
le realizzazioni della stessa variabile nel tempo passato.
In quest'ultima ipotesi, il modello viene schematizzato nella seguente forma:
Yt = m(Yt−1) + σ(Yt−1)εt t ∈ Z (2.2)
dove la variabile esplicativa è la stessa variabile oggetto d'indagine ritardata
nel tempo, Yt−1. Diversi sono gli autori che hanno illustrato le proprietà pro-
babilistiche del processo, come Doukhan e Ghindés (1980,1981), Chan e Tong
(1985), Mokkadem (1987), Diebolt e Guégan (1990) e Ango Nze (1992).
Interesse dei ricercatori, per poter denire Yt, in entrambe le formulazioni,
è quello di ottenere una stima delle due funzioni m(·) e σ2(·), che rapprentano,
rispettivamente, la media e la varianza condizionata del processo.
Poiché il nostro lavoro si inserisce in un contesto di dati dipendenti, nel
seguito faremo riferimento alla seconda formulazione, che più propriamente si
adatta al caso in esame. Il nostro obiettivo è stimare la funzione di regressione:
m(x) = E(Yt|Yt−1 = x), (2.3)
quando gli errori sono dipendenti e soddisfano le ipotesi di α−mixing de-
scritte nel capitolo precedente.
Solitamente, per eettuare la stima di tale funzione si ricorre allo sviluppo,
tramite l'espansione di Taylor, che ci fornisce la seguente approssimazione:




mediante la quale sarà poi possibile, ottenuta una stima delle derivate della
funzione, con il metodo dei polinomi locali, stimare la funzione stessa.
Nel seguito, sotto l'assunzione che esistano, calcolate in x, le (p+1) derivate
della funzione di regressione, presenteremo lo stimatore polinomi locali per la
funzione di regressione e ne analizzeremo le proprietà teoriche.
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2.2.1 Denizione e caratteristiche dello stimatore
Lo stimatore polinomi locali, β(x) = (β0(x), β1(x), . . . , βp(x))
′, con βj(x) =





βj(x) (xt − x)j
2 ωt, (2.5)
ovvero tramite la tecnica dei minimi quadrati pesati. Gli ωt = n
−1Kh(xt−x)
rappresentano i pesi, mentre K è la funzione kernel.
Convenzionalmente Kh(u) = h
−1K(h−1u), invece h, più correttamente hn,
rappresenta la cosiddetta nestra, parametro che determina l'ampiezza dell'in-
torno considerato e, di conseguenza, il grado di smoothing eettuato.
Per ragioni di semplicità notazionale nel seguito ometteremo l'indice n,
considerando implicita la dipendenza di h da n.
La determinazione della nestra, come già accennato, è una delle fasi più
delicate e cruciali per la stima eettuata tramite i polinomi locali, perché que-
sto parametro è in grado di inuenzare il trade-o bias-variance esistente per
lo stimatore. Proprio per il notevole rilievo che questa scelta assume, dediche-
remo particolare attenzione a questa fase nel seguito della trattazione, per ora
esaminiamo più nello specico la natura dello stimatore e delle stime prodotte.
In termini matriciali la minimizzazione della (2.5) corrisponde al problema
di minizzare, rispetto a β , il prodotto matriciale (Y −Xβ)′W (Y −Xβ).





 , X =






1 (xn − x) . . . (xn − x)p
 . (2.6)
Assumendo l'invertibilità di X ′WX , con W = diag(ω1, . . . , ωn) , si ottiene,
Fan and Gijbels (1996), lo stimatore polinomi locali:
β̂(x) = (X ′WX)−1X ′WY. (2.7)
Costruito β̂(x), si determina con semplicità lo stimatore polinomi locali per
le varie derivate m(j)(x), che ci consentono quindi di stimare m(x).
Lo stimatore di m(j)(x), infatti, sarà dato da m̂(j)(x) = j!β̂j(x), dove β̂j(x)
rappresenta il j-esimo componente di β̂(x), j = 0, 1, . . . , p .
La media e la varianza condizionata di β̂(x), saranno date da:
E(β̂|X) = β + (X ′WX)−1X ′Ws ; (2.8)
V ar(β̂|X) = (X ′WX)−1(X ′ΣX)(X ′WX)−1, (2.9)
con s = (m(X1), . . . ,m(Xp))−Xβ e Σ = diag{K2h(Xi − x0)σ2(Xi)}.
Altro stimatore a cui siamo interessati, oltre a quello della media condizio-
nale, m(x), è quello del momento secondo, E(Y 2t |Xt−1 = x), stimatore che ci
consentirà poi di fare inferenza sulla varianza condizionata del processo.









lo stimatore della media condizionata del processo è dato da:
m̂(x) = (X ′WX)−1X ′WY ; (2.11)
mentre lo stimatore del momento secondo corrisponderà a:
m̂2(x) = (X
′WX)−1X ′WY2. (2.12)
I parametri in grado di inuenzare la qualità della stima sono: l'ampiezza
della nestra, h, l'ordine di approssimazione, p, inne la funzione kernel, K, che
nel nostro caso rappresenta la funzione peso.
Non tutti i parametri elencati inuiscono, però, allo stesso modo sui risultati
prodotti. E' noto in letteratura che la stessa funzione kernel riesce a modicare
sostanzialmente le stime generate in maniera quasi ininuente rispetto a quanto
accade, invece, al variare dell'h.
E' per questo motivo che solitamente si impongo per K condizioni poco
restrittive, quali la simmetria e la limitatezza del supporto, necessarie a garantire
la validità di tutte le proprietà degli stimatori polinomi locali.
Analogamente, per quanto attiene al grado di approssimazione del polinomio
p, si interviene, convenzionalmente, limitando la scelta ad un valore di grado
dispari (Fan e Gijbels,1995; Ruppert e Wand, 1994).
Si preferisce, comunque, un ordine di approssimazione non troppo elevato, in
quanto, incrementando il valore di p, alla riduzione della distorsione corrisponde
una maggiore varianza, fenomeno del tutto indesiderato.
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2.2.2 Proprietà teoriche dei Polinomi Locali per dati di-
pendenti
Numerose sono le proprietà e i vantaggi derivanti dall'applicazione dei polinomi
locali alla regressione. Di seguito proponiamo un breve excursus in cui esibiamo
i risultati noti, ottenuti tramite l'utilizzo dei suddetti stimatori.
E' stato Stone (1977) il primo ad introdurre l'utilizzo di una funzione che
costituisse un sistema di peso usato per stimare la probabilità condizionale di
una variabile di risposta Y , a partire dai corrispondenti valori di X.
Qualche anno dopo Cleveland (1979) ha esteso questa prima idea di Stone
suggerendo un algoritmo capace di ottenere la stima di una curva che fosse robu-
sta rispetto agli outliers. Successivamente, lo stesso autore (Cleveland 1988), si
è occupato di descrivere le proprietà dello stimatore dei polinomi locali applicato
al problema di regressione.
Fan e Gijbels (1992) hanno stabilito poi alcune proprietà per lo stimatore
polinomi locali, a partire dalla formulazione che considera l'ipotesi di nestra
variabile. Essi hanno ricavato i valori della distorsione condizionata e della
varianza condizionata dello stimatore m̂(x) ottenuto dalla minimizzazione di
n∑
t=1







Il caso generico trattato include chiaramente quello specico in cui il parame-
tro che stabilisce la variabilità della nestra, α(Xj) è pari ad uno, riconducendo
la formulazione all'ipotesi in cui la nestra risulta ssa.
I risultati di Fan e Gijbels, riferiti al caso in cui la variabile X sia univariata,
sono stati estesi da Ruppert e Wand (1994) nel caso di dati multivariati.
Anche in questo caso sono state ottenute precise formulazioni per la distor-
sione e la varianza condizionale dello stimatore, utili ad eettuare valutazioni
sull' MSE condizionale. L'attenzione per i valori condizionati è giusticata dal
fatto che il condizionamento garantisce che i momenti dello stimatore esistano,
con probabilità che tende ad uno.
Tra le varie proprietà dello stimatore polinomi locali, Fan (1993) ha dimo-
strato che il modello locale lineare che utilizza il kernel di Epanechnikov ot-
timizza il minimax rischio lineare. Si parla di minimax ecienza, il valore di
rischio minimax è un criterio utilizzato da benchmark per l'ecienza di uno
stimatore che restituisce la numerosità campionaria necessaria ad ottenere una
certà qualità di risultato. Fan, Gasser, Gijbels, Brockmann e Engel (1997) han-
no poi esteso questi primi risultati allo stimatore polinomi locali di ordine p e
nel caso di stime di derivate. Altro vantaggio derivante dall'applicazione dei po-
linomi locali è rappresentato dalle buone performance di questo stimatore negli
estremi, boundary points.
E' una caratteristica della maggior parte degli stimatori non parametrici
quella di avere un andamento diverso nei pressi degli estremi del supporto dei
dati, rispetto a quanto accade inveci per i punti interni a questo intervallo.
Fan e Gijbels (1992), ad esempio, hanno dimostrato che gli stimatori di
Nadaraya-Watson e Gasser-Müller convergono più lentamente negli estremi dell'
intervallo. Lo stesso accade nel caso di dati multivariati, come attestano Rup-
pert e Wand (1994).
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Altra caratteristica accertata per questi stimatori, sia nel caso univariato
che in quello multivariato, è data dal fatto che la varianza condizionale negli
estremi risulta maggiore rispetto a quella calcolata per i punti interni.
Fan e Gijbels spiegano questa evidenza con la presenza di un minor nume-
ro di punti utilizzati nell'implementare una stima nei pressi dei punti estremi
dell'intervallo. Tra le dierenze presenti, oltre ad una più corposa varianza, Rup-
pert e Wand (1994) segnalano anche che le stime per l'intercetta e il coeciente
angolare risultano non asintoticamente ortogonali negli estremi, a dispetto di
quanto accade per i punti interni.
Cheng et al. (1997) attestano che non esiste nessuno stimatore lineare capa-
ce di superare le performance dello stimatore polinomi locali agli estremi, in una
logica minimax, per quanto riguarda l' MSE. Gli autori, invece che provare, per
via diretta, che qualsiasi altra correzione possibile risulta inferiore rispetto ai
risultati ottenuti dai polinomi locali, saggiano l'ottimalità dello stimatore poli-
nomi locali, in una logicaminimax, dimostrando che nessun altro stimatore può
apportare un miglioramento, in termini di ecienza, rispetto a quanto realizza-
to dai polinomi locali. Lo stimatore polinomi locali gode, dunque, dell'ecienza
minimax sia per punti interni che negli estremi. Si rimanda a Hastie e Loader
(1993) per ulteriori approfondimenti sul tema.
Ulteriore vantaggio conseguente dall'utilizzo dei polinomi locali risiede nel
fatto che, lavorando in un contesto locale, non rileva sapere se la varianza con-
dizionale, var(Y |X = x), sia o meno costante nell'intervallo, in quanto in un
intorno locale la dierenza sarebbe comunque trascurabile.
Tutti questi risultati giusticano la preferenza per lo stimatore polinomi lo-
cali quale strumento utilizzato nella nostra analisi. Occupandoci in questa sede
dell'applicazione per la stima della funzione di regressione e della varianza con-
dizionale, nel caso di dati dipendenti, analizziamo più tecnicamente le proprietà
degli stimatori per questi due funzionali.
All'interno della copiosa letteratura in tema di serie storiche, molti sono i
lavori che si sono occupati di stimare la funzione di regressione, ovvero la media
condizionata, con modelli di tipo VAR o modelli strutturali (Lütkepohl, 1992).
Per quanto riguarda invece la varianza condizionata si è inizialmente scelto
di ipotizzare che essa fosse ssa o che avesse una legge predeterminata no
agli anni '80, quando Engle (1982) e Robinson (1983,1984), nella letteratura
econometrica, Collomb (1984) e Vieu (1995), nella letteratura statistica, hanno
messo in evidenza il problema della determinazione di tale quantità.
Ciò ha condotto ad un particolare interessamento verso questa problematica
che, nei modelli ARCH di Engle, viene risolta assumendo la varianza condi-
zionata come combinazione lineare dei quadrati delle innovazioni del processo.
Nel presente lavoro ci riconduciamo all'impostazione trattata da Härdle e
Tsybakov (1997), i quali partendo dal modello di tipo (2.2) forniscono interes-
santi caratteristiche degli stimatori dim(·) e σ2(·), derivando la loro convergenza
in probabilità e la rispettiva distribuzione in legge.
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Convergenza in probabilità e normalità asintotica dello stimatore
polinomi locali
Härdle e Tsybakov (1997) partono dalla constatazione che il primo caso in cui
si discute il problema congiunto di stimare la media e la varianza condizionale




αjI(Yt−1 ∈ A) +
J∑
j=1
γjI(Yt−1 ∈ A)εi. (2.14)
Si noti come il modello nora introdotto rappresenta una generalizzazione,
in chiave asintotica, quindi per J → ∞, con le εi variabili casuali i.i.d. a
media nulla e varianza costante, pari ad uno, σ(y) strettamente positiva e Y0
indipendente dalle {εi}.
Nel presente lavoro supponiamo che la variabile Yt derivi da un processo sta-
zionario, ipotesi esemplicativa ma non penalizzante poiché, pur non assumendo
la stazionarietà del processo iniziale, comunque i risultati riportati in questa se-
de, sotto le ipotesi considerate, risultano validi asintoticamente per qualunque
tipo di processo (Härdle e Tsybakov, 1997).
Il modello viene sintetizzato come segue:
Yt = m(Yt−1) + s(Yt−1)εt.
Chiamatom2(x) il momento secondo del processo Yt condizionato a Yt−1 = x
e detto m(x) il momento condizionato di Yt , calcolato in x, entrambi i momenti
stimati, di ordine primo e secondo, convergono in probabilità ai momenti veri
del processo.
Tecnicamente, sotto le seguenti ipotesi:
• E(ε2i ) = 1, E(εi) = E(εi)3 = 0,m4ε = E{(ε2i − 1)2} <∞
• la densità p(·) di ε1 esiste e verica che l' infx∈Hp(x) > 0 per ogni
compatto H ⊂ R1
• esistono C1 > 0 e C2 > 0, costanti, tali che |m(y)| ≤ C1(1 + |y|) e |s(y)| ≤
C2(1 + |y|), con y ∈ R1
• la funzione s(·) è tale che l' infy∈Hs(y) > 0 per ogni compatto H ⊂ R1
• C1 + C2E|ε1| < 1
• le funzioni m e s sono (l − 1) volte derivabili e continue ed esistono le
derivate da un lato m
(l)
± (x) e s
(l)
± (x), in x ∈ R1
• esiste la densità µ(·) della distribuzione invariante π(·), limitata, continua
e strettamente positiva in un intorno di x
• il kernel K : R1 → R+ è una funzione limitata, su supporto compatto,
tale che K > 0 su in insieme di misura di Lebesgue positiva
• hn = γn−1/(2l+1), con γ > 0
• il valore iniziale Y0 è un numero sso in R1
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Härdle e Tsybakov (1997) vericano le seguenti convergenze in probabilità:
m̂2(x)
P−→ m2(x) , (2.15)
m̂(x)
P−→ m(x) , (2.16)
dove m̂2(x) e m̂(x) rappresentano, rispettivamente, la stima del momento
secondo e della media condizionata, sulla base dei dati osservati.
Inoltre vale la convergenza in legge, congiunta, in un punto sso x ∈ R1, alla






















La matrice D è il risultato del prodotto matriciale A−1ΦA−1, dove le matrici
A e Φ sono denite come segue:
A =
∫
F (u)F (u)′K(u)du, (2.20)
Φ =
∫
F (u)F (u)′K(u)2du. (2.21)















che corrispondono alle distorsioni asintotiche.














Nella matrice F (u) è stata omessa la dipendenza di u da n ed i, per semplicità
notazionale.
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2.2.3 Estensioni
Una interessante generalizzazione dei risultati nora presentati viene fornita
dallo stesso Masry (1996), che tratta il caso multivariato, nonché il caso in cui
la variabile di interesse non sia necessariamente Y , ma anche una sua eventuale
trasformazione, Ψ(Y ), denita come una qualunque funzione misurabile.
E' da attribuire a Masry e Fan (1997), invece, l'importante estensione, ai dati
dipendenti, del risultato prodotto da Tsybakov (1986), ovvero la normalità con-
giunta asintotica dello stimatore dei polinomi locali, con annessa distribuzione
asintotica del vettore β̂(x) = (β̂0(x), β̂1(x), . . . , β̂p(x))
′, partendo però da ipotesi
del tutto diverse rispetto a quelle presentate da Härdle e Tsybakov (1997).
Nel loro lavoro gli autori forniscono la distribuzione asintotica dello stimatore
delle derivate della funzione di regressione, β̂v(x) = m̂
(v)(x)/v!, ovvero delle
singole componenti del vettore β̂(x), per poi trattare a loro volta, il caso della
trasformazione della variabile Y .
Proprio per il dierente approccio teorico, il lavoro è da considerarsi una
valida alternativa alla proposta di Härdle e Tsybakov (1997), in quanto gli au-
tori riescono a provare gli stessi risultati teorici nora esposti, imponendo però
ipotesi del tutto estranee all'assetto teorico precedentemente illustrato.
Il caso multivariato
{Yi, Xi}, i ∈ Z, nel setup ultizzato da Masry (1996), è un processo congiunta-
mente stazionario, denito sull'asse dei reali.
Si assume E|Ψ(Y1)| <∞ e si denisce la funzione multivariata di regressione:
m(x1, . . . , xd) = E[Ψ(Yd)|X1 = x1, . . . , Xd = xd] (2.26)
con d ≥ 1.
La possibilità di stabilire Ψ arbitrariamente fa sì che i risultati ottenuti
siano validi per le diverse denizioni della trasformazione, di cui le principali di
maggiore interesse coincidono con il caso in cui Ψ(Y ) = Y e la stima ci restituisce
la media condizionale di Yd e delle sue derivate, oppure quando Ψ(Y ) = I{Y ≤
y}, che ci fornisce la stima della densità condizionale m(x) = P [Y ≤ y|X1 =
x1, . . . , Xd = xd] e delle sue derivate, inne il caso Ψ(Y ) = Y
2, che corrisponde
al momento secondo condizionato.
Il problema viene, dunque, riformulato considerando:
Xj = (Xj+1, . . . , Xj+d) (2.27)
ed
m(x) = E[Ψ(Yd)|X0 = x]. (2.28)
Assumendo che esistano nite le derivate di ordine (p+1) dim(z) e che siano
continue in x, possiamo approssimare m(z) localmente tramite un polinomio






Dkm(y)|y=z(z − x)k (2.29)
dove
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Posto K(u) la funzione peso su Rd e denito h il parametro di smoothing,







2K((Xi − x)/h). (2.34)
Minimizzando la (2.34) rispetto a βk, otteniamo β̂k(x) e tramite la (2.29) ,
k!β̂k(x) ci fornirà una stima di (D
km)(x), in questo modo, analogamente al caso
univariato, otteniamo la stima delle derivate della m(x) , nonchè della funzione
di regressione stessa, con:
̂(Dkm)(x) = k!β̂k(x). (2.35)
Sotto le condizioni tecniche specicate da Masry (1996) vale ancora la con-
vergenza in probabilità ed in distribuzione dello stimatore appena presentato,
nonché per ognuna delle derivate stimate, no all'ordine p.
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La stima delle derivate della funzione di regressione
La normalità asintotica congiunta dello stimatore delle derivate della funzione
di regressione, m(x), ovvero delle sue derivate di ordine v, m(v)(x), con v =
0, . . . , p, viene provata da Masry e Fan (1997), date le seguenti assunzioni:
• K limitato nel supporto [-1,1]
• f(u, v; l) ≤ M1 e E{Y 21 + Y 2l |X1 = u,Xl = v} ≤ M2, l ≥ 1 , per u e v in
un intorno di x, dove f(u, v; l) rappresenta la densità congiunta di X0 e
X1
• per processi strongly mixing assumiamo che δ > 2 e a > 1 − 2/δ ,∑
la[α(l)]1−2/δ <∞ , E{|Y0|δ|X = u} ≤ M3 <∞ per u in un intorno di
x .
Gli autori provano la convergenza in probabilità dello stimatore della media







P−→ m(v)2 (x) (2.37)
Inoltre, sotto le ipotesi classiche di h → 0, nh → ∞, per i processi di
tipo strongly mixing si ipotizza che esista una sequenza di interi positivi che
soddisfano la condizione sn →∞ e sn = o((nh)1/2) tale che (nh)1/2α(sn)→ 0,
per n→∞.
Considerata la densità condizionale G(y|x) di Y dato X = x continua nel
punto x, vale inoltre, per n → ∞, la normalità asintotica congiunta dello
stimatore β̂v(x) = m̂
(v)(x)/v!.
La convergenza in legge ad una normale multivariata viene fornita non sol-
tanto per le singole componenti di β̂v(x), ovvero le stime delle derivate della
funzione di regressione, ma anche per le trasformazioni di Y, Ψ(Y ), purché per
entrambe le distribuzioni asintotiche h verichi la condizione di convergenza
hn = O(n
−1/(2p+3)).
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2.2.4 Considerazioni sui vari approcci presentati
La principale dierenza tra gli approcci appena considerati sta nel fatto che le
condizioni imposte da Härdle e Tsybakov (1997) trattano la variabile Y come
parte di un processo Markoviano e sfruttano le proprietà di tali modelli per
derivare la normalità asintotica dello stimatore utilizzato.
Le prime cinque ipotesi dichiarate nel lavoro, infatti, garantiscono l'ergodi-
cità geometrica del processo Yi, il quale viene studiato in qualità di catena di
Markov.
Nel secondo caso, invece, Masry e Fan (1997) trattano il problema analiti-
camente, secondo una impostazione più propriamente tecnica, basata cioé su
condizioni imposte alle funzioni piuttosto che al processo.
Essi prescindono perciò dall'utilizzo delle proprietà Markoviane.
Tutte le assunzioni, infatti, riguardano la funzione kernel, la densità di X,
la distribuzione condizionale di Y posto X e le proprietà dei processi mixing.
Questo secondo approccio, insieme a quello multivariato di Masry (1996),
può risultare particolarmente utile nel caso in cui l'attenzione sia posta sulla
stima, oltre che della media condizionata della variabile Y , di una trasformazione
misurabile della variabile Y o sulle derivate della funzione di regressione stessa.
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2.3 Determinazione del parametro di bandwidth
Durante tutta la trattazione l'utilizzo delle funzioni kernel ha implicitamente
posto una problematica legata alla determinazione del parametro che denisce
l'ampiezza della nestra ottimale per eettuare lo smoothing. Il parametro cioè
che desce l'ampiezza dell'intorno di dati da considerare per eettuare la stima
puntuale.
In particolare, è noto in letteratura che stabilire correttamente l'ampiezza
della nestra di smoothing comporta dierenze sostanziali, in termini di risultati
molto più evidenti rispetto alla scelta della stessa funzione kernel. Sottostimare
o sovrastimare l'h, conduce non soltanto a stime troppo spigolose o al contrario
troppo lisciate, ma ha anche importanti ripercussioni sull'entità della distorsione
e della varianza dello stimatore.
All'aumentare del parametro di bandwidth, h, si ottiene una riduzione della
varianza dello stimatore, data dall'inclusione nell'intervallo di un maggior nume-
ro di punti , viceversa, però, l'incremento dell'intervallo comporta una maggiore
distanza media tra i punti che vengono coinvolti nel calcolo ed il punto in cui la
stima viene prodotta. Questo si traduce in un aumento della distorsione dello
stimatore, perché con una maggiore distanza si ottiene una minore precisione,
in corrispondenza di una maggiore variabilità.
L'intervento di h nella determinazione della varianza e nella distorsione dello
stimatore, in maniera inversamente proporzionale nel primo caso e direttamente
proporzionale nel secondo, pone il problema di identicare un valore per questo
parametro in grado di bilanciare i due fenomeni opposti. Si tratta di riuscire a
dare una soluzione al trade-o bias-variance, noto in letteratura.
Il più popolare metodo di risoluzione a questo problema prevede la minimiz-
zazione del MSE.
Ha senso minimizzare l'errore quadratico medio, poiché, in quanto misu-
ra della qualità della stima della funzione di regressione, minimizzare questa
quantità signica riuscire a garantire la migliore stima possibile.
Altro problema che si incontra nel caso in cui si voglia determinare l'ampiezza
della nestra di smoothing è se scegliere un unico h, globale, oppure eettuare
una scelta di h variabile. Nel primo caso si integra l'MSE per ottenere una
misura dell'errore al quale fare riferimento che sia la stessa su tutto lo spazio
parametrico. La minimizzazione del MISE, Mean Integrated Squares Error, è
una tecnica popolare e condivisa per derivare l'h globale ottimale (Ruppert et
al., 1995; Xia e Li, 2002; Fan e Gijbels, 1992).
L'ottimizzazione può essere eettuata empiricamente, tramite la Cross-
V alidation, oppure tramite l'utilizzo delle espressioni asintotiche note per la
distorsione e la varianza dello stimatore. In quest'ultimo caso si ottiene una
formulazione per l'MSE, in cui sono coinvolti, però, termini non noti, in parti-
colare m2(x), σ(x) e f(x) , che vengono stimati secondo un approccio detto di
tipo plug-in. Le stime ottenute, cioé, concorrono alla determinazione del valore
del MSE da minimizzare.
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2.3.1 h plug-in per la stima delle derivate della funzione
di regressione
Esaminiamo ora, più nello specico come viene determinato l'h ottimale, tramite
la procedura plug-in, per i due stimatori m(x) ed m2(x), a partire dal model-
lo per dati dipendenti, rispettivamente prima in presenza di omoschedasticità
per la media condizionata e poi di eteroschedasticità per il momento secondo
condizionato.
h ottimale locale e globale per modelli di tipo omoschedastici
Supponiamo che il modello in esame sia del tipo:
Yt = m(Yt−1) + εt. (2.38)
Un simile modello ben si presta a stimare m̂(x). Scompare rispetto al-
la (2.2) la componente legata alla varianza condizionata, data l'ipotesi di
omoschedasticità, σ2ε è costante e nita per tutte le osservazioni.
Sotto le ipotesi, precedentemente illustrate, di Masry e Fan (1997), con h =



















per tutti i punti di continuità di {µ}, se µ(x) > 0, con Bv e Vv rispettiva-
mente dati dal v− esimo elemento delle matrici S−1µ ed il v− esimo elemento
di S−1S̃S−1, µ denita come nelle assunzioni di Härdle e Tsybakov (1997),
riportate precedentemente.









µ0 . . . µp... . . . ...
µp . . . µ2p
 , S̃ =
v0 . . . vp... . . . ...
vp . . . v2p




La distorsione e la varianza dello stimatore diventano, conseguentemente:










Minimizzare l'MSE corrispondente alle espressioni asintotiche appena ripor-
tate, signica minimizzare, secondo la decomposizone distorsione varianza, la
somma del quadrato della distorsione, più la varianza di m̂(v)(x).
24 CAPITOLO 2. GLI STIMATORI LP PER DATI DIPENDENTI
La nestra ottimale per stimare la v−esima derivata, supponendo che p−v











in cui, come precedentemente accennato, m(p+1), f e σ2ε risultano non note,
dunque, occorre per esse una stima, mentre è possibile calcolare Vv e Bv, a
seconda del grado p e del kernel utilizzato.
La dipendenza dei tali valori dalla scelta del kernel e del grado del polinomio
non viene indicata nella simbologia per pura semplicità notazionale.
Come già specicato, oltre all'h puntuale è possibile ottenere un valore glo-
bale per il parametro di bandwidth scegliendo di minimizzare invece dell' MSE,
il suo valore integrato, ovvero il MISE.
Questo, per la decomposizione distorsione-varianza, conduce alla mini-
mizzazione della somma della varianza integrata Ivar[m̂(v)] ed il quadrato della
distorsione integrata, Ibias2[(m̂(v))].
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h ottimale locale e globale per modelli di tipo eteroschedastici
Esaminiamo ora il caso in cui il modello in esame sia espresso da:
Yt = s(Yt−1)εt. (2.46)
E' questo il caso di un modello caratterizzato dalla presenza di eterosche-
dasticità e l'attenzione è rivolta alla stima del momento secondo condizionato.
Deniti:




t |Yt−1 = x),
con
m4ε = E{(ε2i − 1)2} <∞,
otterremo, secondo il teorema 5 di Masry e Fan (1997), la seguente distribu-




































Procedendo per minimizzazione della somma della varianza di m̂
(v)
2 (x) ed
il quadrato della distorsione di m̂
(v)
2 (x), secondo la decomposizione distorsione










Anche in questo caso è possibile procedere per integrazione per ottenere una
misura dell' MSE globale ed un conseguente h, ugualmente valido per l'intero
spazio χ del processo stocastico {Yt}.
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Denito poi R2 =
∫
χ













2.3.2 Il caso del kernel di Epanechnikov
I valori di Bv e Vv per le espressioni riportate in questa sede possono essere
calcolati deterministicamente.
In via del tutto esemplicativa, nell'ipotesi di impiego del kernel di Epanech-
nikov:
K(u) = 0.75(1− u2)I{|u| ≤ 1}. (2.54)
con v = 0 e p = 1, avremo dei valori per Bv pari a1/5 mentre Vv risulterà
pari a 3/5.
Capitolo 3
Empirical Likelihood nel caso
di dati dipendenti
3.1 Introduzione
Il presente capitolo ha il compito non soltanto di esibire i principali risultati
che caratterizzano la funzione di verosimiglianza empirica, con particolare at-
tenzione al caso di dati dipendenti, ma anche di proporre un'evoluzione, dalla
presentazione della verosimiglianza empirica alla messa a punto di stimatori che
comportano l'impiego della verosimiglianza empirica, congiunta agli stimato-
ri polinomi locali, appena trattati nel capitolo precedente. I primi paragra
introduttivi illustrano la verosimiglianza empirica cercando di metterne in lu-
ce principalmente le peculiarità e le caratteristiche, nonché la sua importanza
nel caso non parametrico, proponendo un parallelismo con importanti proprietà
che la verosimiglianza empirica riesce a conservare rispetto al caso parametrico.
Viene accuratamente analizzato anche il contesto di applicazione di queste tec-
niche ai dati no a giungere a valutazioni che verrano poi ampliate nel capitolo
successivo, tramite risultati originali, rispetto alla letteratura.
3.2 La verosimiglianza empirica: come nasce e
principali caratteristiche
La verosimiglianza empirica viene introdotta da Owen (1988,1990), con due
lavori nei quali questa tecnica viene impiegata per costruire intervalli di con-
denza. La più importante intuizione di Owen è stata quella di mostrare la facile
adattabilità della metodologia a tutta una serie di problematiche, anche diverse
da quelle speciche per cui la verosimiglianza empirica nasceva.
Owen (1990) presenta la verosimiglianza empirirca come un'alternativa ai
metodi bootstrap di tipo likelihood, come quello proposto da Hall (1987).
I vantaggi derivanti dall'utilizzo della nuova metodologia si sostanziano nel
non dover imporre una forma predeterminata all'intervallo di condenza, in
quanto la forma rietterà in maniera naturale i dati impiegati, donando più
peso alle informazioni dov'è maggiore la densità del parametro da stimare.
27
28 CAPITOLO 3. EMPIRICAL LIKELIHOOD PER DATI DIPENDENTI
Inoltre, per l'empirical likelihood è possibile applicare la correzione di Bar-
tlett, non necessita di parametri di scala o di asimmetria, nè tantomento di una
statistica pivotale. Le regioni rispettano le trasformazioni e preservano il ran-
ge dei dati. A dierenza degli intervalli di condenza costruiti con le tecniche
bootstrap, la verosimiglianza empirica non necessita di simulazioni Monte Car-
lo per la costruzione delle regioni di condenza, ma soltanto della risoluzione,
tramite metodi matematici, di un problema di ottimizzazione vincolata. Questo
chiaramente comporta che per problematiche più complesse il bootstrap diventa
più facilmente applicabile mentre l'applicazione della verosimiglianza empirica
viene ostacolata da un'imponente complessità computazionale.
Owen parte dalla denizione di funzione di distribuzione empirica quale sti-
ma di massima verosimiglianza della distribuzione dalla quale il campione è
estratto, per poi analizzare come la funzione di verosimiglianza per le distribu-
zioni venga utilizzata per la costruzione del rapporto di massima verosimiglian-
za. Owen (1988) deriva una estensione al caso non parametrico del teorema di
Wilks (1938) noto per i rapporti di verosimiglianza di tipo parametrico.
Partendo da osservazioni indipendenti X1, . . . , Xn tratte da una funzione di
distribuzione F0, la funzione di distribuzione empirica Fn è spesso conside-





{F (Xi)− F (Xi−)}
rispetto a tutte le possibili funzioni di distribuzione F . Il rapporto di
verosimiglianza empirica viene denito, quindi, come:
R(F ) = L(F )/L(Fn).
Supponiamo che l'interesse sia su T (F0), con T (·) funzionale statistico. La
stima non parametrica di massima verosimiglianza di T (F0) é data da T (Fn).
Owen (1988) dimostra che intervalli del tipo
{T (F )|R(F ) ≥ c} (3.1)
possono essere utilizzati come intervalli di condenza per T (F0).
Gli statistici utilizzano il rapporto di verosimiglianza nel caso parametri-
co per costruire intervalli di condenza e valutare test. In alcuni casi però la
presenza di parametri di disturbo rende dicile l'utilizzo di tale rapporto. L'e-
stensione del teorema di Wilks al caso non parametrico consente la convergenza
asintotica di −2logR0 ad una χ2q con R0 risultato della massimizzazione del
rapporto di massima verosimiglianza e p numero di restrizioni imposte.
Non sempre comunque intervalli della forma (3.15) funzionano. Ad esempio,
questi falliscono miseramente nel caso in cui F0 è assolutamente continua e T (F )
è rappresentato dai punti in cui la funzione F salta.
Una restrizione naturale è data dal considerare le distribuzioni con un sup-
porto limitato tra [−M,M ] per un valore di M positivo. Quindi è possibi-
le restringere il campo alle distribuzioni che hanno un supporto compreso nel
campione, dunque, alle distribuzioni per cui vale F  Fn. In questo modo
il vantaggio per gli statistici si sostanzia nel non dover stabilire un valore M ,
inoltre il problema si riduce al caso di dimensione nita.
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Sotto le ipotesi di funzione di distribuzione non degenere F0, per X1, . . . , Xn,
variabili casuali indipendenti, con
∫
|x|3dF0 <∞ e c>1 deniti
Fc,n = {F |R(F ) ≥ c, F  Fn},
XU,n = sup
∫
xdF , XL,n = inf
∫
xdF,
per ogni F ∈ Fc,n, per n→∞, vale:
P{XL,n ≤ E(X) ≤ XU,n} → P (χ2(1) ≤ −2logc).
Il lavoro , qualche anno dopo, dello stesso Owen (1990), rappresenta una
generalizzazione al caso multivariato di questo stesso risultato, considerando
stimatori più complessi.
Partendo da X,X1, X2, . . . vettori di variabili casuali indipendenti ed iden-
ticamente distribuite in Rp, con E(X) = µ0 e var(X) =
∑
di rango q > 0,
r < 1 positivo, si denisce Cr,n = {
∫
XdF |F  Fn, R(F ) ≥ r}, dove Cr,n è un
insieme convesso e vale:
limn→∞P (µ0 ∈ Cr,n) = P (χ2q ≤ −2logr). (3.2)
Inoltre, se E(||X||4) <∞:
|P (µ ∈ Cr,n)− P (χ2q ≤ −2logr)| = O(n−1/2), (3.3)
con || · || indichiamo la distanza euclidea.
La verosimiglianza empirica può essere utilizzata in tutti i casi in cui il nostro
parametro può essere espresso come funzione smooth di momenti dei dati. Si
suppone, cioè, che il parametro di interesse sia θ = g{E(X)}, con E(X) vettore
della media della popolazione, da cui viene estratto il campione s - variato
X1, X2, ..., Xn e g : Rs → Rr è la funzione smooth.
Avere un parametro espresso in funzione delle medie dei dati ci consente,
come abbiamo già visto nel caso dei polinomi locali, di poter indagare non
soltanto sui momenti della popolazione ma anche su quantità suscettibili di
essere espresse come funzione dei momenti stessi. Questo avviene nel caso della
varianza, dov'è possibile operare semplicemente tramite dierenza di momenti.
Supponiamo di avere, cioé, il set di dati in forma scalare, Y1, Y2, ...Yn, possiamo
riaccorparli come Xi = (Yi, Y
2
i )
′ in modo tale che la X abbia parametri r=1,
s=2, e ottenere:
θ = g{E(X)} = E(X(2))− [E(X(1))]2 = E(Y 2)− [E(Y )]2; (3.4)
dove X(i) rappresenta l' i -esimo componente del vettore bivariato X.
In questo caso, chiaramente, abbiamo operato la trasformazione g : R2 → R1
dove g(u, v) = u− v2.
La versatilità della verosimiglianza empirica fa sì che essa si presti facilmente
ad essere impiegata anche in altri contesti, come per il calcolo dei quantili della
distribuzione, per le statistiche U e i relativi quantili.
30 CAPITOLO 3. EMPIRICAL LIKELIHOOD PER DATI DIPENDENTI
3.2.1 La verosimiglianza empirica in letteratura
E' lo stesso Owen (1990) ad evidenziare come il fatto che Fn fosse considerato lo
stimatore di massima verosimiglianza di F0 era già noto come dimostra il lavoro
di Kiefer e Wolfowitz (1956).
Gli autori avevano eettuato uno studio di consistenza dello stimatore in
presenza di varie impostazioni di eetti casuali. Kaplan e Meier (1958), invece,
forniscono una derivazione dello stimatore limite del prodotto della funzione di
sopravvivenza come uno stimatore di massima verosimiglianza non parametrico
e Johansen (1978) mostra che lo stimatore limite del prodotto è uno stimatore
di massimaverosimiglianza secondo la logica di Kiefer e Wolfowitz.
Successivamente Bailey (1984) dimostra che, in assenza di tempo di falli-
mento delle code e di covariate dipendenti dal tempo, la massimaverosimiglian-
za applicata a modello di Cox restituisce la comune stima della derivata di
verosimiglianza per il parametro di regressione β. Vardi (1985) ha, poi, uti-
lizzato la massima verosimiglianza non parametrica per stimare le funzioni di
distribuzione in presenza di selezione della distorsione.
Il primo caso di utilizzo del rapporto di verosimiglianza empirica per la
costruzione di intervalli di condenza, invece, è da attribuire a Thomas e Grun-
kemeier (1975). Gli autori esibivano un'applicazione al caso delle probabilità
di sopravvivenza stimate tramite la curva di Kaplan e Meier e dimostravano
empiricamente che gli intervalli basati sulla verosimiglianza empirica, per le
probabilità di sopravvivenza, basati sulla distribuzione χ2(1) godono di un errore
di copertura dell'intervallo corretto.
A dierenza degli intervalli basati sulla formula di Greenwood, gli inter-
valli di Thomas e Grunkemeier godono della possibilità di essere asimmetrici
e non includono mai valori all'esterno dell'intervallo [0, 1], caratteristica parti-
colarmente allettante per le probabilità di sopravvivenza denite nello stesso
intervallo. Successivamente, anche Cox e Oakes (1984) ottengono risultati per
lo stesso intervallo, in via del tutto indipendente dal lavoro appena citato.
Una versione univariata della (3.2) e (3.3) compare per la prima volta in
un lavoro di Owen (1985), oltre che, qualche anno dopo, nel lavoro di Owen
(1988), di cui abbiamo già riportato i risultati. DiCiccio, Hall e Romano (1991)
hanno poi dimostrato che l'errore nella (3.3) è da considerare di ordine O(n−1)
se vengono eettuate le ipotesi che consentono l'espansione di Edgeworth e che
la correzione di Bartlett riduce invece l'errore a O = (n2). Permane, tutta-
via, l'ordine di convergenza pari a O = (n1/2) per i casi di problemi di tipo
unilaterale.
Interessanti sono, inne, i risultati che riguardano la verosimiglianza multi-
nomiale. Hoeding (1965) dimostra che, per le distribuzioni multinomiali, i testi
basati sul rapporto di verosimiglianza sono asintoticamente ottimali secondo la
logica di Bahadur.
Tusnady (1977) estende i risultati di Hoeding considerando, una sequen-
za di famiglie multinomiali, usando partizioni nite dello spazio campionario e
dimostrando, anche in questo caso, che i test basati su queste famiglie di di-
stribuzioni sono asintoticamente ottimali secondo la logica di Bahadur, sotto
condizioni di regolarità imposte alla sequenza di partizioni.
Occorre indicare, però, che Tusnady omette di precisare come scegliere il set
ottimale di partizioni da eettuare.
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Berk e Jones (1979) impiegano la verosimiglianza discreta per testare se è
possibile decretare che un campione derivi dalla distribuzione uniforme. La loro
legge asintotica non corrisponde ad una χ2, ma è legata invece alla teoria del
valore estremo.
E' degno di nota il fatto che sia Tusnady (1977) che Berk e Jones (1979)
hanno tratto i loro risultati avvalendosi della distanza di Kullback-Leibler tra
la misura empirica e l'insieme di misure ipotizzate. I lavori che vengono qui
presentati rappresentano un excursus logico di anticipazione e preparazione al
risultato che verrà stilato nei paragra successivi per quest'elaborato.
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3.3 Come si denisce la Verosimiglianza Empiri-
ca
Supponiamo di avere un campione X1, X2, ..., Xn , estratto da una popolazione
e p = (p1, p2, ..., pn) sia un vettore per cui vale che ogni componente pi ≥
0 e Σipi = 1 . Chiamiamo θ(p) il valore assunto dal parametro, quando la
popolazione è discreta, con pesi pi per le rispettive Xi, con 1 ≤ i ≤ n.









dunque, come già accennato, la verosimiglianza empirica può essere consi-
derata la verosimiglianza data da una distribuzione multinomiale, il cui numero
di parametri è pari alla numerosità campionaria meno uno.
La caratteristica più interessante di questo stimatore è che riesce a conservare
buona parte delle proprietà di cui gode la verosimiglianza nel caso parametrico.
Sotto il vincolo che
∑
pi = 1, il prodotto
∏n
i=1 pi è massimizzato ponendo
pi = n
−1 per 1 ≤ i ≤ n, tramite l'utilizzo dei moltiplicatori di Lagrange. Per
un tale valore di p, θ(p) = θ̂ e lo stimatore è detto stimatore bootstrap. Lo
stimatore di massima verosimiglianza empirica, dunque, non è altro che un
caso particolare di stimatore bootstrap (Hall, La Scala, 1990).
Quando, ad esempio, θ rappresenta la media della popolazione, θ = n−1
∑
Xi,










Questa prima denizione della verosimiglianza empirica ci tornerà utile nel
mostrare come proprietà valide per il caso parametrico vengano conservate, in
buona parte, nel momento in cui andremo a trattare il caso non parametrico di
questo stesso stimatore.
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3.3.1 Il teorema di Wilks nel caso non parametrico
Una delle più importanti proprietà che la verosimiglianza empirica assorbe dal
caso parametrico è l'estensione del teorema di Wilks.
Per capire meglio lo spessore di una simile estensione presentiamo il risultato
mediante un parallelismo con il caso parametrico. Se indichiamo con L(θ) la clas-
sica verosimiglianza campionaria e θ̂ lo stimatore di massima verosimiglianza, il
rapporto di logverosimiglianza sarà dato da:
l(θ) = −2log{L(θ)/L(θ̂)}. (3.7)
Supponiamo ora che θ0 sia il vero valore del parametro da stimare, θ, che
non ci siano parametri di disturbo e che t sia il rango della matrice di varianza
asintotica di n1/2θ̂.
Il teorema di Wilks aerma che, sotto appropriate condizioni di regolarità,
l(θ0) segue la distribuzione asintotica χ
2
q.
Conoscere la distribuzione asintotica di l(θ0), diventa il primo passo per
costruire intervalli di condenza, basati sulla verosimiglianza parametrica.
Si può, a questo punto, procedere tramite le tavole della variabile χ2q, per
calcolare la:
P (χ2q ≤ c) = 1− α, (3.8)
dove 1− α rappresenta il livello di copertura desiderato per l'intervallo.
Quindi, si stabilisce l'intervallo, secondo la regola:
Rc = {θ : l(θ) ≤ c} (3.9)
e la copertura asintotica di Rc pari a 1− α, sarà garantita da:
P (θ0 ∈ Rc) = P{l(θ0) ≤ c} → 1− α (3.10)
per n→∞, vedi Wilks (1938) e Cherno (1954).
L'estensione al caso non parametrico avviene denendo dapprima il rapporto
di verosimiglinza, l e c, rispettivamente secondo la (3.13), (3.7) e la (3.8), in
seguito costruendo la regione di condenza, grazie alla (3.9). A questo punto
è garantita la validità della (3.10), per mezzo della versione del teorema di
Wilks valido per la verosimiglianza empirica. E' possibile infatti generalizzare
il risultato di Owen (1990), stabilendo la validità del teorema di Wilks per
la verosimiglianza empirica, se θ è rappresentato da una funzione della media
della popolazione. Lo stimatore bootstrap in questo caso corrisponderà alla
stessa funzione applicata alla media campionaria. Più chiaramente, se θ =
g(µ), lo stimatore sarà dato da θ̂ = g(X̄), dove abbiamo indicato con X̄ la
media campionaria, denita da n−1
∑
Xi. Supponiamo che θ sia un vettore di
lunghezza r, mentre Xi e µ = (µ
(1), . . . , µ(s))′ siano di lunghezza pari ad s.
Indichiamo con µ0 = E(X) il vero valore della media della popolazione e
θ0 = g(µ0) il vero valore di θ. Se g = (g
(1), . . . , g(r))′ ha derivata continua in un
intorno di µ0, allora la matrice della varianza asintotica di n
1/2θ̂ diventa pari a
V = v0
∑
v′0, dove v0 = (v
(ij)
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e la matrice della varianza della popolazione sarà
∑
= E{(X−µ0)(X−µ0)′}.
Se X ha varianza nita e g derivata continua in un intorno di µ0, posto
t ≤ min(r, s) il rango di V ed l la logverosimiglianza empirica, l(θ0) avrà una
distribuzione asintotica χ2q.
3.3.2 La verosimiglianza empirica per la media della po-
polazione
Il caso in cui θ è pari a µ, ossia la media della popolazione, è di particolare
interesse sotto vari aspetti. Come già riportato, prima di tutto la verosimiglianza
empirica in questo caso assume una formulazione semplice, inoltre le regioni di
verosimiglianza per la media, sia nel caso univariato che multivariato, sono
sempre convesse, inne, moltissime statistiche oggetto di interesse sono funzioni
della media.
Tramite i moltiplicatori di Lagrange è possibile dimostrare che i valori delle
pi che massimizzano
∏
pi sotto il vincolo di
∑
piXi = µ e
∑
pi = 1 sono date
da:
pi(µ) = n
−1{1 + λ′(Xi − µ)}−1 (3.11)




{1 + λ′(Xi − µ)}−1(X − µ) = 0. (3.12)







log{1 + λ′(Xi − µ)}. (3.13)
Per comprendere come è possibile garantire che gli intervalli di verosimi-
glianza empirica per la media siano convessi, basti notare che le verosimiglianze
multinomiali sono funzioni di distribuzioni concave.








per qualche C > 0, allora:
n∏
i=1
{βpi + (1− β)qi} ≥ C,
per ogni 0 ≤ β ≤ 1. Consideriamo, c > 0, l'indice della regione di massima
verosimiglianza di Rc denita nella (3.9) e ssiamo C = n−ne−c/2.
La regione Rc diventa:
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Se µ, v ∈ Rc , allora devono esistere le distribuzione di probabilità per p e
q, tali che :∑
piXi = µ ,
∑
qiXi = v ,
∏
pi ≥ C ,
∏
qi ≥ C .
Per la concavità delle verosimiglianze multinomiali, la distribuzione r = βp+
(1−β)q soddisfa
∏
ri ≥ C e la
∑
riXi = βµ+(1−β)v, dunque, βµ+(1−β)v ∈
Rc . Poiché µ, v ∈ Rc questo implica che, a sua volta, βµ+ (1− β)v ∈ Rc per
ogni 0 ≤ β ≤ 1, dunque Rc è convesso.
Questo risultato non si estende agli intervalli per le funzioni smooth del-
la media, ma implica comunque che questi intervalli siano connessi senza la
presenza di punti vuoti.
Se, infatti, i parametri θ e ω siano legati da θ = g(ω), tramite una qualche
funzione g, allora i rispettivi intervalli Rc,θ ed Rc,ω saranno legati da:
Rc,θ = {g(ω) : ω ∈ Rc,ω}. (3.15)
Dunque se θ è una funzione continua della media della popolazione, allora
il suo intervallo di verosimiglianza empirica è dato dall'applicazione di quella
stessa funzione su un convesso.
Supponiamo che ω rappresenti una media s-variata. Se s ≥ 2, per una nume-
rosità campionaria pari ad n ed un dato c > 0, possiamo scegliere una funzione
continua, nondegenerativa g : Rs → Rs tale che, con probabilità positiva, Rc,θ,
denito come nella (3.15), non sia convesso.
Questo risultato non è valido per s = 1 ed inoltre in tal caso la funzione
l(µ) denita come nella (3.13) è convessa, com'è possibile provare a partire dal-
la (3.12) e vericando che la l′′(µ) > 0. Quindi, così come riportato in Hall, La
Scala (1990) nel teorema 2.2, quale estensione degli enunciati presenti in Owen
(1990), è possibile concludere che un intervallo di condenza di verosimiglian-
za empirica costruito per la media della popolazione è sempre convesso ed un
intervallo di condenza di verosimiglianza empirica costruito per una funzione
continua della media della popolazione è sempre collegato e senza punti vuoti.
Inoltre, tranne nel caso in cui la funzione sia scalare, l'intervallo può essere non
convesso con probabilità positiva.
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3.3.3 Proprietà del secondo ordine
Tutte le caratteristiche esposte nora, in principal modo la convergenza in distri-
buzione del rapporto di verosimiglianza empirica, sono proprietà dette del primo
ordine. Andremo ora a presentare quelle del secondo ordine, come ad esempio
l'ordine di convergenza della distribuzione asintotica. E' possibile vericare co-
me questo risultato può essere migliorato applicando un'ulteriore proprietà della
verosimiglianza parametrica, ossia la correzione di Bartlett.
L'accuratezza della copertura dell'intervallo
La formula (3.10) precedentemente illustrata ci indica che gli intervalli di con-
denza basati sulla verosimiglianza empirica sono asintoticamente dell'ordine
corretto. questo signica che, se scegliamo c secondo la (3.8) e se Rc viene
stabilito secondo la (3.9), allora:
P (θ0 ∈ Rc)→ 1− α,
per n→∞. L'errore di copertura eettivo, dato da :
P (θ0 ∈ Rc)− (1− α)
è trascurabile, essendo di ordine pari ad n−1, piuttosto che n−1/2.
DiCiccio, Hall e Romano (1988), ed in seguito DiCiccio e Romano (1989),
riescono infatti a scomporre la P (θ0 ∈ Rc) e dimostrare, tramite l'espansione di
Edgeworth che:
P (θ0 ∈ Rc) = 1− α+O(n−1).
La correzione di Bartlett
Altra importante operazione che è possibile operare per la verosimiglianza em-
pirica è il famoso risultato noto sotto il nome di correzione di Bartlett. La causa
dell'inaccuratezza appena esaminata per gli intervalli di condenza costruiti con
la verosimiglianza empirica risiede proprio nell'approssimazione con la χ2. L'er-
rore di approssimazione è di ordine n−1. La correzione di Bartlett consente di
apportare miglioramenti a questo risultato, consentendo di ridurre l'ordine da
n−1 a n−2, si parla perciò di intervalli del secondo ordine corretti.
La logica che opera all'interno della correzione di Bartlett è davvero semplice.
Una parte dell'errore di approssimazione della χ2q con la distribuzione di l(θ0)
è spiegato tramite dall'evidenza che le medie delle due distribuzioni non sono
coincidenti, ovvero E{l(θ0)} 6= q. La correzione di Bartlett prevede di riscalare
l(θ0), cosicché possa conseguire la media corretta. L'approssimazione con la χ
2
q
viene applicata cioè non più a l(θ0), bensì a ql(θ0)/E{l(θ0)}, in questo modo,
con a costante:
E{l(θ0)} = q{1 + n−1a+O(n−2)},
quando, invece, consideriamo il caso in cui a viene stimata, poiché â =
a+Op(n
−1/2), allora sarà 1 + n−1â = 1 + n−1a+Op(n
−3/2).
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3.4 Polinomi locali e verosimiglianza empirica
Le proprietà appena esaminate per la verosimiglianza empirica valgono, eviden-
temente, in via asintotica. Questo signica che per n nito si pone un problema
di approssimazione che ci si appresta a risolvere amalgamando le proprietà degli
stimatori polinomi locali, trattati in precedenza, alla verosiglianza empirica.
Gli autori Chen e Qin (2000) propongono un approccio integrato di queste
due tecniche per dati i.i.d. attraverso lo stimatore lineare, caso particolare dei
polinomi locali per p = 1. Il risultato è un miglioramento dell'errore di copertu-
ra dell'intervallo di verosimiglianza empirica poiché, introducendo lo stimatore
lineare dei polinomi locali, si migliorano le performance della verosimiglian-
za empirica rispetto al caso in cui l'intervallo venga calcolato sulla base dell'
approssimazione asintotica alla normale dello stesso stimatore lineare.
L'intervallo ottenuto in quest'ultimo caso, infatti, presenta un errore più
elevato per i punti esterni, rispetto ai punti interni dell'intervallo, evidenza
alquano sorprendente, vista la naturale capacità degli stimatori polinomi locali
di adattamento ai bordi. In un report tecnico degli stessi autori viene chiarito
che tale circostanza si spiega con un incremento del termine di secondo ordine
della varianza dello stimatore m̂l(x) rispetto ai bordi dell'intervallo.
Il miglioramento ottenuto è spiegabile con la varianza dello stimatore che
la verosimiglianza empirica implicitamente adotta per lo stimatore lineare dei
polinomi locali. Sfruttando, infatti, la caratteristica, propria dello stimatore
della verosimiglianza empirica, di studentizzazione automatica, si ottiene una
selezione della varianza dello stimatore m̂l(x) implicita, che ne garantisce lo
stesso ordine di errore lungo ogni punto dell'intervallo, interno o bordo che sia.
Partendo da n coppie di osservazioni indipendenti {Yi, Xi}ni=1, con Yi varia-
bili di risposta associate ai punti Xi ∈ [0,∞) secondo la legge Yi = m(Xi) + εi,
m funzione di regressione non nota con supporto [0,∞) e εi errori indipenden-
ti a media nulla e varianza nita, secondo le ipotesi già descritte nel capitolo
precedente, denita f la funzione di densità delle Xi e
V (x) = E[{Y −m(x)}2|X = x]
la varianza condizionata di Y , dato X = x e denito K il kernel con h
parametro di smoothing si impongono le seguenti condizioni:
• K è una funzione di densità simmetrica e limitata, denita sul compatto
[−1, 1]
• per n → ∞, h → 0 ed nh → ∞ esiste un numero reale s ≥ 4 tale che
E|Y |s <∞, nh2s → 0 e ns−2hs →∞
• f,m e V hanno derivate nite no al secodno ordine in un intorno di x,
con f(x) > 0 e V (x) > 0 .























per l = 0, 1, 2 e, al solito, Kh(·) = K(·/h).
Vengono scelti p1, . . . , pn numeri non negativi a somma 1 , per qualunque
x ∈ [0,∞), in questo caso la verosimiglianza empirica di E{m̂l(x)}, valutata in






Se applichiamo il metodo dei moltiplicatori di Lagrange per ottenere le pi
ottimali, il rapporto della logverosimiglianza empirica diventa:
l(θ) = −2log{L(θ)nn} = 2
∑
log{1 + λ(θ)Wi(Yi − θ)}, (3.19)
con λ(θ) che soddisfa
n∑
i=1
Wi(Yi − θ){1 + λ(θ)Wi(Yi − θ)}−1 = 0. (3.20)
Teorema 1(Chen e Qin, 2000) Sotto la validità delle tre ipotesi esplicitate
in precedenza, se nh5 → 0 e m′′(x) 6= 0, l{m(x)} si distribuisce come una χ21.
Otteniamo così una verosimiglianza empirica che, a tutti gli eetti, risulta
essere quella di E{m̂l(x)} = m(x) + distorsione, piuttosto che semplicemente
m(x).
Per ovviare a questo problema ed ottenere una verosimiglianza empirica
riferita esclusivamente ad m(x) abbiamo due opzioni note in letteratura.
La prima consiste, così come esibito da Hall (1991), in una correzione espli-
cita, dopo aver determinato per via diretta l'entità della distorsione stessa. La
seconda alternatica invece pratica una riduzione della distorsione, tramite la
sottostima del grado di smoothing eettuato, come evidenziato da Hall (1992)
e Neumann (1995).
Hall (1992) dimostra che la soluzione migliore in termini di accuratezza di
copertura dell'intervallo è ottenuta in questa seconda ipotesi, tramite i cosiddetti
methodi di undersmoothing.
Con l'aggiunta di una sola condizione utile ad eettuare l'undersmoothing
è possibile estendere il teorema di Wilks, così come dimostrato da Chen e Qin
(2000).
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3.5 I principali sviluppi della verosimiglianza em-
pirica nell'ambito delle serie storiche
Una evoluzione, rispetto al lavoro di Chen e Qin (2000), sull'applicazione dei
polinomi locali alla verosimiglianza empirica è rappresentata dai risultati otte-
nuti qualche anno dopo da Chen, Härdle e Li (2003). Gli autori trattano il caso
in cui questi stimatori vengono applicati ai processi di α-mixing.
Le ipotesi adottate prevedono di partire da una serie storica strettamente
stazionaria {Yi, Xi}ni=1, con Yi ∈ R ed Xi ∈ Rd, considerare m(x) = E(Y |X =
x) la media condizionale del processo, f la funzione di densità di X e σ2(x) =
var(Y |X = x) la varianza condionata del processo Y , posto X = x ∈ S e
supporre che {mθ|θ ∈ Θ} sia un modello parametrico per la media m e che θ̂
sia uno stimatore di θ in tale modello parametrico.
In realtà, il problema di testare la funzione di regressione parametrica contro
un'alternativa di tipo non parametrico era stato già oggetto di indagine nel caso
di dati indipendenti ed identicamente distribuiti.
Härdle e Mammen (1993) dapprima avevano proposto una statistica test
basata su una distanza L2 tra uno stimatore kernel non parametrico della media
condizionata e la funzione parametrica ipotizzata.
La stessa tecnica di confronto tra la stima non parametrica e quella parame-
trica era stata utilizzata da Eubank e Spiegelman (1990) e Hart (1997), mentre
Kreiss et al. (1998) avevano esteso il test di Härdle e Mammen al contesto di
dati dipendenti, tramite l'implementazione del wild bootstrap.
Hjellvik et al. (1998) avevano poi testato la linearità per mezzo degli stima-
tori polinomi locali e Koul e Stute (1999) avevano proposto un test per le serie
storiche basato sul processo empirico costruito a partire dai residui della stima
parametrica sotto l'ipotesi nulla H0.
Recentemente Horowitz e Sporokoiny (2001) hanno proposto un test per i
dati indipendenti che si avvaleva del test di Härdle e Mammen, utilizzando-
lo simultaneamente per un insieme di valori di bandwidth. Il test risultava
consistente per H1 con cn = O(n
1/2√[log{log(n)}]).
Kitamura (1997) ha arontato, invece, il problema avvalendosi della vero-
simiglianza empirica a blocchi, per parametri attinenti a processi debolmente
dipendenti. Monti (1997) aveva costruito intervalli di condenza per un para-
metro di una serie storica stazionaria tramite il metodo di stima di Whittle. Per
dati indipendenti, la verosimiglianza empirica è stata utilizzata inne da Tripat-
chi e Kitamura (2000) per testare le restrizioni sui momenti condizionati e da Fan
e Zhang (2000) per funzioni non parametriche basate su una approssimazione
di tipo locale.
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3.5.1 La verosimiglianza empirica e i polinomi locali nel
caso α - mixing
Chen, Härdle e Li (2003) considerano il processo stocastico {(Xi, Yi)}ni=1, stret-
tamente stazionario con Yi ∈ R e Xi ∈ Rd . Sia m(x) = E(Y |X = x) la media
condizionata, f la funzione di densità di X e σ2(x) = var(Y |X = x) la varianza
condizionata di Y posto X = x ∈ S.
Gli stessi autori, inoltre, testano l'ipotesi nulla, H0 : m(x) = mθ(x) per ogni
x ∈ S, contro una serie di alternative non parametriche descritte dall'ipotesi
H1 : m(x) = mθ(x) + cn∆n(x), dove cn rappresenta una sequenza di valori non
casuali tendenti a 0 per n → ∞ e ∆n(x) sequenza di funzioni limitate. Dap-
prima gli autori introducono lo stimatore kernel non parametrico per m. Dato
S = {x ∈ Rd|f(x) ≥ β} per β > 0 insieme compatto, si assume che S = [0, 1]d,
consideriamo Λ il kernel univariato di ordine r, denito sul supporto compatto
[-1,1], tale che: ∫
λ(t)dt = 1,
∫
tlλ(t)dt = 0, se1 ≤ l ≤ r − 1,
∫
trλ(t)dt = kr 6= 0





Detto h il parametro positivo di bandwidth, convenzionalmente Kh(u) =

















Per ovviare al problema di distorsione associato alla stima non parametrica,
la statistica test considerata è basata sulle dierenze tra m̃θ̃ e m̂, piuttosto che
m̂ e mθ̃.
In un punto arbitrario x ∈ S, considerate le pi(x) i pesi associati a (Xi, Yi),








sotto il vincolo di:










){Yi − m̃θ̃} = 0.









dove i λ(x) sono calcolati come le radici di:
n∑
i=1
K{ (x−Xi)h }{Yi − m̃θ̃}
1 + λ(x)K{ (x−Xi)h }{Yi − m̃θ̃}
= 0.
Lo stimatore di massima verosimiglianza empirica, ottenuto per pi(x) =
n−1, corrisponde allo stimatore Nadaraya-Watson di m̂(x). Il rapporto di
logverosimiglianza empirica sarà dato da:
l{m̃θ̃} = −2log[L{m̃θ̃}n
n].
Chen, Härdle e Li (2003), deniscono le seguenti ipotesi:
A1 K è un kernel univariato di ordine r denito su un supporto compatto
in [−1, 1], Lipschitz continuo con d < 4 ed il parametro di smoothing
h = O(n−1/(d+2r))
A2 f,m, σ2 hanno derivate continue no al secondo ordine in S ed entrambe
feσ2 sono limitate inferiormente in S
A3 θ̂ è uno stimatore parametrico di θ all'interno della famiglia del modello
parametrico e supx∈S |mθ̂(x)−mθ(x)| = Op(n
−1/2)
A4 ∆n(x) è limitato uniformente rispetto ad x ed n e cn = n
1/2h−d/4, che
rappresenta l'ordine della dierenza tra le ipotesi H0 e H1
A5 E[exp{a0|Y1 −m(X1)}] <∞ per a0 > 0; E(|Yi|k|Xi) <∞ per k > 1; per
ogni i, E{Yi −m(Xi)|Ωi−1} = 0, dove Ωi−1} rappresenta la σ - algebra
generata da {(Xj+1, Yj)}i−1j=1
A6 la densità condizionata di X dato Y , fX|Y ≤ A1 < ∞, la densità con-
dizionata congiunta di (X1, Xl) dato (Y1, Yl) è limitata per ogni l > 1 e
la densità congiunta di (X1, Y1, Xs, Ys, Xt, Yt) per t > s > 1 è continua e
limitata da una costante che è indipendente da s e t
A7 il processo {(Xi, Yi)} è strettamente stazionario ed α - mixing con α(k) =
aρk per a > 0 e ρ ∈ (0, 1).
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Lemma 1 (Chen, Härdle e Li, 2003) Sotto le ipotesi A1-A7 si ha che:
supx∈S |λ(x)| = op{(nhd)1/2log(n)}. (3.21)





+ Õ{(nhd)1/2log3(n) + h2log2(n)}




il che si traduce con l'implicazione che l{m̃θ̃} è asintoticamente equivalente
ad una distanza L2 studentizzata tra m̃θ̃(x) e m̂(x).
Capitolo 4
Inferenza con la
verosimiglianza empirica e i
polinomi locali nel caso di
dati dipendenti: valutazione
del parametro di bandwidth
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4.1 Introduzione
Il capitolo che segue contiene al suo interno risultati innovativi rispetto a quanto
presente in letteratura, proponendo un'estensione del teorema di Wilks, valida
nel caso univariato e per l'impiego di stimatori di tipo Kernel.
Durante il capitolo precedente sono stati illustrati diversi risultati presenti in
letteratura che interessavano dapprima l'ambito dei dati indipendenti ed iden-
ticamente distribuiti, considerando anche il caso di utilizzo dei polinomi locali,
poi si è trattato il caso α - mixing, dove lo stimatore considerato era di tipo
kernel.
Partendo dall'articolo di Chen, Härdle e Li (2003), considereremo per sem-
plicità il caso in cui x ∈ R1 e stileremo nuovi risultati che dimostrano la con-
vergenza in legge ad una χ2 degli stimatori l[m(x)] e l[s2(x)], per due diverse
formulazioni di modelli.
Il caso in cui ci occupiamo dello stimatore l[m(x)] concerne il modello che nel
seguito verrà indicato nella (4.1), di tipo omoschedastico, mentre, al contrario,
l[s2(x)] viene studiato a partire dal modello (4.2), di tipo eteroschedastico.
Sarebbe stato possibile stimare in maniera congiunta la media e la varianza
condizionata del processo, avvalendoci di un unico modello con una formulazione
più complessa, ma essendo lo scopo del nostro operato valutare la sensibilità
all'h, rispetto alle ipotesi ed i modelli, si è preferito occuparci separatamente
dei due valori da stimare, in modo da isolare l'impatto, nell'uno e nell'altro caso,
che il parametro di bandwidth esercita per la stima.
L'ambito di applicazione del nostro lavoro, così come anticipato nei capitoli
precedenti, è quello delle serie storiche ed in particolar modo ci poniamo nel
caso di processi per cui valgano le ipotesi di α-mixing.
L'impiego della verosimiglianza empirica viene combinato all'utilizzo dei po-
linomi locali per la strutturazione di due tipologie di test, eettuate sui due
stimatori, l[m(x)] e l[s2(x)], rispettivamente utilizzati in corrispondenza della
media condizionata per il modello omoschedastico e della varianza condizionata
per il modello eteroschedastico.
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4.2 L'impostazione dei test d'ipotesi
Detto θ il valore obiettivo possiamo considerare un primo test dato da:
H0 : m(x) = θm
contro l'ipoteso alternativa
H1 : m(x) 6= θm,
per il modello Yt = m(Yt−1) + εt. Nel caso, invece, il test venga utilizzato






per il modello di tipo Yt = s(Yt−1)εt.
La stima di m̂(x) e ŝ2(x) viene costruita mediante l'utilizzo dei polinomi loca-
li, mentre sarà impiegata la verosimiglianza empirica per consentire l'inferenza,
a partire dai dati a disposizione.
Il vantaggio ottenuto si sostanza, senza dubbio, nella mancata necessità di
dover determinare esplicitamente la varianza per lo stimatore polinomi locali,
ma avvalendosi al contrario della caratteristica della verosimiglianza empirica
di stabilire implicitamente una varianza per questo tipo di stimatore.
L'intervallo di condenza generato, inoltre, è un intervallo del secondo ordi-
ne corretto, rispetto alla possibilità di fare inferenza esclusivamente in termini
asintotici.
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4.3 La logica di valutazione dell'h per le dierenti
casistiche
Andare a valutare l'impatto di h per le diverse ipotesi signicherà nel nostro
caso considerare, per le diverse casistiche, come si comporta il test formulato e
come varia la potenza del test al variare del valore di h considerato.
In tutti i casi deniti, andremo a vericare come varia la probabilità di non
riutare l'ipotesi nulla sia nel caso in cui H0 sia da considerarsi vera, che nel caso
inverso. In questo modo sarà facile identicare non soltanto l'attendibilità della
copertura dell'intervallo di condenza, confrontando il valore ottenuto con quello
nominale prescelto, mediante la verica del numero dei casi in cui l'ipotesi nulla
vera viene eettivamente accettata, ma sarà anche possibile valutare l'eettivo
tasso di riuto, nel caso di ipotesi nulla non vera. Questo ci consentirà di avere
anche una stima empirica per la potenza del test costruito.
Il vero problema che sarà interessante considerare è dato dalla verica di cosa
avviene nel caso di undersmoothing e se le evidenze empiriche ci confermano i
risultati teorici in precedenza riportati.
L'ordine di convergenza dell'h ottimale, stabilito tramite la minimizzazione
dell'MSE, infatti, così com'è stato sottolineato in precedenza, non può essere
impiegato nel caso si costruisca uno stimatore dato dalla combinazione della
verosimiglianza empirica con i polinomi locali.
Come riportato da Chen e Van Keilegom (2009), nel caso di stime Kernel
m̂(x) non risulta uno stimatore corretto di m(x), ma piuttosto:
E{m̂(x)} = m(x) + bias(x) + o(h2),
dove il termine bias(x), che rappresenta la distorsione per lo stimatore, è
dato da
1/2h2{m′′(x) + 2m′(x)f ′(x)/f(x)},
con f che sta ad indicare la densità delle Xi. Quindi la verosimiglianza
empirica risulterebbe valutata presso un θ che non corrisponde ad m(x), ma
m(x) + bias(x).
Così come riportato in precedenza, Hall (1991) propone due tipologie di
opzioni per ovviare a questa problematica, la prima consiste nel determinare
l'esatta incidenza della bias(x) e sottrarre quest'ammontare dalla stima kernel
prodotta. La seconda prevede, invece, l'adozione di una tecnica cosiddetta di
undersmoothing, avvalendosi, cioè, di un kernel con un parametro di bandwidth
dato da h = (n−1/(4+d)), dove d rappresenta la dimensione di X.
E' lo stesso Hall a prediligere la seconda soluzione e la nostra attenzione sarà
proprio posta ai casi in cui il nostro h realizza l'undersmoothing.
L'operato si compone dapprima di uno spazio per i risultati teorici, che ven-
gono di seguito riportati all'interno di questo stesso capitolo. Successivamente,
le evidenze empiriche, frutto di diverse casistiche, vengono analizzate grazie al
metodo delle simulazioni Monte Carlo, raccolte e commentate nel capitolo suc-
cessivo, dove verrà eettuata una analisi anche alla luce dei risultati teorici qui
conseguiti.
4.4. RISULTATI TEORICI PRESENTATI 47
4.4 Risultati teorici presentati
Partendo da un modello omoschedastico, secondo la formulazione:
Yt = m(Yt−1) + εt (4.1)
è possibile proporre, analogamente a quanto dimostrato da Chen, Härdle, Li
(2003), un'estensione del teorema di Wilks per l[m(x)].
Le ipotesi operate sono le seguenti:
A1 K è un kernel univariato di ordine 2 denito su un supporto compatto in
[−1, 1], limitato
A2 f ed m hanno derivate continue no al secondo ordine nel punto x, con
f(x) > 0
A3 E[exp{a0|Y2−m(Y1)}] <∞ per a0 > 0; E(|Yi|k|Yi−1) <∞ per k > 1; per
ogni i, E{Yi −m(Yi−1)|Ωi−1} = 0, dove Ωi−1} rappresenta la σ - algebra
generata da {Yj}i−1j=1
A4 la densità condizionata di Yi−1 dato Yi, fYi−1|Yi ≤ A1 < ∞, la densità
condizionata congiunta di (Y0, Yl−1) dato (Y1, Yl) è limitata per ogni l > 1
e la densità congiunta di (Y0, Y1, Ys−1, Ys, Yt−1, Yt) per t > s > 1 è continua
e limitata da una costante che è indipendente da s e t
A5 il processo {Yi} è strettamente stazionario ed α - mixing con α(k) = aρk
per a > 0 e ρ ∈ (0, 1)
Le funzioni f e m sono denite come in Chen, Härdle, Li (2003).





Proposizione 1. Sotto le ipotesi A1-A5 l[m(x)]
L−→ χ2(1), per n→∞, se nh
5 →
0 e questa condizione è anche necessaria se m′′(x) 6= 0.
Dimostrazione. Usando la dimostrazione del Lemma 1 in Chen, Härdle, Li
(2003) risulta:
|λ̂(x)| = op{(nh)1/2}.
Di nuovo, seguendo gli stessi ragionamenti presenti in Chen, Härdle, Li




















come dimostrano Härdle e Tsybakov (1997), Masry e Fan (1997). Il risultato
segue. 
Ponendoci ora nel caso di modello eteroschedastico, consideriamo:
Yt = s(Yt−1)εt, (4.2)
è possibile dimostrare che un risultato analogo vige per l[s(x)].
Le condizioni imposte sono le seguenti:
A1 K è un kernel univariato di ordine 2 denito su un supporto compatto in
[−1, 1], limitato
A2 f ed s2 hanno derivate continue no al secondo ordine nel punto x, con
f(x) > 0
A3 E[exp{a0|Y2/s(Y1)}] < ∞ per a0 > 0; E(|Yi|k|Yi−1) < ∞ per k > 2; per
ogni i, E{Yi/s(Yi−1)|Ωi−1} = 0, dove Ωi−1} rappresenta la σ - algebra
generata da {Yj}i−1j=1
A4 la densità condizionata di Yi−1 dato Yi, fYi−1|Yi ≤ A1 < ∞, la densità
condizionata congiunta di (Y0, Yl−1) dato (Y1, Yl) è limitata per ogni l > 1
e la densità congiunta di (Y0, Y1, Ys−1, Ys, Yt−1, Yt) per t > s > 1 è continua
e limitata da una costante che è indipendente da s e t
A5 il processo {Yi} è strettamente stazionario ed α - mixing con α(k) = aρk
per a > 0 e ρ ∈ (0, 1)
Sia m̂2(x) lo stimatore di s







Proposizione 2. Sotto le assunzioni in Härdle e Tsybakov (1997) e le condi-
zioni A1-A5 appena riportate, l[s2(x)]
L−→ χ2(1), per n→∞, se nh
5 → 0 e questa
condizione è anche necessaria se [s2(x)]′′ 6= 0.
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t |Yt−1 = x),
m4ε = E{(ε2i − 1)2} <∞,
ma
nh(m̂2(x)−m2(x))2 = Op{(nh5){[s2(x)]′′}2},
come dimostrano Härdle e Tsybakov (1997), Masry e Fan (1997). Il risultato
segue. 




Nello scorso capitolo abbiamo trattato, da un punto di vista teorico, la conver-
genza in legge degli stimatori polinomi locali con la verosimiglianza empirica.
Il capitolo in esame contiene, tramite l'utilizzo delle simulazioni Monte Carlo,
non soltanto la conferma, per via empirica, dei risultati teorici precedentemen-
te proposti, ma riesce anche a strutturare la valutazione della sensibilità del
parametro di bandwidth, raccogliendo per ognuna delle casistiche esaminate,
l'adabilità del test, sia confrontando la copertura nominale per l'intervallo
con quella reale, sia considerando la potenza del test, quando viene valutato il
caso in cui l'ipotesi nulla non sia vera.
I test saranno eettuati su varie tipologie di processi, calcolati in dierenti
punti e impostati nel caso di ipotesi nulla vera oppure no.
5.2 Struttura delle Simulazioni
I modelli presi in esame per questo studio sono tre, classicabili pricipalmente
in due categorie. Nel primo caso, Yt = m(Yt−1) + εt rappresenta un modello di
tipo omoschedastico che ben si presta alla stima di m(x) e due sono i modelli
esaminati appartenenti a tale tipologia.
Al contrario, il terzo ed ultimo modello che risponde alla formulazione di
tipo: Yt = s(Yt−1)εt, rappresenta un modello eteroschedastico, per il quale
verrà stimato s2(x). E' chiaro che i primi due modelli considerati forniscono
una stima della media condizionale del processo, mentre il terzo sarà utile a
denire la stima della varianza condizionata del processo.
Per ognuno dei modelli considerati due tipologie di errori verranno esaminati:
errori distribuiti normalmente ed errori provenienti da una t di Student.
In entrambi i casi le due v.c. sono state costruite per garantire la varianza
unitaria del processo e media nulla. Ancora, per ognuno dei modelli e con
entrambe le opzioni di errori viene esaminata una numerosità pari a 500 e poi
a 1000, per indagare il comportamento asintotico dei risultati, l'ecienza e
l'eventuale consistenza. Gli stimatori polinomi locali per m(·) e s2(·) sono con
p = 1 (polinomi locali lineari). Tali stimatori sono una generalizzazione degli
stimatori considerati nelle proposizioni 1 e 2.
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5.2.1 I modelli
Il primo modello considerato é rappresentato da un AR(1) con la seguente
formulazione:
Yt = 0.8Yt−1 + εt. (5.1)
Due saranno i casi esaminati per le εt, ovvero il caso in cui si distribuiscano






Le due numerosità esaminate sono pari a 500 e 1000.
Il secondo modello è costituito da un Expar(1), del tipo:
Yt = 0.6Yt−1 + 3.5Yt−1e
−Y 2t−1 + εt. (5.2)
Anche in questo caso si strutturano le due tipologie di errori e di numerosità
considerata.
Inne, il terzo modello è rappresentato da un modello di tipo ARCH, ti-
picamente utilizzato per l'analisi della volatilità. La sua formulazione è la
seguente:




ed anche in questo caso vericheremo la sensibilità all'h, sotto le ipotesi
considerate per la legge degli errori e per la numerosità.
Dapprima consideriamo i box-plot corrispondenti alle stime dei tre modelli.
Per i primi due modelli, così come specicato, si eettua una stima di m(x), per
l'ultimo la quantità stimata è la varianza condizionata del processo, s2(x).
Nelle tre gure che seguono, per ogni modello viene riportato il caso (a) e
(c) in cui la stima viene prodotta per un valore di x = −0.5, mentre corrispon-
dentemente nei casi (b) e (d) la stima viene prodotta ad un valore di x = +0.5.
Viene anche segnalato per ognuno dei graci il valore vero di x.
E' sicuramente interessante notare la precisione delle stime prodotte.
I box-plot generati ne rivelano la consistenza, in quanto per n = 1000, quin-
di all'aumentare della numerosità, l'errore quadratico medio decresce, com'era
auspicabile. Il valore evidenziato nei graci dalla retta parallela all'asse delle
ascisse rappresenta il valore vero, questo ci indica come i box-plot centrino ef-
fettivamente il valore reale, in particolare per il primo modello che, del resto,
presenta una formulazione più semplice rispetto agli altri.
Ciononostante, anche per gli altri due modelli i risultati si presentano presso-
ché analoghi a quelli ottenuti. Nel caso del modello Expar(1) si conferma un mi-
glioramento delle prestazioni, come esibito dal relativo box-plot, all'aumentare
del valore di n.
Il caso dell'ARCH, invece, diventa signicativo perché degno di nota è come
il graco (c), ovvero quello che considera x = −0.5, presenti un box-plot davvero
concentrato intorno al valore vero ma, di contro, evidenzia anche un problema
di outliers, abbastanza distanti dalle rette determinate.

















































Figura 5.1: La gura rappresenta i box-plot della stima puntuale di m(x) ot-
tenuta tramite le simulazioni del modello AR(1) corrispondente alla (5.1). Si
considera un valore di x calcolato pari a −0.5, per i casi (a) e (c) e di +0.5,
invece, per (b) e (d). Ogni graco riporta il caso in cui n sia pari a 500, poi
1000.





































Figura 5.2: La gura rappresenta i box-plot della stima puntuale di m(x) per il
modello Expar(1) che risponde alla (5.2), ottenuta tramite simulazioni, per un
valore di x calcolato pari a −0.5, nei casi (a) e (c), +0.5 invece per (b) e (d).
Ogni graco riporta il caso in cui n sia pari a 500, poi 1000.











































Figura 5.3: La gura rappresenta i box-plot della stima puntuale di s2(x) otte-
nuta tramite le simulazioni sul modello ARCH, formulato come nella (5.3), per
un valore di x calcolato pari a −0.5, per i casi (a) e (c), +0.5 invece per (b) e
(d). Ogni graco riporta il caso in cui n sia pari a 500, poi 1000.
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5.3 Analisi del livello di copertura e potenza del
test
In questo paragrafo, alla luce delle proprietà teoriche dimostrate nel capitolo pre-
cedente, analizziamo la performance delle varie tipologie di test, esaminandone
parallelamente la potenza del test e la sua size.
Sarà possibile eettuare questa valutazione poiché, per ogni modello e casisti-
ca dierente, considerando quindi entrambe le tipologie di errori, i test vengono
impostati corrispondentemente per tre valori di θ, un valore inferiore, nel caso
(a), al θ vero; un valore di θ coincidente, nel caso (b), con il valore vero; inne,
un valore di θ, caso (c), maggiore rispetto al vero valore del parametro.
Tutto questo, detto θ il valore obiettivo, si traduce nella seguente imposta-
zione dei test per i primi due modelli che stimano m(x):
test (a)
H0 : m(x) = θm , H1 : m(x) 6= θm, (5.4)
con θm < θ vero;
test (b)
H0 : m(x) = θm , H1 : m(x) 6= θm, (5.5)
con θm = θ vero;
test (c)
H0 : m(x) = θm , H1 : m(x) 6= θm, (5.6)
con θm > θ vero.




2(x) = θs , H1 : s
2(x) 6= θs, (5.7)
con θs < θ vero;
test (b)
H0 : s
2(x) = θs , H1 : s
2(x) 6= θs, (5.8)
con θs = θ vero;
test (c)
H0 : s
2(x) = θs , H1 : s
2(x) 6= θs, (5.9)
con θs > θ vero.
I dierenti valori di h testati, che indicheremo con hAR, utilizzati per il
modello AR(1), denito come nella (5.1), sono i seguenti:
hAR = (h1 = 1, h2 = 1.5, h3 = 2, h4 = 2.5, h5 = 3,
h6 = 3.5, h7 = 4, h8 = 5, h9 = 7, h10 = 10)
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In relazione a questo modello, i valori veri di θ sono: θm = −0.4 per x = −0.5
e θm = +0.4 per x = +0.5. In riferimento ai test (5.4) e (5.6) i valori di
θ utilizzati sono: θm = −0.55 e θm = −0.25 per x = −0.5, θm = +0.25 e
θm = +0.55 per x = +0.5.
Si noti che nei graci vengono riportati solo i valori di h che vantano una
certa signicatività, per questo motivo il lettore troverà sull'asse delle ascisse
non tutti i 10 valori appena elencati, ma esclusivamente quelli che sono stati
valutati utili nella formulazione del graco.
Per il primo modello si riscontrano risultati denibili quasi impeccabili nel
caso n = 1000. La potenza del test infatti è molto prossima ad 1, mentre
contemporaneamente l'errore risulta molto contenuto, non superando mai la
soglia di signicatività del 0.05.
Risultati del tutto analoghi valgono nel caso x = +0.5, che qui omettiamo
per non appesantire la trattazione e lo stesso si verica nel caso gli errori siano
distribuiti come una t di Student.
In questo primo caso sembrerebbe non inuente la sensibilità al parametro
di bandwidth, evidenza che invece viene spiegata semplicemente dal fatto che,
calcolando il valore vero di h per il modello (5.1) l'h globale, scopriamo che
questo è pari a ∞ sia nel caso di errori normali, che nel caso la distribuzione
degli errori sia una t di Student. Questo spiega l'andamento dei tre graci,
replicato per ognuna delle ipotesi considerate e per i diversi livelli di bandwidth
considerati.
Già nell'ipotesi di modello Expar(1) la sensibilità all'h diventa cruciale. Per
bassi valori del parametro otteniamo, così come per i casi precedenti, risultati
soddisfacenti. Questo ci conferma il caso reale.
Calcolando, infatti, l'h globale ottimale, questo risulta pari a 0.469 per
n = 500 ed errori normali; 0, 409 per n = 1000, stesse impostazioni del caso
precedente, gura 5.5 e 5.7; 0.473 per n = 500 ed errori distribuiti come una t
di Student; 0, 412 per le stesse impostazioni ed n = 1000, gura 5.6 e 5.8.
E' interessante notare come allontanandoci dal valore vero, nel caso (c) della
gura 5.5 e 5.6, il test tenda a perdere di potenza quando l'h si allontana dal
valore ottimale. Lo stesso accade nel caso (a), se le stime vengono eetuate in
x = +0.5, gura 5.7 e 5.8.
I dieci valori di h impiegati per il modello Expar(1), vengono elencati di
seguito:
hExpar = (h1 = 0.3, h2 = 0.35, h3 = 0.4, h4 = 0.45, h5 = 0.47,
h6 = 0.5, h7 = 0.55, h8 = 0.6, h9 = 0.7, h10 = 0.8)
In relazione a questo modello, i valori veri di θ sono: θm = −1.66 per
x = −0.5 e θm = +1.66 per x = +0.5. In riferimento ai test (5.4) e (5.6) i
valori di θ utilizzati sono: θm = −2.0 e θm = −1.3 per x = −0.5, θm = +1.3 e
θm = +2.0 per x = +0.5.
Il caso dell'ARCH è indubbiamente quello in cui è più visibile la sensibilità
all'h. Essendo il modello più complesso, ai dierenti valori di h impiegati corri-
spondono dierenze sostanziali in termini di size, caso (b), e potenza del test,
caso (a) e (c). Questo appare chiaro guardando le corrispondenti gure. Soltan-
to per valori bassissimi di h l'errore risulta contenuto e infatti questo ci viene
confermato dai dati reali, in quanto, calcolando l'h globale ottimale, esso risulta
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Figura 5.4: Modello AR(1), errori normali, x = −0.5 . I graci rappresentano
rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il graco
(b), rappresenta il livello di signicatività del test (5.5) per α = 0.05. La linea
continua rappresenta n = 500, quella tratteggiata n = 1000.
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Figura 5.5: Modello Expar(1), errori normali, x = −0.5. I graci rappresentano
rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il graco
(b), rappresenta il livello di signicatività del test (5.5) per α = 0.05. La linea
continua rappresenta n = 500, quella tratteggiata n = 1000.
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Figura 5.6: Modello Expar(1), errori t di student, x = −0.5. I graci rappre-
sentano rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il
graco (b), rappresenta il livello di signicatività del test (5.5) per α = 0.05.
La linea continua rappresenta n = 500, quella tratteggiata n = 1000.
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Figura 5.7: Modello Expar(1), errori normali, x = +0.5. I graci rappresentano
rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il graco
(b), rappresenta il livello di signicatività del test (5.5) per α = 0.05. La linea
continua rappresenta n = 500, quella tratteggiata n = 1000.
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Figura 5.8: Modello Expar(1), errori t di student, x = +0.5. I graci rappre-
sentano rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il
graco (b), rappresenta il livello di signicatività del test (5.5) per α = 0.05.
La linea continua rappresenta n = 500, quella tratteggiata n = 1000.
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Figura 5.9: Modello ARCH, errori normali, x = −0.5. I graci rappresentano
rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il graco
(b), rappresenta il livello di signicatività del test (5.5) per α = 0.05. La linea
continua rappresenta n = 500, quella tratteggiata n = 1000.
pari a 0.383 per n = 500 ed errori normali; 0, 333 per n = 1000, con le stesse
impostazioni espresse per il caso precedente, gura 5.9 e 5.10; 0.39 per n = 500
ed errori distribuiti come una t di Student; 0, 339 con le stesse impostazioni
espresse per il caso precedente ed n = 1000, gura 5.11 e 5.12.
Gli h impiegati per l'ARCH sono:
hARCH = (h1 = 0.3, h2 = 0.35, h3 = 0.4, h4 = 0.45, h5 = 0.5,
h6 = 0.6, h7 = 0.7, h8 = 0.8, h9 = 0.9, h10 = 1)
In relazione a questo modello, i valori veri di θ sono: θs = −0.175 per
x = −0.5 e θs = +0.175 per x = +0.5. In riferimento ai test (5.7) e (5.9) i
valori di θ utilizzati sono: θs = +0.05 e θs = +0.1 per x = −0.5, θs = +0.05 e
θs = +0.1 per x = +0.5.
Nelle gure 5.9 e 5.10, il graco (c) presenta una potenza identicamente
pari ad 1, in quanto, il valore di θs considerato è pari a 0.05. Infatti, basta
considerare il valore di θs = 0.1 del graco (a) per avere già una potenza molto
vicina ad 1.
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Figura 5.10: Modello ARCH, errori normali, x = +0.5. I graci rappresentano
rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il graco
(b), rappresenta il livello di signicatività del test (5.5) per α = 0.05. La linea
continua rappresenta n = 500, quella tratteggiata n = 1000.
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Figura 5.11: Modello ARCH, errori t di Student, x = −0.5. I graci rappre-
sentano rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il
graco (b), rappresenta il livello di signicatività del test (5.5) per α = 0.05.
La linea continua rappresenta n = 500, quella tratteggiata n = 1000.
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Figura 5.12: Modello ARCH, errori t di Student, x = +0.5. I graci rappre-
sentano rispettivamente, nel caso (a) e (c), la potenza dei test (5.4) e (5.6). Il
graco (b), rappresenta il livello di signicatività del test (5.5) per α = 0.05.
La linea continua rappresenta n = 500, quella tratteggiata n = 1000.
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5.4 Conclusioni
Nelle battute conclusive del nostro lavoro si presenta un problema di trade-
o per ognuno dei modelli considerati, che si risolve nello scegliere il giusto
compromesso tra una misura del livello di signicatività del test che risulti
adabile, senza perdere la possibilità di ottenere una potenza del test che possa
tendere al valore ottimale 1.
Vengono riportati numerosi casi di test elaborati tenendo conto di vari aspetti
da valutare. Viene preso in considerazione il valore di x in prossimità del suo
valore centrato per valori superiori o inferiori ad esso, vengono impostati vari
test a seconda dell'ipotesi che veda θ il reale valore espresso dall'ipotesi nulla,
un valore inferiore o uno superiore. Inne, viene considerato l'impatto di h,
proponendo stime per un numero di 10 valori dierenti e vericando cosa succede
ai principali parametri di valutazione del nostro test, allontandoci man mano
dal valore ottimale dell'h globale.
Per il modello AR(1) gli ottimi risultati conseguiti dal test non risentono
eettivamente della scelta dell'h, eetto che potrebbe farci ipotizzare ad una
non incidenza del parametro in discussione, pur confermando la validità del test
eettuato tramite lo stimatore esaminato durante tutta la trattazione. La vera
ragione di qeusto risultato si cela dietro al fatto che, calcolando l'h ottimale per
il modello (5.1) ci si accorge che il suo valore vero è ∞.
Questo giustica la non rilevanza della scelta dell'h rispetto alle performances
ottenute.
I casi Expar(1) ed ARCH(1) non soltanto conseguono i risultati attesi dal
test, ma mostrano anche in maniera evidente come questi cambiano al variare
della determinazione del parametro di bandwidth. Nel caso in cui ci si allontani
dalla stima ottimale infatti lo stesso test tende a perdere di potenza.
I risultati illustrati confermano empiricamente quanto aermato nel caso
teorico e ci forniscono anche evidenze concrete del reale peso del parametro di
bandwidth per le stime ottenute.
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