A stand-alone, menu-driven PC program, written in GAVSS386i, for estimating polynomial growth, velocity, and acceleration curves from longitudinal data is described, illustrated and made available to interested readers. Missing data are accommodated: we assume that the study is planned so that individuals will have common times of measurement, but allow some of the sequences to be incomplete. The degrees, D, adequate to tit the growth profiles of the N individuals are determined and the corresponding polynomial regression coefficients are calculated and can be saved in ASCII tiles which may then be imported into a statistical computing package for further analysis. Examples of the use of the program are provided.
Introduction
A number of methods for estimating and comparing the average polynomial growth curves (AGCs) in one or more groups of individuals exist when subjects are measured at identical times, modeled with polynomials of the same degree and when a multivariate normal distribution for the repeated measurements can be assumed. Among the available one-sample methods are those given in Refs. 1-3; the best known of the G-sample procedures is that of Ref. 4 . These have been implemented and the procedures are described in Refs. 5-10. Other applications, not concerned solely with AGCs, are considered in Refs. 11-14. These methods and programs are able to provide considerable insight into growth and developmental processes whenever the conditions mentioned above are satisfied, but practical circumstances often preclude their application. The assumption of common times of measurement is especially troublesome: individuals invariably miss one or more appointments. Excluding such individuals from the analysis wastes information; estimating the missing values so that they may be included is difficult and may introduce additional (strong) assumptions into the analysis which many researchers would rather avoid.
The purpose of the present paper is to describe, illustrate and make available a stand-alone, menu-driven PC program which, given longitudinal measurements on each of N individuals, can be used to estimate and save the polynomial regression coefficients for each individual's growth, velocity and acceleration curves. These coefficients can be saved in ASCII files and may subsequently be imported into any statistical computing program which accepts such data sets, e.g. SAS and SYSTAT. The N individuals can comprise G 1 1 groups and missing data are accepted. We assume that the study is planned so that every individual will be measured at the same points in time,but that one or more of the subjects miss one or more of the scheduled appointments. Special attention is paid to the determination of the degree, Di, adequate to tit the growth profile of the ith individual. The technique is due to Zerbe [IS]; we maintain the notation established in Refs. 5-14.
Zerbe's procedure
We consider longitudinal data sets of the form XII Xl2 * * * XIT x2I x22 * --x27- 
where xij denotes the value of the measurement under consideration for individual i (i = 1,2 ,..., N) at time tj 0 = 1, 2, . . . . 7). In (l), some of the x0 may be missing, but we assume that such missing data points are 'missing at random,' i.e. that occurrences of missing data are not related to the values of neighboring measurements [16] . We assume that a polynomial of some degree (to be determined) adequately fits the growth profile of each of the N individuals. Fit a polynomial (the procedure we use is described below) of degree Di to the data from each of the N individuals and let D = max (Di) . Estimate the growth curve for individual i by
where ii denotes the estimated polynomial regression coefficients
augmented with D -Di zero elements. Thus while a particular individual may require but a Di = 2 degree equation to adequately describe his/her data, if D = 5, the 3 x 1 vector computed in Ref.
3 is made to be 6 x 1 by adding D -Di = 3 zero elements (a quadratic is a quintic with three zero coefficients). An alternative approach [17] is to refit each individual to D = max( Di). This is considered below. The reason that ,one or the other of these approaches is necessary is that virtually every statistical computing package requires that the input data for each individual be of the same dimension and structure, i.e. that each case have the same number of variables (P = D + 1) arranged consistently across the columns of the data set. Most of these packages 'allow' missing data, but cases with missing data are simply excluded from any analysis involving the variables in question. In the problem under consideration, all N cases provide information about all P regression coefficients, even though the values of some of these coefficients may be small, or even zero, for some individuals. In Ref. 3, Wi is the within-individual (time) design matrix specific to the ith individual. For example, consider a study in which the planned times of measurement are tl, t2, t3, t4, r5 and the ith individual was not measured at t4. Using the successive-powers-of-t form of this matrix [5] , if a quadratic equation is to be fit to this individual's growth profile, the appropriate design matrix would be 1 We should note at this point that since we allow missing data, it is necessary to consider the choice of an interval, say [a. b] , over which the polynomial regression coefficients will be presumed valid. Since common times of measurement t,, t2,..., tr were planned, it is perhaps natural to choose a = tl and b = tT, but when subjects present with possibly non-overlapping observation times, it is important to ensure that the regression coefficients for individuals are comparable, i.e. presumed to be valid over the same [a, b] . In our program, the user has control over [a, b] so that the choice of a biologically important time period may be balanced with the need for the fitted curve to fairly represent the data over this interval. Plots and goodnessof-tit statistics are provided to facilitate this choice. The plots, as will be demonstrated later, are especially useful in guarding against problems associated with extrapolation. This is considered in greater detail in the next section, where the practical problems in applying Zerbe's procedure are addressed.
Determination of the Di
The determination of the Di, the lowest degree polynomial adequate to fit the data for the ith individual, requires some comment. While the theory behind tests for sets of polynomial regression coefficients, e.g. tests of hypotheses of the form
is relatively well-known and accessible (Ref. 18, p. 102; Ref. 19, p. 306 ) implementation is not entirely straightforward and we provide enough detail to indicate why certain decisions concerning program operation were made and to facilitate its effective use. Tests of (7) are based on the fact that
where SSE (R) denotes the sum of squares for error of the 'reduced model' under H and SSE (F) the corresponding sum of squares for the 'full model,' when all P regression coeficients are included. This terminology is consistent with that used in Refs. 19 and 20. In (7) and (8) we have maintained the notation established in Refs. 5-14. P is the number of parameters in the full model which is of degree D = P -1; Q is the number of parameters in the reduced model which is of degree Q -1. One could, in theory, then simply allow the user to specify P and Q thus determining Dj on the basis of the test (8). This is essentially what we do, with certain modifications dictated by the following problems considered in turn: (i) high degree polynomials;
(ii) specification of P and Q; (iii) stepping up vs. stepping down; (iv) refitting vs. augmentation with zeros; (v) extrapolation and the choice of [a, b] .
High degree polynomials
Zerbe (151, in an example involving T = 30 longitudinal weight measurements on N = 10 girls from 4 to 18 years of age at half-yearly increments, started by fitting D = 13 degree polynomials to each growth profile, apparently guided by the contention in Ref. 21 that 'high degree polynomials are often appropriate'. He then used a 'step up best lit procedure' to see if lower degrees might be used for some of the girls, augmenting with zeros when this was the case, so that the final vector of estimated regression coefficients for each girl was 14 x 1. In order to allow users to use high degree polynomials, we found'it necessary to allow alternatives to the use of the successive powers-of-t form of the W matrix as shown in (4) and used in Ref. 5 . In order to avoid multicollinearity problems (Ref. 19, p. 295 ) and computational problems due to round-off error, we allow the user to center the data (Ref. 19, p. 315) by using the transformed time scale $* = tj -t for j = 1,2, . . , T where i is the mean of the tk Plots produced by our program show both the centered and original time points. We might have used orthogonal polynomials [20] to circumvent the multicollinearity problem, but simply centering the data represents a reasonable compromise between computational accuracy on the one hand and interpretation of the regression coefficients on the other. It is also true that for certain patterns of missing data we would need to call the program ORPOL [20] , which computes the orthogonal coefficients, relatively large numbers of times and this would significantly increase the running time of the current program. Note that when the data are centered, rl, the 'intercept,' is the value of the growth curve at t* = 0, i.e. in the middle of the range of observations on the original time scale.
In any event, while our program can accommodate high degree polynomials, the reader should note that choosing a high degree leaves but relatively few degrees of freedom for the denominator number of degrees of freedom for the F-statistic in (8).
The large critical values of F in this case make it difficult to reject (7). This does not explain the high final degrees that Zerbe [ 151 found necessary to fit his data, nor the fact that he found coefficients like +i2 = 6.7081335 x 10e9 to be 'significant,' but it does point to the necessity to not rely on automated, 'blind' methods of producing the Di. Our program does do tests (described below), but also provides alternative guides to the final Di values to be used in estimating the regression coefficients. The final choice is left to the user.
Specification of P and Q Zerbe (15) and Dawson et al. [17] both, implicitly at least, considered that specification of a single pair of values (Q, P) was sufficient for all of the N individuals under consideration, i.e. that there was no need for Q and P to be individual-specific. We found that this approach was often precluded by patterns of missing data that could be expected to occur routinely in practice. If r,, T2,..., TN are the numbers of times of measurement for the N individuals, and if a single value of P is to be used for all individuals, one is required to select P I Tmin -1, where T,, denotes the smallest of the Ti. This would mean that if, e.g., Tmin = 4 (as was the situation in Ref. 17 ) that the largest single P that could he used is P = 3, i.e. no degree higher than a quadratic could be contemplated; and, as indicated above, tests based on this degree would be compromised by degree of freedom problems. We were thus lead to seek appropriate values of Di on an individual basis. Unless overridden by the user, individuals are considered one-at-a-time, the form of the test for specification being based solely on the data for the subject under consideration. This is somewhat time-consuming but this appears to be the price necessary to allow missing data. We cannot have the degree of the polynomial chosen for one individual depend on the number of observations made on another. In situations where the degree of the polynomial is either known or can be assumed to be the same for each individual, the user has the option of bypassing the individual tests.
Stepping up vs. stepping down
Tests of the form (8) can be performed in two distinct ways. One can choose Q to be small (e.g. Q = 2, linearity) and step up (increase Q ) if H is rejected; or Q can be chosen large ( Q = P -1) and step down if H is accepted. Variations on the first theme obtain depending on the concurrent choice of P : P can be chosen to be large (as was done by Zerbe) or one can choose P = Q +l in which case (8) reduces to a simple t-test. This latter strategy, namely start with Q = 2, P = 3 and step up to Q = 3, P = 4, etc., when necessary, was prevalent in the earlier literature (e.g. Ref. 22, Sec. 15.6) , but this has been recognized as potentially misleading inasmuch as accepting, e.g., 73 = 0 does not imply that some higher order coefficient is not zero 1231. Anderson (Ref. 24, p. 31) approached the question by casting it into the framework of a multiple decision problem (given Q and P, choose an integer, D, between these numbers) and suggested that the approach of choosing Q = P -1 and stepping down has a number of desirable properties. This was also the approach used in Ref. 17 and recommended by Ref. 25 (p. 92) and Ref. 26 (p. 41) . We have followed these leads in our program. For each individual, in turn, we prompt the user for D, the degree of a polynomial which he/she is confident will be adequate to fit the data (the 'full model'). We then test
i.e. we take the 'reduced model' to be of degree D -1. The p-v,alue for this test is printed and the user can use this degree or step down until one of the ensuing sequence of tests is rejected. Note that in this case (8) reduces to a t-test and we provide both the value oft and the corresponding P-value. We also note that Anderson (Ref. 24, p. 38) suggests that different levels of significance can be used as the sequence of tests proceeds. This is possible within our program since the user decides, on the basis of the P-value provided, whether or not to step down. One may, e.g., choose the initial value of D to be fairly large, but to use a small level of significance at this stage: if this degree is necessary, one has a chance of learning that fact, but if it is not, one has but a small probability of choosing it (Ref. 24, p. 42) . On the other hand, it has been suggested that (Y = 0.10 might be a better choice [27] .
Refitting vs. augmentation
Having determined the Di and D = max( Di), each of the N vectors of estimated polynomial regression coefficients must be 'expanded,' if necessary, to P x 1 so that the data for each individual will have the same dimension. Zerbe [ 151 simply augments the Pi x 1 vectors by adding zeros. Dawson et al. [17] refit all individuals to D = maxi Di). Ten Have et al. [20] showed that considerable differences between these two approaches can exist, but it is not clear whether or not one method is 'uniformly better' than the other. While the use of orthogonal polynomials can be expected to minimize the differences between the two strategies [20], we decided to follow Zerbe [15] and Dawson et al. [17] and use the (centered) original time points in our implementation. The feeling that the resulting regression coefficients are easier to interpret persists (Ref. 24, p. 34; Ref. 28, p. 93 ) and the simple act of centering the data mitigates the computational problems when high degree polynomials are employed while maintaining a convenient interpretational framework. Additionally, as noted earlier, the repeated calls of ORPOL [20] required for accommodating varying patterns of missing data in large data sets would be quite time-consuming.
In our program, both refitting and augmentation with zeros are possible. To relit, one simply chooses a common D for each individual, Augmentation with zeros is automatically accomplished by fitting polynomials of degree Di to each subject on an individual basis. Examples follow.
Extrapolation and the choice of [a, b]
The polynomial regression coefficients for all individuals are estimated over an interval [a, b] specified by the user. This requires that [a, b] be chosen in such a way that each individual growth curve be 'well-behaved' and representative of the individual growth patterns on this interval. Since missing data are allowed, this may re-quire the extrapolation of one or more growth curves. While Zerbe [ 151 emphasizes that [a, b] [a, b] and the option of simply deleting a case from the analysis. Deletion may appear to defeat the purpose of allowing missing data, but it might be necessary if we are not to compromise the integrity of the analysis: in order to apply Zerbe's procedure we must have one P and one [a, b] common to all N individuals and this is not always feasible in practice.
In any event, we have programmed the several decisions which must be made for each individual in determining an appropriate value of Di in such a way that the user may be able to 'learn from experience'. The program allows the user to either (i) process the subjects beginning with those with the maximum value of Ti and work down, or (ii) process them sequentially beginning with the first in the file. We recommend the first option as this may allow the user to get an early indication of what D might be and facilitate later choices based on fewer numbers of time points.
The Program
The user is asked to provide a N x T data matrix, X, containing the values of the measurements made at times t,, t2, . . . , tT on each of the N individuals comprising the sample. This data set can be in either ASCII format and have the .ASC extension, or in GAUSS format with the .DAT extension. Periods ('.') are used to represent missing data values, both here and in the encoded data set. Thus, e.g., the head circumference data (in cm) from achondroplastic infants considered in Ref. 17 The program menu appears after the program is initiated. With this, the user specifies the directory containing the data set of interest, after which all data tiles in either ASCII or GAUSS format are displayed. From the list of available files, the user selects the file of choice. Next the user supplies the value of T; he/she is also given the opportunity to explicitly provide values of I&, . . . , tT other than consecutive integers beginning with 1 and ending with T (the default).
The data set may also contain a group indicator variable. This is for the convenience of users who may wish to compare the estimated regression coefficients in several groups. If the user indicates that such a variable is included, he/she is first asked if the data are in the default format consisting of a data set with the group variable in column 1, followed by the values of the repeated measurements. If not, the user is prompted for the number of the column containing the grouping variable and the columns (fields) containing the values of the first and last of the repeated measurements. The group indicator variable can be in any column. The longitudinal measurements can also be anywhere in the data set, but they must be in consecutive columns. If in the above example one wanted to compare, say, males and females and if the grouping variable was appended to the above data set in the last (14th) column, the user would respond 14, then 1 and 13.
Once the structure of the data set has been specified, the user is given the option of centering the data and the growth profiles for each of the N individuals are plotted. The user may wish to center the data (use the transformed time scale t * = t -i, where i is the mean value of t) both to avoid problems of multicollinearity and to facilitate the interpretation of the regression coefficients. For uncentered data, rl, the intercept, will often be meaningless, but this is the value of the growth curve in the middle of the range, t = i, when the data are centered [20] . For convenience, both the centered and original time points appear on the plot.
The user is then asked whether or not he/she wishes to specify a single value of D which will be used for every individual. If YES, we plot the fitted curves for each individual and provide the values of Ti, RF, ti and pi for i =l, 2,..., N. Here Ti is the number of measurements, Ri2 is the square of the multiple correlation coefficient, Ii is the value of the t-statistic for H: rp = 0, and pi is the corresponding p-value. rp is the highest order regression coefficient in the model, e.g., if D = 2, there are three coefficients and P = D + 1 = 3. The user will want to start with a value of D which he/she considers will be adequate to tit the data. The R2 and p-values will then indicate whether stepping down to a lower degree is feasible (if H is accepted, one would ordinarily try the next smallest degree and compare the new R2 with the old). A single plot containing all of the individual growth curves with each indicated on a color keyed legend is provided. This feature is useful in identifying individuals with aberrant plots (if any). In plots of data sets with a large number of subjects, the potential difficulty in distinguishing among the many curves can be overcome by using the graphics utility for 'zooming in' on a small part of the plot and thus single out problematic individuals.
On the basis of the plots and the values of these statistics, the user now chooses between (we continue the above example with D = 2): If the user replies NO to the question about using a single D for each individual, the growth profiles are plotted individually, one-at-a-time, either starting with individuals having the largest value of Tj and working down, or in the order in which they appear in the tile. For each individual, the user is prompted for D, thus allowing the interactive fitting of the curve. Again, the user will generally want to start with a degree which should certainly be adequate and step-down if the test indicates that the highest order regression coefficient is not significantly different from zero. The fitted curve is plotted and the statistics provided. Once again the user may choose to accept the curve with the D selected, change D, or delete the case altogether from the analysis.
Once a common D and [a. b] have been determined, we estimate, and the user may save, the corresponding regression coefficients for the growth curves, the velocity curves and the accelerations in ASCII files. Note that D must be at least two for the accelerations to exist. The numerical output is also saved in a tile COEFF.OUT which can be modified, highlighted, etc., using a word processor and subsequently printed.
Examples
We consider two examples. The first corresponds to choosing a single, common D for each case and the second to obtaining individual-specific Di values. Both are based on the data in Ref. 17 . In example 1 we treat the data as a one-sample problem (no group structure). In example 2, we build on the earlier example where we wished to compare the male and female cases. Here we assume that the first five cases are males and the remaining six are females and that the grouping variable is in the first column.
Example 1
If on the basis of the plot of the individual growth profiles seen in Fig. 1 we decide to try D = 2, we get the plot of the fitted growth curves seen in Fig. 2 Original Time Points The user can now accept D = 2 for all curves, change D for all curves, or select an individual curve for refitting. In this example, it is clear from the plot that individual No. 10 is 'aberrant'; while a quadratic equation fits the data for this individual extremely well (R2 = 0.997) over the range of observations for this individual, extrapolation to the full range [-6, 61 produces an obviously inappropriate growth curve. We therefore select individual No. 10 and specify D = 1. We get the plot of the fitted curve seen in Fig. 3 and the statistics / T=5, R2= 0.918, t = 5.797, p = 0.0101
Since the line appears to provide a reasonable lit over the entire interval [-6, 61 , we choose to accept D = 1 for this individual. We choose D = 2 for the remaining cases and the program augments the vector of estimated regression coefficients for No. 10 with one zero.
The program now produces the estimated regression coefficients. For the growth curves, these are (in terms of the centered time points): The user can now accept this curve with D = 3, change D and replot the curve, or delete the case. If the user opts to try D = 2, the corresponding plot is provided along with the statistics, as above. When a satisfactory D is found (or the case is deleted), the program proceeds to the next case and continues in this fashion until The program then augments with zeros as necessary. Recalling that in this example we are distinguishing between males and females, the values of the group membership variable and the estimated regression coefficients for the individual growth curves are: One might, e.g., read the above data into SYSTAT and compare the groups with respect to all three coefficients using Hotelling's T2 test, Also note that since we opted to use centered time points in this example, rl corresponds to the average litted values over all time points for a given case (or the fitted value at t = i ). Velocities and accelerations are again produced and made available for further analysis. It is also important to note that velocity (acceleration) curves determined as derivatives of estimated growth curves (as is done in our program) tend to be reliable only over the time interval for which velocity (acceleration) could have been determined by litting growth increments [8] . Thus, e.g., Zerbe [15] took a = 4.5 and b = 17.5 for the velocity curves in a study where observations were made from 4 to 18 years at halfyear intervals; and a = 5, b = 17 for accelerations. In our example, one might consider using a = 1, b = 11 for velocities; a = 2, b = 10 for accelerations. It will be recalled that the user of our program has control over the choice of a and b and that plots are provided to facilitate this decision.
Discussion
We have emphasized two aspects of Zerbe's procedure, both in the above description and in the structure of our program. First, we pay considerable attention to the determination of the D;. On the one hand, it is an advantage to represent the trend by a polynomial of low degree because the curve is smoother, the presumed 'explanation' is simpler and the function more economical. If too high a degree is used, there will be an unnecessarily large variability in the estimation of the trend (Ref. 24, p. 35) . The extent of this problem is illustrated in Ref. 5. On the other hand, if the degree is too low, there will be a bias in the estimation of the trend (Ref. 18, p. 117) . For example, if we postulate D = 1, but in fact D = 3 and if the observations are taken at the (centered) time points -3, -2, -1, 0, 1, 2, 3, the expected value of the estimator of 7l is 71 + 4rs, that of 72 is r2 + 774. It is seen, then, that the determination of the Di is an important part of Zerbe's procedure and that considerable flexibility is necessary if we are to arrive at degrees which fairly represent the data over the interval of interest.
Secondly, close inspection of both the growth profiles and fitted growth curves is strongly recommended. The profiles assist the user in deciding on a convenient starting point (degree) for the goodness-of-fit tests; the fitted growth curves enable one to judge the reasonableness of this and subsequent choices. The goodness-of-tit statistics (R2 and p) are meant as aids to the user in determining D, but they do not guarantee that a given curve will be appropriate over the entire interval of interest [a, 61. Dawson et al. [17] In closing, we note that the strategy of replacing the N x T matrix, X by the N x P matrix of estimated regression coeflicients has a long history in longitudinal data analysis, dating back to 1938 and the classic paper by Wishart [29] . Benefits include dimensionality reduction (parsimony), increased power and enhanced interpretability. For a more detailed discussion of these points, refer to Ref. 20. to display optimally the graphic results. Runtime modules are supplied with the programs so that no additional software (i.e. compiler or interpreter) is required to run these programs. One can create and edit ASCII data sets for use by these programs using the full screen editor supplied with MS-DOS version 5.0. The programs are written and compiled using GAUSS386i, version 3.0, require no additional installation or modification and are run with a single command. When requesting the programs, address inquiries to the corresponding author and make checks payable to Baylor College of Dentistry. 
