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We analyze the benzene/Au(111) interface taking into account charging energy effects to properly
describe the electronic structure of the interface and van der Waals interactions to obtain the adsorp-
tion energy and geometry. We also analyze the interface dipoles and discuss the barrier formation as
a function of the metal work-function. We interpret our DFT calculations within the induced density
of interface states (IDIS) model. Our results compare well with experimental and other theoreti-
cal results, showing that the dipole formation of these interfaces is due to the charge transfer be-
tween the metal and benzene, as described in the IDIS model. © 2011 American Institute of Physics.
[doi:10.1063/1.3521271]
I. INTRODUCTION
The performance of organic multilayer devices, already
existing in the market, depends critically on the energy bar-
riers that control the carrier transport between layers; these
barriers are determined by the relative alignment of the
molecular levels at metal–organic (MO) or organic–organic
(OO) interfaces.1, 2 These interface level alignments have been
widely investigated in the last decade: since the Schottky–
Mott limit (where use of the vacuum level alignment is made)
was disproved3, 4 many different mechanisms have been pro-
posed to explain the barrier formation at MO interfaces:
chemical reactions and the formation of gap states in the or-
ganic gap;5–8 orientation of molecular dipoles;9, 10 or com-
pression of the metal electron tails at the MO interface due
to the Pauli repulsion.7, 11–13 It has also been suggested that
the tendency of the charge neutrality level (CNL) of the or-
ganic material to align with the interface Fermi level14, 15
plays also an important role; this mechanism is associated
with the induced density of interface states (IDIS) and the
charge transfer between the organic and the metal. More
recently, this model has been extended to the unified-IDIS
model by inclusion of the Pauli repulsion and intrinsic molec-
ular dipoles.13, 16
In this paper we consider the case of a benzene/Au(111)
interface and analyze its barrier height for an isolated
molecule and a full monolayer (see Fig. 1); Several authors
have analyzed theoretically the benzene/Au interface using
other techniques:12, 17, 18 Bagus and co-workers have used the
constrained space orbital variation method, while Morikawa
and co-workers have used a density functional theory-general
gradient approximation (DFT-GGA) approach. We reconsider
this case because of an extra problem appearing when ana-
lyzing organic interfaces: the point is that neither standard
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GGA- or local density approximation (LDA)-DFT calcula-
tions yield an appropriate description of the organic trans-
port energy gap.19, 20 In particular, the Kohn–Sham eigenval-
ues calculated using the LDA or GGA exchange-correlation
functionals yield a transport gap that is too small. It has been
argued elsewhere21–23 that the effective charging energy of the
molecule, U , can be used to correct the Kohn–Sham energy
gap, EKS, to yield the following transport gap:
Et = EKS + U, (1)
an equation that will be used below to determine Et self-
consistently.
In our approach we analyze the benzene/Au(111) inter-
face by combining a LDA-DFT method with a calculation of
the charging energy, U , of the molecule, to obtain the appro-
priate transport energy gap using Eq. (1). We also analyze the
interface dipoles and discuss the barrier formation as a func-
tion of the metal work-function. We interpret our DFT cal-
culations within the unified-IDIS model and show how our
results can be understood in terms of the molecule CNL and
a screening parameter, S, operating at the interface level.20 In
Sec. II, we present our calculational method and discuss in
detail the benzene/Au interaction energy, taking into account
van der Waals forces. In Sec. III we present our DFT results
for the isolated molecule and a monolayer coverage, including
charging energy effects. In Sec. IV, we discuss the pillow and
“metal surface” dipole corrections to our results and, finally,
in Sec. V we present our conclusions.
II. BENZENE/AU INTERACTION. DFT
AND VAN DER WAALS CORRECTION
A. Method of calculation
We analyze the benzene/Au(111) interface by means
of a very efficient DFT tight binding molecular dynamics
(TBMD) technique (FIREBALL).24 In these calculations
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FIG. 1. Left: 5 × 5 benzene/Au(111) monolayer structure used in the calculations of this paper. Black line indicates the boundaries of the unit cell.
Right: 8 × 8 cluster used to simulate the surface.
the LDA exchange-correlation functional is used as a first-
approximation that is corrected in a second step to properly
take into account van der Waals forces (see below). A basis
set of optimized numerical atomic orbitals25 (NAOs) is used
to represent the valence electrons, while the core electrons
are taken into account by means of pseudopotentials.26 For
benzene we have used a minimal sp3 basis set of optimized
NAOs, see Ref. 25. This yields a C-C nearest neighbors
distance of 1.40 Å [to be compared with the experimental
value of 1.392 Å (Ref. 27)], and a highest occupied molecular
orbital/lowest unoccupied molecular orbital (HOMO/LUMO)
energy gap of 6.1 eV, to be compared with 4.7 eV for con-
verged basis set LDA or GGA calculations.18 For Au, we
use a basis set of sp3d5 NAOs (to represent the 11 valence
electrons per atom) with the following cut-off radii [in
atomic units (a.u.)]: s = 4.5, p = 4.9, d = 4.3 (Au) [that
yields a bulk gold lattice parameter of 4.12 Å versus a
experimental value of 4.07 Å (Ref. 28)]. This basis set has
been optimized to yield a good description of the electronic
band structure as well as atomic structure for bulk Au
and has been used in previous studies on the interaction
of Au-tips with C60 and C60/Au(111) interface.21, 23 The
main inaccuracy of this “minimal basis” approach, once the
basis has been optimized for each subsystem, appears in
the relative initial alignment of the electronic levels for both
materials; this problem is corrected in our approach, using a
shift operator, as discussed below.
The geometry used in our calculations for the mono-
layer case (see Fig. 1) is inspired on the √52 × √52 exper-
imental structure for this interface.29 In order to simulate it
we have followed a supercell approach with 5 × 5 period-
icity in the xy plane, and four C6H6 molecules in the unit
cell. This structure has the same hexagonal neighbor struc-
ture than the
√
52 × √52 experimental structure and similar
benzene–benzene distance (7.3 Å versus experimental value
of 6.95 Å), so that the main difference is that our coverage
is slightly smaller (∼10%) than the experimental monolayer.
Calculations were performed for slabs of six and four Au lay-
ers; in particular we found that four Au-layers are enough
to obtain converged results for the electronic structure of the
interface.30 We have used eight special k-points for the Bril-
louin zone sampling. The C6H6/Au(111) geometry was first
relaxed at the LDA level keeping the three lower Au layers
fixed, while the first three layers were allowed to relax.
For the case of the isolated C6H6 molecule on Au(111),
the Au(111) surface is simulated by means of a cluster of
256 Au-atoms, with four Au-layers and 64 atoms per layer,
with 8 × 8 arrangement (see Fig. 1; it has been checked that
this cluster size is enough to avoid border effects. Since only
minor internal atomic displacements (less than 0.05 Å) were
observed in the relaxation for the periodic case, we kept the
internal geometry of molecule and surface fixed, and only
changed their vertical distance; this approximation is also
used when van der Waals forces are included in the calcu-
lations, see Fig. 2 .
The main approximations of our DFT approach are:
(a) The use of the LDA exchange-correlation functional;
as mentioned above, this yields transport gaps that
are usually too small. For example, the Kohn–Sham
LDA HOMO/LUMO energy gap for the gas-phase
FIG. 2. Energy vs distance for the benzene/Au(111) interaction. Thin black
line: standard LDA-FIREBALL (FB-LDA) calculation. Thin blue line: weak
chemical interaction (WCI) calculated as discussed in the text. Thin green
and red lines: two different parameterizations (Refs. 31 and 32) of the van
der Waals (vdW1 and vdW2) interaction. Thick green and red lines: total
benzene-Au interactions (WCI + vdW1 and WCI + vdW2).
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benzene molecule is EKS = 4.7 eV, while the experi-
mental HOMO/LUMO energy gap (i.e., the difference
between the affinity level and ionization potential) is
10.3 eV. On the other hand, as LDA-DFT exchange-
correlation functionals do not take into account properly
weak London dispersive forces, in physisorbed systems
(like the one considered in this work) LDA adsorption
energies and distances are not fully reliable.
(b) In the FIREBALL approach a self-consistent version of
the so-called Harris–Foulkes functional is used; in this
approximation the Kohn–Sham potential is calculated by
approximating, in a self-consistent fashion, the total in-
put charge by a superposition of spherical charges around
each atom.
(c) The use of a nonfully converged basis set of NAOs.
In the present calculations we correct the deficiencies in-
troduced by these approximations in the following way:
(1) We correct the transport gap using Eq. (1). The point to
stress here is that in order to determine U , we have first
analyzed the case of an isolated molecule on the sur-
face; from our DFT-LDA calculation, U can be related
to the potential induced in the molecule, V IDIS (see be-
low), and to the number of electrons transferred to it, n,
by the equation U = eV IDIS/n.21 Then, Et is calculated
by introducing in our Hamiltonian the following scis-
sor operator, Oscissor = U/2∑μi ,νi {|μi 〉〈μi | − |νi 〉〈νi |},|μi 〉 (|νi 〉) being the empty (occupied) orbitals of the iso-
lated, but deformed, molecule (with the actual geome-
try of the molecule on the surface).21 Obviously U de-
pends on Et , and this forces us to calculate Et and U
self-consistently. Once we have determined U from the
single molecule case, we calculate the monolayer case
by introducing the same scissor operator which, in this
way, takes into account the molecule charging effects.
We also use Oscissor to correct the error in the LDA gap
due to the basis set.
(2) In order to have the Au and benzene levels correctly
aligned initially at the experimental value, we shift by
ε0 the molecular levels of benzene, using this operator
Oshift = ε0
∑
μi
|μi 〉〈μi | (|μi 〉 being the eigenstates of
the isolated molecule); as the experimental values of
the benzene affinity and ionization levels are −1.14 eV
and 9.24 eV,33, 34 respectively, we locate the benzene
mid-gap at 4.05 eV from the vacuum level, namely,
1.15 eV above the metal work-function. We also use
Oshift to change M fictitiously in the analysis presented
in Sec. III.
(3) Approximation (2) above neglects off-diagonal
contributions of the induced charge (dipolar contribu-
tions) whose effects, although not important for the
self-consistent calculation itself, introduces non-
negligible contributions to the induced Hartree poten-
tial. One of these effects is associated with the induced
“pillow” dipole, which is created by the compression
of the electron metal tails due to their overlap with the
organic molecule wave-functions.13 The second effect
we consider in this paper is associated with the charge
induced on the metal surface and the accompanying
induced metal surface dipole,23 that tends to shift that
surface charge from practically the last metal layer to
the image plane located outwards. These two effects
will be introduced perturbatively below, in Sec. IV, after
presenting our DFT-LDA results.
(4) In order to obtain a more reliable benzene/Au adsorp-
tion distance and energy, we take into account the
molecule/surface van der Waals interaction, as discussed
in the following subsection.
B. Interaction energy and van der Waals forces
Weakly interacting systems, such as benzene/Au(111),
cannot be characterized accurately in a standard DFT formal-
ism. The reason is that the van der Waals interaction is non-
local and long-range, while exchange-correlation functionals
in standard DFT methods are local and short range, with a
typical exponential decay. Therefore, a lot of effort has been
directed in recent years to develop a practical DFT approach
that properly takes into account van der Waals interactions for
these systems (see, e.g., Refs. 31, 32, 35–37, and 38).
In order to accurately determine the equilibrium distance
and the binding energy of benzene adsorbed on a gold
surface, we have used here an extension of the LCAO-S2
+ vdW formalism, previously developed for noble gases
and graphitic materials.39–41 Within this formalism, we
consider two opposite contributions, namely a weak chemical
interaction and the attractive van der Waals interaction. The
first one is due to the small overlaps between the electronic
densities of the two subsystems, leading to a small covalence
which is repulsive in the case of graphitic materials.40–42 This
contribution has been treated perturbatively, by expanding
the wave-functions and consequently the operators with
respect to the overlaps. The second contribution arises from
the charge fluctuations in each subsystem, which generate
quantum dipole–dipole interactions. This interaction between
dipoles is also treated perturbatively.
In the present case, we go beyond the S2 overlap expan-
sion, and calculate the weak chemical interaction, (i.e., the
interaction energy without van der Waals forces) correcting
the LDA exchange-correlation energy by defining an elec-
tron density for each subsystem and approximating the LDA
exchange-correlation energy as the sum of the exchange-
correlation energies for the different subsystems, i.e., we ne-
glect in the calculation of the LDA exchange-correlation in-
tramolecular terms the overlap of the densities coming from
other subsystems (details will be published elsewhere); this
‘corrected’ LDA interaction energy is used as an approxima-
tion to the weak chemical interaction. Thus, by adding the
WCI to the vdW interaction we avoid a possible overcount-
ing of the correlation energy that might appear if we calculate
the interaction energy as a sum of LDA+vdW contributions.
This approach of adding dispersion forces to a corrected DFT
functional is similar to the one proposed in Ref. 35. Regard-
ing the van der Waals part, we have used a generalization of
our previous works by considering a typical atom–atom inter-
action with the standard form − fD(R)C6/R6 (R is the dis-
tance between atoms). The C6 coefficients for the C-Au and
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H-Au pair of atoms have been calculated using London theory
as a guide to extrapolate the coefficient as calculated for the
C-C interaction on graphitic materials.31 This approximation
for the C6 coefficient has already been used successfully in
other systems43 where a value C6 = 36 eV Å6 is obtained.
The factor fD(R) eliminates the van der Waals contribution
for short distances.31, 32 We are going to use two different
damping factors common in literature. The first one has the
form fD(R) = 1 − exp(−α(R/R0)8). Following Refs. 31 and
43, we take α = 7.5 × 10−4, and R0 = 2.3 Å. The second one
has the form fD(R) = 1/(1 + exp(−d(R/R0) − 1)) (Ref. 32)
where d = 20 and R0 is the sum of van der Waals radii of the
elements under consideration, that is around 3.3 Å.32
The results of these calculations for a benzene mono-
layer on Au(111) are presented in Fig. 2. We have represented
the benzene/Au(111) interaction energy versus the benzene-
surface distance in two different ways. First, we did a standard
FIREBALL LDA calculation (black curve, FB-LDA), which
gives a binding energy of around 0.20 eV, clearly insuffi-
cient to describe the benzene adsorption on gold. As expected,
since the van der Waals contribution is not included in this cal-
culation, we cannot recover the experimental results. In a sec-
ond step, we have determined the binding energy, considering
our generalized LCAO-S2+ vdW model. The thin blue curve
corresponds to the WCI energy as approximated by the cor-
rected LDA interaction energy, the green and red curves to the
vdW interaction with Ortmann et al.31 and Grimme32 param-
eterizations for the damping factor fD(R), and the thick green
and red lines the sum of both contributions, i.e., the binding
energy of the system for both parameterizations. In this way,
we obtain an equilibrium distance of around 3.25 Å. The bind-
ing energy per molecule for this distance, which depends on
the damping factor fD(R) used, is 0.30 eV using the param-
eterization by Ortmann et al.31 and 0.60 eV for the parame-
terization by Grimme.32 The second energy is in good agree-
ment with the experimental evidence,44 and the Au/benzene
distance is similar to the one found in other calculations.18 We
should point out that, although different parametrations gives
different energy adsorptions, the critical factor for the study
of the interface dipole is the benzene/Au distance, which
is independent of the choice of fD(R). Now, considering
this equilibrium geometry, we analyze in Sec III. the inter-
face dipole potentials as well as the charge transfer at this
interface.
III. DENSITY OF STATES, INTERFACE DIPOLE,
AND CHARGING ENERGY
A. Benzene molecule on Au(111)
Figure 3 shows the density of states (DOS) projected
onto the molecule orbitals as calculated with our DFT-LDA
approach for the case of a single molecule on Au(111). The
levels of the isolated molecule are also shown for comparison:
notice the level broadening associated with the benzene/metal
interaction. The initial metal work-function, M , has been
shifted to EF , the final Fermi level, due to an induced inter-
face potential of V IDIS = 0.32 eV, associated with a charge
transfer of ∼ 0.07 electrons from the molecule to the sur-
FIG. 3. DOS for a single benzene molecule on Au(111); the initial molecular
levels are shown by the blue lines (with a broadening of η = 0.1 eV). The
right inset shows an energy window around the HOMO and LUMO levels
indicating the initial work-function, M , and the CNL. The left inset shows
an energy diagram of the benzene/Au interface.
face and its corresponding dipole of 1.19 D. This induced
interface potential is the potential on the molecule due to the
charge transfer. Notice that, within the IDIS model, the in-
duced interface potential, V IDIS, tends to shift the Fermi level
towards the charge neutrality level (defined as the level satis-
fying charge neutrality conditions in the molecule DOS),14 in
such a way that:
(CNL − EF ) = S(CNL − M ),
(2)
V IDIS = (EF − M ) = (1 − S)(CNL − M ),
S being an interface screening parameter, that for this case is
S = 0.91. This indicates that the interface screening effect is
rather small, a result that is due to: (a) having a very large
molecule transport energy gap (7.7 eV), as calculated in the
way explained below; and (b) a rather large molecule/metal
distance of 3.25 Å.
The transport energy gap of 7.7 eV has been calculated
self-consistently using Eq. (1) in the following way: (a) first
we calculate for the molecule, using our FIREBALL code, the
transport energy gap in LDA (EKS = 6.1 eV; and the HOMO
and LUMO levels using the following equations, ELUMO
= E(N + 1) − E(N ) and EHOMO = E(N ) − E(N − 1),
E(Ni ) being the ground state of the molecule with Ni
electrons. These two levels yield Et = ELUMO − EHOMO
and the following charging energy, U = (ELUMO − EHOMO)
− EKS = 7.1 eV for the isolated molecule; (b) in a
second step, we calculate within our FIREBALL code,
the charging energy for benzene on Au(111); this is
given by (eV IDIS/n) = 4.8 eV, so that the molecule
charging energy is reduced from 7.1 eV to 4.8 eV, the
difference of 2.3 eV being due to surface polarization
effects; and (c) finally, the transport energy gap for
benzene on Au(111) is obtained by reducing 2.3 eV the
HOMO-LUMO gap of the isolated molecule as obtained
from the experimental evidence. This yields a transport
energy gap of 8.0 eV; this value is still reduced to 7.7 eV due
to the metal surface dipole as explained below.
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FIG. 4. DOS for a benzene monolayer on Au(111); the initial molecular lev-
els are shown by the blue lines (with a broadening of η = 0.1 eV). The right
inset shows an energy window around the HOMO and LUMO levels, indi-
cating the initial work-function, m , and the CNL. The left inset shows an
energy diagram of the benzene/Au interface.
B. Benzene monolayer on Au(111)
Figure 4 shows our calculated DOS for the geometry
of Fig. 1; these results are similar to the ones presented for
the isolated molecule, except for the Fermi level position that
in this case is located 0.85 eV above the initial metal work-
function, with a final Fermi level of 4.40 eV:23 for this particu-
lar case we find, S = 0.79, a little smaller than the value given
above for the isolated molecule on Au(111). Figure 5 shows
also that for a monolayer the interface Fermi level, the in-
terface dipole potential V IDIS and the charge transfer, change
linearly with the fictitious metal work-function. The charge
transfer from the benzene monolayer to the metal surface is
now ∼ 0.06 electrons per molecule (a dipole D of 0.99 D per
molecule). This charge transfer is smaller than in the case of
FIG. 5. (LUMO − EF ) (upper panel), V IDIS (center panel) and transfer of
charge (lower panel) as a function of the “fictitious” metal work-function.
The fictitious change in the metal work-function tries to simulate how the
interface properties depend on the different metals: this issue is shown in the
figure by superimposing the clean metal work-functions of Al, Ag, Cu, and
Au for comparison.
a single benzene molecule on Au(111), reflecting the depolar-
izing effect due to the other benzene molecules. This charge
transfer can be used to obtain an average interface dipole po-
tential of eV av = 0.81 eV, using the relation V av = 4πD/A,
where A is the surface area per molecule. Notice that eV av is
slightly different from the value eV IDIS = 0.85 eV, that cor-
responds to the potential on each benzene molecule. The re-
lation V av = 4πD/A has been used to extrapolate the results
of cluster calculations to, e.g., the monolayer case, assum-
ing that the dipole per molecule D is the same in both cases
(i.e., neglecting the depolarizing effect for the monolayer).
Using the values for D obtained in our cluster calculation we
would obtain eV av = 0.97 eV for our 5 × 5 monolayer, and
eV av = 1.05 eV for the √52 × √52 experimental monolayer,
values that are very different from the induced interface po-
tential eV IDIS = 0.32 eV obtained for the cluster calculation.
Finally, assuming that the dipole per molecule is the same in
the 5 × 5 and √52 × √52 structures, yields a dipole potential
eV av = 0.88 eV for the √52 × √52 case.
IV. PILLOW AND “SURFACE METAL” DIPOLE
CORRECTIONS
In this section we consider two effects, not included in
our LDA calculation, that are associated with off-diagonal
terms of the electron density of states. One is related to the
pillow effect, the second one is associated with the charge in-
duced on the metal surface and the accompanying induced
metal surface dipole. Both effects are, however, small and it is
reasonable to introduce them as a perturbation to our zeroth-
order LDA-calculation.
A. Pillow effect
The pillow potential, V P , is associated with the Pauli ex-
clusion principle between electrons in the organic molecule
and the surface. When a molecule is placed over a metal sur-
face, an overlap between both wave functions appear, so that
the orthogonalization of those wave functions push the metal
electronic tail back into the metal. This charge rearrangement,
caused only by orthogonalization leads to a non-negligible
dipole that has been previously studied by Bagus and co-
workers45 and Vázquez and co-workers.13 This dipole, just
like the IDIS one, induces a potential drop at the interface
characterized by V P .
In general, this pillow potential, V P , and the IDIS-
potential, V IDIS, define in our case the total interface poten-
tial, V t = V P + V IDIS, creating the Fermi level shift at the
interface: V t = EF − M . We follow Ref. 13 and calculate
the pillow dipole by expanding the organic/metal many body
interactions up to second order in the wavefunction overlap
(that is small for this metal-molecule distance). This leads to
the following formula for the dipole Dp per molecule:13
Dp =
∑
j∈mol, j ′ ∈metal,σ
−(n jσ + n j ′σ )Sj j ′
∫
	rφ jφ j ′
− (n jσ − n j ′σ )S2j j ′
d
4
. (3)
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In this equation, φ j and φ j ′ are the wavefunctions of the
molecule and the metal local orbitals, respectively, Sj j ′ is its
overlap; and n j and n j ′ are their occupancies; d is the vec-
tor joining the atomic positions of orbitals j and j ′ and 	r
joins d/2 with the integration variable r. This equation de-
fines the total pillow dipole; however, in our FIREBALL cal-
culations part of this dipole (in particular the second term) is
already taken into account through selfconsistency in the di-
agonal charges {niσ }. Thus, we only need to consider here the
following off-diagonal contribution:
D′ p =
∑
j∈mol, j ′ ∈metal,σ
−(n jσ + n j ′σ )Sj j ′
∫
	rφ jφ j ′ . (4)
The pillow potential V P we include in our calculations is
associated with the pillow-dipole given by Eq. (4), which cre-
ates a mean potential V P,0 between the molecule and the
metal. Because of the surface screening, S, we find that:
eV P = SeV P,0, (5)
this equation defining the screened pillow potential that we
use to calculate the pillow effect in the induced total potential,
V t , and in the Fermi level shift, EF − M . In our calculations
eV P is about 0.04 eV for the monolayer and 0.03 eV for the
isolated molecule.
B. Metal surface dipole
We pass now to make some comments about the metal
surface dipole correction and its effect on our calculations
for U . In order to estimate this effect, we first calculate the
metal surface dipole using the off-diagonal elements of the
Green function as afforded by the tight-binding Hamiltonian
obtained from our DFT-LDA calculation as
eni j = − e
π
∫ EF
−∞
	[Gi j (ω)]dω. (6)
In the next step, we calculate the potential associated with
those off-diagonal terms.23 This is performed in a simpli-
fied calculation by considering only the first metal layer
dipoles (all the other layer dipoles are strongly screened)
and the mean potential that these dipoles induce between the
molecule and the metal. This is a small effect that tends to
reduce V IDIS; in the isolated molecule (EF − M ) is reduced
by 0.02 eV, while for the monolayer the reduction is around
0.05 eV. These effects also reduce U because its variation
δV surf/δn is negative and have to be added to the calculation
of U . In this case δV surf/δn = 0.3 eV, so, as stated before, the
gap is reduced from 8.0 to 7.7 eV. Notice that the dipoles cre-
ated by the pillow and the metal surface effects have opposite
signs, in such a way that both effects tend to cancel each other.
V. DISCUSSION AND CONCLUSIONS
We have presented DFT-LDA calculations for benzene
on Au(111) in two limits: an isolated molecule and a full
monolayer. The case of an isolated molecule has allowed us
to calculate the molecule charging energy, U , and the trans-
port energy gap, Et , which we have found to be around
7.7 eV. Calculating this energy gap is important for analyzing
the interface dipole induced between benzene and Au(111)
because large gaps inhibit the charge transfer between both
media and reduce the induced interface dipole. In particular,
this effect partially explains the differences found between the
results presented in this paper for the monolayer limit and the
ones published in Ref. 17, where we assumed the transport
energy gap to be much smaller, around 4.8 eV; moreover, in
that paper we assumed the metal/benzene distance to be much
smaller, 2.95 Å, an effect that tends to decrease S and en-
hances the amount of charge transfer between the molecule
and the metal.
Using this energy gap, we have calculated the case of
a benzene-monolayer and have found that the metal work-
function is reduced an amount of 0.85 eV. This value com-
pares well with the experimental value of 1.1 eV, as given
by Bagus and co-workers,12 although part of the discrepancy
might come from some overestimation of the energy gap. To
check this point, we have also calculated the monolayer case
taking for the benzene molecule an energy gap of 7.0 eV, a
value which can still be considered compatible with our pre-
vious calculation for Et taking into account the error bar of
10% appearing in the calculations due to numerical uncertain-
ties related to the small induced DOS at the gap. This value
is also suggested by extrapolating the data in Ref. 46 and by
semiclassical image potential calculations. Figure 6 shows
for this case our calculated DOS projected onto the molecule
and the interface barrier; the point to realize is that with the
new transport energy gap, the average interface potential eV av
has slightly increased from 0.88 to 0.95 eV.
It is also important to discuss the issue of the conver-
gence of our calculations with the basis set. We have studied
this convergence by analyzing how our results depend on a
more extended basis set; in particular, we have used an ex-
tended basis with polarization orbitals, sp3d5s∗d∗5 NAOs for
Au, sp3d5 for C and ss∗ for H with the following cut-off radii
(in a.u.): s = 6.0, p = 7.0, s∗ = 6.0, d = 5.0 and d∗ = 5.0
(Au); s = 4.0, p = 4.5, d = 5.4(C); and s = 4.5, s∗ = 4.5
(H).17 Obviously, using this basis set the molecular levels are
FIG. 6. DOS for a benzene monolayer on Au(111), with a molecule trans-
port energy gap of 7.0 eV; the initial molecular levels are shown by the blue
lines. The right inset shows an energy window around the HOMO and LUMO
levels, indicating the initial work-function, M , and the CNL. The left inset
shows an energy diagram of the Au/benzene interface.
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significantly shifted but, the “scissor” and the “shift” opera-
tors discussed above allow us to fit the molecule energy gap
and its energy position to the experimental values: we find
that using these corrections our calculation of the interface
dipole and the charging energy is already reasonably well-
converged in our optimized “minimal” basis set calculation,
thus allowing us to apply our methodology to the large system
sizes typically required for these metal/organic interfaces. An
exception to this result is the calculation of the correction dis-
cussed in Sec. IV: using this more extended basis increases
this correction to 0.40 eV. We conclude that the small differ-
ence between our calculated average interface potential, eV av
(for a √52 × √52 monolayer), 0.88 eV, and the experimen-
tal one, 1.1 eV, is probably due to this underestimation of the
potential correction.
Finally, we compare our results with other theoretical
approaches and with the experimental evidence, looking at
the induced interface dipole for benzene (Bz) on Au, Ag
and Cu(111). In our calculations, we simulate the Ag and
Cu cases by changing the metal workfunction while keeping
the Au electronic structure for the metal. From the calcula-
tions shown in Fig. 5 (upper panel), we obtain the follow-
ing interface dipoles: 0.85 eV for Bz/Au(111); 0.69 eV for
Bz/Ag(111), and 0.78 eV for Bz/Cu(111), while the experi-
mental values are 1.10, 0.70, and 1.05 eV for Au, Ag, and
Cu, respectively.12 Our interface dipoles show the same trend
than the experimental data, with a minimum dipole potential
for the Ag case and a maximum for Au, although our abso-
lute values are a little too small: as commented above this
is probably due to the pillow dipole correction that needs to
be added to our FIREBALL calculation, and to the different
molecule-metal distances, larger for Ag and smaller for Cu.
Morikawa and co-workers using a DFT approach18 have cal-
culated 1.14 eV for Bz/Au(111); 0.76 eV for Bz/Ag(111); and
1.06 eV for Bz/Cu(111), in excellent agreement with the ex-
periments, but the Bz/metal distances [3.1 Å (Au); 3.3 Å (Ag);
and 2.9 Å (Cu)] were basically fitted to reproduce the experi-
mental dipoles.
Independently, Bagus and co-workers12 using a wave-
function-based ab initio method and a cluster model have
obtained 0.87 eV for Bz/Au(111); 0.77 eV for Bz/Ag(111);
and 1.08 eV for Bz/Cu(111), in good agreement with our
results. It is worth commenting that, based on a constrained
space orbital variation (CSOV) analysis of these calculations,
these authors conclude that the observed interface dipole
is largely due to the exchange (or Pauli) repulsion between
electrons in the metal and in the organic,12 an observation
that seems to be in contradiction with the findings of our
work, that indicate that the main mechanism behind the
interface dipole formation is the charge transfer between the
metal and the organic. A deeper analysis shows, however,
that there is no contradiction between these two points of
view. First, notice that in a DFT calculation the different
wavefunctions are orthogonalized to each other, including
in this way the effect of the Pauli repulsion in the interface
barrier formation, an effect that automatically leads to a
significant charge transfer at the interface; consequently,
our DFT FIREBALL calculation includes the “exchange
repulsion” effect discussed by Bagus et al., except for the
small contribution analyzed above in the “pillow effect”
section. Second, notice that in the frozen-orbital step in the
COSV analysis, the (Pauli exclusion principle) requirement
of orthogonalization of the wavefunctions in the metal and in
the molecule already leads to a “major net motion of charge
from the adsorbate toward the substrate,”45 which will appear
in our analysis as a charge transfer between the two media.
In conclusion, we have presented a DFT calculation of
the interface properties of the benzene/Au(111) interface, in-
troducing a self-consistent analysis of the molecule charging
energy and its transport energy gap. From our calculations we
have also analyzed other noble metals by changing fictitiously
the metal workfunction while keeping the Au electronic prop-
erties. Our results have been favourably compared with other
theoretical and experimental data, lending strong support to
our interpretation of the formation of these interfaces as due
to the charge transfer between the metal and benzene, as
described in the IDIS-model.
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