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With the advantage of modern high speed computers, there has been an increased 
interest in the use of first-principles based computational approaches for the aerodynamic 
modeling of horizontal axis wind turbine (HAWT). Since these approaches are based on 
the laws of conservation (mass, momentum, and energy), they can capture much of the 
physics in great detail. The ability to accurately predict the airloads and power output can 
greatly aid the designers in tailoring the aerodynamic and aeroelastic features of the 
configuration. First-principles based analyses are also valuable for developing active 
means (e.g., circulation control), and passive means (e.g., Gurney flap) of reducing 
unsteady blade loads, mitigating stall, and for efficient capture of wind energy leading to 
more electrical power generation. 
In this present study, the aerodynamic performance of a wind turbine rotor 
equipped with circulation enhancement technology (trailing edge blowing or Gurney 
flap) is investigated using a three-dimensional unsteady viscous flow analysis. The 
National Renewable Energy Laboratory (NREL) Phase VI horizontal axis wind turbine is 
chosen as the baseline configuration. Prior to its use in exploring these concepts, the flow 
solver is validated with the experimental data for the baseline case under yawed flow 
conditions. The conditions chosen for study range from fully attached flow to fully 
separated flow. Results presented include radial distribution of normal and tangential 
forces, shaft torque, root flap moment, surface pressure distributions at selected radial 
locations, and power output. Results show that good agreement has been for a range of 
wind speeds and yaw angles, where the flow is attached. At high wind speeds, however, 
 xxii
where the flow is fully separated, it is found that the fundamental assumptions behind this 
present methodology breaks down for the baseline turbulence model (Spalart-Allmaras 
model), giving less accurate results. With the implementation of advanced turbulence 
model (SA-DES model), the accuracy of the results at high wind speeds are improved. 
Results of circulation enhancement concepts at low wind speed (attached flow) 
conditions show that a Coanda jet at the trailing edge of the rotor blade is effective at 
increasing circulation resulting in an increase of lift and the chordwise thrust force. This 
leads to an increased amount of net power generation compared to the baseline 
configuration for moderate blowing coefficients. At high wind speed leading edge 
separation occurs and the trailing edge blowing becomes ineffective in increasing the 
power output.  
The effects of jet slot height, pulsed blowing jet, and leading edge blowing have 
also been investigated in this study. Results show that, at fixed momentum coefficient, a 
thin jet requires a lower mass flow rate than a thick jet to get almost the same efficiency, 
although the power requirement for producing a thin jet is higher. A pulsed jet uses less 
mass flow rate to achieve same performance as a steady jet. However, the pulsed jet 
requires a higher input power, or a lower net useable power compared to the steady jet. 
Results of leading edge blowing indicate that a leading edge blowing jet is found to be 
beneficial in increasing the power generation at high wind speeds. 
A passive Gurney flap is found to increase the bound circulation and produce 
increased power in a manner similar to the Coanda jet. At low wind speeds, a Gurney flap 
can produce a net increase in generated power compared to the baseline rotor. At high 
wind speeds where the flow is separated, Gurney flap becomes ineffective in increasing 
 xxiii
the power output. Gurney flap angle has significant influence in power generation. 





1.1 Background of Wind Energy 
Human beings have been utilizing wind energy for at least two thousand years. 
The first windmills on record were built by the Persians in circa 900 AD. Windmills in 
their early form were primarily used for grinding grain and pumping water. During the 
nineteenth century, new designs of wind mills for pumping water evolved and were used 
for agriculture. At the beginning of the twentieth century, electricity came into use and 
windmills further evolved. These were called wind turbines and were connected to an 
electric generator. These designs could produce power only at low rates and the energy 
was stored in batteries. Though there was a continued interest in the use of wind turbines 
to produce electricity during the early twentieth-century, the evolution of diesel 
generators and stream turbines eventually took over the production of electricity. The use 
of windmills declined generally during the later part of 20th century. 
However, with the oil crisis in 1973, wind turbines became attractive again for 
many countries including the United States because of the desire to be less dependent on 
oil imports. National research programs were initiated around the world to investigate the 
possibilities of using wind energy and other renewable energy sources. An increasing 
concern for the environment also promoted interest in the use of wind energy. Over the 
past thirty years, large-scale generation of electricity by wind power has grown into an 
important industry. It has been estimated that the total energy output from wind resources 
has been increasing by approximately 20% a year. The rapid increase in the size and 
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capacity of commercial wind turbines between the years 1980 and 2003 is illustrated in 
Figure 1.1.  
 
Figure 1.1  Size and power increase of commercial wind turbines over time (from Ref. [1]) 
 
The power production from a wind turbine is proportional to the rotor disk area, 
and varies as (wind speed)3. A doubling of the rotor thus diameter leads to a four-time 
increase in power output. The influence of the wind speed is even more pronounced, with 
a doubling of wind speed leading to an eight-time increase in power. There have been 
considerable efforts to ensure that wind farms are developed in areas of the highest wind 
speeds and the turbines are optimally located. In some areas, very high towers are being 
used to take advantage of the increase of wind speed at high altitudes, in the outer edges 
of the atmospheric boundary layer. 
  Why use wind power? A country or region whose energy production is based on 
imported coal or oil can become more self-sufficient by using alternate sources such as 
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wind and solar power. Moreover, the growth in the global economy, particularly in Asia 
has spurred demand for energy (specifically electricity). The environmental impacts of 
conventional forms of energy production using oil, gas, or coal become an issue and 
affect the quality of life. Electricity produced from the wind produces no CO2 emissions 
and does not contribute to the greenhouse effect. Wind energy is relatively labor-
intensive, rather than land-intensive, and thus creates many jobs. Wind energy, however, 
also have some drawbacks. When operating, wind turbines create a certain level of noise. 
Noise is an important issue, especially in densely populated areas. Noise and visual 
impact, in the future, will be less important as more wind turbines will be sited off-shore. 
Another drawback is that wind energy can only be produced when nature allows the wind 
to blow. This problem can be addressed in part by knowing in advance what resources 
will be available in the near future, leading to a hybrid system that uses a combination of 
conventional power plants and renewable energy resources. 
 The reader interested in a fuller review of the history of wind energy development 
is referred to Ref. [2]-[5]. 
1.2 Short Description of Modern Wind Turbine 
 A wind turbine is device for extracting kinetic energy from the wind. The wind 
blows through the turbine and turns the blades, converting the kinetic energy of the wind 
into mechanical torque. This torque can be converted to produce useful work, usually in 
the form of electric power. All modern electricity-generating wind turbines use the lift 
force derived from the blade to drive the rotor. If the blades are connected to a vertical 
shaft, the turbine is called a vertical axis wind turbine (VAWT), and if the shaft is 
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horizontal, the turbine is called a horizontal axis wind turbine (HAWT). Most 
commercial wind turbines are the HAWTs. 
 
 
Figure 1.2  Sketch of Horizontal Axis Wind Turbine (from Ref. [6]) 
 
 A HAWT, as sketched in Figure 1.2, is described in terms of the rotor diameter, 
the number of blades, the tower height, the rated power and the control system. The tower 
height is important since the wind speed increases with the height above the ground. The 
rotor diameter is also important since this determines the area used for extracting the 
available power from the wind. The ratio between the rotor diameter and the hub height is 
often approximately 1. The rated power is the maximum power allowed for the installed 
generator, and the control system must ensure that this power is not exceeded in high 
winds.  
 The number of blades is often two or three. Two-bladed wind turbines are cheaper 
since they have one blade fewer, but they are rotate faster and appear more flickering to 
the eyes, whereas three-bladed wind turbines seem calmer and therefore less disturbing in 
a landscape. The aerodynamic efficiency is lower on a two-bladed than on a three-bladed 
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wind turbines. A high rotational speed of the rotor is desirable in order to reduce the 
gearbox ratio required and this leads to low solidity rotors. 
1.3 Wind Turbine under Yawed Flow Condition 
 Ideally, to extract maximum power from the wind, a wind turbine rotor should 
always operate with the wind direction perpendicular to its plane of rotation. However, 
this is seldom achieved in practice. The rotor axis of a wind turbine rotor is usually not 
aligned with the wind because the wind keeps changing its direction continuously, and 
the rotor yaw control system is usually not capable of following this variability and so 
spends most of its time in a yawed flow condition. 
Even if the rotor is operating in a steady wind, if the rotor is misaligned the angle 
of attack on each blade will change azimuthally as the turbine rotates leading to 
fluctuating loads on the rotor blades. This can lead to fatigue damage. The changes in 
angle of attack may also cause undesirable moments about the yaw axis and the tilt axis 
due to the unbalanced blade forces. 
In the yawed flow condition, yaw misalignment to the wind flow produces a 
velocity component parallel to the plane of rotation of the turbine disk, which leads to 
unsteady aerodynamic forces and also results in a skewed wake. The skewed wake causes 
unsteady, spatially non-uniform inflow through the rotor. The induced velocity varies 
both azimuthally and radially which makes the aerodynamics of the wind turbine even 
more complicated for yawed flow than for axial flow conditions. Under certain 
conditions, blade-vortex interactions can occur. These factors may lead to flow 
separation, inflow gradient across the rotor disk, and dynamic stall. 
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 Although the physics behind these phenomena has been studied extensively [7]-
[10], attempts at modeling these effects have been limited due to the computational 
complexity. Some recent noteworthy efforts in modeling HAWTs under yawed flow 
conditions may be found in Ref. [9] and [10]. 
During the past several years, a research effort has been underway at Georgia 
Tech under the National Renewable Energy Laboratory (NREL) support. This effort is 
aimed at first-principles based modeling of horizontal axis wind turbines (HAWT). As 
part of this effort, a three-dimensional hybrid methodology that combines the desired 
features of Navier-Stokes equations and wake models has been developed. This hybrid 
method, and a companion full Navier-Stokes solver, have been extensively applied to the 
performance of the NREL Phase VI rotor, under axial and yawed flow conditions [7]-
[14]. Full Navier-Stokes simulations of HAWT configurations have been done using an 
overset grid approach by Duque et al. [15] . Incompressible multi-block Navier-Stokes 
analyses have been used by Sørensen and Hansen [16], and by Sørensen and Michelsen 
[17]. Sørensen et al. [18] have reported excellent Navier-Stokes simulations for the 
NREL Phase VI rotor tested at the NASA Ames Research Center. The effect of transition 
and turbulence models on the Navier-Stokes predictions has been studied by Xu and 
Sankar [7],[12], Benjanirat et al. [8], and by Shaw et al. [19].  
1.4 Circulation Control Technology 
Circulation control wing (CCW) technology is known as beneficial in increasing 
the bound circulation and hence the sectional lift coefficient of airfoil. This technology 
has been extensively investigated both experimentally [20]-[23] and numerically [24]-
[30] over many years. Circulation control is implemented by tangentially blowing a small 
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high-velocity jet over a highly curved surface, such as a rounded trailing edge. This 
causes the boundary layer and the jet sheet to remain attached along the curved surface 
due to the Coanda effect (a balance of the pressure and centrifugal forces) and causing 
the jet to turn without separation [31]. The rear stagnation point location moves toward 
the lower airfoil surface, producing additional increase in circulation around the entire 
airfoil. The outer irrotational flow is also turned substantially, leading to high value of lift 
coefficient comparable to that achievable from conventional high lift systems. A typical 
CCW airfoil is shown in Figure 1.3. 
 
Figure 1.3  Basics of circulation control aerodynamics [from Ref.[21]] 
 
Early CCW designs typically had a large-radius rounded trailing edge to 
maximize the lift benefit. These designs, however, also result in high drag penalty when 
the jet is turned off [20]. One way to reduce this drag is to make the lower surface of the 
trailing edge a flat surface, while keeping the upper surface highly curved [20],[23]. This 
curvature on the upper surface produces a large jet turning angle, leading to high lift.  
The ability of circulation control technology to produce large values of lift may be 
advantageous for wind turbine design for the following reasons. Recall that wind turbines 
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generate power as a result of induced thrust forces generated by a forward rotation of the 
lift vector. Thus, any increase in the magnitude of the lift force (while keeping drag 
small, and L/D high) will immediately contribute to a corresponding increase in induced 
thrust and torque. 
While circulation control technology has the potential for increased power 
generation, power is consumed in the generation of the jet. There should be a net positive 
increase in power generated for this concept to be attractive. The weight and the 
manufacturing cost of the ducts supplying high pressure air, and the logistics of 
delivering the air to the slots must all be addressed. Finally, circulation control 
technology aims at keeping the flow attached over the trailing edge, and will not be 
effective if the flow over the airfoil separates at the leading edge unless secondary 
Coanda jets are used at the leading edge as well. A systematic study is thus needed to 
fully evaluate the benefits of circulation control technology for wind turbines. In this 
work, the present author only address the aerodynamic aspects of this problem, although 
a crude estimate has been made to take into account the power consumed in generating 
the Coanda jet. 
1.5 Gurney Flap 
Another technique of increasing the lift coefficient of airfoils is the use of passive 
devices known as Gurney flap. The Gurney flap, first introduced by Lieback [32], is a 
small tab attached perpendicular to the lower surface of the airfoil in the vicinity of the 
trailing edge, with a height that can vary from 1% to 5% of the airfoil chord. The original 
Gurney flap was installed at the trailing edge of a rectangular race car wing. Race car 
testing by Dan Gurney demonstrated improved downforce with the flap.  
 9
Lieback’s results showed a significant increment in lift compared to the baseline 
airfoil. In general, the drag of the airfoil increases with the addition of the Gurney flap, 
but often the percentage increase in lift is greater, resulting in an increased lift-to-drag 
ratio and therefore a better efficiency and performance. Lieback suggested that the 
optimal Gurney flap height should be on the order of 1-2 percent of the airfoil chord.  
The increase in lift comes primarily from the effective increased camber on the 
lower surface without adversely disturbing the upper surface flow. Lieback hypothesized 
that a flow structure downstream of a Gurney flap has dual recirculation regions as shown 
in Figure 1.4. His wind tunnel studies indicated turning of the flow over the back of the 
flap and reverse flow directly behind it. An interesting feature of the hypothesized flow is 
the significant turning of the upper-surface trailing-edge flow, in terms of producing both 
increased lift due to turning and reduced form drag due to the longer region of attached 
flow near the trailing edge. Water tunnel dye flow experiments [33] and numerical 







(a)  Conventional airfoil at moderate CL 
 
 
(b)  Hypothesized flow near Gurney flap 
Figure 1.4  Trailing edge flow fields [from Ref.[32]] 
 
Due to its simple geometry, construction of the Gurney flap is simple, weight is 
low, and implementation with the flap system is easily accomplished. 
Gurney flap has been extensively investigated [34]-[40] and used in many 
applications, e.g., alleviation of airfoil static and dynamic stall [41]-[43], flutter control 
[44]-[46], and rotor blade load control [47]-[49]. In those applications, the Gurney flap 
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has been found to enhance lift generation. The drag penalty varies depending on the 
airfoils used, flow conditions, and the Gurney flap configurations. 
1.6 NREL Phase VI Rotor 
Over the past several years, NREL has built and extensively tested a number of 
horizontal axis wind turbines under their Combined Experiment Rotor (CER) program 
[50]-[52]. Table 1.1 provides a brief summary of some of wind turbine rotors previously 
developed by NREL.  
Table 1.1  Previous NREL rotors 
 Phase II Phase III Phase IV Phase V 
Data collection 







Blades / hub untwisted / rigid twisted / rigid twisted / rigid twisted / teeter 
Number of blades 3 3 3 2 
 
All of these tests were done in the field. While these tests provided useful data 
(e.g. power vs. wind speed) that could be used to validate aerodynamic analyses ([12], 
[53]-[56]), only the time-averaged data could be extracted. There was uncertainty 
associated with the wind speed and direction. Also, sectional data (surface pressures, 
normal and tangential forces) were not readily available for code validation. 
In the present work a first-principles based flow solver has been applied to 
simulate the aerodynamics of the Phase VI rotor tested by the National Renewable 
Energy Laboratory at the 80ft × 120ft wind tunnel facility at NASA Ames Research 
Center. The NREL Phase VI rotor was designed by Giguère and Selig [57] under contract 
from NREL during March 1998 – March 1999. The Phase VI rotor geometry is based on 
the S809 airfoil, and more details about the blade can be found in Ref. [57]. A 
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comprehensive set of data that includes surface pressures, integrated normal and 
tangential forces, torque, root flap moment, and inflow were measured for a number of 
wind speeds and yaw angles [58]. 
The NREL Phase VI rotor is a stall-regulated rotor, in contrast to most modern 
designs that are pitch controlled machines. The rotor consists of two blades with a rotor 
diameter of 10.058 m. The blade flap or coning angle is either 0° for the upwind 
configurations or 3.4° for the downwind configurations. The S809 airfoil is used except 
in the root and hub region where the blade profile is modified to provide mechanical 
links. The blade geometry of Phase VI rotor and basic information of the machine are 
shown in Figure 1.5 and Table 1.2, respectively. 
 
 





Table 1.2  Basic information of NREL Phase VI rotor 
Number of Blades 2 
Rotor Diameter 10.058m 
Hub height 12.192m 
Type of rotor Teetered/Rigid 
Rotational Speed 71.63 RPM 
Power Regulation Stall 
Rated Power 19.8kW 
Location of rotor Upwind/Downwind 
Rotational Direction CCW (viewed from upwind) 
 
 The distribution of the non-linear twist angle is shown in Figure 1.6; with the 
reference zero pitch angle at 75% span. 
 
Figure 1.6  Twist angle distribution on the Phase VI rotor [from Ref. [57]] 
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The S809 airfoil used this rotor is designed by Airfoil, Inc. [59]. More details on 
this airfoil can be found in the work by Somers [60].  
 The blade surface pressure distribution was measured with a series of pressure 
taps on several spanwise stations as shown in Figure 1.7. Twenty-two pressure taps were 
installed at five primary spanwise stations: 30%, 46.6%, 63.3%, 80%, and 95%. There are 








Figure 1.8  Blade-mounted five-hole probe [from Ref. [58]] 
 
The upstream dynamic pressure and the angle of attack are measured by the five-
hole probes as shown in Figure 1.8. The probes are installed at 34%, 51%, 67%, 84%, 
and 91% of span. The probe tip is located upstream about 80% of the chord and about 20 
degrees below the chord line. The dynamic pressure was used in the calculation of the 
pressure and force coefficients, in the experiments. 
1.7 Aerodynamic Force Coefficients 
The present approach solves the viscous flow equations to compute the flow 
properties as a function of time in the entire region surrounding the rotor disk. Of 
particular interest is the surface pressure distribution which may be integrated to compute 
instantaneous (and time averaged) values of force coefficient CN normal to the chord line 
and the force coefficient CT tangential to the chord line, along the entire span of the blade. 
The represent the forces acting perpendicular and parallel to the airfoil chord, 
respectively. Other aerodynamic loads, such as torque, thrust and root flap moment, were 
computed using the CN and CT values in conjunction with their reference angles. The 
aerodynamic force coefficients are illustrated in Figure 1.9. 
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Figure 1.9  Aerodynamic force coefficient conventions [from Ref.[58]] 
 
1.8 Research Objectives and Scope 
With the advantage of modern high speed computers, there has been an increased 
interest in the use of first-principles based computational approaches for the aerodynamic 
modeling of HAWT. Since these approaches are based on the laws of conservation (mass, 
momentum, and energy), they can capture much of the physics in great detail. These 
approaches are particularly helpful at high wind speeds, where appreciable regions of 
separation are present and the flow is unsteady. The ability to accurately model the 
airloads can greatly aid the designers in tailoring the aerodynamic and aeroelastic features 
of the configuration. An improved understanding of the unsteady load environment will 
also help wind turbine engineers to efficiently design the rotor structure to meet the 
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fatigue life requirements. First-principles based analyses are also valuable for developing 
active means (e.g., circulation control), and passive means (e.g., Gurney flap) of reducing 
unsteady blade loads, mitigating stall, and for efficient capture of wind energy leading to 
more electrical power generation. 
 The primary objectives of the present research effort are to: 
• Improve and validate an existing first-principles based hybrid solver for 
accurately simulating the aerodynamics of HAWT under yaw conditions. 
• Examine the physics of the flow field and determine what further efforts are 
needed to improve the existing solver and turbulence models, to simulate all the 
physical phenomena that significantly affect the aerodynamics of HAWT.  
• Numerically investigate the aerodynamics and benefit of circulation control 
technology (Coanda jet at the leading and trailing edge) and Gurney flap to 
HAWT under axial and yawed flow conditions. 
• Determine what modifications to circulation control technique are needed, to 
achieve a more efficient system, hereby optimizing the power output while 
limiting the power consumption. 
It should be noted that a full engineering study of the use of active and passive 
concepts will require a careful evaluation of issues such as feasibility, cost, weight, and 





MATHEMATICAL AND NUMERICAL FORMULATION 
 
In this chapter, the formulation for the viscous flow solver used in this present 
study is presented. The governing equations (Navier-Stokes equations), the numerical 
discretization, and boundary conditions are documented. The methodology given below 
has been developed and used in many fixed wing,  rotorcraft and wind turbine studies by 
Sankar and his co-workers [27],[61]-[65]. 
Section 2.1 describes the governing equations for the three-dimensional unsteady 
compressible flow in Cartesian coordinates and Generalized coordinates. The numerical 
formulation (temporal and spatial discretization) and the time marching scheme used to 
solve the governing equations are given in section 2.2. Turbulence models and transition 
model used in the present study are discussed in section 2.3 and 2.4, respectively. Finally 
initial conditions, boundary conditions, tip and root vortices modeling, and jet slot 
boundary condition are all described in section 2.5. 
2.1 Mathematical Formulation 
 The Navier-Stokes equations are a set of partial differential equations describing 
the conversation of mass, momentum, and energy. It is known that all the properties of a 
continuum flow system for a viscous fluid are approximated by the Navier-Stokes 
equations. The fluid is assumed to be Newtonian, which is air in this study. These 
equations are based on Stokes relations and assume that the normal and shear stresses are 
linear functions of the strain rate, and that the thermodynamic pressure is equal to the 
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negative of one-third the sum of normal stresses. In the present study, body forces, heat 
addition, and mass diffusion effects are all neglected. 
 For most fluid flow problems, especially those involving complex geometry such 
as horizontal axis wind turbines, the flow will experience effects of turbulence. Since a 
direct numerical simulation of turbulent flow is very costly, it is impractical to directly 
capture all turbulent length and time scales for such a flow. Therefore, the Reynolds 
averaged Navier-Stokes equations (RANS) are used in this study, where all fluctuating 
quantities such as velocity are captured in a time averaged manner - averaged over the 
eddy turnover time scales, while retaining the longer time scales associated with the 
unsteady flow. The effect of turbulence is modeled using a semi-empirical turbulence 
model. 
2.1.1 Governing Equations in Cartesian Coordinates 
 For a deforming or moving control volume, the differential form of Navier-Stokes 

































































where ρ is fluid density, u,v,w are fluid velocity components in three Cartesian directions, 
and e is the total energy per unit volume (the sum of internal energy and kinetic energy 










Also, p is the static pressure and γ is the specific heat ratio of the fluid. 


















































































































































































where the stress terms are evaluated using Stokes’ hypothesis in which the bulk viscosity 












































 Using the Fourier’s law to relate the heat transfer rates with the temperature 
gradient, and the equation of state, the viscous terms in the energy equation, Ex, Ey and 



























μγμ RCk p  (2.8)
and Pr is the Prandtl number ( ≈ 0.72 for air). 
 For turbulent flow, the viscosity μ is replaced with the sum of the molecular 
viscosity and eddy viscosity, μ + μT, and the term Pr






where TPr  is the turbulent Prandtl number ( ≈ 0.80). Further details in the eddy viscosity 
models used in this study will be given in Section 2.3. 
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2.1.2 Non-dimensionalized Governing Equations 
 In numerical simulations, it is more convenient if the governing equations in non-
dimensional form are used. All quantities in the Navier-Stokes equations should be 
normalized by their corresponding reference parameters. In this present work, the 
following reference parameters are used: 
 Lref  =  %75c  : Chord of the rotor blade at 75% radial station  
 Vref = ∞a  : Freestream speed of sound 
 ρref = ∞ρ  : Freestream density 
 μref  = ∞μ  : Freestream viscosity 
 Tref =  T∞   : Freestream temperature 
 The non-dimensional flow variables are expressed as follows: 
refL














μμ *  
refL












TT *  
refL



















where the asterisk denotes a dimensionless variable. When this non-dimensionalization 
procedure is applied to equation (2.1), a very similar equation with the non-dimensional 























































The difference between equations (2.1) and (2.9) is that there are the Reynolds 
number Re and Mach number M on the right hand side of equation (2.9). Using the tip 
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where Ω  is the angular velocity of the rotor and R is the rotor radius. 
 In the analysis all the calculations were done using the non-dimensional form 
given above. 
2.1.3 Governing Equations in Generalized Coordinates 
For most engineering applications, solutions for the flow past arbitrary geometries 
and arbitrary motions are difficult to achieve using Cartesian coordinates. Therefore, a 
body-fitted coordinate system is used where the boundary surfaces in the physical domain 
are mapped onto planar surfaces in the computational domain. It is easy to apply 
boundary conditions on planar surfaces in a body-fitted grid. 
The physical coordinate system (x, y, z, t) can be expressed in term of a 


















 This coordinate system is dependent on the grid topology. For the C-grid topology 
used in the present study, The symbols ξ, η, and ζ  correspond to coordinate directions 
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along the chordwise, spanwise, and normal directions, respectively. The symbol τ  
represents the time in the transformed computational domain. 
 By applying the generalized transformation using the chain rule of differentiation 
to equation (2.1), the transformed non-dimensional governing equations in generalized 
































in which the transformed vectors are related to their Cartesian counterparts through the 
metrics and Jacobians of the transformation. For details of the transformation, the reader 
is referred to Ref. [65]. 





























The transformed inviscid fluxes HGF ˆ,ˆ,ˆ  and the transformed viscous fluxes TSR ˆ,ˆ,ˆ  are 



































































Physically, the Jacobian is the ratio of the volume of a grid cell in the computational 
domain divided by its volume in the physical domain. 
 The quantities ξx, ξy, ξz, ξt etc. appearing in the equation (2.15) are called the 
metrics of transformation and are computed by: 
)( ηζζηξ zyzyJx −=  )( ζξξζη zyzyJx −=  )( ξηηξζ zyzyJx −=  
)( ζηηζξ zxzxJy −=  )( ξζζξη zxzxJy −=  )( ηξξηζ zxzxJy −=  
)( ηζζηξ yxyxJz −=  )( ζξξζη yxyxJz −=  )( ξηηξζ yxyxJz −=  
(2.17)
 In numerical simulations, the contravariant velocities U, V, and W are defined in 


















































where  xτ, yτ , and zτ  represent the velocity components of the grid in an inertial frame. 
For wind turbines, rkzjyix r
rrrr
×Ω=++ τττ . The contravariant velocities U, V, and W are 
in directions normal to the constant ξ, η, and ζ surfaces, respectively. 
 The transformed inviscid and viscous flux vectors in equation (2.15) can be 
rewritten as [66]: 
 




























































































































































































































where the stresses terms and heat transfer terms in the transformed coordinates can now 




































































































































The time derivative 
τ∂
∂  in the computational domain is related to the time 
derivative in the physical domain 
t∂

























where ξt, ηt, and ζt are defined as shown in equation (2.23). As discussed in Ref. [67], if 








2.2 Numerical Formulation 
The starting point for the numerical formulation is a semi-discrete finite 










































































































































































ˆ,ˆ,ˆ ζηξ δδδ are also defined in a similar manner. 
 With this notation, the equation (2.25) then can be written as: 







Equation (2.28) is now an ODE in time for the flow properties q, that may advanced in 
time until a steady state solution (or a limit cycle periodic solution in time) is obtained. 
2.2.1 Calculation of Inviscid Fluxes 
The fluxes HGF ,,  represent fluxes of mass, momentum, and energy carried by 
acoustic, vortical, and entropy waves. While computing these terms, attention must be 
paid to the direction in which information is propagated. A simple averaging of properties 
[68] at the half points to compute fluxes does not take into consideration the wave 
propagation nature of the flow. To overcome this, a variety of flux-vector splitting [69]-
[71], flux-difference splitting schemes [72]-[75] have been proposed that split the flux 
into contributions from the individual waves. 
In the present work, Roe’s approximate Riemann solver [74] is used. The flux 











In equation (2.29), Rq  and Lq  may be considered as q  at ),,( 21 kji +  node just to the 



























































Notice that a primitive variable based form is used. 
The quantities LF̂ and RF̂ , the physical fluxes, are fluxes F̂  evaluated at the half 
node ),,( 21 kji +  using the flow properties from left and right of the cell face as shown in 
Figure 2.1. 
        i-1/2,j,k    i+1/2,j,k
i-1,j,k i+1,j,ki,j,k L R
 
Figure 2.1 Nodes and half-node 
 

















































































Here, the quantities ,, 0hU and tn  are the contravaraint velocity, specific total enthalpy, 
and the grid velocity of the coordinate surface ),,( 21 kji +  in the normal direction of the 



























 is the grid velocity at the cell face ),,( 21 kji + defined by kzjyixVG
rrrr
τττ ++= . 
The fluxes at other half-points ),,( 21 kji +  etc may similarly be defined. 
 The term )(~ LR qqA −  on the right hand side of equation (2.29) is referred to as a 
“numerical viscosity” or “diffusion term”. The numerical viscosity term, calculated as a 
sum of simple wave contributions depending on their wave speeds, is needed to filter out 
high frequency non-physical oscillations in the solution. The term qFA ˆ/ˆ~ ∂∂= , the flux 
Jacobian matrix, is evaluated using “Roe-averaged” flow properties from left and right of 
the cell face. 
 To simplify the numerical computations, the matrix elements of the numerical 





































































































































Here the operator Δ is defined as jump across the cell face, i.e. ( ) ( ) ( )
LR
•−•=•Δ . The 





































rrrr , is a unit normal vector to the surface ξ = constant 
times a cell face area associated with the cell interface ),,( 21 kji + , at which the flux is 
calculated. All the quantities with a tilde sign over represent the “Roe-averaged” 





















































































































 van Leer [78] showed that the accuracy of the evaluating primitive variables at the 
left and right of the cell face determines the spatial accuracy of the solution. For example, 
a first order accuracy in space can be achieved by using the simplest approach: iL qq =  
and 1+= iR qq .  
 In this present work, an interpolation method called the Monotone Upstream-
centered Scheme for Conservation Laws (MUSCL) is used. In general, the MUSCL 











Here Δ and ∇ are the forward- and backward-difference operators, respectively, defined 
as: 
( ) ( ) ( ) ( ) ( ) ( ) 11 , −+ •−•=•∇•−•=•Δ iiiiii  
 The choice of k determines the spatial accuracy of the scheme. For example, 
1−=k  yields second-order fully upwind scheme, while 1=k  yields second-order central 
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difference scheme. In the present work, 31=k  is chosen, and a third-order accurate 






















Figure 2.2 shows the three-point stencils for computing left and right primitive variables 
in the third-order MUSCL scheme. 
 
        Lq                  Rq  
       Left   Right 
 
 
                   1−i    i     1+i       2+i  
Figure 2.2  Three-point stencil 
  
In regions with large flow gradients and discontinuities (e.g. shocks), the high-
order scheme must be reduced to a lower order to maintain stability and to eliminate 
spurious numerical oscillations in the solution. This can be accomplished by using of a 
flux limiter. A limiter is a non-linear algorithm that reduces the high-derivative content of 
a subgrid interpolant in order to make it non-oscillatory. It yields the interface 
reconstructions which are within the bounds of the adjacent cell averages. By applying 


















where lφ  and rφ are designed such that they become zero in the vicinity of the high 
gradients. 
In the present methodology, the modified van Albada flux limiter [80] is used, 


































Also, ε  is a small parameter that prevents indeterminacy in regions of zero gradients, i.e. 
where 0)()( =Δ=∇ ii qq . This limiter has been reported and implemented in various 
forms in the literature, and has been shown to prevent spurious numerical oscillations and 
give better convergence [81]-[83]. 
2.2.2 Calculation of Viscous Fluxes 
 At each time step the viscous fluxes )ˆ,ˆ,ˆ( TSR  in equation (2.25) are computed and 
added to the inviscid flux contributions on the right hand side of the equation. Unlike the 
invisvid fluxes, these viscous fluxes are computed using a symmetric second order 
central difference scheme. As given earlier in equation (2.21-2.23), the viscous fluxes 

























and the metrics needed at the half point can be directly calculated. 
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 As stated earlier, for turbulent flow, the viscosity μ in the equations (2.22) and 
(2.23) is augmented by the eddy viscosity μT. Further details in the eddy viscosity models 
used in this study will be given in Section 2.3. 
2.2.3 Time Marching Scheme 
 Since the governing equations are parabolic in time, a stable dissipative time 
marching scheme is needed to advance the solution. In this study, the following semi-











∂ ++  (2.42)
where the superscripts refer to time step n and n+1. Here, δξ, δη, δζ  are standard central 
difference operators. The inviscid fluxes and viscous fluxes are computed at the half-
point ),,( 212121 ±±± kji  as discussed earlier.  
 The discretization of term 
τ∂













As a result, equation (2.42) can be expressed as: 
)ˆˆˆ(
Re
)ˆˆˆ(ˆˆ 1111 nnnnnnnn TSRMHGFqq ζηξζηξ δδδτδδδτ ++Δ+++Δ−=
++++  (2.44)
 Equation (2.42) gives a system of non-linear algebraic equations. It is difficult to 
solve because the inviscid terms being handled implicitly. Therefore, to obtain a linear 
system of equations, the implicit inviscid terms must be linearized. A linearization 














































The viscous terms are treated explicitly, and no linearization is needed. 
 The Jacobian matrices can be evaluated analytically and are given by Pulliam and 







































































The matrices ][B and ][C  can be similarly evaluated by using η  and ζ  in the above 
equations, respectively, instead ofξ . 
 After substituting equation (2.45) into equation (2.44) and arranging all of the 
known quantities at time step n to the right hand side, the following system of linear 
equations for q̂Δ can be obtained, 
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nnnnn RHSqCBAI ][ˆ)]ˆˆˆ([ 1 =Δ++Δ+ +ζηξ δδδτ  (2.49)
where nnn qqq ˆˆˆ 11 −=Δ ++ , I is the identity matrix. The term [RHS], referred as the residual, 
is given by: 
)ˆˆˆ(
Re
)ˆˆˆ(][ nnnnnnn TSRMHGFRHS ζηξζηξ δδδτδδδτ ++Δ+++Δ−=  (2.50)
In steady-state problems, the residual should be reduced to an acceptable small value for 
the calculation to be considered converged. In time dependent or unsteady problems, 
however, the residual does not need to reach a minimum value and may vary with time 
depending on the flow situation. 
 Equation (2.49) may be viewed as a matrix system  
][}ˆ]{[ RHSqM =Δ  (2.51)
Solution of equation (2.49) is computationally expensive because the unfactored 
coefficient matrix [M], which is a seven-diagonal matrix, requires vast computer storage 
and computing time to invert. In order to reduce the computational work, this sparse 
matrix [M] is approximately factored into three sparse matrices using a Lower-Upper 
Symmetric Gauss-Seidel (LU-SGS) implicit scheme proposed by Yoon and Jameson 
[86],[87]. The LU-SGS method ensures that the matrix is diagonally dominant. Rieger 
and Jameson [88] extended the LU-SGS scheme to three dimensions. This scheme is 
widely used to solve the compressible Navier-Stokes equations. 
In this method, equation (2.51) is first expressed as  
nn RHSqUDL ][ˆ)( 1 =Δ++ +  (2.52)
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where L is a lower block triangular matrix with null matrices on the diagonal, D is a 
block diagonal matrix formed out of both positive and negative flux Jacobian matrices, 
and U is an upper block triangular matrix with null matrices on the diagonal. For the case 
of non-singular matrix D, equation (2.50) may be written as: 
nn RHSqUDILDD ][ˆ)( 111 =Δ++ +−−  (2.53)
Using LU- factorization, equation (2.52) can be approximated as 
nn RHSqUDILDID ][ˆ))(( 111 =Δ++ +−−  (2.54)
or 
nn RHSqUDDLD ][ˆ)()( 11 =Δ++ +−  (2.55)
These matrices may be expressed as 



















































































Here, −ξδ , 
−
ηδ  and 
−




ηδ  and 
+
ζδ  are 
the first-order forward difference operators. 
In the LU scheme, the matrices ±±± CBA ˆ,ˆ,ˆ  may be computed as [89] 
111 ˆ,ˆ,ˆ −±±−±±−±± Λ=Λ=Λ= CCCBBBAAA TTCTTBTTA  (2.57)
where CBA TTT ,,  are the matrices whose columns are the right eigenvectors of Â , B̂  and 
Ĉ , respectively. +Λ A , 
+Λ B  and 
+ΛC  are the positive eigenvalues, while 
−Λ A , 
−Λ B  and 
−ΛC  
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are the negative eigenvalues of Â , B̂  and Ĉ , respectively. However, computing the 
matrices ±Â , ±B̂  and ±Ĉ  directly is very expensive.  
There are many ways to approximate the matrices ±Â , ±B̂  and ±Ĉ . In this present 























where CBA rrr ,,  are called the spectral radii or the largest eigenvalues of the flux Jacobian 



















Here, Aλ , Bλ  and Cλ  represent the eigenvalues of the matrices Â , B̂  and Ĉ , 
respectively. Ak , Bk  and Ck  are user-input constants, which are greater than or equal to 1 
for stability. In this study, 1=== CBA kkk  is used, and equation (2.59) can be evaluated 









































































































































From equation (2.55), each of the factored matrices can be inverted and the system of 

















where each matrix has either lower, or diagonal, or upper part only. The inversion of 
these matrices can be accomplished by backward or forward substation, which requires 
less computational work than solving equation (2.51). Finally, the new 1ˆ +nq  can be 
obtained from 11 ˆˆˆ ++ Δ+= nnn qqq . 
2.3 Turbulence Models 
 The time-averaged Navier-Stokes equations lead to the Reynolds stress terms 
jiuu ′′ , which cannot be solved directly and must be modeled. The Reynolds stresses, in 
tensor form, can be modeled using an eddy viscosity concept: 























uu μρ           for i, j = 1,2,3 (2.63) 
where iu′ , ju′ are the instantaneous velocity fluctuations about the mean velocities iu  and 
ju , respectively, and jiuu ′′  is the time-averaged value of the product iu′ and ju′ . 
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 In the present RANS simulation, as discussed earlier, the eddy viscosity Tμ  is 
used to account for the effect of turbulent flow. 
Though there are many presently known turbulence models, it is an unfortunate 
fact that there is no single turbulence model that is universally accepted as being superior 
(accurate, general, and easy-to-solve) for all classes of flow problems. The choice of 
turbulence model will depend on several considerations such as the physics of the flow, 
the level of accuracy required, the availability of computer resources, and the amount of 
time for the simulations. 
In the present work, the Spalart-Allmaras (One-Equation) model [91] is used as a 
baseline model. The SA model has been extensively validated and proved to work well 
with attached wall-bounded viscous flows, but is not suitable to handle separated flow 
conditions. The Spalart-Allmaras based Detached Eddy Simulation (SA-DES) proposed 
by Spalart et al. [92] and implemented by Benjanirat [93] is used to enhance capability of 
the solver to handle such complex flows. 
2.3.1 Spalart-Allmaras Model 
 In Spalart-Allmaras (SA) turbulence model, a partial differential equation is 
solved for the production, dissipation, and transport of a turbulent eddy viscosity-like 
quantity ν~  at each time step. Since it requires solving one equation, this model is a one-
equation model. 
 The eddy viscosity Tμ  is computed from: 
1
~
vT fνρμ =  (2.64) 













f  (2.65) 
This damping function is used to force the eddy viscosity to be zero at the wall and 
gradually rises to unity as the distance from wall increases. 
 The transported variable ν~  is determined by the transport equation as follows: 







































The four terms on the right hand side of equation (2.66) represent the production, the 
diffusion, the destruction, and the source/trip terms of the eddy viscosity, respectively. 


















−=  (2.68) 
where S is the magnitude of the vorticity, and d is the distance to the nearest wall. 










































The value of wf  will asymptotically reaches a constant value as r increases; therefore, the 
large value of r can be limited to 10, to avoid floating point overflow [91]. 
 In most simple algebraic (zero-equation) models, the transition is abruptly 
modeled or computed in a shot ramp based on the grid index. To better represent the 
transition from laminar to turbulent flow, two trip terms are added to the SA model. The 
first term is the trip function 2tf , which goes to unity upstream of the transition point. 
)exp( 2432 χttt ccf −=  (2.70) 


















)/,1.0min( ttt xUg ΔΔ≡ ω  
UΔ  is the difference between velocity at the field point and that at the trip  
tω  is the wall vorticity at the trip point 
txΔ  is the grid spacing along the wall at the trip 
td  is the distance from the field point to the trip point on the wall, a user specified  
     transition location. 
Use of the trip function allows the eddy viscosity to gradually vary in the transition 
region. However, the user still needs to specify the transition location, or compute it 
using a criterion, such as Eppler’s [94] or Michel’s [95] transition model. In this study, 
the Eppler’s transition model is used (see Section 2.4). 
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 The constants in the SA turbulence model are given by Spalart et al., based on 
































The above recommended values from the original work of Spalart and Allmaras are used 
in this work, except the last two constants ),( 43 tt cc which are modified values in the later 
version of the SA model [96]. 
 The wall boundary condition in this model is 0~ =ν . For the freestream boundary 
condition, ideally ν~  should be 0, but a small value 
2
~ νν ≤  can be used. The value of 
10
~ νν =  is recommended, and this value is also used as the initial condition. 
 In the above discussion, the dimensional from of the SA model has been given. In 
the actual numerical implementation, all parameters in equation (2.66) were non-























































































 Hereafter, all flow variables are non-dimensional and the asterisk denoting non-
dimensional quantities will be dropped for convenience. After non-dimensionalization 
and mathematical manipulation, the transport equation can be rewritten as: 
[ ] ( )( )











































































Equation (2.73) is a transport equation, and may be solved using an LU scheme similar to 
the mean flow RANS equations. A first order upwind scheme was used to convect the 
eddy viscosity. For more detail in numerical solution procedure, the reader is referred to 
Ref. [93],[96]-[98]. 
2.3.2 Spalart-Allmaras Detached Eddy Simulation (SA-DES) Model 
 The Detached Eddy Simulation (DES) methodology usually referred to as a 
RANS/LES coupling approach. The main idea of this approach is to combine RANS and 
LES methodologies for applications in which classical LES simulation is not affordable. 
The DES method attempts to combine the best aspects of RANS and LES in s single 
solution strategy. This method can be considered as a three-dimensional unsteady 
numerical simulation using a single turbulence model in regions where the grid density 
fine enough for a large eddy simulation (LES), and as a RANS simulation in region 
where it is not.  
The DES method uses the idea that if the grid is fine enough, it is possible for the 
RANS to capture the turbulence by itself. This is possible in an area far away from the 
surface where turbulent eddy length scale is comparable to the grid size. Therefore, this 
method aims to better capture the complexities of the massively separated flows. Though 
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the DES approach may require more computational time than the RANS approach, it still 
requires much less computational time than a pure LES approach. 
 SA-DES approach combines a RANS version of the Spalart-Allmaras model and 
the filtered version of the same model to create two separate regions within the flow 
domain: one that is near the surface and another that is far away from the surface. The 
standard SA model will be used in the area close to the wall where the viscous effect 
prevails and the modeling is dominated by the RANS-based approach. In the high-Re 
turbulent regions far away from the wall, where large turbulence scales play a dominant 
role, the LES approach based on a one-equation subgrid model will be used. 
 This method simulates the turbulence kinetic energy transfer from large 
turbulence scale to smaller scale, instead of dissipation. This leads to the modification of 
the production and destruction terms in the transport equation of the standard SA model. 
As proposed by Shur et al. [99], the modification can be done by substituting the nearest 
distance to the wall d, everywhere in the transport equation, by the new DES length scale 
d~ , which is defined as: 
),min(~ Δ≡ DESCdd  (2.74) 
where DESC  is an adjustable model constant, and Δ  is based on the largest grid spacing in 
the x, y, or z directions forming the computation cell 
),,max( zyx ΔΔΔ≡Δ  (2.75) 
The model constant 65.0=DESC  was set in the homogeneous turbulence [99], and is also 
used in this study.  
In general, the distance d is much smaller than the modified length scale ΔDESC  
in regions close to the wall. This causes the model to behave as the original SA model. In 
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the area away from the wall, ΔDESC  becomes smaller than the distance d. The length 
scale Δ= DESCd
~ in the LES region yields a Smagorinsky-like eddy viscosity 2~ Δ∝ Sν  
and causes the model to behave LES-like manner. Analogous to classical LES, the role of 
Δ  is to allow the energy cascade down to the grid size. 
2.4 Transition Model 
In this study, the effects of transition are modeled using Eppler’s transition 
criterion [94]. The Eppler’s transition model is used in many NREL airfoil analysis and 
design procedures, and is known to give accurate prediction of the transition location and 
airfoil drag characteristics.  
This model was implemented as follows.  First, the streamwise growth of laminar 
boundary layer quantities such as the momentum thickness, shape factor H, energy 
thickness δ3, and the factor H32= δ3/θ are empirically computed using an integral equation 
technique.  Transition is predicted to occur if the Reynolds number based on the 
momentum thickness becomes large so that:  
rH









Here ‘r’ is a roughness factor.  For highly polished surfaces, r may be taken to be 
zero.  A value of 4 is used for insect contaminated surfaces, and value of r = 6 is 
considered a very rough surface.  
It must be emphasized that Eppler’s model is intended for viscous flows where 
the boundary layer is steady, at least in a Reynolds time-averaged sense.  Flow around 
wind turbines is highly unsteady, and the Eppler’s criterion will, at best, give only a first 
order estimate of the transition location. This model also predicts that transition has 
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occurred if the laminar boundary layer separates, causing a separation bubble near the 
leading edge of the rotor. 
Another widely used transition model is Michel’s model [95]. This model can 
predict a transition region based on the extension proposed by Chen and Thyson [100]. 
This model is used in many aircraft industry boundary layer codes, for example the 
boundary layer codes developed by Cebeci [101] for the Douglas Aircraft Co. 
Benjanirat [93] has tested both Eppler’s and Michel’s models for limited number 
wind conditions. The transition locations predicted by both models are nearly the same. 
For more detail of Michel’s transition model, the reader is referred to Ref. [12],[93],[95]. 
All the simulations reported in this study were done using Eppler’s transition model. 
2.5 Initial and Boundary Conditions 
  Since the governing equations are parabolic with respect to time, initial and 
boundary conditions are needed to solve these equations. In general, the initial conditions 
are set to be equal to the properties of the freestrem flow condition. In the present work, 
calculations involve moving grids. Thus, an inertial coordinate system (i.e. a stationary 
observer) is adopted. The coordinate system is fixed to the blade, and the blade rotates 
with respect to the surrounding flow. 
 The boundary conditions must be carefully specified to obtain the solutions, and 
the implementation is usually based on physics. For example, the no-slip condition 
should be used for the viscous surface, while the slip condition may be used in an 
inviscid simulation. For the CCW application, jet slot exit boundary condition must be 
properly specified for accurate simulation of the effects of the jet flow. 
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2.5.1 Initial Conditions 
 In this study, the rotor blade is impulsively started from rest at the start of the 
computation. The flow properties everywhere inside the flow field are assumed to be 




















2.5.2 Boundary Conditions 
Blade Surface 
 For all solid surfaces, the no-slip condition is applied for the viscous flow. 
gridVV
vv
=      or      τττ zwyvxu === ,,  (2.78) 
where gridV
v
 is the velocity of the blade surface. 




T . The 
pressure at the surface, except the jet slot, is determined from the specification that the 






     or     3/)4( 321 iii ppp −=  (2.79) 
where subscript ‘i1’ represents the point on the surface, and ‘i2’, ‘i3’ is one point and two 
points next to the surface in normal direction, respectively. 
Similarly, the density at the surface is also extrapolated from the interior field 







     or     3/)4( 321 iii ρρρ −=  (2.80) 
The total energy is computed from the equation of state.  
Inboard, Outboard and Downstream 
At the inboard and outboard boundaries, it is assumed that the gradients along the 
spanwise direction are negligible. The downstream boundary condition is defined at the 
downstream boundary where the wake from the blade leaves the computational domain. 
Flow properties (density, velocities) on these surfaces are extrapolated from the interior 
field points, except for pressure which is specified at its freestream value. 
Branch/Wake Cut 
 For a multiple connected domains, there will be necessity to introduce a branch 
cut across the wake region to obtain a simply connected region. Since the flow properties 
must be physically continuous across this cut, the flow properties here are simply 
specified as averages of the variables using the properties one point above and one point 
below the cut line. 
 
Figure 2.3  Wake cut boundary condition for C grid 
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As shown in Figure 2.3, point B and point C are at the same location that happens to be 




DACB qqqq +== . 
Outer Boundary 
 The outer boundary is usually placed far away from the blade surface, at least 6 
chords, to avoid reflections from outer boundary into the interior domain and to allow the 
disturbances to leave the domain. In this study, the flow density is extrapolated from the 
interior field points while other properties (velocities, pressure) are specified to the 
freestream values. 
Tip and Root Vortices Modeling 
Because the grid surrounding the rotor blade is finite, it can not capture the details of the 
tip vortex (and vortices from other blades) once the vortex leaves the domain, as shown 
in Figure 2.4. A prescribed wake trajectory proposed by Kocurek [102],[103] is assumed 
for these vortex structures, once they leave the computational domain. Their strength is 
assumed to the peak bound circulation on the blade at the time the vortex was generated. 
The presence of other blades and the effect of the tip and root vortices not captured by the 
computational grid are accounted with an induced velocity flow field at this outer 
boundary. The vortices from all the blades are included with the phase lag (2π/N, where 






Figure 2.4  Sketch of the hybrid methodology 
 
The velocity at the outer boundary can be prescribed as follows: 
inducedwind VVV
vvv
+=  (2.81) 
where windV
v
 is the wind velocity and inducedV
v
 represents the induced velocities from the tip and 
root vortices. The induced velocities are computed using Biot-Savart law and then fed 
back to the computational grid through the outer boundary (Figure 2.5). The vortices are 
represented by a series of straight-line segments, on each of which the vortex strength is 
assumed to be constant. The end points of these segments (markers) and the strength of 
all segments are computed and updated at every 10 degree increments of azimuth. 
Because a Lagrangean, rather than an Eulerian, representative of the vortices is used, the 
details of the flow field in the immediate vicinity of the vortex will not be captured. 




Figure 2.5  Induced velocities and wind velocities at the boundary 
Jet Slot Exit 
 In most circulation control studies, the driving parameter of the jet is the 















where jetjetjet AVm ρ=&  is the jet mass flow rate. In the present study, the reference 
velocity refV  is the rotor tip speed, and the reference area refA  is the plan form area of the 
rotor blade. 
 At the jet slot exit, the following boundary conditions are specified: the total 
pressure and total temperature of the jet are specified. These were estimated assuming a 
jet Mach number and isentropic relations. The jet is assumed to emanate in a direction 
tangential to the blade surface, and the pressure values at the jet are extrapolated from the 















Figure 2.6  Jet slot boundary conditions 
 
For subsonic jets, one characteristic can propagate upwind into the slot. Thus the 
pressure at the jet exit is extrapolated from the outside values using the same constraints 
as equation (2.79). Then the static pressure at the jet slot exit can be obtained as: 
3/)4( 321 iiijet pppp −==  (2.83) 














μ  (2.84) 














=ρ  (2.85) 
Flow angularity depends on slot geometries 
P0 = Total pressure depends on upstream conditions 











In supersonic jets, P 
should be specified. 
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Substituting equation (2.85) into (2.84), the expression for Cμ with only one unknown 

































μ  (2.86) 
The only one unknown variable is Tjet, which can be easily solved from the above 
equation. 
After the Tjet is calculated, the other jet flow variables, such as Vjet and ρjet, can be 
obtained from equation (2.85). These parameters are also non-dimensionalized by 
corresponding reference values before used in the solver as the boundary conditions. 
 For supersonic jets, no information can be propagated upstream into the slot, thus 
the extrapolation of jet exit pressure from the outside points is not correct. Because the jet 
slot is assumed to be the throat of the nozzle, the local Mach number at the jet slot should 
be unity. And the jet velocity at the exit should be equal to the local speed of sound. 









γ  (2.87) 
where Mjet = 1, and the Tjet can be easily solved as the jetT ,0  is known. 
 After the Tjet is obtained, other jet flow quantities could be determined for the 




WIND TURBINE PERFORMANCE UNDER YAWED FLOW 
CONDITIONS 
  
As discussed earlier, the aerodynamics of the HAWT is more complex for yawed 
flow than for axial flow conditions as a consequence of the azimuthal variation in the 
relative velocity between the blade sections and the fluid. The skewed wake shed from 
the blade tips causes unsteady, spatially non-uniform inflow through the rotor. Under 
certain conditions, flow separation, blade-vortex interactions, and dynamic stall can 
occur. An improved understanding in such complicated flow and the ability to accurately 
predict the unsteady airloads can greatly help wind turbine designer to efficiently design 
the rotor to meet the aerodynamic and structure requirements. 
In this chapter, the viscous flow solver based on the numerical formulation and 
boundary conditions described in Chapter 2 is used to study the performance of the wind 
turbine under yawed flow conditions. The wind speed in yawed flow conditions are 
divided into three regimes (low, moderate, high wind speeds), and the results are 
discussed in the following sections. Computational grid, grid sensitivity study, and the 
effect of turbulence model are also presented. 
Calculations have been obtained for the NREL Phase VI rotor at four wind speeds 
(5, 7, 10, and 15 m/s); at four yaw angles (10, 30, 45, and 60 degrees). As stated earlier, 
an excellent experimental database is available for this rotor, and has been used to 
calibrate a variety of solution techniques ([57],[58],[104],[105]). The assessment of the 
present method was done by comparing the predictions with the following measurements: 
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(a) radial variation of the normal force coefficient CN and tangential force coefficient CT; 
(b) variation of time-averaged torque generated by the rotor as a function of yaw angle 
and wind speed; (c) time-averaged root flap moment variation as a function of wind 
speed and yaw angle; (d) surface pressure distributions at selected radial sections. The 
error bars show the uncertainties in measured data at one standard deviation. 
 Because the flow over a rotor in yaw is inherently unsteady, the 
aerodynamic loads fluctuate about time averaged (mean) values. The experimental 
database contains both unsteady (raw) data and time averaged data. Comparisons with the 
time averaged data are mostly presented. Only the results of yawed flow conditions are 
discussed. For further results of axial flow conditions, the reader is referred to Ref. [93]. 
3.1 Computation Setting 
3.1.1 Computational Grid 
 The NREL Phase VI rotor geometry is based on an S809 airfoil. More details of 
the rotor can be found in Ref. [57]. In the present work, all calculations were done on a 
C-H grid generated using a hyperbolic single-block structured grid generator. The three-
dimensional computational domain is constructed from a series of 2-D C-grid with H-
type topology in the spanwise direction. The computational domain and the grid in 
vicinity of rotor surface are shown in Figure 3.1. In this figure, the rotor was moving 
from the right to the left, and the wind direction is directed upwards perpendicular to the 
rotor disk. 
 The grid is clustered near the rotor leading edge and trailing edge, and the root 
and the tip of rotor in order to accurately capture the suction peak and the effect of tip and 
root vortices. There are about 1.2 million grid points in a single block. There are 181 
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points in the C- or wraparound direction, 100 points in the radial direction including 70 
radial stations on the rotor blade, and 65 points in the normal direction. The first point off 
the wall is placed at 2.5x10-4 of chord. The associated y+ values vary approximately from 
5 near the leading edge to 1 near the trailing edge. The higher value of y+ near the leading 
edge will create local errors in the eddy viscosity levels. These are expected to be small, 
given the laminar behavior of the flow near the leading edge. The far field boundaries are 
placed approximately six chords upstream and downstream the rotor blade. The far field 
boundary in spanwise direction is located approximately one radius of the rotor away 
from the tip. 
 The computational domain used in this present work is called the free 
configuration, where the rotor is modelled without the presence of wind tunnel walls. The 
compared experimental data of NREL Phase VI rotor, however, were obtained from wind 
tunnel tests. Sørensen et al. [106] have done a series of computations of the NREL Phase 
VI rotor using two different configurations; free configuration (rotor only), and tunnel 
configuration (tunnel wall included). Their results indicated that the differences between 
the results from the free configuration and the tunnel configuration are very small for all 
integrated quantities and surface pressures. 
3.1.2 Computer Time 
At the low wind speed, 18000 time steps are needed per blade revolution, 
representing the rotational movement of the blade by 1/50 degree of azimuth every time 
step. At higher wind speeds, where unsteady effects are more dominant, a smaller time 
step equivalent to a 1/100 degree azimuth is used. The time step used in this study is 
approximately 5x10-5 s, which is very small compared to the vortex passage time constant 
 60
for dynamic stall (c/ΩR) [107],[108] for an S809 airfoil which is approximately 0.01 s. 
Therefore the time step chosen should be able to resolve dynamic stall. 
All computations in the present study were performed on a desktop computer with 
a single 3.40GHz Intel Pentium IV processor and 1 GB of RAM. For low wind speed 
conditions, each revolution of the rotor (18000 time steps) took approximately 26 hours 
of wall clock time. Calculations were done for 3 to 4 rotor revolutions. The solutions 
from the final revolution were used in the following discussions. 
As stated earlier, the solution is made of two parts: the immediate flow field over 
the rotor that is modeled using Navier-Stokes equations, an initial helical geometry is 
assumed for the tip vortex. When the solution is started, the inflow effects of the far field 
vortex structure are already accounted for in the calculation. Thus only 3 to 4 revolutions 
are needed to establish the near wake behind the blade that is captured by the Navier-
Stokes analysis, and to adjust the time-dependent strength of the tip vortex filaments. For 
further details of this procedure, the reader is referred to Ref. [12]. 
3.2 Code Validation with NREL Phase VI Rotor 
Prior its use to study rotor performance under yawed flow condition, the Navier-
Stokes solver is validated by modeling the flow field over the NREL Phase VI rotor 
under axial flow (zero yaw) conditions and comparing the computed results with 
experimental data from NREL. Only a comparison of the power output data is shown 
here. For more detailed study of the wind turbine under axial flow conditions and further 
validations, the reader is referred to Ref. [12] and [93]. 
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 Figure 3.2 shows the computed and measured power output at wind speed ranged 
from 7 to 20 m/s with zero yaw conditions. Reasonable good agreement with 
measurements is observed. 
3.3 Grid Sensitivity Study 
 A grid sensitivity study has been performed to investigate the effect of grid 
density on the force coefficients under a yawed flow condition. Three grids, ~ 0.6×106 
(0.6M), 1.2×106 (1.2M) and 2.4×106 (2.4M) cells, were used in this investigation. As 
shown in Figure 3.3, the grid density has a negligible effect on the computed normal 
force coefficient CN.  It is also seen that grid density has a comparatively small effect on 
the tangential force coefficient CT. Even though the 2.4M grid gave better result in CT 
than the 1.2M grid (approximately 5% more accurate), the 1.2M grid described in Section 
3.1 was used in the present work for all calculations due to its 50% smaller computation 
time per simulation. 
3.4 Low Wind Speed: Attached Flow Conditions 
We first present results at selected low wind speeds of 5 and 7 m/s for yaw angles 
up to 60 degrees. At these conditions, the angle of attack observed by the turbine blade is 
comparatively small. The airflow around the blade is attached to the blade surface and no 
separation is observed. A visualization of the computed flow indicates that the flow is 
well-behaved and attached over much of the rotor. Under these conditions, on the present 
grid and the baseline turbulence model, one can expect the results to be in reasonable 
agreement with measurements. This indeed turns out to be the case. 
Figure 3.4 and 3.5 show the radial distribution of the pressure force normal to the 
chord at 5 and 7 m/s respectively. A reasonable agreement with measurements is 
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observed. Figure 3.6 and 3.7 show the corresponding tangential forces at 5 and 7 m/s 
respectively. It should be noted that the tangential forces are quite sensitive to the 
pressure distribution in the leading edge stagnation region, and trailing edge 
recompression region. Since the experiments had only a few pressure taps in these 
regions, it is difficult to measure CT value due to the sparseness of the pressure taps. Due 
to the small of CT, approximately 1/10 of CN, any small deviation in either lift or drag can 
cause a significant error in CT. One cannot expect the measured CT values to be as 
accurate as the CN values. The qualitative agreement between the measurements and the 
predictions is reasonable when this uncertainty in the measurements of CT is factored in. 
The prediction of transition influences the prediction of skin friction drag, and can also 
affect the tangential force at these low wind speeds. 
Figure 3.8 shows the variation of shaft torque with yaw angle at these wind 
speeds. While the trend is correctly predicted, the computed torque shows approximately 
15% discrepancy at the lower wind speed of 5 m/s. The shaft torque at these low wind 
speeds is dominated by the radial distribution of the tangential forces, which could not be 
predicted well, especially in high yaw condition. At the higher wind speed of 7 m/s, the 
discrepancy between prediction and measurements is within 10%. 
Figure 3.9 shows the root flap moment as a function of yaw angle. This quantity 
is dominated by the normal force effects. The root flap moment is weighted with the 
radius and therefore the relatively large errors at the inboard section contribute relatively 
small. Good agreement with experiment is observed. Figures 3.10-3.17 show surface 
pressure distributions at five radial locations and four yaw angles, at wind speed 5 and 7 
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m/s respectively. A reasonable agreement between prediction and measurements is 
observed for all yaw angles. 
It should be noted that the computations show a better agreement with the 
measurements for the shaft torque and root flap moment than for the computed CT values. 
This is due to the fact that CT are obtained from the pressure taps on the blade surface, 
while the shaft torque and the root flap moment are measured directly by the strain 
gauges located near the rotor hub. 
3.5 Moderate Wind Speed: Partially Separated Flow Conditions 
We next look at the flow conditions, where the flow over the rotor is partially 
separated. As wind speed increase, stall occurs at some inboard radial locations where the 
angle of attack observed by the rotor blade is relatively high. However, higher power is 
still generated at other outboard radial locations where the flow is still attached. This 
results in a comparatively constant power output in the moderate wind. This concept to 
limit the maximum power output by allowing part of the blade to stall is called “Stall 
Regulation”. The stall regulation provides the simplest passive power regulation, 
ensuring that the installed generator and gearbox are not overloaded as the wind speed 
increases. 
Results from Benjanirat [93] indicated that, for the NREL Phase VI rotor, stall 
occurs from 9 m/s onward, and it can be seen from the root of the rotor up to around mid-
span location. The effect of stall is also observed in Figure 3.2 as a small drop in power 
output at wind speed 13 m/s. 
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Results at 10 m/s and 13 m/s winds are selected to represent this wind speed 
regime. Calculations have been done at four yaw angles (10°, 30°, 45° and 60°) for 10 
m/s, and at two yaw angle (10°and 30°) for 13 m/s. 
In this regime where the flow is inherent partially separated, transition plays a 
critical role in where flow separation occurs. In order to simulate the flow accurately, 
accurate prediction of the transition location is needed. In the present study, Eppler’s 
transition model was used. The combinations (Eppler’s transition model, SA turbulence 
model) gave acceptable results for CN and for torque, although CT distributions and root 
flap moments were reasonable (see Figures 3.18-3.23). The CT distributions also show 
that when the wind speed reaches approximately 10 m/s, the separation point is moved 
close the r/R = 0.47 section. As the wind speed increases to 13 m/s, the separated flow 
area spreads, as seen by the widening of the dip of CT in Figure 3.21. Separation 
prediction affects the pressure distribution (Figures 3.24-3.29), particularly in the leading 
edge suction region. The tangential force CT is sensitive to these effects and could not be 
predicted well. Partially separation over the upper surface is clearly seen in Figure 3.28. 
It is obvious that measurements show a leading edge separation from r/R = 0.30 section 
to r/R=0.63 section, while the computations are preserve a sharp suction peak. 
3.6 High Wind Speed: Fully Separated Flow Conditions 
 Another extreme case is where the wind velocity is high enough (≥15 m/s) to 
cause flow separation over the entire upper surface of the turbine blade. Because the flow 
was fully separated, more advance turbulence model may be required to simulate the 
separation more accurately. For the following computations, the baseline SA turbulence 
model was used. Some of these simulations were repeated with implementation of 
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advance turbulence model, Spalart-Allmaras Detached Eddy Simulation (SA-DES), and 
the SA-DES results are presented in Section 3.6.  
Figure 3.30 and 3.31 show the radial distribution of the normal and tangential 
forces at four yaw angles. The normal force was again in reasonable agreement, except at 
60° yaw. Under high wind conditions, the torque generation and root flap bending 
moment are influenced more by their in-plane and normal-to-plane component of the lift 
force (Figure 3.32 and 3.33). 
Figures 3.34-3.37 show the pressure distribution at 15 m/s wind with four yaw 
angles. The agreement is reasonable except at the inboard stations where the present 
approach does not capture the pressure plateau seen in experiments, cause by the leading 
edge separation. 
3.7 Variation of Power as a Function of Wind Speed 
We next look at the power generated by rotor in Figure 3.38. At low wind speed 
conditions (5 and 7 m/s), where the flow remains attached over much of the rotor, the 
computed results show good agreement with the experiments. The agreement is observed 
in the high yawed flow conditions as well. At wind speeds greater than 10 m/s and at low 
yaw angles the present study does not properly model the partially separated flow over 
the rotor, the predictions exhibit some discrepancies. At high yaw angles (45° and 60° 
yaw), the computed results are again reasonable agreement even at high wind speeds. 
This is because the in-plane component of the relative wind is increased due to the high 
yaw angle. The rotor blade sections operate in lower angles of attack, which lead to 
reduced flow separation over the upper surface. 
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3.8 Effect of Advanced Turbulence Model (SA-DES) 
 At extreme wind conditions and high yaw angle, the flow is separated over the 
entire upper surface of the blade. Results as discussed earlier show that the present 
approach, with the use of the Spalart-Allmaras (SA) turbulence model, does not capture 
the flow separation accurately. The SA model has been known to work well with attached 
wall-bounded viscous flows, but is not suitable to handle separated flow conditions. 
Therefore, for this present approach to accurately predict the wind turbine performance, 
the ability to predict the extent of flow separation is needed. Benjanirat [93] has 
implemented SA-DES and k-ω SST turbulence models and applied them to HAWTs for 
axial flow conditions. Based on his study, the SA-DES model is implemented in the 
present work to investigate the case at high wind speed and high yaw angle. 
 Calculations have been done for selected conditions at high wind speed and high 
yaw angle; 15 m/s wind with 10° and 60° yaw. It is seen that the normal forces (Figure 
3.39), and the tangential forces (Figure 3.40), are both better predicted with the SA-DES 
turbulence model. The surface pressure distributions were also better predicted with the 
SA-DES. The SA model based simulations tend to overpredict both the normal and the 
tangential forces. For 10° yaw case, the SA-DES model performs better in capturing the 
leading edge stall than the SA model leading to less normal force and tangential forces 
predicted. Also, for 60° yaw case, the SA-DES model once again performs better in 




































(b)  Mesh in vicinity of rotor surface 
 












































Figure 3.2  Comparison of computed and measured rotor power output 
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Figure 3.4  Radial distribution of the normal force coefficient CN at 5 m/s 















































































































































Figure 3.6  Radial distribution of the tangential force coefficient CT at 5 m/s 








































































































































Figure 3.8  Variation of the torque generated by the rotor as a function of yaw angle 

















































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.18  Radial distribution of the normal force coefficient CN at 10 m/s 










































































































Figure 3.20  Radial distribution of the tangential force coefficient CT at 10 m/s 

































































































Figure 3.22  Variation of the torque generated by the rotor as a function of yaw angle;  
   at 10 and 13 m/s 






























































































































































































































































































































































































































































































































































































































































































Figure 3.30  Radial distribution of the normal force coefficient CN at 15 m/s 




































































































Figure 3.32  Variation of the torque generated by the rotor as a function of yaw angle;  
   at 15 m/s 


























































































































































































































































































































































































































































































































































Figure 3.39  Radial distribution of the normal force coefficient CN at 15 m/s; 10° and 60° yaw 
            (Effect of SA-DES model) 

































Figure 3.40  Radial distribution of the tangential force coefficient CT at 15 m/s; 10° and 60° yaw 





























































































































































































Figure 3.42  Pressure distribution of the 15 m/s and 60o yaw case (Effect of SA-DES model) 
 99
CHAPTER 4 
RESULTS OF ACTIVE CIRCULATION ENHANCEMENT 
CONCEPT: BLOWING JET 
  
As stated in the introduction, the performance of a wind turbine is greatly 
dependent on the lift-to-drag ratio of the airfoil sections. Laminar airfoils such as S809 
are often used because they have a low drag coefficient compared to conventional airfoils 
such as NACA 0012 with large amounts of turbulent flow over surface. A second 
possibility is to increase Cl using passive or active techniques, while retaining Cd to be 
low. 
In this chapter, the flow solver validated in the previous chapter is used to 
investigate the aerodynamic performance of a wind turbine rotor equipped with 
circulation control technology (blowing jet or Gurney flap). The highly beneficial impact 
to lift-to-drag ratio from using the Coanda jet can be seen in Ref. [26]-[28] and provided 
the motivation for investigating this technology in this study. Computational results are 
compared with the baseline rotor results discussed in the previous chapter to assess the 
benefits of the circulation control technology.  
Computations have been carried out at selected wind speeds representing both 
low and high wind speed regimes. The effects of the jet slot height on the performance of 
the Coanda jet have been investigated. Finally the effect of pulsed blowing jet and the 




4.1 Computational Grid 
 The computational grid used for baseline rotor analysis in the previous chapter is 
also used here with a dense grid near the slot and in the vicinity of trailing edge. In this 
study, the jet slot is located at 93% of chord on the upper surface of the rotor and the jet 
slot height is nominally 0.2% of chord. In the present work, the jet slot runs along the 
entire span of the blade. The grid generator is general enough so that one can easily vary 
the jet slot location and size. The grid near the rotor surface and the jet slot is shown in 
Figure 4.1. 
In contrast to conventional rounded trailing edge circulation control airfoils, the 
present configuration retains the flat lower surface of the S809 airfoil, and relies on upper 
surface curvature for the Coanda effect. It should be mentioned that the jet itself and the 
blunt trailing edge with a thickness of approximately 1 mm or more can cause some noise 
problems [109]. 
The construction of a high quality grid around the circulation control airfoil is 
made difficult by the presence of a small jet slot. In the present study, an approach of 
treating the jet slot as a grid-aligned boundary (Liu [27]) is used as guidance, with the jet 
slot boundary condition described in Section 2.5. 
4.2 Test Conditions 
Calculations have been obtained for the NREL Phase VI rotor at two wind speeds 
(7 and 15 m/s); at three yaw angles (0, 10, and 30 degrees). The jet momentum 
coefficients Cμ used in this work range from 0 to 0.10. The reference values for these 
simulations are: freestream temperature T∞ = 284 K, freestream density ρ∞ = 1.225 kg/m3 
and reference chord length c = 0.483 m. 
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The assessment of the present method was done by comparing the predictions 
with the following measurements: (a) radial variation of the normal force coefficient CN 
and tangential force coefficient CT; (b) variation of time-averaged torque generated by 
the rotor as a function of yaw angle and wind speed; (c) time-averaged root flap moment 
variation as a function of wind speed and yaw angle; (d) surface pressure distributions at 
selected radial sections; (e) azimuthal variations of CN and CT.  Flow visualization data, 
in the form of streamlines have also been done. In all the figures of streamlines shown in 
this work, the rotor was moving from the right to the left, and the wind direction is 
directed upwards perpendicular to the rotor disk. 
Because the present analysis is time accurate, it yields time histories of the entire 
flow field, and engineering quantities of interest such as sectional normal and tangential 
force coefficients as a function of time. Typical results are shown in Figure 4.2 and 4.3. It 
is clearly seen that the model is capable of simulating the unsteady flow details, and 
agrees well with measured data for Cμ = 0 (unblown case). However, in most instances, 
time-averaged quantities, averaged over multiple revolutions are of the most interest. For 
this reason, from now on, only the time averaged quantities are presented and discussed.  
4.3 Circulation Control Results for Low Wind Speed Conditions 
Results at a low wind speed of 7 m/s for yaw angles up to 30 degrees are 
presented first. At these conditions, a visualization of the computed flow indicates that 
the flow is well-behaved and attached over much of the rotor. Therefore, on the present 
grid and the SA turbulence model, one can expect the results for the baseline case to be in 
reasonable agreement with measurements. This indeed turns out to be the case. 
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Figure 4.4 shows streamlines around the rotor for computed results at 7 m/s, zero 
yaw with increasing Cμ at the same azimuth. These “snap shot” plots are particles traces 
using the instantaneous velocity field at selected radial stations near the mid span. The 
increase in circulation of the rotor is clearly illustrated by the change in the flow field. 
Due to the Coanda effect, the jet remains attached to the curved trailing edge and 
provides enhanced suction on the trailing edge upper surface. In this work, the jet leaves 
the surface from a sharp trailing edge which fixes the rear stagnation point. As Cμ 
increases the front stagnation point moves backward on the lower surface, and there is a 
significant turning of the potential flow (outside of the boundary layer) over the airfoil 
causing an increase in circulation around the rotor section. 
Figure 4.5 shows the radial distribution of the pressure force normal to the chord 
with varying Cμ. A reasonable agreement between prediction and measurements of the 
baseline case is observed for the no-blowing case at all the yaw angles. As expected, the 
normal forces for the circulation control case are higher relative to the baseline no-
blowing case. It is also seen that CN increases as Cμ increases. At this low wind speed 
condition where the flow is well-behaved and attached over much of the rotor, the lift 
force is increased and also turned forward as a result of the increased angle of attack. 
Figure 4.6 shows the radial distribution of the tangential force coefficient CT with 
varying Cμ. Note that CT is tangential to the chord line, and is considered positive when 
directed towards the leading edge. Again, for the no-blowing case, the computed results 
are in good agreement with the measurements. It is clearly seen that CT (associated with 
the induced thrust component of lift) is increased when circulation control is used. 
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Figure 4.7 shows the variation of shaft torque (a direct measure of the shaft power 
extracted) with yaw angle and Cμ. The baseline unblown case and theoretical Betz limit 
of 3278 AVρ (where V is the wind speed) are also shown. It is seen that circulation control 
considerably increases the torque generated. However, blowing becomes less effective in 
increasing shaft torque as Cμ increases. Figure 4.8 shows the corresponding root flap 
moment as a function of yaw angle and Cμ. This indicates that the structure must be 
augmented to withstand the increased shear forces and bending moments at the root. 
Surface pressure coefficient distributions at four radial locations for 0° and 30° 
yaw cases with Cμ = 0.025 and 0.05 are shown in Figure 4.9 and 4.10 respectively. As 
stated earlier, the pressure coefficients shown in Figure 4.9 and 4.10 are averaged over 
one revolution. It can be seen that the increase in circulation resulting from blowing 
produces an increased loading over the entire blade section, and is not a local effect that 
occurs only in the vicinity of the slot. In particular, significant suction can be seen at both 
the leading edge and trailing edge. 
The use of the Coanda jet seems to increase the aft loading over the airfoil. This 
will lead to larger nose down pitching moments. These increased moments may require 
stiffer and heavier blade sections.  
Circulation control technology requires power input into the system to generate 
the jets. The net power is the mechanical (shaft) power extracted from the wind minus the 
power input into the system to generate the jets. There should be a net positive increase in 
power generated for this concept to be attractive. The consumed power to generate the jet 
is proportional to the mass flow rate through the jet (ρjetAjetVjet) and the kinetic energy per 
unit mass of the jet )( 221 jetV . Thus, the power consumed in production of the jet is 
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sysjetjetjet VA ηρ /)(
3
2
1 , where sysη  is a parameter that takes into account losses or 
efficiencies associated with various components (such as compressor, duct work, slot 
design) in the system. For this present work, a range of sysη  value was considered ( sysη = 
1 - no loss; sysη = 0.8 - 25% loss, for example). Figure 4.11 shows the net excess power 
defined in percentage of baseline power as: 











where  ncirculatioP  = Power generated by the circulation control rotor  
 baselineP  = Power generated from the baseline unblown rotor 
 inputP  = Power input into the system 
It is clearly seen that approximately up to Cμ = 0.075 there is net excess power 
production and the excess power production is clearly attributable to the circulation 
control technology. No net benefit was found at the higher Cμ values. 
4.4 Circulation Control Results for High Wind Speed Conditions 
A second case studied is for a 15 m/s wind, where the wind speed is high enough 
to cause flow separation over the entire upper surface. Selected results of zero and 10° 
yaw conditions are discussed. Results of the trailing edge blowing cases are shown in 
Figures 4.12-4.15. 
At 15 m/s the flow is fully separated over the rotor, and the Coanda jet is not as 
effective at generating lift as at the 7 m/s case. In this case, it has been found that there is 
a small change in lift; however, drag is noticeably increased due to the enlarged effective 
area of wake over the rotor. Figure 4.12 shows streamlines around the rotor for computed 
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results at 15 m/s, 10° yaw with increasing Cμ at the same azimuth. Those plots in Figure 
4.12 are snapshots of the rotor at the advancing blade side. It is seen that the outer flow is 
not affected by the trailing edge jet as much as it was at the low wind speed (7 m/s) case. 
Figure 4.13 shows the normal force coefficient CN distribution at the same 
condition. As expected, the normal forces for the circulation control case are higher 
relative to the baseline no-blowing case. However, the increase in CN due to the 
circulation control effects is less at this wind speed compared to the 7 m/s case. Figure 
4.14 shows the radial distribution of the tangential force coefficient CT. Only a small 
increase in CT was found at this high wind speed condition for reasons discussed earlier. 
Thus one can expect the shaft torque (and power output) for this case will not be affected 
much by the trailing edge blowing. Less than 10% increase in torque was found in this 
case. Figure 4.15 shows that there is a small increase in power, less than 10% of the 
baseline power, while blowing the jet requires much larger input power. No net power 
benefit was found at this high wind speed case. 
Thus, one can expect a trailing edge blowing will not be effective if the flow over 
the airfoil separates at the leading edge. It may be possible to eliminate leading edge stall 
with a blowing jet placed at the leading edge. The benefit of leading edge blowing for 
airfoil operating at high angle of attack was investigated by Liu [27]. He found that the 
use of leading edge blowing, in combination with trailing edge blowing (circulation 
control) may be effective in suppressing 2-D airfoil stall and extending the benefits of 
circulation control to high angles of attack. Leading edge blowing has been explored and 
preliminary results are presented in Section 4.7. 
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4.5 Effect of Jet Slot Height 
 As described in Section 2.5, the jet slot boundary condition is specified by the 

























We can see that, for a given constant Cμ , changing the area of jet slot will affects the jet 
velocity, and the thickness of the jet stream. The effect of the jet slot height is studied in 
this section. 
To investigate the effect of the jet slot height on the aerodynamic performance of 
the circulation control wind turbine, computations at wind speed 7 m/s, zero yaw 
condition have been done with three jet slot heights (0.1%, 0.2%, and 0.4% of chord), at a 
constant Cμ = 0.025.  
Figure 4.16 and 4.17 show the radial distribution of the normal force coefficient 
CN and tangential force coefficient CT, respectively. It is clearly seen that the jet slot 
height has only a small effect on both normal and tangential force. The shaft torque (and 
power output) is increased by 5% approximately, as the slot height is decreased from 
0.4% to 0.1% of chord. Thus, one can say that changing the jet slot height has 
insignificant effect on the power generation of the wind turbine, given same value of Cμ . 
However, as shown in Figure 4.18, the mass flow rate of the jet is increased about 
85% as the jet slot height is increased from 0.1% to 0.4% of chord, due to the larger slot 
area. While the mass flow rate increases as the jet slot height increases, the input power 
(power needed to produce the jet) is decreased about 45% (Figure 4.19), due to the lower 
jet velocity. 
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As mentioned earlier in Section 4.4, for the circulation control wind turbine, the 
operating range which yields the net benefit in power production is always preferable. 
For this case, with nearly same amount of power generated, the larger jet slot height is 
more attractive than the smaller jet slot height because it consumes less power 
(approximately 45% less) to produce the jet flow. Moreover, according to the acoustic 
study of jet noise [110], a larger jet slot produces less noise than a smaller jet slot. 
Though a larger jet is preferred from the wind turbine performance and acoustic 
perspectives, having too large of jet slot near the trailing edge may cause difficulty in 
manufacturing. Thus, a compromise should be made for the jet slot height. 
4.6 Effect of Pulsed Blowing Jet 
Calculations have been obtained for the NREL Phase VI rotor at wind speed of 7 
m/s wind speeds, zero yaw, and the steady jet momentum coefficient Cμ = 0.025 is used. 
The jet slot configuration and location are same as in the steady jet studies presented in 
previous section. In the present work, the jet momentum coefficient Cμ is assumed to 
vary with time as follows:  
)](1[)( 0, tFCtC += μμ  (4.3) 
where Cμ,0 is the time-average jet momentum coefficient, which is also the value of the 
steady jet for comparison. F(t) is a function of time, which varies from -1 to 1, and 
determines the temporal variation of the pulsed jet. 
 In this work, the effect of a square wave pulse jet is studied. Liu [27] reported the 
advantage of the square wave pulsed jet in producing the comparable lift of the CC airfoil 
at lower mass flow rate. Thus the squared wave pulsed jet is seen to be beneficial in 
power production of the wind turbine application. For the square wave pulsed jet, the 
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function F(t) in equation (4.3) is chosen to be a square wave form with 50% duty cycle. 
With this setting, F(t) is set to value +1 for half cycle, and -1 for the other half cycle. The 
instantaneous Cμ is equal to zero during one half and equal to 2Cμ,0 during the other half 
of the cycle as shown in Figure 4.20. Thus, the time-averaged value is Cμ,0 , which is also 
the value of the steady jet used for comparison. Note that the frequency indicates the 
number of cycles that the jet is turned on and off per second. 
 Figure 4.21 and Figure 4.22 show the radial distributions of normal force and 
tangential force, respectively, at two frequencies; 50 Hz and 100 Hz. Results are 
compared to the baseline steady blowing jet at same Cμ . It is found that there is no 
appreciable improvement in CN and CT for both frequencies, compared to the steady jet. 
Slight decrease in CT is observed for a 50Hz pulsed jet. This is because, at lower 
frequency, the beneficial effects of Coanda jet are lost over larger portion of the time 
compared to the higher frequency pulsed jet, and the rotor behaves like an unblown 
baseline rotor. In general, the higher frequencies are preferred over lower frequencies. 
 Figure 4.23 shows the variation of mass flow rate as a function of time. It is 
clearly seen that the average mass flow rate of the square wave pulsed jet is lower than 
that of the steady jet. This can be explained as follows. The momentum coefficient is 
proportional to the square of the jet velocity 2jetV , while the mass flow rate is proportional 
to the jet velocity jetV . As a result, changing the instantaneous momentum coefficient to 
twice its average value increases the instantaneous mass flow rate only by a factor of 2 , 
compared to a steady jet. Thus, the average mass flow rate of the square wave pulsed jet 
is approximately 70% of the average mass flow rate of a steady jet at the same average 
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Cμ. Note that, since the average momentum coefficient is independent of the frequency, 
the mass flow rate and the jet velocity do not depend on the frequency as well. 
 It is seen that the square wave pulsed jet is preferred over the steady jet due to its 
lower mass flow rate. However, the results show that the square wave pulsed jet 
consumes about 50% more power needed to produce the jet flow than the steady jet. This 
drawback makes the square wave pulsed jet less attractive than the steady jet for the 
circulation control wind turbine. 
4.7 Effect of Leading Edge Blowing 
 As mentioned earlier, leading edge blowing is an effective way to alleviate stall 
and to achieve desired performance at higher angle of attack. It has the potential to help 
suppress the leading stall of wind turbines under high wind speed conditions, and 
enhance the power generation.  
To investigate the performance of the effect of leading edge blowing, a jet was 
placed at 1.25% of chord measured from the leading edge. This jet is located on the lower 
surface and blows the jet stream toward the leading edge using the curved leading edge to 
produce the Coanda effect. The jet slot height is 0.2% of chord, same as for trailing edge 
blowing. Only the steady blowing has been investigated in this study. 
 Figure 4.24 shows the flow field around the rotor with leading edge blowing. 
Figure 4.25 and 4.26 show the radial distribution of normal force coefficient CN and 
tangential force coefficients CT, respectively. It can be seen that leading edge blowing has 
negligible effect on CN because the jet is ineffective in suppress the leading edge 
separation. Flow is still separated over the upper surface. However, the jet itself creates a 
suction area around the leading edge due to its high velocity (Figure 4.27). The suction 
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become stronger as Cμ increase and creates a propulsive force pulling the blade forward 
resulting in an increased tangential force. Thus, one can expect that the shaft torque and 
power output are also increased (Figure 4.28). 
4.8 Structural Issues 
 Most wind turbine blades are constructed with hollow shell structures 
corresponding to the designed blade shape which provides a simple, efficient structure to 
resist flexural and torsional loads. Negative moulds for the upper part (suction side) and 
the lower part (pressure side) of the blade are made. Typically a thin shell is made around 
the leading edge and the trailing edge, and the think shell is made in the middle of the 
blade airfoil. For most modern wind turbines, the glass-fibre reinforced plastic (GFRP) is 
the material now commonly used in the blade construction.  
Though the GFRPs have a substantially higher compressive strength-to-weight 
ratio compared to other materials (aluminum, steel), the relative low Young’s modulus of 
these composites yields the panel stability problem. The resistance to buckling of the thin 
shell dominates the structure design, rather than simple compression yielding. Thus, 
cutting a jet slot through thin skins near the trailing edge and installing a plenum for a 
blowing jet may not be feasible. As a result, the circulation enhancement concept by a 
leading or trailing edge blowing needs to be further explored from a structural stability 


































(b)  Mesh in vicinity of jet slot 
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Figure 4.2  Azimuth variation of the normal force coefficient CN at 7 m/s, 30° yaw;  
    with and without blowing 
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Figure 4.3  Azimuth variation of the tangential force coefficient CT at 7 m/s,  30° yaw; 




























      
 
      
 
      
 
Figure 4.4  Computed streamlines over the rotor at 7 m/s, 0° yaw 
Cμ = 0.0 Cμ = 0.025 
Cμ = 0.05 Cμ = 0.075 































































































































































































































Figure 4.7  Variation of the shaft torque and the corresponding power at 7 m/s as a function of  












































































































































Figure 4.9  Comparison of pressure coefficient distribution at 7 m/s, 0° yaw; with and without 
         blowing 

















































Figure 4.10  Comparison of pressure coefficient distribution at 7 m/s, 30° yaw; with and without  








































































































































Figure 4.12  Computed streamlines over the rotor at 15 m/s, 10° yaw 
Cμ = 0.0 
Cμ = 0.025 
Cμ = 0.05 













































Figure 4.13  Radial distribution of the normal force coefficient CN at 15 m/s and 10° yaw with  
            varying Cμ 




















Figure 4.14  Radial distribution of the tangential force coefficient CT at 15 m/s and 10° yaw with  




















































Figure 4.15  Net Excess Power  vs. Cμ at 15 m/s and 10° yaw 
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Figure 4.16  Radial distribution of the normal force coefficient CN with varying jet slot height 
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Figure 4.17  Radial distribution of the tangential force coefficient CT with varying jet slot height  
          (7 m/s, 0° yaw, and Cμ = 0.025) 
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Figure 4.18  Variation of mass flow rate as a function of jet slot height  
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Figure 4.19  Variation of input power as a function of jet slot height  
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Figure 4.21  Radial distribution of the normal force coefficient CN with varying blowing  
    frequency 
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Figure 4.22  Radial distribution of the tangential force coefficient CT with varying blowing  
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Figure 4.24  Computed flow field over the rotor at 15 m/s, 0° yaw 
Cμ = 0.0 Cμ = 0.0 
Cμ = 0.025 Cμ = 0.025 

















































Figure 4.25  Radial distribution of the normal force coefficient CN with varying Cμ 






































































Figure 4.28  Net Excess Power  vs. Cμ at 15 m/s and 0° yaw; Leading edge blowing 






















Figure 4.27  Pressure coefficient distribution around the rotor leading edge at 15 m/s, 0° yaw;  
           with and without blowing 
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CHAPTER 5 
RESULTS OF PASSIVE CIRCULATION ENHANCEMENT 
CONCEPT: GURNEY FLAP 
  
In the previous chapter we looked at active techniques for enhancing the 
circulation around airfoils and their L/D characteristics, and hence power production. In 
this chapter, we will discuss a passive concept, namely the Gurney flap, for circulation 
enhancement. The impact of Gurney flaps on the airfoil lift-to-drag ratio is discussed in 
Ref. [43],[111]-[113]. Computations have been obtained at selected wind speeds 
representing both low and high wind speed regimes. The results are compared to the 
baseline unblown case presented in Chapter 3. Results of low wind speed condition are 
first presented. Next, results of high wind speed condition are discussed. Finally, the 
effects of Gurney flap angle on the performance are presented. 
5.1 Grid System Used in the Study 
The computational grid used in this study is similar to the grid used for baseline 
rotor analysis in Chapter 3, with minor modifications to model the gurney flap attached to 
the trailing edge. In this study, the length of Gurney flap is 1.5% of chord. A larger 
Gurney flap may improve lift production but will have a high drag penalty. In the present 
work, the Gurney flap runs along the entire length of the flap. The grid near the rotor 
surface and the flap is shown in Figure 5.1.  
5.2 Results for Low Wind Speed Conditions 
Figure 5.2 shows streamlines over the rotor for computed results at 7 m/s, zero 
yaw; with and without the Gurney flap. On the windward side of the flap, the local 
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pressures are considerably higher than the leeward side. The lower pressures on the 
leeward side have a tendency to create a favourable pressure gradient over the upper 
surface of trailing edge, causing the flow to follow the flap and turn downward, as 
illustrated in this figure. The entire circulation over the rotor is enhanced, similar in effect 
to that achieved by the Coanda jet (see Figure. 4.4). 
Figure 5.3 shows the radial variation of normal force coefficient CN with and 
without the Gurney flap at three yaw conditions (0°, 10°, and 30°). The beneficial effects 
of the flap in increasing the lift are clearly seen. Figure 5.4 shows the radial variation of 
tangential force coefficient CT. The increase in the tangential force due to the deployment 
of the flap leads to an increase in torque (and hence the power) generated as shown in 
Figure 5.5, while the increase in the normal force has the undesirable side effect of an 
increase in root flap moments, as seen in Figure 5.6. Figure 5.5 also shows the theoretical 
Betz limit of 3278 AVρ  (where V is the wind speed). 
Surface pressure coefficient distributions at four radial locations at 7 m/s and zero 
yaw are shown in Figure 5.7. It can be seen that the increase in circulation resulting from 
Gurney flap produces an increased loading over the entire blade section. Once again, this 
is similar in effect to that obtained by the Coanda jet. 
Figure 5.8 shows comparisons of the effectiveness of the Gurney flap and the 
Coanda jet at trailing edge in enhancing blade forces, shaft torque, root flap moment, and 
net excess power. It is clearly seen that circulation control using the trailing edge blowing 
resulted in a greater shaft torque (hence power output) compared to Gurney flap. 
However, because blowing requires power, the net excess power obtained from 
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circulation control is nearly the same as that from Gurney flap. Furthermore Gurney flap 
concept is more easily implemented and does not require any input power. 
5.3 Results for High Wind Speed Conditions 
Calculations have also been done for 15 m/s wind conditions, where the wind 
speed is high enough to cause flow separation over the entire upper surface. As discussed 
in previous chapter, the circulation control technique may not be effective for high wind 
conditions where the flow is massively separated. One can expect similar results to that 
obtained by the blowing jet at high wind speed condition. Figure 5.9 shows streamlines 
over the rotor at 15 m/s at zero yaw. There is an extensive separation over the rotor. It is 
seen that the Gurney flap has a negligible influence on the flow field, under this separated 
flow condition. The use of the Gurney flap thus results in only a small increment of the 
normal and tangential force components (Figure 5.10, Figure 5.11) and on the production 
of shaft torque or power output (Figure 5.12). For better readability of the data plotted in 
Figure 5.12, the theoretical Betz limit, which is approximately 13,100 Nm, is not shown 
as it was in previous figures. 
5.4 Effects of Gurney Flap Angle on Power Production 
 As mentioned in the first chapter, the effect of the Gurney flap in increasing lift is 
dependent on the lower pressures on the leeward side of the Gurney flap. The lower 
pressures have tendency to create a favorable pressure gradient over the upper surface of 
the trailing edge and cause the flow to follow the flap and turn downward. The entire 
circulation over the rotor is enhanced, similar in effect to that achieved by the Coanda jet.  
Therefore, changing the flap angle may affect the pressure gradient over the upper 
surface and hence the wind turbine performance. In the following calculations, the effect 
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of the flap angle on the wind turbine performance is investigated at three different flap 
angles; 45°, 60°, and 90°, at low wind speed 7 m/s with zero yaw.  
Figure 5.13 shows the radial distribution of the pressure force normal to the chord 
with varying flap angle. It is seen that the normal forces of the rotor with higher flap 
angle are relatively higher than those with smaller flap angle. Figure 5.14 shows the 
radial distribution of the tangential force coefficient CT with varying flap angle. It is 
clearly seen that CT (associated with the induced thrust component of lift) is increased 
when a higher flap angle is used.  
At the 7 m/sec, for these three Gurney flap angles (45°, 60°, and 90°), the shaft 
torque was approximately 940 Nm, 1080 Nm, and 1140 Nm, respectively. The baseline 
configuration (no Gurney flap, 7 m/sec, and zero yaw) produced 800 Nm Thus, it is clear 
that the Gurney flap produces progressively more torque, which translates into useable 
power as long as the flow over the trailing edge is attached. 
5.5 Structural Issues 
 Gurney flap can simply be a length of aluminum right-angle rigidly bolted or 
riveted to the lower surface at vicinity of the trailing edge of wind turbine blade. Given 
the fact that the trailing edge of a wind turbine blade is typically sharp, which provides 
small volume and a lack of support structure, it is obviously that Gurney flap is more 
practically implemented on the wind turbine blade compared to blowing jet.  
However, as mentioned in Section 4.8, the blade surfaces near the trailing edge 
are built relative thin using composite materials, thus the panel structures have to have 
enough strength to support the weight of the Gurney flap and to withstand the stress 


































(b)  Mesh in vicinity of Gurney flap 
 




























      
(a) Without the Gurney flap 
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Figure 5.3  Radial distribution of the normal force coefficient CN at 7 m/s; with and without a  



































































Figure 5.4  Radial distribution of the tangential force coefficient CT at 7 m/s; with and without a  






































































Figure 5.5  Variation of the shaft torque and the corresponding power at 7 m/s as a function of  






















































Figure 5.6  Variation of the root flap moment at 7 m/s as a function of yaw angle; with and  




























































































Figure 5.7  Comparison of pressure coefficient distribution at 7 m/s, 0° yaw; with and without a  


































































































































































TE Jet: No system loss




Figure 5.8  Comparisons of performance of trailing edge blowing jet and gurney flap at 7 m/s and  

































(b)  With the Gurney flap 
 























































Figure 5.10  Radial distribution of the normal force coefficient CN at 15 m/s (0° and 10° yaw);  



























































Figure 5.11 Radial distribution of the tangential force coefficient CT at 15 m/s (0° and 10° yaw); 




































































Figure 5.12 Variation of the shaft torque and the corresponding power at 15 m/s; with and  
             without a Gurney flap (At zero yaw, the Betz limit is approximately 13,100 Nm  









































Gurney flap - 90 deg
Gurney flap - 60 deg
Gurney flap - 45 deg
 
 
Figure 5.13  Radial distribution of the normal force coefficient CN at 7 m/s and zero yaw  
 with varying Gurney flap angle 












Gurney flap - 90 deg
Gurney flap - 60 deg
Gurney flap - 45 deg
 
 
Figure 5.14  Radial distribution of the tangential force coefficient CT at 7 m/s and zero yaw  
             with varying Gurney flap angle 
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CHAPTER 6 
CONCLUSIONS AND RECOMMENDATIONS 
  
A first principles based method for modeling the aerodynamics of horizontal axis 
wind turbine has been developed. This analysis has been validated for the NREL Phase 
VI rotor tested at NASA Ames Research Center. Good agreement has been for a range of 
low wind speeds and yaw angles, although at high wind speeds the fundamental 
assumptions behind this approach breaks down for the turbulence model, giving less 
accurate results. Comparisons have been done against measurements for surface pressure 
distribution, force coefficients normal and tangential to the chord line, torque and root 
bending moments. Flow visualization studies have also been done to understand the 
physical phenomena of interest. Two approaches (using trailing edge blowing and 
Gurney flap) for enhancing the circulation around the airfoil sections (and hence L/D and 
power production) have been examined and found to produce useful increases in power at 
low wind speeds. A leading edge blowing jet is found to be helpful in increasing power 
generation at high wind speeds. 
The following conclusions may be drawn from this study. 
1. The present methodology is accurate for a range of wind speeds and yaw of 
interest to wind energy industry. At extreme wind conditions and yaw angles the 
method breaks down. 
2. Because a phenomenological model is used to capture physical phenomena that 
influence the flow, calculations can be confined to a relatively small region 
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around the rotor disk, leading to efficient solutions, of the order of 40 hours per 
cage on a single CPU PC system. 
3. For attached flow conditions, circulation control technology (using trailing edge 
blowing) and Gurney flap both are very effective at increasing circulation around 
the airfoil section leading to a net increase in generated power compared to the 
baseline rotor.  
4. Active control of circulation (trailing edge blowing) resulted in greater blade 
forces and power output compared to the purely passive concept (Gurney flap) but 
the net excess power obtained from circulation control is comparable to that from 
Gurney flap. However, Gurney flap concept is more easily implemented and 
requires no external power source or compressed air supply. 
5.  At high wind speed conditions, where the flow is separated, the trailing edge 
blowing and the Gurney flap both become ineffective in increasing the power 
output. It was found that leading edge blowing can be used to create large leading 
edge suction, which leads to increased torque and power generation. 
6. A thinner steady jet and a pulsed jet both use less mass flow rate, compared to a 
thicker steady jet. However, they require a higher input power. The slot height, 
and hence the thickness of the jet, must therefore be chosen from mass flow rate 
availability and power production considerations, both. 
7. Although we have modeled only HAWT configuration in this study, this 
methodology is also applicable to other configurations such as water turbines, 
multi-stage coaxial turbines, and VAWTs. 
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The following topics are recommended for further study: 
1. The present approach lends itself to a distributed computing architecture. 
Versions of this solver have been parallelized using MPI method passing 
paradigm, but have not been systematically tested or optimized. Further work in 
this area is needed. This will allow the designers to parametrically study the 
effects of flow conditions, and rotor blade geometries (taper ratio, twist, airfoil 
shape, etc) and thus reduce the time consumed in the design process. A user-
friendly interface for setting up the calculations and a built-in grid generator are 
also recommended. 
2. Recently, Sarun Benjanirat has implemented SA-DES and k-ω SST turbulence 
models and applied them to HAWTs for axial flow conditions. Only the SA-DES 
model was implemented in this study for yawed flow conditions. Additional 
systematic studies are needed to validate these advanced turbulence models. 
3. Coupling this methodology with comprehensive structural analyses such as RCAS 
or DYMORE will allow the designers to better model the aeroelastic effects. 
4. An advantage of this methodology is its ability to capture and visualize the flow 
physics in great details. To date, only the engineering quantities of interest have 
been extracted and validated. It is recommended that a detailed post-processing of 
the results from this study be used to understand phenomena such as 3D dynamic 
stall, stall delay, tip and root losses, wake structure, blade-vortex interaction, and 
tower effects, and to improve the empirical models currently in use in blade 
element theory based approaches such as YawDyn for modeling these complex 
phenomena. 
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5. In addition to blowing jet and Gurney flap, there are other interesting techniques 
(both active and passive control) that are available for enhancing the wind turbine 
performance. These include synthetic jet devices, flatback airfoils, vortex fence, 
nose droop, and miniature trailing edge effectors (MiTEs). These potential 
concepts should be systematically explored. 
 
In summary, this work has been an attempt to use modern computational 
aerodynamics techniques to model and explore the fascinating world of wind turbines, 
and for arriving at predicting tools free of empiricism (except in the turbulence model) 
for predicting wind power generation for a user supplied configuration at a user specified 
wind speed and yaw angle. It is hoped that this work will serve as a stepping stone for 
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