We present several ways to initialize and train Hidden Markov Models (HMMs) for gesture recognition. These include using a single initial model for training (re-estimation), multiple random initial models, and initial models directly computed from physical considerations. Each of the initial models is trained on multiple observation sequences using both Baum-Welch and the Viterbi Path Counting algorithm on three different model structures: Fully Connected (or ergodic) , Left-Right, and Left-Right Banded. After performing many recognition trials on our video database of 780 letter gestures, results show that a) the simpler the structure is, the less the effect of the initial model, b) the direct computation method for designing the initial model is effective and provides insight into HMM learning, and c) Viterbi Path Counting performs best overall and depends much less on the initial model than does Baum-Welch training.
Introduction
Hidden Markov Models (HMMs) have been widely used with considerable success in speech and handwriting recognition during recent decades [1, 2, 3] . More recently they have been successfully applied to problems in computer vision and pattern recognition. Schlenzig and Hunter (1994) designed the recursive identification of gesture inputs using Hidden Markov Models to recognize three gestures [6] . Later, Starner (1998) used Hidden Markov Models for visual recognition of American Sign Language (ASL) [4] . In a related project, Lee and Kim (1999) designed an HMMbased threshold model approach for recognition of ten gestures to control PowerPoint slides [5] .
In earlier work, Davis and Lovell (2002) studied the effects of varying weighting factors in learning from multiple observation sequences [7] . Later, Davis and Lovell (2003) compared multiple-sequence Baum-Welch [1] , Ensemble methods [9] , and Viterbi Path Counting methods [10, 8] on synthetic and real data. This study determined that Viterbi Path Counting was the best and fastest method. However the problem of choosing the initial model for the training (re-estimation) process was left as an open problem and is the topic of this paper.
Here we investigate three different ways of generating the initial models used in training: 1) Single Random initial models, 2) Multiple Random initial models, and 3) Directly Computed initial models based on physical insight into the problem at hand.
We apply three kinds of Baum-Welch training algorithms: equal weight Baum-Welch method, the Ensemble method and the Viterbi Path Counting method to evaluate the initial model effects. The model structures used are Fully Connected (FC), Left-Right (LR), and Left-Right Banded (LRB).
In trials of a gesture recognition system for a set of 26 single-stroke letter gestures (described in more detail in [11] ), the judicious choice of initial models provided a substantial improvement on the recognition rate in FC models. The results also show that 1) the simpler the HMM structure, the less effect the initial model has, 2) that Viterbi Path Counting performs better and is less sensitive to initial model choice than Baum-Welch. This is particularly true on LRB models where VPC attained the overall best performance of any method.
HMM Initial Model Design
A Hidden Markov Model consists of N states, each of which is associated with a set of M possible observations. It includes the initial parameter π, a transition matrix A and an observation matrix B, and can be specified by the HMM model parameter set λ = (A, B, π).
Static Initial Parameter
The use of a single initial model is common in Baum-Welch training. When we train HMMs on multiple observation sequences, we only set up the initial model once, and all observation sequences are trained on the same initial model. The model trained using this method is highly dependent on the choice of initial model, and the performance of the trained models vary greatly. The reason is that Baum-Welch is only able to find a local maximum, not a global maximum. Thus if the initial model is located near the global maximum, the trained model works well, but not otherwise.
Multiple Random Initial Models
To overcome the problem of the single initial model choice, in this method we generate multiple initial models, with the number being the same as the number of observation sequences. At the same time, we make them evenly distributed in the space. We expect that this group of initial models should include several points near the global maximum. We design the ensemble method for training the HMMs so that each observation sequence is trained on its own initial model.
Directly Computed Models
The main motivation for considering directly computed HMMs was to gain a deeper insight into the way HMMs learn gesture patterns and to determine more reasonable initial models than random starts.
Here we present a way of pre-computing the initial model directly from the training data set. We derive the direct computation method by analyzing the LRB structure ( figure 2 ). The LRB model structure allows only selftransitions (S n → S n ) and transitions to the next indexed state (S n → S n+1 ), until finally reaching the terminal state. We therefore attempt to segment the gesture (i.e., segment the observation sequence) according to the expected duration time of each state. The simplest approach is to evenly segment the total duration of the gesture according to the number of states, and then determine the A matrix from the time duration equation (2) . The A matrix can be computed using the "true" state path and the duration equation. The observation sequence overlaid on the state path can be treated as Gaussian positional noise, so the B matrix can be directly computed by fitting a Gaussian mixture to the histogram on the real data set and solved through the corresponding equations. An example of a directly computed initial model is shown in figure 1. state, conditioned on starting in that state):
A Matrix Computation The
where d i is the state duration time and, and a i,i is the Amatrix parameter. The observation sequence (T ) is segmented evenly and the duration time is the same for each state. For example, if 3 states are used, the observation sequence length (T ) is 24, and the duration time is 24/3=8; if d = 8, then a i,i = 0.875, and because the row sum is 1, then the other value is 0.125. In a similar way, a 3,3 = 1; so the A matrix is fully calculated. The initial A matrices for FC and LR structures are generated randomly, and we choose the largest two elements of each each row i and place these in positions a i,i and a i,(i+1) . This method forces the the randomly generated matrix to be closer to the LRB form which is known to produce good recogntion rates.
B Matrix Computation
We calculate a Gaussian mixture distribution based on the observation histogram distributions to compute the B matrix.
where µ,σ are the Gaussian mean and standard deviation parameters respectively for the distribution f . We first plot the histograms of observations in the training data set. There are 18 possible values for the observation symbols, the observation sequence length or period (T ) is 24 (the videos consist of 25 frames so there are 24 angle symbols for each interframe interval), and the training set comprises 20 observation sequences (T × 20). We segment the training set evenly according to the number of states (N ). Each segmentat has duration T/N, and we histogram the observations to estimate the pdf. For example, if there are 3 states and the period T is 24, state 1 corresponds to the first 8 observations, state 2 to the second 8, and state 3 to the third 8, for all 20 observation sequences. Histogramming the observations for each state separately, we find that the histograms have several peaks. We choose no more than three maximum peaks and fit Gaussian Distributions (equation ) around each peak. Finally, we normalize the distribution to sum to 1 so it can be used as a row of the B matrix.
Two Types of Baum-Welch and Viterbi Path Counting
We used the traditional Baum Welch [1] and Viterbi Path Counting [8] algorithms to train the HMM models.
Three Classes of Model Structure
There are three types of model structures shown in figure 2. In an FC HMM, every state of the model can be reached from every other state of the model. The characteristic property of LR HMMs is that no transitions are allowed to states whose indices are lower than the current state. The third special model structure is the LRB model. This has a transition structure consisting of a single linear chain containing only self-transitions and transitions from elements to the following element in the linear chain.
Equal Weight Baum-Welch
In our system, each gesture has multiple observation sequences (Numseq=K). The most common method is to use the multi-sequence training algorithm proposed by Rabiner and Juang [1] . This uses the K observation sequences at each stage of the Baum-Welch re-estimation process to iteratively update a single HMM parameter set. The reestimation formulae for this type of iterative method are as 
where W k = 1/P k , k ∈ [1, K] is the inverse of the probability of the current model estimate generating training sequence k, evaluated using the forward algorithm. In our system, we set all W k = 1, and achieve similar results to those obtained by setting W k = 1/P k (see [7] for examples of varying these weights on synthetic data). O k is the observation symbol at time t emitted by sequence k. The forward and backward algorithms define α k t (i) and β k t (i) for sequence k, time t and state i respectively.
The Baum-Welch algorithm is an "iterative update" algorithm which re-estimates parameters of a given Hidden Markov Model to produce a new model which has a higher probability of generating the given observation sequence. This re-estimation procedure is continued until no more significant improvement in probability can be obtained and the local maximum is thus found. However, the training results depend greatly on the choice of the initial model.
Ensemble Method
The approach described here is a special case of the method suggested by Mackay [9] where an ensemble of models is trained. It has been studied on synthetic data in [8] . This combines ML methods in a Bayesian merging step to maximize posterior probability. In this adaptation of the method, one model is estimated for each of the K observation sequences. Other approaches are possible but are not considered here. This enables the formation of K independent model estimates from the training sequences. From these estimates, the next step is to examine the efficacy of combining the independent parameter estimates using a range of simple averaging techniques of the following form:
where W k is the weighting factor for each sequence and λ (k) = (A (k) , B (k) , π (k) ). Refer to [7] for a range of synthetic data results. The quality of all model estimates is judged by the probability of that model generating an unseen set of test sequences from the same source as the K training sequences as described below. The intention is to improve on Rabiner and Juang's method described above using a weighted combination of an ensemble of learnt models to avoid local minima traps as much as possible.
Although each sequence is matched to the structure of each model, structure is not incorporated in the averaging step itself. It therefore places a limited reliance upon structure information. In this experiment only uniform weights are employed.
Viterbi Path Counting Algorithm
The Viterbi Path Counting (VPC) training method is discussed by Davis and Lovell [8] . The method is to use the Viterbi algorithm to find the most likely path for a given sequence, and to modify the model parameters along that path by maintaining matrices of integers corresponding to Viterbi Path statistics for π, A and B. It was thought that this would provide a simple and reliable way of ensuring the correct relative importance of evidence between a new sequence and the existing model structure, thus achieving good learning for both single and multiple sequence HMM training.
There are many possibilities for the initialization of the VPC algorithm, including random and uniform count matrices, which can be scaled to any arbitrary amount. In this paper we only investigate uniform counts with a scaling factor of 5; i.e. each counter for each of A, B, π starts with a value of 5.
Experiments on the Gesture Recognition System and Discussion
In order to evaluate the initial model performance, we used a video gesture recognition system which can recog-nize 26 gestures corresponding to the letters of the alphabet. There were 20 training samples and 10 test samples for each distinct gesture; so there are 760 gesture videos in the database in total. After trajectory estimation and smoothing, the angle of movement of the centre of the hand was discretized into 1 to 18 directions over the 25 frames of video to form the discrete observation sequences. Figure 3 illustrates several letters and shows how they were recorded.
Figure 3. Hand gestures for A, B, C and D
Since the length of the observation sequence (T) is 24, this is easy to divide evenly into N=3, 4, 5, or 8 segments. When N is 5,7,9 and 10, we distributed the remainder evenly between the last segments. Thus for N=5, our segment lengths were 4, 5, 5, 5, and 5.
We apply the traditional Baum-Welch [1] and the Viterbi Path Counting [8] algorithms to train HMMs over FC, LR, and LRB structures, with the number of states ranging from 3 to 10. Figure 4 shows the recognition rates on the real gesture data set with 26 gestures. Each value is an average over 10 test samples for all 26 gestures. The difference rows 10-18 and 25-27 are percentage improvements from the second to the first term in the subtraction, expressed as a percentage of the second term. The column of means shows the average over all numbers of states. The spread around this mean shows the sensitivity to model size. After analyzing the table of recognition rates, we draw the following conclusions: computed initial models, we see a great improvement. The average improvement for BW is 20.62%, and the improvement for VPC is 48.9%. The effect from VPC is stronger than from BW. FC has too many possible ways to run, so the single initial model tends to reach a local maximum, not the global maximum. If we set the pre-computed model as the initial model, there will be a greater chance of reaching the global optimum.
2. The effects of improving the initial parameters in the LR models(rows 2,5,8,20,23) are less apparent than for FC models. The average improvement is only 8.1% and −0.3% for BW and VPC respectively. For the LR-Banded structure (rows 3,6,9,21,24), the mean improvements are only 0.95% and −3.3% respectively. In terms of the level of dependence on the initial model choice, FC is high, LR is medium, and LRB is low. That means that simpler models are less dependent on initial model selection. It seems that the simpler the structure is, the more chance there is of reaching the global optimum.
3. For VPC (rows 19-24), the effect of the initial model choice for both LR and LR-Banded models is quite small. Some states show a negative improvement on LRB. The reason is that LRB is the simplest structure, so it is easy to reach the global optimum. Uniform initial counts worked well in this trial; future work will expand the scope of this survey. The pre-defined IM only provides a general direction for learning, so some random or flat generating IM may be closer to the correct IM. The results suggest that both LR and LRB structures for VPC are less dependent on the IM choice than for Baum-Welch. It is also support for the viewpoint that VPC is also not as dependent on the initial model selection. VPC produced the best average score of 93.7% on LRB models, and achieved the highest peak of 97% in a separate trial using larger numbers of states (13).
4. The multiple randomly generated initial models (rows 4,5,6) produced good results under Baum-Welch with LR models, outperforming VPC on LR models but not on LRB models. This further supports the idea that VPC is best-suited in cases where the model structure is known. The performance of the ensemble method was quite good on LR models, suggesting that it may be the best method in cases where the structure is not well known.
Conclusions
We have estimated the performance of HMMs trained from three kinds of initial models on 26 letter gesture input systems. Three training algorithms and three model structures were adopted during the training process. From the results, we found that the directly pre-computed model method is a novel and reliable way of designing the initial model and has a good chance of reaching the global optimum. It performs much better than the random initial models using BW, especially in the FC model structure. The second conclusion is that because the model structure is simpler, it has less dependence on the initial model. The third is that more restricted models using Viterbi Path Counting perform better and the dependence on the initial model is relatively less than for models created using Baum-Welch. In fact VPC using pre-computed models is not as good as VPC with uniform initial models. In cases where the best model structure is not well known, Ensemble Baum-Welch seems to be the best method. Viterbi Path Counting seems to be the best method when the ideal model structure is known. For our gesture recognition system the best structure was the Banded Left-Right model. The application of Baum-Welch to models initialized using the Viterbi Path Counting algorithm would improve performance further and will be the subject of future research.
