A Monte Carlo computer model has been developed to study the propagation of light in tissues. Light attenuation is assumed to result from absorption and isotropic scattering. The model has been used to predict the distribution of absorbed dose in homogeneous tissues of different absorption/scattering ratios, for illumination both by external light beams and via implanted optical fi bers. The photon flux into optical fi bers placed in the tissue as detectors has also been investigated. The results are interpreted in relation to the use of visible light irradiation for photo radiation therapy.
I. INTRODUCTION
Recent clinical and laboratory studies 1 -5 have reawakened interest in photo radiation therapy (PRT) and have indicated that the technique may represent a highly signifi cant ad vance in our ability to provide local control of a variety of malignant tumors. Localized visible light irradiation is ap plied to the tumor some time after administration of a photo sensitizing drug. Cytotoxicity is believed to result from the production of singlet oxygen generated by the absorption of visible light by the photosensitizer. 6 • 7 The therapeutic effica cy is determined by three main factors: ( 1) the differential concentration of photosensitizer between the tumor and sur rounding normal tissue, 8 (2) the light energy absorbed by the cells, and (3) the inherent cell sensitivity. Thus, as discussed by several authors, 1• 9-1 2 the establishment of a system to quantitate the light delivered to the treated tissue is an im portant factor for improving clinical results.
There are very few data on the optical properties of tissues in the visible wavelength range. Ideally one would like to have information on the refl ectance, absorption, and scatter ing properties as a function of wavelength for the tissues of interest. There have been no systematic in vivo measure ments, even for animal tissues. Most of the in vitro work to date has been on the transmission of skin, carried out using excised specimens. Hardy et al., 1 3 using a spectrophotome ter, observed that, at infrared wavelengths, the attenuation due to photon scattering and that due to absorption in var ious components of skin could be combined, and the trans mittance described by a simple exponential form (Beer's law). However, in the visible light range, a single exponential did not adequately fi t the data. This was attributed to the heterogeneity in the attenuating properties of skin with in creasing depth (for example, the distribution of melanin). Wan et al.14 modeled the diffuse transmittance and reflec tance of multilayer structures, and applied the model to de termine the absorption and scattering coefficients for a num ber of differently pigmented human skin samples, in the wavelength range 250-800 nm. Parrish 15 has recently re ported on the penetration depth (depth at which the incident intensity is reduced to 37%) in the range 350-800 nm for fair and black skin measured in vitro, and observed a signifi cant increase in the penetration at longer wavelengths.
For tissues other than skin, the data are sparse, both for animals and humans. Eichler et al. 16 in 1977 measured the penetration through excised specimens of human and pig liver and kidney. Using a narrow beam in the wavelength range 350-1000 nm, it was found that the transmitted inten sity, including diffuse scattering in the forward direction, decreased exponentially with increasing tissue thickness. The penetration depth was strongly dependent on wave length. No attempt was made to separate the absorption and scattering contributions to the total attenuation. Wan et al.17 have reported measurements of the gross transmission of light in the range 400-865 nm through post mortem specimens of various human tissues (skull bone, chest wall, abdominal wall, scrotal sac). They observed a strong wavelength dependence and noted the influence of both absorption and scattering in the attenuation of the light.
The most recent and extensive work has been done by Svaasand et al., 10--1 2 who used inserted optical fi bers coupled to a photodetector to estimate the space irradiance </J, in a number of animal and human tissues exposed to light at se lected wavelengths. (</J = f n Ldil, where the radiance L = fl ux of optical energy in a particular direction per unit solid angle n, and per unit area normal to the direction of propagation.) By varying the position and orientation of the detector fiber, they were able to measure the radiance in the forward, sideways, and backward directions at different depths along the central axis of the incident light beam. This allowed a qualitative separation of the absorption and scat tering components of the attenuation. The penetration depth was found to be strongly dependent on the tissue type and on the wavelength. For example, at 633 nm the penetration depth for pig liver in vitro was 0.8 mm, while that of cow brain was 4.0 mm. In rabbit thigh muscle in vivo at 633 nm, the values ranged between 4.4 and 6.1 mm, and at 514 nm between 1.3 and 2.1 mm. The corresponding values in vitro were 6.6-8.8 and 4.0-5.1 mm. In postmortem adult human brain specimens, the penetration depth ranged from 0.4 mm at 488 nm to 3.2 mm at 1060 nm. The corresponding values for fetal specimens were 1.7 and 8.8 mm, respectively. 18 In addition, the tissues were found to differ substantially in the relative importance of scattering and absorption to the total attenuation. Brain was highly scattering and the distribution of light could be described adequately by diffusion theory, whereas, in heavily pigmented tissues such as liver, absorp tion appeared to be the dominant process. In these studies, the tissues were illuminated both by an external beam inci dent normally on the tissue surface, and by inserting an opti cal fiber coupled to the light source into the tissue substance. 10 have investigated the extreme cases of strong absorption and strong scattering. Two forms of illu mination were considered: (i) a parallel collimated light beam incident normally on the tissue surface and, (ii) an im planted optical fiber light source. The tissue is assumed to be of infinite (or semi-infinite) extent, both along beam direc tion and perpendicular to it. For high scattering, it is possible to apply diffusion theory to calculate the dependence of the space irradiance as a function of distance from the source. For case (i), the space irradiance falls off exponentially with depth in the tissue. The effective attenuation coefficient µ elf equals µa for pure absorption. For high scattering, µ;If =µalt, where; is the space irradiance diffusion constant.
For a point source within the tissue [case (ii)], the space irra diance </J, at distance p is given by
where µ, is the total attenuation coefficient, </J o and c are constants, n = 1 for high scattering, and n = 2 for high ab sorption.
The main limitation of this formulism is that it does not allow one to deal with the case where both absorption and scattering processes are significant. Incorporating the effect of real source geometries will also be difficult; for example, where an implanted optical fiber of limited numerical aper-ture, or an external beam of limited dimension are used to illuminate the tissue.
In order to study the general case of mixed absorption and scattering for more realistic geometries, we have used a Monte Carlo approach. This permits the calculation of both the distribution of absorbed "dose" in the tissue and the re sponse of implanted optical fibers used as detectors of the photon flux. In the following section, we shall describe the basis and assumptions of the model, and will then present the results of a series of computer simulations which have been carried out using it.
II. METHOD
Monte Carlo techniques have been widely applied in radi ation transport studies (see, for example, Ref. 21). The tech nique is based on the stochastic nature of radiation interac tions. Thus, in the present study, the attenuation of light photons in tissue can be described by computer simulation of appropriately weighted random absorption and scattering interactions.
The parameters of the model are as follows. A beam of light is introduced into a volume of tissue having absorption and scattering coefficients µa and µs, respectively. The two geometries that we have examined are illustrated in Fig. 1 . In the first, illumination is by an external parallel beam of given diameter B, and in the second the light is introduced via an implanted optical fiber with a given numerical aperture NA s.
For each, in the absence of attenuating medium, the light intensity within the geometric edge of the field is uniform across a plane perpendicular to the central x axis of the beam.
Each incident photon was generated via a random number algorithm so as to produce this initial intensity distribution, and the ray was then "traced" through the tissue volume. The path length between successive interactions was calcu lated as 
where 0 < R < 1 is a uniformly distributed pseudorandom number, and µ1 = µ0 + µ. is the total attenuation coeffi cient. This formulism generates an exponential distribution of interaction path lengths. At the interaction point, the photon was assumed to depo sit a fraction, µ0lµn of its current weight, WT ; (set initially equally to 1), as absorbed energy, and to emerge from the interaction with weighting factor
The direction of the scattered photon was selected from a random distribution such that the probability per unit solid angle was the same in all directions. A new path length was calculated as before and the ray tracing continued. Figure 2 illustrates the photon history. Weighting the rays in this way results in better statistical precision for a given number of input photons. Also, it is computationally more efficient than increasing the number of incident photons but termi nating ray tracing upon the fi rst absorption. 21
It should be noted that, in this model, the scattered pho tons are assumed to have the same absorption and scattering coefficients as the incident photons. That is, the energy (and polarization) is unchanged by the scatter interaction. Other effects such as fluorescence have also been ignored.
The number of interactions per photon was selected so that, for any combination of µ0 andµ., at least 85% of the integrated weighting factor was absorbed in the tissue vol ume (typically four interactions forµ0Iµ. = 411, eight inter actions for µalµ. = 1/4).
For an implanted fi ber source, an infi nite tissue volume was assumed in all directions. For an external beam with the tissue surface at x = 0, the tissue occupied the semi-infi nite space defined by x > O; rays exiting back through the surface were assumed lost and ray tracing terminated. In both cases, reflection from surfaces (fiber-tissue, air-tissue) was ig nored, and the tissue volume was assumed homogeneous. Where possible, cylindrical symmetry was invoked to mini mize computation.
Two separate FORTRAN computer programs were written and run on a D.E.C. PDP 11/34 computer. In the first, the distribution of absorbed dose (i.e., photons absorbed per unit volume) was calculated as a matrix in x (depth along central axis) and r (radial distance from central axis). The matrix element, i.e., voxel size, was chosen as a compromise between statistics and spatial resolution. The program was run fi rstly for an external beam of diameter B incident nor mally on the tissue surface and centered on x = 0, r = O; secondly, for an implanted source fi ber, of numerical aper ture NA., aligned along the + x direction with the tip at x = O,r = 0. For each, the two cases ofµ0Iµ. = 411 and 1/4 were examined in detail. Runs were carried out for B = 0, 5, 10 (in units of <5-see below), and for NAs = 0.2, 0.8 radians.
For most runs 10 000 input photons were generated.
The·second calculation was for the photon flux into a "de tector fiber" positioned within the tissue volume, as illustrat ed in Fig. 1 . For each ray segment, the program checked whether the photon crossed the detector fi ber tip at an angle smaller than its numerical aperture; if so, then the detected flux was incremented by the current ray weight WT;. How ever, the ray tracing was continued, assuming that the pres ence of detector fi ber does not affect the distribution of light in the tissue. This flux program was also run for a variety of input parameters: external beam, B = 0,58; implanted fi ber source, NA. = 0.2, 0.8; µalµ. = 411, 1/4. For each, the de tected flux was determined for both narrow and wide accep tance detector fi bers (numerical apertures, NA D = 0.2, 0.8), positioned along the central beam axis at depths of 2.58 and 58 from the tissue surface or source fi ber tip. At these posi tions, the angle of the detector fi ber was selected as 180°, 90°, or 0° to the beam. This allowed calculation of "forward," "sideways," and "backward" detected flux, respectively (see Fig. 1 ). Typically 100 000 input photons were used, which required around 75 or 125 min of computer time for 4 or 8 scatters per photon trace, respectively.
A. Distance scaling and normalization
All results presented below have distances measured in units of the mean free path, 8 = 11µ, , in order that they may be scaled for use with any tissue once the total attenuation coefficient µ 1 is known.
The absorbed dose D has been normalized so as to repre sent the number of photons absorbed per unit volume of tissue (8 3 ) per input beam photon. The detected flux F is given as the number of photons entering a detector fiber of unit area (8 2 ) per input beam photon. Since reflecting inter faces have been ignored, all input photons generated were assumed to enter the tissue, and, within the area and numeri cal aperture of the detector fi ber, all photons contributed to the detected flux.
Ill.RESULTS
A. Absorbed dose Figure 3 shows the "isodose distributions" with both ex ternal beam and inserted fi ber irradiation, for high absorp- tion (µalµ, = 411) and high scattering (µalµ, = 1/4) tis sues. Each contour line represents a tenfold change in the absorbed dose. The dimension scale on the distributions is shown in units of the value of the mean free path 8. It is known, 10--12 that, for visible light in mammalian tissues, 8 is likely to be in the order of a few millimeters. Thus, to treat a tumor a few centi meters in diameter, tumoricidal doses may be required at distances of say, 58-108.
In the low-dose regions, the number of photons contribut ing to the calculated absorbed dose is small, since most of the distributions of Fig. 3 are for only 10 000 input photons. For example, for D = 10-3 the weighted photon number at each point is typically 10--20 ( = !.;n; WT0 where n; is the number of absorbed photons of weight WT;). Thus, the statistical precision is rather poor. Nevertheless, the overall shape and position of the isodose levels is well demonstrated.
The distribution of absorbed dose along the central beam axis (D versus x) is shown in Fig. 4 for the different illumina tion geometries and the two tissue types. These data have been plotted on a logarithmic dose scale to test the exponen tial behavior of the curves. The statistical errors are indicat ed at selected points.
The dose profi les (D versus r) are shown in Fig. 5 at depths of 0.58, 2.58, and 58. Each set of curves has been normalized to the value of D at x = 0.58, r = 0. Again, a logarithmic scale has been used for the dose axis.
B. Detected flux Figure 6 shows the detected flux Finto narrow and wide aperture fi bers (NA D = 0.2, 0.8) in both absorbing and scat tering tissue illuminated either via an implanted source fi ber or by an external beam. The flux detected in the forward, sideways, and backward directions is given for the detector fi ber positioned along the beam axis at a distance of 2.58 from the implanted source fi ber tip or tissue surface (x = 2. 58, r = 0). The forward detected flux at x = 58 is also shown; the sideways and backward results at this depth have been omitted because of poor statistics. 
FIG. 4. Absorbed dose as a function of depth along the central beam axis.
For the external beams, the straight lines are the linear regression fits. For the implanted fiber source, the curves are the best chi-square fits to the data points. The typical errors shown are I standard deviation from the photon statistics.
The representative errors shown in Fig. 6 are the standard deviations on the number of photons detected, taking the ray weighting factors into account.
Since detector fibers would be used in patients or animal tissues to measure the local absorbed dose, we have exam ined the relationship between the detected flux F and the absorbed dose D along the central axis. The results are illus trated in Fig. 7 , where the values of F ID are plotted for the same �et of parameters as in Fig. 6. 
IV. DISCUSSION
A. lsodose distributions Referring to Fig. 3 , we see the following.
External beam
With high absorption and a fi nite beam width (B = 58), the isodose distribution is nearly cylindrical except at the lowest dose level. Even for a pencil beam (B = 0), a signifi cant volume of tissue is irradiated at the 10-4 dose level, this isodose line extending to a radius, r-38 at the surface.
As expected, the distributions become more isotropic as the absorption scatter ratio decreases. For high scattering, the "treated" volume extends considerably beyond the geo metric edge of the beam.
Implanted fiber
For high absorption, the shape of the isodose distributions depends strongly on the numerical aperture of the source fi ber. Higher scattering removes this dependence, except for the high doses near the fiber tip.
B. Central axis depth doses
External beam
We have fi tted each data set in Fig. 4(a) by linear regres sion to the exponential form (4) where µeff is interpreted as the effective attenuation coeffi cient. Table I shows the results of these fi ts; µeff has been expressed here in units of 118 where 8 = 11µ, is the mean free path used as input to the Monte Carlo program.
For no scatter, i.e., µs = 0, we expect µeff = µ, = 1.0/8. This is close to the results found for µ0/µs = 4/1, both for a narrow and wide external beam. With significant scattering, i.e., µ0/µs = 114, the slope of the depth dose curves is less.
With increasing beam diameter B, the value of µeff should tend to the value given in Eq. ( 1) above, 19•20 which predicts µe ff = 0.6/8 forµ0/µs = l/4. This is anexcellent agreement with our result of 0.5718 for a beam diameter of 108.
Implanted fiber
With a fi ber inserted into the tissue to deliver the light, we expect that the falloff in absorbed dose along the central axis will be due to both the beam divergence and to the attenu ation by the tissue. For the pure absorption case, the behav ior should be Da:. _!_ e-xl.5
where the divergence factor 1/x 2 is simply the inverse square law. According to Eq. (2), in the highly scattering situation, this term sho u ld be l!x rather than l/x 2 • In this case, how ever, the exponent is no longer expressible simply in terms of µ0 andµ,, and one requires a knowledge also of the diffusion constant {;.
To determine the behavior of the distributions shown in Fig. 4(b) , we have carried out chi-square U' 2 ) fits to the form
where D 0 , µeff, and n were variables in the fi t. The results are summarized in Table II . For the high-absorption case (µ0/µs = 4/1), the best fi ts were µ0ff -1.0/8, n-1.9-2.0. This is in good agreement with the predictions of Eq. (2). With higher scattering (µ0/µs = 114), however, the results are less clear cut. The data do not fi t well to Eq. (6) ifn is fi xed at 1.0 (reducedx 2 > 10,µe tr > 2.5/8 ); i.e., the simple diffusion model does not hold. Statistically good fi ts were, however, obtained with µe tr-0.8--0.9/8, n-1.75-1.95. Thus, both µe tr and n are certainly decreased by scattering, but not to the degree which might be expected. In examining Fig. 4(b) , and in particular that for µ0/µ5
= 1/4 and NAs = 0.8, it is observed that the data for larger depths (x ;(; 48 ) lie systematically above the fi tted values. This suggests that a two-component curve may be more appropri ate. However, at this stage we do not have adequate statistics on the Monte Carlo data to test this hypothesis.
C. Dose profiles
The plots of D versus r, shown in Fig. 5 , simply reflect in more detail the shape of the isodose distributions of Fig. 3 . They do, however, demonstrate more clearly the changing form of the beam cross section as the light propagates to greater depths in the tissue. There is evidence in these pro fi les also for a two-component description, but again more detailed and precise modeling will be required to test this. The apparently anomalous behavior for the implanted fi ber profiles, for example the crossover in the curves for µ0/µ5 = 4/1, nA s = 0.8, is associated with the location of the geometric edge of the incident beam.
D. Detected flux
From the results in Fig. 6 for the photon flux detected by a fi ber placed along the central axis and angled at 180°, 90°, and 0° to the incident beam direction, we observe the follow ing.
The forward detected flux Ff is rather insensitive to the absorption/scatter ratio, both for narrow (NAs = 0.2 or B = 0) and wide (NAs = 0.8 or B = 58 ) incident light beam geometries. Only at larger depths (x = 58) and with a wide incident beam and a large aperture detector fiber (NAv = 0.8), does Ff show significant dependence on µ0/µs (where, by "signifi cant," we mean a factor of 5 or more). At x = 5t5, there are large differences in the behavior of F1 between the external beam and the implanted fiber illumina tion techniques. These differences can be attributed mainly to the beam divergence with the implanted source fiber.
Unlike Ff, the sideways and backward detected fl uxes are significantly affected by the absorption/scatter ratio, and also depend strongly on the source geometry and detector fiber aperture. This is to be expected, since a detector fiber in either of these orientations along the central axis will detect only scattered photons. At adepth of x = 2.58,Fs andFb are less by one to three orders of magnitude compared with Ff. Note also that Fs can be less than Fb due to the different solid angle covered by the detector fiber in the two orientations, as discussed in detail by Svaasand et al. 10 It is of interest to compare the results of the Monte Carlo model with available experimental data. The only· directly comparable results in the literature are ag11in those of Svaa sand et al., 1 0 whose experimental value of the penetration depth in cow muscle at 633 nm is 1.8 mm, measured using an implanted fiber source and a fiber detector of numerical ap erture around 0.35. In Table Ill , we have calculated from Svaasand's data the experimental values of the ratio of Fb to F1 at depth 2.5'5, and the ratio of F1at2.58 toF1at 58 (assum ing 8 = 1.8 mm). The comparison with the predictions of the Monte Carlo model indicates that for this tissue at least, the scattering is greater than that corresponding toµ 0 Iµ s = 1 I 4. Alternately, the scattering in muscle may be nonisotropic. By increasing the scattering to µ0/µ5 = 1/20 in the Monte Carlo program, we have found that the predicted ratios are roughly double those of Table III , thus overlapping with the experimental values.
E. Ratio of detected flux to absorbed dose
The main interest in the FI D ratio is whether the response of a detector fiber can be used to measure the local absorbed dose, and how much knowledge of the illumination and de tector geometries, and of the tissue characteristics is needed to achieve this. Ideally, one would like FI D to be insensitive to these factors. We shall consider the behavior of F ID for the forward, sideways, and backward detected fl ux, refer ring to Fig. 7 . At x = 2.58, for all source and detector geometries, and in the three detector fiber orientations, the value of FI Dis high er in the higher scattering tissue. The dependence on the absorption/scatter ratio is least in the forward direction, where there is also little variation with the source and detec tor parameters.
However, at greater depth, the dependence of FI Don the various factors becomes very complex, even in the forward direction. No longer does the higher scattering tissue neces sarily result in a higher FI D value, and there is no clear pattern as the source and detector characteristics change.
The two ratios FJD and Fb/D show the same overall behavior at depth x = 2.58. The values increase, both for scattering and absorbing tissues, as the beam size increases, and as the det_ector fiber aperture increases. The first effect is due to reduction in dose more than compensating for the decreased detected flux. The increase with larger NA D is due simply to a greater fraction of the total photon flux being within the detector fi ber aperture, and so contributing to the detected f l ux.
V. CONCLUSIONS
Although Monte Carlo modeling has been used widely in the study of ionizing radiations in medicine, we are unaware of any work on applying the technique to light dosimetry in tissues. The results presented here are, of course, very pre liminary, and we have examined only a limited range of illu mination conditions and model tissue types. Other studies are underway, and a number of important refi nements and extensions can be identifi ed, namely; (1) improved statistical precision through increasing the number of photon histories, (2) allowing nonisotropic scattering, (3) allowing nonhomo geneous model tissue, (4) accounting for interfaces and tissue boundaries, (5) increasing the range of illumination geome tries and tissue parameters, and (6) more detailed study of the spatial and directional distributions of photon fl ux.
More importantly, it will be essential to test the predic tions of the model against experimental data. A number of groups, including our own, are presently carrying our mea surements on different animal and human tissues in various wavelength ranges. However, as we have demonstrated above, it may be difficult to separate out the tissue-depen dent parameters in these experiments from the effects of illu mination geometry and detector fi ber characteristics. It will therefore be desirable to test the Monte Carlo approach by making measurements in suitable tissue-simulating phan toms, where the absorption and scattering characteristics can be varied at will and independently measured. This work is in progress, and preliminary experiments using agar doped with charcoal (for absorption) and glass microspheres (for scatter) show promise.
If the model stands up to these tests, then it can be used for several purposes: ( l) to analyze and interpret experimental measurements in real tissues, particularly in determining the absorption and scattering coefficients (and the angular de pendence of scatter), (2) to study the effects on the absorbed
Medical Physics, Vol.10, No. 6, Nov/Dec 1983 dose distributions of changing the illumination conditions, once the absorption/scattering properties of the tissue are known, and (3) thus, to optimize techniques of light exposure in the treatment of patients by photo radiation therapy.
