The famous mean motion problem which goes back to Lagrange as follows: to prove that any exponential polynomial with exponents on the imaginary axis has an average speed for the amplitude, whenever the variable moves along a horizontal line. It was completely proved by B. Jessen and H. Tornehave in Acta Math.77, 1945. Here we give its multidimensional version.
Consider an exponential polynomial
c j e iλ j z , c j ∈ C, λ j ∈ R.
J.L. Lagrange [11] assumes that for each fixed y ∈ R there exist the limits c + (y) = lim β−α→∞
and c − (y) = lim β−α→∞
Here arg + f (x + iy) and arg − f (x + iy) are branches of arg f (x + iy), which are continuous in x on every interval without zeros of P and have the jumps −pπ and +pπ, respectively, at zeros of multiplicity p, ∆ ± α<x<β are increments of the functions arg ± f (x + iy) on (α, β). J.L. Lagrange proves his conjecture when the absolute value of one of the coefficients in (1) is greater than the sum of the absolute values of the other coefficients. Moreover, if this is the case, then arg + f (x+iy) = c + x+O(1), arg − f (x+iy) = c − x+O(1) (x → ∞), (4) besides, the mean motions c + (y) and c − (y) are equal. He also notes that in the case N = 2 with arbitrary terms in (1), the equalities (4) hold as well, but c + and c − may be different (for example, in the case f (z) = sin z). Note that (4) is false for sums (1) in the case N > 2 (see F. Bernstein [2] ). On the other hand, H. Bohr in [1] proves (4) with c + = c − for almost periodic functions f on R under the condition
Moreover, he shows that in this case the term O(1) in (4) is an almost periodic function as well. Then B. Jessen [7] proves that for holomorphic almost periodic functions in a strip {z = x + iy : a < y < b} limits (2) and (3) exist for all y ∈ (a, b) outside of a countable set. Moreover, he establishes a connection of mean motions with distributions of zeros of f . Lagrange's Conjecture for exponential polynomials is proved by H. Weil [17] in the case of linearly independent λ 1 , . . . , λ N over Z, and by B. Jessen and H. Tornehave [8] in the general case (see the detailed history in the introduction to [8] ). Also, they prove that the equality c + (y) = c − (y) for exponential polynomials remains true for all y ∈ R outside of a discrete set without finite limit points.
Bohr's result holds true in the multidimensional case: for any almost periodic function in R p with condition (5) we have
where g is almost periodic in x ∈ R p , c is a vector from R p (L.Ronkin [14] ). In [13] , [3] , and [4] one can find various relations between mean motions and distribution of zero sets for holomorphic almost periodic functions in tube domains.
Nevertheless, I don't know papers about Lagrange's conjecture for exponential polynomials in several variables, although there are a lot of papers devoted to properties of such polynomials (see, for example, [5] , [9] , [10] , [12] ). The result of the present paper solves Lagrange's problem in arbitrary dimension.
. By x, y or z, w denote the scalar product for vectors from R p or the Hermitian scalar product for z, w ∈ C p , |a| means the Euclidean norm of the vector a in
In the sequel we will use the following well known result 1 .
Proposition. For any analytic set
Theorem. For each exponential polynomial
and each y ∈ R p , there exist the limits
Here α, β ∈ R p , α j < β j ∀j, and
Similar to the one-dimensional case, the proof of the Theorem is based on the following lemma. 
exists and equals the average Mg of the function g(u) over the cube
Proof. The proof of the Lemma is the same as in the one-dimensional case.
We may assume that g is a real-valued function. If g is a trigonometric polynomial of the form
then its average equals the coefficient b 0 . Since
Furthermore, an arbitrary continuous 2π-periodic in each variable function g can be uniformly approximated by polynomials (7), hence we obtain the conclusion of the Lemma in this case too.
Finally, for any integrable in the sense of Riemann function g and any ε > 0 there are continuous 2π-periodic in each variable functions g ε (u) ≤ g(u) and g ε (u) ≥ g(u) such that
Then we get lim sup
Since ε is arbitrary small, we obtain the assertion of the Lemma.
We also need the following simple assertion. 
does not exceed C.
Proof of the Lemma. Collecting similar terms, rewrite q(s) in the form
We may suppose k |a
The functions e iγ ′ k s are linearly independent over C. Hence, if at least one of the coefficient a ′ k does not vanish, then g(s) ≡ 0. Using Hurwitz' theorem, we obtain an easy proof of the Lemma by contradiction.
Proof of the Theorem. Let µ 1 , . . . , µ N be a basis of the group Lin Z {λ 1 , . . . , λ S }. Therefore,
The function F (z, u), u ∈ R N , is 2π-periodic in each variable u 1 , . . . , u N and
Fix y = y (0) ∈ R p . Note that the set
is closed and analytic in C N , therefore, by the Proposition, m N (M ∩R N ) = 0. Consider the functions
.
We will suppose that
Let us prove that these functions are uniformly bounded and continuous almost everywhere in
is continuous and uniformly bounded in x ∈ [−1/2, 1/2] and u belonging to a neighborhood of u (0) . Hence the functions I + (u) and I − (u) are equal, uniformly bounded and continuous in this neighborhood.
Suppose that
we can use the Weierstrass Preparation Theorem (see, for example, [6] ). Hence there are ε > 0, δ > 0, and pseudopolynomial
1 ) r−1 + . . . + a r (w) (9) with holomorphic in the ball {w : |w − u (0) | < ε} coefficients a j (w) such that
and 1 , u (0) ), we get
Here P 2 (z 1 , i ′ y (0) , w) has the form (9) with x w) is holomorphic in the set {(z 1 , w) : z 1 ∈ C, |w − u (0) | < ε} and has not zeros in the set {(z 1 , w) :
1 | < δ}. Continuing in the same way, we get the representation
where the pseudopolynomials P j have form (9) with various pointsx
1 , their coefficients satisfy (10) , and the holomorphic function G(z 1 , i ′ y (0) , w) does not vanish in a neighborhood of the set {(z 1 , w) :
Since each pseudopolynomial P j is a product of irreducible pseudopolynomials of form (9) with conditions (10) (see, for example, [6] ), we may assume that all pseudopolynomials P j in (11) are irreducible. Also, we can rewrite (11) in the form
where b n (w), n = 1, . . . , k, are analytic multifunctions in some neighborhood U of the point u (0) . Since the functions {F (s + iy
, u)} u∈R N satisfy the condition of Lemma 2, we see that the number of zeros t 1 + t 2 + . . . + t k is bounded from above uniformly in u ∈ R N \ M. Since an increment of the amplitude of any linear multiplier along any segment is at most π, we see that the functions I + (u) and I − (u) are bounded uniformly in u ∈ R N . Furthermore, note that the discriminant d P (w) of a pseudopolynomial P of the form (9) is a holomorphic function in U. If P is irreducible, then d P (w) ≡ 0 (see, for example, [6] ). Set
, w) has only simple zeros in z 1 ∈ C. Hence for w ∈ U 1 representation (12) holds with mutual different functions b n (w). We shall prove that each function ∆ −1/2<x<1/2 arg ± (x + iy − b n (u)) is continuous at points of the set
) = 0. Hence for sufficiently small U 1 the functions b n (w) take U 1 to the set {z 1 : 
of the variable x 1 has exactly one simple zero for all u in a neighborhood U 2 of a point
is an arbitrary point of [0, 2π] N \ M, we see that the functions I + (u) and I − (u) are bounded and continuous almost everywhere in this cube. Therefore, these functions are integrable in the sense of Riemann over [0, 2π] N . Furthermore, by (8), we get
Applying Lemma 1 to the functions ∆ −1/2<s<1/2 arg ± F (s + iy ∆ −1/2<s<1/2 arg − P ((s, ′ 0) + x + iy (0) ) dx
exist.
Since the increments ∆ −1/2<s<γ arg ± P ((s, ′ 0) + x + iy (0) ) = ∆ −1/2<s<γ arg ± F ((s, ′ 0) + iy (0) , µ 1 , x , . . . , µ N , x ) are uniformly bounded in s ∈ R, x ∈ R p , and −1/2 < γ ≤ 1/2, we see that the differences ∆ −1/2<s<1/2 arg ± P ((s, ′ 0) + x + iy (0) ) dx 1 .
Cosequently, (2) and (3) exist and equal (13) and (14), respectively. Theorem is proved.
