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a b s t r a c t
Wepresent five alternative approaches tomodelling assets using jump-diffusion processes.
Three of them are known in the literature and they give analytical solutions for option
pricing problems. We present two further models, which are better motivated by the
market andwe compare all fivemodels with each other andwith the Black–Scholesmodel.
Good criteria of goodness of fit of themodel to the data are statistical tests,whose values are
also helpful in comparing themodels. In this paper, we use Kolmogorov, Anderson–Darling
and Cramer–von Mises statistics.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Despite the success of the Black–Scholes model, it has some deficiencies. The empirical distribution of daily log-returns
of financial assets differs inmanyways from the diffusion process assumed in the Black–Scholesmodel. First of all, the actual
log-returns are characterized by large fluctuations in value, such as crashes and rallies. Besides, the empirical distribution
of log-returns is asymmetric (mostly negatively skewed) and leptokurtic. It means that the tails are fatter than those of
the normal distribution with the same mean and variance, and one of them (mostly the left one) is fatter than the other
one. When it comes to numerical values, it means that skewness given by γ = µ3/σ 3 is negative and kurtosis given by
γ2 = c4/σ 4 = µ4/σ 4 − 3 is positive. Both skewness and kurtosis are 0 for normal distribution as in the Black–Scholes
model. Here σ2, µ3, µ4, c4 are the variance, third and fourth central moments and cumulant of order 4, respectively. Finally,
the implied volatility is not constant as in the Black–Scholes model, but it is a convex function of the strike price resembling
a smile.
Therefore, numerous other models have been proposed in order to reflect the above three phenomena. Most of the
research has focused on the leptokurtic feature under the market measure. However, the leptokurtic feature under the
risk-neutral measure leads to the ’’volatility smile’’ in option prices. Among the others, an affine jump-diffusion model [1]
was proposed to reflect leptokurtic feature. One of its special cases is a normal jump diffusion model [2], which was also
used by Merton [3], but in a less complicated form. A double exponential [4] and a uniform [5] jump-diffusion models are
also known in the literature.
We present a new approach using two other jump-diffusion models. The three above mentioned models have been
proposed to give analytical solutions for options, and we will study models, which seem to be more motivated by the
market. Then we compare all five models fitting them to empirical data. There, we also present a new approach (i.e. in
comparison with [5]) — we use statistical tests as criteria of comparison. Besides, we can then state whether the data follow
the distribution specified in the model.
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The paper is organized as follows. In Section 2, we present the jump-diffusion process and threemodels based on it. These
are the normal, double exponential and uniform jump-diffusionmodels. Section 3 focuses on answeringwhichmodel is best
fitted to the data, and it presents new criteria of goodness of fit, which are statistical tests.We study the double Rayleigh and
double uniform jump-diffusion models in Section 4. Next, we compare these models with the other three and we conclude
which model is best in terms of fit to the data.
2. Jump-diffusion processes
2.1. Model
Weconsider amodel being an extension of theBlack–Scholesmodel. Let (Ω,F , P)be aprobability space andF = {Ft}t>0
a filtration satisfying the usual conditions, and let St be a Markov process on this probability space given by
dSt = St (µdt + σdWt + J(Q )dNt) , (1)
where S0 = s0 > 0, µ is the constant drift coefficient, σ is the volatility, Wt is a continuous, one-dimensional Brownian
motion processwith respect to the filtrationF, J(Q ) is a random jump amplitude, andNt is a discontinuous, one-dimensional
Poisson process with respect to the filtration F, with the constant jump rate λ. In the model, all sources of randomness,Wt ,
Nt and J(Q ), are assumed to be independent. The discontinuous space-time jump process is defined as a compound Poisson
process given by∫ t2
t1
J(Q )dNt =
Nt2−t1∑
i=1
J(Qi),
where {Qi} is a sequence of independent identically distributed random variables, it is assumed that∑0i=1 J(Qi) = 0 and,
obviously, P (Nt = k) = (λt)kk! e−λt .
Since J(Q ) > −1 must hold so that a single jump does not make the asset worthless, we select a random variable
Q = ln(1 + J(Q )), and then J(Q ) fulfills the above constraint. Applying a generalization of Itô’s lemma [6] to the process
specified in (1), we derive
d(ln St) =
(
µ− 1
2
σ 2
)
dt + σdWt + QdNt . (2)
Integrating both sides of Eq. (2) over (0, t), we derive the formula for the asset price at time t:
St = s0 exp
((
µ− 1
2
σ 2
)
t + σWt +
Nt∑
i=1
Qi
)
. (3)
In turn, when we integrate (2) over (t, t +1t), we obtain
1(ln St) =
(
µ− 1
2
σ 2
)
1t + σ1Wt + Q1Nt , (4)
where1ζt := ζt+1t−ζt for ζt equal to ln St ,Wt andNt , respectively, and1t is as small as necessary.Wewill further assume
1t = 0.04 to be the reciprocal of the average number of trading days during the year.
As we may see, the distributions of price process (3) and log-returns (4) depend on the distribution of the log-return
jump amplitude Q and we distinguish three models below accordingly.
2.2. Models of Q distribution
Hanson and Westman [2] proposed a normal model. It means they assume Q has a normal density given by
fQ (x) = φ(x;µj, σ 2j ) =
1√
2piσ 2j
exp
(
− (x− µj)
2
2σ 2j
)
, (5)
with the meanµj and variance σ 2j . The reason for choosing this distribution is the simplicity of the log-returns distribution.
Theorem 1 ([2]). The probability density for the jump-diffusion log-return1(ln St) specified in (4) is given by
f1(ln St )(x) =
∞∑
k=0
pk(λ1t) φ
(
x;
(
µ− 1
2
σ 2
)
1t + µjk, σ 21t + σ 2j k
)
, (6)
where x ∈ R, pk(λ1t) = P(1Nt = k), and the normal density φ is specified in (5).
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Proof. See [2]. Here we only notice, that
fX+Y (x) = p0(λ1t) fX (x)+
∞∑
k=1
pk(λ1t) fX+Vk(x), (7)
where
X :=
(
µ− 1
2
σ 2
)
1t + σ1Wt , Y :=
1Nt∑
i=1
Qi, Vk :=
k∑
i=1
Qi. (8)
is a final equation in the proof, which gives us the claim immediately. 
We can use moment and cumulant calculus for sums of independent variables and for compound distributed
random variables to calculate the mean, variance and the third moment of 1(ln St) given in [2] and c4,1(ln St ) = λ1t(
3σ 4j + 6σ 2j µ2j + µ4j
)
. The two latter allow us to calculate skewness γ1(ln St ) and kurtosis γ2,1(ln St ).
In turn, Kou [4] presents double exponential modelwith density of Q given by
fQ (x) = pη1e−η1x1[0,∞)(x)+ qη2eη2x1(−∞,0)(x),
where η1 > 1, η2 > 0, p > 0, q > 0 and p + q = 1. The requirement η1 > 1 ensures that E
(
eQ
)
< ∞ and, thanks to (3),
E (St) < ∞. The main advantage of this model is that it produces analytical solutions for various option pricing problems.
This virtue stems frommemoryless property of double exponential distribution. However, unlike normal model, we would
derive a complicated formula for density for the log-returns, since the distribution of Vk given in (8) is sophisticated. That
is why we substitute binomial distribution for Poisson distribution. This approximation is justified for discrete processes
when 1t is small and we use it in the models presented below. Thus, from now on 1Nt is binomially distributed. Proving
Theorem 1 we obtained (7), and now we obtain
f1(ln St )(x) = (1− λ1t)fX (x)+ λ1tfX+Q (x). (9)
Nevertheless, we replaced (7) with (9), but we still have a rather complicated formula for log-returns density. The one
presented below is the equivalent to that given in [4], but here we have
(
µ− 12σ 2
)
instead of µ, because we present the
density for log-return1(ln St), not1St/St as Kou did.
Theorem 2. The probability density for the double exponential jump diffusion log-return1(ln St) is given by
f1(ln St )(x) =
1− λ1t
σ
√
1t
ϕ
(
x− (µ− 12σ 2)1t
σ
√
1t
)
+ λ1t
(
pη1e
1
2 η
2
1σ
21te−
(
x−
(
µ− 12 σ 2
)
1t
)
η1Φ
(
x− (µ− 12σ 2)1t − η1σ 21t
σ
√
1t
)
+ qη2e 12 η22σ 21te
(
x−
(
µ− 12 σ 2
)
1t
)
η2Φ
(
−x−
(
µ− 12σ 2
)
1t + η2σ 21t
σ
√
1t
))
, (10)
where ϕ is the density, andΦ is the distribution function of N(0, 1).
Proof. The main task is to obtain fX+Q , and further we use (9). Tedious, but simple calculations lead to the claim. 
This time we may also use cumulants and moments calculus to find moments of1(ln St). But now we deal with compound
binomial distribution, and we had compound Poisson distribution earlier. Thus, we obtain mean and variance [4], but now
we have
(
µ− 12σ 2
)
instead of µ. We will also compute the values γ1(ln St ) and γ2,1(ln St ), but analytical formulas for these
coefficients are rather complicated, so we do not present them here, and neither in themodels below. Recall, we are capable
of calculating these values using exclusively the first four moments of Q and 1Nt (binomially distributed here), which are
as follows:
E
(
1Nkt
) = λ1t, E (Q k) = pk!
ηk1
+ (−1)k qk!
ηk2
.
We also do not present formulas for mean and variance in these models, noticing that
E[1(ln St)] =
(
µ− 1
2
σ 2
)
1t + λ1tE (Q ) ,
Var[1(ln St)] = σ 21t + λ1t
(
E
(
Q 2
)− E2 (Q ))+ λ1t(1− λ1t)E2 (Q ) .
So we calculate only E
(
Q k
)
in the models below.
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The normal and double exponential distributions peak in the center of market distribution (i.e., very close to zero) and a
lot of jumps are not distinguishable from the diffusion. This could lead to λ being too big — for1t equal to 0.04, λ should be
less than 250. Besides, an infinite jump domain leads to severe restrictions in portfolio optimization. That is why Hanson,
Westman and Zhu [5] proposed uniformmodelwith density of Q given by
fQ (x) = 1b− a1[a,b](x),
where we require a < 0 < b, to make both negative and positive jumps possible. The advantage of this model is that the
the jump domain is finite. Moreover, all the jumps are equally likely, so the small jumps do not occur more frequently then
the others, which was the case for normal and double exponential models.
Theorem 3 ([5]). The probability density for uniform jump-diffusion log-return1(ln St) is given by
f1(ln St )(x) =
1− λ1t
σ
√
1t
ϕ
(
x− (µ− 12σ 2)1t
σ
√
1t
)
+ λ1t
b− a
(
Φ
(
x− a− (µ− 12σ 2)1t
σ
√
1t
)
− Φ
(
x− b− (µ− 12σ 2)1t
σ
√
1t
))
. (11)
Proof. See [5]. 
As regards the moments of 1(ln St) distribution, we obtain them in a way similar to that used for the double exponential
model, but here
E
(
Q k
) = bk+1 − ak+1
(k+ 1)(b− a) .
3. Comparison of jump-diffusion models
3.1. Multinomial maximum likelihood estimation
In order to concludewhich of the threemodels above is the best,we estimate the parameters of thesemodels, i.e.,µ, σ 2, λ
and parameters of density of random variable Q , for some empirical data. These could be daily closings of market indices,
stock prices or currency quotations. We will present here the results for EUR/PLN exchange rate quotations from 1999 to
May 2005. The data consist of n+ 1 = 1601 points and they have been transformed into discrete analog of the continuous
log-returns, i.e., into changes in natural logarithm of daily quotations xi = 1(ln Si) = ln Si+1 − ln Si for i = 1, . . . , n.
The data xi are assumed to be the values of independent identically distributed random variables. The mean of these data
is E(emp) = 2.73553 × 10−5, variance is Var(emp) = 5.09615 × 10−5 and kurtosis γ (emp)2 = 7.164. In turn, skewness is
γ (emp) = 0.4355 and is greater than zero, which sometimes happens for currency quotations.
The basic assumption about ourmodels is that themean and the variance of log-returns distribution are the same in each
model and they equal to the mean and the variance of empirical data, respectively. This constraint is quite reasonable and
thanks to it the set of estimated parameters contains two fewer elements [2] —µ and σ 2. Moreover, this assumption allows
us to avoid large fitting errors.
The data xi are further sorted in bins (bi, bi+1) for i = 1, . . . , k of the same length 1b and histogram is constructed. Let
xmin and xmax be the least and the greatest values from the set of empirical data. Then we assume
k =
⌈
(xmax − xmin)n 13
2.64(q0.75 − q0.25)
⌉
.
where qα is the α-percentile of empirical data. We assume further xmin = b1 + 121b, which implies bi+1 = b1 + i1b =
xmin +
(
i− 12
)
1b for i = 0, . . . , k. This assumption may result in bk+1 < xmax, but then we increase the number of bins
k := k+ 1 and then surely bk+1 > xmax.
We further calibrate our models using multinomial maximum likelihood estimation. Our objective is to maximize
M(y) =
k∑
i=1
(
ni ln
(
f (jd)i (y)
))
,
where ni is the number of empirical data in the i-th bin (bi, bi+1), y is the vector of parameters of the density given by (6),
(10) or (11), respectively, and
f (jd)i (y) = n
∫ bi+1
bi
f1(ln St )(x, y)dx.
For more details, see [5].
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Fig. 1. (a) Histogram of daily log-returns of EUR/PLN over the period from January 1st 1999 to April 29th 2005 with fitted models. (b) The right tail of the
histogram.
3.2. Empirical results
Using MATLAB, the theoretical densities (6), (10), (11) and normal density (as in the Black–Scholes model), all multiplied
by n, are compared to the k = 65 bin histogram shown in Fig. 1a.We use the function fminsearch tominimize the function
−M(y), in order to calibrate jump-diffusion models. Thus, we get the following parameters of the normal jump-diffusion
model
µ = −0.06124, σ 2 = 0.008175, µj = 0.0034168, σ 2j = 0.0002045, λ = 21.12.
For the double exponential jump-diffusion model we obtain
µ = −0.13054, σ 2 = 0.007221, η1 = 135.5, η2 = 142.0, p = 0.673, λ = 52.96,
and for the uniform jump-diffusion model
µ = −0.00010, σ 2 = 0.009508, a = −0.0435, b = 0.0487, λ = 4.52.
Notice that λ, which we understand as an average number of jumps in a one year period, is much larger in the first two
models than in the last one. It is consistent with what we noticed in the previous section — a lot of these jumps are not
distinguishable from the diffusion.
Let us see how the values of estimated parameters affect the quality of fit of our models to the data. We can notice that
function M(y) is basically the same for all jump-diffusion models. When we use skewness and kurtosis as criteria of fit of
themodel to the data, just like Hanson,Westman and Zhu did, it turns out that the results aremixed. Here the normalmodel
is best fitted in terms of skewness, and the uniform model’s kurtosis is the closest to the empirical value. However notice
that these are not the best criteria — we could even construct two modal distributed process whose skewness and kurtosis
would be very close to empirical values of these coefficients.
The values of statistics give better criteria of fit. Here we use Kolmogorov, Cramer–von Mises and Anderson–Darling
statistics given by
dn = sup
z∈R
∣∣F(z)− F̂n(z)∣∣ ,
W 2n = n
∫ ∞
−∞
[F(z)− F̂n(z)]2dF(z),
A2n = n
∫ ∞
−∞
[F(z)− F̂n(z)]2
F(z) [1− F(z)] dF(z),
respectively. Here F(z) is a distribution function of the model, and F̂n(z) is an empirical distribution function. Notice that
the Anderson–Darling test gives more weight to the tails than the Kolmogorov and Cramer–von Mises tests do. When we
look at the values of all three statistics in Table 1, we find the double exponential model best fitted, since the value of the
statistic (no matter which one we choose) is the least among all the models. The uniform model is the worst, but still much
better fitted than the Black–Scholes model.
Moreover, using the above-mentioned statistics we can answer the question whether the data follow a distribution
specified in the model. In order to do that, we define the following test: H0 — the data follow the specified distribution,
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Table 1
Goodness of fit of jump-diffusion models to actual log-returns of EUR/PLN
Model γ γ2 M(y) dn W 2n A
2
n Dn
Black–Scholes 0 0 5633 0.0608 1.7619 10.9276 2.4317
Normal 0.4960 4.551 7363 0.0198 0.1113 0.6896 0.7906
Double Exp 0.4422 4.761 7367 0.0161 0.0687 0.4098 0.6439
Uniform 0.2695 6.296 7353 0.0323 0.3472 2.1302 1.2911
Source: Author’s own analysis based on the EUR/PLN quotations over the period from January 1st 1999 to April 29th 2005.
Table 2
Percentiles of statistics
Percentile 0.90 0.95 0.99
Dn 1.224 1.358 1.628
A2n 1.933 2.492 3.857
H1 — the data do not follow the specified distribution. The test statistic is A2n or Dn := dn
√
n, and the significance level is α. If
the value of the statistic is less than (1− α)-percentile, i.e., A2n < q1−α or Dn < q1−α , respectively, there is no basis to reject
H0. The percentiles of A2n and Dn are known and we collected some of them in Table 2.
These percentiles are given for n → ∞, but can be applied to n > 200. If we compare values in Table 1 with those in
Table 2, we conclude that all the jump-diffusion models can be regarded as ones whose log-returns distribution is followed
by the data at the significance level α = 0.01 and α = 0.05. It is not true for α = 0.1 — null hypothesis is rejected for the
uniform model. Notice, that H0 is rejected in the case of the Black–Scholes model even at the significance level α = 0.01.
4. Some other distributions of Q
4.1. New models
The results achieved for the three jump-diffusion models presented above are fairly satisfactory. However, the
distribution of jump amplitude Q in these models is selected to produce exact analytical solutions for options rather than
beingmotivated by themarket. In this sectionwewill propose somemodels which seem to bemore consistent withmarket.
The density function of Q should peak at ξ+ ∈ (0.01, 0.02) and ξ− ∈ (−0.02,−0.01) depending on the asset — the values
of ξ+ and ξ− are closer to zero for currencies than for indices. We also require that fQ (0) = 0. There are some distributions
whose density functions satisfy these conditions: double log-normal, double Beta (scaled down) and double Rayleigh. We
will also study double uniform distribution of jump amplitude Q . The log-normal and Beta appear to be the most suitable,
but there are problems in deriving analytical formulas for fX+Q (x) in (9). Thus, we consider only two other models.
The density of Q in the double Rayleigh model is given by
fQ (x) = p xb2 exp
(
− x
2
2b2
)
1[0,∞)(x)− q xa2 exp
(
− x
2
2a2
)
1(−∞,0)(x), (12)
where a, b > 0, p, q > 0 and p+ q = 1. It is worth mentioning that this density peaks at a and b, which means that ξ− = a
and ξ+ = b. Similarly to the two models presented earlier, we use (9) to derive a formula for f1(ln St )(x).
Theorem 4. The probability density for the double Rayleigh jump-diffusion log-return1(ln St) is given by
f1(ln St )(x) =
1− λ1t
σ
√
1t
ϕ
(
x− (µ− 12σ 2)1t
σ
√
1t
)
+ pλ1t
b2 + σ 21t
(
σ
√
1tϕ
(
x− (µ− 12σ 2)1t
σ
√
1t
)
+√2pi
(
x− (µ− 12σ 2)1t) b√
b2 + σ 21t ϕ
(
x− (µ− 12σ 2)1t√
b2 + σ 21t
)
Φ
((
x− (µ− 12σ 2)1t) b
σ
√
1t
√
b2 + σ 21t
))
+ qλ1t
a2 + σ 21t
(
σ
√
1tϕ
(
x− (µ− 12σ 2)1t
σ
√
1t
)
−√2pi
(
x− (µ− 12σ 2)1t) a√
a2 + σ 21t ϕ
(
x− (µ− 12σ 2)1t√
a2 + σ 21t
)
Φ
(
−
(
x− (µ− 12σ 2)1t) a
σ
√
1t
√
a2 + σ 21t
))
. (13)
Proof. The main task is to compute fX+Q (x) =
∫∞
−∞ fX (x− y)fQ (y)dy. Integrating it several times by substitution and taking
into consideration the fact thatΦ(−z) = 1− Φ(z) for all z ∈ R, gives us the claim. 
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Table 3
Goodness of fit of jump-diffusion models to actual log-returns of EUR/PLN
Model γ γ2 M(y) dn W 2n A
2
n Dn
Double Rayleigh 0.3933 4.866 7362 0.0227 0.1662 1.0032 0.9064
Double uniform 0.4696 6.195 7357 0.0272 0.2680 1.6908 1.0895
Source: Author’s own analysis based on the EUR/PLN quotations over the period from January 1st 1999 to April 29th 2005.
As regards the moments of the distribution, we need to calculate E
(
Q k
)
. Let θν ∼ Rayleigh(ν). Then we have
E
(
θ kν
) = ∫ ∞
0
xk
x
ν2
e−
x2
2ν2 dx =
∫ ∞
0
xk+1
ν2
e−
x2
2ν2 dx.
Integrating by parts, we obtain E
(
θ k+2ν
) = (k + 2)ν2E (θ kν ), which enables us to calculate moments of all orders using
E (θν) =
√
pi
2 ν and E
(
θ2ν
) = 2ν2 only. In turn, for Q given by (12) we have E (Q k) = (−1)kqE (θ ka )+ pE (θ kb ). So we are able
to calculate E
(
Q k
)
for all k ∈ N.
The density of Q in the double uniformmodel is given by
fQ (x) = q 1b− a1[a,b](x)+ p
1
d− c 1[c,d](x), (14)
where a < b < 0 < c < d, p, q > 0 and p+ q = 1. This model is less motivated by the market than the previous one, but
the density for log-returns (15) is much less complicated than in the double Rayleigh model (13), even though (12) depends
on 3 parameters, and (14) on 5. And still there is fQ (0) = 0.
Theorem 5. The probability density for the double uniform jump-diffusion log-return1(ln St) is given by
f1(ln St )(x) =
1− λ1t
σ
√
1t
ϕ
(
x− (µ− 12σ 2)1t
σ
√
1t
)
+ qλ1t
b− a
(
Φ
(
x− a− (µ− 12σ 2)1t
σ
√
1t
)
− Φ
(
x− b− (µ− 12σ 2)1t
σ
√
1t
))
+ pλ1t
d− c
(
Φ
(
x− c − (µ− 12σ 2)1t
σ
√
1t
)
− Φ
(
x− d− (µ− 12σ 2)1t
σ
√
1t
))
. (15)
Proof. The density for log-returns is derived in a similar way as in the uniform model. 
The values E
(
Q k
)
necessary for computing mean, variance, skewness and kurtosis of1(ln St) are as follows:
E
(
Q k
) = q bk+1 − ak+1
(k+ 1)(b− a) + p
dk+1 − ck+1
(k+ 1)(d− c) .
4.2. Goodness of fit
We use the same data as before in order to compare our newmodels with those presented in Section 2.2. The method of
estimating parameters of (13) and (15) is also the same. We obtain the following parameters of the double Rayleigh model
µ = −0.07144, σ 2 = 0.008810, a = 0.016, b = 0.014, p = 0.769, λ = 9.39,
and the parameters of the double uniform model
µ = −0.05054, σ 2 = 0.009511, a = −0.0549, b = −0.0021,
c = 0.0011, d = 0.0432, p = 0.830, λ = 4.60.
Notice that the value of λ in the double jump-diffusion model is comparable with that in uniform model, and both of them
are smaller than λ in the double Rayleigh model. But its value in the latter model is still far less than it is in the double
exponential and normal models. The result for λ seems to be reasonable, since only the double exponential and normal
densities peak at zero making a lot of jumps not distinguishable from the diffusion.
Let us examine the goodness of fit of our new models to the data. If we compare the results in Table 3 with those in
Table 1, we conclude that the double uniform model is best fitted in terms of skewness and kurtosis. But as we mentioned
in the previous section, we are more interested in statistics values. The double exponential model is still best fitted among
the all five jump-diffusion models. The double Rayleigh model, best motivated by the market, turned out to be only better
fitted than the uniform and double uniform models.
Our observations seem to be confirmed by Fig. 1a — we find jump-diffusion models better visually fitted than the
Black–Scholes model. On the other hand, Fig. 1b confirms that tails of distributions in all five jump-diffusion models are
fatter than those in the Black–Scholes model.
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5. Conclusions
We presented five jump-diffusion models with constant parameters. Three of them are widely known in the literature,
while the other two we proposed as new models, which seem to be better motivated by the market. The usefulness of a
model is verified by applying it to the market data. In our paper we showed the results obtained for the EUR/PLN exchange
rate. As regards statistical tests, the double exponential model turned out to be best fitted. The deficiency of the model is
that λ is larger than for other presented models, and seemingly too large. It obviously stems from the shape of the density
function of Q in this model.
We are aware that drawing conclusions about the goodness of fit, cannot be based on a single set of empirical data. That
is why we tested 26 time series — indices and currency quotations from all over the world, but we presented the results for
one of themhere. But still the double exponentialmodel turns out to be the best fittedmodel followed by the normal, double
Rayleigh, double uniform and uniformmodels. For 21 time series, there were no grounds for rejecting H0 at the significance
level α = 0.01 for at least one model (of course the double exponential one), which is 80% of the studied data. This is so for
17 datasets (70%), when α = 0.05, irrespective of whether Dn or A2n is chosen as the statistical test.
Contrary to Hanson and Zhu [7], we recommend using the double exponential jump-diffusion model rather than the
uniform one. This stems from the fact that we use the values of the statistical tests as criteria of goodness of fit of the
model to the data. On the other hand, Hanson and Zhu were guided by the fact that the uniform jump distribution produces
genuine fat tails that are typical to themarket data, whereas the others have exponentially thin tails, as can be seen in Fig. 1b.
However, using the Anderson–Darling statistic, we checked the goodness of fit in the tails of the empirical distribution, and
the double exponential model turned out to be the best. Besides, it produces analytical solutions for a variety of option
pricing problems.
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