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Criticality and Excitation Gap in Quantum Systems: Applications of Continuous Matrix Product
States in Imaginary Time
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We demonstrate an efficient method that allows for simultaneous determination of the ground state, low
energy excitation properties and excitation gap in quantum many body systems. To this aim we first use the ab-
initio optimization principle of tensor networks (TN), to show that the infinite density matrix renormalization
group (iDMRG) in the real space is associated in a natural manner to the infinite time-evolving block decimation
(iTEBD) implemented on a continuous matrix product state (MPS), and defined in imaginary time. We illustrate
this association showing that the (imaginary) time matrix product state (MPS) in iTEBD reproduces accurately
the properties of the two-dimensional (2D) classical Ising model, verifying in this way that the time MPS
corresponds to a well-defined physical state. We apply then our scheme to the one-dimensional (1D) quantum
Ising chain, where the time MPS is defined in continuous imaginary time. It is found that the time MPS at or
close to the critical point is always maximally entangled, but gives essentially different correlations than those
obtained from iDMRG; we argue that these correlations describe the dynamic correlations for the ground state.
PACS numbers: 75.40.Mg, 71.27.+a, 11.25.Hf, 02.70.-c
I. INTRODUCTION
Density matrix renormalization group (DMRG)1–3 and
time-evolving block decimation (TEBD)4–7 belong to the
most important algorithms in quantum many-body physics.
Based on the idea of Wilson’s numeric renormalization
group8, White proposed DMRG in 1992 to simulate the
ground states of one-dimensional (1D) quantum systems1,2.
Its basic idea is to add one site to the block and its copy
each time, then renormalize the Hilbert space by integrating
out the less entangled part of basis. Beyond its original tar-
get, DMRG has been extended with great success to simu-
late finite-temperature thermal states9–11 and two-dimensional
(2D) quantum models of finite size12, as well as to simulate
quantum chemistry problems13.
Besides the renormalization group (RG) terminology,
DMRG is now better understood in the language of matrix
product states (MPS) and matrix product operators (MPO)14.
Specifically, the ground state obtained by DMRG was found
to be an MPS that indicates a renormalization flow of the
Hilbert space. Such a new perspective stimulates us to imple-
ment DMRG in a more efficient way and provides new clues
for further improvements, e.g., the central matrix technique
to speed up the convergence15, and a perturbation theory of
DMRG to improve its accuracy16. Moreover, MPS has been
proven to be extremely powerful as a variational ansatz for
1D quantum models defined on both discrete14 and continu-
ous space17–19.
Different from the RG scheme, TEBD proposed by Vidal in
2004 is a general algorithm based on tensor network (TN)4–7.
Using Trotter-Suzuki decomposition20,21, the calculation of
the ground state becomes the contraction of a 2D TN, where
the TN is contracted layer by layer to an MPS until it is con-
vergent. After each contraction, the dimension of the MPS
increases, and an optimal truncation is introduced to reduce
the dimension. In this sense, TEBD solves the simulation in a
contraction-and-truncation (C&T) way.
The C&T scheme is very popular and useful to compute not
only ground states but also general TN contraction problems.
Compared with the DMRG idea, the C&T scheme is much
easier to be generalized to simulate higher-dimensional sys-
tems. One famous example is tensor renormalization group
(TRG)22–34. In TRG, the TN is deformed by singular value
decomposition (SVD) and then contracted in a certain way so
that the resulting TN restores its original geometry. After each
contraction, the total number of tensors in the TN decreases
and the bond dimensions of the tensors increase exponentially.
Then truncations, which can be obtained locally (called sim-
ple or cluster update)22–24,27,29,31–33 or non-locally (called full
update)25,26,28,30,34, are implemented to bound the dimensions.
The main difference among these truncation schemes are the
ways of keeping important basis by considering different envi-
ronments, which lead to different accuracy and computational
cost.
Recently, the ab-initio optimization principle (AOP) based
on TN was proposed35. Different from the C&T idea, AOP
“encodes” an infinite TN into the summation of finite num-
ber of degrees of freedom embedded in an entanglement bath
that is determined by the fixed point of a set of self-consistent
equations. Interestingly, AOP explicitly shows that for in-
finite systems, DMRG and TEBD (dubbed as iDMRG3 and
iTEBD6,7, respectively) are just two eigensolvers for the same
set of self-consistent eigenvalue equations. Such a unified
scheme paves the way to develop new algorithms that inherit
the advantages of both and to dig novel concepts to further
characterize the physical systems described by the TN.
In this work, we explicitly build an equivalence between
iDMRG and iTEBD based on the AOP scheme35. Consider-
ing a 2D TN that can represent a 2D classical partitioning or
a (1+1)-dimensional quantum theory, we show that when we
do iDMRG, which is the renormalization along the spatial di-
rection, in fact we are doing iTEBD in the other direction of
the TN simultaneously, and vice versa. Two MPS’s are de-
fined accordingly, which are the well-known MPS giving a
real-space renormalization flow in iDMRG (dubbed as spatial
2Figure 1. Graphical representation of infinite matrix product state
(MPS). The tensors Aσi are in left canonical form, while the tensors
Bσi are in right canonical form. λ represent the entanglement of the
system.
MPS)14 and a novel translationally invariant MPS in iTEBD
(dubbed as time MPS). In a 2D statistical model, we verify our
scheme by showing that both MPS’s give accurately the phys-
ical properties as expected. In a 1D quantum chain, we find
that the time MPS defined in the continuous imaginary time
exhibits different properties from the spatial MPS that corre-
sponds to the ground state defined in the discrete space. The
time MPS is a maximally entangled state and its correlation is
found to be the dynamic correlation of the ground state, from
which the excitation gap can be accurately obtained. Our work
demonstrates that not only the ground state, but also the prop-
erties beyond (such as the excitation gap) can be accurately
obtained with our TN scheme.
II. A BRIEF REVIEW OF INFINITE TIME-EVOLVING
BLOCK DECIMATION AND DENSITY MATRIX
RENORMALIZATION GROUP
In this section, we briefly review the formulation of
iDMRG1,2,36 and iTEBD4,5. In particular, we explain how to
use these two algorithms to simulate the ground state of a 1D
quantum system in the thermodynamic limit.
For the iTEBD, it follows the C&T scheme, where the
ground state wave function is in an infinite MPS made of a
small number of atensors that are repeated indefinitely. To
obtain the optimal truncation, one transforms the MPS in its
canonical form and truncate the basis according to the canoni-
cal Schmidt numbers. In this way, the truncation error is min-
imized.
Different from iTEBD, the real-space renormalization of
the physical Hilbert space is the key in iDMRG. The ground
state MPS is not explicitly translationally invariant, and actu-
ally represents a renormalization flow.
A. Infinite Matrix Product State
Here, we consider a 1D quantum chain. The physical de-
grees of freedom on each site give a local d-dimension Hilbert
space Hd = Cd, where the local basis are denoted as |σj〉. A
general form of a pure state can is written as
|ψ〉 =
∑
σ1...σL
Cσ1...σL |σ1 . . . σL〉, (1)
with Cσ1...σN the coefficient matrix. One can see that the
size of this matrix increases exponentially with the number
Figure 2. Graphical representation of infinite matrix product state
(MPS) in canonical formulation.
of sites. To resolve such an “exponential wall”, it has been
proposed to write Cσ1...σN in an MPS form14,37,38 that reads
|ψ〉 =
∑
{σ}
∑
{β}
Aσ11,β1A
σ2
β1,β2
. . . AσLβL−1,1|σ1 . . . σL〉, (2)
where Aσiβi−1,βi is a third-order tensor, i.e., a (χi−1 × χi) ma-
trix for each value of σi (χi the bond dimension of the vir-
tual index βi). Such an representation can be readily gener-
alized to infinite systems with translationally invariant MPS,
i.e. Aσlββ′ = Aσββ′ for ∀σl. (see Fig. 1).
Given a quantum state, its MPS representation is in general
not unique, but has guage degrees of freedom. For each virtual
bond βi, we can define an invertible square matrix Xi, and
rewrite the state Eq. (2) by inserting an identity in each virtual
bond as
. . . Aσ11,β1A
σ2
β1,β2
. . . Aσlβl−1,βl . . . =
. . . X1
(
X−11 A
σ2
β1,β2
X2
)
. . .
(
X−1l−1A
σl
βl−1,βl
Xl
)
. . . . (3)
The new MPS is formed by B that is again a d × χl−1 × χl
tensor satisfying
Bσl = X−1l−1A
σlXl. (4)
The MPS Eq. (2) is then written as
|ψ〉 =
∑
{σ}
. . . Bσ1Bσ2 . . . Bσl . . . |σ1 . . . σl . . .〉, (5)
which gives exactly the same state as that formed byA. There-
fore, the gauge of MPS is equivalent to the direct sum of the
groups of Isomorphisms of χl dimensioned complex vector
spaces
GMPS = ⊕∞l=1Iso (Cχ) . (6)
To fix the guage, one can define the left-normalized form of
the MPS, where the local tensor satisfies
∑
σ
Aσ†Aσ = I. (7)
Similarly, the right-normalized form is defined as
∑
σ
BσBσ† = I. (8)
To have the translational invariance, an MPS with a
positive-defined diagonal matrix on each virtual bond is in-
troduced as (see Fig. 2)
|ψ〉 =
∑
σ1...σL
Γσ1Λ[1]Γσ2Λ[2] · · ·Γσl−1Λ[l−1]
ΓσlΛ[l] · · ·ΓσL−1Λ[L−1]ΓσL |σ1 · · ·σL〉. (9)
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Figure 3. (Color online) The orthogonal conditions of the isometries
(a) A and (b) B. (c) The MPS that appears in DMRG is formed by
A, B and Ψ˜. Such an MPS is in the orthogonal form and gives a RG
flow in the physical space of the Hamiltonian H .
In this way, the canonical form of an MPS can be defined,
which is connected with the left and right orthogonal form by
Aσl = Λ[l−1]Γσl , Bσl = ΓσlΛ[l]. (10)
In this form, one can prove that Γσi is actually the bipartite
entanglement spectrum of the state.
B. Infinite density matrix renormalization group
In the DMRG scheme, one typically starts with a short
block (of length l) dubbed as the system (S) and its copy as
the environment (E). The basis are denoted as {|αSl 〉} and
{|αEl 〉}, respectively. Then one grows the chain to add two
site between the system and the environment. Then the total
state can be written as
|ψ〉 =
∑
αS
l
,σS
l+1
,σE
l+1
,αE
l
ΨσAσB
αS
l
αE
l
|αSl 〉|σSl+1〉|σEl+1〉|αEl 〉, (11)
where |σSl+1〉 and |σEl+1〉 represent the basis of sites added to
the system and environment. The aim of the density matrix
projection is to determine a subset of χ states |αSl+1〉 (|αEl+1〉)
that optimally approximate the ground state of the enlarged
system (environment) block. Accordingly, |αSl+1〉 and |αEl+1〉
are defined by the truncation matrices as
|αSl+1〉 =
∑
αS
l
AαS
l
σS
l+1
,αS
l+1
|αSl 〉|σSl+1〉, (12)
|αEl+1〉 =
∑
αE
l
BαS
l
σE
l+1
,αE
l+1
|αEl 〉|σEl+1〉, (13)
A and B are the isometries that realize the truncations of the
basis, satisfying Eqs. (7) and (8) (see Fig. 11 (a) and (b)).
Then the ground state with truncated basis are written as
|ψ˜〉 =
∑
αS
l+1
αE
l+1
Ψ˜αS
l+1
αE
l+1
|αSl+1〉|αEl+1〉. (14)
To minimizes the truncation error that is indicated by the
quadratic cost function
S(|ψ˜〉) =‖ |ψ〉 − |ψ˜〉 ‖2, (15)
Figure 4. Graphical representation of singular value decomposition
of eihiτ .
the truncation matrices is given by the dominant eigenvectors
of the reduced density matrix
ρS = TrE|ψ〉〈ψ| = ΨΨ†, (16)
ρE = TrS|ψ〉〈ψ| = Ψ†Ψ. (17)
Then with eigenvalue decomposition, one can obtainA andB
as
ρS = AD
2A†, ρE = BD
2B†. (18)
One can easily see that A, D and B in fact give the optimal
singular value decomposition (SVD) of Ψ in Eq. (11), i.e.
ΨσAσB
αS
l
αE
l
≃
χ∑
αS
l+1
=1
AαS
l
σS
l+1
,αS
l+1
DαS
l+1
BαS
l
σE
l+1
,αE
l+1
, (19)
showing that D gives the entanglement spectrum of the
ground state.
It is well known that the ground state obtained by DMRG is
actually an MPS formed by A, B and Ψ˜. From Fig. 3 (c), one
can see that the MPS is in an orthogonal form as introduced
in the last subsection, and gives a renormalization group (RG)
flow of the physical Hilbert space. The direction of the RG
flow is determined by the orthogonal conditions shown in Eqs.
(7) and (8).
C. Infinite time-evolving block decimation
In this section we will discuss of infinite time evolving
block decimation, i.e. we will show how to update the iMPS
for the state |ψ〉 after an application of operator G = eiHˆt:
|ψ(t)〉 = eiHˆt|ψ(0)〉, (20)
where t can be real or imaginary. Let us assume that ψ de-
scribe an infinite translational invariant system in the form
(9), and Hˆ consists of nearest-neighbour interactions only, i.e.
Hˆ =
∑
i hi , where hˆi contains the interaction between sites i
and i+1. We can then discretize time as t = Nτ with τ → 0
and N → ∞ and use the Trotter-Suzuki decomposition39,40,
which approximates the operator e−iHˆt. For example, the first
order expansion reads:
e−iHˆτ = e−ihˆ1τe−ihˆ2τ · · · e−ihˆLτ +O(τ2) (21)
which contains an error due to the non commutativity of bond
Hamiltonians, [hˆi, hˆi+1] = 0. The second order expansion
similarly reads:
e−iHˆτ = e−
i
2
Hˆoddτe−iHˆevenτe−
i
2
Hˆoddτ , (22)
4(a)
(b)
(c)
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Figure 5. Graphical representation of e−iHˆτ |ψ(0)〉. The operator
e−iHˆτ is expressed in the second order Trotter decomposition.
where we have to rewrite the Hamiltonian in the following
way:
Hˆ = Hˆodd + Hˆeven =
∑
i odd
hˆi +
∑
i even
hˆi. (23)
All time evolutions on odd eiHˆoddτ and even eiHˆevenτ bonds
respectively commute among each other, and can be carried
out at the same time.
So we assume e−iHˆτ is specified by an infinite matrix prod-
uct operator iMPO3,15,41,42. This iMPO is represented by a
tensor Wˆ σi,σ
′
i
µ,ν , where σi and σ′i are physical indices and µ
and ν are bond indices.
e−iHˆτ = Wˆ [1]Wˆ [2] · · · Wˆ [l] · · · . (24)
We can find the MPO of time evolution operator, contracting
an MPO for the odd bonds and the MPO for the even bonds.
Now we show how construct the MPO for the odd bonds. Let
us consider the Trotter step for all odd bonds of a chain:
e−ihˆ1 ⊗ e−ihˆ3 ⊗ · · · e−ihˆL−1 (25)
It would therefore be desirable to have Oσ1,σ2,σ′1,σ′2 in some
form containing tensor products Oσ1,σ′1 ⊗ Oσ2,σ′2 , to main-
tain the MPS form. At this aim we carry out a singular value
(a) (b) (c)
Figure 6. Graphical representation of truncation in the TEBD algo-
rithm.
decomposition:
Oσ1,σ2,σ
′
1,σ
′
2 =
∑
k
U
σ1σ
′
1
k Sk,kV
σ1σ
′
1†
k =
∑
k
U
σ1σ
′
1
1,k U
σ2σ
′
2
k,1 .
(26)
Moreover, the MPO representing the operator in the equation
(25) is the following:
e−iHˆoddτ = Uσ1σ
′
1Uσ2σ
′
2Uσ3σ
′
3 · · · . (27)
Then the global MPO can be formed trivially from local MPO.
Finally the algorithm occurs in two steps:
• Contraction: Firstly we consider the initial state in the
form (9). Then we contract the tensor Γσi with the ten-
sor W σiσ
′
i of the MPO, producing an evoluted iMPS
charactered by the new tensor Γ˜σi :
A˜σi =
∑
σi
W σi,σ
′
iAσ
′
i . (28)
The tensor λ doesn’t change during the time evolution
(because of the translational invariant). The bond di-
mension of new iMPS became χ˜ = χW × χ, is larger
than the rank χ of initial iMPS. The computational cost
of this step is O(d2χ2Wχ2). Then we brought again the
iMPS in canonical form.
• Truncation: A final iMPS is obtained from canonical
form by truncating all bond indices. In particular, on
each bond we preserve the first χ values of the bond
indices, corresponding to the χ largest Schimidt coeffi-
cients.
III. TENSOR NETWORK ENCODING AND TIME
MATRIX PRODUCT STATE
In Ref. [35], the Ab-initio optimization principle (AOP) for
the ground states of translationally invariant many-body sys-
tems was proposed based on TN. The idea is to embed the
local subsystem of a unit cell in an entanglement bath that is
determined self-consistently. In the language of TN, the con-
traction of an infinite TN is encoded into the contraction of the
original local tensor with a proper boundary. The boundary
tensors are determined by a set of self-consistent eigenvalue
equations.
In this section, we first briefly review the standard AOP
where the matrices appearing in the eigenvalue equations are
5(a) (b)
(c) (d)
Figure 7. (Color online) The (a) and (b) show the two local eigen-
value equations given by Eqs. (31) and (32). The definition of V˜ is
shown by (c) and (d).
assumed to be Hermitian. Then by employing the idea of
DMRG, we modified the eigenvalue equations to get rid of the
Hermitian assumption, generalizing AOP for non-Hermitian
problems. In this modified scheme, we show that two iMPS’s
appear along the two directions in the encoding of the 2D TN:
one is the iMPS of iDMRG that represents an RG flow, and
the other is the translationally invariant iMPS of iTEBD. In
other words, the RG transformations in iDMRG are actually
the truncations of the iMPS in iTEBD. It means that when
iDMRG is implemented in one direction, in fact iTEBD is
implemented at the same time in the other direction.
A. Encoding of Hermitian tensor network
The central part of AOP is to solve the self-consistent eigen-
value equations that determine the boundary tensors (denoted
as A and V˜ ). First, one chooses a cell tensor that is defined
as the only inequivalent tensor in the TN. Note there are many
choices for a cell tensor, for example, a tensor properly formed
by several cell tensors is still a cell tensor.
With the boundary tensors, two local eigenvalue equations
are defined by two matrices (assumed to be Hermitian) as
Ms2b1b′1,s4b2b′2 =
∑
s1s3
Ts1s2s3s4A
∗
s1b1b2
As3b′1b′2 , (29)
Ms1a1a2,s3a′1a′2 =
∑
s2s4
Ts1s2s3s4 V˜
∗
s2a1a
′
1
V˜s4a2a′2 , (30)
where V˜ is obtained by the SVD of the boundary tensor V , i.e.
V = USW †, V˜ = UW † (Fig. 7). The tensor V˜ is introduced
from V in order to transform the non-local generalized eigen-
value problem to a local regular problem [Eq. (31)], whereM
and M are required to be Hermitian. The proof can be found
in the Appendix in Ref. [35]). Then, the boundary tensors A
and V are obtained as the dominant eigenstates of M and M ,
respectively, i.e.,
∑
s′a2a
′
2
Msa1a′1,s′a2a′2Vs′a2a′2 ∝ Vsa1a′1 , (31)
∑
s′b′
1
b′
2
Msb1b2,s′b′1b′2As′b′1b′2 ∝ Asb1b2 . (32)
Figure 8. (Color online) In the TN encoding, one starts from an
infinite TN formed by the cell tensor T with two MPS’s and their
conjugates defined on the boundaries along the two directions of TN.
Using the eigenvalue equations (35) and (31), respectively, the TN
contraction is firstly transformed into a 1D TN and then finally into
a local contraction given by Eq. (33).
One can see that such two eigenvalue problems are closely re-
lated to each other: one is parametrized by the solution of the
other. When the boundary tensors simultaneously solve both
equations, i.e. they converge to a self-consistent fixed point,
the whole infinite TN is encoded into the local contraction of
the cell tensor with the boundary tensors (Fig. 8).
Specifically speaking, we start with the local contraction (a
scalar) given by
Z =
∑
Ts1s2s3s4V
∗
s2a1a
′
1
Vs4a2a′2A
∗
s1a1a2
As3a′1a′2 . (33)
The eigenvalue equations indicate that Z is maximized by the
boundary tensors. Then, we repeatedly do the substitution
with Eq. (31). It should be noted that the normalization of
V is required here as a constraint. Then Eq. (33) is equiva-
lently transformed as
Z = 〈ψ|ρ|ψ〉 (34)
with |ψ〉 an infinite MPS formed by the tensor A and ρ an
infinite MPO formed by T .
Then, one utilizes the fact that A is the solution of the max-
imization of Z . It means that the MPS |ψ〉 formed by A max-
imizes Eq. (34), i.e., |ψ〉 is the ground state of the MPO. In
other words, we have a (non-local) eigenvalue equation
ρ|ψ〉 ∝ |ψ〉 (35)
6(b) (c)
(d)
(a)
Figure 9. (Color online) The (a), (b) and (c) show the three local
eigenvalue equations given by Eqs. The isometries A and B are
obtained by the QR decompositions of Ψ in two different ways, as
shown in (d).
under the assumption that the ground state of ρ can be ef-
fectively represented as an MPS. By substituting Eq. (35) in
Eq. (34) repeatedly, the infinite TN formed by T can be re-
constructed, meaning the whole TN is encoded into the local
contraction given by Eq. (33). Note that for the second recon-
struction with Eq. (35), the MPS |ψ〉 should be normalized.
It is a non-local constraint that leads to the definition of V˜ in
Eq. (30).
B. A generalized tensor network encoding
In the formal subsection, the matrices in the eigenvalue
equations are required to be Hermitian, so that the infinite
TN contraction can be encoded into completely local prob-
lems that can be simulated in a more efficient and simple way.
In this subsection, we show that iDMRG3 can be rephrased
by the TN encoding scheme, where an equivalence between
iDMRG and iTEBD is explicitly built.
Here, we take the one-site iDMRG as example. Comparing
with the encoding of Hermitian TN, the general idea of the TN
encoding given by iDMRG is the same, where the infinite TN
contraction is encoded into local eigenvalue problems. But the
details are quite different. As shown in Fig. 9 (a), (b) and (c),
there are three local eigenvalue equations, which are given by
three matrices
MLs2b1b′1,s4b2b′2 =
∑
s1s3
Ts1s2s3s4A
∗
s1b1b2
As3b′1b′2 , (36)
MRs2b1b′1,s4b2b′2 =
∑
s1s3
Ts1s2s3s4B
∗
s1b1b2
Bs3b′1b′2 , (37)
Ms1a1a2,s3a′1a′2 =
∑
s2s4
Ts1s2s3s4 V˜
L
s2a1a
′
1
V Rs4a2a′2 . (38)
V L, V R and Ψ are the eigenstate of these three matrices, re-
spectively,
∑
sb1b
′
1
V Lsb1b′1M
L
sb1b
′
1
,s′b2b
′
2
∝ V Ls′b2b′2 (39)
∑
s′b2b
′
2
MRsb1b′1,s′b2b′2V
R
s′b2b
′
2
∝ V Rsb1b′1 (40)
∑
s′a′
1
a′
2
Msa1a2,s′a′1a′2Ψs′a′1a′2 ∝ Ψsa1a2 . (41)
A and B, which are the left and right orthogonal part of Ψ,
are obtained by QR decomposition [Fig. 9 (d)] as
Ψsa1a2 =
∑
a′
Asa1a′Ψ˜a′a2 =
∑
a′
Ψ˜†a1a′Bsa′a2 . (42)
with A andB are isometries, satisfying orthogonal conditions
as
∑
sa
Asaa1A
†
saa2
= Ia1a2 , (43)
∑
sa
Bsa1aB
†
sa2a
= Ia1a2 . (44)
The above scheme can be reinterpreted in the iDMRG
language. V L and V R represent the system and environ-
ment super-block. M is the effective Hamiltonian with Ψ its
ground state. By the QR decompositions on Ψ, the renormal-
ization of the basis of the system and environment are given
by A and B, and Ψ˜ is the center matrix.
Similar to the AOP, the original TN can be reconstructed
by repeatedly using the eigenvalue equations. We start from a
local contraction (a scalar Z) of T and the boundary tensors
as shown at the bottom of Fig. 10. Then with Eqs. (39) and
(40), Z is transformed to the product of an MPO with an MPS
and its conjugate. One can see that like iDMRG, the MPS is
formed by A’s on the left side (left-orthogonal part) and B’s
on the right side (right-orthogonal part) with the center matrix
Ψ˜ in the middle. Then by using the fact that such an MPS
optimally gives the ground state, we can use the corresponding
eigenvalue equation to reconstruct the entire TN (Fig. 10).
In the encoding, there are three constraints: the normaliza-
tions of V L, V R and the MPS. The first two constraints are
obviously local. For the third one, by utilizing the orthogo-
nal conditions of A and B, the normalization of the MPS is
equivalent to that of Ψ, which is also local. Thus, all eigen-
value problems are local and regular.
In the above scheme, one can explicitly see that V L (or V R)
also gives an MPS, and interestingly, such an MPS is updated
in the way of iTEBD contracting along the spatial direction.
Let’s pay attention to the eigenvalue equation that V L satisfies
[Eq. (39)]. If one chooses to solve it using a power method,
i.e. to find the ground state of ML by updating V L with the
product V LML. Such a product is equivalent to evolving the
local tensor of the MPS in iTEBD with the MPO formed by T
in the vertical direction. In the evolution, the bond dimension
of the local tensor V L increases exponentially. Then, trunca-
tion is implemented by contracting with the isometry A.
Note that A is obtained from the QR decomposition of Ψ.
Considering the eigenvalue equation [Eq. (41)], Ψ in fact
represents one half of the infinite environment of the vertical
MPS, thus A gives the optimal truncation matrix. All these
arguments also apply to V R and B.
IV. APPLICATIONS
In this section, we apply the TN encoding scheme to 2D
classical Ising model and 1D quantum Ising model. There are
7Figure 10. (Color online) The TN encoding given by iDMRG, where
the TN contraction is equivalently transformed into a 1D TN and then
finally into a local contraction.
intrinsic differences between their TN representations. For
the 2D classical partitioning, the two dimensions of the TN
are both spatial and discrete, and are equivalent to each other.
For the 1D quantum chain, one dimension of the TN is spa-
tial and discrete, and the other is the time dimension that is
continuous. Though both models give the same central charge
c = 1/2 that corresponds to a free fermionic field theory in
the real space, we find intrinsically different properties in the
imaginary time characterized by the temporal correlations and
the corresponding “central charge”. It means that the critical-
ity of a (1 + 1)D theory or a 2D TN should be characterized
by two scalings in the two directions of the TN.
A. Two-dimensional classical Ising partition function
To demonstrate the validity of our theory, we study the 2D
classical model. Its partition function can be directly written
in a 2D TN, where the local tensor is the probability distribu-
tion of some local Ising spins. Here, we take the Ising model
on square lattice as an example, where the local tensor is de-
fined as
Ts1s2s3s4 = e
−β(s1s2+s2s3+s3s4+s4s1), (45)
with β the inverse temperature and the spin index si = ±1.
Note that the local tensor of the TN can also be chosen as the
contraction of several T ’s.
From the exact solution43, we have the critical temperature
βc = ln(1 +
√
2)/2. At the critical temperature, the domi-
nant eigenstate of the transfer matrix can be approximated as
an MPS. It is well known that each MPS with a finite bond di-
mension corresponds to a gapped state with a finite correlation
length ξ and entanglement entropy S. the central charge can
be extracted by the scaling behavior44–46. Specifically speak-
ing, with different χ, ξ and S satisfy
ξ ∝ χκ, (46)
S =
cκ
6
lnχ+ const . (47)
The coefficient gives the central charge c = 1/2 that corre-
sponds to a free fermionic field theory44. By combining Eqs.
(46) and (47), one can readily have
S =
c
6
ln ξ + const . (48)
which is independent of the calculation parameters.
In Fig. 11, we show that the MPS from iDMRG has the
same correlation length ξ and entanglement entropy S as the
vertical MPS obtained simultaneous in the iTEBD in the other
direction with the difference O(10−5). In other words, these
two MPS’s, though updated within two different schemes and
located in two different directions of the TN, are connected by
a guage transformation. By choosing different bond dimen-
sion cut-off and cells to construct the tensor T , the relation
between ξ and S shows robustly a logarithmic scaling, giving
accurately the central charge. The precision increases with the
size of the cell tensor.
B. One-dimensional quantum Ising chain
For the ground state of the 1D quantum chain that is essen-
tially a (1+1)D theory, the vertical MPS is defined on the con-
tinuous time dimension. Here, we take the 1D quantum Ising
chain in a transverse magnetic field as an example, where the
Hamiltonian reads
H = J
∑
i
Sxi S
x
i+1 − h
∑
j
Szj , (49)
with Sx and Sz the spin operators on the x and z directions.
The ground state has been exactly solved by fermionization47
with central charge c = 0.5.
The ground state calculation can be transformed to a TN
contraction problem6 by Trotter-Suzuki decomposition20. The
local tensor of the TN is obtained by the imaginary-time evo-
lution operator e−τH with the Trotter step τ an infinitesimal
real number. Then, we use the approach explained in Sec. III
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Figure 11. (Color online) The entanglement entropy S against cor-
relation length ξ of the time MPS in 2D Ising model at the critical
temperature is given. By varying the dimension cut-off χ = 2 ∼ 20
and the cell tensor of size (Lx, Ly), an intrinsic logarithmic scaling
behavior is observed, which is independent of calculation parame-
ters. The central charge c from the fitting with different (Lx, Ly) is
accurately obtained (with the exact solution c = 0.5). The results
from the spatial MPS are the same as those from the time MPS with
the difference ∼ O(10−5).
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Figure 12. For the spatial MPS that gives the ground state of the
Hamiltonian, the correlation length ξ and the entanglement entropy
S of the spatial MPS’s converge when the Trotter step τ decreases.
We take the length of the unit cell L = 4 and the bond dimension
cut-off χ = 8.
(B) to solve the TN contraction (similar to iDMRG3 but ap-
plied directly to TN). The ground state is given by the MPS
extended in the spatial direction. In this scheme, another well-
defined MPS appears simultaneously in the time direction. It
is interesting to see the physical properties of the time MPS as
well as its scaling behavior at the critical point.
In Fig. 12, the correlation length ξ and entanglement en-
tropy S of the spatial MPS converges rapidly to finite values
as the Trotter step τ decreases. At this situation, the Trotter
error that is estimated as O(τ2) is negligible.
For the time MPS, its correlation length ξT diverges as τ de-
creases, thus is not well-defined. Considering that the (imag-
inary) time length is determined by both ξT and the Trotter
step τ that characterizes the discretization of time, we rede-
fine the time correlation length as ξT τ . Fig. 13 (a) shows that
ξT τ converges rapidly when reducing τ .
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Figure 13. The physical correlation length ξtau and entanglement
entropy S converges when reducing the Trotter step τ . We take the
length of the unit cell L = 4 and the bond dimension cut-off χ = 8.
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Figure 14. (Color online) The scaling of the correlation length ξ and
entanglement entropy S versus the bond dimension cut-off χ of the
spatial MPS. We take h = 0.5, L = 2 and τ = 10−8.
It is known that while using MPS to approximate the ground
state at the critical point, its entanglement entropy S fulfills
a logarithmic scaling law versus correlation length ξ and the
bond dimension χ, as shown in Eqs. (46) and (47)44–46. As
shown in Fig. 14, our results with L = 2 precisely demon-
strate such behaviors.
In Fig. 15, the scaling of S against ξ of the spatial MPS
with L = 2 and 4 is given. The results accurately give the
central charge c = 0.5 with an error O(10−3). Note that for
different choices of L, there are small corrections to both ξ
and S versus χ, leading together to better results of c.
The properties of the time MPS are quite different. For the
temporal entanglement18, the time MPS is always maximally
entangled, i.e., the entanglement spectrum is flat. It means the
temporal entanglement spectrum exactly satisfies the logarith-
mic scaling law
ST = −
∑ 1
χ
ln
1
χ
= lnχ. (50)
The reason is that when the Trotter step τ approaches zero,
the evolution of the spatial MPS is nearly identical. Thus as
shown in the inset of Fig. 16, the dominant term of the “evo-
lution” of the time MPS is the tensor product with the identity
of its “virtual” bonds (which actually are the physical bonds
of the spatial MPS). Such temporal entanglement spectrum
910
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Figure 15. (Color online) By varying the dimension cut-off and the
size of the unit cell L, the entanglement entropy S against correla-
tion length ξ of the ground state of 1D transverse Ising chain at the
critical magnetic field is given. An intrinsic logarithmic scaling be-
havior is observed, which is independent of calculation parameters.
The central charge c from the fitting with different L is accurately
obtained (with the exact solution c = 0.5).
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Figure 16. (Color online) The scaling of the correlation length ξT τ
and the temporal entanglement entropy ST versus the bond dimen-
sion cut-off χ of the time MPS. We take h = 0.5, L = 2 and
τ = 10−8. The inset shows that when τ → 0, the evolution of the
time MPS is nearly the tensor product with an identity of its virtual
bonds, which makes it maximally entangled.
appears for any magnetic fields, meaning Eq. (50) holds no
matter the system is at the critical point or not.
Different from the temporal entanglement, we show that the
correlation length ξT of the time MPS is actually the dynamic
correlation length of the ground state, whose properties rely
on the criticality of the model. Taking the transverse Ising
chain as an example, the dimensions of time and space have
been proven to be equivalent transforming the model into a
2D classical partition function. Two correlation length satisfy
ξ ∝ ξzT , (51)
with the rescaling factor z = 1 in this model. Such a relation
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Figure 17. (Color online) The correlation length of the time MPS
ξT versus that of the spatial MPS ξ. A linear relation is discovered
which read ξT = 2.07ξ, which is consistent with the equivalence
between the space and time dimensions of this model.
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Figure 18. (Color online) By varying the dimension cut-off and the
size of the unit cell L, the entanglement entropy S against effective
correlation length ξT τ of the time MPS of 1D transverse Ising chain
at the critical magnetic field is given. An intrinsic logarithmic scal-
ing behavior is observed, which is independent of calculation param-
eters. An abnormal central charge c from the fitting with different L
is obtained.
is verified at the critical point, as show in Fig. 17.
On the other hand, we find that the time MPS is also crit-
ical at h = 0.5, satisfying a scaling law against the bond
dimension χ that is similar to the spatial MPS. In Fig. 16,
we show that ξT and ST satisfy Eqs. (46) with the expo-
nent κT ≃ κ ≃ 2 and (50), respectively. By fitting with
Eq. (48), one can still define a “temporal central charge”
cT = 6/κ ≃ 2.8, which is given in Fig. 18 with different
χ and L.
For comparison, we show in Fig. 19 ξT τ and ST of the time
MPS at h = 0.2 when the magnetic field is away from the crit-
ical point. One can see that ξT τ is only ∼ O(1) and quickly
converges to a finite value as χ increases. On the other hand,
ST still strictly satisfies the logarithmic scaling law given by
Eq. (50), meaning the time MPS is maximally entangled just
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Figure 19. (Color online) At h = 0.2, the time MPS is maximally
entangled, where the entanglement entropy ST satisfies the logarith-
mic scaling law give by Eq. (50). What is different is the correlation
length ξT τ , which converges to a finite value O(1) rapidly as χ in-
creases.
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Figure 20. (Color online) The inverse of the correlation length ξT τ of
the time MPS is found to bear a linear relation with h. According to
Eq. (53), our results suggest that the excitation gap can be accurately
obtained from the correlation length of the time MPS.
the same as the critical ground state.
It is known that at a non-critical point, the dynamic corre-
lation function decays exponentially as
〈stst+dt〉 ∝ e−∆dt, (52)
with ∆ the excitation gap. Thus, the excitation gap ∆ can be
given by the dynamic correlation length as
∆ ∝ |h− hc| ∝ 1
ξT τ
. (53)
As shown in Fig. 20, such a relation is precisely found with
our scheme, meaning that the excitation gap can be accurately
determined from the time MPS.
Our simulations show that the time MPS’s at or away from
the critical point are both maximally entangled, satisfying the
logarithmic scaling given by Eq. (50). Though these two time
MPS’s have the same entanglement property, it is quite in-
teresting to see that the correlation functions are essentially
different. While the entanglement actually gives the proper-
ties of the fixed point state (the ground state of the transverse
evolution), the correlation length contains the information of
the corresponding excitations: the criticality of the evolution
determines the scaling behavior of the correlation. But it is
still unclear if the scaling coefficient corresponds to a central
charge in the conformal field theory.
V. CONCLUSION
In this work, we propose a unified scheme based on the
AOP of TN, where the spatial MPS in iDMRG and time MPS
in iTEBD are defined in the two directions of the TN. The va-
lidity of these two MPS’s are shown by applying to the 2D
classical Ising model. Then we demonstrate on the 1D trans-
verse Ising model that the time MPS gives the dynamic corre-
lation of the ground state, from which the excitation gap can
be accurately obtained. Our scheme can be readily applied to
other 1D models, including those defined in continuous space
and time. It can also be generalized to simulate the dynamic
correlation as well as the excitation gap of 2D quantum sys-
tems.
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