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QUASI-TIGHT FRAMELETS WITH DIRECTIONALITY OR HIGH VANISHING
MOMENTS DERIVED FROM ARBITRARY REFINABLE FUNCTIONS
CHENZHE DIAO AND BIN HAN
Abstract. Construction of multivariate tight framelets is known to be a challenging problem because
it is linked to the difficult problem on sum of squares of multivariate polynomials in real algebraic
geometry. Multivariate dual framelets with vanishing moments generalize tight framelets and are not
easy to be constructed either, since their construction is related to syzygy modules and factorization
of multivariate polynomials. On the other hand, compactly supported multivariate framelets with di-
rectionality or high vanishing moments are of interest and importance in both theory and applications.
In this paper we introduce the notion of a quasi-tight framelet, which is a dual framelet, but behaves
almost like a tight framelet. Let φ ∈ L2(Rd) be an arbitrary compactly supportedM-refinable function
with a general dilation matrixM and φ̂(0) = 1 such that its underlying low-pass filter satisfies the basic
sum rule. We first constructively prove by a step-by-step algorithm that we can always easily derive
from the arbitrary M-refinable function φ a directional compactly supported quasi-tight M-framelet
in L2(Rd) associated with a directional quasi-tight M-framelet filter bank, each of whose high-pass
filters has only two nonzero coefficients with opposite signs. If in addition all the coefficients of its
low-pass filter are nonnegative, such a quasi-tight M-framelet becomes a directional tight M-framelet
in L2(Rd). Furthermore, we show by a constructive algorithm that we can always derive from the
arbitrary M-refinable function φ a compactly supported quasi-tight M-framelet in L2(Rd) with the
highest possible order of vanishing moments. We shall also present a result on quasi-tight framelets
whose associated high-pass filters are purely differencing filters with the highest order of vanishing
moments. Several examples will be provided to illustrate our main theoretical results and algorithms
in this paper.
1. Introduction and Motivations
Separable multivariate wavelets and framelets with a diagonal dilation matrix can be trivially
constructed through tensor product from one-dimensional wavelets and framelets. However, such
separable wavelets and framelets are known to give preference to the axis coordinate directions (e.g.,
see [28, 36]) and they are only a very special family of multivariate wavelets and framelets. It
is important but often much challenging to study nonseparable/general multivariate wavelets and
framelets in both theory and applications. Currently, there is a growing interest in wavelet analysis
on studying and constructing (nonseparable) multivariate wavelets and framelets. There exist a huge
amount of literature on wavelets, framelets and their many impressive applications, to only mention a
tiny portion of them (in particular, multivariate framelets that are closely related to this paper), e.g.,
see [2, 3, 4, 10, 11, 12, 15, 18, 21, 22, 23, 24, 25, 27, 29, 31, 34, 35, 37] and many references therein.
However, construction of multivariate wavelets and framelets are widely known as a challenging
problem in the literature. In this paper, we mainly concentrate on multivariate framelets derived
from an arbitrarily given refinable function. To explain our motivations of this paper, let us first
recall some basic definitions and concepts.
For a function f : Rd → C and a d× d real-valued matrix U , throughout this paper we shall adopt
the following notation:
fU ;k(x) := | det(U)|1/2f(Ux− k), x, k ∈ Rd. (1.1)
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A d× d matrix M is called a dilation matrix if it is an integer matrix such that all its eigenvalues are
greater than one in modulus. For φ, ψ1, . . . , ψs ∈ L2(Rd), we say that {φ;ψ1, . . . , ψs} is an M-framelet
in L2(Rd) if there exist positive constants C1 and C2 such that
C1‖f‖2L2(Rd) 6
∑
k∈Zd
|〈f, φ(· − k)〉|2 +
∞∑
j=0
s∑
`=1
∑
k∈Zd
|〈f, ψ`Mj ;k〉|2 6 C2‖f‖2L2(Rd), ∀ f ∈ L2(Rd). (1.2)
If (1.2) holds with C1 = C2 = 1, then {φ;ψ1, . . . , ψs} is called a (normalized) tight M-framelet
in L2(Rd). Let φ˜, ψ˜1, . . . , ψ˜s ∈ L2(Rd). We say that ({φ˜; ψ˜1, . . . , ψ˜s}, {φ;ψ1, . . . , ψs}) is a dual M-
framelet in L2(Rd) if both {φ˜; ψ˜1, . . . , ψ˜s} and {φ;ψ1, . . . , ψs} are M-framelets in L2(Rd) such that
〈f, g〉 =
∑
k∈Zd
〈f, φ˜(· − k)〉〈φ(· − k), g〉+
∞∑
j=0
s∑
`=1
∑
k∈Zd
〈f, ψ˜`Mj ;k〉〈ψ`Mj ;k, g〉, ∀ f, g ∈ L2(Rd) (1.3)
with the above series converging absolutely. It follows directly from (1.3) that every function f ∈
L2(Rd) has the following multiscale framelet representation:
f =
∑
k∈Zd
〈f, φ˜(· − k)〉φ(· − k) +
∞∑
j=0
s∑
`=1
∑
k∈Zd
〈f, ψ˜`Mj ;k〉ψ`Mj ;k (1.4)
with the series converging unconditionally in L2(Rd).
For an integrable function f ∈ L1(Rd), its Fourier transform f̂ in this paper is defined to be f̂(ξ) :=∫
Rd f(x)e
−ix·ξdx for ξ ∈ Rd. The Fourier transform can be naturally extended to square integrable
functions in L2(Rd) and tempered distributions. A dual M-framelet ({φ˜; ψ˜1, . . . , ψ˜s}, {φ;ψ1, . . . , ψs})
in L2(Rd) is often constructed from some special M-refinable functions φ and φ˜ through the refinable
structure
φ̂(MTξ) = â(ξ)φ̂(ξ), ψ̂`(MTξ) = b̂`(ξ)φ̂(ξ), a.e. ξ ∈ Rd, ` = 1, . . . , s (1.5)
and ̂˜φ(MTξ) = ̂˜a(ξ)̂˜φ(ξ), ̂˜ψ`(MTξ) = ̂˜b`(ξ)̂˜φ(ξ), a.e. ξ ∈ Rd, ` = 1, . . . , s (1.6)
for some 2piZd-periodic measurable functions â, b̂1, . . . , b̂s, ̂˜a, ̂˜b1, . . . , ̂˜bs on Rd. A function φ satisfying
the first identity in (1.5), i.e., φ̂(MTξ) = â(ξ)φ̂(ξ), is called an M-refinable function with the (refine-
ment) filter/mask a. In fact, as shown in [20, Theorem 4.5.4], all tight framelets {φ;ψ1, . . . , ψs} must
be derived from a refinable function φ through the refinable structure in (1.5).
By l0(Zd) we denote the set of all finitely supported sequences/filters a = {a(k)}k∈Zd : Zd → C on
Zd. For a filter a ∈ l0(Zd), its support is supp(a) := {k ∈ Zd : a(k) 6= 0} and its Fourier series (or
symbol) is defined to be â(ξ) :=
∑
k∈Zd a(k)e
−ik·ξ for ξ ∈ Rd, which is a 2piZd-periodic trigonometric
polynomial in d variables. In particular, by δ we denote the Dirac sequence such that δ(0) = 1 and
δ(k) = 0 for all Zd\{0}. For γ ∈ Zd, we also use the notation δγ to stand for the sequence δ(· − γ),
i.e., δγ(γ) = 1 and δγ(k) = 0 for all k ∈ Zd\{γ}. Note that δ̂γ(ξ) = e−iγ·ξ.
Let a, b1, . . . , bs, a˜, b˜1, . . . , b˜s ∈ l0(Zd) such that â(0) = ̂˜a(0) = 1. Define
φ̂(ξ) :=
∞∏
j=1
â((MT)−jξ), ξ ∈ Rd (1.7)
and similarly define ̂˜φ(ξ) := ∏∞j=1 ̂˜a((MT)−jξ) for ξ ∈ Rd. Then it is trivial to observe that the
first identity in (1.5) is satisfied and both φ and φ˜ are M-refinable functions/distributions. Define
ψ1, . . . , ψs as in (1.5) and ψ˜1, . . . , ψ˜s as in (1.6). It is known (e.g., see [20, Theorems 7.1.6 and 7.1.7],
[15, Theorem 2.3], and [14, 33]) that ({φ˜; ψ˜1, . . . , ψ˜s}, {φ;ψ1, . . . , ψs}) is a dual M-framelet in L2(Rd)
if and only if φ, φ˜ ∈ L2(Rd),
b̂1(0) = · · · = b̂s(0) = ̂˜b1(0) = · · · = ̂˜bs(0) = 0, (1.8)
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and ({a˜; b˜1, . . . , b˜s}, {a; b1, . . . , bs}) is a dual M-framelet filter bank, i.e.,̂˜a(ξ)â(ξ + 2piω) + ̂˜b1(ξ)̂b1(ξ + 2piω) + · · ·+ ̂˜bs(ξ)̂bs(ξ + 2piω) = δ(ω), ∀ω ∈ ΩM, ξ ∈ Rd, (1.9)
where ΩM := [(M
T)−1Zd] ∩ [0, 1)d. A filter bank {a; b1, . . . , bs} is called a tight M-framelet filter bank
if ({a; b1, . . . , bs}, {a; b1, . . . , bs}) is a dual M-framelet filter bank. It is known in [20, Theorem 7.1.8]
that {φ;ψ1, . . . , ψs} is a tight M-framelet in L2(Rd) if and only if {a; b1, . . . , bs} is a tight M-framelet
filter bank. Hence one does not need to check the necessary conditions φ ∈ L2(Rd) and b̂1(0) = · · · =
b̂s(0) = 0 in advance for tight framelets. Consequently, the construction of dual/tight framelets boils
down to the construction of dual/tight framelet filter banks.
Define N0 := N ∪ {0}. For µ = (µ1, . . . , µd)T ∈ Nd0 and x = (x1, . . . , xd)T ∈ Rd, we define
|µ| := µ1 + · · ·+ µd, xµ := xµ11 · · ·xµdd and partial derivative operators ∂µ := ∂µ11 · · · ∂µdd . For m ∈ N0
and smooth functions f and g on Rd, we shall simply use the big O notation f(ξ) = g(ξ) +O(‖ξ‖m)
as ξ → 0 to stand for ∂µf(0) = ∂µg(0) for all µ ∈ Nd0 with |µ| < m. For a compactly supported
function ψ ∈ L2(Rd), we say that ψ has order m vanishing moments if∫
Rd
ψ(x)xµdx = 0, ∀µ ∈ Nd0, |µ| < m or equivalently, ψ̂(ξ) = O(‖ξ‖m), ξ → 0. (1.10)
In particular, we define vm(ψ) := m for the largest possible integer m in (1.10). For a filter b ∈ l0(Zd),
we similarly define vm(b) to be the largest possible integer n ∈ N0 such that b̂(ξ) = O(‖ξ‖n) as ξ → 0.
That is, the filter b has the order vm(b) vanishing moments. If ψ is derived from a function φ with
φ̂(0) 6= 0 through ψ̂(MTξ) = b̂(ξ)φ̂(ξ) for some b ∈ l0(Zd), then it is trivial to see that vm(ψ) = vm(b).
Note that the condition in (1.8) is equivalent to saying that all the filters b1, . . . , bs, b˜1, . . . , b˜s have
order one vanishing moment (i.e., the basic vanishing moment). The notion of vanishing moments
plays the key role for the sparsity of a framelet representation in (1.4). Therefore, vanishing moments
are one of the most desirable properties of wavelets and framelets (see [6]). To effectively capture
singularities such as edges in images in high-dimensional data and functions, another key desirable
feature of multivariate framelets is directionality. Framelets with directionality are crucial in many
applications such as image/video processing (see [1, 13, 23, 24, 30, 32, 36] and many references
therein).
In the following, let us discuss the difficulties and challenges in constructing multivariate tight
framelets and multivariate dual framelets with vanishing moments. To do so, let us first rewrite the
equations in (1.9) for a dual M-framelet filter bank ({a˜; b˜1, . . . , b˜s}, {a; b1, . . . , bs}). For a matrix or
a matrix function A(ξ), we define A?(ξ) := A(ξ)
T
, the transpose of the complex conjugate of A(ξ).
Define
dM := | det(M)| and {ω1, . . . , ωdM} := ΩM := [(MT)−1Zd] ∩ [0, 1)d. (1.11)
Define b0 := a and b˜0 := a˜. Then it is not difficult to observe that (1.9) is equivalent to
s∑
`=0
[̂˜b`(ξ + 2piω1), . . . , ̂˜b`(ξ + 2piωdM)]?[b̂`(ξ + 2piω1), . . . , b̂`(ξ + 2piωdM)] = IdM , (1.12)
where IdM is the dM × dM identity matrix. For u ∈ l0(Zd) and γ ∈ Zd, its γ-coset sequence u[γ] is
defined to be u[γ] := {u(γ + Mk)}k∈Zd . Define
{γ1, . . . , γdM} := ΓM := [M[0, 1)d] ∩ Zd. (1.13)
Then û(ξ) =
∑
γ∈ΓM e
−iγ·ξû[γ](MTξ) and we have
[û(ξ + 2piω1), . . . , û(ξ + 2piωdM)] =
[
û[γ1](MTξ), . . . , û[γdM ](MTξ)
]
E(ξ)U, (1.14)
where
E(ξ) := diag(e−iγ1·ξ, . . . , e−iγdM ·ξ) and U := (e−iγj ·2piωk)16j,k6dM . (1.15)
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Because E(ξ)E?(ξ) = IdM and UU
? = dMIdM for all ξ ∈ Rd, it is now straightforward to deduce that
(1.12) is equivalent to
s∑
`=1
[̂˜
b
[γ1]
` (ξ), . . . ,
̂˜
b
[γdM ]
` (ξ)
]?[
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]
= d−1M Na˜,a(ξ) (1.16)
with
Na˜,a(ξ) := IdM − dM
[̂˜a[γ1](ξ), . . . , ̂˜a[γdM ](ξ)]?[â[γ1](ξ), . . . , â[γdM ](ξ)]. (1.17)
In particular, a filter bank {a; b1, . . . , bs} is a tight M-framelet filter bank if and only if
s∑
`=1
[
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]?[
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]
= d−1M Na(ξ) with Na(ξ) := Na,a(ξ). (1.18)
Using the simple fact that all the nonzero eigenvalues of AB and BA are the same, one concludes
that Na has the eigenvalue 1− dM
∑dM
j=1 |â[γj ](ξ)|2 and all its other eigenvalues are 1. Hence, we have
det(Na(ξ)) = 1 − dM
∑dM
j=1 |â[γj ](ξ)|2. Taking the determinants on both sides of (1.18) and applying
the Cauchy-Binet formula to the left-hand side of (1.18), Charina et al. in [2] observed that
A(ξ) := det(Na(ξ)) = 1− dM
dM∑
j=1
|â[γj ](ξ)|2 =
sa∑
`=1
|û`(ξ)|2, ∀ ξ ∈ Rd, (1.19)
for some finitely supported sequences u1, . . . , usa ∈ l0(Zd) with sa =
(
s
dM
)
. That is, the nonnegative
2piZd-periodic trigonometric polynomial A in (1.19) can be written as a sum of Hermitian squares
of 2piZd-periodic trigonometric polynomials. By (1.14), one can easily observe that A(MTξ) = 1 −∑
ω∈ΩM |â(ξ + 2piω)|2. Conversely, suppose that there exist u1, . . . , usa ∈ l0(Zd) for some integer
sa such that A can be written as a sum of Hermitian squares as in (1.19). Then it is known in
Lai and Sto¨ckler [31] that one can always construct a tight M-framelet filter bank {a; b1, . . . , bs}
with s := sa + dM. In dimension one, due to the Feje´r-Riesz lemma, for a nonnegative 2pi-periodic
trigonometric polynomial A in (1.19), there always exists u1 ∈ l0(Z) such that (1.19) is satisfied
with sa = 1. However, as discussed in [2], the problem on sums of Hermitian squares in (1.19) is
much more complicated in dimension higher than one and is known to be a challenging problem
in real algebraic geometry. See [2, 3, 31] for a detailed discussion on (1.19) and its applications to
the construction of multivariate tight framelet filter banks. To the best of our knowledge, there is
currently no known algorithm to efficiently compute u1, . . . , usa ∈ l0(Zd) in (1.19). So far, all current
known constructions of multivariate nonseparable tight framelets are developed for special low-pass
filters, for example, see [2, 3, 4, 12, 15, 18, 21, 29, 31, 34, 35, 37] and many references therein. Despite
recent progresses and enormous effort, construction of multivariate tight framelets still remains as
a challenging problem and most constructed multivariate tight framelets in the literature lack some
desirable properties such as directionality, vanishing moments and/or symmetry.
Though dual framelet filter banks offer flexibility over tight framelet filter banks, it is not easy to
construct them either. To construct a dual M-framelet filter bank, one has to factorize the matrix
Na˜,a in (1.16) so that all the high-pass filters satisfy the basic vanishing moment in (1.8). For
a one-dimensional 2pi-periodic trigonometric polynomial A(ξ), due to the fundamental theorem of
algebra, if A(ξ) has a zero with multiplicity m ∈ N at ξ = 0, then one can always write A(ξ) =
(1− e−iξ)mB(ξ) for some 2pi-periodic trigonometric polynomial B with B(0) 6= 0. This factorization
technique for separating out the special factor (1−e−iξ)m is the key for constructing one-dimensional
dual framelet filter banks with high vanishing moments (e.g., see [8, 19] for details). However,
such a factorization technique is not available for dimensions higher than one; there are also no
special multivariate trigonometric polynomials playing the role of (1− e−iξ)m for us to generalize the
construction of one-dimensional dual framelet filter banks to multiple dimensions. In fact, most (or
generic) multivariate trigonometric polynomials cannot be factorized into products of two nontrivial
trigonometric polynomials for dimensions higher than one. Consequently, from any given pair of
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low-pass filters, it is often difficult to construct a dual M-framelet filter bank satisfying the basic
vanishing moment condition in (1.8). For example, the constructions in [10, 11] are linked to syzygy
modules of multivariate Laurent polynomials in algebra and the constructed high-pass filters also
have much larger supports than that of their associated low-pass filters.
To reduce the above mentioned difficulties for multivariate tight or dual framelets, now let us
introduce the notion of quasi-tight framelets and explain our motivations. For a given dual M-framelet
({φ˜; ψ˜1, . . . , ψ˜s}, {φ;ψ1, . . . , ψs}) in L2(Rd), every function f ∈ L2(Rd) has the representation in (1.4).
Each ψ˜` models some desired feature capturing certain key singularities such as edges or textures
in images. For example, ψ˜` may behave like an edge or texture. If f contains such (scaled and
shifted) feature ψ˜`Mj ;k for some 1 6 ` 6 s, j ∈ N0 and k ∈ Zd, then the coefficient 〈f, ψ˜`Mj ;k〉 has
a large significant magnitude. Therefore, we can capture such desired feature in f by observing a
significant coefficient 〈f, ψ˜`Mj ;k〉. However, we reconstruct f through (1.4) by using 〈f, ψ˜`Mj ;k〉ψ`Mj ;k.
If ψ` is very similar/close to ψ˜`, then we indeed are able to capture the desired feature ψ˜`Mj ;k in f .
However, if this is not the case, then the representation in (1.4), which can exactly reconstruct f ,
do not make much sense to extract and represent features in f . This is probably the main reason
that only dual framelets ({φ˜; ψ˜1, . . . , ψ˜s}, {φ;ψ1, . . . , ψs}) in L2(Rd), with ψ˜` being similar to ψ` for
all ` = 1, . . . , s, are useful in applications. The ideal case that ψ˜` = ψ` for all ` = 1, . . . , s leads to
tight framelets. However, as we discussed before, construction of multivariate tight framelets is a
challenging problem, not even to mention that most known constructed multivariate tight framelets
lack directionality, which is a very much desired property of framelets for many applications such as
image processing (e.g., see [1, 13, 17, 23, 24, 30, 36] and many references therein).
Instead of requiring ψ˜` = ψ` as in a tight framelet, as observed in [20, Example 3.2.2], we can easily
achieve our objective by naturally considering ψ˜` = `ψ
` with ` ∈ {−1, 1}. This motivates us to intro-
duce the notion of quasi-tight framelets. For φ, ψ1, . . . , ψs ∈ L2(Rd) and 1, . . . , s ∈ {−1, 1}, we say
that {φ;ψ1, . . . , ψs}(1,...,s) is a quasi-tight M-framelet in L2(Rd) if ({φ; 1ψ1, . . . sψs}, {φ;ψ1, . . . , ψs})
is a dual M-framelet in L2(Rd). Equivalently speaking, {φ;ψ1, . . . , ψs}(1,...,s) is a quasi-tight M-
framelet in L2(Rd) if and only if {φ;ψ1, . . . , ψs} is an M-framelet in L2(Rd) satisfying (1.2) and every
function f ∈ L2(Rd) has the following representation:
f =
∑
k∈Zd
〈f, φ(· − k)〉φ(· − k) +
∞∑
j=0
s∑
`=1
∑
k∈Zd
`〈f, ψ`Mj ;k〉ψ`Mj ;k (1.20)
with the series converging unconditionally in L2(Rd). When 1 = · · · = s = 1, a quasi-tight
M-framelet becomes a tight M-framelet. A quasi-tight framelet is often obtained from a quasi-tight
framelet filter bank. For a, b1, . . . , bs ∈ l0(Zd) and 1, . . . , s ∈ {−1, 1}, we say that {a; b1, . . . , bs}(1,...,s)
is a quasi-tight M-framelet filter bank if
â(ξ)â(ξ+ 2piω) + 1b̂1(ξ)̂b1(ξ+ 2piω) + · · ·+ sb̂s(ξ)̂bs(ξ+ 2piω) = δ(ω), ∀ω ∈ ΩM, ξ ∈ Rd. (1.21)
[20, Example 3.2.2] probably is the first to observe an example of a quasi-tight 2-framelet {φ;ψ1, ψ2}(−1,1)
and a quasi-tight 2-framelet filter bank {a; b1, b2}(−1,1), where
a = {− 1
16
, 1
4
, 5
8
, 1
4
,− 1
16
}[−2,2], b1 = {− 116 , 14 ,−38 , 14 ,− 116}[−2,2], b2 = {−
√
2
4
,
√
2
2
,−
√
2
4
}[0,2],
and φ̂(ξ) :=
∏∞
j=1 â(2
−jξ), ψ̂1(ξ) := b̂1(ξ/2)φ̂(ξ/2), and ψ̂2(ξ) := b̂2(ξ/2)φ̂(ξ/2) with φ, ψ1, ψ2 ∈
L2(R). The above example in [20, Example 3.2.2] was accidentally obtained by applying the general
algorithm developed in [19] for constructing dual framelet filter banks to the above low-pass filter a.
Let {a; b1, . . . , bs}(1,...,s) be a quasi-tight M-framelet filter bank with â(0) = 1. Let m denote the
smallest order of the vanishing moments among the high-pass filters, i.e., m := min(vm(b1), . . . , vm(bs)).
For ω ∈ ΩM\{0}, one can easily deduce from (1.21) that â(ξ)â(ξ + 2piω) + O(‖ξ‖m) = 0 as ξ → 0.
Consequently, by â(0) = 1, the filter a must satisfy order m sum rules with respect to M (e.g., see
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[26] for discussion on sum rules), i.e.,
â(ξ + 2piω) = O(‖ξ‖m), ξ → 0,∀ω ∈ ΩM\{0}. (1.22)
We define sr(a,M) to be the largest nonnegative integer m satisfying (1.22). Since â(0) = 1, we now
trivially see that (1.8) implies sr(a,M) > 1 and consequently, the filter a must satisfy∑
k∈Zd
a(γ + Mk) = | det(M)|−1, ∀ γ ∈ ΓM := [M[0, 1)d] ∩ Zd. (1.23)
One can also trivially deduce from (1.21) with ω = 0 that 1 − |â(ξ)|2 = O(‖ξ‖2m) as ξ → 0.
Consequently, for a quasi-tight M-framelet filter bank {a; b1, . . . , bs}(1,...,s), we always have
min(vm(b1), . . . , vm(bs)) 6 min(sr(a,M), 12 vm(ua)) with ûa(ξ) := 1− |â(ξ)|2. (1.24)
Though the idea of quasi-tight framelets is simple, we have the following two main results of this
paper on multivariate quasi-tight framelets with directionality or high vanishing moments.
Theorem 1. Let M be a d × d dilation matrix and let a ∈ l0(Zd) be a finitely supported real-
valued sequence on Zd satisfying the basic sum rule condition in (1.23). Then there always exist
finitely supported real-valued high-pass filters b1, . . . , bs ∈ l0(Zd) and 1, . . . , s ∈ {−1, 1} such that
{a; b1, . . . , bs}(1,...,s) is a quasi-tight M-framelet filter bank and every high-pass filter b` takes the form
c`(δα` − δβ`) for some c` ∈ R and α`, β` ∈ supp(a) (hence b` naturally has directionality, basic
vanishing moments and symmetry property) for all ` = 1, . . . , s. Moreover,
(1) if in addition φ ∈ L2(Rd), then {φ;ψ1, . . . , ψs}(1,...,s) is a (directional) compactly supported
quasi-tight M-framelet in L2(Rd), where
φ̂(ξ) :=
∞∏
j=1
â((MT)−jξ) and ψ̂`(MTξ) := b̂`(ξ)φ̂(ξ), ξ ∈ Rd, ` = 1, . . . , s; (1.25)
(2) if in addition the following condition holds:
all the coefficients in â[γj ](ξ)â[γk](ξ) are nonnegative for all j, k = 1, . . . , dM, (1.26)
(for example, the above condition in (1.26) is satisfied if the filter a has nonnegative coeffi-
cients.) then we can take 1 = · · · = s = 1 and therefore, {a; b1, . . . , bs} is a (directional)
tight M-framelet filter bank and {φ;ψ1, . . . , ψs} is a (directional) tight M-framelet in L2(Rd).
Due to the special structure/construction, all the directional high-pass filters in Theorem 1 have
only order one vanishing moment. Due to the importance of vanishing moments, it is natural and
important to ask whether one can construct a quasi-tight M-framelet filter bank achieving the high-
est possible order min(sr(a,M), 1
2
vm(ua)) vanishing moments in (1.24) with ûa(ξ) := 1 − |â(ξ)|2.
This question is satisfactorily answered by the following result, for which we shall prove through a
constructive algorithm.
Theorem 2. Let M be a d × d dilation matrix and let a ∈ l0(Zd) be a finitely supported real-
valued sequence on Zd satisfying the basic sum rule condition in (1.23). Then there always exist
finitely supported real-valued high-pass filters b1, . . . , bs ∈ l0(Zd) and 1, . . . , s ∈ {−1, 1} such that
{a; b1, . . . , bs}(1,...,s) is a quasi-tight M-framelet filter bank and all the high-pass filters b1, . . . , bs have
order m vanishing moments with m := min(sr(a,M), 1
2
vm(ua)) > 1 and ûa(ξ) := 1− |â(ξ)|2. Define
φ, ψ1, . . . , ψs as in (1.25). If φ ∈ L2(Rd), then {φ;ψ1, . . . , ψs}(1,...,s) is a compactly supported quasi-
tight M-framelet in L2(Rd) such that all ψ1, . . . , ψs have at least order m vanishing moments.
The structure of the paper is as follows. In Section 2 we shall prove Theorem 1 by a step-by-step
algorithm and obtain a general result on factorizing a Hermite matrix of 2piZd-periodic trigonometric
polynomials. Then we shall provide a few examples of directional quasi-tight or tight framelets to
illustrate the algorithm developed in the proof of Theorem 1. In Section 3, we prove several auxiliary
results first. Then we shall prove Theorem 2 by a constructive algorithm. We shall also present a
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result on quasi-tight framelets whose associated high-pass filters are purely differencing filters with
the highest order of vanishing moments. Finally, employing our proposed algorithms in this paper,
we shall present in Section 4 several examples of quasi-tight framelets and quasi-tight framelet filter
banks with high vanishing moments. At the end of this paper, we shall further discuss several topics
on quasi-tight framelets to be studied in the future.
2. Proof of Theorem 1 and Examples for Directional Quasi-tight Framelets
In this section we will prove Theorem 1 by a step-by-step algorithm. Then we establish a result
on spectral factorization of a Hermite matrix of 2piZd-periodic trigonometric polynomials. Finally
we shall provide a few examples of directional quasi-tight or tight framelets to illustrate Theorem 1.
Recall that for a real number c, the sign function is defined to be sgn(c) := 1 for c > 0, sgn(0) := 0,
and sgn(c) := −1 for c < 0. We first prove Theorem 1 as follows.
Proof of Theorem 1. By definition, we notice that {a; b1, . . . , bs}(1,...,s) is a quasi-tight M-framelet
filter bank if and only if
s∑
`=1
`dM
[
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]?[
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]
= Na(ξ) (2.1)
with
Na(ξ) := IdM − dM
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
. (2.2)
We now construct the desired high-pass filters b1, . . . , bs by a recursive algorithm. Let N = Na. The
main idea of the following proof has three steps: (1) Eliminate the nonzero terms in the off-diagonal
entries of N one by one so that all the off-diagonal entries in the updated N are identically zero.
(2) Eliminate the nonzero nonconstant terms in the diagonal entries of the updated N one by one so
that the final updated N is a constant diagonal matrix. (3) Prove that the constant diagonal matrix
N is the zero matrix.
Let ` := 1. Suppose that some of the off-diagonal entries [N ]j,k are not identically zero for some
1 6 j < k 6 dM. Then [N ]j,k has a nonzero term ce−iγ·ξ with c 6= 0 and γ ∈ Zd. By the definition of
N , we observe that the term ce−iγ·ξ must appear as one of the terms in −â[γj ](ξ)â[γk](ξ). Therefore,
there must exist α, β ∈ Zd such that a[γj ](α)a[γk](β) 6= 0 (i.e., {γj + Mα, γk + Mβ} ⊂ supp(a)) and
β − α = γ. Define
b` :=
√
|c|/dM(δγj+Mα − δγk+Mβ), ` := −sgn(c). (2.3)
If the additional condition in (1.26) holds, then c must be a negative number and hence, ` = 1. It
follows directly from the definition of b` in (2.3) that
b̂
[γj ]
` (ξ) =
√
|c|/dMe−iα·ξ, b̂[γk]` (ξ) = −
√
|c|/dMe−iβ·ξ and b̂[γp]` (ξ) = 0 ∀ p ∈ {1, . . . , dM}\{j, k}.
Consequently, the dM × dM matrix
B`(ξ) := `dM
[
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]?[
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]
(2.4)
has only four nonzero entries with
[B`(ξ)]j,j = `dM|b̂[γj ]` (ξ)|2 = `|c| = −c,
[B`(ξ)]k,k = `dM|b̂[γk]` (ξ)|2 = `|c| = −c,
[B`(ξ)]j,k = `dMb̂
[γj ]
` (ξ)b̂
[γk]
` (ξ) = −`|c|e−i(β−α)·ξ = ce−iγ·ξ,
[B`(ξ)]k,j = `dMb̂
[γk]
` (ξ)b̂
[γj ]
` (ξ) = −`|c|e−i(α−β)·ξ = ceiγ·ξ.
(2.5)
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Now replace/update N by N −B` and replace ` by `+ 1 (i.e., increase ` by one). Because N ?(ξ) =
N (ξ), by the above four identities, we conclude that the term ce−iγ·ξ does not appear in the (j, k)-
entry of the updated N and only the constant terms in the diagonal entries of the previous N are
modified. Hence, we can repeat this procedure until all the off-diagonal entries in N are identically
zero.
Now we deal with the diagonal matrix N . Suppose that some of the diagonal entries [N ]j,j are
not constant for some 1 6 j 6 dM. Then [N ]j,j has a nonzero nonconstant term ce−iγ·ξ with c 6= 0
and γ ∈ Zd\{0}. By the definition and construction of N , we observe that the term ce−iγ·ξ must
appear as one of the terms in −â[γj ](ξ)â[γj ](ξ). Therefore, there must exist α, β ∈ Zd such that
a[γj ](α)a[γj ](β) 6= 0 (i.e., {γj + Mα, γj + Mβ} ⊂ supp(a)) and β − α = γ 6= 0. Define
b` :=
√
|c|/dM(δγj+Mα − δγj+Mβ), ` := −sgn(c). (2.6)
If the additional condition in (1.26) holds, then c must be a negative number and hence, ` = 1. It
follows directly from the definition of b` in (2.6) that
b̂
[γj ]
` (ξ) =
√
|c|/dM(e−iα·ξ − e−iβ·ξ) and b̂[γp]` (ξ) = 0 ∀ p ∈ {1, . . . , dM}\{j}.
Consequently, the dM × dM matrix B`(ξ) defined in (2.4) has only one nonzero entry at
[B`(ξ)]j,j = `dM|b̂[γj ]` (ξ)|2 = `|c|(2− e−i(α−β)·ξ − ei(α−β)·ξ) = c(e−iγ·ξ + eiγ·ξ − 2). (2.7)
Now replace/update N by N −B` and replace ` by `+ 1 (i.e., increase ` by one). Because N ?(ξ) =
N (ξ), by the above identity, we conclude that neither the term ce−iγ·ξ nor ceiγ·ξ appears in the
(j, j)-entry of the updated N and only the constant term in the (j, j)-entry of the previous N is
modified. We can repeat this procedure until all the nonzero nonconstant terms in the updated N
are identically zero. We set s := `− 1.
Therefore, we end up with
Na(ξ) = N +
s∑
`=1
B`(ξ) (2.8)
such that N is a diagonal matrix of constants. We now prove that N = 0. Note that both (2.5)
and (2.7) trivially imply that the sum of every row of B`(0) must be zero. Since the filter a satisfies
the basic sum rule condition in (1.23), we have â[γ1](0) = · · · = â[γdM ](0) = d−1M . Now we trivially
deduce from the definition of Na in (2.2) that all the diagonal entries of Na(0) are 1 − d−1M and
all the off-diagonal entries of Na(0) are −d−1M . Consequently the sum of every row of Na(0) is
(1 − d−1M ) + (dM − 1)(−d−1M ) = 0. Therefore, we conclude from (2.8) that the sum of every row of
N must be zero. However, N is a diagonal matrix of constants and thus, we must have N = 0.
Since N = 0, by our definition of B` in (2.4) and using (2.8), we conclude that (2.1) is satisfied and
{a; b1, . . . , bs}(1,...,s) is a quasi-tight M-framelet filter bank.
If the additional condition in (1.26) is satisfied, by our above construction we have 1 = · · · = s = 1
and hence {a; b1, . . . , bs} is a tight M-framelet filter bank. 
For u ∈ l0(Zd), by N(û) we denote the total number of nonzero terms in the 2piZd-periodic
trigonometric polynomial û. That is, N(û) = #supp(u), the cardinality of the support of the filter
u. From the above proof of Theorem 1, it is not difficult to conclude that the number s of high-pass
filters in Theorem 1 is given by
s =
∑
16j<k6dM
N
(
â[γj ](ξ)â[γk](ξ)
)
+
1
2
dM∑
j=1
(
N
(
|â[γj ](ξ)|2
)
− 1
)
.
Moreover, by the special structure of the high-pass filters in Theorem 1, we also have s 6
(
# supp(a)
2
)
.
Suppose that {a; b1, . . . , bs}(1,...,s) is a quasi-tight M-framelet filter bank. Then it is trivial to
observe that {a; b1(· + Mk1), . . . , bs(· + Mks)}(1,...,s) are quasi-tight M-framelet filter banks for all
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k1, . . . , ks ∈ Zd. If b1 = cb2 for some c ∈ R, then {a;
√|1c2 + 2|b2, . . . , bs}(sgn(1c2+2),3,...,s) is also a
quasi-tight M-framelet filter bank with at most s − 1 number of high-pass filters. Up to the above
trivial variants, from our proof of Theorem 1, one can conclude that the constructed quasi-tight
M-framelet filter bank in Theorem 1 is essentially unique.
For M = 2Id, let us consider the simplest low-pass filter: the Haar low-pass filter a with a(k) = 2
−d
for k ∈ {0, 1}d and a(k) = 0 for k ∈ Zd\{0, 1}d. Since â[γ] = 2−d for all γ ∈ Ω2Id := {0, 1}d
and since all the coefficients of a are nonnegative, it follows easily from the above proof/algorithm
of Theorem 1 that {a; b1, . . . , bs} with s := 2d−1(2d − 1) is a tight 2Id-framelet filter bank with
directionality, where b1, . . . , bs are given by 2
−d(δγ1 − δγ2) for every undirected edge with different
endpoints γ1, γ2 ∈ {0, 1}d. Note that the associated 2Id-refinable function is the Haar refinable
function φ with φ = χ[0,1]d . Consequently, the corresponding {φ;ψ1, . . . , ψs} is a tight 2Id-framelet
in L2(Rd) with directionality. This yields the same construction in [32] for the two-dimensional Haar
framelet (i.e. d = 2) and [22, Theorem 1] for any dimension d ∈ N. Theorem 1 can be also easily
applied to box spline refinable functions to obtain directional box spline tight 2Id-framelets in [22,
Theorem 2] which are obtained by applying the projection method in [18] to the above d-dimensional
directional Haar framelets. Theorem 1 improves [22] on directional tight 2Id-framelets by being
applicable to arbitrary M-refinable functions whose low-pass filters have nonnegative coefficients.
For 1 6 j 6 r, by ej we denote the jth unit coordinate column vector in Rr, i.e., ej is the r×1 vector
with its only nonzero element being 1 at the jth entry. Using the idea in the proof of Theorem 1, we
now establish a result generalizing the well-known result on the matrix spectral factorization.
Theorem 3. Let A be an r × r matrix of 2piZd-periodic trigonometric polynomials in d variables
with real coefficients such that A?(ξ) = A(ξ) for all ξ ∈ Rd. For 1 6 j 6 r, let κr be the sum of
the jth column of A(0), i.e., (κ1, . . . , κr) := (1, . . . , 1)A(0). Then there exist 0, . . . , s ∈ {−1, 1} and
r × 1 vectors u1, . . . ,us of 2piZd-periodic trigonometric polynomials with real coefficients such that
A(ξ) = sgn(κ1)|κ1|e1e?1 + · · ·+ sgn(κr)|κr|ere?r + 1u1(ξ)u?1(ξ) + · · ·+ sus(ξ)u?s(ξ), (2.9)
and each vector function of u` has only two nonzero entries with one being c`e
−iα`·ξ and the other
being −c`e−iβ`·ξ for some c` ∈ R and α`, β` ∈ Zd for ` = 1, . . . , s. In terms of the matrix form, (2.9)
can be rewritten as
A(ξ) = B(ξ)diag(sgn(κ1), . . . , sgn(κr), 1, . . . , s)B?(ξ), (2.10)
where B(ξ) := [√|κ1|e1, . . . ,√|κr|er,u1, . . . ,us] is an r × (r + s) matrix obtained by putting all the
column vectors e1, . . . , er,u1, . . . ,us together.
Proof. To prove the claim, we construct the desired vectors u1, . . . ,us of 2piZd-periodic trigonometric
polynomials by following a similar recursive algorithm as in the proof of Theorem 1.
Let ` := 1 and N := A. Suppose that some of the off-diagonal entries [N ]j,k are not identically
zero for some 1 6 j < k 6 r. Then [N ]j,k has a nonzero term ce−iγ·ξ with c 6= 0 and γ ∈ Zd. Define
u`(ξ) :=
√
|c|ej −
√
|c|eiγ·ξek and ` := −sgn(c).
Consequently, the r× r matrix `u`(ξ)u?`(ξ) has only four nonzero entries −c,−c, ce−iγ·ξ and ceiγ·ξ at
the positions (j, j), (k, k), (j, k) and (k, j), respectively. Now replace/update N by N − `u`(ξ)u?`(ξ)
and replace ` by ` + 1 (i.e., increase ` by one). Because N ?(ξ) = N (ξ), we conclude that the term
ce−iγ·ξ does not appear in the (j, k)-entry of the updated N and only the constant terms in the
diagonal entries of the previous N are modified. Hence, we can repeat this procedure until all the
off-diagonal entries in N are identically zero.
Now we deal with the diagonal matrix N . Suppose that some of the diagonal entries [N ]j,j are
not constant for some 1 6 j 6 r. Then [N ]j,j has a nonzero nonconstant term ce−iγ·ξ with c 6= 0 and
γ ∈ Zd\{0}. Define
u`(ξ) :=
√
|c|(1− e−iγ·ξ)ej and ` := −sgn(c).
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Then `u`(ξ)u
?
`(ξ) has only one nonzero entry c(e
−iγ·ξ + eiγ·ξ − 2) at the (j, j)-entry. Now re-
place/update N by N − `u`(ξ)u?`(ξ) and replace ` by ` + 1. Because N ?(ξ) = N (ξ), we conclude
that neither the term ce−iγ·ξ nor ceiγ·ξ appears in the (j, j)-entry of the updated N and only the
constant term in the (j, j)-entry of the previous N is modified. We can repeat this procedure until
all the nonzero nonconstant terms in the updated N are identically zero. We set s := `− 1.
Therefore, we end up with A(ξ) = N + ∑s`=1 `u`(ξ)u?`(ξ) such that N is a diagonal matrix of
constants. Note that the sum of every column in `u`(0)u
?
`(0) is zero. Consequently, we must have
N = diag(κ1, . . . , κr). This completes the proof. 
Though the sum of Hermitian squares of 2piZd-periodic trigonometric polynomials is a challenging
problem in real algebraic geometric, as a direct consequence of Theorem 3, we have the following
result on quasi-sum of Hermitian squares of 2piZd-periodic trigonometric polynomials.
Corollary 4. Let A be a 2piZd-periodic trigonometric polynomial in d variables with real coeffi-
cients such that A(ξ) = A(ξ). Then there exist 1, . . . , s ∈ {−1, 1} and 2piZd-periodic trigonometric
polynomials u1, . . . ,us with real coefficients such that
A(ξ) = sgn(A(0))(
√
|A(0)|)2 + 1|u1(ξ)|2 + · · ·+ s|us(ξ)|2, ∀ ξ ∈ Rd (2.11)
and each function u` has only two nonzero entries with one being c`e
−iα`·ξ and the other being
−c`e−iβ`·ξ for some c` ∈ R and α`, β` ∈ Zd for ` = 1, . . . , s.
We finish this section by providing several examples of directional quasi-tight or tight framelets.
To obtain a quasi-tight M-framelet {φ;ψ1, . . . , ψs}(1,...,s) in L2(Rd), we have to check the technical
condition φ ∈ L2(Rd). Let a ∈ l0(Zd) with â(0) = 1 and m := sr(a,M). For 1 6 p 6 ∞, we now
recall a technical quantity (e.g., see [20, (7.2.2)] and [16, (4.3)] for its definition and importance in
wavelet analysis):
smp(a,M) :=
d
p
− logρ(M) ρm(a,M)p and sm(a,M) := sm2(a,M), (2.12)
where ρ(M) is the spectral radius of M and
ρm(a,M)p := | det(M)| sup{ lim
n→∞
‖an ∗ (∇µδ)‖1/nlp(Zd) : µ ∈ Nd0, |µ| = m},
where ân(ξ) := â(ξ)â(M
Tξ) · · · â((MT)n−1ξ) and ∇µδ is defined later in (3.1). Let φ be defined
in (1.25). If sm(a,M) > 0, then φ ∈ L2(Rd) and moreover,
∫
Rd |φ̂(ξ)|2(1 + ‖ξ‖2)τdξ < ∞ for all
0 6 τ < sm(a,M).
We now provide a few examples to illustrate Theorem 1. We first demonstrate that the condition
in (1.26) can be also satisfied by some low-pass filters having negative coefficients as well.
Example 1. For d = 1 and M = 2, we consider the following low-pass filter
a = { 5
29
, 5
29
,− 1
58
,− 1
58
, 5
29
, 5
29
, 5
29
, 5
29
}[−3,4].
Then clearly a satisfies the basic sum rules in (1.23) and the additional condition in (1.26) is satisfied:
By the definition of the filter a, we have
â[0](ξ)â[1](ξ) = 25
841
e−2iξ + 45
1682
e−iξ + 20
841
+ 301
3364
eiξ + 20
841
e2iξ + 45
1682
e3iξ + 25
841
e4iξ
|â[0](ξ)|2 = |â[1](ξ)|2 = 25
841
e−3iξ + 45
1682
e−2iξ + 20
841
e−iξ + 301
3364
+ 20
841
eiξ + 45
1682
e2iξ + 25
841
e3iξ.
Note that not all coefficients of the filter a are nonnegative but (1.26) is satisfied. By Theorem 1, we
obtain a tight 2-framelet filter bank {a, b1, . . . , b13} given by
b1 =
2
√
5
29
{−1, 1}[0,1], b2 = 2
√
5
29
{−1, 0, 1}[0,2], b3 = 2
√
5
29
{−1,0, 1}[−1,1], b4 =
√
301
58
{−1,1}[−1,0],
b5 =
2
√
5
29
{−1,0, 0, 1}[−1,2], b6 = 3
√
10
58
{−1, 0,0, 1}[−2,1], b7 = 3
√
10
58
{−1, 0,0, 0, 1}[−2,2],
b8 =
3
√
10
58
{−1,0, 0, 0, 1}[−1,3], b9 = 3
√
10
58
{−1,0, 0, 0, 0, 1}[−1,4], b10 = 529{−1, 0,0, 0, 0, 1}[−2,3],
b11 =
5
29
{−1, 0,0, 0, 0, 0, 1}[−2,4], b12 = 529{−1, 0, 0,0, 0, 0, 1}[−3,3], b13 = 529{−1, 0, 0,0, 0, 0, 0, 1}[−3,4].
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By calculation, we have sm(a, 2) ≈ 0.992335 and hence φ ∈ L2(R). Then {φ;ψ1, . . . , ψ13} is a tight
2-framelet in L2(R), where φ, ψ1, . . . , ψ13 are defined in (1.25) with M = 2 and s = 13.
Example 2. For d = 1 and M = 2, we consider the following interpolatory filter
a = {− 1
32
, 0, 9
32
, 1
2
, 9
32
, 0,− 1
32
}[−3,3]. (2.13)
Using Theorem 1, we have a quasi-tight 2-framelet filter bank {a; b1, . . . , b7}(1,...,7), where
b1 =
3
8
{−1, 1}[0,1], b2 = 38{−1,1}[−1,0], b3 = 3
√
7
32
{−1,0, 1}[−1,1], b4 = 132{−1, 0, 0,0, 0, 0, 1}[−3,3],
b5 =
1
8
{−1,0, 0, 1}[−1,2], b6 = 18{−1, 0,0, 1}[−2,1], b7 = 3
√
2
32
{−1,0, 0, 0, 1}[−1,3]
with 1 = · · · = 4 = 1 and 5 = · · · = 7 = −1. Since sm(a, 2) ≈ 2.440765, φ ∈ L2(R) and
{φ;ψ1, . . . , ψ7} is a quasi-tight 2-framelet in L2(R), where φ, ψ1, . . . , ψ7 are defined in (1.25) with
M = 2 and s = 7. See Figure 1 for the graphs of φ, ψ1, . . . , ψ7.
(a) φ (b) ψ1 (c) ψ2 (d) ψ3
(e) ψ4 (f) ψ5 (g) ψ6 (h) ψ7
Figure 1. Graphs of φ, ψ1, . . . , ψ7 in Example 2, where {φ;ψ1, . . . , ψ7}(1,1,1,1,−1,−1,−1)
is a compactly supported quasi-tight 2-framelet in L2(R).
Example 3. For d = 2, we consider the quincunx dilation matrix M√2 and a low-pass filter a:
M√2 =
[
1 1
1 −1
]
, a =
0
1
8
0
1
8
1
2
1
8
0 1
8
0

[−1,1]×[−1,1]
. (2.14)
Using Theorem 1, we have a directional tight M√2-framelet filter bank {a; b1, . . . , b8}, where
b1 =
1
4
[−1 1]
[0,1]×[0,0] , b2 =
1
4
[−1 1]
[0,1]×[−1,−1] , b3 =
1
4
[−1
1
]
[1,1]×[−1,0]
, b4 =
1
4
[−1
1
]
[1,1]×[0,1]
,
b5 =
1
8
[−1 0 1]
[−1,1]×[0,0] , b6 =
1
8
−10
1

[0,0]×[−1,1]
, b7 =
√
2
8
[
0 −1
1 0
]
[0,1]×[−1,0]
, b8 =
√
2
8
[−1 0
0 1
]
[0,1]×[0,1]
.
Note that sr(a,M√2) = 2. Since sm(a,M√2) ≈ 1.577645, φ ∈ L2(R2) and {φ;ψ1, . . . , ψ8} is a
(directional) tight M√2-framelet in L2(R2), where φ, ψ1, . . . , ψ8 are defined in (1.25) with M = M√2
and s = 8. See Figure 2 for the graphs of φ, ψ1, . . . , ψ8.
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-0.05
2 2
0
0.05
10
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0.15
0
-2
-1
-4
-2
(g) ψ6
-0.2
2
-0.1
3
0
0 2
0.1
1
0.2
-2 0
-1
-4
-2
(h) ψ7
-0.2
4
-0.1
3
0
2 2
0.1
1
0.2
0 0
-1
-2
-2
(i) ψ8
Figure 2. Graphs of φ, ψ1, . . . , ψ8 in Example 3, where {φ;ψ1, . . . , ψ8} is a compactly
supported directional tight M√2-framelet in L2(R2).
Example 4. For d = 2, we consider the dilation matrix M√3 and a low-pass filter a as follows:
M√3 =
[
1 −2
2 −1
]
, a =
0
1
9
1
9
1
9
1
3
1
9
1
9
1
9
0

[−1,1]×[−1,1]
.
Using Theorem 1, we have a directional tight M√3-framelet filter bank {a; b1, . . . , b18}, where
b1 =
√
3
9
[−1 1]
[0,1]×[0,0] , b2 =
√
3
9
[−1 1]
[1,2]×[1,1] , b3 =
√
3
9
[−1
1
]
[1,1]×[−1,0]
, b4 =
√
3
9
[−1
1
]
[1,1]×[1,2]
,
b5 =
√
2
9
[−1
1
]
[1,1]×[0,1]
, b6 =
√
2
9
[−1 1]
[0,1]×[1,1] , b7 =
√
3
9
[
0 −1
1 0
]
[1,2]×[0,1]
, b8 =
√
3
9
[
0 −1
1 0
]
[0,1]×[0,1]
,
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b9 =
√
2
9
[
0 −1
1 0
]
[1,2]×[1,2]
, b10 =
1
9
[−1 0 1]
[1,3]×[1,1] , b11 =
1
9
−10
1

[1,1]×[1,3]
, b12 =
1
9
[−1 0
0 1
]
[1,2]×[−1,0]
,
b13 =
1
9
[−1 0
0 1
]
[1,2]×[0,1]
, b14 =
1
9
0 −10 0
1 0

[0,1]×[−2,0]
, b15 =
1
9
0 −10 0
1 0

[0,1]×[−1,1]
,
b16 =
1
9
[
0 0 −1
1 0 0
]
[1,3]×[0,1]
, b17 =
1
9
[
0 0 −1
1 0 0
]
[1,3]×[1,2]
, b18 =
1
9
0 0 −10 0 0
1 0 0

[−1,1]×[−1,1]
.
Since sm(a,M√3) ≈ 1.657138, φ ∈ L2(R2) and {φ;ψ1, . . . , ψ18} is a (directional) tight M√3-framelet
in L2(R2), where φ, ψ1, . . . , ψ18 are defined in (1.25) with M = M√3 and s = 18.
3. Multivariate Quasi-tight Framelets with High Vanishing Moments
Multivariate framelets having high vanishing moments are of interest and importance in both theory
and applications. In this section we shall prove Theorem 2 by showing that we can always construct
a quasi-tight framelet with the highest possible order of vanishing moments from an arbitrarily given
multivariate refinable function. In particular, we provide an algorithm for constructing quasi-tight
framelets with high vanishing moments.
To prove Theorem 2, we need a few auxiliary results and recall some necessary notations. For
k ∈ Zd and u ∈ l0(Zd), the difference operator ∇ku is defined to be ∇ku := u − u(· − k). For
ν = (ν1, . . . , νd)
T ∈ Nd0, we define ∇ν := ∇ν1e1 · · · ∇νded . Recall that δ is the Dirac sequence such that
δ(0) = 1 and δ(k) = 0 for all k ∈ Zd\{0}. Therefore, for u ∈ l0(Zd),
∇̂νu(ξ) = ∇̂νδ(ξ)û(ξ) = (1− e−iξ1)ν1 · · · (1− e−iξd)νdû(ξ), ξ = (ξ1, . . . , ξd)T ∈ Rd. (3.1)
The following result is known in [16, Theorem 3.6] and [20, Lemma 7.2.2]. For the convenience of
the reader, we provide a slightly modified proof from [20, Lemma 7.2.2] here.
Lemma 5. Let m ∈ N and u = {u(k)}k∈Zd ∈ l0(Zd). Then u has order m vanishing moments (i.e.,
û(ξ) = O(‖ξ‖m) as ξ → 0) if and only if there exist uν ∈ l0(Zd) for all ν ∈ Nd0 with |ν| = m such
that u =
∑
ν∈Nd0,|ν|=m∇νuν, that is, û(ξ) =
∑
ν∈Nd0,|ν|=m ∇̂νδ(ξ)ûν(ξ). Moreover, if the filter u has
real coefficients, then all filters uν have real coefficients.
Proof. The sufficiency part is trivial, since ∇̂νδ(ξ) = O(‖ξ‖|ν|) as ξ → 0 (in fact vm(∇νδ) = |ν|) for
all ν ∈ Nd0. Consequently, it is trivial that û(ξ) =
∑
ν∈Nd0,|ν|=m ∇̂νδ(ξ)ûν(ξ) = O(‖ξ‖m) as ξ → 0.
For r ∈ N0, we define Λr := {µ ∈ Nd0 : |µ| 6 r}. Let v := u. To prove the necessity part,
without loss of generality, by shifting the filter v, we can assume that supp(v) ⊆ Λr but supp(v) is
not contained inside Λr−1 for some r ∈ N0. Suppose that r > m and v(k) 6= 0 for some k ∈ Nd0 with
|k| = r. Then we can easily write k = ν + j with ν, j ∈ Nd0 and |ν| = m. We replace/update v by
v−v(k)(−1)m[∇νδ](·−j). Since supp([∇νδ](·−j)) ⊆ Λr−1∪{k}, we conclude that the updated filter
v is still supported inside Λr, v(k) = 0, and the updated filter v preserves the values as the previous
filter at the set {n ∈ Nd0 : |n| = r, n 6= k}. Therefore, we can continue this procedure for other
n ∈ Nd0 with |n| = r so that finally the updated filter v has support inside Λr−1. We can continue this
procedure until r < m. Note that the Fourier series of v(k)[∇νδ](· − j) is simply v(k)e−ij·ξ∇̂νδ(ξ).
Consequently, we can write û = v̂+
∑
ν∈Nd0,|v|=m ∇̂νδ(ξ)ûν(ξ) for some sequences uν ∈ l0(Zd), ν ∈ Nd0
with |ν| = m and supp(v) ⊆ Λm−1. Since û(ξ) = O(‖ξ‖m) as ξ → 0, we trivially have v̂(ξ) = O(‖ξ‖m)
as ξ → 0, that is, the filter v has order m vanishing moments. Hence,∑
k∈Λm−1
v(k)kµ = 0, ∀µ ∈ Λm−1.
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It is well known that the above system of linear equations can only have the trivial solution: v(k) = 0
for all k ∈ Λm−1. Therefore, v = 0 and we proved the claim. 
Using Lemma 5, we have the following result, which improves Corollary 4.
Lemma 6. Let m ∈ N0 and u ∈ l0(Zd) with real coefficients. Then
û(ξ) = û(ξ) and û(ξ) = O(‖ξ‖2m), ξ → 0 (3.2)
if and only if there exist 1, . . . , s ∈ {−1, 1} and u1, . . . , us ∈ l0(Zd) with real coefficients satisfying
û(ξ) =
s∑
`=1
`|û`(ξ)|2 with û`(ξ) = O(‖ξ‖m), ξ → 0,∀ ` = 1, . . . , s. (3.3)
Proof. The sufficiency part is trivial and we only need to prove the necessity part. Suppose that
(3.2) holds. By Lemma 5, there exist uν ∈ l0(Zd), |ν| = 2m with real coefficients such that û(ξ) =∑
ν∈Nd0,|ν|=2m 2∇̂νδ(ξ)ûν(ξ). Since û(ξ) = û(ξ), we conclude that
û(ξ) =
∑
ν∈Nd0,|ν|=2m
θν(ξ) with θν(ξ) := ∇̂νδ(ξ)ûν(ξ) + ∇̂νδ(ξ) ûν(ξ). (3.4)
For ν ∈ Nd0 with |ν| = 2m, we consider two cases.
Case 1. ν ∈ Nd0 with |ν| = 2m but ν 6∈ 2Nd0. Then there exist α, β ∈ Nd0 such that α + β = ν and
|α| = |β| = m. Define
ûν,α,β(ξ) := ∇̂αδ(ξ) + ∇̂βδ(ξ)ûν(ξ).
By |α| = |β| = m, we see that ∇̂αδ(ξ) = O(‖ξ‖m) and ∇̂βδ(ξ)ûν(ξ) = O(‖ξ‖m) as ξ → 0. Conse-
quently, we have ûν,α,β(ξ) = O(‖ξ‖m) as ξ → 0. By calculation, we have
|ûν,α,β(ξ)|2 = |∇̂αδ(ξ)|2 + |∇̂βδ(ξ)ûν(ξ)|2 +
(
∇̂αδ(ξ)∇̂βδ(ξ)ûν(ξ) + ∇̂αδ(ξ)∇̂βδ(ξ)ûν(ξ)
)
.
Since α + β = ν, the last term in the above identity is simply θν(ξ). Consequently, we have
θν(ξ) = |ûν,α,β(ξ)|2 − |∇̂αδ(ξ)|2 − |∇̂βδ(ξ)ûν(ξ)|2.
To reduce the total number of filters, we can instead combine the last two terms in the above identity
with the terms in Case 2 discussed below.
Case 2: ν ∈ 2Nd0, that is, ν = 2µ for some µ ∈ Nd0 with |µ| = m. By ∇̂2µδ(ξ) = |∇̂µδ(ξ)|2(−1)|µ|e−iµ·ξ,
we deduce that
θν(ξ) = θ2µ(ξ) = |∇̂µδ(ξ)|2ηµ(ξ) with ηµ(ξ) := (−1)|µ|
(
e−iµ·ξû2µ(ξ) + eiµ·ξû2µ(ξ)
)
.
Note that ηµ(ξ) = ηµ(ξ) and ηµ has real coefficients. By Corollary 4, there exist 0, . . . , s ∈ {−1, 1}
and 2piZd-periodic trigonometric polynomials u0, . . . ,us with real coefficients such that ηµ(ξ) =
0|u0(ξ)|2 + · · ·+ s|us(ξ)|2. That is, we proved
θν(ξ) = 0|ûµ,0(ξ)|2 + · · ·+ s|ûµ,s(ξ)|2 with ûµ,`(ξ) := ∇̂µδ(ξ)u`(ξ), ` = 0, . . . , s.
Note that ûµ,`(ξ) = O(‖ξ‖m) as ξ → 0 for all ` = 0, . . . , s by |µ| = m. Now the conclusion follows
trivially from (3.4). 
We now prove Theorem 2. Define A(ξ) := 1 − dM
∑dM
j=1 |â[γj ](ξ)|2. Obviously, A(ξ) = A(ξ). By
the definition of the coset sequences, we observe that A(MTξ) = 1 −∑ω∈ΩM |â(ξ + 2piω)|2. By
the definition m = min(sr(a,M), 1
2
vm(ua)) with ûa(ξ) := 1 − |â(ξ)|2, we have sr(a,M) > m and
vm(ua) > 2m. Consequently, we have |â(ξ + 2piω)|2 = O(‖ξ‖2m) as ξ → 0 for all ω ∈ ΩM\{0}, and
1− |â(ξ)|2 = ûa(ξ) = O(‖ξ‖2m) as ξ → 0. That is, we must have
Â(MTξ) = 1− |â(ξ)|2 −
∑
ω∈ΩM\{0}
|â(ξ + 2piω)|2 = O(‖ξ‖2m), ξ → 0.
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Since M is an invertible matrix, consequently we must have A(ξ) = O(‖ξ‖2m) as ξ → 0. By
Lemma 6, since A has real coefficients, there exist 1, . . . , t ∈ {−1, 1} and u1, . . . , ut ∈ l0(Zd) with
real coefficients such that
A(ξ) =
t∑
`=1
`|û`(ξ)|2 with û`(ξ) = O(‖ξ‖m), ξ → 0,∀ ` = 1, . . . , t. (3.5)
Employing a similar idea as in [31], we now define the high-pass filters b1, . . . , bs ∈ l0(Zd) with
s := t+ dM as follows:
b̂`(ξ) := â(ξ)û`(M
Tξ), ` = 1, . . . , t (3.6)
and
b̂t+j(ξ) := d
−1/2
M e
−iγj ·ξ − d1/2M â(ξ)â[γj ](MTξ), j = 1, . . . , dM. (3.7)
Define t+1 = · · · = t+dM := 1. We show that {a; b1, . . . , bs}(1,...,s) is a quasi-tight M-framelet filter
bank and vm(b`) > m for all ` = 1, . . . , s. Let B` be defined as in (2.4). We can calculate B` for the
high-pass filters b` defined in (3.6) and (3.7). Let b` be defined in (3.6). Then b̂
[γ]
` (ξ) = â
[γ](ξ)û`(ξ)
for γ ∈ ΓM. Therefore, by (3.5), we have
t∑
`=1
B`(ξ) =
t∑
`=1
`|û`(ξ)|2dM
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
= dMA(ξ)
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
.
(3.8)
Let b` be defined in (3.7) with ` = t+ j. Then b̂
[γ]
` (ξ) = d
−1/2
M δ(γ−γj)−d1/2M â[γ](ξ)â[γj ](ξ) for γ ∈ ΓM.
Hence, [
b̂
[γ1]
` (ξ), . . . ,
̂
b
[γdM ]
` (ξ)
]
= d
−1/2
M e
T
j − d1/2M â[γj ](ξ)
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
.
Therefore, by t+1 = · · · = t+dM = 1,
t+dM∑
`=t+1
B`(ξ) =
dM∑
j=1
(
eje
T
j − dMej â[γj ](ξ)
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
− dM
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?
â[γj ](ξ)eTj
+d2M|â[γj ](ξ)|2
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?[
â[γ1](ξ), . . . , â[γdM ](ξ)
])
= IdM +
(
−2dM + d2M
dM∑
j=1
|â[γj ](ξ)|2
)[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
,
where IdM stands for the dM × dM identity matrix. Since A(ξ) = 1− dM
∑dM−1
j=0 |â[γj ](ξ)|2, we have
−2dM + d2M
dM∑
j=1
|â[γj ](ξ)|2 = −2dM + dM(1−A(ξ)) = −dM(1 +A(ξ)).
In other words, we obtain
t+dM∑
`=t+1
B`(ξ) = IdM − dM(1 +A(ξ))
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
.
Combining the above identity with (3.8) and noting that s = t+ dM, we have
s∑
`=1
B`(ξ) = IdM − dM
[
â[γ1](ξ), . . . , â[γdM ](ξ)
]?[
â[γ1](ξ), . . . , â[γdM ](ξ)
]
= Na(ξ).
That is, we verified the identity in (2.1). This proves that {a; b1, . . . , bs}(1,...,s) is a quasi-tight
M-framelet filter bank.
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We now prove that b̂`(ξ) = O(‖ξ‖m) as ξ → 0 for all ` = 1, . . . , s. By the second identity in (3.5)
and the definition of b` in (3.6), we trivially have b̂`(ξ) = O(‖ξ‖m) as ξ → 0 for all ` = 1, . . . , t.
Let {ω1, . . . , ωdM} = ΩM with ω1 := 0. By the identity in (1.14) with E(ξ) and U being defined in
(1.15), we have[
â(ξ + 2piω1), . . . , â(ξ + 2piωdM)
]
=
[
e−iγ1·ξâ[γ1](MTξ), . . . , e−iγdM ·ξâ[γdM ](MTξ)
]
U (3.9)
and UU? = dMIdM . Note that â(0) = 1 and ω1 = 0. Since sr(a,M) > m, by the definition of sum
rules in (1.22), we deduce from the above identity in (3.9) that[
e−iγ1·ξâ[γ1](MTξ), . . . , e−iγdM ·ξâ[γdM ](MTξ)
]
=
[
â(ξ),O(‖ξ‖m), . . . ,O(‖ξ‖m)
]
U−1, ξ → 0.
Since U−1 = d−1M U
? = (d−1M e
−i2piγj ·ωk)16k,j6dM and ω1 = 0, all the entries in the first row of U
−1 are
d−1M . Therefore, we conclude from the above identity that[
e−iγ1·ξâ[γ1](MTξ), . . . , e−iγdM ·ξâ[γdM ](MTξ)
]
= d−1M â(ξ)[1, . . . , 1] + O(‖ξ‖m), ξ → 0.
That is, we proved
e−iγj ·ξâ[γj ](MTξ) = d−1M â(ξ) + O(‖ξ‖m), ξ → 0, j = 1, . . . , dM. (3.10)
For b` defined in (3.7) with ` = t+ j, we deduce from the above identity that
b̂`(ξ) = d
−1/2
M e
−iγj ·ξ(1− dMâ(ξ)e−iγj ·ξâ[γj ](MTξ))
= d
−1/2
M e
−iγj ·ξ(1− |â(ξ)|2) + O(‖ξ‖m)
= d
−1/2
M e
−iγj ·ξO(‖ξ‖2m) + O(‖ξ‖m) = O(‖ξ‖m)
as ξ → 0, where we used our assumption 1− |â(ξ)|2 = ûa(ξ) = O(‖ξ‖2m) as ξ → 0. This proves that
all the high-pass filters b1, . . . , bs have at least order m vanishing moments.
The above constructed quasi-tight M-framelet filter banks {a; b1, . . . , bs}(1,...,s) through (3.6) and
(3.7) have several shortcomings. First of all, the supports of all the high-pass filters b1, . . . , bs are much
larger than that of the low-pass filter a. Secondly, the number t (and hence s := t+dM) of generators
could be very large even for low-pass filters with short support. These considerations motivate us to
propose an algorithm solving only linear equations for constructing quasi-tight framelet filter banks
with high vanishing moments. To do so, let us introduce some notations. For µ = (µ1, . . . , µd)
T, ν =
(ν1, . . . , νd)
T ∈ Nd0, we say that µ < ν if either |µ| < |ν| or |µ| = |ν| and µj = νj for j = 1, . . . , `− 1
but µ` < ν` for some 1 6 ` 6 d. Note that ΩM is a complete set of representatives of distinct cosets
of the quotient group [(MT)−1Zd]/Zd. Therefore, ΩM can be regarded as an additive group under
modulo Zd.
Before introducing our algorithm to prove Theorem 2, we need the following auxiliary result.
Lemma 7. Let b ∈ l0(Zd) and β ∈ ΩM. Define F (ξ) := (e−iγj ·(ξ+2piω))16j6dM,ω∈ΩM and the dM × dM
matrix Db,β by
[Db,β(ξ)]ω,η :=
{
b̂(ξ + 2piω), if ω + β − η ∈ Zd,
0, if ω + β − η 6∈ Zd, ω, η ∈ ΩM. (3.11)
Then
F (ξ)Db,β(ξ)F
?(ξ) = dMEb,β(M
Tξ) with Eb,β(ξ) :=
(
b̂[γk−γj ](ξ)eiγk·2piβ
)
16j,k6dM
. (3.12)
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Proof. Let j, k = 1, . . . , dM. We now compute the (j, k)-entry of the matrix on the left-hand side of
(3.12). Note that b̂(ξ) =
∑dM
p=1 b̂
[γp](MTξ)e−iγp·ξ. Then
[F (ξ)Db,β(ξ)F
?(ξ)]j,k =
∑
ω∈ΩM
[F (ξ)]j,ω[Db,β(ξ)]ω,ω+β[F
?(ξ)]ω+β,k
=
∑
ω∈ΩM
e−iγj ·(ξ+2piω)b̂(ξ + 2piω)eiγk·(ξ+2piω+2piβ)
=
∑
ω∈ΩM
dM∑
p=1
e−iγj ·(ξ+2piω)b̂[γp](MTξ)e−iγp·(ξ+2piω)eiγk·(ξ+2piω+2piβ)
=
dM∑
p=1
b̂[γp](MTξ)e−i(γp+γj−γk)·ξeiγk·2piβ
∑
ω∈ΩM
e−i(γp+γj−γk)·2piω.
Note that the last sum in the above identity is equal to dM if γp + γj − γk ∈ MZd and 0 otherwise.
Hence, we deduce from the above identity that
[F (ξ)Db,β(ξ)F
?(ξ)]j,k = dMb̂[γp](M
Tξ)e−iMαj,k·ξeiγk·2piβ = dMb̂[γk−γj ](MTξ)eiγk·2piβ,
where we used the identity û[γ+Mα](ξ) = û[γ](ξ)eiα·ξ and αj,k ∈ Zd is the unique integer such that
γp = γk − γj + Mαj,k for the unique γp ∈ ΓM satisfying γp + γj − γk ∈ MZd. This proves (3.12). 
Now we are ready to state a constructive algorithm for constructing quasi-tight framelet filter
banks with vanishing moments by solving only linear equations. For the convenience of the reader,
we state the following result in an algorithmic way. We now prove Theorem 2 as follows.
Theorem 8. Let M be a d × d dilation matrix and let a ∈ l0(Zd) be a finitely supported real-valued
sequence on Zd. Let m ∈ N0 such that m 6 min(sr(a,M), 12 vm(ua)), where ûa(ξ) := 1 − |â(ξ)|2.
Define F (ξ) := (e−iγj ·(ξ+2piω))16j6dM,ω∈ΩM. Define Na as in (2.2) and Eµ(ξ) := E∇µδ,0(ξ) as in (3.12).
(S1) Solve the system X of linear equations induced by
d−1M Na(ξ) =
∑
|µ|=m
E?µ(ξ)Aµ,µ(ξ)Eµ(ξ)+
∑
µ<ν,|µ|=|ν|=m
(
E?µ(ξ)Aµ,ν(ξ)Eν(ξ)+E
?
ν(ξ)A
?
µ,ν(ξ)Eµ(ξ)
)
(3.13)
and
A?µ,µ(ξ) = Aµ,µ(ξ), ∀µ ∈ Nd0, |µ| = m, (3.14)
for the coefficients in all the entries of the matrices Aµ,ν of 2piZd-periodic trigonometric poly-
nomials with |µ| = |ν| = m and µ 6 ν. The linear system X always has a solution of Aµ,ν
with real coefficients for |µ| = |ν| = m and µ 6 ν, as long as the supports of their coefficients
are large enough.
(S2) For every (µ, ν) with |µ| = |ν| = m and µ < ν, factorize Aµ,ν(ξ) = A?µ,ν,1(ξ)Aµ,ν,2(ξ) (e.g.,
Aµ,ν,1(ξ) = IdM and Aµ,ν,2 = Aµ,ν(ξ)) for some dM × dM matrices Aµ,ν,1 and Aµ,ν,2 of 2piZd-
periodic trigonometric polynomials with real coefficients. Define
[b̂µ,ν,1(ξ), . . . , b̂µ,ν,dM(ξ)]
T := Aµ,ν,1(M
Tξ)F (ξ)e1∇̂µδ(ξ) + Aµ,ν,2(MTξ)F (ξ)e1∇̂νδ(ξ) (3.15)
and sµ,ν := dM and µ,ν,` := 1 for all ` = 1, . . . , dM. Replace/update Aµ,µ and Aν,ν by Aµ,µ −
A?µ,ν,1Aµ,ν,1 and Aν,ν − A?µ,ν,2Aµ,ν,2, respectively.
(S3) For every µ ∈ Nd0 with |µ| = m, apply Theorem 3 to the updated Aµ,µ so that Aµ,µ(ξ) =∑sµ,µ
`=1 µ,µ,`u
?
`(ξ)u`(ξ), where µ,µ,` ∈ {−1, 1} and u` is a 1 × dM row vector of 2piZd-periodic
trigonometric polynomials with real coefficients for ` = 1, . . . , sµ,µ. Define
b̂µ,µ,`(ξ) := ∇̂µδ(ξ)u`(MTξ)F (ξ)e1, ` = 1, . . . , sµ,µ. (3.16)
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Define
{(b1, 1), . . . , (bs, s)} := {(bµ,ν,`, µ,ν,`) : µ, ν ∈ Nd0, |µ| = |ν| = m,µ 6 ν, ` = 1, . . . , sµ,ν}.
Then {a; b1, . . . , bs}(1,...,s) is a quasi-tight M-framelet filter bank such that all the high-pass filters
have at least order m vanishing moments, i.e., vm(b`) > m for all ` = 1, . . . , s.
Proof. Let {ω1, . . . , ωdM} := ΩM with ω1 := 0. For b ∈ (l0(Zd))r, for simplicity of presentation, we
define r × dM matrices
Gb(ξ) := [b̂[γ1](ξ), . . . , b̂
[γdM ](ξ)] and Hb(ξ) := [̂b(ξ + 2piω1), . . . , b̂(ξ + 2piωdM)].
By (1.14), we have Hb(ξ) = Gb(M
Tξ)F (ξ).
Define Dµ(ξ) := D∇µδ,0(ξ) as in (3.11). For µ < ν in (S2), by the definition of bµ,ν,` in (3.15) and
the identity in (1.14), we have
H[bµ,ν,1,...,bµ,ν,dM ]T(ξ) = Aµ,ν,1(M
Tξ)F (ξ)Dµ(ξ) + Aµ,ν,2(M
Tξ)F (ξ)Dν(ξ).
Since F (ξ)F ?(ξ) = dMIdM , we deduce from the identity Hb(ξ) = Gb(M
Tξ)F (ξ) and (3.12) that
G[bµ,ν,1,...,bµ,ν,dM ]T(M
Tξ) = d−1M H[bµ,ν,1,...,bµ,ν,dM ]T(ξ)F
?(ξ) = Aµ,ν,1(M
Tξ)Eµ(M
Tξ) + Aµ,ν,2(M
Tξ)Eν(M
Tξ).
That is, we proved
G[bµ,ν,1,...,bµ,ν,dM ]T(ξ) = Aµ,ν,1(ξ)Eµ(ξ) + Aµ,ν,2(ξ)Eν(ξ).
Therefore, by µ,ν,` = 1 for all ` = 1, . . . , dM, we deduce from the above identity that
dM∑
`=1
µ,ν,`G
?
bµ,ν,`
(ξ)Gbµ,ν,`(ξ) = G
?
[bµ,ν,1,...,bµ,ν,dM ]
T(ξ)G[bµ,ν,1,...,bµ,ν,dM ]T(ξ)
=
(
E?µA
?
µ,ν,1(ξ) + E
?
ν(ξ)A
?
µ,ν,2(ξ)
)(
Aµ,ν,1(ξ)Eµ(ξ) + Aµ,ν,2(ξ)Eν(ξ)
)
= E?µ(ξ)A
?
µ,ν,1(ξ)Aµ,ν,1(ξ)Eµ(ξ) + E
?
ν(ξ)A
?
µ,ν,2(ξ)Aµ,ν,2(ξ)Eν(ξ)
+
(
E?µ(ξ)A
?
µ,ν,1(ξ)Aµ,ν,2(ξ)Eν(ξ) + E
?
ν(ξ)A
?
µ,ν,2(ξ)Aµ,ν,1(ξ)Eµ(ξ)
)
.
As we shall see below, the first two terms in the last expression of the last identity have been handled
by the updated Aµ,µ and Aν,ν in (S2) (see proof below).
For µ ∈ Nd0 with |µ| = m, we have Hbµ,µ,`(ξ) = u`(MTξ)F (ξ)Dµ(ξ). Therefore, Gbµ,µ,`(ξ) =
u`(ξ)Eµ(ξ) for all ` = 1, . . . , sµ,µ. Hence,
sµ,µ∑
`=1
µ,µ,`G
?
bµ,µ,`
(ξ)Gbµ,µ,`(ξ) = E
?
µ(ξ)
sµ,µ∑
`=1
µ,µ,`u
?
`(ξ)u`(ξ)Eµ(ξ) = E
?
µ(ξ)Aµ,µ(ξ)Eµ(ξ),
where Aµ,µ is the updated version in (S2). Therefore, we proved
s∑
`=1
`G
?
b`
(ξ)Gb`(ξ) =
∑
|µ|=m
E?µ(ξ)Aµ,µ(ξ)Eµ(ξ) +
∑
µ<ν,|µ|=|ν|=m
(E?µ(ξ)Aµ,ν(ξ)Eν(ξ) + E
?
ν(ξ)A
?
µ,ν(ξ)Eµ(ξ))
= d−1M Na(ξ).
Hence, we verified the condition in (2.1) and consequently, {a; b1, . . . , bs}(1,...,s) is a quasi-tight M-
framelet filter bank.
Since ∇̂µδ(ξ) = O(‖ξ‖|µ|) as ξ → 0 for all µ ∈ Nd0, it follows directly from (3.15) and (3.16) that
b̂`(ξ) = O(‖ξ‖m) as ξ → 0 for all ` = 1, . . . , s. Hence, all the high-pass filters have at least order m
vanishing moments.
To complete the proof, we now prove the existence of a desired solution to the linear system X
induced by (3.13) and (3.14). We first prove that X must have a solution (probably with complex
coefficients) and then we prove that X must have a solution with real coefficients. Define
â1(ξ) := 1− |â(ξ)|2 and âj(ξ) := −â(ξ)â(ξ + 2piωj), j = 2, . . . , dM. (3.17)
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By ω1 = 0 and the definition of the matrices Db,β in (3.11), it is straightforward to observe that
N (ξ) := IdM −
[
â(ξ + 2piω1), . . . , â(ξ + 2piωdM)
]?[
â(ξ + 2piω1), . . . , â(ξ + 2piωdM)
]
=
dM∑
j=1
Daj ,ωj(ξ).
Since F (ξ)F ?(ξ) = dMIdM , we deduce from (1.14), (3.12) and the above identity that
Na(MTξ) = d−1M F (ξ)N (ξ)F ?(ξ) = d−1M
dM∑
j=1
F (ξ)Daj ,ωj(ξ)F
?(ξ). (3.18)
Suppose that we can prove
âj(ξ) =
∑
µ,ν∈Nd0,|µ|=|ν|=m
∇̂µδ(ξ)∇̂νδ(ξ + 2piωj)ûj,µ,ν(ξ), j = 1, . . . , dM, (3.19)
for some uj,µ,ν ∈ l0(Zd). Then by the definition in (3.11), we must have
Daj ,ωj(ξ) =
∑
µ,ν∈Nd0,|µ|=|ν|=m
D?∇µδ,0(ξ)Duj,µ,ν ,ωj(ξ)D∇νδ,0(ξ).
Consequently, by (3.12) and Eµ = E∇µδ,0, we deduce that
F (ξ)Daj ,ωj(ξ)F
?(ξ) = d−2M
∑
µ,ν∈Nd0,|µ|=|ν|=m
F (ξ)D?∇µδ,0(ξ)F
?(ξ)F (ξ)Duj,µ,ν ,ωj(ξ)F
?(ξ)F (ξ)D∇νδ,0(ξ)F ?(ξ)
= dM
∑
µ,ν∈Nd0,|µ|=|ν|=m
E?µ(M
Tξ)Euj,µ,ν ,ωj(M
Tξ)Eν(M
Tξ).
Now we deduce from (3.18) that
d−1M Na(MTξ) = d−1M
dM∑
j=1
∑
µ,ν∈Nd0,|µ|=|ν|=m
E?µ(M
Tξ)Euj,µ,ν ,ωj(M
Tξ)Eν(M
Tξ).
Therefore, we proved
d−1M Na(ξ) = d−1M
dM∑
j=1
∑
µ,ν∈Nd0,|µ|=|ν|=m
E?µ(ξ)Euj,µ,ν ,ωj(ξ)Eν(ξ). (3.20)
Note that N ?a (ξ) = Na(ξ). Define
Aµ,ν(ξ) :=
1
2dM
dM∑
j=1
(
Euj,µ,ν (ξ) + E
?
uj,ν,µ
(ξ)
)
, µ, ν ∈ Nd0, |µ| = |ν| = m,µ 6 ν.
From (3.20), it is trivial to verify that these Aµ,ν satisfy both (3.13) and (3.14). That is, we proved
that the linear system X induced by (3.13) and (3.14) must have a solution (but probably with
complex coefficients).
For a 2piZd-periodic trigonometric polynomial û, it is straightforward to see that û has real co-
efficients if and only if û(−ξ) = û(ξ). Since the low-pass filter a and all the filters ∇µδ have real
coefficients, we observe that Na and Eµ have real coefficients. Changing ξ into −ξ and applying
complex conjugate to (3.13) , it is trivial to see that (3.13) still holds if we replace all Aµ,ν(ξ) by
Aµ,ν(−ξ), respectively. Consequently, if we replace Aµ,ν(ξ) by 12(Aµ,ν(ξ) + Aµ,ν(−ξ)), then (3.13)
and (3.14) still hold. Since all 1
2
(Aµ,ν(ξ) +Aµ,ν(−ξ)) have real coefficients, we proved that the linear
system X induced by (3.13) and (3.14) must have a solution with real coefficients.
To complete the proof, we now prove (3.19). From the definition in (3.17), we have â1(ξ) =
O(‖ξ‖2m) as ξ → 0. Note that ∇̂µδ(ξ)∇̂νδ(ξ) = ∇̂µ+νδ(ξ)(−1)|µ|eiµ·ξ. Hence, we conclude from
Lemma 5 that (3.19) holds for j = 1. For j = 2, . . . , dM, the sum rule condition of a implies that
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â(ξ±2piωj) = O(‖ξ‖m) as ξ → 0. According to Lemma 5, there exist some uj,µ, vj,µ ∈ l0(Zd) for each
µ ∈ Nd0, |µ| = m, such that
â(ξ + 2piωj) =
∑
µ∈Nd0,|µ|=m
∇̂µδ(ξ)ûj,µ(ξ), â(ξ − 2piωj) =
∑
ν∈Nd0,|ν|=m
∇̂νδ(ξ)v̂j,ν(ξ)
hold. The above second identity implies that â(ξ) =
∑
ν∈Nd0,|ν|=m ∇̂νδ(ξ+2piωj)v̂j,ν(ξ+2piωj). There-
fore,
â(ξ)â(ξ + 2piωj) =
∑
µ,ν∈Nd0, |µ|=|ν|=m
∇̂νδ(ξ + 2piωj)v̂j,ν(ξ + 2piωj)∇̂µδ(ξ)ûj,µ(ξ)
=
∑
µ,ν∈Nd0, |µ|=|ν|=m
∇̂µδ(ξ)∇̂νδ(ξ + 2piωj)e−iµ·ξeiν·(ξ+2piωj)ûj,µ(ξ)v̂j,ν(ξ + 2piωj).
Define ûj,µ,ν(ξ) := −e−iµ·ξeiν·(ξ+2piωj)ûj,µ(ξ)v̂j,ν(ξ + 2piωj), we proved (3.19) for j = 2, . . . , dM. 
As a special case of Theorem 8, we have the following result.
Corollary 9. Let M be a d× d dilation matrix and let a ∈ l0(Zd) be a finitely supported real-valued
sequence on Zd. Let m ∈ N0 such that m 6 min(sr(a,M), 12 vm(ua)), where ûa(ξ) := 1 − |â(ξ)|2.
Define F (ξ) := (e−iγj ·(ξ+2piω))16j6dM,ω∈ΩM. Define Na as in (2.2) and Eµ(ξ) := E∇µδ,0(ξ) as in (3.12).
If there exist Aµ,µ with real coefficients for |µ| = m satisfying
d−1M Na(ξ) =
∑
|µ|=m
E?µ(ξ)Aµ,µ(ξ)Eµ(ξ) and A
?
µ,µ(ξ) = Aµ,µ(ξ), |µ| = m,µ ∈ Nd0, (3.21)
(Such a solution to (3.21) always exists in dimension one, i.e., d = 1), then there exist b1, . . . , bs ∈
l0(Zd) with real coefficients and 1, . . . , s ∈ {−1, 1} such that {a; b1, . . . , bs}(1,...,s) is a quasi-tight
M-framelet filter bank such that all high-pass filters b`, ` = 1, . . . , s have at least order m vanish-
ing moments and all the high-pass filters take the form either b̂`(ξ) = c`e
−iα`·ξ∇̂µ`δ(ξ) (i.e., b` =
c`(∇µ`δ)(·−α`)) or b̂`(ξ) = c`e−iα`·ξ∇̂µ`δ(ξ)∇̂β`δ(ξ) (i.e., b` = c`[(∇µ`δ)(·−α`)−(∇µ`δ)(·−α`−β`)])
for some c` ∈ R, α`, β` ∈ Zd and some µ` ∈ Nd0 with |µ`| = m for all ` = 1, . . . , s.
Proof. For the one dimensional case d = 1, there are no terms satisfying µ < ν and |µ| = |ν|.
Consequently, (3.13) becomes (3.21). Therefore, the existence of a solution to (3.21) with d = 1 is
guaranteed by Theorem 8. The claim follows directly by applying Theorem 3 to each Aµ,µ. 
We call the high-pass filters constructed in Corollary 9 as differencing filters since all of them take
the form ∇µδ or their differences.
4. Examples of Quasi-tight Framelets with Vanishing Moments
In this section we shall illustrate Theorem 8 and Corollary 9 for constructing quasi-tight framelets
with high vanishing moments from arbitrary refinable functions. Let us first present a one-dimensional
example to illustrate Corollary 9 for constructing quasi-tight framelets with all high-pass filters being
special differencing filters. Recall that ûa(ξ) := 1− |â(ξ)|2.
Example 5. Consider the interpolatory low-pass filter a in (2.13) of Example 2. Since sr(a, 2) = 4
and vm(ua) = 4, according to the inequality in (1.24), the highest order of vanishing moments that
we can achieve is 2. Using Corollary 9 with m = 2, we have a quasi-tight 2-framelet filter bank
{a; b1, . . . , b9}(1,...,9), where all the high-pass filters are differencing filters given by
b̂1(ξ) =
√
2
32
(1− e−iξ)2(1− e3iξ), b̂2(ξ) =
√
2
32
(1− e−iξ)2(e−iξ − e2iξ), b̂3(ξ) = 116(1− e−iξ)2(1− e2iξ),
b̂4(ξ) =
1
32
(1− e−iξ)2(e3iξ − e−iξ), b̂5(ξ) =
√
3
4
(1− e−iξ)2, b̂6(ξ) =
√
3
4
(1− e−iξ)2e−iξ,
b̂7(ξ) =
√
42
32
(1− e−iξ)3, b̂8(ξ) =
√
42
32
(1− e−iξ)3eiξ, b̂9(ξ) =
√
3
16
(1− e−iξ)2(e−iξ − eiξ),
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and 1 = · · · = 6 = 1 and 7 = 8 = 9 = −1. Note that the high-pass filters b5 and b6 have 2 vanishing
moments, while all other high-pass filters have 3 vanishing moments. Since sm(a, 2) ≈ 2.440765,
φ ∈ L2(R) and {φ;ψ1, . . . , ψ9}(1,...,9) is a quasi-tight 2-framelet in L2(R), where φ, ψ1, . . . , ψ9 are
defined in (1.25) with M = 2 and s = 9. Note that all the functions ψ1, . . . , ψ9 have at least 2
vanishing moments. See Figure 3 for the graphs of ψ1, . . . , ψ9.
(a) ψ1 (b) ψ2 (c) ψ3
(d) ψ4 (e) ψ5 (f) ψ6
(g) ψ7 (h) ψ8 (i) ψ9
Figure 3. Graphs of ψ1, . . . , ψ9 in Example 5, where {φ;ψ1, . . . , ψ9}(1,...,9) with 1 =
· · · = 6 = 1 and 7 = 8 = 9 = −1 is a compactly supported quasi-tight 2-framelet in
L2(R) with all their associated high-pass filters being differencing filters.
Example 6. Consider the two-dimensional low-pass filter
a =
−
1
16
1
8
− 1
16
1
8
3
4
1
8
− 1
16
1
8
− 1
16

[−1,1]×[−1,1]
.
Since sr(a,M√2) = 2 and vm(ua) = 4, according to the inequality in (1.24), the highest order of
vanishing moments that we can achieve is 2. Using Theorem 8 with m = 2, we obtain a quasi-tight
22 CHENZHE DIAO AND BIN HAN
M√2-framelet filter bank {a; b1, . . . , b7}(1,...,7), where
b̂1(ξ1, ξ2) =
√
2
2
(1− e−iξ2)2 −
√
2
256
(1− e−iξ1)(1− e−iξ2)(1− e−i(ξ2−ξ1)),
b̂2(ξ1, ξ2) =
√
2
2
(1− e−iξ2)2 −
√
2
512
(1− e−iξ1)2(e−2iξ2 − 1− 16e−i(ξ2−ξ1)),
b̂3(ξ1, ξ2) =
129
√
2
256
(1− e−iξ1)2 +
√
2
256
(1− e−iξ1)(1− e−iξ2)(e−iξ1 − 2 + e−i(ξ1−2ξ2)),
b̂4(ξ1, ξ2) =
√
2
2
(1− e−iξ2)2 +
√
2
256
(1− e−iξ1)(1− e−iξ2)(1− e−i(ξ2−ξ1)),
b̂5(ξ1, ξ2) =
√
2
2
(1− e−iξ2)2 +
√
2
512
(1− e−iξ1)2(e−2iξ2 − 1− 16e−i(ξ2−ξ1)),
b̂6(ξ1, ξ2) =
127
√
2
256
(1− e−iξ1)2 −
√
2
256
(1− e−iξ1)(1− e−iξ2)(e−iξ1 − 2 + e−i(ξ1−2ξ2)),
b̂7(ξ1, ξ2) =
1
8
(1− e−iξ1)2e−iξ1 ,
with 1 = 2 = 3 = 1, and 4 = 5 = 6 = 7 = −1. All the high-pass filters have at least 2 vanishing
moments. Since sm(a,M√2) ≈ 0.235724, φ ∈ L2(R2) and {φ;ψ1, . . . , ψ7}(1,...,7) is a quasi-tight M√2-
framelet in L2(R2), where φ, ψ1, . . . , ψ7 are defined in (1.25) with M = M√2 and s = 7. Note that all
the functions ψ1, . . . , ψ7 have at least 2 vanishing moments.
Example 7. For d = 2, we consider the following two-dimensional low-pass filter
a =

0 0 − 1
16
0 0
0 1
16
1
8
1
16
0
− 1
16
1
8
1
2
1
8
− 1
16
0 1
16
1
8
1
16
0
0 0 − 1
16
0 0

[−2,2]×[−2,2]
.
Since sr(a,M√2) = 2 and vm(ua) = 4, according to the inequality in (1.24), the highest order of
vanishing moments that we can achieve is 2. Using Corollary 9 with m = 2, we obtain a quasi-tight
M√2-framelet filter bank {a; b1, . . . , b19}(1,...,19), where all the high-pass filters are differencing filters
given by
b̂1(ξ1, ξ2) =
1
16
(1− e2iξ2)(1− e−iξ2)2, b̂2(ξ1, ξ2) =
√
6
8
(1− e−iξ2)2, b̂3(ξ1, ξ2) =
√
2
8
e−iξ1(1− e−iξ2)2,
b̂4(ξ1, ξ2) =
3
16
(1− e−i(ξ2−ξ1))(1− e−iξ1)(1− e−iξ2), b̂5(ξ1, ξ2) = 316(e−iξ1 − eiξ2)(1− e−iξ1)(1− e−iξ2),
b̂6(ξ1, ξ2) =
√
3
16
(1− e−2iξ2)(1− e−iξ1)2, b̂7(ξ1, ξ2) = 116(1− e2iξ1)(1− e−iξ1)2,
b̂8(ξ1, ξ2) =
√
6
8
(1− e−iξ1)2, b̂9(ξ1, ξ2) =
√
2
8
e−iξ1(1− e−iξ1)2,
b̂10(ξ1, ξ2) =
√
2
16
(1− e−iξ1)(1− e−iξ2)2, b̂11(ξ1, ξ2) =
√
2
16
(1− ei(ξ1+ξ2))(1− e−iξ2)2,
b̂12(ξ1, ξ2) =
√
2
16
(1− e−i(ξ2−ξ1))(1− e−iξ2)2, b̂13(ξ1, ξ2) =
√
10
32
(e−iξ1 − eiξ1)(1− e−iξ2)2,
b̂14(ξ1, ξ2) =
√
2
16
(e−2iξ1 − e−iξ1)(1− e−iξ2)2, b̂15(ξ1, ξ2) =
√
2
16
(1− ei(ξ1+ξ2))(1− e−iξ1)2,
b̂16(ξ1, ξ2) =
1
4
(1− e−iξ1)(1− e−iξ2), b̂17(ξ1, ξ2) = 14e−iξ1(1− e−iξ1)(1− e−iξ2),
b̂18(ξ1, ξ2) =
√
2
16
(1− e−i(ξ2−ξ1))(1− e−iξ1)2, b̂19(ξ1, ξ2) =
√
26
32
(e−i(ξ1+2ξ2) − e−iξ1)(1− e−iξ1)2,
with 1 = · · · = 9 = 1 and 10 = · · · = 19 = −1. Since sm(a,M√2) ≈ 1.801593, φ ∈ L2(R2) and
{φ;ψ1, . . . , ψ19}(1,...,19) is a quasi-tight M√2-framelet in L2(R2), where φ, ψ1, . . . , ψ19 are defined in
(1.25) with M = M√2 and s = 19. Note that all the functions ψ
1, . . . , ψ19 have at least 2 vanishing
moments.
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Without requiring differencing high-pass filters, using Theorem 8, we can obtain a quasi-tight
M√2-framelet filter bank {a; b1, b2, b3}(1,1,−1), where
b1 =
√
2
8
 0 −1 0−1 4 −1
0 −1 0

[0,2]×[−1,1]
, b2 =
√
6
8
0 −1 01 0 1
0 −1 0

[0,2]×[−1,1]
,
b3 =

0 0 − 1
16
0 0
0 1
16
1
8
1
16
0
− 1
16
1
8
−1
2
1
8
− 1
16
0 1
16
1
8
1
16
0
0 0 − 1
16
0 0

[−2,2]×[−2,2]
with vm(b1) = vm(b2) = 2, and vm(b3) = 4. Since sm(a,M√2) ≈ 1.801593, φ ∈ L2(R2) and
{φ;ψ1, ψ2, ψ3}(1,1,−1) is a quasi-tight M√2-framelet in L2(R2), where φ, ψ1, ψ2, ψ3 are defined in (1.25)
with M = M√2 and s = 3. Note that all the functions ψ
1, ψ2, ψ3 have at least 2 vanishing moments.
See Figure 4 for the graphs of φ, ψ1, ψ2, ψ3.
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Figure 4. Graphs of φ, ψ1, ψ2, ψ3 in Example 7, where {φ;ψ1, ψ2, ψ3}(1,1,−1) is a com-
pactly supported quasi-tight M√2-framelet in L2(R2) with at least 2 vanishing moments.
Example 8. For d = 2 and M = 2I2, we consider the following two-dimensional low-pass filter
a =

0 0 − 1
64
− 1
32
− 1
64
0 − 1
32
5
32
5
32
− 1
32
− 1
64
5
32
11
32
5
32
− 1
64
− 1
32
5
32
5
32
− 1
32
0
− 1
64
− 1
32
− 1
64
0 0

[−2,2]×[−2,2]
.
Since sr(a, 2I2) = 2 and vm(ua) = 4, according to the inequality in (1.24), the highest order of
vanishing moments that we can achieve is 2. Using Theorem 8 with m = 2, we obtain a quasi-tight
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2I2-framelet filter bank {a; b1, . . . , b5}(1,...,5), where
b1 =

1
16 0 − 516
0 12 0
− 516 0 116

[0,2]×[0,2]
, b2 =

0 0 − 516 0 116
0 0 12 0 0
1
16 0 − 516 0 0

[−2,2]×[0,2]
, b3 =

0 0 116
0 0 0
− 516 12 − 516
0 0 0
1
16 0 0

[0,2]×[−2,2]
,
b4 =

0 0 116 0 0
0 0 0 0 0
0 0 − 316 0 116
0 0 0 0 0
1
16 0 0 0 0

[−2,2]×[−2,2]
, b5 =

0 0 − 164 − 132 − 164
0 − 132 532 532 − 132
− 164 532 −2132 532 − 164
− 132 532 532 − 132 0
− 164 − 132 − 164 0 0

[−2,2]×[−2,2]
with 1 = 2 = 3 = 1 and 4 = 5 = −1. Note that vm(b1) = · · · = vm(b4) = 2 and vm(b5) = 4.
Since sm(a, 2I2) ≈ 0.885296, φ ∈ L2(R2) and {φ;ψ1, . . . , ψ5}(1,...,5) is a quasi-tight 2I2-framelet in
L2(R2), where φ, ψ1, . . . , ψ5 are defined in (1.25) with M = 2I2 and s = 5. Note that all the functions
ψ1, . . . , ψ5 have at least 2 vanishing moments.
Many more examples of quasi-tight framelets can be obtained by Theorems 1 and 8. We finish this
paper by discussing quasi-tight framelets for future research. First of all, it is important to explore
applications of the constructed quasi-tight framelets with directionality or high vanishing moments in
this paper. This in turn will provide us further insights and motivations for constructing quasi-tight
framelets with properties other than directionality or vanishing moments. Secondly, the number of
high-pass filters in Theorem 1 is often unavoidably large, due to the simple structure of all high-pass
filters. It is interesting to ask how to construct suitable low-pass filters so that the constructed quasi-
tight or tight framelets in Theorem 1 have good directionality while the number of high-pass filters
is reasonably small for applications. Thirdly, the directional quasi-tight framelets constructed in
Theorem 1 have only one vanishing moment while those obtained in Theorem 2 have high vanishing
moments but lack directionality. It is very natural to consider how to combine Theorems 1 and 2
with both directionality and vanishing moments. Lastly, due to the great flexibility in constructing
quasi-tight framelets as demonstrated in this paper, it is highly possible that one may be able to
combine known/famous filters (such as filters for edge detection and image processing) into a quasi-
tight framelet. Such custom-designed quasi-tight framelets may lead to interesting applications in
some areas. We shall leave these tasks as future research problems while only concentrate in this
paper on the theoretical investigation and construction of quasi-tight framelets.
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