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Abstract 
ABSTRACT 
There is increasing evidence that the initially generated excited state species in bulk heterojunction 
solar cell photoactive layers are critical to device performance. At present however, an understanding of 
the nature and dynamics of such excited states still remains limited. This thesis presents a study of the 
ultrafast exciton dynamics in bulk heterojunction organic and hybrid organic-inorganic solar cells. 
Fluorescence upconversion is used to elucidate the dynamics of such transient species allowing internal 
properties of the blend systems to be probed including changes in film morphology and ultrafast energy 
loss mechanisms. An understanding of such processes is an important step forward in the evolution of 
molecular semiconductor based solar cells. 
The first chapter focuses on the main experimental technique, fluorescence upconversion, and how this 
can be employed to study excited states. In particular, this section addresses one of the main 
unanswered questions in the field and attempts to correlate the exciton dynamics with the structure of 
the common photoactive polymer poly(3-hexylthiophene) (P3HT). Three structural variations of P3HT 
are studied and their exciton dynamics associated with differing internal processes occurring within the 
polymers. These include self localisation, and different types of long-range energy transfer mechanisms. 
The following two chapters build upon the knowledge of exciton dynamics obtained from the first 
chapter. First, a study is made of amorphous polymers with different acceptors, all based on phenyl-
C61-butyric acid methyl ester (PCBM). The distinct interactions of the PCBM-type molecules with the 
polymer results in different electron transfer dynamics, from which the exciton diffusion length of the 
polymer in real bulk heterojunction blends is extracted using a simple model. Second, the ultrafast 
excited state dynamics of a crystalline polymer with the same PCBM-type acceptors is studied. 
Correlation of these dynamics with thermal analysis of the blend films allows the morphology of the 
films to be extracted and allows two different mechanisms of microstructure development to be 
identified. 
In the final chapter, the effect of acceptor aggregation on exciton dynamics and charge generation 
yields in hybrid organic-inorganic blend films has been studied. Such aggregation has been shown to be 
essential for efficient charge generation in all-organic solar cells but has often been assumed to be less 
important in such inorganic hybrids. More aggregated acceptor nanoparticles are shown to not only 
result in greater than expected exciton quenching but are also shown to result in a greater yield of long-
lived charges. This study is extended to show that in-situ grown inorganic nanoparticles exhibit superior 
performance to standard pre-synthesised inorganics. 
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Chapter 1 
 
 
1. INTRODUCTION 
 
1.1. Our Unsustainable Reliance 
 
The world’s reliance on fossil fuels is reaching breaking point. This ‘crisis’, though not yet acute, is 
rapidly building in scale and reach; while proven coal reserves exist to sustain current production 
rates for 150 years,1, 2 some analysts predict that oil demand could outstrip production as early as 
2020.3 Combine these depleting resources with the desire for energy security and increasing 
environmental concerns linked to fossil fuel combustion, and the need for alternative forms of 
energy has never been more pressing, especially considering that the growth increase of large, 
rapidly developing countries such as India, China, and Brazil is coupled with a concomitant, and 
intensifying, demand for cheap, carbon-based fuels. 
There is now a general consensus that since the start of the industrial revolution in the mid 18th 
century, human production of green house gases has led to an increase in the average global 
surface temperature. This phenomenon is dubbed global warming and it has implications for all 
countries from rising sea levels and fluctuating climate patterns, to an increase in extremely 
disruptive weather events.4, 5 Carbon dioxide, the most abundant green house gas, is a by-product 
of fossil fuel combustion and its continued mass-production and atmospheric venting engenders 
environmental concern in societies throughout the planet. 
The concept of renewability, or of a renewable resource, is certainly not a new one, with some form 
or other having being practised for millennia. However, as fossil fuels have become increasingly 
hard to find and extract, the drivers of modern energy generation have started to think in these 
terms (as distinct from ‘free’). The public, and by extension governmental policy, have started to 
come to terms with the benefit, indeed necessity, of generating energy in a low-carbon, renewable, 
and reliable way. The sustainability (a term commonly used to cover all of the above) of a 
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generation technique, be it solar water heaters or a coal-burning power station, is now a major 
point of consideration and can reasonably be said to be second only to cost in importance. 
Put candidly, fossil fuels do not meet any sustainable energy targets; they release vast amounts of 
carbon dioxide and other green house gases into the atmosphere, they are a non-renewable, 
depleting resource, and their narrow supply chain precipitates energy security issues.6 However, as 
yet they are the only economically viable energy source that can possibly hope to meet the 
demands of today, let alone those of the future; for the time being it would seem, we are stuck with 
them. Realising this, or perhaps seeing an easy way ‘out’ of the problem, many countries have 
decided to introduce emission offset schemes, caps and reduction targets for themselves and their 
businesses.7 Although these are becoming more stringent, and are increasingly even inscribed in 
law, it is this author’s view that they detract from the cause of the problem: we are in effect treating 
the symptom not the infection – our reliance on fossil fuels. Indeed, in a much publicised recent 
article by Robert Socolow and Stephen PacaIa of Princeton University,8 they present the concept of 
‘wedges’ – certain, non-trivial actions that can be undertaken using today’s technology in order to 
limit future emissions. Of the fifteen possible actions presented (each of them a wedge), only seven 
of them must be introduced by the year 2050 in order to keep emissions at their current (2006) 
level. While there is no denying that future emissions cuts would be beneficial, it is worth noting 
that climate change is happening now; the wedges concept simply tries to curb its run-away 
expansion. It is the belief of this author that in order to curtail climate change the world’s reliance 
on fossil fuels must be broken and thus, if we wish to maintain our standard of living (a crucial, oft 
overlooked ‘choice’), alternative sources of energy must be found. 
 
1.2. Renewable Technologies 
 
In quantifiable terms, global energy demand is set to double from its current level of just over 
16 tera-Watts (TW) by the middle of the century, and triple by the year 2100.10, 11 Of this, power 
derived from existing renewable energy resources (excluding non-sustainable biomass) is currently 
around 4 % of the world’s total, with about three-quarters of this fraction being generated through 
the use of large-scale hydroelectric power plants.2, 7, 12 Comparing this small overall quantity with 
the combined value for oil, gas, and coal generated power which totals over 80% of the world’s 
energy generation,10, 12 and the massive infrastructure challenge facing us in converting from a 
‘carbon-economy’ to one dominated by ‘clean’ technologies cannot be taken too lightly. Moreover, 
the United Nation’s International Panel on Climate Change recently estimated that even if exploited 
Luke X. Reynolds                                                Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 24 ~ 
Chapter 1 – Introduction 
to their full potential, geothermal, wind, wave, tidal and hydroelectric power would be barely 
sufficient for the world’s present energy requirements, let alone those of the future.5 For instance, 
the cumulative energy in all the world’s tides and ocean currents amounts to less than 2 TW.5 This 
poses a serious question to the world – where is our future sustainable energy generation going to 
come from? It is this author’s view that the answer is certainly the solar resource (see Figure 1-1); 
the solar average at the Earth’s surface is 120,000 TW. Or, to put it another way, more energy from 
the Sun is incident upon the Earth in one hour than is currently consumed on the planet in one 
year.13 It is apparent from such a single astonishing statistic that one renewable resource, sunlight, 
could meet both the world’s current and future energy demands with ease. A statement from the 
U.S. Department of Energy helps to highlight the real potential for solar energy: “covering only 
approximately six percent of the African Sahara desert with photovoltaic cells that employ existing 
technologies would suffice to satisfy the worldwide demand for electricity, without detrimental effects 
for humans and the environment, as no greenhouse gases and noise would be emitted”.14 
 
 
Figure 1-1. A diagram from the World Energy Council9 which clearly provides all the incentive needed to fund and perform research 
into solar cells. The scaled cubes at the top represent annual world consumption and the total energy resources remaining on the 
planet for different types of non-renewable fuel. In comparison, the four bottom cubes represent the annual energy that could be 
extracted from renewable resources, along with that already extracted by photosynthesising plants. The enormous turquoise box 
represents the incident solar radiation at the surface of the Earth; it is truly astonishing in size. 
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Broadly speaking, there are four means with which to collect the Sun’s energy and convert it into 
something ‘useful’. The first broad technique is biofuels which involves the use of plants to convert 
the Sun’s energy into biomass, or to use a bio-engineered algae to convert the energy directly into a 
(probably liquid) fuel.15 While this technique is gaining ground in areas such as motor fuel, it is 
unlikely to become a large-scale electricity generation method due to its inherent competition with 
agricultural land. The second, solar heating, converts the Sun’s energy into heat, with many 
countries already utilising this technique for hot water generation – a simple scan of the rooftops of 
many Mediterranean towns for example, reveals rows of water tanks that absorb the Sun’s energy 
and display the effectiveness of this technology in this slightly specialised use. The third technique, 
concentrating solar, converts the Sun’s energy into heat which is subsequently used to drive a 
turbine. Typically, a reflector concentrates light onto a Stirling engine, or rows of reflectors 
concentrate sunlight onto a pipe containing oil which heats up and subsequently travels to an 
exchanger where it in turn heats water that goes on to drive a generator for electricity production. 
Neither solar heating nor concentrating solar pose any scientific challenges – they are well 
understood processes and their implementation depends just on engineering ability as well as the 
usual cost and social factors. They also have some inherent usage limitations – solar heating for 
example can only generate hot water, whereas concentrating solar is only feasible on a very large 
scale and thus can only supply electricity to the grid. The fourth technique with which to collect the 
Sun’s energy is photovoltaics (herein referred to as PV), the direct conversion of sunlight to 
electricity, and it is in this field that the main drive of primary energy research is being undertaken. 
PV modules as they are known come in many forms but they all share the same attraction – while 
large scale grid-feeding production is possible, mobile and micro-scale use is also perfectly feasible, 
potentially providing point of use power generation for every conceivable application from a car in 
Seville, to a remote Mongolian milking parlour. Consequently, if combined with an effective storage 
capacity (be it an efficient rechargeable battery, or the salt-melting facility of the Andasol 1 and 2 
plants in southern Spain16), then solar power, and in particular PV, is very promising. Nevertheless, 
for PV to be considered a serious competitor to (still comparatively cheap) fossil-fuel derived 
energy, then its price per unit energy must be taken into account; PV devices currently dominating 
the field are expensive,17 and so there has been a drive over the last few years to develop cheaper 
PV technologies which can dominate the long term. Despite this drive, is should be noted that a 
global medium term solution must be implemented which will certainly involve a combination of 
renewable generation techniques, most probably led by onshore wind power,7 which the UK’s 
Committee on Climate Change estimates is the only renewable energy generation technique that 
currently matches the price of fossil fuel generated power.18 
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Figure 1-2. Graph showing the comparative prices of some renewable energy generation techniques. PV can be seen to be much 
more expensive than other methods of energy generation, probably due to the fact that its improvement is more of a scientific 
issue than an engineering one; its potential certainly demands more research investment.  Image taken from reference 12. 
 
1.3. Photovoltaics 
 
In 1839 Alexandre Becquerel was the first person to observe the photoelectric effect, arguably the 
scientific discovery that marked the very beginning of the technology.19 However, realisable PV 
device technology did not arrive until 1954 when workers at Bell Laboratories, experimenting with 
semiconductors, accidentally found that silicon doped with certain impurities was sensitive to 
light.20 Since then, inorganic semiconductor based PV devices have been improved and refined and 
are now prevalent throughout society, albeit in a limited capacity: examples include the power 
modules on the International Space Station and parking ticket machines, to mobile phone chargers 
and an increasing number of residential rooftop installations. 
Global PV device production has been doubling roughly every two years since 2002 with a current, 
grid-connected installed power output of about 21 GW, of which 7 GW was added in 2009 alone.7 
Currently, silicon solar cells dominate this rapidly expanding commercial market for solar electricity 
(largely due to their highly developed technological base)21, 22 with power conversion efficiencies of 
15 % typical for most modules, whereas laboratory based cells can reach values of over 28 %23 which 
is very close to the thermodynamic limit of 33 %.24 While these efficiencies are impressive, 
competition with computer chip manufacturers has led to recent worldwide shortages in solar 
grade silicon and an ensuing price increase of PV modules; solar generated power still remains too 
expensive to compete on a global scale with fossil-fuel-generated power.12, 17 
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Figure 1-3. LEFT: The year-on-year growth of installed PV devices, almost exclusively crystalline or polycrystalline silicon. Off-grid 
applications have seen only a modest rise, whereas grid-connected supplies have shot up – a slightly unexpected trend given the 
‘traditional’ arguments for PV over large-scale fossil fuel generated power. RIGHT: Installed PV capacity by country. The market 
depends heavily on a few major players, notably Germany with its generous feed-in-tariffs, but costs can reasonably be expected to 
decrease as PV technology pushes into new worldwide markets. It is also pertinent to note that every single one of the major 
players is a developed country; poorer countries which cannot afford incentive schemes are not installing as much PV, even though 
they may benefit the most through reduced infrastructure costs. Both images reproduced from reference 7. 
 
1.4. Research Intentions of this Project 
 
In view of the fact that inorganic PV cells are expensive, a major research thrust has been into 
developing cheaper technologies. One such exciting technology is PV cells based on organic 
materials which have seen much development over the last decade. Initially based on small 
molecules, the advent of semiconducting polymers and soluble derivatives of C60 has opened up 
new research pathways with promising results. Semiconducting polymers are particularly attractive 
as they offer the prospect of PV devices that are chemically versatile, mechanically flexible and 
lightweight, and crucially, low cost on an industrial manufacturing scale; one not-entirely-joking 
remark often cited is that if a country has the technological ability to produce a plastic bag it should 
be able to make one of these devices. Despite their potential however, there are many obstacles to 
be overcome; current state-of-the-art devices consist of blended p-type conjugated polymer and 
C60 derivative, and reach efficiencies of only just over 8 %.
25, 26 
It is the intention of this thesis to give an example of the state-of-the-art research that is currently 
being used to develop such novel PV devices, with specific focus upon the use of laser-based 
transient optical spectroscopies. Within this overarching charge, this thesis will give the reader a 
general introduction to the solar cell, introduce organic and hybrid solar cells as potential 
alternatives to current inorganic devices, and present some novel research into the processes 
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occurring within such devices. Such research will focus upon several of the energy loss mechanisms 
related to these new device architectures including efficiency losses associated with charge 
recombination, poor charge transport and charge separation efficiency, and unfavourable nano-
morphologies. All of these factors have been identified as significant bottlenecks in the 
development of organic and hybrid solar cells and overcoming them is thus critical to device 
improvement. The specific aims of this thesis are laid out in section 2.6 as they require some 
supporting information prior to their inclusion. However, as with any research directed towards a 
specific technological application, the ultimate goal of that research is to improve the application. 
Sometimes this masks the varied strands of research that have led to the advancement of the 
technology, and this is certainly the case in solar cells where progress is measured by the absolute 
efficiency of PV devices, yet most researchers in the field do not make optimised devices. 
Considering this, it is fair to state that the ultimate goal of this research is the advancement of 
organic and hybrid organic/inorganic devices through an understanding of the energy and electron 
transfer processes occurring within them. 
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Chapter 2 
 
 
2. BACKGROUND AND THEORY 
 
This chapter introduces both the background and relevant theory which underpin the work presented in 
this thesis, and the current state-of-the-art scientific research being performed to develop next-
generation PV technology. It starts by summarising semiconductors as the basis of all current PV 
devices and continues with a discussion of how organic molecules can exhibit these same properties. 
From this, the working principles of current PV devices are examined before several of the key features 
arising from energy and electron transfer theories are summarised. Attention is then turned to 
innovative hybrid and polymer-based PV devices, and consideration is paid to how these highly 
promising, cost-effective, yet novel architectures differ from conventional devices. A comprehensive 
literature review of some of the recent progress in the field of hybrid and organic PV is then presented, 
with particular focus on some of the pioneering research being employed to overcome their limitations, 
specifically the study of the ultrafast processes happening within these systems. Some fundamental 
bottlenecks to device improvement are subsequently identified, and it is from these that the specific 
research aims and targets of this thesis are derived. 
 
2.1. An Introduction to Photovoltaics 
 
2.1.1. Semiconductors and Photovoltaics 
 
In order to make a PV device a material, or set of materials, must fulfil just two fundamental 
processes. First, it has to absorb sunlight to facilitate the formation of free charge as this is the 
source of energy that we are trying to harness; all the energy from the sun that is not absorbed by 
the solar cell is wasted as it patently cannot be harnessed by the device. Second, it must conduct 
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this free charge to a load where it can do work. One qualification of this is that in order to make a 
good PV device to drive charge to flow just one way through the circuit there must also be an 
inherent asymmetry in the device. Semiconductors have a number of interesting properties that 
fulfil these requirements, and as they are the only materials currently used in PV devices, it is 
imperative to understand these features. 
In single atoms, electrons are distributed according to Pauli’s exclusion principle, that is, across 
quantised energy levels that are eigenvalues of the quantum mechanical Schrödinger equation. The 
eigenfunctions that correspond to these energy levels give the probability of finding an electron in a 
given place around the nucleus, and the collective name for the energy and spatial distribution 
associated with each level is an ‘atomic orbital’ (AO). When two atoms are put together, a new 
Schrödinger equation is needed to describe both of the atoms at once (the molecule) and the 
solutions to this generate new molecular orbitals (MOs). The energy of the newly occupied orbitals 
is lower than those of the individual atoms and so they are called bonding molecular orbitals; there 
are also orbitals with a higher energy, and these are known as anti-bonding molecular orbitals. 
Progressive addition of atoms leads to large molecules with more molecular orbitals being occupied 
by more electrons. At some point, in a crystal for example, there are so many molecular orbitals 
that the energy levels cease to be discrete and appear to be continuous; these are termed ‘bands’ 
(see Figure 2-1). 
 
 
Figure 2-1. Schematic displaying a simple description of the formation of semiconductors from molecular orbital theory. In a 
diatomic molecule (far left), two AOs combine to give two MOs, one whose energy is higher (an anti-bonding MO) and one whose 
energy is lower (a bonding MO) than the constituent AOs. Since both electrons from the constituent AOs can occupy the bonding 
MO, it is energetically favourable to form a molecule. For each additional atom in the molecule, a further bonding and anti-bonding 
MO is added. If this process is continued, the orbitals’ energies cease to appear discrete and they form bands; the bonding MO band 
is called the valence band, and the anti-bonding MO is called the conduction band. If the bands overlap (far right) the crystal will be 
metallic. If there is a ‘band gap’ between the conduction and valence bands then the crystal will be either a semiconductor or an 
insulator depending on the size of the gap. 
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The IUPAC state that a semiconductor is a “material whose conductivity, due to charges of both signs, 
is normally in the range between that of metals and insulators and in which the electric charge carrier 
density can be changed by external means”.1 A semiconducting substance is therefore one in which 
the energy gap between the highest occupied molecular orbital (HOMO) and lowest unoccupied 
molecular orbital (LUMO) is in a certain range, often (completely arbitrarily) defined as between 
~0.5 and ~4 eV. In semiconducting crystals, the unfilled molecular orbital band is called the 
conduction band, the filled molecular orbital band is called the valence band, and the energy 
separation between the two is termed the band gap. Electrons may be promoted from the valence 
band to the conduction band by an external source of energy such as heat or light. This leads to 
semiconductor conduction as the electrons in the conduction band can be thought of as free due to 
the vast continuum of empty states available to them, and so they will drift under an applied electric 
field. Likewise, holes in the valence band can be thought of as positive charges free to drift, 
although in the opposite direction to the electrons. The intrinsic properties of a semiconductor can 
be, and often are, permanently altered by the addition of dopants to the material; each dopant 
atom added creates a free electron or hole in one of the bands and thus conduction increases. The 
conduction properties of the semiconductor can be controlled depending on the number of dopant 
atoms added; if added in sufficient quantities, semiconductors can be made to conduct almost as 
well as metals. If a semiconductor is better at conducting electrons it is known as an n-type 
semiconductor, if it conducts holes more efficiently it is known as a p-type. The juxtaposition of an 
n-type and p-type semiconductor creates what is known as a p-n junction which is a type of diode as 
it stops current flowing in one direction.2 This creates the inherent asymmetry needed for a 
practical PV device. With this in mind, and in view of the fact that 0.5 to 4 eV (the band gap) is 
equivalent to photon wavelengths of between 310 nm and 2480 nm and encompasses the entire 
solar spectrum, absorption of a photon from the sun will lead to promotion of an electron across the 
semiconductor band gap thus satisfying the two basic requirements for solar-generated free charge 
carriers. 
 
2.1.2. Organic Semiconducting Polymers as a Basis for Photovoltaics 
 
Semiconducting materials are not restricted to inorganic crystals – many organic materials are also 
semiconducting, an important technological breakthrough recognised through the award of the 
Nobel Prize in Chemistry 2000. As the bulk of this report deals with semiconducting organic 
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materials it is appropriate to look at where the energy gap arises from in a little more detail. This is 
done using polyacetylene, the simplest conjugated polymer, as an example. 
In polyacetylene, each carbon is connected to a hydrogen atom as well as two other carbon atoms, 
and it forms a flat trigonal planar conformation due to the sp2 hybridisation predicted by valence 
bond theory.3 In addition, there is a single electron in a p orbital left over after promotion and 
hybridisation. Molecular orbital theory predicts that the electron density of this p-orbital mixes with 
all of the other ‘extra’ p-orbital electrons belonging to other carbon centres on the polymer 
backbone, thus forming an alternating string of delocalised π molecular orbitals: a scheme to help 
explain this is shown in Figure 2-2. Hückel’s approximations show that these delocalised π 
molecular orbitals are split into a bonding π orbital whose energy is lower than the p orbitals from 
which it was formed, and an anti-bonding π orbital whose energy is higher (these are known as π* 
orbitals).3 Since there is one electron from each carbon, the new π bonding orbitals will be 
completely filled (giving a HOMO) and generating a delocalised electron cloud, whereas the π* 
orbitals will be completely empty (the LUMO). Similarly to inorganic systems, increasing chain 
length will cause the discrete energy levels to develop into bands and the difference between them 
(the HOMO-LUMO offset) becomes the band gap (c.f. Figure 2-1). If this is in the range described in 
section 2.1.1 then the material will be a semiconductor; once more the size of the band gap 
determines the materials intrinsic semiconducting properties. Hückel’s rules also predict that the 
band gap will decrease with increasing polymer conjugation length meaning a more red-shifted 
peak absorbance. Indeed, an infinite chain of polyacetylene is predicted to have no energy gap and 
to behave like a one-dimensional metal; in practice however, there is always an energy gap either 
due to an energetically favourable rearrangement known as Peierls’ Distortion, or to a cis/trans 
isomerisation. The absorption of a semiconducting organic polymer is therefore tuneable (up to a 
point) and polymers can in theory be fabricated that give a good overlap with the solar spectrum. 
However, achieving this perfect overlap is not quite so straightforward, meaning the design of 
perfectly absorbing and conducting polymers for PV devices is the subject of extensive research – a 
good review of this field is given in reference 4. It is important to note for organic solids that 
although individual molecules may satisfy the conditions necessary to be called a semiconductor, 
the charges are confined to that individual molecule. In order for three-dimensional conduction to 
take place therefore, charges must move between molecules resulting in anisotropic mobilities 
which pose significant challenges to organic PV researchers.5 
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Figure 2-2. A simplistic depiction of how conjugation occurs in an idealised chain of polyacetylene. The ‘spare’ p orbitals remaining 
after sp2 hybridisation of the carbon centres stick out of the plane of the backbone and overlap with neighbouring p orbitals to form 
alternating π bonds. 
 
2.1.3. Basic Working Principles of a Photovoltaic Device 
 
 
Figure 2-3. A current-voltage (JV) curve for a photovoltaic device measured in the dark (black dashed line) and under illumination 
(red line). The short-circuit current density (JSC) and open-circuit voltage (VOC) are shown, along with the point at which the device 
generates the most power. The fill factor (FF), a description of the ‘squareness’ of the curve, is given by the ratio of the pink and 
blue squares. 
 
A solar cell is essentially a diode with rectifying behavior and a photosensitive current source. PV 
devices are typically characterised by taking a current[density]-voltage (JV) curve that allows many 
of the fundamental characteristics of a single device to be observed at the same time, for example 
the short-circuit current density (JSC), the open-circuit voltage (VOC), and the rectifying behaviour of 
the semiconducting device. A schematic of a typical JV curve is shown in Figure 2-3 for a PV device 
in the dark (dashed line), and that same device under illumination (solid red line). In the dark, there 
is no current as there are no photo-generated charges being formed. On applying a voltage across 
the device however, non-photo-generated current develops and the driving forces for charge 
separation and transport are altered leading to different current densities. At 0 V the device is said 
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to be shorted, and in the dark no current will flow. Under illumination however, charges are 
generated and these drift to the electrodes thus giving the short-circuit current. At open-circuit 
conditions in an illuminated device, current has initially flowed building a potential difference (the 
open-circuit voltage) that exactly opposes the inherent driving force; at this point there is no overall 
driving voltage and no current flows. Figure 2-3 also shows the maximum power point at which the 
power output of the PV device is greatest (shaded pink). IV curves make it straightforward to 
calculate the maximum power conversion efficiency (η) for a device: 
   
    
   
  
        
   
  
        
   
 
Equation 2-1 
Where Pout and Pin are the power put into the device and the power extracted from it, and VMPP and 
JMPP are the voltage and current at ‘maximum power point’ respectively. However, it is more 
common and often more useful to give the efficiency in terms of VOC, JSC, and FF, the ‘fill-factor’, 
which is the ratio of the maximum power output possible (blue shaded area in Figure 2-3) to the 
maximum power output a device actually achieves (pink shaded area). 
In order to compare device efficiencies between the scientific and industrial community certain 
standards must be adopted. For solar cell testing the accepted standard is to test devices under 
AM1.5 conditions with a solar simulator. Air mass (AM) is a gauge for the length of atmosphere that 
light from the Sun travels through relative to the shortest route from the zenith to the ground. 
Thus, AM1.5 conditions mean a path length of 1.5 times longer than the shortest route; this 
corresponds to an angle of 48.2°, an irradiance of 1000 W/m2 and 25 °C.6 
In reality, solar cells never display ideal diode behaviour because power is dissipated through 
parasitic series and shunt resistances. An equivalent circuit for a solar cell is shown in Figure 2-4 that 
allows a better understanding of the non-idealities shown in the curve in Figure 2-3. The series 
resistance (Rs) arises due to the resistance of the cell materials and contacts and should ideally be 
zero. The parallel shunt resistance (Rsh) should be infinite in a perfect solar cell. In a non-ideal device 
it is lowered due to leakage losses within the solar cell arising from alternative pathways through 
the device. The shape of the IV curve gives an indication of how Rs and Rsh limit performance: both 
cause the fill factor to decrease; a non-zero Rs decreases the slope of the curve near VOC as it means 
the current is not increasing with voltage at the ideal rate; and a lower than infinite Rsh leads to a 
slope in the IV curve near JSC due to leakage losses. 
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Figure 2-4. The equivalent circuit for a solar cell comprising a current source (delivering ISC), a diode, and two resistances which 
represent the non-ideality within the device – a shunt resistance (Rsh) in parallel, and a series resistance (Rs) in series. 
 
2.1.4. Operational Principles of an Organic Photovoltaic Device 
 
In semiconducting materials, absorption of a photon gives rise to bound electron-hole pairs in the 
bulk. These are known as excitons. In inorganic materials such as silicon, these Wannier-Mott 
excitons have a radius much greater than 10 nm and exciton separation to free charges is easily 
achieved by thermal energy at room temperature. In conjugated polymers on the other hand, so-
called Frenkel excitons are formed; these are much more tightly bound due to their spatial 
confinement on a molecule and the generally low dielectric constant of the material they are 
formed in.7 A visual representation of the difference in these types of excitons is shown in Figure 
2-5. As a consequence of this much stronger binding, these excitons will not be split by the thermal 
energy provided at room temperature and so in order to avoid their radiative recombination and the 
resultant energy loss, a driving force greater than the binding energy must be inbuilt such that the 
charge separation process becomes energetically downhill. 
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Figure 2-5. Visual representation of (a) Wannier-Mott excitons such as those found in high dielectric constant materials such as 
crystalline silicon, (b) Frenkel excitons such as those found in low dielectric constant organic materials.  
 
The structure of the simplest organic device is shown in Figure 2-6-a. This device consists of a layer 
of organic material sandwiched between two contacts that differ in their work function. These are 
typically indium-tin-oxide (ITO) and a low work function metal such as calcium, magnesium, or 
aluminium. In these single layer devices however, the electric field generated by the difference in 
work function of the electrodes is not generally sufficient to achieve charge separation, although 
the excitons may be split at trap sights within the active layer.8 It is pertinent to comment here that 
this is the reason photovoltaic cells with an active layer comprising solely of pristine conjugated 
polymers give power conversion efficiencies in the range of 10-3 – 10-2 %,9, 10 too low to be used in 
practical applications. A more effective method of organic PV device fabrication involves the use of 
two or more active compounds with electrical band gaps offset by more than the exciton binding 
energy. The simplest system in which this can be achieved is with the use of a bilayer (see Figure 
2-6-b) based on the interface between two films of organic molecules (a ‘donor’ and an ‘acceptor’), a 
technique pioneered by Tang in 1986.11 Figure 2-7 is a schematic depicting the relative energy levels 
of two organic semiconducting active layers at the interface between them. The compound with 
the larger electron affinity (EA) is termed the acceptor whereas the compound with the smaller 
ionisation potential (IP) is referred to as the donor. If an exciton is formed in the donor then the 
offset in the LUMO levels provides the energy needed to split the exciton. Similarly, if the exciton is 
formed in the acceptor then the offset between the two compounds HOMO levels determines 
whether full dissociation will occur.12 The separated electrons and holes are then free to move to 
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their respective electrodes. As discussed above, excitons in organic semiconductors can only diffuse 
on very short length scales, typically 10 nm, before recombining, often radiatively. In addition, 
charge separation only occurs efficiently at donor/acceptor interfaces with larger band offsets than 
the exciton binding energy. However, this splitting does correspond to an exothermic pathway for 
dissociation and the kinetics of the process have been shown to be ultra-fast (of the order femto to 
picoseconds).9, 13-17 This is much faster than the relaxation times of the exciton and so can lead to 
high separation efficiencies. Consequently, to maximise exciton dissociation and therefore device 
efficiency, excitons must be generated as close as possible to an interface, and ideally within around 
10 nm. Therefore, in order to maximise charge separation the active layers of these devices must be 
very thin meaning photon absorption is sacrificed and as such, this morphology is not suitable for 
conjugated polymers. The development of the bulk heterojunction device18 (see Figure 2-6-c) has 
gone some way towards achieving a compromise between high charge separation efficiency and 
high photon absorption. Bulk heterojunctions use two blended materials (and are consequently 
generally referred to as ‘blends’) to give a high interfacial area; their mesoscopic morphology 
produces a chaotic interface with a large area and nanometre to micrometre sized domains. If the 
length scale of the blended materials is similar to the exciton diffusion length then wherever an 
exciton is generated it is probable that it will diffuse to an interface and dissociate, an effect that 
was initially reported for a blend of two conjugated polymers.19 
 
 
Figure 2-6. Schematic showing progressive PV device architectures: a) monolayer device b) bilayer device c) bulk heterojunction 
(blend) device d) nanostructured bulk heterojunction device. Current state of the art devices utilise architecture [c], but it is 
postulated that architecture [d] may represent the ‘ideal’ morphology. 
 
However, the essentially random mix of components in the bulk heterojunction architecture leads 
to a number of problems. For example, the formation of isolated, island domains that are not 
connected to a contact have inherent exciton recombination and charge transport problems. Also, 
the presence of donor material at an electron withdrawing contact (or acceptor material at an 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 40 ~ 
Chapter 2 – Background and Theory 
injecting contact) leads to an increased series resistance as well as shunt resistance losses. 
Furthermore, there is some evidence that these morphologies are intrinsically thermodynamically 
unstable resulting in phase separation with time, thus making blends unsuitable for devices that 
must have a useable lifetime of at least ten years.20 Regardless of these problems, current state of 
the art organic devices use a polymer/small molecule blend architecture and reach efficiencies of 
8.3%.21 It should be noted that much work is being done to optimise the morphology of such films in 
an attempt to emulate something postulated as the ‘ideal’ morphology represented by Figure 2-6-
d; such inter-digitated, wired domains would allow both efficient charge separation, as well as 
excellent charge transport. Developments in this field are examined later on in section 2.4, and 
novel research is discussed in Chapter 7, but has attempted to utilise spontaneous self-assembly as 
is the case with organic block copolymers22-26 as well as the use of scaffolds of, and for, inorganic 
materials.27-29 
 
 
Figure 2-7. An illustrative scheme of the electronic states present in an organic semiconductor heterojunction device. The 
compound with the smaller ionization potential (IP) is known as the donor (of electrons), while that with the larger electron affinity 
(EA) is referred to as the acceptor (of electrons). In this scheme an exciton is generated in the donor before being split by the energy 
difference between LUMOs such that the electron moves to the acceptor. 
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2.2. Scientific Concepts 
 
2.2.1. Absorption and Emission 
 
This section summarizes the interaction of light with conjugated polymers which is the basis of a 
large proportion of the results presented in this thesis. It covers both absorption and emission 
(specifically fluorescence) and links structural properties of the material with observed events. 
The processes of absorption and emission in a conjugated molecule are shown in Figure 2-8. Part (a) 
shows the energies of the ground (S0) and first excited (S1) states which are represented by their 
respective molecular potential energy curves adopting the Born-Oppenheimer approximation,3 
where the approximation assumes that the wavefunction of an electronic state is the product of 
electronic and vibrational wavefunctions, and the total energies of ground and excited states are 
the sums of electronic and vibrational components. In this manner, vibrational energy is linked to 
electronic transitions and changes in the electronic energy level are accompanied by vibrational 
reconfiguration to take into account the atomic positions of the nuclei; the transitions are thus 
referred to as vibronic. Transitions from the ground state to the excited state are induced by 
absorption of photons with energies corresponding to the HOMO-LUMO energy gap as indicated 
by the vertical blue arrows. The probabilities of these transitions are governed by the Frank-Condon 
principle which states that because the nuclei are so much more massive than the electrons, nuclear 
movements are slow compared to electronic transitions.3 Hence, during any electronic transition 
there is no change in the molecular geometry and the nuclei are considered as being of fixed 
position. The most likely transitions are therefore ones in which the excited state geometry after 
the vertical transition is well matched with the initial ground state configuration – the vibrational 
wavefunctions overlap well. 
Figure 2-8 also shows fluorescence emission (red arrows, referred to throughout this report as 
simply ‘emission’) of the conjugated polymer from the first excited state to the ground state. 
Similar to absorption, emission can occur to any of the vibrational states of the electronic energy 
level being moved in to, and as the spacing between these in the S0 state are typically relatively 
similar to the spacing between the vibrational levels in the S1 state, emission spectra are in general 
the mirror image of absorption spectra. The most likely transitions will still be governed by the 
Frank-Condon principle however. In addition, Kasha’s rule states that emission will occur 
predominantly from the lowest vibrational energy level due to rapid vibrational relaxation.30 
Consequently, the emission spectra with generally be lower in energy than the absorption spectra 
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resulting in a Stokes shift, the difference between the lowest energy 0→0 absorption transition and 
the highest energy 0→0 emission transition. The Stokes shift is largest when there is considerable 
structural rearrangement between the excited and ground states as this leads to more 
thermalisation energy losses in the excited state, and hence lower energy fluorescence transitions. 
Part (b) shows the idealised absorption and emission spectra as a function of wavelength – it is clear 
how the Stokes shift and Kasha’s rule affect the profiles of the spectra, although the wavefunction 
overlaps (and therefore the derivation of the peak intensities) are not displayed. It should be noted 
that peak broadening occurs as a result of a range of conjugation lengths within the polymer 
altering the energy levels between sections, and also due to thermal fluctuations within the 
molecule. 
 
 
Figure 2-8. Schematic representation of absorption (blue) and emission (red). (a) shows the ground (S0) and first excited (S1) 
electronic states represented by molecular potential energy curves and containing a series of numbered vibrational levels.  
Absorption occurs predominantly from the lowest vibrational level of the ground state to any of the vibrational levels in the excited 
electronic state with a probability governed by the Fermi golden rule. Due to Kasha’s rule emission generally occurs from the 
lowest vibrational state of the S1 level to any of the vibrational levels of the ground state. In (b) the spectra resulting from these 
transitions can be seen with the characteristic mirror image being observed due to the similarities in spacing between the 
vibrational levels in both the S0 and S1 states. The Stokes shift is the difference between the 0→0 absorption and the 0→0 emission 
energies. 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 43 ~ 
Chapter 2 – Background and Theory 
2.2.2. Energy Transfer 
 
Energy transfer is an important process in conjugated organic systems where the diffusion of 
excitons to a donor/acceptor interface is critical to the function of a device. As such, an 
understanding of these processes can be directly translated into new design rules for organic PV 
devices. In addition, the study of these transfers can elucidate other critical processes within a 
device so opening up new investigative pathways. The role of energy transfer as a loss mechanism 
in organic solar cells is discussed more fully in Chapter 4. 
The two standard mechanisms by which excitation energy can be transferred between molecules, 
Dexter and Förster, are outlined here along with their range of applicability and limitations. 
Additionally, coherence energy transfer is briefly introduced as a new transfer mechanism which 
has found some success in describing energy transfer in conjugated polymer systems. 
 
 
Figure 2-9. Schematic representations of the mechanisms of Förster (upper) and Dexter (lower) electronic energy transfer. Förster 
energy transfer occurs by the exchange of a virtual photon (‘hν’) and requires a Coulombic interaction between the transition dipole 
moments of the donor and the acceptor. Dexter energy transfer occurs by a double electron exchange between the donor and 
acceptor and depends on the electronic coupling between both species. 
 
2.2.2.1. Dexter Energy Transfer 
 
Dexter energy transfer is a collision-based energy transfer mechanism and as such can occur in the 
limit of small intermolecular separation where the donor and acceptor electron orbitals can overlap. 
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The mechanism can be thought of as a two electron transfer process where the electron in the 
excited state of the donor is transferred to an excited orbital on the acceptor; simultaneously, an 
electron is transferred from the ground state of the acceptor to a ground state orbital of the donor 
as depicted in Figure 2-9. The rate, kET, is exponentially dependent upon the intermolecular 
separation, R, as would be expected from an electron tunneling mechanism: 
         (
  
 
) 
Equation 2-2 
Where L is the sum of the van der Waals radii of the donor and acceptor and J is the spectral overlap 
integral: 
  ∫  ( )  ( ) 
    
Equation 2-3 
Where FD is the normalised donor emission, and εA is the extinction coefficient of the acceptor. The 
two electron nature of the Dexter transfer mechanism means that there is no need to conserve spin 
during this process. As such, the mechanism is often invoked as the framework to describe spin-
forbidden energy transfers to and from triplet states. 
 
2.2.2.2. Förster Resonant Energy Transfer 
 
The framework used to describe energy transfer involving singlet excitons is often chosen as Förster 
resonant energy transfer (FRET) which involves the through-space Coulombic interaction of the 
donor and acceptor transition dipoles.31 For a single donor and acceptor the rate of energy transfer, 
kET, is given by the Förster equation which is obtained from perturbation theory:
3, 30, 32 
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Equation 2-4 
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Equation 2-5 
Where r is the centre-to-centre distance between the donor and acceptor, and R0 is the Förster 
radius, the distance at which the rate of energy transfer is equal to the radiative decay of the donor 
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in the absence of the acceptor, τD. Equation 2-5 expresses the Förster radius in terms of the 
quantum yield of the donor emission in the absence of the acceptor ϕD, the orientation factor κ
2 
(which is usually assumed to equal ⅔ for rotating molecules in solution), the dielectric permittivity 
of the medium ε, Avogadro’s number NA, and the spectral overlap integral from Equation 2-3. 
Förster theory is based upon the measurement of small donors and acceptors in solution and has 
been shown to be insufficient in the description of the energy transfer happening in the solid films 
of solar cells. Specifically, inaccuracies arise due to dimensionality effects in solid films, and from 
the fact that the point-dipole assumption in Förster theory is much less applicable to solids. 
Extensions of the theory to solid-state and nanoscale systems have thus revealed several important 
modifications that are applicable to organic photovoltaics. 
The first reason for the failure of Förster theory to correctly describe the intermolecular energy 
transfer rates is due to the reduced dimensionality of molecular arrangements in the solid-state. At 
an interface between domains of two different materials as in a blended film, the Förster 
dependence factor reduces from R-6 to R-3. The consequence of this, which has already been 
shown,33 is to increase the range (by a considerable amount) over which the Förster transfer can 
operate. 
The second reason for the shortcomings of traditional Förster theory in these systems stems from 
the assumption that intermolecular separations are large compared to the size of the molecules, 
thus allowing the molecules to be approximated as point dipoles and the fine details of the 
molecular structure to be averaged out. In reality, energy transfer in conjugated polymeric systems 
strongly depends upon the distance and orientation between both the donor and acceptor. For 
example, the types of polymers used in solar cells often adopt a rod-like structure due to the 
planarisation induced by backbone conjugation – a significant deviation from the idealised point-
dipole structure. Several attempts have been made to describe these non-ideal systems within the 
Förster framework. Beljonne et al have used a distributed monopole approximation which considers 
the intermolecular coupling as a sum over couplings between different parts of the molecule and 
thus takes into account their shape.34 On the other hand, McGehee et al have used a dipole-slab 
approximation to more accurately represent a single excited donor at the interface with an acceptor 
domain.35 
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2.2.2.3. Coherent Energy Transfer 
 
Recently, the phenomenon of quantum coherence has been demonstrated as an energy transfer 
mechanism in both photosynthetic reaction centres36 and in conjugated polymers at room 
temperature.37 Quantum coherence energy transfer occurs when the intermolecular coupling 
strength between the donor and acceptor is greater than, or similar to, the dephasing constant 
(which describes how the system interacts with the environment) and thus the exciton experiences 
some level of delocalisation.38 The quantum mechanical nature of the states allows the exciton to 
sample several sites for electronic energy transfer simultaneously and select the site with the lowest 
energy (it has also shown to be a mechanism of intrachain electronic energy transfer39). This 
mechanism contrasts with the classical incoherent hopping mechanism in which the excitation 
moves randomly, dissipating energy at each step and sampling just one state at any time. The 
implication for organic donor/acceptor PV systems is therefore that the rate of electronic energy 
transfer is controlled by the intermolecular coupling strength, and not the overlap integral between 
the acceptor absorption and donor emission. 
 
2.2.3. Electron Transfer 
 
Electron transfer from a donor to an acceptor is commonly rationalised using the semi-classical 
non-adiabatic Marcus theory of electron transfer, initially developed in 1956,40 which has 
successfully been applied to photoinduced charge transfer in conjugated polymer blends.41-43 
Marcus theory considers the reactant and product potential energy surfaces as two simple 
intersecting parabolas (typical of harmonic oscillators), with the displacement coordinate 
corresponding to the motion of all nuclei in the system as illustrated by Figure 2-10. Electron 
transfer must occur at the intersection point in order to satisfy the Frank-Condon principle which 
states that electronic transitions are so fast they can be regarded as taking place in a stationary 
nuclear framework; this is the only point that the initial and final states of the transfer process have, 
simultaneously, the same molecular geometries and the same potential energy. Therefore, in order 
for isoenergetic electron transfer to occur, thermally induced vibrational fluctuations must bring the 
geometry of the reactant state to the intersection point. The rate of electron transfer can thus be 
described in terms of the Frank-Condon factor (FC, the ‘probability’ that the initial and final states 
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have the same molecular geometries and the same potential energy), and the electronic coupling of 
the donor and acceptor wavefunctions in terms of their overlap, HAB: 
    
  
 
   
         
Equation 2-6 
Accordingly, the electron transfer process can be considered an activated process with an activation 
barrier, ΔG†, which Marcus theory states is a function of the Gibbs free energy, ΔG° (the 
thermodynamic driving force for the reaction), and the reorganisation energy, λ. 
    
(  °   ) 
  
 
Equation 2-7 
The reorganisation energy is the energy required to bring the reactant and its surrounding medium 
to the equilibrium geometry of the product state. It can be considered to consist of a contribution 
from the reactant molecule, i.e. vibrations, and a contribution from the surrounding medium, i.e. 
the reorientation of solvent molecules to stabilise the product. The rate constant for electron 
transfer, kET, can then be rewritten in the Arrhenius form, where the pre-exponential factor contains 
the electronic coupling term described earlier, and the exponent contains the activation energy 
term: 
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Equation 2-8 
Where kB is Boltzmann’s constant and T is temperature. It should be noted that this treatment is 
semi-classical as the electronic coupling is considered quantum mechanically but the nuclear 
motion is considered classically, although the theory can be extended to treat the nuclear motion 
quantum mechanically by analysing the FC factor in terms of nuclear tunnelling.44 
The exponential term in Equation 2-8 predicts that as -ΔG° increases so too does the electron 
transfer rate. The maximum rate is reached when there is no barrier to the transfer, when ΔG° = -λ, 
which corresponds to a cancellation of the reorganisation energy term by the standard reaction 
Gibbs energy. In addition, as the process becomes more exergonic, ΔG† increases again and the rate 
constant for the process decreases once more; this is known as the Marcus inverted region and has 
been observed experimentally.45 It is worth noting that the above theory may need to be modified 
for solid films due to the presence of a conduction band of acceptor states rather than a discrete 
molecular level; this requires integration of Equation 2-8 over the density of available states.46 
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Figure 2-10. Potential energy surfaces for the reactant ground state (D/A), reactant excited state (1D*/A), and product (D+/A-) for 
the non-adiabatic Marcus theory of electron transfer. The intersection between the reactant 1D*/A surface and product D+/A- 
surface represents the free energy and nuclear displacement (Q) that the reactant must achieve for the reaction to take place. 
 
2.3. Recent Advances in the Field of Organic Bulk Hetero-Junction 
Photovoltaics 
 
The field of organic bulk heterojunction devices is based either entirely on small molecules or on 
polymers either solely, or in mixtures with small molecule as discussed above. In this section the 
reader will be introduced to each of these methods and certain aspects of their limitations or factors 
affecting their lack of research investment will be outlined, before polymer/small molecule devices 
are focused on as they account for the vast majority of the work recently published in the research 
literature: for polymer/small molecule devices an overview of the processes and steps that have 
been recognised as being key to the function of this type of organic solar cells will be outlined along 
with the key discoveries that have advanced the technology. 
Solar cells based on small organic molecules were first used in 1986 in Tang’s seminal bilayer 
device.11   However, despite having a head-start of 10 years over polymer-based cells, they have not 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 49 ~ 
Chapter 2 – Background and Theory 
received the same volume of recent attention, probably due to their fabrication technique – small 
molecule solar cells are typically fabricated by molecular beam deposition. This is an ultra-high 
vacuum technique that allows thin layers of blends or multiple layers of small molecules to be 
deposited onto a substrate by sublimation; it gives excellent control over the growth of the 
materials on the substrate, but appears to be prohibitively expensive, possibly for manufacturing, 
but certainly for university-based research which, as is so often the case, has been the driver of this 
emerging technology. However, small molecules are generally easier to purify and produce than 
polymers facilitating improved control and reproducibility of devices. Indeed, recent advances in 
solution-processable small molecules47-49 suggest that this field not only has a lot to offer to the 
development of novel solar cells, but could potentially surpass polymer-based architectures. 
Another facet of organic bulk heterojunction devices is the polymer/polymer devices: solar cells 
made from a mixture of two conjugated polymers. Such systems are attractive due to their 
excellent absorption potential, generally high open circuit voltages, and the fact that their solution 
processability favours their commercialization. To date however, their efficiencies have been low 
probably due to their lack of fine intermixing; the polymers are generally fairly immiscible and so 
phase segregate into domains that are less than optimum for efficient exciton separation which 
limits their fill factors and gives poor collection efficiencies.50-52 Some methods have been employed 
to overcome this miscibility issue including the utilisation of block copolymers where the covalent 
linkage between the blocks constrains the components to separate no further than the size of the 
block length thus creating micro-domains and giving efficiencies higher than the equivalent blend 
of homopolymers.25, 53, 54 This system shows some promise but as yet efficiencies are still low, not 
exceeding 0.5 %,22 probably due to fast recombination of charges. 
The third aspect of organic bulk heterojunction devices is that of polymer/small molecule blends. 
Such blends have shown the most promise for efficient solar cells after the discovery of fast 
photoinduced electron transfer at the interface between a semiconducting polymer and 
buckminsterfullerene, C60 and its soluble derivatives (most notably [6,6]-phenyl-C61-butyric acid 
methyl ester, PCBM, the workhorse acceptor in this field), provided a molecular approach to 
improve carrier generation and collection efficiency.17 Current devices have reached power 
conversion efficiencies above 8 %55, 56 and predicted lifetimes above 20,000 hours57 which are 
thought to be values close to those required for entering the commercial market, although for 
large-scale energy generation the efficiencies and lifetimes must be substantially increased. The 
processes of charge generation and transport with polymer/small molecule (and indeed in all 
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organic PV) solar cells are believed to occur in a number of sequential steps: namely, exciton 
generation and dissociation, charge dissociation, and charge collection. 
In polymer small molecule blends excitons are generally formed in the polymer donor which can 
absorb much more of the solar spectrum than the small molecule (although it should be noted that 
this can, indeed does, absorb, at least in the ultraviolet). However, any energy not absorbed is 
instantly lost to the system thus it is absolutely critical to absorb more; this is typically done by 
reducing the band gap of the polymer. Since the invention of the bulk heterojunction favoured 
classes of polymers have shifted from poly(phenylenevinylene) (PPVs, the best of which is known as 
MDMO-PPV and has a band gap 2.3 eV and reaches efficiencies of 2.5 %58) to poly(thiophene) 
(typically P3HT with a band gap of 1.9 eV and efficiencies generally in the range of 4-5 %,59 although 
6.5 % has been reported60, 61). P3HT/PCBM has been the principle system for the massive explosion 
of interest in the field and so has been the focus of many studies, it is also predicted to be studied 
further (see Chapter 6 for an example of further research) until another ‘standard’ polymer system is 
developed.59 Accordingly, there is a current research drive to develop next generation polymers 
with a band gap lower than 1.9 eV to absorb more of the spectrum. One promising approach is 
donor-acceptor polymers, which contain alternating electron-rich and electron-poor moieties; this 
often results in a lower band gap and is also thought to facilitate charge separation due to the 
spatially separated excited state configuration.62 Promising early examples include  poly[2,6-(4,4-
bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,3-b']-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] 
(PCPDTBT) which has a band gap of 1.46 eV and can give 5.5 % efficient solar cells,63 and poly[N-9”-
hepta-decanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-benzothidiazole)] (PCDTBT) which 
has a band gap of 1.88 eV and a published efficiency of 6.1 %,64 both in blends with [70]PCBM. This 
class of polymers are also thought to be the main component in record devices which is 
encouraging as we can look forward to efficiency improvements as the availability of next-
generation polymers becomes more widespread. One note of caution to this band gap lowering 
approach is that it is important not to raise the donor HOMO level carelessly, as the donor HOMO 
and acceptor LUMO energy difference has been correlated to the open circuit voltage.65 It is also 
imperative not to lower the donor LUMO too much as the difference in electron affinities provides 
the driving force for charge separation. Thus it is probably best to develop new donors in tandem 
with new acceptors allowing a ‘global’ analysis of energy levels in the system. The wide variety of 
processes occurring in the device between absorption and charge dissociation are discussed in 
section 2.5. 
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After charge separation we come to the conundrum of charge generation, which is not a well 
understood process; essentially, electron transfer seems not to directly generate dissociated charge 
carriers, but rather a bound electron-hole pair with partial spatial separation: a so-called charge 
transfer (CT) state. These states consist of a hole localised on the HOMO of the donor, and an 
electron on the acceptor LUMO and have been observed using several different techniques.66-69 The 
fact that these charges are on adjacent molecules means that the electron-hole separation is of the 
same order of magnitude as the molecular species (0.5-1 nm) and thus they still feel Coulombically 
attracted to each other such that the charges cannot be identified as two independent entities; we 
instead refer to it as a CT state. Several researches have employed a point charge approximation to 
estimate the magnitude of this Coulomb attraction giving CT state binding energies in the range of 
0.1-0.5 eV.70-72 This binding value is often less than the exciton binding energy due to the increased 
spatial separation of the electron and hole, but it is clearly much greater than the available thermal 
energy (0.025 eV), and as such it represents a barrier to photo-induced charge generation in these 
systems. CT states can undergo any one of four decay processes which are outlined in Figure 2-11. 
The first, thermal re-excitation to the exciton, has only been observed in a few systems and is not a 
major pathway.73 Two parasitic decay pathways exist: the CT state can undergo geminate 
recombination to either the ground state or a triplet exciton, T1, depending on the energy level of 
the triplet and the spin of the CT state. Alternatively, the CT state can undergo the desired process 
of charge separation to free carriers. It has been shown in studies by Veldman et al74 and Ohkita et 
al75 that the majority of the free energy required to drive the generation of free charges is not 
needed to drive the electron transfer from the exciton, but rather it is associated with the 
dissociation of the CT state. Recently, variations in charge photogeneration from CT states has 
been described using modifications of Onsager theory which considers the likelihood of dissociation 
upon the excess thermal energy a CT state has. Charge separation occurs from so-called ‘hot states’ 
which correspond to the crossing point from Marcus theory in section 2.2.3 – see reference 76 for a 
clear overview of the application of this theory to the field of polymer PV devices. One further 
significant property of CT state dissociation is the domain size – it has been noted that if the domain 
size is smaller than the Coulomb capture radius then geminate recombination will occur as the 
charges are not able to ever escape one another efficiently.77 It appears that this detail is a further 
factor that must be considered when trying to generate the optimum morphology of the blend film 
as discussed below.  
Once fully separated, free charges have been generated, they are free to move to the electrodes. In 
polymer/PCBM devices the electron mobility in PCBM (after correct processing) is equivalent to, or 
slightly better, than the hole mobility in the conjugated polymer.78 However, charge collection is 
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critically dependent upon the morphology of the film – in order to extract the maximum number of 
free charges all of the component domains must be electrically wired to the electrodes to prevent 
recombination in island areas. Achieving this bulk-connected (ideally bi-continuous) optimal phase 
segregation has proved to be a major research challenge (and hence major obstacle) coupled as it is 
with a desire to have fine intermixing to maximise charge separation efficiencies. Several studies, 
most commonly on P3HT/PCBM blends, have shown that the tailoring of the film morphology is 
critical to the performance of the device. This could be through altering the fabrication conditions 
such as the solvent the blend is spin-coated from,79, 80  or through a post-fabrication procedure such 
as thermal or solvent annealing of the spin-cast blends which has been shown to be a necessary 
step to achieve an optimum performance; 81-85 the resulting morphology exhibits increased phase 
segregation and larger domains improving charge transport. Unfortunately, the response of each 
polymer/small molecule combination to such processes cannot presently be determined or 
predicted and so achieving a favourable film morphology using novel donor and acceptor materials 
is a key challenge. 
 
 
Figure 2-11. State description of charge separation in organic solar cells. Light absorption (a) promotes the donor or acceptor to an 
excited singlet state, S1, which can decay back to ground (i) or to a triplet state, T1, via intersystem crossing (j). The exciton could 
also experience electron transfer (b) leading to an interfacial charge transfer (CT) state which can subsequently fully dissociate to 
free charges (c). These free charges can diffuse to the electrodes (d), or undergo bimolecular recombination (e) to the ground state. 
The CT state can also be thermally regenerated to an exciton (h) or decay via geminate recombination to either the ground state (f) 
or the triplet exciton (g) depending on the spin of the CT state. 
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2.4. Recent Progress in the Development of Hybrid Organic-Inorganic Bulk 
Heterojunction Photovoltaics 
 
Thus far we have mainly been discussing organic polymers as one half of a potential alternative to 
classic all-inorganic devices; the other half of the blend, typically the acceptor, has not really been 
considered. One reason for this, for right or wrong, is that the amount of research invested into 
finding new acceptor materials is many times less than that invested into new polymers. The 
current acceptors of choice are all based upon soluble fullerene derivatives and new polymer 
research tends to be published incorporating these molecules for ease-of-comparison reasons, and 
also because they are quite effective; fullerene derivatives facilitate fast, efficient electron transfer 
as has been discussed in section 2.3.17, 75 However, fullerenes are relatively small molecules and their 
size has been shown to hinder device performance.77 Accordingly, new strategies are being 
investigated with one promising field being that of hybrid organic-inorganic systems. In this 
context, hybrid organic/inorganic devices will be used to describe an organic polymer/inorganic 
electron transport material resembling the architecture of a polymer/small molecule cell rather than 
anything akin to the dye-sensitized cell where absorption (typically by small molecule dyes, the 
‘sensitizer’) and electron transport are performed by two different components. Dye cells were 
pioneered in 1991 by O’Regan and Gratzel86 but despite being the subject of intense research since 
then, their optimum efficiencies have not increased particularly far; nevertheless, they are a more 
developed technology than those presented in this thesis and commercial products are starting to 
become available.87 The reader is directed towards the following references for introductory 
overviews to several aspects of the field: 88-91. 
In the context used here, hybrid devices typically use the strong, broad absorption of organic 
polymers as the donor and combine them with inorganic semiconducting acceptors such as a 
nanocrystal or structured layer. There are thought to be several attractions to the inorganic 
component over fullerene derivatives including thermal morphological stability, a potential to 
absorb in complementary parts of the solar spectrum to the polymer, an ability to be 
nanostructured, and a higher dielectric constant92 which is thought to facilitate more efficient 
charge separation. Specifically, although it will be demonstrated that the field is undergoing a shift 
away from them, nanocrystals have found particular favour with the next-generation solar cell 
research community not only because they can be solution processed, but also because their 
HOMO and LUMO energy levels are tunable allowing the alignment of energy levels for charge 
transfer by the careful selection of materials, size, and shape. Furthermore, the charge transport 
within such materials can be much more efficient than in typical organic electron and hole 
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transporting materials.93 Couple these factors with an ability to control the morphology of blend 
films and the attraction of nanocrystals as components in organic-based solar cells becomes 
obvious. Each of the aforementioned potential advantages will be discussed and some of the 
relative merits of different approaches presented; Chapter 7 presents some novel spectroscopic 
research on a variety of different hybrid systems and attempts to ascertain whether the potential of 
these systems can be realised. 
One of the mostly widely cited benefits of using an inorganic acceptor instead of an organic small 
molecule in solar cells is the potential increase in the number of excitons that can be generated 
from this component. The effect is twofold: improved absorption and multiple-exciton generation. 
Even ‘large’ organic molecules such as fullerenes rarely absorb above 400 nm meaning that their 
contribution to the absorbed energy of the device is fairly negligible – the polymer must do most of 
the absorbing work. Conversely, quantum dots have been shown to exhibit excellent absorption in 
the infrared, where half of the energy available from sunlight is located; utilization of this energy 
has the potential to dramatically increase the efficiency of a device.94-97 Furthermore, quantum dots 
have been shown to generate several excitons from a single high energy photon.98-100 If this 
phenomenon can be exploited in solar cells it offers the potential of reduced thermalisation losses 
and higher current. 
Existing solution-phase nanocrystal synthesis yields inorganics coated with organic surfactants 
known as capping ligands. These organic ligands are critical to the synthesis; they control the size 
and shape of the nanocrystals and facilitate solubility. However, this layer typically consists of long 
hydrophobic chains which act to suppress charge transfer and transport when blended with a 
polymer in a hybrid solar cell. Thus there has been a significant research emphasis on ligand 
exchange initiated by the early work of Greenham et al101 who saw, upon exchanging the long 
synthesising ligands with shorter pyridine, evidence of charge transfer in polymer/nanocrystal 
blends. This took the form of quenching of the polymer photoluminescence and the development 
of a photoinduced absorption band corresponding to the polymer cation.102 Novel capping agents 
that have been studied include thiols,103 phosphonic acids,104 oligothiophenes,105 block 
copolymers,106 and carbon nanotubes.107 Frustratingly, while ligand exchange can improve the 
interfacial contact between the polymer and the nanocrystal, it can also lead to an increase in phase 
separation thus reducing the interface area available for charge separation.108 Two approaches have 
been utilised in an attempt to overcome these competing interactions. The first is to synthesise the 
nanocrystals in a solution of the active polymer which consequently takes the role of the capping 
ligand itself and the two components are subsequently spin coated together.109 The second 
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approach is to synthesis nanocrystals with thermally cleavable ligands which can be driven off after 
spin coating to give a good dispersion of the crystals in the polymer.110 
Similarly to the small molecule components described in section 2.3, the charge (particularly 
electron) transport properties of the inorganic layer in hybrid solar cells can have a large effect on 
the device efficiency. Intra-particle electron transport has been shown to be very fast,111 and as such 
is thought to impose very few limitations on the transport rate; a much more problematic area is 
the inter-particle transfer rate which is responsible for limiting performance.112 Methods to 
overcome this limitation are all essentially based upon creating long rods, the longer the better113 
(or possibly some form of multi-branched rod114-116 or honeycomb27 or nanowire array29), rather than 
roughly spherical nanocrystals. In this way the inorganic component can penetrate more of the 
blend film and the number of inter-particle electron transfers needed to transport charges to the 
electrode is reduced. Typically, dots, rods, and tetrapods are pre-synthesised in a colloidal form 
before being spin coated, together with the polymer, in the same manner as a polymer/small 
molecule blend. In the case of the nanostructured honeycombs or nanowire arrays alluded to earlier 
however, the inorganic component is pre-deposited, or grown, onto the electrode and the polymer 
is added afterwards. Honeycombs are typically formed using the structure-directing properties of 
block copolymers which are then washed away and the inorganic crystallized at high 
temperatures.27 These structures have trouble completely filling the honeycomb pores with the 
polymer subsequent to this process however.117 Nanowire arrays can be thought of as a forest of 
tethered nanorods all directly connected to the electrode, and as such they appear to be very 
promising; their three main limitations are incomplete ‘pore’ filling or percolation by the polymer, a 
length problem, i.e. not being able to grow the rods long or thin enough for efficient charge 
generation due to exciton diffusion limitations, and the potential to have crystal boundaries cutting 
across the rods such that electron transport is very fast across them, but not so efficient down their 
length.117 
An alternative technique that has only recently come to the forefront of the scientific literature is 
the in-situ generation of the inorganic component within the polymer film. Typically, the polymer is 
spin-coated after being blended with a precursor to the inorganic semiconductor which, after it is 
heated or exposed to air, will decompose to form the inorganic component in-situ with the 
intention of forming a continuous, interpenetrating inorganic network throughout the polymer film. 
This technique was pioneered by van Hal who decomposed a titanium-containing precursor in air to 
form a TiOx network in MDMO-PPV films and saw luminescence quenching of around 95 %.
118 
However, despite the formation of a good interpenetrating network (confirmed by SEM119), the 
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power conversion efficiencies were rather low, a fact attributed to the amorphous nature of the 
inorganic component; crystallization would require annealing temperatures in excess of 350 °C – 
too high for the polymer.62 Encouragingly, recent work has shown that it is possible to synthesise 
inorganic semiconductor precursors which readily decompose at low temperatures of less than 
<200 °C.120-122 Indeed, Dowland et al have shown that the optimal decomposition temperature of a 
CdS precursor known as cadmium ethyl xanthate is the same as the standard thermal annealing 
temperature of P3HT, 160 °C, and can give devices with impressive power conversion efficiencies of 
over 2 %.123 Some novel research involving a photophysical comparison between polymer films 
containing an in-situ generated CdS network and pre-synthesised CdS quantum dots will be 
presented in Chapter 7. 
After this short comparison of inorganic nanostructuring it is pertinent to mention that the current 
efficiency-leading architecture in hybrid bulk heterojunction blends is actually one in which the 
polymer has essentially been nanostructured rather than the inorganic. Ren et al124 have attached 
pre-synthesised CdS quantum dots to the outside of P3HT nanotubes to create efficient transport 
funnels – holes hop through the P3HT in the middle, and electrons hop between dots on the surface. 
Charge generation is also efficient because of the proximity of the domains to each other; these 
devices have been shown to exhibit efficiencies of 4.1 %. 
 
2.5. Recent Progress in the Study of Exciton Dynamics and Ultrafast 
Processes Occurring Within Organic Photovoltaics 
 
This section will focus on the dynamic of excitons, the initial excited state species formed in 
polymer films subsequent to absorption. A brief introduction to the nature of excitons in typical 
polymer systems will be given along with some of their inherent parameters that direct their 
behavior. Subsequently, the excited state dynamics will be addressed including current 
experimental and modelling evidence for self-localization and different forms of energy and 
electron transfer, and the ways these processes have been studied. Finally, some of the 
experimental problems associated with these techniques will be considered and possible remedies 
presented, before the exciton diffusion length of the polymers is considered as a critical parameter 
in organic solar cells. 
Excitons can be formed by the coupling of free charge carriers or by photoexcitation. The first is the 
basis of organic LEDs and will not be considered here, but the second is the principle step in the 
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function of organic solar cells. Photoexcitation creates an electron in the conduction band and a 
hole in the valence band of the polymer semiconductor. When there is an attractive Coulomb 
interaction between the electron and hole a quasi-particle known as an exciton forms; the 
decreased electron-electron interaction in the excited state relative to the ground state lowers the 
configuration energy relative to the conduction band.7 This energy difference in known as the 
exciton binding energy and in conjugated polymers this binding energy is much larger than the 
energy available from the thermal bath such that tightly-bound, physically-confined Frenkel 
excitons are formed. A particular distinguishing feature of excitons is that the spatial extent of the 
electronic excited state is increased through coherent sharing of the excitation among subunits of 
the material and, as in all aspects of nanoscience, the physical shape and size of the material 
strongly influence the nature and dynamics of the electronic excitation. Thus, considering the aims 
of this thesis, it is imperative to understand the dynamics of excitons if the energy loss mechanisms 
in solar cells are to be identified and minimized. 
In conjugated polymers suitable for making solar cells, two basic types of exciton have been 
identified: interchain and intrachain. The latter are formed by the extended π-conjugation along 
sections of the polymer backbone, whereas the former occur when two chain segments couple 
through space, either because two chains are near each other, or because one has folded back in on 
itself. Such interchain excitons have typically only been studied by steady state emission and 
described in terms of aggregation or π-stacking.125-128 Much more interesting (due to their greater 
propensity to move and thus influence device performance) is the localization and dynamics of 
intrachain excitons and it is these that we will focus on from here on in. The ‘traditional’ view of 
excitons is deceptively simple: absorption of a photon with energy greater than the bandgap 
creates an excited exciton that subsequently undergoes very rapid thermalisation to the lowest 
energy excited state. From here, it can either emit or undergo some form of incoherent hopping 
step or steps, or it can undergo electron transfer at an interface with an acceptor molecule. 
However, recent experimental and theoretical modelling data (described below) has thrown this 
simplistic mechanism into doubt and new models of exciton behavior in confined systems such as 
conjugated polymers are being developed. Specifically, the pure ‘electronic’ model for describing 
excitons is modified by the coupling between the exciton and bath of nuclear motions leading to 
spectroscopic line broadening, Stokes shift, and vibronic structure.7, 127 
Before any form of exciton hopping has taken place, it is now thought to have undergone two 
actions subsequent to absorption, both of which are ultrafast dynamic localization processes. The 
first process involves the relaxation of the initially formed delocalised exciton through the manifold 
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of exciton states to a more localised local exciton ground state. This relaxation is generally too fast 
for direct spectroscopic observation but the timescales from many models are consistent with each 
other.125, 129 The second process is due to the interaction between excitons and nuclear motion and 
leads to a confinement effect known as exciton self-trapping. These random nuclear fluctuations 
arise from intramolecular vibrations due to interactions with the environmental thermal bath and 
lead to a local collective structural change.125, 129-133 Very small changes in the equilibrium 
coordinates of many vibrational modes can create extremely rapid localization of the exciton, 
meaning that amplitude fluctuations as well as characteristic frequencies induce the localisation.7 
Note that neither of these affects results in an exciton translating over any significant length scale; 
long-range energy transfer will be discussed subsequently. This initially very fast localization 
mechanism can be extended to include the slower process of torsional relaxation of the polymer 
segment which is the tendency of molecules to change their equilibrium geometry in the excited 
state compared to the ground state. This has been shown by Parkinson et al who used time-
resolved photoluminescence studies to directly observe this reorganisation in polythiophene 
films.134 Consequently, the size of an exciton determined from experiments such as pump-probe 
and time-resolved fluorescence depends on the timescale on which it is probed. 
Further to these processes resulting from dynamic disorder effects, it is important to realize that 
static disorder can also be significant to the dynamics of excitons; the π-electron backbone system 
of conjugated polymers can be disrupted by conformational disorder due to say, a cis or trans 
double bond configuration. This results in a set of chromophores known as conformation subunits. 
Consideration of these subunits, which at first glance appears to define the maximum limit of 
exciton size, rather suggests that electronic coupling (such as dipole-dipole) means that 
delocalisation almost certainly occurs between them.135-138 Indeed, recent quantum chemical 
investigations have revealed that it is very difficult to define conformational subunits with respect 
to the classical ‘stop’ of torsional angles;129, 139 there appears to be no clear point at which the strong 
π-π-based interactions ‘switch off’, and even though they weaken, they are still important for 
defining the nature of exciton delocalisation. It has even been concluded by some that 
conformational subunits arise concomitantly with dynamic localization of the exciton.140 
Subsequent to these ultrafast relaxation processes, the exciton can undergo a dynamic hopping 
mechanism, the oft-discussed ‘diffusion’, between conformational subunits mediated by a Förster-
type electronic energy transfer. See section 2.2.2.3 for a brief introduction to coherent energy 
transfer which has recently been suggested as an alternative method for energy transfer with 
evidence from two-dimensional photon echo spectroscopy.37 Förster-type energy transfer involves 
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the transfer of the excitation from one chromophore to another promoted by a weak electronic 
coupling (for example dipole-dipole) between the donor and acceptor.126 There are two types of 
such hopping mechanisms: interchain and intrachain as depicted in Figure 2-12. Interchain 
electronic energy transfer occurs between polymer chains that are adjacent to each other or 
between different segments of the same polymer that has folded back over on itself. It is the 
predominant energy transfer mechanism in films where the polymer chains are in close proximity 
with each other, and is faster and more efficient than intrachain transfer due to the larger electronic 
couplings between conformational subunits.125 Intrachain transfer is along or down the same 
polymer chain. In contrast to the ultrafast relaxation processes, both of these hopping energy 
transfer processes have the effect of migrating the excitation over significant spatial distances to 
the lowest energy conformational subunits prior to fluorescence emission. This has been observed 
by Banerji et al as the evolution of emission spectra in several different polymer systems using time-
resolved fluorescence measurements.141, 142 This ‘downhill’ energy migration from what we shall 
consider to be shorter to longer segments or chromophores of the polymer increases in rate as the 
polymer chains get longer, a factor that has been shown to be due to the increasing availability of 
suitable states rather than an increase in the rate of resonance energy transfer.138, 143 Furthermore, it 
has been shown that interchain processes dominate in more disordered films due to worse chain 
alignment (and therefore poor intrachain movement), whereas intrachain exciton hopping 
processes dominate in more aligned films.144 
 
 
Figure 2-12. Pictorial representation of interchain electronic energy transfer (left), and intrachain transfer (right). Also shown is a 
conjugation break which can, but does not necessarily, define the extent of a conformational subunit. Image copied from reference 
39 and modified for this thesis. 
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To generate free charges after light absorption in the polymer the exciton must undergo electron 
transfer. This has been shown to occur in pristine polymer films, presumably through trap states 
(analogous to the mechanism described below), and although quantum yields of 15 % have been 
reported in pristine P3HT,145 this value is much higher than for other polymers and as such it does 
not represent a viable route to charge separation. A much more efficient mechanism is to use the 
offset of electron affinities between two components to drive electron transfer from the polymer 
donor to the acceptor as described in section 2.1.4. In order for there to be efficient quenching of 
the singlet exciton at the D/A interface there must be a sufficient energetic driving force present to 
overcome the Coulomb binding energy of the exciton. However, direct experimental measures of 
the magnitude of this binding energy remain controversial, in part due to the disordered nature of 
conjugated polymers which prevents the exciton binding energy from being well defined. For 
instance, the exciton binding energy in poly(paraphenylene-vinylene) (PPV) has been estimated to 
range from less than 0.1 eV to greater than 1 eV.146, 147 Experimental estimates of the exciton 
binding energy have been based upon estimates of the minimum LUMO level offset required to 
separate excitons at organic D/A interfaces, and an ensuing value of 0.3 eV is often cited as being 
sufficient for efficient charge separation. This value is used as justification for lowering the donor 
polymer LUMO in order to achieve a material with a smaller bandgap without sacrificing VOC as 
outlined in section 2.3. Indeed, a recent report by Veldman et al74 has shown that only a minimal 
driving force, 0.1 eV, is needed to drive dissociation of the exciton in polymer/PCBM blends, and 
thus the principal energy loss required for charge separation occurs after the initial electron 
transfer, a conclusion consistent with the report by Ohkita et al.75 
In a simplistic theoretical sense, it is essential that this electron transfer step is efficient and very 
fast in order to be able to compete with the short exciton diffusion length in conjugated polymers. 
This assumption corresponds well with extensive modelling and the observed kinetics of interfacial 
dissociation of the exciton in blends which has been shown to be of the order of femtoseconds:9 a 
so-called ultrafast process. This charge separation process has been modelled giving very fast 
exciton dissociation rates consistent with spectroscopic data.148 This data is typically obtained using 
ultrafast transient absorption spectroscopy which can monitor the generation of free charges and 
has been performed by many groups on P3HT149-151 as well as other polymers152, 153 (ultrafast TAS has 
also been published on processes such as transport,154 charge recombination,155 as well as energy-
loss mechanisms such as exciton-exciton annihilation155-157). Incidentally, it has also been shown that 
hole transfer from PCBM to P3HT can also be ultrafast should any excitons be formed in the 
acceptor.151 This charge generation is so fast it has been postulated to occur before exciton 
formation suggesting electron transfer from thermally excited, or ‘hot’, exciton states is a viable 
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mechanism of charge generation. Given this ultrafast rate of electron transfer in some systems it is 
hardly surprising that exciton quenching can be essentially unity. Indeed Park et al have reported a 
polymer/fullerene system that gives an internal quantum efficiency of effectively 100 %;64 this begs 
an answer from the scientific community as to why all polymer/fullerene systems do not display this 
excellent charge separation ability? One answer is almost certainly competing energy transfer 
processes, not to different subunits of the polymer chain, but to the other component of the blend. 
This has been presented by Halls et al in their work on PPV derivatives where they show that a large 
bandgap difference between the blend components favours an energy transfer process, whereas as 
small bandgap difference favours charge transfer.158 Furthermore, Soon et al have shown that 
energy transfer from a polymer to a fullerene can happen so fast it competes with electron transfer 
even if the charge separation route is energetically favoured.159 On the basis of this they suggest 
that the polymer emission and fullerene absorption profiles should be carefully chosen such that 
they do not appreciably overlap. 
Of important practical concern when undertaking ultrafast experiments, particularly emission 
studies, is a loss of signal due to undesired and unaccounted phenomena. The most common of 
these is exciton-exciton annihilation, whereby two excitons interact giving one higher energy 
exciton and resulting in the loss of one. In a fluorescence upconversion experiment this manifests 
itself by increasing the rate of decay at longer timescales for more intensely excited films, the 
excitation limit typically being reported as around 1018 photons/cm3.155, 156, 160-164 Care must therefore 
be taken to not excite samples intensely enough that this process can occur, i.e. at an intensity such 
that excitons are created within each other’s diffusion radius. The effect is well illustrated by the 
data of Shaw et al165 (see Figure 2-13) in which a P3HT film is excited with different intensities of 
light. The resulting photoluminescence decays show a strong dependence on the excitation density 
for higher powers, but it tends to no dependence at lower powers. 
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Figure 2-13. Time-resolved emission data from a 49 nm thick P3HT film on a TiO2 substrate when excited with different intensities 
of light. The sample exhibits an intensity dependence at high excitation intensities but this tends to no dependence at low 
intensities, with the mechanism being attributed to exciton-exciton annihilation. Image taken from reference 165. 
 
Oddly, the phenomenon of exciton-exciton annihilation is one of the best ways in which to study 
exciton diffusion lengths by monitoring the time-resolved fluorescence of pristine polymer films 
under different excitation intensities.155-157, 161, 165, 166 An increase in the rate of decay of the emission 
signal is attributed to exciton-exciton annihilation events and can be modelled using diffusion 
kinetics, allowing the characteristic diffusion length of the polymer to be extracted.165-167 This is 
favoured over the slightly more well-known technique of estimating the diffusion length through 
surface quenching. In a surface quenching experiment pristine polymer films of different, but 
known, thicknesses are deposited onto a quenching surface and the steady state emission analysed. 
Thin films give very little fluorescence as all of the excitons are quenched on the surface, but once 
the thickness is increased above the diffusion length of the polymer then some excitons will not be 
quenched and will undergo emission – the signal will undergo a step change in intensity. Surface 
quenching experiments only monitor the one dimensional diffusion and can sometimes give 
distances half the size of those obtained from annihilation methods166 (and are thus less 
representative of ‘real’ solar cell films), and they can also suffer from optical interference effects.168 
It should be noted that both of these techniques study the diffusion length in films of the pristine 
polymer, not in blends. As such they could give erroneous data as the polymer in blend films will 
have a different morphology compared to the pristine polymer, possibly due to disruption of the 
packing for instance, and so the exciton dynamics will be different (c.f. the discrepancy between 
values obtained from annihilation and surface quenching evaluations). Therefore, it is imperative 
that a technique capable of extracting the polymer diffusion length in ‘real’ bulk heterojunction 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 63 ~ 
Chapter 2 – Background and Theory 
films is developed if we are to understand the exciton dynamics and resulting loss mechanism in 
organic solar cells: such a novel technique has recently been developed as part of this research and 
is presented in Chapter 5. 
 
2.6. Motivations and Layout of Thesis 
 
As discussed in the introduction to this thesis, it is the technological application of solar cells to the 
energy challenges of today, as well as those facing future generations that attracts so many 
researchers to the field. The desire to make the world a better place for future generations by 
providing a safe and clean source of essentially everlasting energy is strong; the author hopes that 
by advancing the understanding of the basic science behind organic and hybrid photovoltaics then 
cheaper and more efficient devices can be realised. This underpins all of the work presented in this 
thesis. 
With a new understanding of some of the working principles of organic and hybrid photovoltaics, 
and knowledge of excited state dynamics and loss mechanisms, it is now possible to give the reader 
a more specific overview of the aims of this project. While the principle aim of this thesis has been 
to elucidate the primary dynamic photophysical processes that occur in novel solar cell materials 
immediately after excitation, it is possible (from the literature reviews presented in sections 2.3, 2.4, 
and 2.5), to identify some fundamental scientific bottlenecks to device improvement in this section 
of the field, some specific ‘questions that need answering’. First amongst these is an incomplete 
understanding of a polymer blends’ nanomorphology, both before and after annealing, and under 
different fabrication conditions. Knowledge of the blend configuration on the smallest scale is hard 
to obtain due to the inherent disorder present in these systems, and due to the resolution 
limitations of traditional microscopic probes. Secondly, there is a pressing need to understand the 
change in the exciton dynamics of different polymers both in pristine films, and in ‘real’ blends. In 
particular, how the dynamics change with the crystallinity of both components in the blend, the 
fraction of which has been shown to be critical for some systems and not for others. Information on 
these processes is hard to obtain due to the extremely fast timescales involved. Finally, in the 
emerging field of hybrid organic-inorganic blends, the reason behind diverse charge generation 
efficiencies of differently shaped nanoparticles must be understood if new concepts for the 
incorporation of inorganics into polymer blends are to be designed and developed. Different results 
chapters in this thesis aim to address some of these fundamental questions to improve our 
understanding of organic and hybrid organic-inorganic PV devices. 
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In Chapter 4, a comparison of the primary photophysics of different polymers is presented. 
Specifically, the ultrafast decay mechanisms governing the function of regio-regular P3HT (which is 
crystalline and makes good solar cells) and regio-random P3HT (which is amorphous and makes 
poor solar cells) films is investigated and conclusions drawn as to why their dynamics may result in 
the dichotomy of their differing power conversion efficiencies, with a particular focus upon the role 
of torsional relaxation and fast intermolecular energy transfer processes. This investigation is 
extended to study more forms of P3HT with differing crystallinities, and appears to show that more 
crystalline forms of P3HT reach equilibrium conditions faster than less crystalline forms, an 
important conclusion for polymer design. 
Chapter 5 focuses on the ultrafast dynamics of an amorphous polymer, TFB, when blended with 
different loadings of various fullerene quenchers. Fitting the decay dynamics with a simple model 
generates a method for extracting the polymer diffusion length from bulk heterojunction blends, an 
important step in the attempt to reconcile physical properties obtained from ideal systems to 
physical properties in functioning devices. Chapter 6 studies the dynamics of a crystalline polymer, 
regio-regular P3HT, when it is blended with different fullerene adducts which are only slightly 
modified from each other in terms of physical size. When coupled with thermal characterisation 
techniques it is possible to extract critical information about the microstructure and phase 
development in bulk heterojunction blends, and to identify different mechanisms of phase 
separation. These chapters show that ultrafast time-resolved fluorescence spectroscopy is a viable 
tool for extracting information about the slightly different nanomorphology of various blends due 
to its high resolution. 
Finally, Chapter 7 presents some novel work on two different hybrid organic-inorganic systems. The 
first comparison is between quantum dots, rods and tetrapods and it is shown that the more 
interconnected species give better devices due to improved charge separation efficiencies as a 
result of their stretched structure. Secondly, a spectroscopic comparison between pre-synthesised 
and in-situ grown nanoparticles is presented; such architectures have been postulated as being a 
possible route to overcoming some of the limitations introduced by capping ligands. In-situ grown 
nanoparticles are not only shown to quench excitons more efficiently due to their lack of capping 
ligands, but their continuous networked structure allows charge to be separated more efficiently, 
and has better percolation throughout the film. The results presented in this chapter suggest the 
presence of charge-transfer states in hybrid systems such as those observed in all-inorganic 
systems, and demonstrates that domain size is one factor that controls their separation.  
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Chapter 3 
 
 
3. EXPERIMENTAL METHODS 
 
 
In this chapter, an overview of the procedures used to fabricate organic and hybrid thin films is given, as 
well as a summary of the experimental techniques used to study the solar cell materials. Included 
amongst these techniques is a more in-depth discussion of the fluorescence upconversion system. This 
was installed as part of the PhD project, and customised to make it suitable for studying the convoluted 
processes occurring within solar cells. Specifically, the instrument response function was reduced 
through the addition of prism compressors to shorten the laser pulses, and a translating inert sample 
chamber system created to eliminate photo-bleaching of the polymer samples. 
 
3.1. Fabricating Thin Polymer Films (Chapters 4-7) 
 
There are a series of different techniques that can be used to create polymer films with thicknesses 
in the range necessary for optimal OPV performance. These include, but are not limited to, spin 
coating, drop-coating, ink-jet printing, screen printing, and electrochemical deposition. Some of 
these techniques are easy to scale-up for mass production, whereas others are only suitable for low 
throughput lab-sized samples. The technique used in this report was spin-coating, a low-cost, low-
throughput technique that can reliably produce very flat films (to within a few nanometres) at 
thicknesses between 5 nm and 1 μm. 
Spin-coating has been used to deposit thin films, most notably photo-resist, for over 50 years and 
good theoretical treatment of the technique can be found in references 1 and 2. Spin-coating 
involves the spreading of a solute on a flat substrate by high speed rotation. The thickness of the 
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final film is dependent upon several factors such as the speed of rotation, solution concentration 
and therefore viscosity, and to a lesser extent solvent-substrate interface interactions and solvent 
vapour pressure. There are only two disadvantages of this method. Firstly, any small piece of 
contaminant on the surface of the substrate will cause deformities that affect final film smoothness, 
and secondly, it is very wasteful as much of the solution is thrown off the side of the substrate. One 
further point to note is that spin-coating is neither scalable, nor continuous, necessitating the 
development of alternative methods of manufacture for the large-scale production of OPV devices. 
Suitable high throughput roll-to-roll printing techniques have already been put into production for 
inactive (newspapers) organic inks and are the subject of intense development for active (light 
emitting diodes) organic compounds. 
To produce the films analysed in this report, a package spin coating system was used (Laurell, 
Spinner WS650S-6NPP LITE). The films were formed by spin-coating 10-25 mg/ml solutions made 
up in a suitable solvent (usually chlorobenzene or toluene) at 1000-1500 rpm onto 1.2 x 1.2 cm2 glass 
substrates to give film thicknesses between 60 and 300 nm.  The substrates were all pre-cleaned by 
mechanical rubbing before being sonicated, first in acetone for 20 minutes and then in isopropyl 
alcohol for 20 minutes, both at room temperature in air. Some films were used as-spun but others 
were subjected to a thermal annealing post-treatment in order to induce crystallisation. This 
involved placing the as-spun films on a hotplate set to 160 °C for 1 hour within a nitrogen-filled 
glovebox. 
 
3.2. Synthesis and Fabrication of Hybrid Films and Devices (Chapter 7) 
 
CdSe quantum dot, rod, and tetrapod samples were obtained from Prof. Emilio Palomares from 
ICIQ, Spain, and synthesised as described elsewhere.3 The sizes and shapes of the nanocrystals were 
confirmed by TEM. 
The core-shell CdS quantum dots capped with oleic acid were bought as a 5 mg/ml solution in 
toluene (Lumidot, Nanoco Technologies). The provided technical data was confirmed using steady 
state absorption and emission spectroscopy giving peaks at 450 nm and 480 nm respectively, 
corresponding to particle sizes of ~5.3 nm using the method of Yu et al.4 This was further confirmed 
by TEM measurements. The solution was concentrated before use by evaporation of a known 
amount of toluene using a gentle nitrogen stream. 
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Some experiments described in Chapter 7 were performed using CdS quantum dots that had 
undergone a ligand exchange to a shorter capping ligand. This ligand exchange was performed 
using the method of Radychev et al5 whereby the long chain oleic acid was first exchanged for 
pyridine, before being exchanged for the hexylamine target ligand. The as-bought oleic acid QDs 
were dried under a nitrogen stream before being dissolved in pyridine and stirred at 80 °C for 24 
hours. After cooling, the QDs were precipitated with excess hexane and the nanocrystals 
subsequently isolated by centrifugation before being dried under vacuum. After this pyridine 
treatment, the nanocrystals were dissolved in hexylamine and stirred for 24 hours at 70 °C. After 
cooling, the QDs were precipitated with acetone and isolated by centrifugation, before being 
washed with chloroform and precipitated with acetone once more. After subsequent isolation by 
centrifugation the nanocrystals were dried under nitrogen before being placed in a mild vacuum for 
10 minutes, and then dissolved in toluene to the appropriate concentration. 
A number of experiments described in Chapter 7 utilise polymer films containing in-situ grown CdS. 
This was achieved through the use of a soluble CdS precursor known as a pyridine-chelated 
cadmium ethyl xanthate (CdPEX, structure shown in Figure 3-1) which has been fully analysed by 
both spectroscopic and crystallographic methods.6 The xanthate was synthesised by a colleague 
within the group, Dr Thierry Lutz, and the synthetic route is beyond the scope of this report. The 
xanthate readily undergoes thermal decomposition via a Chugaev rearrangement7 to the metal 
sulphide with the only by-products being volatile organic compounds, in this case C2H4, COS, and 
H2S. To make the hybrid organic-inorganic films used in this chapter a toluene solution containing 
the polymer and the CdPEX precursor was spin-coated onto a pre-cleaned glass substrate. The as-
spun films were subsequently annealed under nitrogen to generate the metal sulphide network 
within the polymer film. A temperature of 160 °C was used as this anneals the polymer and has 
been shown to be the optimum temperature with which to generate a continuous network of 
cadmium sulphide within a polymer film.8 Decomposition of 1 g of this cadmium complex 
(RMW = 513.0 g/mol) is expected to generate 0.28 g of CdS; composition ratios quoted in Chapter 7 
reflect the polymer:CdS weight ratios following thermal annealing and complex decomposition. 
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Figure 3-1. The structure of the soluble xanthate precursor. Upon thermal annealing CdS is formed along with volatile organics. 
 
Chapter 7 includes some comparisons and analyses of functioning photovoltaic devices. These were 
fabricated on ITO sputtered substrates (Psiotec Ltd) which had been pre-cleaned by sonication in 
detergent, acetone, isopropanol and ethanol for 10 minutes each. Cleaned substrates were then 
heated to 450 °C and subjected to spray pyrolysis deposition of TiO2 from a 0.1 M solution of di-
isopropoxy titanium bis(acetylacetonate), synthesised from Ti(OiPr)4 (97 %, Sigma Aldrich) and 
pentane-2,4-dione (>99 %, Sigma Aldrich) in ethanol. A solution of CdPEX dissolved in 
chlorobenzene was deposited over the TiO2 layer by spin-coating, and annealed under nitrogen at 
160 °C for 10 min in order to form a CdS interface layer. A toluene solution of a mixture of P3HT 
with either the inorganic xanthate precursor or pre-synthesised QDs was spin-coated over this layer 
followed by annealing at 160 °C for 1 hr. PEDOT:PSS (H. C. Stark) was subsequently spin-coated 
onto this layer before deposition in vacuum, through a shadow mask, of 100 nm of Au as the top 
electrode. Each substrate thus contained six pixels each having an active area of 0.045 cm2. The 
device architecture takes the following form: ITO/TiO2/CdS interface layer/active layer 
blend/PEDOT:PSS/Au. Electrons are therefore expected to be collected at the ITO electrode, and 
holes at the Au electrode. 
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3.3. Experimental Techniques 
 
3.3.1. Transmission Electron Microscopy 
 
Transmission electron microscopy (TEM) uses a high energy beam of electrons to probe the 
structure of materials in an analogous way to transmission light microscopy. However, the 
resolution of TEM is far greater than light microscopy due to the smaller de Broglie wavelength of 
electrons compared to visible light. Contrast in the image results from variations in electron 
absorption, diffraction, and scattering due to differences in concentration, thickness, or scattering 
cross-section. All samples featured in this report were analysed in a top-down manner rather than in 
cross-section. Thin samples were fabricated on a water-soluble sacrificial substrate, PEDOT:PSS (H. 
C. Stark), itself deposited by spin-coating at 4000 rpm for 1 minute, before being floated off in 
deionized water and transferred to copper grids for imaging. Pristine quantum dot samples were 
deposited on carbon-backed copper grids in order to provide a backing for the unsupported 
nanocrystals. TEM was carried out using a JEOL 2000 MkII electron microscope operated at 200 kV. 
 
3.3.2. Device Testing 
 
Current-voltage characteristics of the functioning devices were collected using a Keithley 2400 
series source meter using a 150 W xenon lamp (ScienceTech SS150W solar simulator) equipped with 
both an IR water filter and AM1.5 filter (ScienceTech). Results reported were the average of the four 
middle pixels from a 6-pixel device. 
 
3.3.3. Steady State UV/vis Absorption and Photoluminescence Spectroscopy 
 
Adsorption spectra were measured at room temperature using a UV-Visible spectrophotometer 
(Shimadzu, UV-1601 or Perkin-Elmer Lamda-25).  Photoluminescence (PL) emission spectra were 
measured at room temperature using a spectrofluorimeter (Horiba Jobin Yvon, Fluorolog-3). Unless 
specifically stated in the figure caption, all PL data presented in this report has been corrected for 
small differences in the number of absorbed photons between samples. 
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3.3.4. Transient Absorption Spectroscopy 
 
Transient absorption spectroscopy (TAS) is a powerful technique that allows the interfacial charge 
transfer processes operating in photovoltaic devices to be probed by monitoring the change in 
absorption of a film after a pulsed laser excitation. Although it is possible to study processes 
occurring in the ns9 or ps10 regimes using versions of this technique, our studies have focused on 
processes occurring during the μs-ms timescales so as to monitor the existence of long-lived 
charge-separated states, typically triplets and polarons.11-14 Investigations in this time regime allow 
the fundamental photophysical properties of the system to be studied, providing, amongst other 
things, information on the processes affecting the electron injection yield and lifetimes of different 
transient species. Studies have shown that the yield of charges extracted from TAS measurements 
positively correlates with short-circuit current measurements in devices.15 This, coupled with the 
analysis of recombination pathways of charge-transfer and charge-transport processes through 
transient lifetime measurements, allows design rules for organic and hybrid devices to be 
formulated from systematic TAS experiments alone. 
The technique of TAS is relatively simple and the measurements presented in this report were taken 
on a home built setup with a time resolution in the region of 300 ns. A schematic representation of 
the transient absorption setup is shown in Figure 3-2. A nitrogen laser (Photon Technology 
International Inc. GL-3300) was used to pump a dye laser (Photon Technology International Inc. GL-
301) which was then used to excite the thin film samples which were held under a dynamic nitrogen 
atmosphere in a quartz cuvette. The use of different dyes enabled the excitation wavelength to be 
varied. The laser was operated at 4 Hz and the pulses had a width of 0.6 ns and an energy density of 
5-50 μJ cm-2. Samples were probed using a quartz halogen lamp (Bentham, IL1) with a stabilized 
power supply (Bentham, 605). Probe light was detected by a Si or InxGa1-xAs photodiode, employed 
for measurements below and above 1000 nm respectively, and changes were observed and 
recorded with the aid of a Tektronix TDS 1012 oscilloscope. It is noted that the excitation light 
intensities are generally stronger than those from one sun (~1 μJ cm-2) but this was necessary to 
achieve an acceptable signal to noise ratio due to the extremely low signal given by the samples 
even at intense illumination. Using this set up it was possible to detect changes in absorption 
smaller than 10-5. Using this system it is possible to plot the change in optical density (relative to the 
sample’s steady state absorbance) at a time, t, following the laser pulse as a function of probe 
wavelength, λ, yielding a transient spectrum (top right inset in Figure 3-2). It is also possible to plot 
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the change in absorbance as a function of time at a constant wavelength to get transient kinetics 
(bottom right inset in Figure 3-2). 
 
 
Figure 3-2. Schematic representation of the setup for transient absorption spectroscopy. The change in optical density (relative to 
the ground state absorbance) at time t following the laser pulse can be plotted as a function of probe wavelength, λ (top right 
spectrum). The change in optical density can also be monitored as a function of time at a constant wavelength (bottom right trace). 
 
3.3.5. Time Resolved Photoluminescence Spectroscopy: Ultrafast Fluorescence 
Upconversion 
 
Short timescale (fs-ps) transient photoluminescence data was collected using the technique of 
fluorescence upconversion employing sum-frequency generation. This is the most well-established 
fluorescence technique for allowing the excited state dynamics of systems to be probed on the 
ultrafast timescale (<1 ps). Although typically used to study biological systems,16-18 fluorescence 
upconversion is increasingly being seen as essential to the study of polymer PV materials where 
excited state dynamics have been shown to occur faster than 100 fs.19 Lots of the data presented in 
this report was generated using a fluorescence upconversion setup supplied by Ultrafast Systems 
onto which many custom functions were added. As the vast majority of the research presented in 
this report was obtained using this apparatus, and due to the technical nature of the equipment, 
here follows a brief introduction to the basic theory behind the fluorescence upconversion 
technique and the experimental niceties. For more comprehensive, in-depth discussions of the 
fundamental maths and physics involved in this technique the reader is directed to the following 
references: 20 and 21. 
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3.3.5.1. Basic Theory 
 
The basic principle of how fluorescence upconversion achieves time resolution is described in Figure 
3-3. Upon excitation by the pump pulse, fluorescence is emitted by the sample and focused onto the 
same spot of the nonlinear crystal as the gate pulse. When both the emission and the gate beams 
are present within the crystal a nonlinear process known as sum-frequency generation occurs; the 
sum-frequency photons are generated which are a combination of the two initial photons that 
belong to the fluorescence and gate pulse, and they give the upconversion signal. This phenomenon 
was first described by Bass and co-workers in 1962.22 To achieve the time-dependence of the 
fluorescence intensity the delay of the gate pulse (τ, Figure 3-3) is changed simply by making it 
move further through space, and thus the fluorescence is ‘sliced’ in time. 
 
 
Figure 3-3. Schematic representation of fluorescence upconversion. Only the fluorescence arriving at the same time delay, τ, as the 
gate pulse, B, will be frequency summed at the non-linear crystal giving the upconversion signal (circles, C). Panel D gives an 
example of a real measurement of a polymer film showing how the decay trace is generated from many upconverted data points. 
The instrument response function (IRF) is shown in blue, and the data has been fitted (red). The inset shows the same data over a 
long timescale. 
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Sum-frequency generation can be considered to be composed of just two steps. In the first, there is 
simultaneous annihilation of one photon from the ω1 field and another photon from the ω2 field, 
while a molecule of the nonlinear medium leaves its initial ground state to a virtual intermediate 
state; in the second step, a new photon is created to the ω3 field while this molecule returns to its 
original state. In order to get efficient sum-frequency generation this process must generate lots of 
coherent photons, i.e. the sum-frequency photons must interfere constructively. This instantly 
suggests a major difficulty in generating large amounts of sum-frequency photons, namely, the 
frequency dependence of the refractive index, a concept known as dispersion. At some initial point 
where the incoming ω1 and ω2 waves generate the sum-frequency ω3 wave, the two are coherent. 
As the ω1 and ω2 (and indeed ω3) waves propagate through the sum-frequency generating medium 
(typically a crystal), they will move at different speeds and thus become out of phase with each 
other; hence the creation of the sum-frequency light will be incredibly inefficient as there will be no 
additional in-phase, constructively interfering contributions to the ω3 wave beyond those initially 
created. In order to improve the efficiency of sum-frequency generation a procedure known as 
phase matching utilising a birefringent crystal is employed, which attempts to negate the 
undesirable effects of dispersion. A summary of how this is achieved is outlined below. 
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Figure 3-4. Schematic depicting the phasematching conditions for the non-collinear type 1 upconversion technique used in these 
experiments. The labelled coordinates for each scheme are laboratory coordinates. (a) The F and G beams both arrive in the xy-
plane that also contains their polarisation – ordinary, o. The upconverted, sum beam is polarised in the yz-plane – extraordinary, e. 
The F and G beams are both focussed on the same spot (grey spot) of the crystal with thickness, L, and the angle between the 
beams is given by α. (b) Rotating the crystal around the x-axis changes the angle θm that influences the phasematching and so 
determines which fluorescence frequency is upconverted most efficiently. 
 
As the quantum states of the molecule at the end of this process are unchanged, the conservation 
of energy and momentum need only be considered between the annihilated photons and created 
photon. These are the two phase matching conditions that must be attained in order to achieve 
efficient sum-frequency generation. 
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Energy conservation: 
           
Equation 3-1 
Momentum conservation: 
           
Equation 3-2 
Where ω is the angular frequency and so ħωS, ħωF, ħωG and kS, kF, kG are the respective photon 
energies and wavevectors of the upconversion signal (S), fluorescence (F), and gate (G) photons. To 
simplify the phasematching derivation, it is assumed that the F and G beams are collinear (that is 
that kF and kG are in the same direction, α = 0 in Figure 3-4). The magnitude of the wave vector of 
the plane waves is:20 
    
    
 
 
Equation 3-3 
where c is the speed of light in free space and x denotes one of the beams, be it the sum, 
fluorescence, or gate, and so nx is the refractive index of the material for the beam x (or more 
accurately, the frequency that beam x is propagating with). Consequently, it is possible to define 
the wavevector (or momentum) mismatch between the beams, Δk, such that: 
        (      ) 
Equation 3-4 
In addition, we can also obtain the following refractive-index matching requirement from Equation 
3-2: 
    
 
  
    
 
  
    
 
 
Equation 3-5 
This equation can then be used to express the refractive index difference nS-nF (assuming 
             ) to give the following: 
        (      )
  
  
 
Equation 3-6 
For normal dispersion, nS must be greater than nF, and hence the left-hand side of this equation 
must be positive. However, nF must also be greater than nG, showing that the right-hand side must 
be negative. This demonstrates that phasematching and the subsequent power transfer among the 
three optical waves (and thus efficient sum-frequency generation) cannot be achieved in media that 
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just show normal dispersion. However, it is possible to use the birefringence effect of the refractive 
index in a second-order nonlinear crystal to compensate for the dispersion effect. 
Birefringence is the phenomenon whereby many crystalline substances are optically anisotropic. 
That is, their optical properties are not the same in all directions within any given sample. In uniaxial 
crystals such as the common birefringent nonlinear optical crystal BBO (beta barium borate, β-
BaB2O4) there is just one direction about which the atoms are arranged symmetrically, known as the 
optical axis. In this material, light that is polarised along the optical axis has an extraordinary 
refractive index, ne, while if the polarisation is orthogonal to the optical axis is has an ordinary 
refractive index, no.  The difference Δn = (ne – no) is a measure of the birefringence, and in these 
crystals no > ne so they are said to be negatively birefringent; the crystals are therefore described as 
being negatively uniaxial. Light that has an extraordinary polarisation experiences a refractive index 
ne(θ) that depends on the optical axis and k according to the relation:
20 
 
  ( ) 
  
     
  
   
     
  
  
Equation 3-7 
Where no is the refractive index for light that is ordinarily polarised, and ne is the principal value of 
the extraordinary refractive index, i.e. when θ = 90 °, with the variation of the refractive indices with 
wavelength being given by Sellmeier’s equations. In order to achieve phase matching through the 
use of birefringent crystals, the highest frequency wave must be polarised in the direction that gives 
it the lower of the two possible refractive indices; thus the phase matching conditions in Equation 
3-1 and Equation 3-2 can be adjusted by altering the angle θ only if the S beam propagates with an 
extraordinary polarisation. In this experiment, a type 1 interaction is used whereby the incoming 
fluorescence and gate beams are ordinary, while the signal beam is extraordinary (O + O → E).23  
The phase matching angle θm is now given by:
20, 24 
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Equation 3-8 
with nS(θm), obtained from Equation 3-5, given by: 
  (     )     (  )
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Equation 3-9 
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Where λS, λF, and λG are the wavelengths of the S, F, and G beams respectively, and nS(θm,λS) is the 
refractive index at λS for an extraordinary beam traversing the crystal at an angle θm to the optical 
axis (see Figure 3-4). In order to look at a broad range of fluorescence wavelengths the crystal angle 
must be changed in order to meet the phase matching requirements for the new fluorescence 
wavelength. While it is theoretically possible to calculate these, in practice (due to the fact that the 
setup lacks a computer controlled rotation stage), once an accurately mounted crystal with the 
correct cut is installed on the system, the crystal is just rotated by hand to find the optimum phase 
matching angle for each fluorescence wavelength using the counts detected by the detection 
system. This is described in more detail later in the report. 
The efficiency of the upconversion process can be assessed by considering the intensity of the sum-
frequency beam, IS, using the following equation derived in reference 20. 
    
     
   
     
          
       (
   
 
) 
Equation 3-10 
Where IS, IF, IG, nS, nF, and nG are the intensities and refractive indices (appropriate to the state of 
polarisation) of the S, F, and G beams respectively. ε0 is the permittivity of free space, ωS is the 
angular frequency of the S beam, L is the interaction length of the beams (the crystal thickness), Δk 
is the wavevector mismatch given by Equation 3-4, deff is the effective nonlinear susceptibility of the 
crystal, and c is the speed of light in a vacuum. This equation is valid when negligible gate beam 
depletion is assumed, that is, the power transferred to the S wave from the G wave is small in 
comparison to the power of the G wave. There are several methods which could in principle improve 
the efficiency of the sum-frequency generation process. The easiest method is to increase the 
interaction length, L, by increasing the crystal thickness, but due to the group velocity dispersion 
(GVD) between the F and G beams this causes the ultimate time resolution of the system to 
deteriorate. Another possibility is to increase the power of the gate pulse, PG. The trouble with this 
however, is that the intensity of the second harmonic generated on the upconversion crystal from 
the gate beam may, due to scattering, overcome the weak upconversion signal, especially when λF 
moves closer to λG. Indeed, the experimental optimisation is made even harder due to the fact that 
the gate second harmonic intensity scales quadratically with PG, whereas the upconversion signal 
shows only linear dependence on PG. 
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3.3.5.2. Factors Affecting Temporal Resolution 
3.3.5.2.1. Gate Pulse Duration 
 
As illustrated in Figure 3-3, this upconversion technique uses laser pulses whose temporal evolution 
is approximated by Gaussian distributions. If the fluorescence intensity as a function of time is 
described by F(λ,t) then the upconversion signal is obtained: 
 (    )   ∫    (      )  
 
  
 
Equation 3-11 
Where ηq is the quantum efficiency of the upconversion process.  However, as     (    ), it 
follows that the signal is proportional to the convolution of the fluorescence with the gate pulse:20  
 (    )    ∫  (    )
 
  
 (      )   
Equation 3-12 
Hence, the ultimate time resolution is limited by the duration of the gate pulse and as a result, the 
utilisation of lasers with the shortest possible pulse duration is generally desirable. In addition 
however, there are three other factors which can act to deteriorate the temporal resolution of the 
system and make it longer than predicted by Equation 3-12. The actual resolution for any given 
configuration is known as the instrument response function, or IRF. 
 
3.3.5.2.2. Dispersion of Pulses 
 
All materials display some dispersion effects, that is, their refractive indexes are wavelength 
dependent. As all short pulses comprise not a narrow spectral line, but a spectrum extended around 
a central frequency, this phenomenon can pose quite serious problems to achieving a short IRF as 
the velocity for each spectral component of the pulse will be different. This group velocity 
dispersion (GVD) induces spectral chirp (each colour of the pulse arrives at a different time) and 
consequent temporal broadening of the pulse. The effect can be calculated - a Gaussian pulse of 
initial duration Δt after passing through a dispersive media will have a new duration, Δtout, of:
25  
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Equation 3-13 
Where φ2 is the sum of the group delay dispersion of the material and the group delay of the pulse, 
and can be calculated from reference 25. The effect is more pronounced for shorter wavelengths 
and thus poses more of a problem for the excitation beam. Ideally, solely reflective optics would be 
used in the setup to negate this effect but due to the desire to have a system based on ease-of-use, 
refractive glass optics were installed and the pulses compressed using prisms to compensate for the 
introduced chirp. 
In general, because the refractive index of a material increases for shorter wavelengths, higher 
frequency components of a pulse lag behind lower frequency components – this is known as 
positive chirp.  To compensate for the positive chirp introduced into the beam through lenses, 
crystals, filters and other table optics, some negative chirp must be introduced. One of the easiest 
ways to do this is through the use of prism compressors. Here, the beam is passed through a 
diffractive material resulting in the higher frequency components spending less time in the material 
than the lower frequency components, and more time travelling through the air; the higher 
frequency components therefore ‘catch up’ with the lower frequency ones – the prism introduces 
some negative chirp into the beam to compensate for the dispersion created by other optical 
components. 
The optically active materials studied in this report typically exhibit very fast dynamics and as such, 
an upconversion system with the shortest possible IRF was desirable in order to extract the 
maximum amount of information. Accordingly, to compensate for the pulse broadening effect 
described above, a Brewster angle prism compression setup was used, a schematic of the 
geometrical arrangement of which is shown in Figure 3-5. Each beam enters and exits each crystal 
at the Brewster angle in order to minimise reflections. The first prism disperses the beam, while the 
second prism then collimates this dispersed beam. After hitting the mirror and travelling through 
the prisms the other way, the prisms act to undo their first actions by refocusing and then 
collimating the return beam such that the beams entering and exiting the compressor have the 
same beam width. The arrangement can therefore be thought of as a four-prism geometry – the 
mirror acts to halve the number of prisms creating a double pass geometry thus saving on space, 
equipment and alignment issues. The optimum distance between the separating and collimating 
prisms and the amount of prism the beams are forced to travel through can be calculated using the 
tables and equations in reference 25. In principle, pulses can be compressed to almost their 
transform limit, making these prisms invaluable in reducing the IRF. In the setup used here, both the 
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gate and excitation beams are compressed independently in order to take full advantage of the 
short pulse widths produced by the laser, thus further minimising the IRF. 
 
 
Figure 3-5. Schematic depicting the Brewster angle prism compressors in a four-prism geometry. The mirror shown acts to 
effectively half the number of prisms needed to only two, giving a 'folded' geometry. Note that the entire pulse frequency group 
would be split into a band, here represented by the most blue and most red components. 
 
3.3.5.2.3. Group Velocity Mismatch 
 
Group velocity mismatch (GVM) is similar to the above described broadening effect of a single 
pulse, except that the different group velocities of two or more pulses propagating through a 
medium leads to an increasing phase mismatch and concomitant deterioration in the IRF. In type 1 
phasematching the GVM can be appreciable and increases with increasing wavelength mismatch.26 
For instance, the GVM between the G beam (λ=800 nm) and the F beam (λ=400 nm) can be as much 
as 330 fs/mm in a BBO crystal.24 As such, the data presented in this report was obtained with either 
a 500 μm or 200 μm thick BBO crystal, depending on whether signal amplitude or IRF was the most 
important factor in that data set. 
 
3.3.5.2.4. Non-Collinear Geometry 
 
As the gate and fluorescence beams are strong compared to the upconversion signal, it is preferable 
to spatially filter them out before the detection system in order to reduce their scattering that could 
swamp the upconversion signal. It would be beneficial therefore to design the angle α (see Figure 
3-4) between them to be as large as possible. However, the influence of the beam geometry on the 
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upconversion efficiency and IRF can be substantial, as not only is the effective interaction area 
between the beams reduced, but also their pulse fronts will be tilted, not parallel. This tilting causes 
a deterioration of the time resolution as the outer wings of each beam interact at different times. 
We limit α to around 5° which is a good compromise between time resolution, signal intensity, and 
effective spatial filtering.27 
 
3.3.5.3. Experimental Setup 
 
 
Figure 3-6. Simplified flow diagram showing the main steps involved in the practical generation and acquisition of a signal. The 
colour of the arrow represents the wavelength of the beam at that particular junction. Red indicates the fundamental or gate, dark 
blue is for the frequency doubled excitation pulse, green is fluorescence, and light blue is the upconverted signal. 
 
A simplified flow diagram showing the main steps involved in the practical generation and 
acquisition of a time-gated upconversion signal is shown in Figure 3-6, while a schematic of the 
entire optical setup is given in Figure 3-7. The optical setup is mounted on a compressed-air-floated 
optical table with all other pieces of apparatus (including the laser power source and cooling 
system, and the high voltage source for the PMT) off the table to reduce noise. The output of the 
Ti:Sapphire laser is passed through a nonlinear crystal (BBO) where a portion of it (~20 %) 
undergoes second harmonic generation. The beams are split with the fundamental being used for 
gating, and the second harmonic being the excitation pulse. Both pulses undergo independent chirp 
correction using prism compression. The sample is housed in a 2-D translational quartz cuvette 
linked to a gas-flow system (for solid film samples) or in a quartz cuvette that is stirred using a 
magnetic stirrer (for solutions). The upconversion crystal can be turned to achieve phase matching 
for all fluorescence wavelengths needed (~450 – ~730 nm). The upconverted fluorescence is 
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recorded using a spectrometer and a photo-multiplier tube (PMT). It is possible to change the 
output wavelength of the laser to give different gate and excitation frequencies although this does 
necessitate the realignment of the prism compressors. 
The primary design concept behind the system is an ease-of-use in acquiring data. The laser is a 
closed box system as explained below, and the data acquisition process is automated, so long as the 
sum-frequency generation is optimised. In addition, the system is designed so that it can be aligned 
using the excitation beam all the way through to the PMT, making signal optimisation and 
frequency changes easier. This also means that only the gate beam must be aligned onto the crystal 
to give efficient overlap. Also, both solution and film samples can be accommodated, and the beam 
intensities can be attenuated using neutral density filter wheels. All of these features are designed 
to have the minimum amount of user input so increasing the reproducibility and reliability of 
results. Each of the separate components of the complete spectrometer are outlined below and 
encompass the laser system, the gate and excitation beams, the sample chamber, BBO crystal, 
detection system, and acquisition procedure. 
 
3.3.5.3.1. Laser System 
 
This system uses a commercially available ‘one-box’ ultrafast Ti:Sapphire oscillator, the Newport 
Spectra-Physics Broadband MaiTai, with the power source and cooler (Spectra-Physics Neslab KMC 
100) kept off the table. This laser uses mode-locking to produce pulses of light with the Ti:Sapphire 
oscillator being pumped with a 10 W Millenia series solid-state diode laser. This femtosecond laser is 
used as it is a completely closed system to the end-user and no manual optical adjustments are 
required. The pulse duration is factory set and the user can change the wavelength of the output 
using a software interface. The laser delivers 60 – 65 fs pulses (93 fs FWHM autocorrelation 
measured with a Pulse Check Autocorrelator, APE-GMBH) with a bandwidth ~14 nm, a repetition 
rate of 80 MHz and a peak power of around 1.90 W at 800 nm. The fundamental laser beam is 
horizontally polarised, i.e. its polarisation is in the plane parallel to the optical table, and is 
wavelength tuneable between 710 – 990 nm although the output intensity does change. 
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3.3.5.3.2. Gate Beam 
 
The fundamental output from the laser is passed through a BBO crystal to generate the second 
harmonic with roughly 5 % of the beam ending up being frequency doubled. A polarising beam 
splitter is then used to split the residual fundamental and second harmonic. The gate beam, which 
comprises the residual fundamental, is passed through a Brewster angle prism compression setup 
utilising SF10 glass prisms. The optimum prism geometry is assessed using the same autocorrelator 
as above to determine the pulse width of the gate beam. 
The time delay between the excitation and gate pulses is controlled by delaying the gate beam, 
achieved through moving a retro-reflector mounted on a motorised translational stage. A linear 
translation stage (ILS250PP, Newport) is used, which achieves 1.25 μm resolution corresponding to 
a time delay of around 10 fs. The translation stage is controlled by a control unit (ESP300 Universal 
Motion Controller, Newport) which communicates with, and is itself controlled by, the acquisition 
software on the personal computer. The retro-reflector (UBBR2.5, Newport) is of the three-face, 
corner-cube type in which the beam is reflected three times before being sent back parallel to the 
angle at which it came in. The beam is sent through this reflector twice before being passed through 
a half-wave plate (10RP52-2, Newport) that flips the polarisation to vertical before it is focussed by a 
lens and reflected off an adjustable mirror (for overlap optimisation) onto the upconversion crystal. 
Typical gate beam characteristics at the crystal are 150 μm diameter and 500 mW power. The 
alignment of the delay line over its whole range can be checked using a simple webcam; the gate 
beam is diverted into the webcam using a flip-up mirror and the spot position is monitored while the 
delay line is moved across its range. 
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Figure 3-7. A simplified diagram showing the optical components and beam paths in the fluorescence upconversion setup used in 
this report. 
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3.3.5.3.3. Excitation Beam 
 
The excitation beam is generated by frequency doubling a portion of the fundamental beam using a 
500 μm thick BBO crystal as described above. The second harmonic is then separated from the 
fundamental by means of a polarising beam splitter (the second harmonic is vertically polarised 
after generation in the BBO crystal). In order to maximise the subsequent compression, the 
polarisation is then flipped to horizontal using a half-wave plate (10RP52-1, Newport) before the 
beam is sent through an SB10 fused-silica prism compression system similar to that used for the 
fundamental. After leaving the prisms, the beam is passed through a neutral density filter wheel 
(OD 0 – 3) to allow the excitation intensity to be attenuated. The polarisation is then flipped back to 
vertical using another half-wave plate before the excitation beam is focussed onto the film or 
solution sample. For anisotropy measurements this half-wave plate is simply removed from the 
system so the excitation polarisation is horizontal. The excitation beam profile at the sample is 
determined using the knife-edge method to be 120 μm and the maximum incident intensities 
measured to be 10 mW (818P-010-12 and 1916-C Optical Power Meter, Newport). After the sample, 
the residual excitation beam is removed using a long-pass filter at an appropriate wavelength. The 
emitted fluorescence is then collimated before being focussed onto the upconversion crystal. 
To calculate the ‘worst-case’ IRF of the system the third-harmonic generation at the upconversion 
crystal is studied; the cuvette and a blank substrate are kept in place, and the long-pass filter is 
removed and replaced with the same thickness of glass, before the fundamental is then directly 
combined with the excitation pulse. Typically, the neutral density filter wheel is set to minimum 
transmittance and another neutral density filter is placed in front of the band pass filter attached to 
the spectrometer as described below. The upconversion signal generated here is taken to be the 
worst-case IRF due to the larger frequency mismatch between the gate and ‘fluorescence’ beams 
than with a typical sample which will increase the GVM.27  
 
3.3.5.3.4. Sample Chambers 
 
Solution samples were studied in a thin quartz cuvette with an active cross-section of 2 mm. The 
solution was stirred using a magnetic stirrer (Spectrocell) and a magnetic stirrer bar within the 
cuvette typically operating at 2000 rpm. 
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Even at low excitation intensities, thin polymer films can undergo rapid photo-oxidation that 
quickly reduces the fluorescence emission and destroys the sample, and so we have developed two 
methods to remove this effect. The first technique is to translate the sample. The sample holder is 
attached to a 2-D translation stage powered by two linear actuators (NSA12, Newport) which are in 
turn controlled by motion controllers (NCS200, Newport), with the movement profile and speed 
being dictated from a software interface. This motion almost completely removes the effects of 
photo-bleaching and also allows, along with decay trace averaging, slight in-homogeneities in the 
film to be compensated for. The second process is to study the samples in an inert atmosphere; this 
method must also be compatible with the translation stage to utilise the positive aspects of both 
systems. We chose to study the samples in an inert nitrogen gas atmosphere because nitrogen is 
cheap and easy to manipulate, and the setup introduces very little noise. A pump to provide an 
ultra-high vacuum for example would be noisy, and a costly sample chamber would have to be 
designed that could withstand the pressure differential. The flow system used is very 
straightforward – nitrogen gas from a cylinder is flowed through a quartz cuvette sample cell 
attached to the translation stage within which the sample is held, before passing through a bubbler 
and being vented. The purge rate can be altered when a sample is swapped so change-over times 
are not excessive. The quartz cuvette is of a type commonly used for optical measurements and is 
capable of withstanding the slight positive pressure when the system is in use. Together, these 
design features act to greatly reduce or indeed eliminate the effects of oxygen induced photo-
bleaching that would otherwise prevent the study of thin films. 
 
3.3.5.3.5. BBO Crystal 
 
This setup utilises two nonlinear, negatively uniaxial BBO crystals. The first is used to generate 
second harmonic radiation from the fundamental beam and is 500 μm thick. Once the crystal is 
installed at roughly the correct angle it can be rotated and a power meter used to monitor and 
maximise the intensity of the blue beam. This crystal only needs to be changed to find the new 
phase matching angle when the fundamental output of the laser is changed. It is not essential to 
keep the crystal thickness as small as possible here, as any introduced chirp can be corrected for in 
the down-table prism compressors. 
The second BBO crystal in the setup is the upconversion crystal, the site of sum-frequency 
generation. At this point either a 500 μm or a 200 μm thick BBO crystal was used, depending on 
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whether signal amplitude or IRF was the most important factor in the data set as described above. 
The crystal is mounted on a rotational stage and the phase matching angle for this crystal is 
manually optimised by monitoring the upconversion signal recorded by the PMT. Typically, a 
solution which is emissive at the desired wavelength is excited, and the resulting upconversion 
signal is maximised by rotating the crystal and adjusting the overlap of the gate beam. Film samples 
are then substituted in. 
 
3.3.5.3.6. Signal Detection 
 
Due to the noncollinear geometry used in the experimental setup, the gate beam is spatially filtered 
out after the upconversion crystal and is effectively terminated with the use of a beam stop. As 
discussed above, the excitation beam which is used to align the system is suppressed with the help 
of a suitable long-pass filter. After the crystal, the upconverted fluorescence is collimated before 
being focussed into the monochromator. At the entrance to the monochromator there is a band 
pass filter (OD > 4 for non-desired wavelengths) which can be changed to accommodate different 
upconverted wavelengths and to effectively block all unwanted colours. The upconverted 
fluorescence is focussed through the filter into the centre of a slit, the size of which is adjusted to be 
as small as possible without compromising signal intensity (typically 800 μm). After this, the beam 
is dispersed using a reflective double-monochromator before being sent through another slit to the 
PMT (R7207-01, Hammamatsu), which is run at 1 kV using a stabilised high voltage source (PS325 
HVPS, Stanford Research Systems). 
 
3.3.5.3.7. Data Acquisition and Treatment 
 
All PMT intensity data is collected using a software acquisition programme. The user has control 
over the emission wavelength to be detected, which changes the monochromator to the 
upconversion wavelength, as well as the length of steps of the decay trace (controlled through the 
delay line) and the number of averages. Typically, just four processes are applied to the raw data 
sets: 
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 Cosmic ray subtraction – the first action is to remove the effect of spikes, generally 
attributed to cosmic ray radiation. These anomalies generally occupy just one pixel so it is 
acceptable to replace their value with the average intensity of the two neighbouring pixels. 
 Time-zero determination – the data sets are aligned such that their rises start at the same 
point. Differences can arise due to the delay line not quite returning to its original position 
or to small changes in the placement of the substrate within the cuvette. The start of the 
trace rises are easy to discern as the dark count beforehand is constant. The IRF generated 
from the fundamental and excitation beams is fitted using a simple Gaussian profile and 
added to the data sets with the rise at time-zero. 
 Absorption correction – the data sets are corrected for small differences in the number of 
absorbed photons at the excitation frequency, as calculated from the Beer-Lambert Law. 
Occasionally, it is also necessary to perform a background subtraction in which case the 
dark counts before the rise are averaged and simply subtracted from the signal. 
 Fitting – the raw data sets are fitted, typically to sums of exponentials, to extract pertinent 
values as discussed in the text. 
 
The statistical, time-resolved fluorescence of a sample is typically fitted to a single exponential 
decay indicating a spontaneous emission event from a single fluorophore. Occasionally however, 
there is more than one fluorophore emitting at the detection wavelength and these may well have 
different decay rates, resulting in a biphasic decay which can be modelled using a bi-exponential fit. 
This can be extended further to include additional processes, but the standard modelling check 
always applies – data should be fitted using the smallest number of variables that gives a ‘good fit’. 
In Figure 3-8, a mono-exponential decay can be seen to fit the experimental data at long timescales 
(after ~25 ps). However, it quite clearly fails to fit the fast-phase occurring within the first 25 ps after 
photoexcitation. The addition of a second exponential decay to the fit gives a bi-exponential decay 
containing two phases, a fast-phase and a slow-phase which together accurately fit the data (see 
inset of Figure 3-8). This fitting procedure allows the simultaneous, convoluted, overlapping 
processes that occur within ultrafast fluorescence dynamics to be teased apart and quantitatively 
analysed. 
 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 98 ~ 
Chapter 3: Experimental Methods 
 
Figure 3-8. Graph showing the standard fitting procedure used to analyse the ultrafast PL decays presented in this chapter. Here, a 
regio-random P3HT film is excited at 400 nm and the emission probed at 640 nm (experimental data, black squares). A mono-
exponential fit (red line) of the data accurately represents the long timescale (>25 ps) component, but fails to model the obvious 
fast-phase. A bi-exponential fit on the other hand accurately models the apparently biphasic experimental data. Inset. A zoom of 
the same data showing the time range 0 - 40 ps – the shortcomings of the mono-exponential fit are clearly visible. 
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Chapter 4 
 
 
4. RESULTS: P3HT EXCITON DYNAMICS 
 
4.1. Abstract 
 
In this chapter, ultrafast time-resolved PL spectroscopy is used to elucidate the mechanisms of energy 
relaxation within various forms of the polymer P3HT – dilute solution, and films of regio-regular and 
regio-random P3HT. Interchain processes such as the diffusive movement of excitons are examined by 
means of the wavelength dependence of the decay times and also spectral relaxation. Furthermore, 
due to the extremely short instrument response of the fluorescence upconversion system used here, 
intrachain processes such as dynamic localization and torsional relaxation are identified and analysed. 
Evidence is presented that appears to link the speed of such intrachain processes with the crystallinity 
of polymer domains. These results are discussed with reference to the field and endeavour to link 
exciton dynamics to polymer performance in solar cells. 
 
4.2. Introduction 
 
As discussed in Chapter 2, a deeper understanding of the energy relaxation pathways within 
polymer films is required to direct the development of novel photoactive polymers for the 
realisation of efficient organic solar cells. The study of such exciton dynamics has been the subject 
of a resurgence in interest recently after spending many years as a ‘well understood’ process in the 
background of the field. The reason for this is three-fold: a shift in the scientific imperative within 
the field as the understanding has grown that the mechanisms of exciton dynamics are more critical 
to device function than previously thought; new evidence that suggests exciton dynamics are more 
complicated than traditionally believed; and the increasing availability of techniques capable of 
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probing these processes. While the technique of ultrafast transient absorption has proven to be 
powerful in elucidating the rapid charge generation occurring within polymer blend films, it does 
not give direct information on the exciton dynamics. Rather, two other techniques have come to 
the fore in this field – ultrafast polarisation (anisotropy) and fluorescence. These experimental 
techniques allow the ultrafast exciton dynamics of polymers to be directly probed and so should 
further our understanding of the initial excited state species, especially if the experimental data is 
coupled with modelling and simulation work. 
In this chapter, the ultrafast fluorescence upconversion technique described in Chapter 3 is used to 
elucidate some of the fundamental exciton dynamics occurring within and between polymer chains. 
For this investigation the ubiquitous, ‘fruit-fly’ polymer of the organic solar cell field, poly[3-
hexylthiophene-2,5-diyl] (P3HT, Figure 4-1) was used, as it is relatively cheap, readily available, and 
has a wealth of comparative literature associated with it, with which to contrast and draw 
comparisons. In addition, it is available in a variety of different regio-regularities and it is this feature 
that will be investigated in depth throughout this chapter. Specifically, the effect of crystallinity 
upon the ultrafast exciton dynamics will be probed using different P3HT polymers, regio-regular 
and regio-random, a scientific challenge that has not yet been undertaken through ultrafast PL 
measurements. To perform this comparison, the wavelength dependence of ultrafast fluorescence 
decays and spectral shift within these polymers are studied, and information regarding intra- and 
inter-molecular exciton hops or diffusion extracted. Furthermore, the ultrafast fluorescence decays 
as well as the anisotropy depolarisation are used to study the role of exciton self-trapping and 
torsional relaxation. The results presented here allow these different, but overlapping, processes to 
be differentiated between.  
The implications of crystallinity for device performance are relatively well known, but the role that 
ultrafast exciton dynamics and relaxation processes play in these differences has not yet been 
studied. Device efficiency has been shown to be strongly dependent upon the regio-regularity (and 
thus crystallinity) of P3HT films. For example, Kim et al have shown that a relatively small reduction 
in conformational order from 95.2% to 90.7% regio-regularity, results in a drop in device power 
conversion efficiency from 2.4% to 0.7% respectively.1 This has been attributed to increased hole 
mobility within the P3HT due to more ordered stacking. Indeed, Esenturk et al have shown, using 
terahertz spectroscopy, that the hole mobility in regio-regular (~95%) films is at least an order of 
magnitude larger than that in regio-random P3HT,2 which closely matches the results obtained 
from time-of-flight mobility measurements.3  This increases the device current and reduces 
parasitic pathways such as bimolecular recombination, raising the device EQE.1 In addition to the 
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mobility increase induced by more ordered stacking of the P3HT chains, efficiency improvements 
with regio-regularity are also due to increased absorption. It has been shown that the larger number 
of intermolecular interactions in more regio-regular films results in a red shift of the absorption of 
the polymer, and an appearance of a new low-energy band (vide infra).1, 3-5 Such an increase allows 
more solar energy to be harvested, and, especially when coupled with improved hole mobility, can 
lead to greatly increased currents, translating into improved device efficiencies. However, as both 
of these beneficial aspects are due to the same phenomenon, namely reduced conformational 
disorder, it is important to consider whether they could be masking a detrimental effect with the 
same structural cause. For instance, a highly crystalline structure with a high mobility may lead to 
faster exciton or hole trapping, which could potentially limit performance through increased 
recombination. While the negative aspects of such a process in P3HT may be masked, or overcome, 
by the benefits of crystallinity, this does not necessarily mean they will be in other photoactive 
polymers. Thus it is important to investigate the dynamics of the excited-state species in crystalline 
and amorphous P3HT if broad conclusions are to be drawn that can help influence the design of 
next-generation polymer materials. 
 
4.3. Experimental 
 
Regio-random P3HT was obtained from Sigma Aldrich (Mw ≈ 100,000 g/mol., PDI = 3.7), whilst 
regio-regular P3HT was obtained from Merck Chemicals (RR = 94.7 %, Mn = 19,500 g/mol., 
Mw ≈ 72,000 g/mol., PDI = 1.44) and both polymers were used as received. Thin films for 
spectroscopy were fabricated by spin-coating a solution of the material in chlorobenzene 
(20 mg/ml) at 1500 rpm onto pre-cleaned glass substrates. The films obtained subsequently were 
annealed in a nitrogen glovebox at 160 °C for 1 hour. For spectroscopy of the solution-phase 
samples, the polymers were dissolved in dry chlorobenzene at low concentrations, typically 
1 mg/ml. 
Ultrafast time-resolved PL decays were obtained using the upconversion technique described in 
Chapter 3. The excitation was at 400 nm and generally at a power of ~1 mW, well below the onset of 
intensity dependent kinetics (see section 4.4). The emission was detected at 650 nm unless stated 
otherwise. The film samples were held in a nitrogen atmosphere and continuously translated 
through the excitation beam to eliminate photo-bleaching effects and local degradation of the 
films. Solution samples were continuously stirred during data acquisition. 
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4.4. Results and Discussion 
4.4.1. Steady State 
 
Polymer configurations (excluding chain length) are often described by two features of their 
substituent monomers: their tacticity, the relative stereochemistry of adjacent chiral centres within 
the molecule; and their head/tail configuration. Thus, as 3-hexylthiophene is not a chiral molecule, 
P3HT is described solely by its head/tail configuration. This configuration relates to the way two 
adjacent monomers (known as a diad) are orientated with respect to each other. In a regular 
polymer, the diads are all linked together in a head-to-tail configuration as outlined in Figure 4-1 
(this is somewhat akin to an isotactic polymer configuration). In a random polymer however, there 
is no dominant linking pattern and the diads are distributed randomly (similar to an atactic polymer 
in stereochemical terms). The percentage of head-to-tail diads as a fraction of the total number 
within the polymer chain can be calculated, giving rise to a ‘regio-regularity’ for the polymer ranging 
to in theory 100% or ‘regio-regular’. In practice regularities of 100% are very hard to achieve and so 
ratios over ~90% are usually considered to be ‘regular’. The regio-regularity of P3HT has a large 
effect on both its optical and electronic properties, with both changes arising from its tendency (or 
not) to crystallise, aggregate, or stack – a regio-regular P3HT polymer is more inclined to stack than 
a regio-random P3HT polymer as the regular spacing of its side chains will cause fewer 
conformational defects. P3HT is thought to form H-aggregates by π-stacking between the 
thiophene rings and the extent to which it does this gives the polymer its characteristic crystallinity 
(see Chapter 6 for more discussion on this topic). This crystallinity can be controlled in several ways, 
for example thermal6 and solvent annealing,7 and has been shown to be critical to device 
performance and function in numerous spectroscopic8 and opto-electronic studies.9 In this chapter 
completely regio-random P3HT is used, as well as a ‘regio-regular’ polymer with a regularity of 
roughly 95%. 
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Figure 4-1. Different configurations of the P3HT polymer used throughout this chapter. (a) regio-regular P3HT with all monomers 
linked head-to-tail. (b) schematic of regio-random P3HT which contains an equal number of head-to-head, head-to-tail, and tail-to-
tail diads. (c) a head-to-head diad, (d) a tail-to-tail diad, and (e) a head-to-tail diad. 
 
Normalised steady-state absorption and emission data for P3HT in solution and films of regio-
random and regio-regular P3HT are shown in Figure 4-2. Photoluminescence quantum yields 
reported in the literature are all consistent with each other, typically 0.33 for P3HT in solution,10 0.1 
for regio-random P3HT films,11 and 0.02 for regio-regular P3HT films.10 The absorption of P3HT is an 
allowed π-π* inter-band transition yielding electrons and holes in the LUMO and HOMO 
respectively, whilst emission occurs from a relaxed singlet exciton state.12 In dilute solution, both 
the absorption and emission are intrachain processes within isolated polymer chains as aggregation 
is considered to be negligible given the low concentrations used, and the fact that chlorobenzene is 
a ‘good’ solvent for this polymer. The spectra are consistent with those reported previously for non-
aggregated P3HT in solution.12, 13 It should be noted that both regio-regular and regio-random P3HT 
show identical properties in solution but all data presented here is from regio-regular P3HT to help 
ensure reproducibility. Conformational disorder within the dissolved P3HT chains leads to a 
broadened and essentially featureless absorption profile. However, the corresponding emission 
spectrum displays a vibronic progression peaking at the 0-0 transition, which has been attributed to 
a change from the torsionally disordered ground state to a more planar and conformationally 
constrained excited state.13 The Stokes shift in solution is not particularly large reflecting the lack of 
inter-chain transitions taking place.12 
In films of regio-random P3HT the absorption profile is very similar to that obtained from solution. A 
slight broadening of the profile is observed on the low energy flank which suggests some inter-
chain interactions (as would be expected from the chain density within the film) but these are very 
limited in strength. The emission spectrum shows a vibronic structure but the intensity of the 0-0 
transition is now only slightly greater than that of the 0-1 transition which again suggests some 
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inter-chain interaction due to aggregation. The red shift of the entire emission spectrum indicates 
that the excitons are more delocalised in the regio-random film than in solution, a consequence of 
increasing planarity and inter-chain interactions. 
In regio-regular P3HT films both the absorption and emission spectra are significantly different to 
those obtained from the solution and regio-random film. This is explained by the organization of 
regio-regular P3HT into crystalline regions of π-stacked lamellar sheets within the film which brings 
interchain character to the absorption and emission transitions. The absorption spectrum is 
significantly red shifted compared to the solution and regio-random P3HT film and it displays 
structure indicating that regio-regular P3HT films contain less ground state conformational disorder 
due to their H-aggregation, i.e. there is a smaller distribution of torsional conformers within the 
more extended and planar polymer chains of the film. Indeed, the size of the shoulder at ~607 nm 
(which is only visible in the regio-regular P3HT films) has been correlated with the amount of chain 
stacking occurring within the film,4, 14 although it is important to note that some disordered areas 
remain and are responsible for the high-energy flank of the broad absorption profile.15 The regio-
regular P3HT emission spectra is again red shifted compared to the solution and displays vibronic 
structure, with the 0-0 transition being less pronounced than in solution, whereas the 0-1 sideband 
is enhanced and is now the emission maximum. This change is due to the fact that the 0-0 transition 
is forbidden in H-aggregates while the sidebands are allowed. Indeed, the shape of the regio-regular 
P3HT emission spectrum has been reproduced through modelling considering H-aggregates as the 
sole emitting species.15, 16 Throughout this chapter the excitation wavelength is kept constant (as it 
is for the steady-state data) and changes in the emission profiles at different wavelengths are 
recorded. 
 
 
Figure 4-2. Normalised steady state absorption (black lines, left scale) and emission (red squares, right scale) spectra of P3HT in 
solution (a), and in thin films consisting of regio-random P3HT (b) and regio-regular P3HT (c). The PL spectra were collected 
following excitation at 400 nm. 
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4.4.2. Energy Dependence 
 
The loss of signal due to undesired and unaccounted phenomena is of immense practical concern 
when undertaking ultrafast emission experiments. The most common process that gives rise to 
erroneous quenching observations is exciton-exciton annihilation whereby two excitons interact 
giving a higher energy exciton and resulting in the loss of one. As outlined in Chapter 2, in a 
fluorescence upconversion experiment this manifests itself by an increase in the rate of decay at 
longer timescales for more intensely excited films. Therefore, to get an accurate picture of the ‘real’ 
exciton dynamics in systems to be studied, care must be taken not to excite samples at too high a 
power for this process to occur, i.e. at an intensity such that excitons are created within each other’s 
interaction radius. This excitation limit has been reported to be around 1018 photons/cm3.17-22 The 
experiments performed here (with a laser power of 1 mW at 400 nm) had an excitation spot 
diameter of 250 μm resulting in an exciton density ~5x1015 photons/cm3 given a typical film 
thickness of 100 nm and assuming all of the photons were absorbed. This theoretical value is many 
orders of magnitude below the onset of intensity dependence kinetics observed by others. 
However, in order to verify this experimentally for the systems studied here, ultrafast kinetic decays 
were obtained at different excitation intensities. This power dependency graph is shown in Figure 
4-3 and shows no change in the decay kinetics where the lowest-power excitation is nearly 20x less 
powerful that the high-power excitation. Were the experiments to be performed in an annihilation 
regime here then a reduction in the long-lifetime domain would be seen – the fact that it is not 
observed confirms that all of this data was obtained within the intensity-independent, linear 
regime. All of the data presented in the rest of this chapter was obtained at an excitation ~1 mW, 
the low end of the power scale, to make doubly certain they were performed in the linear regime. 
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Figure 4-3. Ultrafast PL decays of pristine regio-regular films monitoring the emission at 650 nm with an excitation at 400 nm at 
different powers. No variation in the decay lifetimes are observed despite changing the intensity of the excitation beam by over an 
order of magnitude indicating that the experiments performed in this chapter are well within the intensity-independent regime. 
The data presented throughout this report was all obtained at excitation powers around 1 mW. See Figure 13 in Chapter 2 for 
typical changes to the kinetics observed when measurements are performed within intensity-dependent, annihilation regimes. 
 
4.4.3. P3HT in Solution 
 
We now turn our attention to the analysis of the ultrafast fluorescence dynamics of different forms 
of P3HT. Figure 4-4 displays the ultrafast fluorescence kinetics of P3HT in solution at different 
emission wavelengths. Figure 4-4 (a) shows the kinetics at the longest and shortest emission 
wavelengths, as well as an intermediate wavelength. A slower rise time is clearly seen with 
increasing wavelength, as well as a slowing in the rate of exciton decay. This slower rise time with 
increasing wavelength is highlighted in Figure 4-4 (b) and suggests a slower buildup of the emitting 
exciton state. It is unlikely that this slower buildup is due to an exciton hopping mechanism because 
of its fast kinetics in absolute terms (<1 ps), but rather it is some form of internal dynamic 
localization phenomenon,23 probably governed by the C–C stretching mode with a relaxation time 
on the order of 25 fs.24 It seems likely therefore, that this rise-time dependence is due to the 
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electrons and holes having to relax further through the energy bands to the band edges in order to 
form an exciton. This observation fits very well with data from excitation-dependent fluorescence 
experiments on P3HT in solution which show a slower rise-time after higher energy excitation,12 
thus confirming the assignment of the spectral rise to exciton formation. The formation of lower-
energy emitting states (for example 720 nm) can therefore be seen to be a relatively slow process 
(see fitting data in Figure 4-4 (c)), whereas higher energy emitting states (for example those at 
585 nm) are formed very rapidly, most likely within 200 fs of excitation. This data complements 
ultrafast transient absorption24 and modelling data23, 25, 26 which suggest the timescale of exciton 
self-trapping caused by geometric distortion is around 100 fs. On a timescale much longer than 
relaxation to the band edges, excitons can undergo a hopping transition to lower-energy localised 
states resulting in a change of their spatial position and energy. This is the oft-discussed ‘diffusion’ 
of excitons (and in solution is solely intra-chain) and has often been described by a Förster-type 
electronic energy transfer between polymer segments of different conjugation lengths mediated by 
weak electronic coupling (for example dipole-dipole) between the donor and acceptor 
conformation subunits.23, 27, 28 This energy migration leads to a progressive red shift in the polymer 
emission spectrum12, 29 and to a longer exciton lifetime at longer emission wavelengths (Figure 4-4 
(a)). 
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Figure 4-4. The emission wavelength dependence of the ultrafast PL kinetics in P3HT solutions excited at 400 nm. (a) shows just 
three wavelengths for clarity, but the slower decay at longer emission wavelengths is visible. Note the scale change after the axis 
break. (b) shows just the first 10 ps of the transient decay revealing the rise time increase with increasing emission wavelength as 
indicated by the arrow. (c) shows the rise time and decay time parameters from a tri-exponential fit of the transients where the first 
and second exponentials represents a rise (shown in red), and the third component is a fit to the decay (shown in black). Increasing 
the emission wavelength clearly results in a longer time component for both processes. 
 
4.4.4. Regio-Random Films 
 
The time-resolved emission spectrum for a film of regio-random P3HT is shown in Figure 4-5. As the 
intensity of the data decreases with time, the data is shown normalised to the emission peak 
allowing the shift in the spectrum with time to be observed. The spectrum clearly shifts towards 
longer wavelengths with the blue flank narrowing and the red flank of the emission broadening (as 
indicated by the arrows) over the 200 ps time period shown here. The effect is noticeable from ~1 ps 
after excitation which once again suggests that even at these very fast timescales the system is 
experiencing some form of relaxation to lower-energy emitting states. Half of the spectral shift 
shown here occurs in the first 20 ps, with the rest occurring over the next 200 ps; this difference in 
rate raises the possibility that at least two relaxation pathways are possible, and their effects 
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overlap one another. The slow (>20 ps) shift in the spectrum is almost certainly due to an intra-
molecular hopping mechanism as seen by others,12, 13 while the faster (<20 ps) component is most 
likely to be a rapid inter-chain molecular energy transition, or possibly a slow intrinsic effect such as 
torsional relaxation. 
 
 
Figure 4-5. Two representations of the transient spectrum for regio-random P3HT films following excitation at 400 nm. (a) the 
transient spectrum using the spectrum function of the upconversion apparatus, monitoring the emission at set times after 
photoexcitation ranging from 500 fs to 1000 ps. The black arrow indicates a red-shift of the spectrum with increasing time. The grey 
line is the steady state PL profile from Figure 4-2. (b) the emission spectra reconstructed from the ultrafast decay kinetics and 
normalised to the peak at 660 nm. The arrow indicates a red-shift of the spectrum with increasing time and shows the reduction of 
the 0-0 emission relative to the 0-1 emission peak at 660 nm. 
 
By studying the ultrafast emission kinetics at different wavelengths the processes responsible for 
the spectral shift to lower energy can be elucidated. Such decays are shown in Figure 4-6 
(monitoring the kinetics at emission wavelengths ranging from 500 nm to 680 nm) and show two 
interesting phenomena. First, the decays reveal a significant increase in overall exciton lifetime 
upon increasing the emission wavelength. Second, the biphasic character of the decays at short 
emission wavelengths tends to a monophasic character at long emission wavelengths. This second 
observation is particularly clear in the inset of Figure 4-6 and confirms the interpretation of the 
time-resolved spectral data in that there are two competing relaxation pathways occurring within 
these films, a fast route and a slow route. The slow-phase decay is from fully formed and internally 
relaxed excitons undergoing spontaneous emission. The fact that the lifetime increases with 
increasing emission wavelength is excellent evidence of exciton diffusion to lower-energy segments 
of the polymer via the hopping mechanism discussed previously. The fast-phase could be due to an 
internal exciton process such as torsional relaxation, or it could be due to an inter-chain transfer, 
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both of which have been shown to occur on these timescales.15, 30, 31 However, torsional relaxation is 
still seen at low energy emission wavelengths in regio-regular P3HT (vide infra) and the wavelength 
dependence of its rate is much smaller than that observed here (see Table 4-1), although it does π-
stack as shown by absorption in Figure 4-2. This suggests that the fast-phase seen in regio-random 
films is actually due to an inter-chain electronic energy transfer mechanism whereby the excitons 
can undergo rapid energy transfer between chains to neighbouring acceptor sites. This inter-chain 
mechanism has been shown to dominate in disordered films as intra-chain transfer is less likely due 
to reduced backbone planarity.30 Furthermore, as expected, this rate of transfer appears to be faster 
for higher energy excitons resulting in a faster depopulation of the higher energy emitting states. 
This fast-phase decay time wavelength dependence, highlighted in Table 4-1, is critical as it 
provides solid evidence that the decay mechanism this phase relates to is not due to internal 
conformational changes within the polymer chains, but rather to an interchain transfer process. 
However, before a final assignment is made as to the origin of the decays it is important to consider 
other potential explanations. One such alternative is that the different decay components may be 
due to different species within the film emitting at different wavelengths. Specifically, the slow-
phase, which dominates at lower energies, could be due to emission from the more aggregated, 
planar (and hence red-shifted) sections of the film. In contrast, the fast-timescale decay, which 
dominates at high emission energies, could be due to emission from the more disordered areas. The 
wavelength dependence of the biphasic decay could therefore occur from a population difference 
between the two types of emitting states rather than due to an energy transfer mechanism. 
Furthermore, this explanation may help explain the lack of an observable rise time for the low 
energy emissive states that should be observable if these states were being populated via electronic 
energy transfer from higher-energy states. 
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Figure 4-6. Ultrafast PL decay kinetics of regio-random P3HT films at different emission wavelengths following excitation at 
400 nm. The arrow shows the trend of increasing decay time with increasing emission wavelength. Inset. A zoom in on the first 
100 ps of the ultrafast decays clearly showing the reduction in biphasic behaviour with increasing emission wavelength. 
 
Table 4-1. Decay times from bi-exponential fits to the data displayed in Figure 4-6 revealing the large increase in the slow-phase 
decay time with increasing wavelength. For 640 nm and 660 nm a mono-exponential fit is as good as a bi-exponential fit. The fast-
phase component weighting decreases with increasing wavelength. 
Emission 
wavelength 
/nm 
Fast-phase 
decay 
weighting 
Fast-phase 
decay time/ps 
Slow-phase 
decay 
weighting 
Slow-phase 
decay time /ps 
490 0.71 2.8 (±0.1) 0.29 56.5 (±0.6) 
500 0.82 3.0 (±0.1) 0.18 55.3 (±0.9) 
510 0.79 3.9 (±0.1) 0.21 66.4 (±1.0) 
520 0.73 6.5 (±0.1) 0.27 78.1 (±1.1) 
540 0.69 7.3 (±0.1) 0.31 95.1 (±1.0) 
560 0.68 7.9 (±0.1) 0.32 105.8 (±1.1) 
580 0.53 8.4 (±0.1) 0.47 95.1 (±0.6) 
600 0.51 7.9 (±0.1) 0.49 102.8 (±0.6) 
620 0.47 18.6 (±0.4) 0.53 161.0 (±1.9) 
640    159.1 (±0.6) 
660    207.3 (±2.3) 
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4.4.5. Regio-Regular Films 
 
The ultrafast spectral evolution of regio-regular P3HT film emission is shown in Figure 4-7. The data 
monitors the emission intensity at wavelengths less than 720 nm in the time period ranging from 
100 fs to around 20 ps after photoexcitation. The data in Figure 4-7 (a) is presented normalised to 
the peak at 720 nm and allows the reduction in the relative intensity of the peak around 650 nm with 
increasing time to be clearly observed, as indicated by the arrow. In a similar manner to regio-
random films this suggests some form of relaxation to lower energy states, although the fact that 
the relaxation rate here appears to be substantially faster than that shown in Figure 4-5 for the 
regio-random films indicates the presence of extra relaxation processes intermixed together, or 
even an alternative mechanism for this fast decay. In Figure 4-7 (b), the ratio of the intensities of the 
two peaks at 720 nm and 650 nm with increasing time after photoexcitation is plotted. The data 
clearly displays a biphasic character with a very fast change in the peak ratio occurring over the first 
10 ps, and a slower change occurring over the next 300 ps. This data is similar to that obtained from 
regio-random P3HT and implies that in these films the downhill migration of energy is facilitated by 
two processes. The slower process occurring over hundreds of picoseconds is certainly exciton 
diffusion to lower energy segments of the polymer as described earlier and by others,12, 23, 24, 28 while 
the faster process could potentially be a number of different processes including inter-chain 
transfer, torsional relaxation, other internal exciton effects, or a combination of all or any of these. 
 
Figure 4-7. (a) Transient spectrum for regio-regular P3HT films following excitation at 400 nm. The emission was monitored at set 
times after photoexcitation ranging from 100 fs to 18.1 ps and the data is presented normalised at 720 nm. The arrow indicates a 
reduction in the relative size of the ~650 nm peak (compared to the data at 720 nm) with increasing time. (b) Ratio of the two peaks 
at 720 nm and 650 nm as a function of the time after photoexcitation. A sharp rise in the ratio (indicating a reduction in the relative 
size of the 650 nm peak) is observed over the first 20 ps, before the ratio increase subsequently slows down, yet still rises, over the 
next 300 ps. The red lines are guides to the eye to highlight these two phases. 
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In order to probe this fast energy transfer process more deeply, ultrafast fluorescence kinetics were 
recorded at different wavelengths. Figure 4-8 (a) shows the emission kinetics from 630 nm to 
720 nm of regio-regular P3HT films up to 500 ps after photoexcitation. Figure 4-8 (c) and Figure 4-8 
(d) show the bi-exponential fitting data (decay times and weightings respectively) for the decays in 
(a). In contrast to the regio-random P3HT decay kinetics shown in Figure 4-6, the regio-regular 
P3HT decay kinetics exhibit bi-exponential decay dynamics over the entire observed emission 
range, with a fast-phase observed at low energy wavelengths. Furthermore, this fast-phase is 
relatively independent of emission wavelength in these regio-regular films, suggesting the presence 
of an intrinsic exciton relaxation process rather than an inter-exciton energy relaxation process. 
Indeed, this is the conclusion of Parkinson et al15 who have studied regio-regular P3HT embedded in 
an ultra-high molecular weight, electronically inert polyethylene matrix. The authors use time-
resolved fluorescence and observe the appearance of a fast-phase (similar in rate to that observed 
in Figure 4-8 (a)) which is dependent upon the extent of P3HT aggregation – in isolated chains they 
see a time-independent emission spectrum for example. The authors attribute this fast-phase to 
torsional relaxation of the excited polymer chains; they postulate that an initially generated non-
equilibrium excitation may populate higher-lying levels of the aggregate state allowing the 
normally symmetry forbidden 0-0 emission from the H-aggregated polythiophene to occur. 
Consequently, “the emission spectra immediately following excitation may bear some resemblance to 
those from isolated chains”15 as can be directly observed in Figure 4-7 (a). Subsequent cooling of this 
excited state leads to a relaxation into the fully symmetric aggregate state from which emission 
involving zero-phonon states is forbidden. This relaxation occurs on the timescale of vibrational 
relaxation which has been shown to be around 10 ps to 15 ps in these15 and similar32 systems. We 
observe the relaxation occurring over slightly shorter timescales than this, normally less than 10 ps, 
perhaps due to the increased molecular weight of the P3HT used in our experiments which has been 
shown to result in an increased level of planarization of the polymer chains compared to lower 
molecular weight polymers.27, 33  
Figure 4-8 (c) also shows an increase in the slow-phase decay time with increasing wavelength. This 
process is identical to the slow-phase process in regio-random P3HT films and is due to the diffusive 
movement of excitons towards lower energy segments. This transfer is much faster for higher 
energy excitons (Figure 4-8 (c) and (d)) and slows down as the emission red-shifts, a phenomenon 
both observed34 and modelled28 by others and thought to be due to the higher-energy excitons 
being more localised and less deeply trapped. The fact that the lifetimes of the excitons are shorter 
for regio-regular P3HT (comparing Figure 4-8 (c) and (d) with Figure 4-6 and Table 4-1) reveals the 
increase in dark relaxation pathways in more ordered films as has been seen by others24 (cf. the 
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decrease in fluorescence quantum yield between the regio-random and regio-regular P3HT films). 
The fact that the decay component weightings cease to change from ~670 nm correlates well with 
the steady-state data presented in Figure 4-2, and suggests the presence of two emission bands, 
one before ~670 nm and one after ~670 nm. The contribution of energy transfer from the higher-
energy band to the lower-energy band results in a larger weighting of the fast-decay component for 
these higher-energy states. 
 
 
Figure 4-8. (a) Emission wavelength dependence of the ultrafast PL kinetics in regio-regular P3HT films following excitation at 
400 nm. The arrow indicates increasing PL lifetime with increasing emission wavelength. (b) is reproduced from reference 15 and 
shows the appearance and rise of a fast-phase upon polymer aggregation which is attributed to torsional relaxation. (c) shows the 
rise in both the ‘fast’ (black squares) and the ‘slow’ (red circles) decay components of the data shown in (a) following a bi-
exponential fit. Both components rise steadily with increasing emission wavelength. (d) shows the relative weightings of the two 
decay components. At shorter wavelengths the fast-phase is dominant but the processes tend to an equal weighting from around 
670 nm. 
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4.4.6. Anisotropy 
 
In order to further interrogate the mechanistic dynamics of exciton decay in regio-regular P3HT 
films the anisotropy of the samples has been calculated. For experimental reasons, (specifically the 
mechanism by which upconverted photons are generated – see Chapter 3), this was performed in 
the manner of Chang et al35 whereby the excitation polarization was altered while the emission 
polarization was kept constant. The raw vertically and horizontally polarized emission data, as well 
as the calculated anisotropy for one emission wavelength (680 nm), are shown in Figure 4-9 (a). The 
anisotropy decay shows two features as seen before:12, 13 a very rapid decay in less than 500 fs within 
which roughly three quarters of the resolvable anisotropy decays; and a much slower reduction in 
the residual anisotropy over tens of picoseconds. The extremely rapid anisotropy decay is thought 
to be due to exciton self-trapping through geometric distortion whereby the random nuclear 
fluctuations arising from intramolecular vibrations and the environment lead to a local collective 
structural change.12 It has been suggested that this process should lead to a large loss of anisotropy 
over the first few hundred femtoseconds after excitation as the initially excited and therefore 
delocalised exciton state relaxes to its equilibrium size.25 This data is too noisy to be resolved more 
effectively, meaning no rate data can be extracted from it other than its rough timescale of 500 fs; 
comparison between wavelengths is not possible. It is encouraging however that this timescale 
agrees well with that observed by others using fluorescence upconversion and similar systems in 
analogous structures.12, 36 The lifetime of the slow-phase anisotropy decay is plotted against the 
emission wavelength in Figure 4-9 (b). The decay of the anisotropy is strongly wavelength 
dependent with the 0-0 transition showing an increase in anisotropy decay rate with increasing 
emission wavelength, while the 0-1 transition (dominantly observed from around 680 nm) appears 
to show very little residual anisotropy to decay, and no wavelength dependence. This appearance of 
two bands correlates well with the steady-state PL data, as well as with the decay component 
weightings extracted from wavelength dependent ultrafast PL measurements. The anisotropy 
difference between the two bands could be due to energy transfer between the two bands. The loss 
of this anisotropy is due to the lower-energy states having undergone more previous relaxation due 
to hopping than the higher-energy emitting states as the excitation wavelength is kept constant. 
Thus, there is no residual anisotropy when the emission wavelength becomes so low in energy that 
the excitons have undergone many multiple hops to be funneled to it – they have lost all memory of 
their initial polarization. At wavelengths up to 670 nm this does not appear to be the case however, 
as residual anisotropy is observed which decays with a characteristic time. This trend is again 
consistent with the loss of polarization memory during exciton migration within the polymer, and 
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the fact that the anisotropy loss is very fast between relatively small emission energy differences 
suggests that these lower energy states are very close together. In addition, this observation fits 
very well with the regio-random P3HT data which suggest that the higher-energy emitting sites are 
more localised, whereas the lower-energy emitting sites prevalent in regio-regular P3HT are found 
close together in crystalline domains, and it is possible for excitons to quickly hop between these 
delocalised sites. 
 
 
Figure 4-9. (a) The ultrafast anisotropy decay (blue triangles) for a regio-regular P3HT film following excitation at 400 nm. The raw 
emission decays (at 680 nm) are shown for vertically polarised (black squares) and horizontally polarised (red circles) excitation. The 
initial, ultrafast anisotropy loss can be seen to occur within the first 500 fs. The residual anisotropy then decays more slowly over 
the next few picoseconds. (b) shows the slow-phase anisotropy decay time fitted to a mono-exponential decay (and thus 
discounting the ultrafast component) for different emission wavelengths. 
 
4.4.7. Crystallinity 
 
In order to probe the correlation between PL lifetime and chemical structure further, a more 
systematic study was undertaken. In this study the ultrafast PL decays of different forms of P3HT 
were measured, and the lifetimes correlated with the crystallinity of the sample. The crystallinity of 
polymers is a slightly misleading term due to the inherent randomness and disorder associated with 
them, but here it will be used as a proxy measurement for the fraction of aligned, regularly stacked 
chains within the films. This fraction can be accurately obtained from differential scanning 
calorimetry (DSC) measurements,37 essentially by calculating the difference between the polymers’ 
latent heat of crystallisation and latent heat of melting; all crystalline domains will undergo an 
endothermic transition when melting, but only amorphous areas can be induced to crystallise. 
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These crystallinity measurements were performed by collaborators in the Department of Materials 
at Imperial College London. 
 
 
Figure 4-10. Scanning electron microscopy (SEM) images of P3HT nanotubes in either a random (a), or orientated (b) configuration. 
The scale bars are 10 μm. Images courtesy of Dr Christoph Hellmann in the Department of Materials, Imperial College London. 
 
P3HT samples of different crystallinities were created from regio-regular P3HT, as well as from 
P3HT nanotubes (or nanowires) obtained from the group of Dr Natalie Stingelin of the Department 
of Materials at Imperial College London. The two regio-regular P3HT samples were spin-coated 
from either a low boiling point (chloroform) or a high boiling point (chlorobenzene) solvent. During 
the spin coating of a polymer, solvent leaves the film at a rate that is in part dependent on the 
volatility of the solvent.38 As solvent is driven from the film, the thickness of the layer decreases as 
does the polymer mobility; at a certain concentration, the interplay between these effects can lead 
to the polymer being kinetically trapped in a glassy state.39 This reduces the crystallinity of the 
sample as the polymer has a reduced amount of time to orientate itself and find a 
thermodynamically stable (more stacked) configuration. Likewise, a film with more orientated 
nanotubes has a higher crystallinity than a film containing randomly orientated P3HT nanotubes. 
Scanning electron microscopy (SEM) images of the random and orientated P3HT nanotubes are 
shown in Figure 4-10, and clearly show the regular structure of the individual nanotubes, as well as 
displaying the different configurations – random and orientated. 
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Figure 4-11. Ultrafast PL decays kinetics for films of P3HT with different crystallinities. The samples were excited at 400 nm and the 
emission of the 0-0 transition monitored at 650 nm for all films except for regio-random P3HT (which is shown here as a 
comparison) where the emission was monitored at 620 nm. The arrow indicates increasing crystallinity. Fitting parameters are 
presented in Figure 4-12. 
 
The ultrafast PL decay kinetics for the different P3HT films are shown in Figure 4-11 and include 
completely amorphous regio-random P3HT as a comparison. The films were all excited at 400 nm 
and the emission of the 0-0 transition monitored at 650 nm (620 nm for regio-random P3HT). The 
ultrafast PL decay kinetics of the different P3HT films are shown normalised to the peak intensity, 
and the increase in PL decay rate with increasing crystallinity is evidenced by the arrow. Fitting the 
decay kinetics with a bi-exponential fit yields PL lifetimes for the different P3HT films which can be 
correlated with the crystallinity as obtained from DSC analysis. This fitting data is shown in Figure 
4-12 and reveals a strong correlation between PL lifetime and the structure of the P3HT polymer 
form; a more regular, planar structure shows a much faster decay of the emissive states that give 
rise to the 0-0 transition. This suggests that the speed at which the emitting polymer sections 
(which are twisted out of their equilibrium position immediately following excitation), return to 
their torsionally relaxed position is dependent upon the rigidity of their surroundings (as assayed by 
the film crystallinity). Thus, the more rigid forms of P3HT have a stronger intrinsic drive to return to 
their equilibrium configuration; the same energetic perturbation of the polymer backbone will be 
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dissipated faster. It is postulated that this could be due to the interaction of the exciton with the 
thermal bath of nuclear motions. A more rigid P3HT nuclear backbone can be thought of as having a 
greater amount of delocalisation, meaning the C-C bonds will be more electron rich and will 
therefore have more double bond-like character. They will thus undergo higher frequency 
vibrations40 which could allow the nuclei within the emitting exciton section to move to their 
torsionally relaxed geometries more quickly, resulting in a faster PL decay as observed. It is 
suggested that this hypothesis could be verified by some form of energy-minimisation modelling. 
 
 
Figure 4-12. Decay times from bi-exponential fits to the decays presented in Figure 4-11 as a function of P3HT polymer crystallinity 
determined by DSC analysis. A strong correlation between crystallinity and polymer exciton decay time is observed. The inset 
shows the actual fitting values in a tabular format. 
 
As discussed in section 4.2, an increase in P3HT crystallinity has been shown to lead to improved 
devices due to enhanced absorption and hole mobility. What is not considered is the effect the 
superior stacking and chain planarity has on the excited state dynamics. In the results presented 
above is has been shown that the more crystalline the polymer is, the faster the excitons relax and 
decay within them, and thus the faster they dissipate energy into the thermal bath. It is self-evident 
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that the excitons will thus have less excess energy available for charge separation and is perhaps 
one of the reasons why P3HT needs a relatively large LUMO-LUMO offset in order to drive charge 
separation.41 Accordingly, while crystallinity is good in P3HT, in polymers that absorb more red light 
and have higher hole mobilities42, 43 the act of crystallisation may pose a problem as it will reduce 
the energy of the exciton available to drive charge separation. A consequence of this result is that 
one method to improve device efficiencies would be to ensure acceptor molecules are located very 
close to the polymer exciton sites such that electron transfer can occur before the excess exciton 
energy is dissipated (as indeed has been shown for some systems44, 45). For crystalline polymers such 
as regio-regular P3HT however, this would lead to disrupted stacking and so gives some indication 
as to the maximum efficiency that can be achieved in P3HT devices; absorption and hole mobility 
are traded against VOC and facile electron separation. 
 
4.5. Conclusion 
 
In this chapter, ultrafast time-resolved PL spectroscopy has been used to elucidate some of the 
mechanisms of energy relaxation within various forms of the polymer P3HT. In this investigation the 
importance of exciton dynamics to the initial loss of energy within solar cells has been discussed, 
and the fact that different forms of the same material can result in radically different exciton decay 
mechanisms is addressed. 
In dilute solutions of P3HT the self-trapping, dynamic localization of the excitons is observed. This 
localization process is shown to happen more slowly (~1 ps) for lower-energy excitons than higher-
energy excitons (~100 fs) as the excitons must dissipate more energy to relax to the band edges and 
so take longer to form. However, in regio-random and regio-regular P3HT the dynamic localization 
of the exciton is hidden by other rapid intra- and inter-molecular processes that do not occur in 
solution-phase P3HT, but it can be observed through the rapid (<500 fs) loss of anisotropy that 
takes place within these films thus highlighting the fact that many ultrafast processes occur 
simultaneously resulting in convoluted experimental data.  
In films of regio-random P3HT the emission spectrum shifts lower in energy with time, and this 
process is shown to be due to both rapid inter-molecular energy transfer (<10 ps) between polymer 
chains and slower intra-molecular exciton transfer along the polymer chains (>10 ps). In regio-
regular P3HT the emission spectrum again shifts lower in energy with time and this migration is 
once more due to two processes. The slower phase (>15 ps) is linked to intra-molecular exciton 
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hopping and leads to rapid migration of energy to lower-energy segments with a concomitant loss 
of polarization memory as revealed by anisotropy measurements. The fast energy transfer process 
(<15 ps) is related to torsional relaxation of the polymer chains. The 0-0 transition, symmetry 
forbidden within H-aggregated P3HT lamellar stacks, is temporarily disrupted by absorption 
resulting in an increase in fluorescence from this transition. Torsional relaxation of the 
conformational subunits of the excited state leads to a rapid loss of this emission band. 
Furthermore, studies of different forms of P3HT have positively correlated the crystallinity of these 
samples with reduced PL lifetimes. This phenomenon that has been proposed as being due to the 
increased electron density, and thus vibrational frequency, of the C-C bonds allowing the nuclei 
within the exciton to undergo a faster reorganisation into an equilibrium geometry. 
These results emphasize the importance of the study of ultrafast processes to the development of 
more efficient solar cell devices. By studying the energy loss mechanisms that occur in such films it 
should be possible to develop systems, both polymers and blends, in which these loss mechanisms 
are limited, thus conserving more exciton energy. From the results presented in this chapter it is 
suggested that effort should be made to incorporate acceptor molecules very close to polymer 
exciton sites so as to minimize the energy lost due to the ultrafast exciton relaxation processes. 
Such work is the focus of the next two chapters and is a subject of ongoing study within the group. 
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Chapter 5 
 
 
5. RESULTS: DETERMINING THE EXCITON DIFFUSION LENGTH IN A 
POLYFLUORENE FROM ULTRAFAST FLUORESCENCE MEASUREMENTS 
OF POLYMER/FULLERENE BLEND FILMS 
 
5.1. Abstract 
 
In this chapter, emission quenching is studied in systems composed of poly[9,9-dioctylfluorene-co-N-(4-
butylphenyl)-diphenylamine] (TFB) and various concentrations of three different types of acceptors – 
[6,6]-phenyl-C61 butyric acid methyl ester (PCBM) and its multi-adduct analogues bis-PCBM and tris-
PCBM. By analysing the ultrafast fluorescence decays, the quenching behaviour of the three different 
acceptors is correlated with the different blend morphologies. Furthermore, a new method to extract 
polymer exciton diffusion lengths from ultrafast fluorescence decays in the presence of acceptors is 
presented, and this is contrasted with standard diffusion length measurements. The method is shown 
to be generally applicable to a range of polymers and allows the polymer diffusion length in ‘real’, bulk 
heterojunction systems to be extracted. 
 
5.2. Introduction 
 
It is remarkable that, although OPV device efficiencies of over 7% have been reported,1  very little is 
known of the materials, nor how they achieve this. Specifically, little is known about how the 
chemical structure and the film microstructure influence the photophysical processes occurring 
within and around them. This area of oversight will almost certainly prove problematic in the future 
as the technology strives to enter a fast-moving field and become commercially viable. 
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Consequently, it seems apparent that a more complete understanding is needed of how the 
chemical structure of the donor and acceptor, as well as the physical microstructure of the blend 
films, influence the various photophysical processes occurring within such devices. 
On the most basic level, photocurrent generation in a polymer/fullerene OPV device follows from 
the absorption of a photon in the polymer (donor), diffusion of the photogenerated exciton towards 
a fullerene (acceptor), dissociation of the exciton to generate a geminate charge pair, separation of 
the charge pair and charge transport towards the contacts with an external circuit. Efficient 
dissociation of the exciton is thus a prerequisite for efficient photocurrent generation. In this 
scheme, exciton dissociation competes with the radiative and non-radiative decay of the exciton as 
well as with non-dissociative energy transfer at the interface. The efficiency of dissociation is 
dependent upon the size of the exciton diffusion length in the polymer, Lex, relative to the distance 
from the point of photon absorption (and thus exciton generation) to the interface with the 
acceptor material, as well as the free energy difference between the singlet exciton and the 
geminate pair state. Whilst intimate mixing of donor and acceptor phases would ensure efficient 
exciton dissociation, these conditions also encourage charge recombination. As such, a certain 
degree of phase segregation is advantageous for photocurrent generation, so long as it does not 
compromise the exciton dissociation efficiency.2, 3 This is discussed in greater detail in Chapter 7. In 
the hypothesised ‘ideal’ case, pure donor and acceptor domain sizes comparable to exciton 
diffusion lengths would be desirable for efficient charge photo-generation; as such, knowledge of 
the exciton diffusion length of the donor polymer is essential for the optimisation of film 
microstructure. 
Photophysical measurements such as PL are widely used in the characterisation of new OPV 
material combinations, both to determine the conditions that lead to exciton dissociation,4 and, 
when used together with other measurements of charge generation, to determine the extent to 
which  poor exciton harvesting limits charge generation.4 Photophysical studies of exciton dynamics 
also allow the effect of blend morphology on exciton harvesting to be determined. For example, PL 
has been used recently as a probe of changes in microstructure due to annealing-induced phase 
segregation5 or to solvent-induced mixing6 that may change the average size of the donor or 
acceptor domains. The technique has also been used to measure the effective exciton diffusion 
length in molecular materials by studying the dependence of PL quenching on the thickness of an 
organic thin film on top of a flat acceptor layer.7-9 In addition to allowing the extraction of more 
accurate diffusion lengths from polymers,8 time-resolved PL measured on a sub-picosecond to 
nanosecond timescale can provide further information such as allowing the determination of 
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exciton dynamics, including excited state energy transfer processes, and the mechanism of exciton 
PL quenching and dissociation at donor-acceptor interfaces. When performed on materials of 
carefully controlled composition or process history, these measurements can yield data on both the 
film microstructure and how it is affected by processing, and on the relative importance of energetic 
(E) and structural (Lex, domain size) factors in controlling exciton dissociation. In this chapter, the 
femtosecond to picosecond time-resolved fluorescence technique described in Chapters 3 and 4 is 
used, in conjunction with some elementary modelling, to evaluate the exciton diffusion length in 
polyfluorene polymer films doped with different fullerene acceptors. Furthermore, the technique is 
also shown to be applicable to other amorphous polymers providing a novel and reliable method to 
extract the polymer exciton diffusion length in something very akin to a real, functioning active 
layer. 
 
5.3. Experimental 
 
PCBM, bis-PCBM, and tris-PCBM were supplied by Solenne BV with molecular weights of 910.88, 
1101.10, and 1291.32 g/mol. respectively. TFB and PFB were obtained from Sumitomo Chemical 
Company and regio-random P3HT was obtained from Sigma Aldrich (Mw ≈ 100,000 g/mol., PDI = 
3.7) and all chemicals were used as received. Thin films for spectroscopy were fabricated by spin-
coating at 1000 rpm of material mixtures (15 mg/ml) from chlorobenzene onto pre-cleaned glass 
substrates. 
Ultrafast time-resolved PL decays were obtained using the upconversion technique described in 
Chapter 3. The excitation was at 400 nm and at a power of ~1 mW, well below the onset of intensity 
dependent kinetics, and the emission was detected at 460 nm. The samples were held in a nitrogen 
atmosphere and continuously translated through the excitation beam to eliminate photo-bleaching 
effects and local degradation of the films. 
Blend samples for TEM were fabricated on water soluble sacrificial substrates (PEDOTS:PSS) and 
floated onto the surface of deionised water before being caught on 300 mesh copper grids for top-
down imaging. 
For the surface quenching experiments, a 20 nm thick layer of TiO2 was deposited onto cleaned 
quartz substrate by spray pyrolysis deposition at 450 °C of a 0.1 M solution of di-isopropoxytitanium 
bis(acetylacetonate) solution synthesised from Ti(OiPr)4 (97 %, Sigma-Aldrich) and pentane-2,4-
dione (>99 %, Sigma Aldrich) in ethanol. Very thin films of TFB (~3 nm - ~12 nm) were deposited on 
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top of this by spin-coating dilute (0.25 – 0.05 mg/ml) solutions of TFB in chlorobenzene at speeds 
ranging from 4000 – 8000 rpm. 
 
5.4. Results and Discussion 
 
The molecular structures of the predominant materials used in this chapter are displayed in Table 
5-1. The donor polymer, poly[9,9 dioctylfluorene–co–N-(4-butylphenyl)-diphenylamine], referred to 
from here on as TFB, has been relatively well studied for solar cell and LED applications. It was 
chosen for this study as it emits lights at a wavelength observable with the upconversion setup, and 
it is amorphous which allows processing-related variations in the morphology of the polymer phase 
to be minimised. The fullerene acceptors used in this study are also shown in Table 5-1. These are all 
based on C60 and differ only in their number of solubilising side chains. The mono-adducted 
fullerene is PCBM, the standard acceptor for polymer bulk heterojunction solar cell research. The 
fullerene with two adducts is known as bis-PCBM, and the one with three adducts is tris-PCBM. The 
LUMO level of these species is raised relative to PCBM by about 110 and 220 meV respectively.10-13 
Bis-PCBM and tris-PCBM have several isomers (at least ten for tris-PCBM for example14), but the 
effect of these should average out throughout the film as has been suggested by modelling data.14 
The use of three different acceptors with the same polymer increases confidence in the value of Lex 
extracted by eliminating acceptor related effects. 
 
Table 5-1. Molecular structures and electron affinities of the predominant materials used in this chapter – TFB, PCBM, bis-PCBM, 
and tris-PCBM. Also included is the enthalpic driving force for electron transfer between the polymer and the three acceptors. 
Material Structure 
Electron affinity 
(eV) 
ΔE (eV) 
TFB 
 
2.3 ± 0.1  
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PCBM 
 
3.72 ± 0.02 ~1.4 ± 0.1 
bis-PCBM 
 
3.61 ± 0.02 ~1.3 ± 0.1 
tris-PCBM 
 
3.50 ± 0.02 ~1.2 ± 0.1 
 
Steady-state absorption and emission data for TFB/fullerene blends films are shown in Figure 5-1, 
with the ratio of fullerene in the blends varied from 0.5 to 50 wt.%. The data for all three fullerenes 
shows that increasing the weight ratio of fullerene in the blend results in a reduction in the polymer 
absorption, but no change in the shape of the spectra indicating that the polymer exciton is the only 
absorbing species in this region. The emission data clearly shows that the fullerene acceptors 
quench the emission from the polymer excitons, almost certainly via LUMO-LUMO electron 
transfer rather than energy transfer as no fullerene emission is observed. Increasing the relative 
loading of fullerenes increases the quenching as more excitons are able to locate a quencher 
molecule. This quenching increase appears to be linear with acceptor loading up to a point – at high 
loadings of fullerene the data seems to show plateau points. Once these points are reached, then 
increasing the loading of fullerene further seems not to increase the quenching. This critical ratio 
occurs at around 40% for PCBM and around 30% for bis-PCBM and tris-PCBM. Although several 
reasons could be used to explain this behaviour such as aggregation, driving force limitations, and 
donor-acceptor distances, it is hard to distinguish between them using steady-state emission 
quenching; time-resolved PL quenching data is potentially more informative as exciton dynamics 
can be directly observed, possibly providing a deeper understanding of the mechanisms of 
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quenching. Before turning to ultrafast measurements however, it is important to understand the 
limitations of the several methods available for extracting information from steady-state emission 
data. 
 
 
Figure 5-1. Steady state absorption (a,b,c) and emission (d,e,f) data of films containing different weight ratios of fullerene in blends 
of TFB/PCBM (a,d), TFB/bis-PCBM (b,e), and TFB/tris-PCBM (c,f). Increasing the loading of the fullerene has no effect on the shape 
of the polymer absorption spectrum. It also results in quenching of the polymer emission. The emission spectra were excited at 
400 nm. 
 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 133 ~ 
Chapter 5 – Results: Determining the Exciton Diffusion Length 
Steady-state PL quenching has been used relatively successfully to estimate the exciton diffusion 
length in blend systems of photo-active polymer materials. For example, Jamieson et al15 have 
studied a series of different polymers blended with PCBM (giving very good devices efficiencies), 
which all display a PL quenching  of greater than 98 % with respect to the neat polymer. The 
authors derive a simple equation relating the PL quenching with the exciton diffusion length in the 
polymer and reach values ~0.9 nm which, as they note, is a length scale similar in size to the 
monomer unit of most of their polymers, and of the diameter of a single fullerene. This implies that 
in these state-of-the-art polymers, excitons are generated in the polymer fraction effectively 
directly adjacent to a PCBM molecule, which is indicative of very fine intermixing between the blend 
components. This conclusion is probed in more depth further on in this chapter, and also in Chapter 
6. However, no information on the diffusion length of the polymer can be garnered from this 
steady-state method, only the exciton diffusion length in blends. 
One further technique for measuring fluorescence quenching in common use throughout many 
areas of science (it is used extensively for studying biochemical molecules) is the Stern-Volmer 
approach. Used predominantly for studying systems in solution, the Stern-Volmer equation 
considers the quenching of fluorophores by quencher molecules or domains. The equation, given 
below, is derived from consideration of the fluorescence intensity of the fluorophore in the presence 
and absence of a quencher. A full derivation is available in reference 16. 
  
 
       [ ]      [ ] 
Equation 5-1 
where F0 and F are the intensity of the fluorophore emission in the absence and presence of a 
quencher respectively, kq is the bimolecular quenching constant, τ0 is the lifetime of the fluorophore 
in the absence of a quencher, [Q] is the concentration of quencher, and KD is the Stern-Volmer 
quenching constant. 
In solution studies, the Stern-Volmer equation is often combined with others, such as the 
Smoluchowski equation, to extract further information on various properties of the different 
molecules present such as diffusion lengths and collisional frequencies.16 However, the applicability 
of the Stern-Volmer equation is often uncertain in the solid state as diffusion of the molecules is 
very limited, if it occurs at all.17, 18 Often, if the fluorophore is static, the Perrin equation is used 
instead which gives the characteristic quenching radius of a quencher from the drop in the 
fluorescence intensity of a material upon the addition of a set amount of quencher.18 However, in 
some materials the fluorophore (in this case the excitons) are capable of moving, as described in 
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Chapter 2. Thus, the Stern-Volmer equation has been applied with some success to simpler polymer 
films as the diffusive movement of the exciton along or between the chains is akin to diffusion of 
molecules in solution.17, 18 Stern-Volmer analysis of the emission data shown from Figure 5-1 is 
displayed in Figure 5-2 (a). For all three fullerenes the data clearly does not conform to the standard 
Stern-Volmer analysis, but rather shows a positive, up-curving deviation from the norm; this 
phenomenon is often observed when the extent of quenching is large.16 In Figure 5-2 (a) a linear 
best fit line over the first half of the bis-PCBM data points has been extrapolated to show the 
deviation of the data at high molar concentrations of fullerenes. The molar concentration of 
fullerene is the ratio of the number of moles of fullerene compared to the total combined number of 
moles of fullerene and TFB monomers in the blend and is used here to account for the different 
molecular weights of the fullerenes. 
 
 
Figure 5-2. (a) Standard Stern-Volmer analysis (a fit to Equation 5-1) of the fluorescence intensity data shown in Figure 5-1 for 
TFB/fullerene blends of different ratios. The red line is a linear fit to the first five data points of the bis-PCBM data set that has been 
extrapolated across the whole molar concentration range to highlight the positive curvature of the data points. The PCBM and tris-
PCBM fit lines are not included for clarity. (b) Modified Stern-Volmer plot (a fit to Equation 5-2) for the same data including the 
‘sphere of action’ correction. The red line is a linear fit to the first five data points of the bis-PCBM data set that has been 
extrapolated across the whole molar concentration range to highlight the breakdown of the fit at high fullerene loadings. 
 
This positive up-curve is indicative of more than one process occurring in the quenching 
mechanism.16 The classic Stern-Volmer analysis requires exponential decay dynamics from the 
same starting point to be valid, and although the dynamics are indeed mono-exponential (as shown 
below in Figure 5-3), it does not account for the initial, pre-instrument response quenching visible in 
the same data and described below. In order to correct for this, a version of the static Perrin analysis 
is invoked in which a fraction of the fluorophores are generated within the characteristic quenching 
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radius of the quencher and so the emission intensity is reduced even before diffusive movement 
occurs. This size is known as the quenching ‘sphere of action’ within which the probability of 
quenching is unity, and the modified Stern-Volmer equation is thus:16 
  
 
     [ ] 
(
   [ ]
    ) 
Equation 5-2 
where F0 and F are the intensity of the fluorophore emission in the absence and presence of a 
quencher respectively, [Q] is the concentration of quencher, KD is the Stern-Volmer quenching 
constant, V is the volume of the quenching sphere, and NA is Avogadro’s constant. 
The modified Stern-Volmer plots are displayed in Figure 5-2 (b). The main observable feature from 
this graph is that once more the data sets for each fullerene do not lie on a straight line as the 
modified Stern-Volmer predicts, but rather they exhibit a negative curvature tending to flatten off 
at high concentrations of fullerene. Once more, a linear fit for the first half of the bis-PCBM data 
points is extrapolated to cover the entire molar concentration range and is shown to help 
distinguish the data deviation. This deviation suggests that at high loadings the emission is 
quenched less than would be expected from the initial linear relationship, implying that some 
larger-scale aggregation effects are occurring. Figure 5-2 (b) also reveals different plateau levels for 
each of the different fullerenes indicating that either the fullerenes are aggregating to different 
extents, or that they display different (and therefore non-unity) dissociation probabilities, or a 
combination of the two. It should be noted that the lack of linearity at high molar concentrations is 
not due to other common effects such as the presence of two fluorophore populations, one of 
which has limited or no access to the quencher molecules, nor to static quenching through the 
formation of a non-fluorescent ground-state complex between the fluorophore and quencher. 
However, from fits to the near-linear first half of the data plots (low molar concentrations of 
fullerene) shown in Figure 5-2 (b), the Stern-Volmer quenching constant can be calculated and 
subsequently used to calculate the molar concentration of fullerene required to quench the TFB 
emission by 50%. This data is presented in Table 5-2 and reveals that more molecules of bis-PCBM 
are needed to quench the TFB exciton emission to the same amount as PCBM, and even more tris-
PCBM molecules are needed than bis-PCBM molecules. This variation in the bimolecular quenching 
constants suggests that the excitons move at different speeds through the TFB/fullerene blends, 
with movement through PCBM blends being fastest, and movement through tris-PCBM blends 
being slowest; although unproven, this seems relatively unlikely given the amorphous nature of 
TFB. Conversely to this, analysis of the quenching ‘sphere of action’ for each of the fullerenes 
appears to show that the quenching radius of tris-PCBM is larger than both bis-PCBM and PCBM 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 136 ~ 
Chapter 5 – Results: Determining the Exciton Diffusion Length 
(which are themselves very similar). This is a somewhat surprising and debatable result as the more 
adducts the fullerene has then the larger it is, which perhaps correlates with a larger quenching 
radius. However, if this was the case then fewer molecules would be needed to quench the emission 
to the same extent, not more as shown from the same fitting data in Table 5-2. Further, the driving 
force for electron transfer is largest for PCBM and smallest for tris-PCBM (as shown in Table 5-1), 
suggesting faster electron and longer-ranging electron transfer for PCBM than bis-PCBM than tris-
PCBM. This dichotomy strongly suggests that even the modified Stern-Volmer analysis is 
insufficient to explain the quenching data and differences between the fullerenes. 
 
Table 5-2. Table showing the Stern-Volmer quenching constant along with the corresponding molar concentration and weight 
percentage of fullerene needed to quench 50% of the TFB exciton emission calculated from the modified Stern-Volmer fits shown in 
Figure 5-2 (b). 
Fullerene Stern-
Volmer 
quenching 
constant, KD 
Bimolecular 
quenching 
constant, kq 
Molar 
concentration of 
fullerene 
required for 50% 
quenching 
Weight % of 
fullerene 
required for 
50% 
quenching 
Radius of 
quenching 
volume 
/nm 
PCBM 360 2.31 x 1012 2.78 x 10-3 0.37 1.23 
bis-PCBM 324 2.08 x 1012 3.09 x 10-3 0.49 1.19 
tris-PCBM 236 1.51 x 1012 4.24 x 10-3 0.79 1.39 
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Figure 5-3. Raw (a,b,c) and normalised (d,e,f) ultrafast fluorescence upconversion decays for blends of TFB/PCBM (a,d), TFB/bis-
PCBM (b,e), and TFB/tris-PCBM (c,f). The samples were excited at 400 nm, and the emission was monitored at 460 nm. The arrows 
indicate increasing weight ratio of the fullerene component. 
 
In order to achieve a better understanding of the exciton dynamics within these systems ultrafast 
time-resolved emission measurements were performed on the same TFB/fullerene blends. These 
ultrafast time-resolved fluorescence upconversion decays are shown in Figure 5-3, with the ratio of 
acceptor in the blend varied from 0.5 to 50 wt.%. It can be seen that increasing the loading of the 
fullerene in the blend results in two clear phenomena – a reduction in the decay time, and a 
reduction in the peak height; the TFB polymer fluorescence can be seen to be efficiently quenched 
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in all cases by the three acceptors. The decays follow exponential kinetics, with the decay constant 
increasing with fullerene concentration up to a saturation level in each case. The trend of the peak 
amplitude as a function of acceptor concentration is reported in Figure 5-4 (a). Since it is important 
to account for the different molecular weights of the fullerenes used in this study, the data is 
plotted as a function of volume concentration of fullerene molecules, assuming previously 
experimentally verified densities of the polymer and fullerene phases of 1.0 and 1.5 g cm-3 
respectively.19, 20 For all three acceptors, the amplitude decreases noticeably even at 0.5 % loading 
and continues to decrease with increasing fullerene loading. This reduction in peak height, 
attributed to pre-instrument quenching, is due to the quenching of a fraction of polymer excitons 
before they can be observed. Given that the instrument response of the system is less than 150 fs, it 
is reasonable to assume that this fraction of excitons are quenched because they are formed within 
the quenching sphere of the fullerene and are effectively instantaneously dissociated; so little 
diffusion occurs on this time scale that it can effectively be ignored. Thus this initial peak height 
reduction can be used to estimate the extent of the intermixing of the fullerene and polymer in a 
more sophisticated manner than steady-state quenching measurements. For fullerene 
concentrations up to 11020 cm-3, (approximately 20 wt.% fullerene), the amplitude reduction is 
similar for all three fullerenes. However, at higher fullerene loadings the fluorescence kinetics begin 
to saturate at different levels as is clear from Figure 5-4 (a) – at a larger acceptor concentration and 
lower amplitude level for PCBM than for bis-PCBM than for tris-PCBM. This saturation plateau 
region is similar to the one observed in the steady-state emission data shown in Figure 5-1, and 
indicates that however much more fullerene is added to the blend after the plateau concentration, 
excitons cannot be formed in the polymer closer to the fullerene acceptors. Beyond this limit the 
‘extra’ fullerene is probably aggregating and this has implications for devices in which the optimum 
fullerene ratio in blends has been shown to be around 80 % by weight.21 The need for this ‘extra’ 
fullerene component above the quenching limit implies that fullerene aggregates are needed for 
charge separation or transport, as has been suggested in other polymer systems.22 
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Figure 5-4. (a) shows the maximum amplitude trend for the raw decay shown in Figure 5-3. (b) shows the decay times extracted 
from a single exponential fit of the data shown in Figure 5-3. The inset shows a zoom of the decay time at high acceptor 
concentrations. Both graphs are plotted against the volume density of the fullerene molecules within the TFB blend.  
 
The reduction in the exciton lifetime upon increasing the fullerene loading of the blends is best 
observed in the normalised decay traces shown in Figure 5-3, and is due to there being a rising 
probability of the polymer excitons encountering a quencher after diffusive movement. This 
fluorescence lifetime data shows a similar trend to the peak amplitude data and the kinetics are well 
described by a single exponential decay for all three acceptors. The lifetimes obtained by fitting a 
single exponential to the data (starting at the maximum of the signal, thus excluding processes 
occurring within the response function) are reported in Figure 5-4 (b). Lifetimes decrease very 
rapidly as a function of fullerene loading up to ~1x1020 cm-3, at a similar rate for all three fullerenes. 
However, at higher concentrations the lifetimes begin to saturate, but at different levels for all three 
acceptors. In particular, at higher acceptor concentration excitons in the tris-PCBM blends seem to 
live longer than those in the bis-PCBM and mono-PCBM films respectively, as is also apparent from 
the normalised kinetic traces in Figure 5-3 (b), (c), and (d). 
Saturation in the rate of quenching with respect to molar concentration is expected to occur when 
the largest distance from polymer domain to the nearest acceptor becomes smaller than Lex. 
Differences in saturation level between the fullerenes could indicate either different degrees of 
mixing of the fullerenes into the polymer phase, or a different probability of exciton dissociation 
once the interface is reached. Both explanations are plausible given that additional side chains are 
likely to influence the interaction energy between polymer and fullerene14 and the solubility of the 
fullerene in the polymer matrix.23 This would influence the degree of mixing of fullerene into the 
polymer13 and reduce the average rate of intermolecular charge transfer between polymer and 
fullerene. 
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The suggestion from photophysical data that the higher fullerene adducts disperse less well within 
the polymer phase, leading to larger domains of pure polymer, is supported by TEM images of 
50 wt.%  fullerene blended TFB films shown in Figure 5-5. The images in Figure 5-5 indicate a finer 
mixing for the blends with PCBM (a), compared to those with bis-PCBM (b), while for the blends 
with tris-PCBM (c) significantly larger domains are evident. Similar behaviour has been observed for 
blends of the same three fullerenes with unannealed P3HT,23 and is supported by differential 
scanning calorimetric measurements of those blends. On the other hand, the assertion that the 
reduced efficiency of photoinduced charge transfer from polymer to fullerene as fullerene adduct 
number increases is supported by spectroscopic studies of some blend films (triplet formation is 
more likely for tris-PCBM than PCBM, given the same energetic driving force24) but not by others.13 
A reduced average rate of charge transfer could be expected as a result of both reduced driving 
force and higher energetic disorder.14 
 
 
Figure 5-5. Top-down TEM images for 50 wt.% blends of TFB/PCBM (a), TFB/bis-PCBM (b), and TFB/tris-PCBM (c). Scale bars are 
200 nm. 
 
In order to extract more information from the ultrafast fluorescence decays a simple model has 
been developed in collaboration with Professor Jenny Nelson of the Department of Physics and Dr 
Annalisa Bruno of the Department of Chemistry, both at Imperial College London. The model is 
presented here and shows that it is possible to extract the diffusion length of the polymer directly 
from the time-resolved fluorescence quenching measurements in blends of different compositions, 
with the advantage of this technique being the ability to correlate the quenching efficiency with the 
actual morphology of the blend. Moreover, the model allows the efficiency of exciton dissociation 
at the different TFB/fullerene interfaces to be ascertained. For these reasons it is considerably 
superior to standard methods of modelling or fitting steady-state quenching. 
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The model and its derivation are outlined in detail in Appendix 1, but will be briefly summarised 
here. The model is based on the supposition that excitons move by diffusion (a series of “hops”) in 
an unbiased random walk and makes the following further assumptions: 
 The step length of the random walk, a, is taken as the cube root of the volume of an exciton 
 Excitons decay radiatively after an average lifetime tR = 1 / kR (where kR is the decay rate) 
 The exciton diffusion length, Lex, is the average distance an exciton diffuses before 
recombining radiatively 
 Quenchers (fullerene molecules) are dispersed molecularly and uniformly 
 When an exciton hops into a volume occupied by a quencher dissociation occurs with a 
probability PQ, which may vary between fullerenes 
Fluorescence kinetics results from a competition between two linear processes, radiative decay and 
exciton dissociation at fullerene quenchers. It is possible to write the rate of exciton quenching, kQ, 
as the probability of quenching per hop, divided by the hop time (Δt = a2 / 6D): 
   
   
   
  
         
Equation 5-3 
where nQ is the number of quenchers per unit volume and D is the diffusion coefficient. 
Furthermore, because the diffusion coefficient can be expressed in terms of the exciton diffusion 
length and the radiative decay rate (D = Lex
2 / tR = kRLex
2), it is possible to express the total decay rate, 
K (given by the sum of the exciton dissociation quenching and the radiative quenching rates), 
relative to the radiative decay rate (giving a rate enhancement) as: 
 
  
 
     
  
      
        
Equation 5-4 
This results in a model with three fit parameters – the dissociation probability for each fullerene 
type (PQ), the exciton diffusion length (Lex), and the exciton hop length (a). 
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Figure 5-6. The experimental values (symbols) of the enhancement of the fluorescence decay rate of TFB/fullerene blends for PCBM 
(red squares), bis-PCBM (green circles), and tris-PCBM (blue triangles). The modelling curves of a fit to Equation 5-4 are plotted (as 
lines) on the graph for TFB/fullerene blends for PCBM (red), bis-PCBM (green) and tris-PCBM (blue). 
 
In the limit where the fullerene density is high enough that every exciton site contains a quencher, 
then the probability of finding a quencher (nQa
3) is 1. At this point the kinetics saturate at a plateau 
level as the average spacing between the fullerene acceptors is comparable to the size of an 
exciton. This data suggests that the linear size of an exciton (a) is 1.6 ± 0.2 nm, which is in excellent 
agreement with the length of a TFB monomer calculated as ~1.5 nm on an energy-minimised 
structure. For the three fullerenes we find different saturation values, indicating distinct domain 
constructions for the three fullerene acceptors. The probability of dissociation resulting from an 
exciton meeting a fullerene is less than unity for tris-PCBM and bis-PCBM, and lower for tris-PCBM 
(0.55) than bis-PCBM (0.75). The values for the dissociation efficiencies between the fullerenes 
follows the trend in fullerene size due to the extra adducts, and it also correlates well with the 
reduced driving force for charge separation due to the shallower LUMO level of the higher adduct 
fullerenes from Table 5-1 (which must also be correlated to the extra adducts). The most likely 
cause of the variation between the probabilities of dissociation is therefore that the interaction 
energy between the polymer and fullerene reduces with increasing adducts.14 Using this model to fit 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 143 ~ 
Chapter 5 – Results: Determining the Exciton Diffusion Length 
the ultrafast fluorescence data at low fullerene concentrations yields an exciton diffusion length for 
TFB as Lex = 8 ± 2 nm. This polymer diffusion length is constant irrespective of which fullerene 
acceptor is used to facilitate the rate enhancement and corresponds to five exciton hops. However, 
it is known that polymer purity and minor processing differences can have large effects on many of 
a polymer’s internal mechanisms, so to be sure of a reliable validation of the model a further in-
house verification was performed. 
In order to have an independent, separate estimate of the diffusion length, a standard surface-
quenching experiment using TiO2 as a quencher was performed. Dilute solutions (see Experimental) 
were spin-coated onto a quenching TiO2 substrate and their thickness determined by absorption 
measurements (knowing the absorption coefficient of TFB25 and from independent measurements 
on films of known thickness within the group). In Figure 5-7, the integral of the fluorescence 
emission for the samples is reported as a function of the film thickness. A jump in the total emitted 
fluorescence is clearly visible between thicknesses of 8 and 10 nm, indicating the critical diffusion 
length for TFB excitons lies in this size interval. This value is in excellent agreement with that 
evaluated by our model on the ultrafast decay data. 
 
 
Figure 5-7. Total emitted fluorescence (integrated from 420 to 600 nm after excitation at 400 nm) for TFB samples of different 
thicknesses on a TiO2 substrate of 20 nm thickness. The blue lines are simply guides to the eye to illustrate the jump in fluorescence 
intensity occurring at thicknesses greater than 8 nm. 
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In order to prove the general applicability of this modelling technique to extract polymer exciton 
diffusion lengths from their ultrafast fluorescence decays, the experiment was repeated on two 
further amorphous polymers, poly[9,9’-dioctylfluorene-co-bis-N,N’-(4-butylphenyl)-bis-N,N-
phenyl-1,4-phenylenediamine] (PFB) and regio-random poly[3-hexylthiophene-2,5-diyl] (P3HT). 
These polymers were chosen as, due to their predominantly amorphous nature, they exhibit mono-
exponential ultrafast fluorescence decay dynamics in a similar manner to TFB. Partially crystalline 
polymers, for example regio-regular P3HT, exhibit bi- or multi-exponential decay dynamics (as 
discussed in Chapter 4) rendering the model inaccurate. The raw ultrafast PL decays of the 
polymers are shown in Figure 5-8, with the ratio of acceptor in the blend varied from 0.5 wt.% to 
50 wt.%. As before for TFB, increasing the loading of the fullerene in the blend results in two clear 
phenomena – a reduction in the decay time, and a reduction in the peak height; the PL can be seen 
to be efficiently quenched in both polymers by PCBM. 
 
 
Figure 5-8. Raw (a,c) and normalised (b,d) ultrafast fluorescence upconversion decays for blends of regio-random P3HT/PCBM (a,b) 
and PFB/PCBM (c,d). The samples were excited at 400 nm, and the emission was monitored at 650 nm for regio-random P3HT and 
460 nm for PFB. The arrows indicate increasing weight ratio of the PCBM component. 
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As the PL decays for both polymers can be well fitted to mono-exponential kinetics it is appropriate 
to apply the rate enhancement model to the data. The modelling fits to Equation 5-4 for these two 
polymers are shown in Figure 5-9. They both clearly exhibit similar behaviour to the TFB samples 
already presented in Figure 5-3 and fitted to the model in Figure 5-6, suggesting that the model is 
applicable to a wide range of amorphous polymers. The model gives a PFB exciton diffusion length 
of 6.5 nm, and a regio-random P3HT diffusion length of 4.5 nm both corresponding to around five 
hops to adjacent sites. Accordingly, it can be said that the model seems to fit very well to the 
experimental data obtained from ultrafast time-resolved PL spectroscopy. The model extracts the 
pristine polymer diffusion length from analysis of the ultrafast fluorescence decay rates of polymers 
blended with fullerene acceptors at different concentrations. Crucially however, the ultrafast data 
and model extract the pristine polymer diffusion length in ‘real’ bulk heterojunction devices rather 
than in simplified systems such as bilayers. This is important as the polymer exciton diffusion length 
in such stripped-down, reduced systems could potentially vary significantly from that observed in 
real devices. This raises the possibility that the blend microstructure could potentially be 
engineered towards an erroneous goal or target, severely limiting efficiency. It is important to note 
that when the model is coupled with the ultrafast time-resolved fluorescence decays much more 
information can be extracted than is possible from standard steady-state PL analysis (although it is 
noted that these analyses were developed for, and generally apply to, solutions and not to thin film 
measurements). Furthermore, the applicability of the complete method (including both the 
experimental UF PL data and the modelling) for extracting the polymer diffusion length in bulk 
heterojunctions has been shown to be very broad; the diffusion length from three different 
amorphous polymers has been extracted via this method. However, as mentioned above, the main 
limitation to the validity of this technique to other polymers is the shape of the exciton dynamics. At 
present, the model requires polymers that exhibit mono-exponential PL decay dynamics, and so 
limits the technique to relatively amorphous polymers (see Chapter 4). Consequently, this excludes 
some well-known and well-studied polymers, notably regio-regular P3HT. The development of a 
model that can accurately overcome this limitation is the subject of on-going work between 
collaborators and researchers within the group. 
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Figure 5-9. The experimental values (black squares) of the enhancement of the fluorescence decay rate of PFB/PCBM blends (a) and 
regio-random P3HT/PCBM blends (b). The modelling curves of a fit to Equation 5-4 are plotted (as red lines) on the graphs. The 
experimental values were collected following excitation at 400 nm for both sample sets, and collecting the emission at 460 nm for 
the TFB samples, and 650 nm for the regio-random P3HT samples. 
 
This model has one further obvious limitation and that is that it does not account for fullerene 
aggregation – the fourth assumption of the model is that quenchers are dispersed molecularly and 
uniformly. Aggregation, certainly at high loadings, has been intimated from analysis of the steady-
state PL data and is also clear from the TEM images in Figure 5-5. Thus, a more complete model of 
the quenching due to the microstructure of a blend film should include some aggregation effects. 
Such a model has been developed as part of this project. 
In order to evaluate the relative likelihood of the two different explanations for the concentration 
dependence of the fluorescence kinetics, a Monte Carlo model has been developed that 
incorporates both the effects of aggregation within the blend film, and the effect of limited 
quenching efficiency. The model and modelling procedure is explained in depth in reference 26, 
(and further information is also available in Chapter 9), but is summarised briefly here. The model is 
based upon a Monte Carlo algorithm which is used to generate realisations of the binary polymer-
fullerene medium for different volume ratios of the two components, and different values of the 
interaction energy between dissimilar components. Exciton diffusion is then considered on a binary 
lattice with a given degree of aggregation, and the exciton quenching allowed to result from an 
encounter between the exciton and an interface with an acceptor. The results are first fit to the 
PCBM blend assuming that aggregation is negligible and the quenching probability is maximum, 
both reasonable assumptions given that PCBM is the most easily dispersed fullerene and has the 
largest driving force for exciton quenching. This yields a TFB exciton diffusion length of 7.5 ± 0.5 nm 
and constrains the linear size of an exciton, a, to 1.6 ± 0.2 nm (closely matching the values obtained 
from the model above). Keeping these values, the experimental data for the other two fullerenes is 
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fit by varying the quenching probability or aggregation parameter, noting that the reduced rate 
enhancement in these cases must result from aggregation or incomplete quenching, or both. Bis-
PCBM and tris-PCBM both show a reduced probability of quenching (~0.75) compared to PCBM, but 
some aggregation effects (α = 0.2 – see Chapter 9) must also be invoked to accurately fit the tris-
PCBM data. The data and fits are shown in Figure 5-10, and illustrate that while the PCBM and bis-
PCBM blend fits obtained through this routine are identical to those obtained from the previous 
method, the tris-PCBM is much more representative of the data due to the consideration of 
aggregation. In summary, this fitting routine, while relatively simple, accounts for the fullerene 
aggregation present in some of these blend films, as well as for the effect of limited quenching 
efficiency. 
 
 
Figure 5-10. The experimental values (symbols) of the enhancement of the fluorescence decay rate of TFB/fullerene blends for 
PCBM (red squares), bis-PCBM (green circles), and tris-PCBM (blue triangles). The modelling curves including the effect of 
aggregation are plotted (as lines) on the graph for TFB/fullerene blends for PCBM (red), bis-PCBM (green) and tris-PCBM (blue) 
 
The linear polymer exciton sizes and polymer exciton diffusion lengths for TFB, PFB, and region-
random P3HT are summarised in Table 5-3. The table includes the diffusion lengths extracted from 
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the simple model, and also the length for TFB extracted from both Monte Carlo modelling and the 
surface quenching experiment. 
 
Table 5-3. Polymer exciton sizes and diffusion lengths extracted from the regular, Monte Carlo, and surface quenching methods for 
the various polymers described above. 
Polymer Polymer exciton linear 
size /nm 
Polymer exciton diffusion 
length /nm 
TFB 1.6 ± 0.2 8 ± 2 
TFB (via Monte Carlo method) 1.6 ± 0.2 7.5 ± 0.5 
TFB (surface quenching method) N/A 9 ± 1 
PFB 1.45 ± 0.2 6.5 ± 2 
Region-random P3HT 1.7 ± 0.2 4.5 ± 2 
 
5.5. Conclusion 
 
In this chapter, the quenching dynamics in several polymer (predominantly TFB)/fullerene blends 
have been investigated by means of both steady-state and ultrafast time-resolved fluorescence 
spectroscopy on blends of different compositions. The polymer-fullerene interactions and polymer 
exciton diffusion length have been discussed as fundamental properties governing the quenching 
ability of the different fullerenes within the polymer blends. Analysis of the steady-state data using 
modified Stern-Volmer decays reveals the limitations of applying this model to thin solid films, 
particularly with respect to reduced quenching probabilities between the fullerenes. 
However, concentration-dependent ultrafast fluorescence decay data for three fullerene-based 
acceptors allows for the reliable determination of the polymer exciton diffusion length, in good 
agreement with alternative, but less ‘realistic’, methods. This data was extracted using a simple 
model, which also shows that the three fullerene derivatives manifest a different quenching effect 
that can be correlated with the formation of domains of different sizes. The data also suggest that 
the dissociation probability for the three acceptors is higher for mono-PCBM than bis-PCBM which 
is in turn higher than tris-PCBM. The applicability of this combined experimental and modelling 
technique has been verified by extending the analysis to several other amorphous polymers, PFB 
and regio-random P3HT. Furthermore, the simple model has been expanded to include a slightly 
more sophisticated Monte Carlo algorithm that allows the effect of aggregation to be assessed. The 
best fits from this model to the experimental data suggests that bis-PCBM and tris-PCBM have a 
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lower quenching probability (~0.75) than PCBM, and also that tris-PCBM has an increased degree of 
aggregation. 
However, the model cannot yet accurately explain the behaviour of polymers (generally more 
crystalline ones) which exhibit bi- or multi-exponential UF PL decay dynamics, and this is the 
subject of on-going work within the group and between collaborators. It is concluded that the 
model developed here provides a new method for extracting the polymer exciton diffusion length 
from ultrafast fluorescence decay kinetics, but crucially this information is able to be extracted from 
bulk-heterojunction blends similar to those utilised in actual devices. 
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Chapter 6 
 
 
6. RESULTS: A PHOTOLUMINESCENCE STUDY OF THE 
MICROSTRUCTURE AND PHASE BEHAVIOUR OF BLENDS OF P3HT 
WITH MULTI-ADDUCT FULLERENES 
 
6.1. Abstract 
 
In this chapter, ultrafast time-resolved PL spectroscopy is combined with steady-state PL spectroscopy, 
TEM, and differential scanning calorimetry (DSC) to probe the microstructural properties, including the 
evolution of crystalline domains, of blend films of P3HT with PCBM and its bis and tris adducts. This 
work builds upon the conclusions drawn from previous chapters on ultrafast exciton dynamics within 
P3HT, and suggests that in as-spun films fullerenes become less soluble in P3HT as the number of 
adducts increases, and annealing appears to give rise to crystallisation in the PCBM samples only. 
These differences are subsequently linked to chemical structure. Furthermore, the studies presented in 
this chapter indicate that the interactions between P3HT and the fullerene become weaker with higher-
adduct fullerenes and all systems appear to exhibit eutectic phase behaviour with a eutectic 
composition being shifted to higher molar fullerene content for higher-adduct fullerenes. Two different 
mechanisms of microstructure development for PCBM and the higher-adduct fullerenes are proposed 
and the surprisingly low photocurrent generation in higher-adduct fullerene blends is rationalised in 
terms of film microstructure. This work helps to explain the particular component blend ratios required 
for efficient polymer/fullerene devices. 
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6.2. Introduction 
 
As discussed in Chapter 2, the standard, fruit-fly composition for bulk heterojunction OPV devices 
consists of a blend of poly(3-hexylthiophene-2,5-diyl) (P3HT) as the donor and [6,6]phenyl-C61-
butyric acid methyl ester (PCBM) as the acceptor, for which device efficiencies around 4-5% are 
commonly reported.1-3 Following photo-induced generation, the exciton diffuses towards a 
heterojunction where it is dissociated, leading to the formation of a geminate charge pair, also 
known as a charge-transfer (CT) state. If the geminate charge pair can overcome the mutual 
Coulombic attraction, the resulting separate polarons can travel towards corresponding electrodes 
so becoming available for injection into the external circuit. However, numerous undesirable 
processes such as exciton, geminate pair and non-geminate charge recombination may also occur, 
and these energy losses can be either radiative or non-radiative. In addition, part of the exciton 
energy is lost during the formation of the geminate pair. In attempts to increase the amount of light 
harvested and to reduce the energy lost at this stage, new polymer donors and acceptor materials 
with varying electronic energy levels have been synthesised. New low-bandgap polymer donors 
have resulted in efficiencies over 7%,4 partly as a result of a broader absorption profile leading to an 
increase in photocurrent and partly due to improved energy level alignment. 
In contrast to the wide variety of p-type polymers under development, fullerenes remain the 
acceptors of choice in the best performing OPV devices. Recently, a number of new fullerene 
derivatives have been synthesised in order to enhance device performances. The main strategy has 
been to raise the fullerene’s lowest unoccupied molecular orbital (LUMO) level through side group 
attachment, leading to a decreased electrochemical loss when charges are transferred from 
polymer to fullerene and a concomitant increase in Voc.
5 In the case of the bis and tris adducts of 
PCBM (in the following, they will be referred to as bis- and tris-PCBM) the LUMO level is raised 
relative to PCBM by about 110 and 220 meV respectively.6-9 The structures of these molecules are 
shown in Figure 6-1. Upon replacing PCBM with bis-PCBM in blends with P3HT, a significant 
increase in Voc has indeed been observed, albeit with a slight decrease in short circuit current (Jsc).
7-9 
When bis-PCBM is replaced with tris-PCBM, a slight increase in Voc is again observed but Jsc reduces 
drastically.7-9  Since no significant decrease in charge generation has been found with higher-adduct 
fullerenes,9 the decrease in Jsc for blends containing higher-adduct fullerenes and the relatively 
small effect of LUMO level rise on Voc in the case of tris-PCBM have been attributed to the decrease 
in electron mobility of the higher adduct fullerenes in comparison to PCBM.7-9 In addition, it has 
been argued that the three fullerenes feature different blend microstructures; thermal annealing 
leads to the appearance of micrometre sized fullerene aggregates in the case of PCBM only, while 
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blend films containing the higher adduct fullerenes remain essentially featureless.9 Even more 
pronounced differences in microstructure have been observed when the fullerene derivatives were 
used in combination with polymers such as poly(2-methoxy-5-(3’-7’-dimethyloctyloxy)-1,4-
phenylenevinylene) (MDMO-PPV) and poly[(9,9-dioctylfluorenyl-2,7-diyl)-co-5,5-4’,7’-di-2-thienyl-
2’,1’,3’-benzothiadiazole] (APFO-3). In particular, bis-PCBM blended with the latter two polymers 
results in poor solar cell performances in comparison with PCBM based devices, in contrast to the 
case of P3HT based blends. Since MDMO-PPV and APFO-3 are less crystalline than P3HT, the 
poorer device performances suggest that the effect of bis-PCBM on solar cell performance may be 
related to the tendency of the polymers to crystallise.10 Crystallisation is known to drive phase 
separation processes, while the amorphous (or molecularly less ordered) regions of the donor 
polymers can accommodate a large fraction of solubilised acceptor molecules.11 These observations 
are consistent with other studies which demonstrate that bulk heterojunction solar cells exhibit a 
strong dependence of the power conversion efficiency upon composition and processing conditions 
(such as thermal treatment), suggesting that the active layer microstructure indeed plays a critical 
role in the performance of devices.12-15 
 
 
Figure 6-1. The chemical structures of (a) PCBM, (b) bis-PCBM, and (c) tris-PCBM. The three fullerenes are all based upon a central 
C60 core and differ only in the number of side chains that project off it. Just one isomer is shown for the higher adduct fullerenes. 
Carbon atoms are depicted in grey, oxygen in red, and hydrogen in white. 
 
This chapter focuses on P3HT/fullerene systems in order to understand the effect of the different 
fullerenes on the blend microstructure development, and attempts to link these differences to the 
fullerenes’ chemical structures. The miscibility of the fullerenes with P3HT in the solid state as well 
as the extent of phase separation are both considered. Further, the microstructure and phase 
behaviour of the P3HT/fullerene blends is related to the surprising device performances reported 
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previously.7, 8 For this purpose, ultrafast time-resolved PL, as well as steady-state PL and TEM, are 
used to characterise the photophysics and microstructure of P3HT/PCBM, P3HT/bis-PCBM and 
P3HT/tris-PCBM blends. This is complemented by differential scanning calorimetry (DSC) which is 
used to investigate the phase behaviour of blends of P3HT with PCBM and its higher adducts, so 
establishing temperature-composition phase diagrams for the individual binary systems. Two 
different mechanisms of microstructure development for PCBM and higher-adduct fullerenes are 
proposed: in P3HT/PCBM blends, phase segregation is the result of crystallisation of either one, or 
both, components and is facilitated by thermal treatments; in contrast, for blends containing higher 
adducts, the phase separation is due to a partial demixing of the amorphous phases. 
 
6.3. Experimental 
 
PCBM, bis-, and tris-PCBM were supplied by Solenne BV with molecular weights of 910.88, 1101.10, 
and 1291.32 g/mol. respectively. P3HT was obtained from Merck Chemicals (RR = 94.7 %, Mn = 
19500 g/mol., Mw = 34100 g/mol., PDI = 1.74) and all chemicals were used as received. Thin films for 
spectroscopy were fabricated by spin-coating at 1000 rpm of material mixtures (10 mg/ml) from 
chlorobenzene onto pre-cleaned glass substrates. Some films were annealed in a nitrogen glovebox 
at 160 °C for 1 hour. 
Ultrafast time-resolved PL decays were obtained using the upconversion technique described in 
Chapter 3. The excitation was at 400 nm and at a power of ~1 mW, well below the onset of intensity 
dependent kinetics, and the emission was detected at 650 nm. The samples were held in a nitrogen 
atmosphere and continuously translated through the excitation beam to eliminate photo-bleaching 
effects and local degradation of the films. 
Blend samples for TEM were fabricated on water soluble sacrificial substrates (PEDOTS:PSS) and 
floated onto the surface of deionised water before being caught on 300 mesh copper grids for top-
down imaging. 
Differential scanning calorimetry (DSC) studies were performed by our collaborator Ms Anne 
Guilbert in the groups of Prof. Jenny Nelson and Dr Natalie Stingelin both at Imperial College 
London. Thin films were drop-cast from the homogeneous solutions onto glass slides, followed by 
evaporation of the solvent at room temperature. Afterwards, the thin films were scratched and the 
“powder” placed in aluminium pans to be analysed. The sample weight was about 5 mg. DSC was 
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conducted under nitrogen at three different heating rates: 2, 10 and 20 °C/min, and a cooling rate of 
-10 °C/min with a Metler Toledo DSC822 instrument. 
Grazing-Incidence X-Ray Diffraction (GIXRD) measurements were performed at the Diamond Light 
Source in the UK by the same collaborators and the data and experimental method are outlined in 
Appendix 2. 
 
6.4. Results and Discussion 
 
6.4.1. Characterisation of the Blend Morphology 
 
Steady-state PL spectroscopy is regularly used to monitor the amount of donor-acceptor interface 
within a blend by studying the fraction of dissociated and fluorescent excitons. From this it is 
possible to estimate the amount of phase separation in blends and thus to infer something about 
the structure. In a similar manner, steady-state PL measurements of blend films of different 
P3HT/fullerene ratios have been performed and are shown in Figure 6-2. Increasing the loading of 
the fullerene in the blend results in an increase in PL quenching for all three fullerene acceptors. No 
variation in the shape of the polymer emission spectrum is observed upon adding fullerenes 
implying that the emission between 640 and 696 nm is due solely to the polymer and not to any 
other species such as a charge transfer state. Therefore, any difference in quenching ability could be 
attributed to one or more of three effects: a difference in polaron generation efficiency; a difference 
in non-radiative decay pathways; or a difference in microstructure. 
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Figure 6-2. Steady-state absorption (a,b,c) and PL (d,e,f) for as-spun films consisting of P3HT/PCBM (a,d), P3HT/bis-PCBM (b,e), 
and P3HT/tris-PCBM (c,f) of different component ratios. The arrows indicate increasing fullerene loading. The absorbance spectra 
are shown normalised at 400 nm for clarity, and the PL data was taken after excitation at 510 nm at which wavelength there is very 
little absorbance from the fullerene components. 
 
In Figure 6-3, the normalised quantum yield of emission is plotted for blends of P3HT and the three 
fullerenes as a function of the polymer content and so is essentially a summary of the PL data 
presented in Figure 6-2. For the sake of clarity and to allow comparisons to be drawn between the 
fullerenes, the blend ratio is presented in mol.% P3HT which refers to the ratio of the number of 
moles of 3HT monomers to the total number of moles in the blend. The quenching of the polymer 
emission in as-spun blends comprising all three fullerenes is seen to become more efficient upon 
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increasing the acceptor content. For blends of the same acceptor content it is evident from our data 
that PCBM consistently quenches the polymer emission more than bis-PCBM, which in turn 
quenches much more than tris-PCBM. However, as steady-state PL provides us with the time-
integrated PL signal it is a relatively blunt tool for discriminating between different processes and 
decay mechanisms responsible for P3HT emission quenching. Thus further measurements must be 
taken in order to determine the cause of this variation. 
 
 
Figure 6-3. The normalised quantum yields of fluorescence for a series of P3HT/fullerene blends as a function of the P3HT content. 
The data was obtained after excitation at 510 nm and the emission integrated between 640 nm and 696 nm. The fullerenes used 
were PCBM (open black squares), bis-PCBM (open red circles), and tris-PCBM (open blue triangles). 
 
Accordingly, ultrafast time-resolved PL spectroscopy measurements were also performed using the 
fluorescence up-conversion technique described in Chapter 3. Ultrafast time-resolved PL 
spectroscopy was performed on the P3HT/fullerene blends as it has the power of allowing the direct 
observation of the emissive decay dynamics of the initial excited-state species in these blend films. 
The initial peak heights of the blend decays are compared to that of the pristine polymer in Table 
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6-1. This initial peak height reduction between the pristine polymer and the blend (after correcting 
for small differences in the absorption at the excitation wavelength) is correlated with the fraction 
of excitons that are formed within the quenching sphere of the fullerene acceptors, rather than ones 
that diffuse into the sphere with time (see Chapter 5).16 The data shows that while the fraction of 
excitons formed next to a fullerene is fairly constant for bis-PCBM and tris-PCBM blends, it is much 
greater for PCBM blends. Thus these blends display a greater reduction in their peak intensities. 
This improved quenching ability is observed both at 99 mol.% and 85 mol.% P3HT, and is consistent 
with the steady-state data presented above. It suggests that the PCBM molecules are on average 
closer to the initially-formed excitons than the bis-PCBM and tris-PCBM acceptors; they are more 
well dispersed throughout the film. In contrast to this, after thermal annealing of the P3HT/fullerene 
films, the initial ultrafast peak intensities are broadly similar between all three fullerene types. 
Certainly the bis-PCBM and tris-PCBM blends appear to be essentially unchanged, whereas the 
P3HT/PCBM blend has gained a large amount of emission intensity which is consistent with steady-
state PL data.12 This suggests that upon thermal annealing, the morphology, or prevalence of dark 
decay pathways, of the PCBM-containing blend is changed more than the blends containing higher-
adduct fullerenes. This results in the P3HT excitons being formed further from PCBM molecules 
than in as-spun blends, and around the same distance as occurs in bis-PCBM and tris-PCBM blends. 
In other words the reduction of these pre-instrument response ultrafast losses by thermal 
treatment leads to a similar PL intensity for all three fullerene blends, suggesting that after 
annealing all three fullerenes are dispersed, on average, to a comparable extent within P3HT. 
 
Table 6-1. Ratio of initial fluorescence intensity of as-spun and annealed P3HT/fullerene blends with respect to neat P3HT films 
from ultrafast fluorescence up-conversion measurements. 
 Intensity ratio 
 as-spun 
99 mol.% P3HT 
as-spun 
85 mol.% P3HT 
annealed 
85 mol.% P3HT 
P3HT/PCBM 0.89 0.27 0.33 
P3HT/bis-PCBM 0.95 0.35 0.35 
P3HT/tris-PCBM 0.96 0.36 0.35 
 
The ultrafast time-resolved PL decay traces for as-spun blends of 99 mol.% P3HT and 85 mol.% 
P3HT, as well as pristine P3HT, are plotted in Figure 6-4. Ultrafast time-resolved PL decay traces for 
annealed blends of the same composition ratio are displayed in Figure 6-5. The emission was 
monitored at 650 nm following blend excitation at 400 nm, and all the data is presented normalised 
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to the emission peak. Comparing the time decay curves it can be observed that PCBM quenches the 
polymer emission more efficiently (faster) than bis-PCBM, which in turn quenches the polymer 
emission more efficiently than tris-PCBM. Higher loadings of all types of fullerene increase the 
decay rate as more excitons are able to encounter a quencher before radiatively decaying. After 
annealing the decay rates of the bis-PCBM and tris-PCBM blends do not alter much, whereas those 
of the PCBM blends lengthen considerably, consistent with the ultrafast peak intensity data 
presented in Table 6-1. The time-resolved PL decays are not mono-exponential but can be well 
modelled with a sum of two exponentials suggesting phenomena on different timescales as 
observed by us as outlined in Chapter 4, and by others.17-19 In Figure 6-4, the images (d), (e), and (f) 
show a zoom of the first 10 ps of the decay allowing the biphasic nature of the decay to be clearly 
observed. 
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Figure 6-4. Ultrafast time-resolved PL decays for as-spun P3HT and P3HT/fullerene blends of 99 and 85 mol.% P3HT. The data 
presented is for the first 50 ps after photoexcitation (a,b,c), and zooms of the first 10 ps of the same data sets (d,e,f) to focus upon 
the fast-phase. The fullerenes used are PCBM (a,d), bis-PCBM (b,e) and tris-PCBM (c,f). The emission was monitored at 650 nm 
following excitation at 400 nm. All of the data is shown normalised to the peak and the rise time of the signal was faster than the 
instrument response of ~150 fs. 
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Figure 6-5. Ultrafast time-resolved PL decays for annealed P3HT and P3HT/fullerene blends of 99 and 85 mol.% P3HT. The data 
presented is for the first 50 ps after photoexcitation (a,b,c), and zooms of the first 10 ps of the same data sets (d,e,f) to focus upon 
the fast-phase. The fullerenes used are PCBM (a,d), bis-PCBM (b,e) and tris-PCBM (c,f). The emission was monitored at 650 nm 
following excitation at 400 nm. All of the data is shown normalised to the peak and the rise time of the signal was faster than the 
instrument response of ~150 fs. 
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The fast (<3 ps) and slow (>3 ps) time decays are plotted as a function of the blend composition in 
Figure 6-6. The fast-phase dynamics remain constant over all blend compositions, whereas the 
slow-phase decay lifetime decreases upon increasing the relative content of quencher. In addition, 
it is observed that even at low fullerene contents (99 mol.% P3HT) the PL is quenched more slowly 
for blends comprising higher adduct fullerenes (as has been shown previously for PCBM and bis-
PCBM)20 and this difference in quenching efficiency increases when increasing the fullerene 
content. Upon annealing, decay times observed for P3HT/PCBM blends are lengthened, while the 
decay times observed for P3HT blended with higher adducts seem not to be significantly affected 
by the annealing procedure. Thus, after annealing decay times for films containing high loadings of 
PCBM and bis-PCBM are similar, while those for blends containing tris-PCBM remain longer. 
Consequently, after annealing excitons in blends containing PCBM and bis-PCBM travel on average 
the same distance before being dissociated, and this distance remains shorter than the average 
distance that an exciton has to travel in P3HT/tris-PCBM blends to reach a heterojunction. 
The observed difference in quenching ability of the fullerenes could, in principle, be attributed to 
the differing electron affinities of the fullerenes and hence different driving forces for electron 
transfer. However, even for P3HT/tris-PCBM the LUMO energy difference is ~0.8 eV which far 
exceeds the 0.3-0.5 eV thought to be needed for efficient charge separation;21 indeed, similar 
polaron generation yields have been observed for blend films of P3HT with all three fullerenes.9 It is 
noted that some differences in quenching ability could arise from variations in charge transfer rates 
due to variations in the donor-acceptor interface distances.22 However, in studies of similar 
polymer/fullerene systems differences in quenching have been mainly attributed to 
microstructure,23 a conclusion further supported by the transient absorption data on P3HT/PCBM, 
bis- and tris-PCBM published by Faist et al.9 Additional insight is provided by the independence of 
the fast-phase of the ultrafast PL decay data on the different fullerenes. This fast-phase has 
previously been related to the changes in conformation of P3HT polymer chains.17, 24 The fact that 
the fast-phase decay remains constant over all blend compositions and with all three fullerene 
acceptors suggests that the non-radiative decay pathways are similar for all three fullerene 
acceptors, and so are unlikely to be responsible for any difference in quenching ability between the 
three fullerenes. Therefore, it is reasonable to suppose that the difference in quenching ability is 
more likely to be due to a difference in microstructure. 
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Figure 6-6. The fast (<3 ps) and slow (>3 ps) phase fitting parameters from bi-exponential fits to ultrafast time-resolved PL data of 
P3HT/fullerene blends of different composition ratios for as-spun and annealed films. PCBM blends are shown as black squares, bis-
PCBM blends as red circles, and tris-PCBM blends as blue triangles. Note the scale break on the ordinate. 
 
In order to correlate the microstructures of the various blend films with the morphologies deduced 
from photophysical analysis, TEM was performed on the as-spun and annealed samples. TEM 
micrographs of as-spun and annealed P3HT/fullerene films comprising 85 mol.% P3HT are displayed 
in Figure 6-7. A clear trend is observed for the as-spun films, namely that the blends containing 
higher adduct fullerenes feature a rougher phase separation compared to P3HT/PCBM binaries. 
Thermal treatment promotes phase separation for P3HT/PCBM while no significant change is 
observed for blends containing higher adduct fullerenes. While no conclusive quantitative 
information on either the domain composition or on the domain size can be deduced from the TEM 
data, the micrograph (c) displayed in Figure 6-7 suggests the presence of domains of the size of tens 
of nanometres for the P3HT/tris-PCBM sample. This domain size has been observed in 
polymer/fullerene systems before25-27 and correlates well with the critical length scale often 
supposed to be essential for exciton separation from diffusion length measurements (see Chapter 
5). The fact that the PCBM and bis-PCBM blends are more finely intermixed than the tris-PCBM 
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blend suggests that the components in these blends are mixed more intimately than is commonly, 
and perhaps erroneously, supposed to be necessary. The growth of larger domains in the PCBM 
blend is consistent with improved device efficiencies upon thermal annealing often attributed to the 
growth of efficient electron transport networks, i.e. PCBM crystals.28 
 
 
Figure 6-7. TEM micrographs of as-spun (a,b,c) and annealed (d,e,f) 85 mol.% P3HT blend films of P3HT/PCBM (a,d), P3HT/bis-
PCBM (b,e), and P3HT/tris-PCBM (c,f). All of the scale bars represent 100 nm. 
 
Since steady-state PL provides us with the time-integrated PL signal it is very sensitive to the initial 
(<150 fs) PL intensity and less to the decay, which explains why the trends, observed by steady-
state PL and the amplitude of the initial peak intensity of the ultrafast PL, are similar. This pre-150 fs 
timescale quenching is more likely to be due to the fraction of excitons that are formed within the 
quenching radius of fullerenes.16 Thus, the less quenched polymer emission for as-spun blends 
comprising higher adduct fullerenes suggests that the higher adducts are less well dispersed within 
the P3HT. Since there is no evidence of fullerene intercalation (or co-crystallisation) with P3HT as 
deduced from Grazing Incidence X-Ray Diffraction (see Appendix 2) and since the crystalline 
domains of P3HT/fullerene blends are on average of a similar size, it is likely to be the solubility of 
the fullerene derivatives in the amorphous phase of P3HT that differs. The reduction of the 
ultrafast, pre-instrument response quenching loss following thermal treatment leading to a similar 
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PL intensity for all three fullerenes suggests that after annealing, all three fullerenes are dispersed 
to a comparable extent within P3HT. 
The slow phase observed in ultrafast PL decays may be attributed to exciton hopping processes 
between segments of the same polymer chain or to segments of an adjacent chain and so reflects 
the diffusive movement of the exciton before it reaches a polymer/fullerene heterojunction.29, 30 In 
as-spun films, the lengthening of the slow-phase decay by replacing PCBM with higher-adduct 
fullerenes points towards a longer average distance from the point of exciton generation to a 
heterojunction in higher adduct blends than in P3HT/PCBM, consistent with TEM images. After 
annealing, excitons in blends containing PCBM and bis-PCBM travel on average the same distance 
before being dissociated, and this distance remains shorter than the average distance that an 
exciton has to travel in P3HT/tris-PCBM blends to reach a heterojunction. 
This phenomenon can be explained by consideration of the processes happening within the film 
upon heating. Thermal annealing is known to promote demixing in P3HT/PCBM systems through 
crystallisation-driven phase segregation.31 This is consistent with our photo-physical data. However, 
in as-spun films, rougher phase separation of blends containing higher adduct fullerenes has been 
observed by TEM, while P3HT crystallinity (probed by GIXRD, see Appendix 2) is similar for blends 
containing all three fullerene derivatives. Therefore, demixing cannot solely be driven by 
crystallisation. From our steady-state and ultrafast PL data, we propose a second demixing 
mechanism – namely demixing within the amorphous phase of as-spun blends containing higher 
adduct fullerenes. This demixing is due to less solubility of higher adduct fullerenes within the 
amorphous phase of P3HT. In other words, it is likely that crystalline P3HT, a fullerene amorphous 
phase, a P3HT amorphous phase, and a ‘solid solution’ of molecularly relatively unordered 
fullerenes and P3HT coexist in the blends containing higher-adduct fullerenes. Furthermore, 
thermal treatments do not seem to affect the microstructure of P3HT/tris-PCBM blends and only 
slightly affect P3HT/bis-PCBM blends. This is consistent with a phase segregation in blends 
containing higher adduct fullerenes occurring in the amorphous phase and being almost 
independent of crystallisation processes. Because steady-state PL but not ultrafast dynamics is 
slightly affected by thermal annealing in the case of bis-PCBM,9 it cannot be excluded that during 
annealing some bis-PCBM diffuses through the P3HT amorphous phase to form some small 
crystallites. This diffusion process, which is expected to be of small extent, should lead to slightly 
less bis-PCBM dissolved in the P3HT amorphous phase but should not modify the distance an 
exciton has, on average, to travel from the photo-excitation location to a heterojunction. A 
schematic depicting the microstructures of the various blends, as-spun and annealed, in agreement 
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with the photophysical and TEM data is presented in Figure 6-8. The observed difference in 
microstructure reflected by our photophysical study can be explained in terms of weaker 
interactions between the polymer and higher-adduct fullerenes compared to those that exist 
between the polymer and lower-adduct fullerenes. In the following section, thermal analyses are 
used to study the polymer/fullerene interactions. 
 
 
Figure 6-8. Schematic depicting the proposed microstructure of as-spun and annealed films of P3HT/PCBM, P3HT/bis-PCBM, and 
P3HT/tris-PCBM. Red indicates P3HT polymer chains in amorphous or crystalline phases, while black represents the fullerenes and 
their dispersion. 
 
6.4.2. Characterisation of the Phase Behaviour 
 
The photophysical study described above provides a valuable insight into the difference between 
P3HT/PCBM, bis- and tris-PCBM blend films in term of microstructure, and suggests that the 
fullerene-P3HT molecular interaction is altered by modifying the chemical structure of the fullerene. 
Further information on the interactions between the polymer and the fullerenes can be obtained 
from thermal analysis, especially DSC. Recently, Müller et al.32 have found using DSC that the 
P3HT/PCBM system exhibits a eutectic phase behaviour with a eutectic composition at 91 mol.% 
P3HT and a eutectic temperature around 200 °C. In the work presented here, blends of P3HT with 
higher adduct fullerenes have been analysed using identical procedures; the resulting DSC 
thermographs of P3HT/bis-PCBM and P3HT/tris-PCBM blends are plotted in Figure 6-9. In contrast 
to PCBM, no melting endotherm corresponding to either bis-PCBM or tris-PCBM is observed 
illustrating the low tendency of these two PCBM derivatives to crystallise.9, 33 However, for both 
systems the addition of fullerenes results in a noticeable depression of the melting temperature of 
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P3HT as has previously been observed adding PCBM to P3HT.32 The effect is stronger for P3HT/bis-
PCBM blends than for P3HT/tris-PCBM blends, and stronger still for P3HT/PCBM indicating stronger 
interactions between the two components in P3HT/PCBM blends than in P3HT/bis-PCBM and 
P3HT/tris-PCBM binaries. 
 
 
Figure 6-9. DSC scans of P3HT/bis-PCBM (a,c) and P3HT/tris-PCBM (b,d) films of different compositions at heating rates of 
10 °C/min (a,b) and 2 °C/min (c,d). This data was acquired by collaborators at Imperial College London. 
 
From thermal analysis it can be concluded that, similar to the P3HT/PCBM system, bis-PCBM and 
tris-PCBM exhibit a eutectic phase behaviour when blended with P3HT. This is evident from the 
endotherms observed at approximately 220 °C for blends based on bis-PCBM and tris-PCBM 
(leading at higher polymer concentrations to an endothermic ‘shoulder’ at the low-temperature 
regime of the P3HT melting endotherm). To better resolve the eutectic temperature the DSC runs 
using a heating rate of 2 °C/min in Figure 6-9 must be studied. Based on this data set, the eutectic 
composition and temperature can be assigned to be 80 mol.% P3HT and 225 °C for P3HT/bis-PCBM 
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blends, and lower than 65 mol.% P3HT and 220 °C for P3HT/tris-PCBM blends. For comparison, the 
eutectic composition for P3HT/PCBM is 91 mol.% at a temperature of 230 °C. The fact that the 
eutectic composition is shifted to higher fullerene content and the eutectic temperature is lowered 
when increasing the number of side chains attached to the fullerene cage may result from both 
weaker interactions between the fullerene and P3HT9, 33 as well as a lower fullerene melting 
temperature. 
 
 
Figure 6-10. Non-equilibrium phase diagrams for P3HT/PCBM (black), P3HT/bis-PCBM (red), and P3HT/tris-PCBM (blue) blend films. 
The symbols are melting temperatures extracted from DSC scans and the dotted lines are extrapolations. The vertical black line 
corresponds to a composition of 50 wt.% P3HT. 
 
It should be noted that compositions of slightly lower polymer content than the eutectic 
composition are usually found to be attractive for high solar cell performance because at these 
particular compositions the finest phase separation of the crystalline parts of the two components 
can be expected, and this is combined with the presence of fullerene ‘primary crystals’. The excess 
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fullerene is expected to enhance the electron mobility within the percolation pathway while hole 
percolation is still facilitated by the polymer component of the mixed phase.24 While a P3HT content 
of 85 mol.% (50 wt.% P3HT) is in the hypo-eutectic regime for P3HT/PCBM blends, P3HT contents 
of 85 mol.% are in the hyper-eutectic regime for blends comprising higher adduct fullerenes. 
Therefore, the primary crystals of fullerene that appear to be critical for efficient electron transport 
are less likely to form and electron collection may therefore be limited. Indeed, device 
measurements show blends containing bis-PCBM require a higher fullerene content to maximise 
the photocurrent.34 This may explain, at least partially, the small decrease in Jsc observed when 
replacing PCBM with bis-PCBM in blends of 50 wt.% polymer and the larger decrease in Jsc when 
replacing bis-PCBM with tris-PCBM,7-9 and helps to explain why blends with higher adducts require 
a larger fullerene content to enhance device performances.7-9 
 
6.4.3. Amorphous Polymers 
 
One method of probing the two demixing mechanisms proposed above is to study blends of PCBM 
with more amorphous polymers (compared to regio-regular P3HT). In such polymers there should 
be more PCBM dissolved in the polymer/PCBM ‘solid solution’ as there are fewer crystalline polymer 
areas from which the PCBM has been extruded during the spin coating deposition. As such, these 
blends should show more of PL lifetime difference upon annealing (compared to regio-regular P3HT 
blends) as the thermal treatment will drive the crystallisation of the PCBM from the amorphous 
phase; thermal annealing of these blends should lead to a larger PL lifetime increase in the 
amorphous polymer than in the more crystalline ones. Taking this to an extreme, blends of PCBM 
with completely amorphous polymers have been studied – regio-random P3HT (see Chapter 4) and 
poly[2,7-(9,9,dioctylfluorene)-alt-5,5-(4,7’-di-2-thienyl-2’,1’,3-benzothiadiazole)] (APFO-3) were 
chosen for this study as XRD analysis displays no crystalline peak for these polymers both before 
and after annealing.35 Note that regio-regular P3HT is quite crystalline as evidenced from the GIXRD 
presented in Appendix 2, with a crystallinity of around 15-20 % (see Chapter 4). 
The PL lifetimes for the pristine polymer films were compared with the lifetimes obtained from 
50 wt.% PCBM/polymer blends and the ratio between the two calculated to obtain a rate increase in 
the blend compared to the pristine. This was done for both as-spun and annealed films to give 
decay rate increases for both. The ratio between these two rate increases was subsequently taken 
to give the ratio of decay times for annealed and as-spun 50 wt.% polymer/PCBM blends relative to 
the decay times of the pristine polymers. This data is presented in Figure 6-11 and clearly shows a 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 171 ~ 
Chapter 6 – Results: Microstructure and Phase Behaviour 
larger difference between decay times in annealed and as-spun blends for the amorphous polymers, 
regio-random P3HT and APFO-3, than the more crystalline regio-regular P3HT. This data provides 
good evidence that the demixing of the polymer and fullerene occurs from the amorphous, ‘solid 
solution’ component of the blend as this is the only component present in these systems; polymer 
crystallisation cannot be driving the phase separation. Rather, the PCBM is diffusing out of the 
amorphous blend areas to crystallise into PCBM domains as has been shown. In the more crystalline 
polymer system, the regio-regular P3HT blend, there is less PCBM dissolved in the amorphous 
polymer regions as some of these polymer regions have already crystallised and expelled the PCBM 
molecules, and thus this more-crystalline system shows a smaller PL lifetime change than more-
amorphous systems upon thermal treatment. 
In polymer/acceptor bulk heterojunction blends, some demixing of the two components is required 
for efficient charge transport through the film, but too much leads to reduced charge generation. 
Thus the two demixing mechanisms discussed above – driven by polymer crystallisation or by 
demixing of the amorphous phase – have implications for achieving an optimized morphology in 
polymer/acceptor blends. Initially it would seem that polymer/acceptor systems should be designed 
such that they interact strongly. In such a system the morphology can be more accurately 
controlled through thermal annealing routes than in systems that interact less strongly c.f. regio-
regular P3HT and fullerene in Figure 6-7 and Figure 6-8. Indeed, this route appears to be the only 
one that leads to high device efficiencies.34 However, as has been shown for P3HT/PCBM films,9 
such systems show less long-term stability, suggesting that blend components that interact less 
strongly may be favourable for durable devices as suggested by Figure 6-7. Indeed, many recent 
low-bandgap polymers are relatively amorphous36, 37 signifying that demixing facilitated by polymer 
crystallinity is not as essential as was once thought, though PCBM crystallisation certainly is 
important for efficient charge separation.38 Ultimately however, it will be a compromise between 
device efficiency and longevity that will determine the optimal acceptable configuration. 
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Figure 6-11. Ratio of slow-phase decay times for annealed and as-spun 50 wt.% polymer/PCBM blends relative to the decay times of 
the pristine polymers. APFO-3 and regio-random P3HT are amorphous polymers and show a larger discrepancy between decay 
times in annealed and as-spun blends than the more crystalline regio-regular P3HT. All samples were excited at 400 nm and the 
emission monitored at 650 nm for APFO-3 and regio-regular P3HT, and 600 nm for regio-random P3HT. 
 
6.5. Conclusion 
 
In this chapter, a complementary set of techniques has been used to elucidate the microstructure 
development and the phase behaviour of blends of P3HT and fullerene derivatives. TEM reveals a 
rougher phase separation for the higher adduct fullerenes in as-spun blends. This rougher phase 
separation is found to result from the lower solubility of higher-adduct fullerenes in the amorphous 
phase of P3HT. This can be deduced from the fact that higher adduct fullerenes lead to less efficient 
PL quenching than observed for P3HT/PCBM, while no evidence of co-crystallisation was found in 
GIXRD, and the crystalline P3HT domain sizes are similar for all three systems. Thermal treatment 
promotes demixing of P3HT/PCBM as evidenced through the TEM micrographs, the decrease of PL 
quenching and the lengthening of the exciton decay times. In contrast, only small changes are 
observed for blends containing higher adduct fullerenes during the annealing procedure (the PL 
quenching of bis-PCBM decreases slightly while the PL quenching of tris-PCBM remains essentially 
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identical to that from as-spun films). Annealing procedures do not lead to further phase separation 
in the case of higher-adduct fullerene based blends. This has been explained by the comparatively 
low solubility of bis-PCBM and tris-PCBM in P3HT, as well as their low tendency to crystallise.  
Therefore, it is proposed that the origins of phase separation are different in the three systems. In 
P3HT/PCBM blends, the two components phase segregate due to crystallisation of one if not both 
components as facilitated by thermal treatments. In contrast, for blends containing higher adducts, 
the phase separation originates from the low solubility of the fullerenes in the amorphous phase of 
P3HT, leading to at least partial demixing of the amorphous phases. The low solubility of higher-
adduct fullerenes in the amorphous polymer fractions has been related to weaker interactions 
between fullerenes and polymer (evidenced through the lower P3HT melting point depression). The 
weaker interactions of P3HT with the higher-adduct fullerenes are thought to at least partly explain 
the shift of the eutectic composition towards higher fullerene content as well as the lower eutectic 
temperature found for these binaries compared to P3HT/PCBM. This variation of eutectic 
composition (50 wt.% P3HT is in the hyper-eutectic part of the phase diagram) leads to a lack of 
fullerene crystals that are thought to be essential to enhance the electron mobility within the 
percolation pathway. This limits the electron collection, which can explain the observed decrease in 
Jsc when replacing PCBM by either bis-PCBM or tris-PCBM. 
The conclusions from this chapter are therefore that two mechanisms of microstructure 
development within blends of P3HT with PCBM, bis-PCBM and tris-PCBM have been observed. The 
first originates from crystallisation through thermal annealing and leads to high solar cell 
performances, while the second originates from the low solubility of fullerenes within the 
amorphous phase of the polymer and leads to poorer solar cell performances even after annealing 
procedures; this has profound implications for devising optimum composition ratios in 
polymer/fullerene solar cells and suggests that the miscibility of the components is more critical 
than previously thought.  
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 174 ~ 
Chapter 6 – Results: Microstructure and Phase Behaviour 
6.6. References 
 
1. M. Reyes-Reyes, K. Kim and D. L. Carroll, Applied Physics Letters, 2005, 87, 083506. 
2. W. Ma, C. Yang, X. Gong, K. Lee and A. J. Heeger, Advanced Functional Materials, 2005, 15, 
1617-1622. 
3. G. Li, V. Shrotriya, J. Huang, Y. Yao, T. Moriarty, K. Emery and Y. Yang, Nature Materials, 
2005, 4, 864-868. 
4. Y. Liang, Z. Xu, J. Xia, S.-T. Tsai, Y. Wu, G. Li, C. Ray and L. Yu, Advanced Materials, 2010, 
22, E135-E138. 
5. L. J. A. Koster, V. D. Mihailetchi and P. W. M. Blom, Applied Physics Letters, 2006, 88, 
093511. 
6. F. Diederich and R. Kessinger, Accounts of Chemical Research, 1999, 32, 537-545. 
7. M. Lenes, G.-J. A. H. Wetzelaer, F. B. Kooistra, S. C. Veenstra, J. C. Hummelen and P. W. M. 
Blom, Advanced Materials, 2008, 20, 2116-2119. 
8. M. Lenes, S. W. Shelton, A. B. Sieval, D. F. Kronholm, J. C. Hummelen and P. W. M. Blom, 
Advanced Functional Materials, 2009, 19, 3002-3007. 
9. M. A. Faist, P. E. Keivanidis, S. Foster, P. H. Wöbkenberg, T. D. Anthopoulos, D. D. C. 
Bradley, J. R. Durrant and J. Nelson, Journal of Polymer Science Part B: Polymer Physics, 
2011, 49, 45-51. 
10. M. A. Faist, T. Kirchartz, W. Gong, R. S. Ashraf, I. McCulloch, J. C. de Mello, N. J. Ekins-
Daukes, D. D. C. Bradley and J. Nelson, Journal of the American Chemical Society, 2012, 134, 
685-692. 
11. B. A. Collins, E. Gann, L. Guignard, X. He, C. R. McNeill and H. Ade, The Journal of Physical 
Chemistry Letters, 2010, 1, 3160-3166. 
12. Y. Kim, S. Cook, S. M. Tuladhar, S. A. Choulis, J. Nelson, J. R. Durrant, D. D. C. Bradley, M. 
Giles, I. McCulloch, C.-S. Ha and M. Ree, Nature Materials, 2006, 5, 197-203. 
13. S. Rait, S. Kashyap, P. K. Bhatnagar, P. C. Mathur, S. K. Sengupta and J. Kumar, Solar 
Energy Materials and Solar Cells, 2007, 91, 757-763. 
14. T. M. Clarke, A. M. Ballantyne, J. Nelson, D. D. C. Bradley and J. R. Durrant, Advanced 
Functional Materials, 2008, 18, 4029-4035. 
15. P. E. Keivanidis, T. M. Clarke, S. Lilliu, T. Agostinelli, J. E. Macdonald, J. R. Durrant, D. D. C. 
Bradley and J. Nelson, The Journal of Physical Chemistry Letters, 2010, 1, 734-738. 
16. S. Trotzky, T. Hoyer, W. Tuszynski, C. Lienau and J. Parisi, Journal of Physics. D, Applied 
Physics, 2009, 42, 055105. 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 175 ~ 
Chapter 6 – Results: Microstructure and Phase Behaviour 
17. P. Parkinson, C. Muller, N. Stingelin, M. B. Johnston and L. M. Herz, The Journal of Physical 
Chemistry Letters, 2010, 1, 2788-2792. 
18. Y. Xie, Y. Li, L. Xiao, Q. Qiao, R. Dhakal, Z. Zhang, Q. Gong, D. Galipeau and X. Yan, The 
Journal of Physical Chemistry C, 2010, 114, 14590-14600. 
19. N. Banerji, S. Cowan, E. Vauthey and A. J. Heeger, The Journal of Physical Chemistry C, 2011, 
115, 9726-9739. 
20. D. Jarzab, F. Cordella, M. Lenes, F. B. Kooistra, P. W. M. Blom, J. C. Hummelen and M. A. 
Loi, The Journal of Physical Chemistry B, 2009, 113, 16513-16517. 
21. J. J. M. Halls, J. Cornil, D. A. dos Santos, R. Silbey, D. H. Hwang, A. B. Holmes, J. L. Brédas 
and R. H. Friend, Physical Review B, 1999, 60, 5721. 
22. P. Atkins and J. de Paula, Atkins' Physical Chemistry, Oxford University Press, 2002. 
23. A. Bruno, L. X. Reynolds, C. Dyer-Smith, J. Nelson and S. A. Haque, submitted for 
publication, 2012. 
24. T. Dykstra, E. Hennebicq, D. Beljonne, J. Gierschner, G. Claudio, E. Bittner, J. Knoester and 
G. D. Scholes, Journal of Physical Chemistry B, 2009, 113, 656-667. 
25. T. J. Savenije, J. E. Kroeze, X. Yang and J. Loos, Advanced Functional Materials, 2005, 15, 
1260-1266. 
26. F. Piersimoni, S. Chambon, K. Vandewal, R. Mens, T. Boonen, A. Gadisa, M. Izquierdo, S. 
Filippone, B. Ruttens, J. D'Haen, N. Martin, L. Lutsen, D. Vanderzande, P. Adriaensens and 
J. V. Manca, The Journal of Physical Chemistry C, 2011, 115, 10873-10880. 
27. G. Kalita, M. Masahiro, W. Koichi and M. Umeno, Solid-State Electronics, 2010, 54, 447-451. 
28. D. Chirvase, J. Parisi, J. C. Hummelen and V. Dyakonov, Nanotechnology, 2004, 15, 1317-
1323. 
29. N. Wells, B. Boudouris, M. Hillmyer and D. Blank, Journal of Physical Chemistry C, 2007, 111, 
15404-15414. 
30. A. Ruseckas, I. Samuel and P. Shaw, Dalton Transactions, 2009, 10040-10043. 
31. F. Padinger, R. S. Rittberger and N. S. Sariciftci, Advanced Functional Materials, 2003, 13, 
85-88. 
32. C. Muller, T. Ferenczi, M. Campoy-Quiles, J. M. Frost, D. D. C. Bradley, P. Smith, N. 
Stingelin-Stutzmann and J. Nelson, Advanced Materials, 2008, 20, 3510-3515. 
33. R. C. MacKenzie, J. M. Frost and J. Nelson, The Journal of Chemical Physics, 2010, 132, 
064904. 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 176 ~ 
Chapter 6 – Results: Microstructure and Phase Behaviour 
34. A. A. Y. Guilbert, L. X. Reynolds, A. Bruno, A. MacLachlan, S. King, M. A. Faist, E. Pires, J. E. 
Macdonald, N. Stingelin-Stutzman, S. A. Haque and J. Nelson, ACS Nano, 2012, 6,3868-
3875. 
35. Y. W. Soon, Personal Communication, 2012. 
36. B. C. Thompson and J. M. J. Fréchet, Angewandte Chemie International Edition, 2008, 47, 58-
77. 
37. R. Kroon, M. Lenes, J. C. Hummelen, P. W. M. Blom and B. de Boer, Polymer Reviews, 2008, 
48, 531 - 582. 
38. F. C. Jamieson, E. B. Domingo, T. McCarthy-Ward, M. Heeney, N. Stingelin and J. R. 
Durrant, Chemical Science, 2012, 3, 485-492. 
 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 177 ~ 
Chapter 7 – Results: Influence of Nanoparticle Morphology 
 
Chapter 7 
 
 
7. RESULTS: THE INFLUENCE OF INORGANIC NANOPARTICLE 
MORPHOLOGY ON INTERFACIAL CHARGE TRANSFER DYNAMICS IN 
HYBRID BLENDS 
 
7.1. Abstract 
 
In this chapter, we investigate the effect of nanocrystal morphology on the exciton quenching 
efficiency and charge generation yield in hybrid bulk heterojunction films. The chapter is split into two 
sections. In the first half CdSe nanoparticles of different aspect ratios – dots, rods, and tetrapods – are 
blended with an organic polymer poly(3-hexylthiophene-2,5-diyl) (P3HT). Spectroscopic studies of the 
samples are then combined with microscopy techniques to determine the different morphology and 
properties of the blends. It is found that while all of the nanoparticles have roughly the same exciton 
quenching efficiency, the higher aspect ratio tetrapods give rise to a much greater yield of long-lived 
charge carriers than the smaller aspect ratio nanocrystals, a fact that is shown to be a consequence of 
their morphology. However, the absolute charge yield is still limited by the capping ligands and so the 
study is extended to a ligand-free hybrid system. We demonstrate that blend films containing P3HT 
and in-situ grown CdS display a greater yield of photogenerated charges than a blend containing an 
equivalent amount of pre-synthesised CdS quantum dots. Moreover, we show that the greater charge 
yield in the in-situ grown films leads to an improvement in device efficiency. The present findings 
appear to suggest that charge photogeneration at the polymer/inorganic heterojunction is facilitated by 
the formation of networks as a result of shape and/or nanoparticle aggregation. 
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7.2. Introduction 
 
In previous chapters we have used ultrafast fluorescence spectroscopy to elucidate some 
fundamental properties of polymers and polymers blended with different fullerene acceptors. This 
chapter extends this work and considers the role and charge generating potential of inorganic 
acceptors when blended with an organic polymer. Here, we shall only consider organic 
polymer/inorganic nanocrystal hybrids of the bulk heterojunction type akin to the classic 
polymer/fullerene blends. Other organic/inorganic hybrid architectures are discussed in Chapter 2. 
We were first introduced in Chapter 2 to the solar cell field’s burgeoning interest in inorganic 
materials as alternatives to functionalized fullerenes as acceptors in bulk heterojunction blends. 
This has been partly driven by the accelerating search for next generation, post-fullerene acceptors, 
and partly driven by the perceived benefits of inorganic nanocrystals. Inorganic nanocrystals are 
thought to be attractive alternatives to fullerenes as they have higher dielectric constants (thought 
to facilitate efficient charge separation), a potential to absorb light in a complementary part of the 
solar spectrum to the polymer, tunable energy levels, and a versatility in accessible size and 
morphology. It is this final aspect that will be probed in depth in this chapter. 
Herein, we study CdSe nanocrystals with different aspect ratios – quantum dots, nanorods, and 
tetrapods. The systematic study of ‘more-connected’ types of nanocrystals presented here builds 
on the observations of others who have seen improved charge mobility through ‘more-
interconnected’ nanoparticles which has been shown to translate into more efficient devices – 
hybrid P3HT/CdSe device efficiencies stand at 2% for quantum dots,1 2.8% for nanorods,2 and 
3.13%3 for tetrapods.  We show that while tetrapods quench excitons as, or even slightly more, 
efficiently than quantum dots, their inclusion in blends results in a much larger number of long-lived 
photogenerated charges. This suggests that the morphology of the acceptor phase is critical to 
efficient device performance given that the interfacial energetics are the same. 
However, as yet the absolute yield of photogenerated charges is still very low compared to standard 
organic polymer/fullerene devices. Many efforts have been made to try and improve charge 
generation yields, with the most successful being ligand exchange. Here, the long-chain solubilising 
ligands that the nanoparticles are synthesised in are exchanged for shorter-chain ligands before the 
nanoparticles are incorporated into polymer blends. The shorter-chain ligands facilitate more 
efficient electron transfer and thus higher charge separation yields. However, as charge separation 
yields in hybrids with even the best performing ligands, pyridine and hexylamine,4 are still below 
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those achieved by fullerenes, new methods of incorporating ligand-free inorganic components into 
hybrid blends are being developed (see Chapter 2). 
As discussed in Chapter 2, one of the most promising routes for incorporating inorganic 
components into blend films is through the in-situ growth of the inorganic nanoparticle. In this 
method an inorganic precursor is blended and co-deposited with the polymer. Once the precursor is 
subjected to an appropriate decomposition routine, typically thermal annealing, inorganic 
nanoparticles are formed within the polymer, crucially without capping ligands. This fabrication 
method is attractive as it directly addresses what are thought to be the two limiting factors in 
hybrid devices: the relatively poor charge generation yield and the continuity of electron 
transporting pathways. The second branch of this chapter focuses on one such in-situ route, a novel 
low-temperature method pioneered within the group. Here, blend films containing in-situ grown 
CdS nanoparticles are compared with a blend containing an equivalent amount of pre-synthesised 
quantum dots with both short- and long-chain capping ligands. Blends containing in-situ grown 
nanoparticles not only display a much greater yield of photogenerated charges which is shown to 
correlate with better device efficiencies, but also reduced recombination due to better percolation. 
These findings are discussed with reference to structural studies of the films with particular focus 
upon nanoparticle aggregation. 
 
7.3. Experimental 
 
The CdSe quantum dot, nanorods, and tetrapod samples were synthesised by our collaborators in 
the group of Prof. Emilio Palomares in ICIQ, Spain, as described elsewhere.5 The P3HT/CdSe blends 
were annealed at 150 °C for 20 minutes under a nitrogen atmosphere.6 
The CdS quantum dots capped with oleic acid and hexylamine were fabricated as outlined in 
Chapter 3, as was the cadmium ethyl xanthate precursor. These metal-containing compounds were 
mixed with P3HT in chlorobenzene to form blends at a concentration of 15 mg/ml and the solutions 
stirred vigorously for 30 minutes at 50 °C. Thin films for spectroscopic work were spin-coated 
dynamically at 1000 rpm for 1 minute onto glass substrates which had previously been cleaned by 
sonication in acetone then isopropanol for 10 minutes each. All films were annealed on a hotplate 
contained within a nitrogen glovebox for 1 hour at 160 °C. 
Blend samples for TEM were fabricated on water soluble sacrificial substrates (PEDOT:PSS) on glass 
and floated onto the surface of deionised water before being caught on 300 mesh copper grids for 
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top-down imaging. Pristine nanoparticle samples were deposited on carbon-backed copper grids in 
order to provide a supportive backing for TEM. 
Photovoltaic devices were fabricated on ITO sputtered glass substrates (Psiotec Ltd) which were 
sequentially sonicated in detergent, acetone, isopropanol and ethanol for 10 minutes each. Cleaned 
substrates were then heated to 450 °C and subjected to spray pyrolysis deposition of TiO2. A 
solution of the cadmium ethyl xanthate inorganic precursor dissolved in chlorobenzene was 
deposited over the TiO2 layer by spin-coating and annealed under nitrogen at 160 °C for 10 min in 
order to form the CdS interface layer. A toluene solution of a mixture of P3HT with either the 
inorganic precursor or pre-synthesised QDs was spin-coated over this layer followed by annealing at 
160 °C for 1 hour. PEDOT:PSS was spun onto this layer before deposition in vacuum of 100 nm of Au 
as the top electrode to give devices with active areas of 0.045 cm2. 
 
7.4. Results and Discussion 
7.4.1. Quantum Dots, Nanorods, and Tetrapods 
 
TEM images of the inorganic nanoparticles used in the first section of this chapter are shown in 
Figure 7-1 and consist of a series of quantum dots, nanorods, and tetrapods of CdSe capped with 
pyridine. The QDs have a mean size of 3.7 nm in diameter, whereas the nanorods and tetrapods are 
between 50-60 nm long, and 3.6 and 3.5 nm in diameter respectively; all of the nanoparticles display 
only a narrow size distribution in their widths, although the tetrapod sample certainly has a small 
number of nanorods present within it. 
 
 
Figure 7-1. Top-down TEM images of pristine CdSe nanoparticles (dark regions): a) quantum dots; b) nanorods; c) tetrapods. Scale 
bars are 50 nm, 100 nm, and 200 nm in a), b), and c) respectively. These images were taken by researchers at ICIQ, Spain. 
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Thin films were made from mixtures of these inorganic nanoparticles with P3HT. Steady-state 
absorption spectroscopy (Figure 7-2) shows a reduction in the P3HT absorption peaks upon 
increasing the loading of the inorganic component in the blend from 5% through to 95%. It is noted 
that this would probably be detrimental to device efficiency as most of the absorption in these 
blends comes from the polymer, although it will not be investigated in detail in this report. Also 
visible across the same nanoparticle loading range is an increase in the high energy absorption 
(~300 nm) attributed to the nanoparticles which come to dominate the spectra at high loadings. No 
evidence of profound changes in the amount of either P3HT or nanoparticle aggregation is 
observed through scattering or shifts in the absorption maxima or peak ratios, implying that the 
nanoparticles are relatively well dispersed throughout the polymer matrix. It should be noted that 
the excitons in the nanorods and tetrapods are mostly confined along the diameter of the stretched 
structure and so the arm length does not affect the electronic energy levels and thus the absorption 
or emission spectra.7 As the three morphologies were synthesised with very similar diameters the 
energy levels are comparable resulting in a less than 10 nm shift in absorption and emission 
maxima.6 
The PL spectra of all films, excited at 400 nm are presented in Figure 7-2 and all display the 
characteristic emission profile of P3HT with peaks at 650 and 720 nm. No emission is seen from the 
nanoparticles (all emission maxima ~600 nm6) except for the 95% QD blend (in which it is still 
vanishingly small) implying very efficient hole transfer from the excited nanoparticles to the P3HT 
HOMO in all cases. Increasing the loading of the inorganic component quenches the polymer 
emission due to increased electron transfer; no nanoparticle emission is observed thus ruling out 
energy transfer, nor is there evidence of aggregation suggesting dark decay pathways are not 
greatly increased. In these blends, quenching only becomes measurable at loadings of 25% and 
above – these nanoparticle systems appear to require a certain amount of acceptor to be present 
before quenching occurs. This quenching efficiency is compared directly with the standard soluble 
fullerene acceptor, PCBM, in Figure 7-3. It can be seen that all of the inorganic nanoparticles under 
consideration here quench the emission in a reasonably linear fashion with increased loading for 
weight ratios greater than 10%, although the tetrapod samples appear to be slightly more efficient 
at quenching the excitons (surprising given its reduced surface area available for quenching 
compared with the dots). On the other hand, PCBM exhibits PL quenching efficiencies in excess of 
60% at loadings of 10% before quickly leveling off. Discounting the effect of capping ligands in this 
process which is investigated further on in this chapter, the difference is attributed to the much 
larger dispersion of the PCBM within the polymer matrix and is certainly related to the much higher 
molar concentration of the fullerene when compared to the nanoparticles; there are many, many 
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more fullerenes than any type of nanoparticle in equivalent weight ratio blends increasing the 
likelihood that excitons will encounter an acceptor before undergoing radiative decay. This 
observation is important as it suggests that in order to make efficient solar cells from inorganic 
nanoparticles we must trade absorption with quenching efficiency thus potentially limiting 
performance through one route or the other. 
 
 
Figure 7-2. Steady-state absorption (a, b, c) and photoluminescence (d, e, f) data for thin films of P3HT mixed with nanoparticles 
consisting of quantum dots (a, d), nanorods (b, e), and tetrapods (c, f).  Excitation was at 400 nm. The film compositions are given 
as wt. % of the inorganic component within the blends. The emission spectra have all been corrected for the number of absorbed 
photons at the excitation wavelength. 
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Figure 7-3. The PL quenching efficiency of four different acceptor materials - quantum dots, nanorods, tetrapods, and PCBM - at 
different loadings calculated from the reduction in PL intensity relative to the pristine polymer, P3HT. 
 
Ultrafast time-resolved PL measurements of the P3HT/nanoparticle blends were collected at an 
emission wavelength of 650 nm after exciting at 400 nm and are shown in Figure 7-4. They display a 
quenching response faster than the instrument resolution. This phenomenon, pre-instrument 
response quenching, is discussed more fully in Chapters 5 and 6, but is a good indicator of the 
number of excitons being formed within the quenching radius of the acceptors in the blend, leading 
to quenching which can be thought of as being quasi-instantaneous in this context. Increasing the 
loading of the nanoparticles in the blend results in a larger fraction of this pre-instrument response 
quenching, as more excitons are formed within the characteristic capture radius of the inorganic 
acceptor. Graph (d) in Figure 7-4 shows the normalised initial amplitudes, the peak heights, of the 
decay signals. The graph can be split into two sections, one at low loadings, and one at high 
loadings. For all three acceptors, the initial amplitude decreases up to 50% with no real trend 
between the acceptors. Also, at this blend ratio the pre-instrument response quenching is 
essentially the same between the acceptors. At ratios higher than this however, the peak heights 
decrease rapidly indicating that the acceptor is much more prevalent throughout the film. 
Furthermore, the tetrapod samples appear to exhibit a slightly greater degree of pre-instrument 
response quenching than the nanorod samples, whose peak heights are in turn smaller than the 
dots. This is interesting as the capping ligands attached to all three types of nanoparticles are the 
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same, pyridine, suggesting that the electron transfer rate across the ligand from the polymer to the 
inorganic acceptor should be the same for all of the nanoparticles.8, 9 The other potential cause of 
this discrepancy in ultrafast quenching ability is the difference in surface area between the dots, 
nanorods, and tetrapods. However, as the quantum dots have roughly a 10% increase in their 
surface area to volume ratio (~1.5 for the dots) compared to the nanorods and tetrapods (~1.37), it is 
surprising that the tetrapods quench the luminescence more; the surface area to volume ratio trend 
is in the wrong direction i.e. the dots would be expected to quench more if this was the driving 
factor. The conclusion from the ultrafast quenching (initial peak amplitude) data therefore 
corroborates that extracted from the steady-state emission, namely that the tetrapod samples 
possibly quench the polymer exciton emission slightly more than the other nanoparticle types, but 
broadly speaking they all quench in an identical manner. 
 
 
Figure 7-4. Ultrafast time-dependent PL decays for different blend ratios of P3HT with quantum dots (a), nanorods (b), and 
tetrapods (c), whilst d) shows the normalised initial amplitudes (peaks) of the decay signals. Excitation was at 400 nm and emission 
collected at 650 nm. 
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The UF time-dependent PL decays are shown normalised in Figure 7-5. The P3HT/QD blends show a 
trend of faster exciton quenching for higher loadings of the inorganic acceptor. The nanorod and 
tetrapod blends also show this loading trend. Fitting this ultrafast PL data to bi-exponential decays, 
as has been found to be appropriate for P3HT blends (see Chapters 4 and 6), allows decay times to 
be extracted for each nanoparticle type. Here we consider just the ‘slow-phase’ decay which 
removes the intramolecular polymer effects and focuses instead on the movement and quenching 
of excitons. Analysis of the UF decays reveals that the tetrapod-containing films exhibit a slightly 
greater quenching efficiency at high loadings (>75%) than the dot and nanorod blends. In blends 
with an inorganic nanoparticle loading of 90% for example (blue traces in Figure 7-5), the tetrapod 
blends show a decay time that is roughly 10% that of pristine P3HT, compared to around 30% for 
the nanorod blends, and 40% for the QD blends. This trend correlates well with both the UF initial 
amplitude data and with the steady-state PL and suggests that although the quenching rates are 
broadly similar between the nanoparticle types, the tetrapods have a peculiar innate property 
allowing them to quench polymer excitons slightly faster and slightly more efficiently even though 
they have a lower surface area in these blends. It is postulated that it is the shape of the tetrapods, 
which would ideally be tetrahedral (although some are almost certainly not as can be seen from 
Figure 7-1), that enforces their dispersion through the film at high loadings – their shape prevents 
them from agglomerating particularly efficiently.10 The QDs on the other hand, and the rods to a 
lesser extent, are more free to agglomerate effectively at high loadings11, 12 (where the phenomenon 
would be visible) and so their dispersion through the polymer may actually be less than the 
tetrapods (even though it theoretically looks more complete), resulting in slightly reduced 
quenching efficiencies. The term agglomerate is used here rather than aggregate, as it seems likely 
that the capping ligand shells are still intact and the nanoparticles are still discrete from each other 
as evidenced by absorption and emission (vide supra). This is discussed in more detail later on in this 
chapter. It should be noted that this postulation has been extracted predominantly from 
spectroscopic data, with the only morphology study being the initial TEMs shown in Figure 7-1. 
Direct morphology probes such as cross-sectional TEM of blends may help to elucidate this 
problem, as may opto-electronic procedures such as mobility and charge extraction measurements. 
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Figure 7-5. Normalised UF time-dependent PL decays for different weight percent blend ratios of P3HT with quantum dots (a), 
nanorods (b), and tetrapods (c). Excitation was at 400 nm and emission collected at 650 nm. The arrows indicate increasing 
quenching with increasing loading of the inorganic component within the blend. 
 
 
Figure 7-6. Transient absorption kinetics for blend ratios of P3HT with quantum dots (a), nanorods (b), and tetrapods (c). d) shows 
the charge yield amplitudes for all of the blend films averaged between 0.9 and 1.1 μs. Samples were excited at 500 nm with a laser 
energy of 29 μJcm-2 and the absorption probed at 980 nm. 
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In order to probe the charge photogeneration in these blends, micro- to milli-second transient 
absorption spectroscopy was performed. The polymer component in the samples was excited at 
500 nm and the absorption was monitored at 980 nm which is consistent with the P3HT+ polaron13-15 
– the results are shown in Figure 7-6. As the change in absorbance is related to the yield of charges, 
so the magnitude of the ordinate signal is proportional to the number of charges in the system at a 
given timescale. The QD samples give roughly the same number of charges as the nanorod 
samples, whereas the tetrapod samples show a much greater yield of photogenerated charges at 
high loadings. Indeed, for all nanoparticles, a significant number of charges are only seen at 
loadings above 50% which correlates well with the UF and steady-state quenching. At these 
loadings a critical concentration ratio seems to be reached at which the rate of exciton quenching 
and charge generation undergoes a step change in efficiency, with the tetrapod acceptors showing 
superior performance than the dot and nanorod nanoparticles. Furthermore, correcting the TAS 
yield for the quenching efficiency (not shown), so monitoring the efficiency of quenched photons to 
generate charges, shows that the tetrapod blends generate more charges in this time range than 
the dots and nanorods. It is noted that this observation may not be applicable across all time scales 
as confined domains are known to exhibit fast recombination16, 17 (observable only to techniques 
with a fast time resolution), a fact that will be discussed further on in this chapter with reference to 
device voltages. Figure 7-6 (c) shows one curious anomaly in that the 90% blend exhibits a greater 
yield of charges than the 95% blend. This is probably due to a small reduction in film quality at these 
high loadings where the reduced solubility of the tetrapods starts to become a factor resulting in 
less homogenous films. 
This spectroscopic analysis of P3HT/nanoparticle blends has revealed that films which contain 
tetrapods as the acceptor exhibit faster and more efficient exciton quenching than films containing 
quantum dots or nanorods despite having less surface area available for quenching. This fact is 
particularly noticeable at high acceptor loadings. Additionally, tetrapod blends show a greater yield 
of long-lived photogenerated charges than the other nanoparticles. Given that all of the 
nanoparticles are capped with the same ligand, pyridine, the root cause of this discrepancy is likely 
to be either a change in the driving force for charge separation, or else the differing morphologies. 
As discussed above, the energetic driving force for charge separation is not appreciably changed 
between the nanoparticle types due to the essentially equivalent diameters of the samples.7 Thus 
the rate of electron transfer across the heterojunction, as modelled by Marcus theory, is equivalent 
in all of the P3HT/nanoparticle blends. Consequently, the variation in long-lived charge 
photogeneration between the different nanoparticles can be attributed to morphology. 
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The size of the acceptor domains has already been shown to be critical to efficient charge 
generation in polymer/fullerene blends.17 This has been rationalized through the use of Onsager 
theory which suggests that the electron and hole thermalisation length is larger than the acceptor 
domain and thus they are spatially confined within each other’s Coulombic recapture radius. The 
generation of long-lived charges is thus severely restricted by very fast geminate recombination. 
Similarly here, the quantum dots, and to a lesser extent the nanorods, spatially confine the electron 
and hole together in such a manner that geminate recombination becomes highly probable. The 
generation of long-lived charges is thus dependent upon the kinetic competition between this 
recombination pathway and electron or hole transfer to nearby sites outside the Coulomb capture 
radius. In the tetrapods, and to a lesser extent the nanorods, the stretched structure allows the 
electron to escape the Coulomb attraction of the hole, reducing the amount of geminate 
recombination. This manifests itself in an increased yield of long-lived charges. As such 
Coulombically-bound CT states are very hard to directly observe, they are only infrequently 
documented in hybrid organic-inorganic systems,18 although they are accepted in organic 
polymer/fullerene blends.19 Consequently, the results presented above provide strong, if indirect, 
evidence for the presence of such states in hybrid systems. 
It is likely that the use of ultrafast transient absorption techniques would allow these fast 
recombination processes to be observed as the similarities in exciton quenching between the 
different nanoparticles suggests that electron injection is relatively constant. One further point to 
note is that this size restriction appears to overcome any theoretical improvements that could be 
expected from the higher dielectric constant of the inorganic material compared to standard 
organic acceptors such as fullerene; morphology seems to be more critical. Moreover, larger, more 
stretched, interconnected nanoparticles such as tetrapods have been shown to facilitate better 
electron percolation through blend films than quantum dots as they have higher electron mobilities 
due to the reduced number of inter-particle hops required to reach the electrode.10 
Nevertheless, the absolute number of charges in even P3HT/tetrapod blends is still lower than those 
achieved in all-organic devices, for example P3HT/PCBM blends.20 This is thought to be due to the 
reduced electron injection across the heterojunction in the hybrids due to the capping ligand 
present on the inorganic. Indeed, it has been known for upwards of ten years that ligand exchange 
from long-chain synthesis ligands to shorter ligands is essential for electron transfer in these 
systems,9 but Tagliazucchi et al have only recently shown that electron injection from a polymer to 
CdSe quantum dots is dependent upon the length of the capping ligand.8 Thus there is an urgent 
need to develop hybrid systems in which the inorganic component is not restricted by capping 
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ligands. One such method is the in-situ growth of nanoparticles within the polymer film, and this is 
the subject of the following section. 
 
7.4.2. In-Situ Grown Nanoparticles 
 
We now turn our attention to the second section of this chapter in which the spectroscopic 
properties and opto-electronic performance of pre-synthesised and in-situ grown CdS nanoparticles 
are compared. The in-situ fabrication of nanoparticles is attractive (see Chapter 2) as it directly 
addresses what are thought to be the two limiting factors in hybrid devices: the relatively poor 
charge generation yield and the continuity of electron transporting pathways. The previous section 
has shown capping ligands to be a major limitation in the generation of appreciable amounts of 
long-lived charge, and thus in-situ grown nanoparticles should generate more charges as they are 
formed directly within the polymer from an inorganic precursor and can thus be thought of as 
ligand-free. Furthermore, the previous section has highlighted the need for extended, stretched 
inorganic domains for efficient charge separation as exemplified by tetrapods. In-situ grown 
nanoparticles are essentially unrestricted in the shape they can adopt and so can potentially form a 
single continuous network. Furthermore, in-situ grown nanoparticles that grow in a continuous 
fashion should provide excellent percolation pathways and thus good electron transport and 
collection. 
Before launching into a direct comparison however, it is important to understand the spectroscopic 
properties of the in-situ grown nanoparticles by themselves. The in-situ grown CdS nanoparticles 
are synthesised by the thermal decomposition of an inorganic precursor, a cadmium xanthate 
[Cd(S2COEt)2(C5H5N)2]. The polymer, in this case P3HT, is mixed with the soluble precursor and the 
solution spin-coated under standard conditions. Usually, after spin-coating, the films are subjected 
to a thermal annealing step to promote polymer crystallinity, typically on a hotplate in a nitrogen 
atmosphere at 160 °C. In these systems however, the inorganic precursor undergoes a 
decomposition process at this annealing temperature to generate the CdS nanoparticles within the 
polymer film. The formation of CdS nanoparticles from an inorganic xanthate precursor (see 
Chapters 2 and 3) has been pioneered within this group and is thought to proceed via a Chugaev 
rearrangement resulting only in small volatile organic compounds and the desired CdS.21, 22 This is 
clearly shown in Figure 7-7 (b) where the precursor can be seen to form CdS within the polymer after 
thermal decomposition. Blend ratios are made up assuming that the perfect decomposition of the 
precursor will take place and so the weight ratios of the final, post-decomposition CdS and the 
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polymer are used for comparison purposes. Leventis et al21 have shown (see Figure 7-7 (a)) that 
increasing the loading of the CdS in the film results in more absorption due to the inorganic 
component as expected. Considering a slightly larger component ratio range, it is shown in Figure 
7-7 that this loading increase corresponds to a quenching of the polymer excitons in a manner which 
is linear with the loading weight ratio. This suggests that the in-situ grown CdS does not aggregate 
excessively or else the emission quenching would be lower than expected at high loadings of the 
inorganic acceptor. Nevertheless, incomplete quenching is observed at even the relatively high 
weight ratio of 80% acceptor. This is attributed to the polymer over-layer identified by previous 
researchers and shown in the inset of Figure 7-7 (d). The decomposition process seems to result in 
the CdS being generated preferentially at one interface resulting in two zones, one containing both 
polymer and CdS, and one which is very much polymer-rich. This phenomenon is the subject of 
intense research within the group and will not be considered here. 
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Figure 7-7. (a) absorption spectra, normalised at 540 nm, of P3HT/in-situ grown CdS blends. (b) absorption of a P3HT/inorganic 
precursor film before (black dashed line) and after (black solid line) thermal annealing and decomposition of the precursor xanthate 
complex. The upper inset displays the absorption of a polystyrene/inorganic precursor blend before (red dashed line) and after (red 
solid line) thermal annealing. The lower inset displays photographic images of the inorganic precursor with polystyrene (top) and 
P3HT (bottom) before (left) and after (right) thermal annealing and subsequent CdS formation. Both images (a) and (b) are taken 
from reference 21. (c) steady-state PL of a series of P3HT/in-situ grown CdS blends with varying weight ratios and excitation at 
525 nm. (d) normalised PL intensity of the data in (c), while the inset is taken from reference 21 and shows a cross-sectional TEM 
micrograph of a P3HT/CdS film (weight ratio 1:2) obtained by thermal annealing of a xanthate precursor. Within the image, region 
A was shown to contain cadmium by electron dispersion spectroscopy, whereas region B contains none. The very dark top layer is 
gold used in the TEM sample preparation procedure. The scale bar in this image is 100 nm. 
 
The potential of P3HT/in-situ grown CdS devices to generate charges after photoexcitation is most 
easily ascertained by transient absorption spectroscopy. Figure 7-8 (a) shows the transient spectrum 
for a range of timescales all of which show a ground state bleach due to a reduction in the number 
of absorbing ground state species, and a single relatively broad peak with a maximum around 
980 nm indicating just a single absorbing species is present. This has been attributed to the P3HT+ 
polaron and shows that electrons can inject into the CdS after polymer photoexcitation. Figure 7-8 
(b) shows the transient kinetics of the P3HT+ polaron (monitored at 980 nm) for a range of P3HT/in-
situ grown CdS blends of different weight ratios. Increasing the weight ratio of CdS in the film 
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clearly results in more charges being formed, and essentially none are formed in pristine films of 
either component. Leventis et al21 have shown that at even higher weight ratios of CdS the number 
of charges present in these films is comparable to those generated in optimised P3HT/PCBM 
blends. In summary, it appears that increasing the loading of the in-situ grown CdS in the blend 
results in more emission quenching (Figure 7-7) as well as in more long-lived charges (Figure 7-8), 
and both increases seem to be linear with CdS loading. Further evidence for very good charge 
separation in these systems arises from the fact that the transient kinetics for the in-situ grown CdS 
blends can be well fitted to a power law decay21 which is indicative of a single dispersive, non-
geminate recombination pathway.23, 24 
 
 
Figure 7-8. (a) Transient absorption spectra of a P3HT/in-situ grown CdS film containing 80 wt. % CdS. The different colours show 
the polaron yield at different times after excitation ranging from 2.5 to 90 μs as indicated by the arrow. (b) shows the transient 
absorption kinetics of a series of P3HT/in-situ grown CdS blends probed at 980 nm. For both (a) and (b) the excitation was at 525 nm 
with a laser energy of 73 μJcm-2. 
 
We consider next the performance of the in-situ grown CdS nanoparticles when compared to 
conventional, pre-synthesised nanoparticles. More specifically, a direct spectroscopic and opto-
electronic comparison between hybrid PV active layers consisting of P3HT blended with either in-
situ grown CdS films or with CdS QDs with different capping ligands is reported. P3HT was chosen 
as its high LUMO level should provide a large driving force for charge generation in all of the 
systems to be studied facilitating reliable comparisons, and also as its use allows comparisons to be 
drawn with other published data which generally use P3HT as the polymer. Two QD capping ligands 
were chosen: oleic acid as this is the standard long-chain, solubilising ligand the QDs tend to be 
synthesised in; and a short-chain alternative, hexylamine, which is one of a series of alkylamines 
that has been shown to lead to very good device efficiencies with some QDs, even more so than the 
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more commonly used pyridine.4 The synthesis and properties of the in-situ grown inorganic 
precursor are detailed in reference 21, and blends obtained via this method are compared with 
regular, as-synthesised QD blends containing an equivalent amount of CdS. We show that blends 
containing in-situ grown CdS give a higher polaron yield than an equivalent blend of QDs with either 
capping ligand – the ligands appear to reduce the polaron yield. However, reasonable PL quenching 
is seen in all cases (more with the in-situ grown CdS, and less with oleic acid capped QDs), although 
no charges are detected in the oleic acid case. We suggest that this could be due to aggregation of 
the nanocrystalline phase playing a key role in the generation of free charge carriers. 
 
 
Figure 7-9. Steady-state absorption (solid lines, left axis) and PL (symbols, right axis) data for films of pristine P3HT (black), 
P3HT/CdS QDs  capped with oleic acid (red) or hexylamine (green), and P3HT/in-situ grown CdS (blue). Absorption data are 
normalised at 560 nm where there is no contribution from the inorganic component. PL data were excited at 550 nm. 
 
Figure 7-9 shows steady-state absorption and photoluminescence data for four films - pristine P3HT 
(black), two P3HT/CdS QD blends with oleic acid (red) or hexylamine (green) as the capping ligand, 
and a P3HT/in-situ grown CdS blend (blue). The absorption data are normalised at 560 nm, at which 
wavelength there is essentially no absorption contribution from the inorganic components. Both 
QD based films as well as one of the in-situ grown CdS film blends were made such that the 
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P3HT:CdS ratio was the same, as indicated by their absorption profiles (these will henceforth be 
referred to as the equivalent blends). It is important to note that the first excitonic peak of the in-
situ grown CdS appears at the same wavelength as for the quantum dots (~460 nm) implying that 
the extinction coefficients are the same.25 The relative concentration of the equivalent blends 
(approximately 65 wt.% QD) was chosen because at higher loadings of the inorganic component 
the QD-based spun-cast films start to roughen and their quality begins to deteriorate. The steady-
state PL data in Figure 7-9 displays emission quenching in all blends when compared to the pristine 
P3HT polymer film, with the film containing in-situ grown CdS quenching more efficiently than both 
QD blends. These differences can be attributed to the length of the capping ligand which is 
consistent with the literature,9 and they also correlate very well with the TEM images shown in 
Figure 7-10. Incomplete PL quenching in the in-situ grown CdS sample could be due to over layers as 
previously discussed and suggested by TEM.21 
Figure 7-10 shows top-down TEM images of the P3HT/CdS blend films. Both the oleic acid (a) and 
hexylamine (b) capped QDs are seen to stay in the film as discrete, un-aggregated dots within the 
P3HT matrix, although the shorter hexylamine ligand appears to allow the inorganic components to 
sit closer together potentially allowing more facile electron tunnelling (and perhaps providing a 
limited number of connected pathways) consistent with the opto-electronic data presented in 
Figure 7-12 and discussed later. In contrast to this, the in-situ grown CdS (c) clearly forms a nano-
structured, interconnected layer which should provide a large number of percolation pathways for 
improved charge collection and can be considered as an un-capped, interconnected network of 
branched nanoparticles. It should be noted that Figure 7-10 (c) shows a P3HT/in-situ grown CdS film 
with a lower CdS ratio than the film shown in Figure 7-7 (d) and so the CdS does not fully cover the 
bottom of the film (it is un-optimised in this sense), yet it may still contain an over-layer, as indeed 
is suggested from the PL data. 
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Figure 7-10. Top-down TEM images of equivalently loaded P3HT/CdS blends: (a,d) CdS QDs capped with oleic acid; (b,e) CdS QDs 
capped with hexylamine; (c,f) in-situ grown CdS. (a,b,c) are zoomed out images, whereas (d,e,f) are zoomed in to a middle portion 
of the same images to show detail. Darker regions are the inorganic component. All scale bars are 50 nm. 
 
In order to obtain direct evidence of the generation of charges in the blend films transient 
absorption spectroscopy was performed. Figure 7-11 shows transient absorption kinetics at 980 nm 
(probing the P3HT+ polaron) for pristine P3HT and all three equivalent blend films. The difference in 
charge generation between the three films is striking – the in-situ grown CdS blend displays a 
higher yield of polarons (as ΔOD is proportional to polaron yield) with some living to the millisecond 
time domain, whereas the oleic acid-capped QD blend displays very limited charge generation. The 
hexylamine-capped QD blend displays approximately half the number of long-lived charges at 1 μs 
as the in-situ grown CdS blend, broadly consistent with PL quenching. The number of long-lived 
charges in the oleic acid-capped QD blend is very similar to those generated in a pristine P3HT film, 
even though they do display PL quenching showing that the capping sphere is not acting as an 
isolating layer completely blocking electron transfer. Even after normalising for the number of 
quenched photons (so correcting for the yield of electron transfer) the TAS yield of the in-situ 
grown CdS blends is larger than for the QD blends. Whilst the origin of this behaviour is beyond the 
scope of the results presented here and is the subject of on-going work, it is suggested that the 
effect may be due to a morphological reason, such as aggregation, as suggested by the TEM images 
displayed in Figure 7-10. This is in agreement with the work of Dayal et al10 who have shown, using 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 196 ~ 
Chapter 7 – Results: Influence of Nanoparticle Morphology 
microwave conductivity measurements, that the increasing aspect ratio from dots to rods to 
tetrapods provides conduits for the electrons to move away from the dissociation sites thus 
improving the generation of long-lived charge carriers.  
 
 
Figure 7-11. Transient absorption decays for films of pristine P3HT (black), P3HT/CdS QDs capped with oleic acid (red) or 
hexylamine (green) ligands, and P3HT/in-situ grown CdS (blue). Excitation was at 550 nm with a laser energy of 63 μJcm-2 and the 
absorption was probed at 980 nm. Inset. Transient absorption spectrum at 10 μs for a P3HT/in-situ grown CdS film (blue) and for a 
P3HT/hexylamine QD film (green). 
 
Photovoltaic devices were fabricated from the P3HT/CdS blends compared here using the following 
architecture: glass/ITO/TiO2/CdS interface layer/active layer/PEDOT:PSS/Au. Details of the 
fabrication process are outlined in Chapter 3. Typical current-voltage traces for the different blends 
are displayed in Figure 7-12, while the device’s relevant parameters are summarised in Table 7-1. 
The blends containing oleic acid-capped QDs can be seen to make very poor devices at these 
loadings, while the hexylamine-capped QDs display a very limited amount of photocurrent, but do 
show a higher open-circuit voltage (VOC). The equivalent in-situ grown CdS blend shows much 
better performance with an approximately four-fold increase in the short-circuit current (JSC) and a 
further step change in the VOC. Both of these parameters are increased by raising the loading of the 
in-situ grown CdS component (magenta trace in Figure 7-12) in agreement with the steady state 
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and transient absorption data presented above in Figure 7-7 and Figure 7-8 respectively. The 
increase in JSC over this series can be attributed to better charge generation in the film and better 
charge collection at the electrode most likely due to both improved percolation and improved 
mobility – it has been shown that reducing the length of the capping ligand improves charge 
mobility through a device,26 and we have seen even higher mobilities for in-situ grown CdS, which 
appear to be consistent with the mobility increases seen by Dayal10 and others.27, 28 The 
concomitant increase in VOC over the same series can be attributed to reduced charge 
recombination within the device.29, 30 The in-situ grown CdS forms an interconnected network of the 
inorganic semiconductor nanoparticles which serves to facilitate not only charge separation but also 
charge carrier transport and thus reduces recombination. In contrast, the oleic acid-capped QDs 
form discrete, self-contained and insulated particles with inherent recombination issues. The 
shorter, hexylamine-capped QDs still appear to form discrete particles, but they are certainly much 
closer together (as can be seen in Figure 7-10) suggesting a limited number of partly connected 
pathways and more facile electron tunnelling between them. 
 
 
Figure 7-12. Current-voltage characteristics of equivalently loaded P3HT/CdS solar cells where CdS is in the form of oleic acid-
capped QDs (red), hexylamine-capped QDs (green), and in-situ grown CdS (blue). Also shown (magenta) is a P3HT/in-situ grown 
CdS film with a higher loading of the inorganic component, ~80 wt. %. Both the VOC and JSC, are seen to increase across the series. 
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Table 7-1. Device characteristics for solar cells using different P3HT/inorganic component active layers. The parameters here are 
from the devices presented in Figure 7-12. 
 VOC /V JSC /mAcm
-2 FF η (%) 
Oleic acid-capped QDs 0.18 0.04 0.26 <0.01 
Hexylamine-capped QDs 0.47 0.86 0.33 0.14 
‘Equivalent’ in-situ grown CdS 0.71 3.45 0.43 1.04 
In-situ grown CdS with high loading 0.85 4.29 0.42 1.52 
 
In this spectroscopic and opto-electronic analysis it has been shown that a hybrid polymer/inorganic 
system in which the inorganic acceptor is grown essentially ‘ligand-free’ in-situ is better at 
dissociating excitons into free charges than a system in which the inorganic acceptor is in the form 
of pre-synthesised QDs with capping ligands, even after these ligands have been exchanged to 
facilitate efficient electron transfer and charge transport. However, the difference in emission 
quenching does not account for the large disparity in the yield of free charges as ascertained from 
transient absorption. It is suggested that this difference is due to the morphology of the polymer/in-
situ grown CdS blends – TEM images reveal a nano-structured, interconnected inorganic layer in 
these systems in stark contrast to the discrete, un-aggregated nanocrystals present in the pre-
synthesised and capped QDs. 
 
7.5. Conclusion 
 
In this chapter different shapes of nanoparticles have been examined spectroscopically and opto-
electronically to assess which morphology holds the most promise for efficient hybrid solar cell 
devices. Four geometries of nanoparticles have been considered: quantum dots; nanorods; 
tetrapods; and an imperfectly described in-situ grown nanocrystal. In P3HT blends containing 
nanocrystals consisting of CdSe, the highly loaded tetrapod samples show two interesting 
properties compared to the dot and nanorod samples – they quench the polymer excitons faster 
and more efficiently, and they generate more long-lived charges even after correcting for the 
improved quenching. This result appears to support the literature which shows that hybrid tetrapod 
blends produce more efficient solar cells than lower aspect ratio nanoparticles.3 The exact 
mechanism of this process is little understood and is a matter still under investigation, but could be 
due to the larger domains being critical for the separation of CT states and generation of long-lived 
charges as has been suggested in polymer blends containing fullerene acceptors.17 Such a proposed 
phenomenon is graphically displayed in Figure 7-13. The smaller nanocrystal domain depicted in (a) 
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does not allow the facile generation of long-lived charges due to the physical size restriction of the 
acceptor domain restricting the separation of the proposed CT state. Thus fast geminate 
recombination dominates and these nanocrystal shapes give poor charge yields. In contrast to this, 
(b) depicts a system with larger nanocrystals which allow the electron to escape from the Coulomb 
attraction of the hole as it is not as physically confined. In these systems the rate of geminate 
recombination is reduced and the generation of long-lived charges is more facile – as such they 
show higher long-lived charge yields. 
 
 
Figure 7-13. Schematic depicting the size dependence of acceptor nanocrystals on efficient long-lived charge generation. (a) 
represents a polymer/nanocrystal system in which the nanocrystal is in a physically confined form, as quantum dots for example. In 
these systems the electron cannot escape the Coulomb attraction of the hole and so geminate recombination dominates, thus 
giving lower long-lived charge generation yields due to an inability to separate the proposed CT state. (b) represents a 
polymer/nanocrystal system in which the nanocrystal is in a physically extended state, for example tetrapods or the extended 
conformation generated through the in-situ nanocrystal growth presented in this chapter. These systems allow the electron to 
escape the Coulomb attraction of the hole thus reducing geminate recombination and generating large numbers of long-lived 
charges. 
 
Taking similar particles based on CdS one step further we have compared pre-synthesised 
nanoparticles to ones formed in-situ. Bulk heterojunction blends of this type display a marked 
morphology difference appearing as an aggregated, nanostructured, and inter-connected form 
within this film. The route by which these inorganic particles are formed, without the presence of 
capping ligands, appears to give rise to improved exciton quenching, but even normalizing for this 
the in-situ grown nanoparticles generate many more long-lived charges than pre-synthesised 
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quantum dots. The conclusion of the chapter is therefore that the morphology of the inorganic 
acceptor in these hybrid systems has a profound effect on the exciton quenching efficiency and 
charge generation yield. This suggests that for efficient hybrid organic/inorganic solar cell systems 
not only must the energetic levels be carefully managed in order to get efficient electron transfer, 
but it also seems apparent that some morphological, domain-size constraints must be adhered to in 
order to generate long-lived charges. 
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Chapter 8 
 
 
8. CONCLUSIONS AND FURTHER WORK 
 
The preceding chapters have addressed either the dynamics of excitons or the role of acceptor domain 
size on charge generation. These have been explored in ways in which they may act as probes of 
structure, or as energy loss pathways in organic solar cells. The overall intention of this work has been 
to understand the effect chemical structure, crystallinity, and morphology play on some of the 
fundamental photophysical process occurring both within domains and at blend interfaces, in order to 
advance organic and hybrid photovoltaic technology. In this chapter a summary of the key findings will 
be presented, along with some suggestions for future work. 
 
8.1. Conclusions 
 
It has been the principle aim of this thesis to elucidate the primary dynamic photophysical processes 
that occur in novel solar cell materials immediately after excitation. With this goal in mind, we 
began by introducing excitonic photovoltaics and theoretical types of energy and electron transfer 
in Chapter 2. Given a better understanding of these topics, a review was made of the state of 
current research both in ultrafast exciton dynamics of pristine polymers and blends, and in charge 
generation in hybrid organic-inorganic blends. From these reviews, three broad areas were 
identified where gaps in our knowledge are hindering the development of efficient devices: the role 
of crystallinity on exciton dynamics in pristine films and in blends; an incomplete understanding of a 
polymer blends’ nanomorphology and how this changes; and, in hybrid blends, why different 
acceptor shapes give different device efficiencies. Details of the techniques used to study these 
processes were then considered in Chapter 3. 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 204 ~ 
Chapter 8 – Conclusions and Further Work 
The first results chapter (Chapter 4) focused upon the primary exciton dynamics in a variety of 
forms of the same polymer. Solvated P3HT photophysics were contrasted with the photophysics of 
regio-random and regio-regular P3HT films. In dilute solutions of P3HT the self-trapping, dynamic 
localization of the excitons was observed. This localization process was shown to happen more 
slowly (~1 ps) for lower-energy excitons than higher-energy excitons (~100 fs) as the excitons must 
dissipate more energy to relax to the band edges and so take longer to form. However, in regio-
random and regio-regular P3HT the dynamic localization of the exciton is hidden by other rapid 
intra- and inter-molecular processes that do not occur in solution-phase P3HT, but it can be 
observed through the rapid (<500 fs) loss of anisotropy that takes place within these films thus 
highlighting the fact that many ultrafast processes occur simultaneously resulting in convoluted 
experimental data. In films of regio-random P3HT the emission spectrum is shown to shift lower in 
energy with time due to both rapid inter-molecular energy transfer (<10 ps) and slower intra-
molecular exciton transfer (>10 ps). In regio-regular P3HT, a fast (<15 ps) energy transfer process is 
observed and this is correlated to the torsional relaxation of polymer chains. Further studies of 
P3HT films with different crystallinities have positively correlated the crystallinity of these samples 
with reduced ultrafast PL lifetime. This chapter suggests that effort should be made to incorporate 
acceptor molecules very close to polymer exciton sites so as to minimize the energy lost due to the 
ultrafast exciton relaxation processes. 
Chapter 5 builds upon the study of exciton dynamics performed in Chapter 4, and focuses upon the 
exciton diffusion length as a critical parameter in organic photovoltaic devices. The chapter 
concentrates on the dynamics of the amorphous polymer, TFB, when blended with different forms 
of the acceptor, PCBM, and reveals the shortcomings of standard, Stern-Volmer-type quenching 
dynamics for studying thin films. However, concentration-dependent ultrafast PL decay data allows 
for the reliable determination of the polymer exciton diffusion length (~8 nm) when coupled with a 
simple rate enhancement model. The data suggests that the higher-adduct fullerenes have a lower 
exciton dissociation probability than lower-adduct fullerenes. The strength of this combined 
experimental and modelling technique was verified by using to it extract the diffusion length of 
regio-random P3HT (~4.5 nm) and PFB (~6.5 nm). The extraction of polymer diffusion lengths from 
bulk heterojunction blends, the first time this has been done, is an important step in the attempt to 
reconcile physical properties obtained from ideal systems to physical properties in functioning 
devices. 
In Chapter 6, the microstructure development and phase behaviour of blends of regio-regular P3HT 
and fullerene derivatives were investigated. Dynamic spectroscopic data is shown to be a viable tool 
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for extracting information about the different nanomorphologies of the blends. Ultrafast PL decays 
were used in conjunction with DSC and XRD to provide evidence for the presence of two different 
means of microstructure development, or phase separation regimes in these blends – phase 
separation driven by crystallisation of one or other of the domains upon thermal treatment (leading 
to high solar cell performances), and phase separation driven by demixing of the amorphous phases 
within the blend due to low fullerene solubility (leading to low solar cell performances even after 
annealing). This has profound implications for devising optimum composition ratios in 
polymer/fullerene solar cells and suggests that the miscibility of the components is more critical 
than previously thought. 
Finally, in Chapter 7, one of the main attractions of hybrid organic/inorganic blends was 
investigated, namely the broad range of accessible inorganic acceptor shapes. In CdSe quantum 
dots, nanorods, and tetrapods, the more interconnected structures are shown to quench excitons at 
least as well as the smaller dots, and they also show higher yields of long-lived charges. However, 
the charge yield is still relatively low, perhaps due to the presence of capping ligands. In an 
analogous CdS system, in-situ grown nanoparticles (without capping ligands) are shown to quench 
the emission more effectively than quantum dots with long or short capping ligands. Furthermore, 
their continuous networked structure has better percolation throughout the film for charge 
transport, and allows charge to be separated more efficiently. Thus these architectures give much 
better charge yields, comparable to good polymer/fullerene systems, and they also result in much 
more efficient devices. This is an important step to improved hybrid photovoltaics. Furthermore, 
the results appear to suggest that charge generation is dependent upon having a favourable 
morphology that can help in overcoming the Coulombically bound CT states which are thought to 
be present in these systems. 
In general, this thesis has focussed upon the initial energy loss mechanisms that can occur in 
organic photovoltaic blends immediately after excitation. The effect of film morphology and 
crystallinity on ultrafast energy and electron transfer processes, as well as on critical parameters 
such as the exciton diffusion length and extent of demixing is highlighted. Furthermore, we have 
shown that in hybrid organic/inorganic blends, engineering of the interface and of domain size and 
shape can give rise to impressive yields of long lived charges due to improved generation. In 
performing this research, we have contributed towards overcoming some of the research 
bottlenecks identified in Chapter 2 as hindering the development of next-generation organic and 
hybrid photovoltaic devices. 
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8.2. Suggestions for Further Work 
 
Whilst suggestions for specific additional work have been made throughout the results chapters 
above, we feel it is necessary to give a broad overview of the more pressing subjects highlighted by 
this thesis as being crucial to the development of organic and hybrid solar cells. 
Considering organic polymers, it is as yet unclear as to whether crystallinity is desirable or not. 
Certainly in P3HT it is, as stacking is required for efficient charge transport. In new polymers with 
higher mobilities however, the increase in the rate of ultrafast relaxation processes with crystallinity 
could potentially outweigh the transport benefits. Thus, in order to direct future polymer design the 
work presented in this thesis on crystallinity must be extended to obtain some quantification on 
ultrafast losses. A consequence of this is that much better domain engineering must be developed 
with regards to dispersed or agglomerated acceptors, as well as polymer conformations. This of 
course also necessitates improved characterisation techniques for visualising the domains, or at 
least for extracting accurate information from them. 
In hybrid organic/inorganic blend films, the redundancy of capping ligands has been demonstrated 
and so new methods of capping-ligand-free inorganic nanoparticle synthesis must be developed. In 
addition, new techniques for incorporating the inorganic component into the polymer without said 
ligands are needed. The power of a relatively bi-continuous blend has also been shown, and it is the 
suggestion of the author that the development of this system could provide a critical breakthrough 
in this class of device. 
Once equipped with the knowledge of what the optimum configuration is, either in organic or 
hybrid blends, then future research can be directed at how to achieve this structure, potentially 
resulting in efficient next-generation devices. 
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Chapter 9 
 
 
9. APPENDIX 1: SUPPORTING INFORMATION FOR CHAPTER 5 – 
DERIVATION OF THE RATE ENHANCEMENT MODEL 
 
This model aims to extract information about the exciton diffusion length and the efficiency of the 
exciton dissociation event from the dependence of PL decay kinetics on blend composition and fullerene 
type. It uses ultrafast time-resolved PL data for blend films of the polymer TFB, with weight fractions of 
fullerene between 0.5% and 50% for three different fullerenes – PCBM, bis-PCBM, tris-PCBM. The 
model can be extended to incorporate Monte Carlo algorithms to extract information on fullerene 
aggregation within these systems. The model was developed in collaboration with Professor Jenny 
Nelson of the Department of Physics and Dr Annalisa Bruno of the Department of Chemistry, both at 
Imperial College London. 
 
9.1. Assumptions made in the model 
 
 Excitons move by diffusion in an unbiased random walk. The step length of the random 
walk, a, is taken as the cube root of the volume of an exciton. 
 Excitons decay radiatively after an average lifetime tR = 1 / kR 
 The exciton diffusion length, Lex, is the average distance an exciton diffuses before 
recombining radiatively. 
 Quenchers (the fullerene molecules) are dispersed molecularly and uniformly (not assumed 
when aggregation is considered). 
 When an exciton hops into a volume that is occupied by a quencher, a dissociation event 
occurs with a probability PQ. This may vary between different fullerenes. 
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The net rate of decay of the exciton population (including both radiative decay and diffusion limited 
quenching) as a function of the concentration of quenchers is calculated. The parameters are the 
dissociation probability for each fullerene type, the exciton diffusion length, and the exciton hop 
length. 
 
9.2. Expression of the decay rate including quenching 
 
The system considers exciton diffusion as a random walk on a cubic lattice of side a, with all 
excitons moving after a time step Δt. Thus, the change in population on a site ijk in time Δt is given 
by the discretised diffusion equation: 
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This is the discretised form of the diffusion equation 
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where D is the diffusion coefficient. 
After each hop of an exciton, the probability of exciton quenching is nQa
3PQ, where nQ is the number 
of quenchers per unit volume. nQa
3 is then the probability of encountering a quencher in the new 
exciton site just hopped into, and PQ is the probability that an encounter with this type of quencher 
leads to dissociation of the exciton. 
Thus, the rate of exciton quenching, kQ, is given by the probability of quenching per hop divided by 
the hop time 
      
    
  
  
         
Furthermore, because the diffusion coefficient can be expressed in terms of the exciton diffusion 
length and the radiative decay rate (  
   
 
  
      
 ), it is possible to express the total decay 
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rate, K (given by the sum of the exciton dissociation quenching and the radiative quenching rates), 
relative to the radiative decay rate as: 
 
  
 
     
  
      
        
In the limit where fullerene density is high enough that every exciton site contains a quencher, then 
the probability of finding a quencher is unity and the factor nQa
3 is replaced with 1.  The ratio of 
decay rates then becomes: 
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It should be noted that this saturation value of the decay rate ratio is dependent upon the 
probability of exciton dissociation occurring when the exciton encounters a quencher. A different 
saturation level for different fullerenes thus implies that probability of the dissociation is different. 
 
9.3. Density of fullerenes per unit volume 
 
The blend film contains a mass mQ of fullerene and a mass mP of polymer. The densities of fullerene 
and polymer phase are ρQ and ρP respectively. The number of quenchers per unit volume, nQ can 
thus be written: 
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Where NA is Avogadro’s constant and MW refers to molecular weight. This can be rewritten as 
   
    
   
(  
  
  
(
 
  
  ))
 
Where WQ is the weight fraction of fullerene in the blend. The densities of the polymer and fullerene 
phases are taken to be 1 gcm-3 and 1.5 gcm-3 respectively, and thus nQ can be worked out for each 
fullerene at each weight ratio. This is needed as the differing fullerene molecular weights result in 
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different densities of molecules within the polymer for each fullerene type given the same weight 
fraction. 
 
9.4. Monte Carlo generation of composition interface area 
 
The simple model above can be extended to study how the composition dependent interface area 
depends on the interaction between components. To do this, a Metropolis Monte Carlo algorithm is 
implemented to simulate binary volumes with different blend ratios and different degrees of phase 
segregation. The model follows that outlined in references 1 and 2. First, a cubic lattice is populated 
with sites of type A or D, where the fraction of sites that are A is varied between 0.05 and 0.50. The 
total interface energy is given by the sum of interfaces between A and D sites multiplied by the 
interface energy EAD. Pairs of dissimilar neighbours are then selected at random and the increase in 
interface energy E that would result if the sites were swapped is calculated. The sites are then 
swapped with a probability exp(-E/kT) if E > 0, and with a probability of 1 if E < 0. Swapping is 
continued for a large number of iterations (around 200,000,000 for a cubic lattice of side 20) until 
the interface energy stabilises. The fraction of interfaces that are of type AD is then recorded. This 
procedure is repeated for a range of acceptor volume fractions fA between 0 and 0.5, and for values 
of  EAD / kT between 0.2 and 1. The simulation results are then fitted with an empirical expression for 
the volume fraction of acceptors based on a piecewise parabolic expression for the fraction of AD 
interfaces as a function of blend ratio, characterised by a parameter which represents the relative 
ease of mixing, α. The number of quenchers per unit volume, nQ (from section 9.2), then becomes 
ρA/aA
3, where ρA, (calculated from the simulation and dependent upon α) is the probability that a 
monomer of type A is found next to a D monomer as a function of the volume fraction of A, and aA is 
the diameter of the fullerene. 
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Chapter 10 
 
 
10. APPENDIX 2: SUPPORTING INFORMATION FOR CHAPTER 6 – 
GRAZING INCIDENCE X-RAY DIFFRACTION (GIXRD) DATA 
 
The X-ray diffraction data presented in this appendix was collected by Ms Anne Guilbert through a 
collaboration with the group of Prof. Jenny Nelson of the Department of Physics, Imperial College 
London. 
 
10.1. Experimental 
 
The samples were prepared by spin-coating the respective solutions onto 1 mm thick silicon 
substrates (IDB Technologies) resulting in films between 95 and 130 nm thick. The GIXRD technique 
has been reviewed previously.1, 2 GIXRD measurements were performed at the I07 beamline 
(Diamond Light Source, UK). A chamber containing a hotplate, on which the samples were glued 
with conductive silver paint, and a system of motorised shields and slits to reduce the background 
noise, was mounted on a 2 + 3 circle diffractometer with a hexapod sample stage. The chamber was 
filled with helium before the experiments started to avoid air scattering. A monochromatic 
radiation of 10 keV energy and resolution of <10-4 keV were used. Diffraction patterns were 
detected with a PILATUS 100K (Dectris) Si photodiode array detector. Single images were collected 
every 7.45 ± 0.25 s as a compromise between high signal-to-noise ratio and high sampling rate. 
After aligning the sample and detecting the critical angle a standardised set of scans was performed 
for all the samples. 
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10.2. Data 
 
 
Figure 10-1. GIXRD patterns of as-spun films of a) P3HT/PCBM, b) P3HT/bis-PCBM, and c) P3HT/tris-PCBM.  The diffuse peak at 
qy=1.6Å-1, qz = 1.2Å-1 arises from thermal diffuse scattering from the silicon substrate. 
 
 
 
Figure 10-2. GIXRD out-of-plane line profiles of as-spun films of P3HT/PCBM (black), P3HT/bis-PCBM (red) and P3HT/tris-PCBM 
(blue). 
 
 
 
 
 
Luke X. Reynolds                                                 Transient Optical Studies of Exciton Dynamics in Organic Solar Cells  
 
~ 213 ~ 
Chapter 10 – Appendix 2: Supporting Information for Chapter 6 
 
Table 10-1. Fit parameters of GIXRD line profiles of as-spun films of P3HT/PCBM, P3HT/bis-PCBM and P3HT/tris-PCBM blends.  
  PCBM bis-PCBM tris-PCBM 
 
x0 (Å
-1) 
(100) 0.414 0.413 0.412 
(200) 0.768 0.772 0.780 
(300) 1.131 1.120 1.143 
 
w (Å-1) 
(100) 0.030 0.027 0.025 
(200) 0.049 0.038 0.029 
(300) 0.071 0.038 0.023 
 
A (cps) 
(100) 1837 4103 1438 
(200) 71 105 82 
(300) 43 27 93 
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