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В веден и е
Метод комитетов определяет одно из направлений исследований задач 
оптимизации и классификации. Он связан с построением конструкций, об­
общающих понятие решения системы уравнений и неравенств, позволяющих 
наряду с разрешимыми задачами анализировать задачи с противоречивы­
ми условиями. В чистом виде одна из простейших комитетных конструк­
ций появилась в 1965 году как способ построения некоторой обучающейся 
нейронной сети. Однако стоит заметить, что изучение несовместных задач, 
обладающих ясным практическим смыслом, имеет достаточно давнюю исто­
рию. Так, еще Л еж андр, Гаусс, а позднее Л аплас при разработке метода 
наименьших квадратов имели дело с переопределенными, а значит, как пра­
вило, противоречивыми, системами линейных уравнений.
Метод комитетов использует построение составных решающих правил 
диагностики и выбора, имеющих вид голосования базисных решающих пра­
вил. При этом, в частности, используется правило принятия решений по 
большинству голосов. В теории принятия решений правило большинства 
впервые, видимо, исследовал Кондорсе. Он, в частности, показал нетранзи- 
тивность коллективных предпочтений, устанавливаемых по правилу боль­
шинства. Вопросы корректности процедур голосования исследовались в 
дальнейшем многими авторами. Так, широко известен парадокс Эрроу: при 
определенных естественных условиях возможна только одна тривиальная 
форма коллективного договора — диктатура. Но это в том случае, если 
мы ищем универсальную форму договора, т.е. такую демократию, которую 
можно применять во всех ситуациях выбора. Во всяком случае, необхо­
димо изучать различные способы разрешения этого противоречия, причем 
каждый способ соотнесен с конкретной ситуацией выбора и диагностики.
Противоречивые системы уравнений и неравенств в моделях оптимиза­
ции и классификации возникают закономерно, они не являю тся результа­
тами случайных ошибок или логически некорректных рассуждений. Это 
просто реальные постановки задач, которые являю тся только исходным
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пунктом для построения конструкций, определенным строго оговоренным 
способом разрешающих противоречивые системы ограничений.
Понятие comm ittee solution, по-видимому, впервые было введено в рабо­
те [61]. М атематическому исследованию этого понятия, а такж е более общих 
комитетных конструкций посвящены работы Вл.Д .М азурова и других екате­
ринбургских исследователей. В последнее время особый интерес вызывали 
вопросы сложности комитетных решающих правил и вычислительной слож ­
ности их построения. Изучение их повлекло необходимость введения новых 
понятий — таких, например, как гиперграф максимальных по включению 
совместных подсистем систем ограничений.
Н астоящ ая статья посвящена обзору результатов теории комитетных 
конструкций противоречивых систем ограничений и их приложений к анали­
зу несобственных задач распознавания образов, принятия решений и опти­
мизации. Необходимость такого обзора обусловлена появлением ряда новых 
результатов в теории комитетов и зарождением некоторых новых подходов 
в этой проблематике.
Статья состоит из пяти разделов и библиографии. Первый раздел со­
держ ит основные определения и понятия; второй — теоремы существова­
ния комитетных конструкций для различных классов систем неравенств; в 
третьем разделе на языке теории графов описываются свойства множества 
максимальных совместных подсистем несовместной системы ограничений; 
четвертый раздел посвящен задаче о минимальном по числу членов коми­
тете и, наконец, в пятом дается краткий обзор основных алгоритмов поиска 
комитетов системы линейных неравенств.
При построении математических моделей для целого ряда практических 
задач в таких трудноформализуемых областях знания, как медицина, био­
логия, экономика и др., часто приходится иметь дело с плохо формализо­
ванными или противоречивыми системами ограничений [16],[47],[67],[68],[69]. 
Одним из способов разрешения этих противоречий является введение в мо­
дель процедуры распознавания образов — дискриминантного анализа, или 
таксономии [14],[28],[34],[39],[47].
Пусть заданы множество М  С К а и класс функций F  С {К а R }.
Известно, что М  =  K i [ J K 2, причем множества К \  и К 2 заданы своими
конечными подмножествами 4  С А ц  5  С К 2. Задачей дискриминантного 
анализа назовем [47] задачу нахождения функции /  £ F  такой, что
I  f ( a ) > 0 при а £ A , f ]
\  /(Ь ) < о при b e  в .  1 4
Если такая функция найдена, то полагаем К \ — {х  £ М \ f ( x )  > 0} и 
К 2 — {х  £ М\  f ( x )  < 0}. Предполагается, что класс F  содержит ф унк­
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ции наиболее простого вида: линейные или кусочно-линейные (см., напри­
мер, [31]). Во всяком случае, всегда можно полагать, что С1 параметризуется 
некоторым отображением 7 : С ^  С1, где С  — некоторое пространство па­
раметров. В этом случае задача (1) сводится к задаче нахождения решения 
системы неравенств
/  7 [с](о) > 0 при а £ А,  . .
\  7 И ( Ь )  <  О ПР И Ь <Е В  '  '
относительно неизвестного с £ С. Например, в аффинном случае множество 
С  совпадает с Ип+1 и задача ( 1) эквивалентна задаче нахождения решения 
системы
Г (ж, а) + у > 0 при а £ А, ( ,
|  (ж, Ь) +  у < 0 при Ъ £ В.  '
Д ля решения указанной системы удается применить аппарат теории линей­
ных неравенств. К сожалению, система (3) [или (2)], как правило, несо­
вместна (условие совместности системы (3) эквивалентно условию теоремы 
об отделимости выпуклых оболочек множеств А  и В  [49]), поэтому для ре­
шения поставленной задачи требуется то или иное обобщение понятия ре­
шения системы неравенств. Понятие комитета является одним из таких 
обобщений.
1. О сновны е понятия и оп р едел ен и я
В наших построениях мы всюду считаем выполненной аксиому выбора. 
Пусть во множестве X  заданы подмножества 1 Д , . . . ,  В ш. Рассмотрим систе­
му включений
х £ В 3 Д  £ Х т). (4)
Здесь и всюду ниже через 7Ут  обозначается множество {1, 2 , . . . ,  т}.  Систе­
ма (4) называется несовместной, если П)=1 & 3 — 0- РЯД утверждений, при­
веденных ниже, справедлив для произвольной системы (4), однако большая 
часть результатов будет сформулирована для ее частного случая — системы 
неравенств
Зз(х)  > 0  (з  е  л т ) ,  (5)
где X  — вещественное линейное пространство, Д , . . . ,  / т  £ С1 С { X  В}  и
С1 — заданный класс функций (линейных, аффинных и т.д.). Систему
х £ В 3 Д  £ Ь)  (6)
для произвольного 0 ф В С Х ш будем называть подсистемой с индексом В
системы (4). Обозначим через В( В)  =  ^ е ь ^ з  множество решений подси­
стемы (6 ).
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О пределение 1.1 [5],[14]. Подсистема с индексом  £  называется макси­
м альной совместной подсистемой системы  (4), если £>(£) /  0 и для всякого 
j  е  N m \ L  £ ( х и  Ш ) =  0.
Видно, что система (4 ), в которой не все В 3 пусты, либо совместна, ли­
бо имеет собственную максимальную совместную подсистему. Перейдем к 
определениям комитетных конструкций.
О пределение 1.2 [61],[62]. К омит ет ом большинства системы  (4) назы­
вается конечная последовательность (3 =  (ж1, . . . , ^ ) ,  х г £ X , такая, что 
|{г : х г £ В 3}\ > д/2 для каждого j  £ Х т .
Если (3 удовлетворяет приведенному определению, то число q называется 
числом членов комитета (3 и говорят, что система (4) разрешима комитетом 
из q членов. Ниже будет показано, что при анализе комитетной разрешимо­
сти системы (4) достаточно рассматривать комитеты, составленные из ре­
шений некоторых ее максимальных совместных подсистем. М инимальным 
называется комитет с минимально возможным для данной системы числом 
членов.
Известно несколько обобщений понятия комитета. Пусть заданы р £ 
( 0 ,1), £ £ Пя и определены характеристические функции р 3 : X  { — 1,1} :
Й ( . ) Л  ;■ ^ * 1 1 -  (7)
у 1 — 1, если х £ В 3. ' у
О пределение 1.3 [31],[33]. Пусть заданы г  £ Пя и р  £ (0,1).  Конечная по­
следовательность (3 =  (ж1, . . . ,  ж^), х г £ X , называется (г  ^ р)-решением си­
стемы  (4 ), если для каждого у £ Х т  выполнено условие
У Д у Д а Д  > ( 2 р -  1)5Д г,-|; (8)
г=1 i=l
{х^р)-решение системы  (4) называется:
1) г-реш ением системы  (4 ), если р =  1 /2;
2) ( г , р)-комит ет ом  системы  (4 ), если г  £ Z q]
3) р-комитетом, если г = [1 , . . . ,  1].
Опишем множество <2 всех комитетов системы (4) [47]. Рассмотрим для этого 
вектор-функцию <р(х) =  [уд(ж), . . . ,  <рт(х)]. М ножество <р(Х) конечно, пусть 
<р(Х) =  {у?1, . . . ,  <рв}. Из определения 1.2 следует, что последовательность (3
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принадлежит О, тогда и только тогда, когда (3 путем перестановки членов 
можно представить в виде
где у*’1, . . . ,  уг^ г таковы, что р {уц1) — а 2Д , . . . ,  г 3 — неотрицательные целые 
числа, удовлетворяющие системе неравенств
Комитет (3 £ О, является минимальным тогда и только тогда, когда вектор 
£ =  [гъ  . . .  ,^ 5], используемый в его представлении (9), является оптималь­
ным в задаче нахождения
Зададим на множестве Р д =  { — 1 ,1}д частичный порядок следующим 
образом: положим
Пусть заданы функции / х , . . . ,  / т  : Р д 42, строго возрастающие в соответ­
ствии с выбранным порядком.
О п р е д е л ен и е  1.4 [14],[40]. К оллект ивны м  реш ением системы  (4) называ-
j  £ А т  выполняется / 3(р 3( х г) , . . . ,  р 3( хд)) > 0. В частном случае, когда 
/у ( ах , . . . ,  ач) — |{г : аг- =  1} | — одд для некоторых чисел од, коллективное ре­
шение системы  (4) называется обобщенным реш ением указанной системы .
Каждой из определенных выше комитетных конструкций соответствуют по­
нятие разделяющей комитетной конструкции и алгоритм распознавания. А 
именно, пусть заданы множества А, В  С К а и класс функций
определенных всюду в Ип, и требуется найти функцию /  £ К  (иначе говоря, 
найти соответствующий параметр с £ С) так, чтобы
(9)
5
(10)
i=1
(11)
а < Ь <£> |{г : щ =  1} | < |{г : 6г- =  1} |.
ется последовательность <5 =  (ж1, .. . , х я), х г 6 X ,  такая, что для каждого
^  =  { /  =  7 [ с ] | с е С } с Д Г ^ д } ,
I / ( а )  =  7 [с](а) > 0 при а £ А, 
\  1 {Ь) =  тИ(Ь)  < 9 при Ь <Е В .
Пусть система ( 12) относительно с 6 С  несовместна.
( 12)
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О пределение 1.5 [36]. Разделяющим множ ества А , В  С К а коллект ив­
ным реш ением (обобщенным решением, (г, р)-решением, р-комитетом, ко­
мит ет ом) называется последовательность ф ункций (ф1, . . . ,  фя) такая, 
что Р  =  7 [сг] и ( Д , . . . , с д) являет ся коллект ивным реш ением  (обобщен­
ным реш ением и т.д.) системы неравенств ( 12).
В частных случаях, когда Р  — класс линейных (аффинных) функций, раз­
деляющее множества А  и В  коллективное решение называется линейным 
(аффинным).
Кроме указанных выше комитетных алгоритмов распознавания, основан­
ных на логике большинства, в ряде работ (см. например, [1],[71]) рассматри­
вались алгоритмы, основанные на других логиках: старшинства, единогла­
сия и т.д. Однако сведение задачи построения разделяющих комитетов (а 
именно эта задача чаще всего имеется в виду) с такими логиками к извест­
ной задаче построения комитета системы неравенств (включений) не столь 
очевидно, как в случае логики большинства.
О пределение 1.6 [1]. Конечная последовательность ф ункций (ф1, . . . ,  фя), 
Р  £ К, называется комит ет ом единогласия, разделяющ им множ ества  
А, В  С В!1, если каждое а £ Л удовлетворяет системе неравенств
/;(ж) > 0  (г е  N 3 ,
а каждое Ъ £ В  не удовлетворяет указанной системе.
Пусть выбраны функции ф1,. . ., фя £ К, для каждого х £ К а положим 1Х — 
{г | р ( х )  > 0}. Если 1Х /  0, то положим 1Х — ш т{ г  £ 1Х}.
О пределение 1.7 [1],[71]. Конечная последовательность пар ((ф1 , Р ) , . . . ,  
(фяр я)), где Р  £ {0 ,1 } , называется комит ет ом старшинства, разделяю­
щ им множ ества А , В  С К а ^  если
для каждого а £ Л множ ество 1а не пусто и Ра — 1; 
для каждого Ъ £ В  или р  =  0, или Ръ — 0.
2. Т еорем ы  сущ ествован ия ком и тетны х конструкций
В этом разделе приводятся теоремы существования комитетов и обоб­
щающих их конструкций для различных классов систем неравенств. Д о­
казательства большинства из них конструктивны, так что попутно в них 
указываю тся различные верхние оценки числа членов минимальных коми­
тетов (коллективны х решений, р-комитетов и т.д.) рассматриваемых систем 
включений (неравенств).
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Т еор ем а  2.1 [14, 47]. Если сущ ествует коллективное решение (обобщен­
ное решение, (г,р)-реш ение и т.д.) системы  (4), то сущ ествует соответ­
ствующее решение, составленное из реш ений м аксимальны х совместных 
подсистем системы  (4).
Эта теорема позволяет, в частности, в задаче (11) поиска минимального ко­
митета системы (4) понизить размерность пространства, полагая ненулевы­
ми лишь те компоненты вектора для которых векторы <рг удовлетворяют 
условию
Л 1 ф 1 2 3 1 е К т : ^  =  1 , ^ 2 = - 1 .
О пределение 2.1 [9]. Система представителей для множ ест в В \ , . . . , В ш 
— это конечная последовательность М  =  (х 1, . . . ,  х т), х г £ X ,  такая, 
что х г £ В{. Система представителей М  называется системой различ­
ных представителей, если х г /  х 3 для каждых г /  j .
Обозначим через Ь ( М)  =  { х г \ г £ У т } множество попарно различных эле­
ментов М.  Числом членов системы представителей М  назовем \Ь(М)\ .
Очевидно, что система (4) совместна тогда и только тогда, когда найдет­
ся система представителей М  множеств В \ , .. . , В Ш из одного члена. Спра­
ведливы и более общие утверждения.
Т еор ем а  2.2 [35]. Если для всякого j  £ 1Ут  найдется система представи­
т елей М 3 для множ ест в В \  П В 3, .. . , В Ш П В 3 из не более чем г членов 
(г > 1), то система (4) разрешима р-комит ет ом при р — 1/г.  В  частно­
сти, при г — 2 система (4) разрешима комит ет ом из 2т членов.
Мы приводим доказательство этого утверж дения, т.к. оно в сжатой форме 
поясняет идею построения р-комитета.
Д ок азател ь ств о . Пусть М \ , . . .  , М Ш — системы представителей, указан­
ные в условии теоремы. Пусть Ь ( М 3) — {ж] , .. . , т ^ } ,  г3 < г. Убедимся, что 
последовательность
7*-7*1+1 Г - Г т + 1
является р-комитетом системы (4) при р =  1/г. Обозначим элементы Q через 
р1, .. . , р™.  По определению р-комитета нужно для каждого j  £ N m прове­
рить выполнение неравенства
тт
У  <;р](уг) > (2р  ~ Ь т  =  у  (2 - г )•
i = 1
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Действительно,
г т
ср3(уг) > г + т  — 1 — ( т — 1 )(г — 1) =  т (2 — г) +  2 (г — 1) > ш (2 — г) /г ,
г =  1
что заверш ает доказательство первого утверждения теоремы. Второе утвер­
ждение проверяется аналогично.
Т еор ем а  2.3 [35]. Если любые к множ ест в системы  (4) пересекаются и 
к /т  > р, то система (4) разрешима р-комит ет ом.
Нетрудно показать, что условия теорем 2.2 и 2.3 не являю тся необходи­
мыми для существования р-комитета. Действительно, рассмотрим, напри­
мер, систему вида (4) с множествами В \ — {1, 2 , 3}, В 2 =  {1,4}, В 3 =  {2 ,4}, 
В 4 =  {3,4}. Видно, что (3 =  (1 ,2 , 3,4,4)  является ее комитетом (р-комитетом 
при р =  3/5  — в и произвольном в > 0), тем не менее для системы не выпол­
нено условие теоремы 2.2 при г — 2 и теоремы 2.3 при к — 3.
Сформулируем такж е простое необходимое условие существования р-ко- 
митета.
Т еор ем а  2.4 . Пусть К  =  (ж1, . . . ,  х я) — р-ком ит ет  системы  (4), тогда е 
нем найдется член х г такой, что |Д/ : х г £ В 3}\ > рт .
Из этой теоремы, в частности, непосредственно следует наличие в системе, 
разрешимой р-комитетом, максимальной совместной подсистемы мощности, 
большей рш , а в системе, разрешимой комитетом из 2 к — 1 члена, — макси­
мальной совместной подсистемы мощности, не меньшей 2^ л т '
Всюду ниже через X  обозначается вещественное линейное пространство, 
/1, . . . ,  1Ш £ X *— линейные функционалы над X  и 61, . . . ,  Ьт £ К. Рассмотрим 
вопрос существования комитета системы неравенств
13{х) > ь3 {] е ЛД). (13)
В силу конечности системы (13) задача исследования комитетной разреши­
мости системы (13) эквивалентна аналогичной задаче для подходящей си­
стемы неравенств над К а , где п — ранг системы функционалов /1, . . . ,  1Ш [60].
Действительно, пусть Г =  {х  £ Х\13(х) — 0 (} £ -АД)}. Тогда X  — А0 0 Г ,  
где Х п — вещественное п-мерное линейное пространство. Пусть е1 ^ . . . ^ е п 
— базис Х п , ар — 13(ег) и х — аде1 0  . . .  0  х пеп 0  д  где ^ £ Г. То­
гда 13(х) =  Тл =1х ^ з ( ег) ~  Т;г = 1 азг%г- Обозначим X =  [хг , . . . , Х п ]Т  £ 4Р\ 
а3 =  [ а д , . . . ,  азп] £ К а и ( ад  х) — <0Ч'30 Рассмотрим систему
(ад  ж) > Ъ3 Д  £ АД) (14)
над К а. Приведенные выше рассуждения сформулируем в виде леммы.
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Л е м м а  2.1 [14]. Д л я  существования коллективного решения  (обобщенного 
реш ения, (г, р)-реш ения , . . . )  системы  (13) необходимо и достаточно суще­
ствования аналогичного решения системы  (14).
Л емма позволяет нам в дальнейшем всюду рассматривать задачу поиска 
комитетных конструкций системы линейных неравенств в К а.
Сформулируем критерий существования комитета системы (14).
Т е о р е м а  2.5 [47]. Система (14) разрешима комит ет ом большинства то­
гда и только тогда, когда каждая ее подсистема из двух неравенств со­
вместна.
В случае произвольных систем включений, пусть даж е выпуклых и по­
лиэдральны х, условие совместности всякой подсистемы из двух включений 
не является достаточным для существования комитета. Рассмотрим, напри­
мер, систему (4) над К 3 при ш =  4 и  множествах
не разрешимую комитетом большинства, в которой тем не менее В{ П В 3 /  0 
для любых £ N 4 .
Д оказанная теорема устанавливает верхнюю оценку 2т — 1 для чи­
сла членов минимального комитета произвольной системы (14), поскольку 
з < т  и из существования комитета из 2 з членов следует существование ко­
митета из 25 — 1 членов. Однако, как будет показано ниже, при добавочных 
условиях ее можно существенно понизить.
Рассмотрим систему
полученную из (14) заменой правых частей нулями. Как правило, задача 
нахождения комитетных конструкций системы (15) проще, чем для систе­
мы (14). Следующая лемма позволяет этим воспользоваться.
Л е м м а  2.2 [40]. Существование коллективного реш ения системы  (15) вле­
чет существование коллективного решения системы  (14) при произволь­
ных &1, . . . ,  Ъш.
В дальнейшем предполагается, что система (14) удовлетворяет условию
В х -  {х\ х г < 1, х 2 < 0, х 3 < 1 ,  х г + х 3 > 1}, 
В 2 =  {х\ х г < 1, х 2 < 1, х 3 < 0 ,  х г +  х 2 > 1},
В 3 -  {х\ хг > 0, х 2 > 0, х 3 > 0 ,  хг + х 2 + х 3 > 2}, 
В 4 =  {х\ хг < 0, х 2 < 1, х 3 < 1 ,  х 2 + х 3 > 1},
(п?,т)  > 0 Д  £ 7Ут ), (15)
С? (с^^О,  J,  ^ £ IVгп) • (16)
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Заметим, что приведенному условию удовлетворяю т почти все системы (14) 
в том смысле, что векторы а х , . . . , а т  произвольной системы (14) с любой 
степенью точности можно приблизить векторами а [ , . . . ,  а!ш такими, что си­
стема
удовлетворяет условию (16). Следующая теорема устанавливает необхо­
димое и достаточное условие существования комитета большинства систе­
мы (15) и указы вает верхнюю оценку числа членов ее минимального коми­
тета [а следовательно, и комитета системы (14)].
Т е о р е м а  2.6 [26]. Система (15) разрешима комит ет ом большинства то­
гда и только тогда, когда она удовлетворяет условию  (16), при этом число 
членов ее м инимального комитета не превосходит т.
С л е д с тв и е  2.1 . Число членов м инимального комитета системы  (14), удо­
влетворяющей условию  (16), не превосходит т.
В теореме 2.6 указы вается абсолютная оценка числа членов минимального 
комитета для очень широкого класса систем линейных неравенств (и пред­
ложен простой метод построения комитета — алгоритм проектирования на 
плоскость). В указанном классе оценка точна, нетрудно привести примеры 
систем неравенств на плоскости, число членов минимальных комитетов ко­
торых равно числу их неравенств. С другой стороны, полученная оценка, в 
силу своей абсолютности, никак не зависит от исходных параметров систе­
мы (14) — векторов од, . . . ,  ат  и Ь. Поэтому можно получать более точные 
оценки, наклады вая на вид системы (14) все более жесткие ограничения. 
Рассмотрим, например, следующее обобщение только что доказанной теоре­
мы.
Как обычно, обозначим через [х\ и \х~\ соответственно целые части “сни­
зу” и “сверху” вещественного числа х.
Т е о р е м а  2.7 [66]. Число членов м инимального комитета системы  (14) 
ранга г, каэюдая подсистема из к + 1 (0 < к < г) неравенства которой 
совместна, не превосходит
Ниже мы рассмотрим другой подход к уточнению верхней оценки числа 
членов минимального комитета.
Приведем еще несколько интересных следствий из теоремы 2.6. Пусть 
В  — банахово пространство и / х , . . . ,  / т  — вещественные функционалы над 
ним. Рассмотрим систему неравенств
2 Г 1 ( ™ - 1 ) / 2 Л + 1 .
к
С ( х )  > 0  в  е  N m ). (17)
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Т е о р е м а  2.8 [37]. П усть  Д , . . . ,  / т  дифференцируемы по Фреше в т .х 0 =  О, 
/ДО) =  0 для каждого j  £ А т  и /Д0)ж +  а //(0 )ж  ф 0 для каждого а  > 0 и 
г ф у. Тогда система (17) разрешима комит ет ом из не более чем т  членов.
Д ля доказательства достаточно линеаризовать ф3 в нуле и рассмотреть си­
стему линейных неравенств /Д 0 )т  > 0 (у £ П ш).
Другим важным следствием теоремы 2.6 является теорема о существо­
вании разделяющего комитета для конечных множеств А, В  С К п.
Т е о р е м а  2.9 [33]. Справедливы следующие ут верж дения:
1) для существования линейного разделяющего комитета для множ ест в  
А, В  С К п необходимо и достаточно, чтобы множ ество А  и —В  не 
содержало нулевых и противополож но направленных векторов. М и­
ним альны й линейны й разделяющ ий комит ет для эт их множ ест в со­
держ ит не более \А и В\ членов;
2) для существования аффинного разделяющего комитета для множ ест в  
А, В  С К п необходимой достаточно, чтобы А Г \ В  =  0. М иним альны й  
аффинный разделяющ ий комит ет для эт их множ ест в также содер­
ж ит  не более \А и В\ членов.
Аналогичная теорема может быть сформулирована и для комитета стар­
шинства.
Т е о р е м а  2.10 [71]. Д л я  существования разделяющего аффинного комит е­
та старшинства для множ ест в А , В  С К а необходимо и достаточно, что­
бы АП  В  =  0. М иним альны й разделяющ ий комит ет старшинства для ука­
занных множ ест в содержит не более \А и В\ членов.
Теоремы 2.9 и 2.10 можно обобщить на случай конечного числа классов 
А \ А ш.
3. Г и п е р г р а ф  м а к с и м а л ь н ы х  с о в м е с т н ы х  п о д си стем
Задача изучения комитетной разрешимости системы
х £ В 3 (у £ А т ), (18)
в которой В 3 — некоторые множества в К а, тесно связана с задачей из­
учения структуры множества ее максимальных совместных подсистем. По­
следнюю задачу удобно формулировать в терминах теории графов.
Определим понятие гиперграфа максимальных совместных подсистем 
системы (18) и рассмотрим некоторые его свойства, связанные с комитет­
ной разрешимостью исследуемой системы включений.
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О п р е д е л ен и е  3 .1 . Гиперграфом м аксимальны х совместных подсистем си­
стемы  (18) назовем гиперграф С  =  (К, где V  =  — м но­
ж ество индексов м аксимальны х совместных подсистем системы  (18), и 
{ , . . . ,  Д Д  £ Е  тогда и только тогда, когда 1^=1 Л* =  №т-
У кажем условия, необходимые и достаточные для того, чтобы произволь­
ный конечный гиперграф Г являлся  гиперграфом максимальных совмест­
ных подсистем некоторой системы (18) с точностью до изоморфизма. Как 
обычно [11], будем говорить, что гиперграфы Г и О изоморфны, если суще­
ствует биекция р  : КГ К, обладающая свойством и — £ Е Т
тогда и только тогда, когда {(Дгд) , . . . ,  (ДгД} £ Е . В дальнейшем будем 
обозначать {(Дгд) , . . . ,  ¥>(^)} через <р(и).
Т е о р е м а  3.1 [58]. Пусть  Г =  (К Г ,£ Т ), где КГ =  {гц , . . . , гу}  — конечный  
гиперграф без кратных ребер. Еиперграф  Г изоморфен гиперграфу О макси­
м альны х совместных подсистем системы  (18) для подходящих чисел ш, п 
и множ ест в  1 Д , . . . ,  Е ш С К а тогда и только тогда, когда Е Т  удовлетво­
ряет следующим условиям:
Далее будем рассматривать гиперграфы с точностью до изоморфизма, 
отож дествляя изоморфные Г и О. Другими словами, гиперграф без крат­
ных ребер, удовлетворяющий условиям (19) и (20), будем называть гипер­
графом максимальных совместных подсистем. Как следует из доказанной 
теоремы, класс гиперграфов максимальных совместных подсистем для си­
стем вида (18) достаточно широк. Выделим в нем подкласс гиперграфов 
максимальных совместных подсистем систем (18), разрешимых комитетом 
из д членов, для некоторого заданного д £ N . Пусть к £
О п р е д е л ен и е  3 .2 . Последовательность вершин  У =  ф 1 Г . . д г?+1) гипер­
графа Г, обладающую свойством: для каждого Г С Уд+1 такого, что
\Е\ = к + 1, выполняется : д £ X} £ Е Т , назовем  (у, к)-симплексом  в 
гиперграфе Г =  (К Г ,Х Т ).
Обозначение (дД )-симплекс выбрано из геометрических соображений. Вид­
но, например, что вершины-элементы (2,1)-симплекса образуют в гипергра­
фе Г треугольник (3-цикл). Следующее простое утверждение связы вает раз­
решимость системы (18) комитетом с существованием в ее гиперграфе мак­
симальных совместных подсистем (д, &)-симплекса для подходящих д, & £ N .
Т е о р е м а  3.2 [57]. Система (18) разрешима комит ет ом из д членов тогда 
и только тогда, когда в гиперграфе С ее м аксимальны х совместных подси­
стем найдется (д — 1, |_(д — 1 ) / 2 \)-сим плекс.
если р > 1, то Е Т  не содержит петель, 
(и £ Е Т , и С ш) =Ф* и: £ Е Т.
(19)
(20 )
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В теореме утверж дается, что задачи поиска комитета с заданным числом 
членов и подгиперграфа специального вида в гиперграфе максимальных со­
вместных подсистем эквивалентны. Ниже мы приведем классификацию ко­
митетов по строению соответствующих им подгиперграфов гиперграфа О.
Опишем свойства гиперграфа максимальных совместных подсистем си­
стемы линейных однородных неравенств, заданной на плоскости. Пусть 
задана система
(а ,, ж) > 0  Д  Е N ш), (21)
где ау, х £ К 2 и среди векторов а3 нет нулевых и противоположно направлен­
ных. Пусть { /1, . . . , / ^ }  — множество индексов максимальных совместных 
подсистем системы (21). Как упоминалось в разделе 1, р нечетно и равно чи­
слу членов минимального комитета, разрешающего систему (21); положим 
р = 2t + 1. Пусть Сф =  {У2^ Е2) — гиперграф максимальных совместных 
подсистем системы (21). Ниже мы покажем, что он обладает своего рода 
экстремальным свойством относительно числа членов минимального коми­
тета системы (21): множество его ребер максимально по включению среди 
множеств ребер гиперграфов порядка р максимальных совместных подси­
стем произвольных систем (18), разрешимых минимальным комитетом из р 
членов.
Рассмотрим булеву матрицу М  =  {ш д} размера т  X р, заданную усло-
{1, если 1 £ Д,. , Перенумеруем неравенства и индексы макси- и, если J £ ±{.
мальных совместных подсистем системы (21) так, чтобы матрица М  при­
обрела удобный для рассмотрения вид. Д ля  этого сопоставим каждому не­
равенству единичный направляющий вектор с3 прямой {х \ (а3 , х)  — 0}, 
выбрав из двух возможных тот, при движении в направлении которого по 
указанной прямой полуплоскость {х \ (а3 , х)  > 0} остается справа. Обозна­
чим индексы максимальных совместных подсистем системы (21) символа­
ми Д , . . . ,  1 р в порядке возрастания полярного угла направляющего вектора 
левой границы конуса решений соответству­
ющей подсистемы. Пронумеруем неравенства 
системы (21) натуральными числами 1 , . . . ,  т  1 
в порядке возрастания полярного угла сопо­
ставленных им направляющих векторов су, 
считая, что номер 1 присвоен направляющ е­
му вектору левой границы конуса решений 
максимальной совместной подсистемы с ин­
дексом 1 \ (рис.1).
При выбранной нумерации неравенств и индексов максимальных со­
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вместных подсистем системы (21) матрица М  примет следующий вид:
М
■ 1
• 
О
• 
о 1 ... . .. 1 '
1 0 0 1 ... . .. 1
1 1 0 0 1 . .. 1
1 1 0 0 1 . .. 1
... 
о 
.
0 1 1 ... . .. 1
1 о 
• •
0 1 1 ... .• • 1 .
Видно, что каждое неравенство входит ровно в t + 1 индекс максимальной 
совместной подсистемы, причем поскольку в матрице М  ровно р = 2t + 1 
попарно различных строк, то неравенства системы (21) разбиваются на р 
классов эквивалентности. А именно, неравенства с номерами Д  и Д  входят 
в одни и те же индексы таких подсистем тогда и только тогда, когдаони явл я ­
ются представителями одного класса (соответственно когда строки матрицы 
М  с номерами Д  и Д  совпадают). Пронумеруем классы эквивалентности 
неравенств системы (21) в естественном порядке числами 1, . .  . ,р.
Итак, <Д =  (И2,£ Д  — гиперграф максимальных совместных подсистем 
системы (21) на плоскости, У2 =  { А , . . .  , / р}. Д ля  описания м н о ж е с т в а ^  до­
статочно оставить в рассмотрении по одному неравенству из каждого класса 
эквивалентности, рассматривая вместо матрицы М  квадратную булеву ма­
трицу М ' размера р X р :
I +  1
1 о 
1 1
о
м '
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Л егко видеть, что, например, вершина Ц входит в двухэлементные ребра 
{ /1, ^ + 1} и { /ь Л +2}. Следующее простое предложение определяет условие 
на номера вершин, входящих в некоторое подмножество и С П2, необходимое 
и достаточное для того, чтобы и £ Е 2. Ниже всегда будем полагать, что 
запись и =  { / у , . . . ,  /у,} подразумевает С < г2 < . . .  < Ц.
П р е д л о ж е н и е  З Л . Подмнож ество вершин  { / у , . . . ,  /у }  гиперграфа С 2 я в ­
ляется его ребром тогда и только тогда, когда для каждого к £ выпол­
няется ik(тnods)+ı ~ Ч ( т о б р )  < t + l .
Из предложения следует, в частности, что если число р достаточно ве­
лико, в Е 2 есть ребра, не содержащие в себе никакое двухэлементное ре­
бро. Например, гиперграф максимальных совместных подсистем системы, 
изображенной на рис.1, содержит ребро { С , / 4, 17}, не содержащее в себе 
двухэлементные ребра.
Перечислим такж е некоторые свойства граф а максимальных совместных 
подсистем системы линейных однородных неравенств, множество вершин 
которого совпадает с множеством вершин ее гиперграфа максимальных со­
вместных подсистем, а множество ребер индуцируется подмножеством двух­
элементных ребер указанного гиперграфа.
Понятие граф а максимальных совместных подсистем впервые было вве­
дено в работе [52] для системы строгих однородных линейных неравенств. 
Свойства этого граф а подробно изучены в работах [5],[6], в работе [5] неко­
торые из них были обобщены на случай более общей системы включений. 
Следствием этих результатов стало построение более быстрого, чем алго­
ритм свертывания Ф урье-Черникова [59], алгоритма нахождения всех мак­
симальных совместных подсистем системы строгих однородных линейных 
неравенств [4].
Пусть Д , . . . ,  бр — индексы всех максимальных совместных подсистем 
системы (18). Д алее мы будем пользоваться некоторыми понятиями из тео­
рии графов [11]. Пусть О =  (У, Е ) — произвольный граф. Степенью его вер­
шины V называется число ребер, инцидентных г, т.е. число |{е £ Е  : V £ е}|. 
Чередую щ аяся последовательность
^1 , Д ъ  42, {чг, Чз}, • • •, {VI-!,  VI}, VI, (22)
в которой Vj 6 V,  { v j ,  Vj+ -ı} 6 Е ,  называется Цх, -гДмаршрутом. Часто марш-
рут задается последовательностью входящих в него вершин. М аршрут на­
зывается цепью, если все его ребра различны, и простой цепью, если все 
его вершины, кроме, может быть, крайних, различны. М аршрут (22) назы­
вается циклическим, если гу =  щ. Циклическая цепь называется циклом,
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а простая — простым циклом. Число ребер маршрута называется его дли­
ной. Граф  О называется связным, если для любых вершин щ /  х3 в нем 
существует (щ, гу)-маршрут. Д алее мы будем рассматривать цепи и циклы 
в гиперграфе, тем не менее подразумевая под ними только что введенные 
понятия.
Пусть X  — топологическое пространство, в котором заданы упорядочен­
ные пары множеств (Ах, А ' ) , . . . ,  (Ат , А*ш). Определим множества 1 Д , . . . ,  В ш 
С X  X {0,1} следующим образом:
Видно, что произвольная подсистема с индексом 0 /  X С Х т  системы (23) 
совместна (т.е. В( Е)  — Д 3^Ь В 3 /  0) тогда и только тогда, когда
Т е о р е м а  3.3 [5]. Пусть множ ества  А^,А'  открыты в X , А 3 П А' =  0, 
Е3 — X  \  (А 3 и А' )  нигде не плотно в X  для всех у £ Х ш и множ ество  
р  =  Ц -#  В\ П В3. Если множ ество X  \  И связно} то граф максимальных  
совместных подсистем системы  (23) связен.
Следствием приведенной теоремы является результат В.Ю .Новокшенова о 
связности граф а максимальных совместных подсистем системы
в которой а3, х  £ К а , \\а3\\ =  1 и а ^ ± а г- /  0 для любых г,^ £ Х т . Д ействитель­
но, сопоставим системе (24) подходящую систему (23) [5], для чего положим 
А 3 =  {х\ (а3 , х)  > 0}, А' =  {х\ (а3 , х)  < 0}. Д ля  произвольного 0 /  X С Х т  че­
рез С(Е)  обозначим конус решений подсистемы с индексом Е системы (24). 
Видно, что С(Е)  ф 0 тогда и только тогда, когда В( Ь)  /  0, поэтому мно­
ж ества (и графы ) максимальных совместных подсистем систем (23) и (24) 
совпадают. Поскольку Е3 — гиперплоскости в Пп, то Е3 нигде не плот­
ны в X , и определяемое в теореме множество X таково, что Х \ Е  связно. 
Следовательно, по теореме 3.3 граф  максимальных совместных подсистем 
построенной системы (23) связен, значит, связен и аналогичный граф  для 
системы (24).
Рассмотрим систему включений
У — £ 0 3 {у £ Х т ). (23)
(п?,ж) > 0 {ф £ Х т ), (24)
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Т е о р е м а  3 .4  [5],[6]. Пусть к £ и каждая подсистема из (к + 1) нера­
венства системы  (24) совместна . Тогда степень каждой вершины ее графа 
м аксимальны х совместных подсистем не меньше к + 1.
Теоремы 3.3-3.4 позволяют находить максимальные совместные подсисте­
мы системы (24), строя маршруты в соответствующем графе. Например, 
известно [52], что если Г\ С И ш — индекс максимальной совместной под­
системы несовместной системы (24), то найдется максимальная совместная 
подсистема той же системы с индексом / 2 Э {Т \  Л )-
Т е о р е м а  3.5 [5],[6]. Граф изоморфен графу м аксимальны х совместных под­
систем подходящей системы  (24) на плоскости тогда и только тогда, когда 
он являет ся циклом  нечетной длины  д, где 3 < у < т.
В К а аналогичный результат формулируется так:
Т е о р е м а  3.6 [5],[6]. Всякое ребро графа м аксимальны х совместных подси­
стем системы  (24) принадлеж ит простому циклу длины , не большей т.
Т е о р е м а  3 .7  [5],[6]. Граф м аксимальны х совместных подсистем системы  
(24) содержит простой цикл нечетной длины , не превосходящей т.
Последняя теорема позволяет с другой стороны взглянуть на вопрос су­
ществования комитета для системы линейных однородных наравенств. Из 
определения комитета следует, что если индексы Л , </2, . . . ,  Г^к-х образуют 
цикл в графе максимальных совместных подсистем произвольной системы 
включений (18) [в частности, системы (24)], то указанная система разреши­
ма комитетом, составленным из решений соответствующих подсистем, взя­
тых для каждой по одному. Таким образом, наличия цикла нечетной длины 
достаточно для существования комитета. Последняя теорема утверждает, 
что если система линейных однородных неравенств обладает комитетом, то 
она обладает и комитетом, которому соответствует простой цикл нечетной 
длины. Теорема прямо следует из теоремы 2.6, в доказательстве которой 
строится комитет системы (24) из не более чем т  членов — решений мак­
симальных совместных подсистем, индексы которых как раз образуют в со­
ответствующем графе цикл нечетной длины, в котором можно выделить 
простой подцикл такж е нечетной длины.
Ниже будет показано, что в случае произвольных систем включений на­
личие в графе максимальных совместных подсистем системы (18) цикла 
нечетной длины не является необходимым для ее разрешимости комитетом 
(например, система рассмотренная в замечании после теоремы 2.3, разре­
шима комитетом из пяти членов, в то время как ее граф  максимальных
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совместных подсистем ацикличен). Поэтому возникает задача классиф ика­
ции минимальных комитетов с одинаковым числом членов в соответствии 
с подграфом, порожденным в графе максимальных совместных подсистем 
индексами максимальных совместных подсистем, из решений которых они 
составлены. Ниже мы решим эту задачу для числа членов комитета 3 и 5. 
Кроме перечисленных, в работе [5] получен еще ряд интересных свойств гра­
ф а максимальных совместных подсистем системы (24): раскрашиваемость,
2-связность и др.
4. М и н и м а л ь н ы й  к о м и т е т
В этом разделе описываются свойства комитета с минимальным числом 
членов, называемого минимальным, не обязательно совместной системы 
включений
х £ В 3 {] £ (25)
где В 3 — некоторые множества в Ип.
На множестве <2 комитетов системы (25) можно определить различные 
критерии выбора оптимального элемента, реализующие различные подходы 
к обобщению понятия ее решения:
1) критерий минимального расстояния между членами; ему соответству­
ет задача нахождения комитета (2 =  (ж1, . . . , ^ )  £ <2 , минимизирую­
щего величину
-  х 2\\,. . .  , \ \хч_1 -  х ч\\), 
где д — некоторая вы пуклая функция;
2 ) критерий максимума вероятности событий: “г-й член комитета удо­
влетворяет 2-му ограничению” (г £ N q, j  £ # т ); ему соответствует 
задача нахождения (2 =  (ж1, .. . ,жд) £ <2 , максимизирующего функцию 
р : Й [0 , 1] вида
р(<2) =  ш п |{г: х ^ В 3}
з £= д
3) критерий оптимизации средней прибыли; ему соответствует задача по­
иска (2 =  (ж1, . . . ,  х я) £ <2 , максимизирующего величину
1 ^ ( с , Ж г)
9 ^ 1
для некоторого с £ и др.
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Критерий минимальности числа членов является одним из наиболее ча­
сто употребимых критериев оптимальности на множестве комитетов систе­
мы (25). Тем не менее задача поиска минимального комитета, ввиду своего 
комбинаторного характера, является одной из наиболее трудных в теории 
комитетов.
В дискретной оптимизации (см., например, [10]) есть понятие ТУР-полной 
и N Р -трудной задач. Примерами таких задач являю тся известные задачи 
коммивояжера, целочисленного программирования, о рюкзаке. Все эти за­
дачи характеризую тся тем, что, во-первых, для их решения не известно 
алгоритма, вы числительная сложность которого оценивалась бы сверху по­
линомом от длины записи их условий, а во-вторых, известно, что если бы 
нашелся такой алгоритм хотя бы для одной из них, то все задачи из клас­
са ТУР такж е были бы разрешимы алгоритмами с полиномиальной оценкой 
сложности. N Р -полная задача, кроме того, характеризуется принадлежно­
стью к классу N Р  — классу задач с полиномиальной проверкой получен­
ного решения. Ясно, что Р, класс всех задач, разрешимых полиномиальны­
ми алгоритмами, является подмножеством N  Р. Существует гипотеза, что 
Р  ф N Р, в рамках которой ТУР-полные задачи являю тся как бы самыми 
труднорешаемыми в классе N  Р.
Т е о р е м а  4.1 [66]. Пусть Р>1, • • •, Е)т  — конечные множ ества. Задача
поиска м инимального комитета системы  (25) N Р-трудна.
Заметим, что задача поиска минимального комитета произвольной си­
стемы вида (25) при известных максимальных совместных подсистемах по­
линомиально эквивалентна только что рассмотренной задаче с конечными 
множествами Ру, поэтому она такж е ТУР-трудна.
Проведенные рассуждения свидетельствую т о труднорешаемости зада­
чи о минимальном комитете, следовательно, актуальной становится задача 
построения различных априорных оценок числа членов минимального ко­
митета для тех или иных классов систем включений или неравенств. При 
нахождении оценки для заданной системы включений (неравенств) удоб­
но сравнивать гиперграф ее максимальных совместных подсистем с анало­
гичным гиперграфом другой системы, для которой такая оценка известна. 
Пусть минимальный комитет системы над К 2
(ч,х)> о (земт) (26)
состоит из р =  2 t + 1 членов. Обозначим гиперграф ее максимальных со­
вместных подсистем через О 2 =  (Т ф Е ф . Как следует из утверждений пре­
дыдущего раздела, его порядок равен такж е р, пусть 1 3  =  { /1, . . .  , 1 Р}-
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Т е о р е м а  4.2 [58]. П усть ф — гомоморфизм гиперграфа Сф максимальных  
совместных подсистем системы линейны х однородных неравенств (26) на 
плоскости в гиперграф G =  ( V , E)  м аксимальны х совместных подсистем  
системы вклю чений  (25) и сущ ествует  { 7 ^ , . . . , / ^ }  С V2 такое} что 
, . . . ,  Iks) ^  ^ 2 , а { ф Д Д , . . . ,  ф(1к3)} £ Е . Тогда число членов м иним аль­
ного комит ет а} разрешающего сист ему  (25), меньше р.
З а м е ч а н и е  4 .1 . Доказат ельст во теоремы содержит алгорит м оценки чи­
сла членов м инимального комитета системы  (25). Если G 2 гомоморфно 
вкладывается в G, то м иним альны й комит ет системы  (25) содержит не 
более р членов . Если при этом гомоморфный образ G 2 аболее связен”, чем  
Сф, то есть найдется такое {7д, . . . ,  7уД С V2, что {7д, . . . ,  7уД ^ 
{ф(1п ) , . . .,ф (1г&) }  G Е  и ik(mods)+i ~ ik (m odp) > t + 1, то число членов 
в м иним альном  комитете системы  (25) не превосходит
(mods)+l) (modp)  +  1 < p.
Воспользуемся этими соображениями для уточнения оценки числа членов 
минимального комитета системы неоднородных линейных неравенств.
Рассмотрим несовместную систему неравенств
( a j , x ) > b j  ( j  е  N m ), (27)
в которой х £ К а и каж дая подсистема из двух неравенств совместна. По те­
ореме 2.5 система (27) разрешима некоторым комитетом большинства. Тре­
буется оценить сверху число членов ее минимального комитета. Теорема 2.5 
предоставляет такую оценку в общем случае: число членов минимального 
комитета не превосходит 2 т  — 1 членов. Однако в большинстве практиче­
ских задач удается построить комитет с гораздо меньшим числом членов. 
Действительно, поскольку данные в конкретной системе (27), как правило, 
задаю тся приближенно, можно считать, что среди векторов а3 отсутствую т 
нулевые и противоположно направленные, следовательно, задачу поиска ко­
митета системы (27) можно свести к аналогичной для системы
{ d j , x ) >  0 ( j  £ N m ). (28)
Д алее под классом всех систем линейных неравенств будем понимать класс
систем вида (27), для которых система (28) разрешима комитетом. По тео­
реме 2.6 число членов минимального комитета системы (28) не превосходит 
ш, причем данная оценка является точной в классе произвольных систем 
линейных неравенств. Однако указанная оценка не учитывает никакую ин­
формацию о системе, кроме числа неравенств. Теорема 4.2 позволяет ука­
зать более точную, чем ш, оценку числа членов минимального комитета 
системы линейных неравенств, зависящую от векторов с д , . . . ,  аш и Ь.
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Рассмотрим линейный оператор Ф : К а Ц 2 ^  обладающий следующим 
свойством: среди векторов Ф(ах) , . . . ,  Ф(аш) нет нулевых и противоположно 
направленных векторов. В этом случае система
( Ф ( а Д у ) > 0  { j e N m) (29)
комитетно разрешима, следовательно, этим же свойством обладает система
(Ф (аД у) > Ь,- { j e N m). (30)
Если <2' = (у1 , . . . ,  у4) — комитет системы (30), то <5 = (Ф*(у1) , . . . ,  Ф*{у4))
— комитет системы (27).
Пусть { Д , . . . ,  1р} и { Д , . . . ,  Д }  соответственно множества, а 0 ( 29) и ^ ( 30)
— гиперграфы максимальных совместных подсистем систем (29) и (30) со­
ответственно. По определению гиперграфа максимальных совместных под­
систем У О (29) — Обозначим через
IV = 2У° ( ^  \  ( Е О (29) и {0, { / 1} , . . . ,  { /„ }} ) .
Д ля каждого элемента ш =  { /?1, .. . , /д }  ^ 1 7 , в силу предложения 3.1, най­
дется к £ N 3 такое, что Д (тоИ^-ы- Д ( т о б р )  > /+ 1 , гдер =  2 t+ l.  Определим
функцию А  : W  Z  как Д(ш) =  Д — Д (т о<15)+1 ( т о б р ) , множество
У Г ' = { т  = {1к , . . . , Ь , } е У Г \ Ч к е ^ Э Ъ к : Х к 2 Ы ,  и ^ = ^ т |
И  Ч И С Л О
_  { т т { Д (ш ) |ш  £ если I Г' /  0,
(27) = |  г, если \У ' =  0.
Т еор ем а  4 .3  [58]. Число членов м инимального комитета системы  (27) не 
превосходит 2 6 ^ 7) +  1-
В теореме получена более точная, чем ранее, оценка числа членов ми­
нимального комитета в классе систем линейных неравенств, зависящ ая от 
векторов а 1, . . . , а т ,& и оператора Ф. А именно, в доказательстве теоремы 
для системы (30) находится минимальный среди комитетов, построенных из 
решений максимальных совместных подсистем, индексы которых содержат 
индексы аналогичных подсистем системы (29), образующие в С (29) цепь.
М ожно показать, что полученная оценка точна в классе систем (27), для 
которых система (30) не обладает другими максимальными совместными 
подсистемами, кроме тех, все индексы которых содержат некоторые индексы 
аналогичных подсистем системы (29).
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П р и м е р .  И зображенная на рис.2 система неравенств вида (30) 
обладает максимальной совместной подсистемой с индексом / 3, содерж а­
щим в качестве собственного подмножества индекс / 3 максимальной со­
вместной подсистемы соответствующей ей си­
стемы (29). Поэтому по теореме 4.3 минималь­
ный комитет изображенной системы имеет не 
более семи членов. Видно, что минимальный 
комитет изображенной системы содержит ров­
но семь членов (он состоит из решений макси­
мальной совместной подсистемы с индексами 
/ 2, . . . ,  / 7, /в? ^э)? хотя минимальный коми­
тет системы (29) содержит девять членов.
Ранее была установлена связь между существованием у системы вклю че­
ний (25) комитета с заданным числом членов q и существованием в гипергра­
фе ее максимальных совместных подсистем подгиперграфа определенного 
вида, а именно подгиперграфа, вершины которого образуют (д — 1 , [(д — 1) / 2])- 
симплекс. Ясно, что при д =  3 такой подгиперграф определяется единствен­
ным образом, однако с ростом q число попарно неизоморфных подгипергра- 
фов, удовлетворяющих этому свойству, быстро растет. Нетрудно видеть, 
что свойства комитета как обобщенного решения системы (25) зависят от 
того, какой именно подгиперграф ему соответствует. Из этих соображений 
целесообразно провести перечисление минимальных комитетов с заданным 
числом членов, основываясь на понятии изоморфизма гиперграфов.
О п р е д е л ен и е  4 .1 . Последовательность ( Л , . . . , / д) индексов м аксим аль­
ных совместных подсистем системы  (25) назовем у-комитетообразую- 
щей совокупностью  (у-КОС ), если найдется м иним альны й комит ет си­
стемы  (25) (3 =  (ж1, .. . , т д) такой, что х г £ 42(Д) =  для каждого
г £
Из доказательства теоремы 3.2 следует, что если число членов в минималь­
ном комитете, разрешающем систему (25), равно д, то понятия д-КОС и 
(д — 1, [(д — 1)/2])-симплекса совпадают. Д алее будем рассматривать толь­
ко те комитеты системы (25), которые состоят из решений ее максималь­
ных совместных подсистем. При этом будем полагать, что два комитета (31 
и (З2, соответствующие члены которых являю тся решениями одних и тех 
же подсистем, эквивалентны. В соответствии с этим предположением для 
классификации минимальных комитетов из д членов достаточно произвести 
перечисление всех попарно неизоморфных д-КОС.
Пусть К  — (Д , . . . ,  бд) — д-КОС системы (25) и пусть Ь ( К)  — { , . . . ,  /у } ,  
где г < д, — множество индексов в К .
Рис. 2
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О п р е д е л ен и е  4 .2 . Гиперграфом (графом) д-комитетообразующей совокуп­
ности К  назовем подгиперграф О (К )  (подграф Г(1б)), порож денный в ги­
перграфе (графе) м аксимальны х совместных подсистем системы  (25) м но­
ж еством вершин Г( К) .
Рассмотрим несовместную систему включений
в которой, как в системе (25), 12' £ К а. Пусть К* — ( / { , . . . , / ' )  — д-КОС 
системы (31).
О п р е д е л ен и е  4 .3 . у-К О С К  и К* называются изоморфными тогда и т оль­
ко тогда, когда изоморфны гиперграфы О (К ) и О 1 ( К 1).
В силу приведенного определения задача перечисления д-КОС эквивалентна 
задаче перечисления попарно неизоморфных гиперграфов О (К) .  Посколь­
ку гиперграф произвольной 3-КОС — цикл длины 3 и, следовательно, все
3-КОС попарно изоморфны, то решим поставленную задачу в простейшем 
нетривиальном случае, когда д =  5. Обозначим через 5  множество всех 
систем произвольных включений вида (25), а через в  — произвольный эле­
мент 5 , т.е. некоторую конкретную систему вида (25). Обозначим через 
/С(£) множество всех 5-КОС, которыми обладает система 5, и положим 
/С(5 ) =  Д ля дальнейших рассуждений воспользуемся следую­
щим очевидным предложением.
П р е д л о ж е н и е  4 .1 . Пусть 0 \  и О 2 — гиперграфы м аксимальны х совмест­
ных подсистем , обладающие свойством
и пусть  Г1, Г2 — графы, у которых К Г г =  КСо, ЕТ{ совпадает с под­
множ ест вом двухэлемент ны х ребер множ ества Е С Е и п е р г р а ф ы  0 \  и С 2 
изоморфны тогда и только тогда, когда изоморфны графы и Г2.
Поскольку гиперграф произвольной 5-КОС удовлетворяет условию (32), то, 
в силу приведенного предложения 5-КОС, К \  и К 2 изоморфны тогда и толь­
ко тогда, когда изоморфны их графы Г (/О ) и Т ( К 2).
Т е о р е м а  4 .4  [65]. М нож ество  /С(5) содержит ровно 15 попарно неизо­
морфных элем ент ов .
Ж е Д  в  е  N ^ ' 1, (31)
( и С У О { ,  |и| =  3) =>• и е  (г =  1,2), (32)
99
1999 Известия УрГУ №14
Как следует из теоремы, множество /С(5) разбивается на 15 классов экви­
валентности попарно изоморфных 5-КОС по числу попарно неизоморфных 
простых графов, допустимых определением 5-КОС. Однако в практических 
задачах нас, как правило, будет интересовать число классов эквивалент­
ности в множестве /С(5') для некоторого подмножества 5 ' множества всех 
систем включений. Естественно предположить, что при достаточно узком 
5 ' результат, справедливый для /С(5), не будет справедливым для /С(5'). 
Действительно, если Бс — множество всех конечных систем линейных од­
нородных неравенств на плоскости, то из результатов [27],[5] следует, что 
в ЛДДс) все элементы попарно изоморфны, поскольку граф  каждой 5-КОС 
является простым циклом длины 5. Интересно, что уж е для множества 
всех конечных систем полиномиальных неравенств степени не выше 2 на 
плоскости результат теоремы 4.4 верен.
Т е о р е м а  4.5 [65]. М нож ество /С(5д) содержит ровно 15 попарно неизо­
морфных элементов.
5. М е то д ы  п о и с к а  к о м и т е т а  с и с те м ы  л и н е й н ы х  н е р а в е н с т в
Первыми методами построения комитетов систем линейных неравенств 
были, по-видимому, итерационные методы обучения персептронов (распо­
знающих автоматов) задаче дискриминантного анализа, описанные в рабо­
тах [48],[63],[72],[70]. На сегодняшний день в классе методов построения ко­
митета можно выделить три большие группы.
В первую группу можно отнести методы, базирующиеся на применении 
к задаче поиска комитета системы линейных неравенств той или иной моди­
фикации известного алгоритма линейной коррекции [48] решения совмест­
ной системы линейных неравенств, для которого доказана [70] теорема о 
сходимости его к решению указанной системы за конечное число шагов. По­
лученные методы такж е принято называть алгоритмами линейной коррек­
ции для построения комитета из q членов. К сожалению, для них известны 
лишь некоторые достаточные условия [25], гарантирующие их сходимость 
к искомому комитету. К тому же, как правило, вопрос разрешимости кон­
кретной системы комитетом из заданного числа членов требует отдельного 
изучения.
Вторая большая группа методов [32],[40] основана на поиске решений всех 
максимальных совместных подсистем рассматриваемой системы неравенств, 
например, методом свертывания или с помощью процедуры безусловной 
оптимизации, и решении затем системы, аналогичной (10). Достоинством 
этих алгоритмов является то, что они позволяют находить оптимальные ко­
митеты, например, минимальный комитет исследуемой системы. Д ля  этого
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на втором этапе необходимо найти оптимальное решение задачи (11). Недо­
статком этих методов является их большая трудоемкость.
К третьей группе следует отнести эффективные конечношаговые алго­
ритмы, основанные на понижении размерности исходной задачи [27],[28],[37], 
[40],[24],[25]. Одним из основных представителей этой группы является ме­
тод проектирования на плоскость [27], основанный на принципе доказатель­
ства теоремы 2.6.
Кроме указанных классов алгоритмов, было предложено и програм­
мно реализовано много других: построения “грубых” комитетов, комите­
тов, минимально обобщающих материал обучения [47], комитетов старшин- 
ства [71],[1] и др.
Рассмотрим подробнее примеры характерных представителей для ка­
ждой из выделенных групп методов. Пусть задана несовместная система 
неравенств
над для которой выполнены условия теоремы 2.6. Не уменьшая общно­
сти, будем далее полагать, что ||ау|| =  1 и ау ±  щ /  0.
5.1. Метод линейной коррекции
В работе [48] предложен естественный метод построения комитета (3 =  
(ж1, . . . ,  х я) системы (33), обобщающий идею метода линейной коррекции [70], 
[72]. По аналогии с (7) определим функции р 3 : К а { — 1,1} так:
Зафиксируем параметр в > 0. Д ля  произвольных Д , .. . , у я £ Нп ж у £ N ш
. . .  < (а3 , у я). Определим операторы Т3 : ЦпХя л пХд следующего вида. 
Пусть и) =  [(у1 ) 7 , . . . ,  ( у(1)Т]Т £ К пХд, где Д , . . . ,  у я — элементы
(<ху, ж) > 0 (3 £ Л^ т ) (33)
(ау, ж) > 0, 
(ау, ж) < 0.
определим числа п3 — Хд=1 ТТК^) и Чз ~  \}~^~\ +  П Пусть (ау, у 1) < (ау, у 2) <
ш, если п3 > 0,
У1 + еа3
Т3ио — < у дз +  еа3
у Я з + г
если п3 < 0.
Задавшись произвольным шо £ ЦпХд, рассмотрим процесс
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По построению операторов Т3 если последовательность {л^} стабилизиру­
ется на элементе w =  [(у1)Т, . . . ,  (уд)Т]Т, то Q — (у1, . . . ,  y q) — комитет си­
стемы (33). Как упоминалось ранее, теоремы, родственной теореме Новико­
ва [70], для приведенного алгоритма нет, известны лишь некоторые доста­
точные условия на систему (33) и начальное приближение л;0, при которых 
построенная последовательность {лд} стабилизируется. Например, в рабо­
те [23] приводится достаточное условие, при котором алгоритм сходится за 
m  шагов.
5.2. Точный метод поиска м инимального комитета
Метод, описанный в работе [32], находит минимальный комитет систе­
мы (33) и состоит из трех этапов.
На первом этапе находятся все минимальные несовместные подсисте­
мы рассматриваемой системы методом полного фундаментального сверты­
вания [59],[60]. Поскольку система (33) несовместна, то конус С  решений 
двойственной ей системы
щах  +  и 2а2 + . . .  +  ишаш — 0 ,
Щ 5 * * * 5 Лт  > 0
ненулевой по теореме Карвера, поэтому он содержит фундаментальные эле­
менты. В силу результатов [60], векторы л 1, . . . ,  us коэффициентов сверты­
вания полной фундаментальной свертки
т
Ş 2 ı i j ( a j , x ) >  0 (г e N s)
3 =1
системы (33) и только они являю тся фундаментальными элементами кону­
са С.  Следовательно, множество { £ ı , . . . , £ s} индексов минимальных несо­
вместных подсистем системы (33) определяется как [60]
U  =  {з\и) > 0}.
На втором этапе по известным индексам минимальных несовместных 
подсистем находятся все индексы С , . . .  , / р максимальных совместных под­
систем системы (33) из условий
е \ Ь  ФФ С Ф з ) ,
{ Л  G N  а) : и  t  Ii ,
(Уг G N p) (Vj G ( Nm \  M )  (31 G N s) : L t С I t U { j } ,
например, методом построения сокращенной ДНФ [25].
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На третьем этапе каждому индексу / г ставится в соответствие вектор а % £ 
1, 1}т  такой, что <т] — |  |
линейного программирования
{ — ) = < ^ ^ и решается задача целочисленного
I — Д J ? Л'?
min < ^  ^  > 0 > . (34)
I /=1 г = 1 J
Пусть ^ =  [ z i , . . . , z p]T — оптимальный вектор задачи (34) и у \ ^ . . . ^ у р
— решения соответствующих максимальных совместных подсистем систе­
мы (33), тогда по построению
Q = (у1, • • •, у 1, у 2, • • •, у 2, • • •, ур • • •, ур)N----- V------' "-----V------ ' "-V-------7
Zl Z2 Zp
— минимальный комитет системы (33). Вопрос оценки сложности послед­
него алгоритма до сих пор остается открытым. По-видимому [10],[60], в 
общем случае задача поиска всех максимальных совместных подсистем си­
стемы (33) и указанная задача Ц Л П  являю тся TVH-полными.
5.3. Метод проектирования на плоскость
Метод проектирования [26]—[28] ,[37] ,[23] ,[25] основан на принципе дока­
зательства критерия существования комитета системы (33) (теорема 2.6) и 
состоит из двух этапов:
1) нахождение подходящего оператора Ф : Нп К 2 и построение системы
(Фа ^ у )  > 0  Д  £ # т ); (35)
2) построение минимального комитета системы (35) =  (у1, • • ., ур), со­
гласно, например, алгоритму [24]. После этого комитет исходной си­
стемы получается из по правилу (3 =  ( Ф * Д , . . . ,  Ф*ур).
Основными достоинствами этого метода, обусловившими его активное при­
менение для решения конкретных задач дискриминантного анализа, явл я ­
ются м алая вы числительная сложность и то, что получаемый в результате 
комитет (2 содержит не более т  членов, что соответствует оценке числа 
членов минимального комитета системы (33). Д ля  систем неоднородных 
линейных неравенств существует модификация описанного метода в соот­
ветствии с результатами теоремы 4.3.
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