ABSTRACT Memristors attract wide attention due to its high integration and parallel computation, having great potential to promote the development of machine learning. As memristors are prone to internal and external variabilities, their variabilities hurt the performance of memristors and, therefore, the performance of memristive neural networks. In this paper, the influence of memristors' stability on machine learning is analyzed. Based on a filamentary memristors' compact circuit model, two typical machine learning methods, a feed-forward network and a data clustering, as the representatives of supervised and unsupervised learnings, are tested, following the model's four variation parameters, the variations of maximum memristances, of conductive filaments' change speeds, of initial conductive filaments' lengths, and of minimum memristances. Results show that in a feed-forward network, the changing speeds of conductive filaments' length play a key role. What is more, the smaller feed-forward network tends to worse performance. In data clustering, the variations of the maximum and minimum memristances have a determinant effect on performance. While the variations of conductive filaments' change, speeds, and initial conductive filaments' lengths show random influence. Moreover, the migration trend of clustering centers does not change with the size of neural networks. We hope the exploration in this paper can deepen the understanding of memristor's role in machine learning and give guidelines for the design and fabrication of memristive neural networks.
I. INTRODUCTION
In recent years, different materials and structures are used to implement kinds of memristors, such as planar Au/SiOxNy:Ag/Au-based diffusive memristor [1] , silicon nitride memristor [2] , multilayer hexagonal boron nitride (h-BN) memristor [3] , and polycrystalline monolayer molybdenum disulfide memristor [4] . Memristors' relatively simple structures make them possible to construct highdensity and parallel crossbar array, which can parallelly perform multiplication and addition of matrices, inspiring a promising solution for machine learning. Recently, supervised and unsupervised neural networks based on memristors attract the world's attention. Reference [5] used a single layer perceptron realizing the classification of letters 'z', The associate editor coordinating the review of this manuscript and approving it for publication was Ho Ching Iu.
'v' and 'n' based on the Al 2 O 3 /TiO 2−x memristor-CMOS hybrid integrated circuits (12×12). Reference [6] employed phase change memory-based (Ge 2 Sb 2 Te 5 ) synapses (1T1R) performing spike timing dependent plasticity and recognized the patterns '1', '2' and '3'. And in [7] , 32×32 memristive crossbar arrays efficiently implemented sparse coding algorithms in a bio-inspired approach and performed natural image processing. From above researches, a phenomenon can be found that vector-matrix multiplication is the main operation in machine learning, and either in supervised or unsupervised learnings, variations of memristors' characteristics affect the result of vector-matrix multiplication significantly, and as a result affect the performance of memristive neural networks (MNNs) severely.
Till now, due to the stochastic oxygen ions/vacancies generation and migration, the relaxation dynamics of metal nanoparticles or the thermoelectric effect in the RRAM crossbar array [8] , [9] , variations universally exist as memristors' peculiar characteristics, such as memristors' positive and negative threshold switching voltages [1] , and maximum currents [2] , [4] . Although some strategies are put forward to improve device reliability during fabrication, variations are still inevitable. Some strategies are as follows, such as introducing a BEOL-compatible TiN barrier layer in the Cu/HfO 2 /TiN/Ru memristor to reduce nanofilament overgrowth phenomenon [10] or a bi-layer memristor of TiO 2 with graphene oxide and reduced graphene oxide obtaining a higher switching voltage, sharper switching and higher HRS/LRS ratio [11] .
Unfortunately, in many researches of memristive neural networks, these variations' influences are only glanced as an auxiliary of their specialized memristors. For instances, device variations based on a 4 Mb macro chip of the HfO xbased memristor integrated with CMOS circuits were discussed in [12] . Reference [13] used Ta 2 O 5−x memristor crossbar arrays to realize K-means algorithm and illustrated the effects of device variations on the K-means analysis accuracy, and in [14] , a bilayer tantalum-oxide memristor was put forward to implement principal component analysis and discussed the cycle to cycle and device to device variations' effect on the network performance. However, systematic and versatile study about them is yet an open margin.
In order to delve deeper understanding of how memristors' stability effects on machine learning exactly, in this paper basing on a versatile and accurate compact model of variable conductive filaments memristors, four kinds of variations' effects, according to memristors' physical mechanism, on both supervised and unsupervised neural networks are discussed in detail. Through these explorations, the relationship between neural networks' performance and memristors' essential characteristics is uncovered. That brings more clear physical scene of memristive neural networks, which gives a novel viewpoint for MNNs' development. The rest of the paper is arranged as follows: first, the memristor model and its variations are introduced, then the influences of memristive variations on feed-forward neural network and on data clustering are discussed, and the final part is about the conclusions.
II. MEMRISTOR MODEL AND MEMRISTORS' VARIATIONS
Recently, different kinds of memristors' models are put forward. Simmons tunnel barrier model physically described memristor by a resistor in series with a controlled tunnel gap in 2009, [15] and a simplified model was given later in 2013 [16] . References [17] - [20] showed the methods of filamentary conducting path, in which the resistive switching originated from the formation and rupture of a conductive filament. Since these physical explanations are usually complex, they are computationally inefficient and thus can't be easily utilized in neural networks. A versatile and accurate compact model, [21] , which bases on the equivalent resistor topology of variable CFs, is used in this paper. That compact model not only describes the formation and FIGURE 1. The memristances' update behavior with pulse number of voltage under the variations of (a) R off (shades of magenta and yellow color map, the ratios of R off variations are 0.06%, 0.30%, 0.54%, 0.78%, 1.02%, 1.26%), (b) β (shades of green and yellow colormap, the ratios of R off variations are 2%, 10%, 18%, 26%, 34%, 42%, 50%), (c) γ 0 (shades of tangerine and yellow color map, the ratios of γ 0 variations are 0.25%, 1.25%, 2.25%, 3.25%, 4.25%, 5.25%, 6.25%) and (d) R on (shades of blue and green color map, the ratios of R on variations are 0.5%, 1.0%, 2.0%, 3.0%, 4.0%, 5.0%).
annihilation of CFs, but also provides a unified analytic expression which is easier to be implemented. The memristance is given as follows.
where R on /R off is the minimum/maximum memristance, β and γ 0 are the device parameters. These parameters describe CF' status and CF' dynamic process under working voltage. Basing on this model, to unveil the effect of memristors' character on neural networks, we point out a detail description of the most common instabilities in memristors, device to device variations and cycle to cycle variations, [22] . Specifically, the cycle to cycle variations and the device to device variations are divided into the following four categories according to CF' status and CF' dynamic process in the memristor model as shown in the Figure 1 and Table 1 . The variations of CFs' minimum lengths under a same compliance current can be denoted by the variations of maximum memristances R off . The variations of CFs' minimum lengths and switching speeds under a same compliance current are represented by the variations of parameter β. The variations of CFs' minimum lengths under a same compliance current are fine-tuned by the variations of parameter γ 0 , inducing different CFs' switching speeds. The variations of CFs' minimum/ maximum lengths under various compliance currents are represented by the variations of minimum memristances R on . Correspondingly, the variations of R off are shown in Figure 1a and the negative variation rates are in the range from 0.06% (the magenta line) to 1.26% (the yellow line). The variations of β are shown in Figure 1b and the variation rates are in range from 2% (the green line) to 50% (the yellow line). The variations of γ 0 are shown in Figure 1c and the variation rates are in the range from 0.25% (the tangerine line) to 6.25% (the yellow line). The variations of R on are shown in Figure 1d and the variation rates are in the range of from 0.5% (the blue line) to 5.0% (the green line). The Table 1 tabulates the maximum and minimum memristances when memristors are with different memristors' variations.
III. MEMRISTORS' VARIATIONS ON FEED-FORWARD NEURAL NETWORK
Feed-forward neural network is the first devised and simplest type of artificial neural network. The effect of variations on memristive neural network finally reflects in the result of vector-matrix multiplication, which is the main task of feedforward network. In this section, a feed-forward neural network is constructed and the effects of variations are discussed. 
A. FEED-FORWARD NEURAL NETWORK
A simple fully connected feed-forward memristive neural network [23] , [24] is constructed, which consists of two layers, including 529 input neurons and 5 output neurons in Figure 2 . Binary images of letters ('C', 'V', 'N', 'X' and 'Z') are used as the training sets. The testing sets are training images polluted by noise pixels and the ratio of noise pixels changes from 0 to 0.5. The yellow pixels are of valuable information, being coded into yellow rectangular voltage with amplitude value of V and the purple pixels are of useless information, being coded into purple zero voltages. Five output neurons are one-to-one correspondence with English letters and the labeled output neuron is coded into red rectangular voltage with amplitude value of 1/2V.
The feed-forward neural network performs the following steps: 1) training and 2) recognition. In the training process, the initial weights are randomly distributed. When training the mth English letter, the weights W mi (W mi =1/M mi , i=1, 2, . . . , 529, red lines) increase, and the weights, W mj (j =i, i=1, 2, . . . 529, black lines) decrease. The weights W mi increase because the voltage difference 1/2V between the yellow-pixel inputs and the red-pixel outputs are larger than the positive threshold voltage, while the weights W mj decrease due to the voltage difference −1/2V between the purple-pixel inputs and the red-pixel outputs are smaller than the negative threshold voltage. The training process of the mth letter ends when all the weights connecting the yellow pixels reach their maximum values and all the weights connecting the purple pixels reach their minimum values. Repeat the training process until all letters are trained. In the recognition process, the output I j = W ji · V i is recognized as the jth English letter when the corresponding output value I j is the maximum one.
The recognition process is done when the percentage of noised pixels is 10% (53/529). The accuracy rates shown in Table 2 are the average results of 2,000 testing. As in Table 2 , the feed-forward network has a perfect performance, which provides a solid base for the following discussion of memristive variations' effect on supervised machine learnings. 
B. THE INFLUENCE OF MEMRISTORS' VARIATIONS ON FEED-FORWARD NEURAL NETWORK
The feed-forward network has shown its performance on vector-matrix multiplication. In this part, the influence of memristors' variations on the performance of feedforward neural network is discussed. To increase randomness, the variations of memristors in the neural network are randomly and uniformly distributed between zero and the maximum, and the scope of these variations refers to Figure 1 and Table 1 . It is obvious that the feed-forward networks with larger memristors' variations have a much poorer performance than those with smaller memristors' variations. In Figure 3 , the feed-forward networks with larger R on variations (greener lines) show much worse performance than those with smaller R on variations (blueer lines). In Figure 4 , the feed-forward networks with larger R off variations (blueer lines) show much worse performance than those with smaller R off variations (greener lines). In addition, in Figure 4 , the feed-forward networks with larger β variations (redder lines) show much worse performance than those with smaller β variations (yellower lines). In Figure 5 , the feed-forward networks with larger γ 0 variations (magenta lines) show much worse performance than those with smaller γ 0 variations (yellower lines).
The influences of the R off variations and the β variations on the feed-forward networks (case I and case II) are compared in Figure 4 , respectively. Due to the fact that both the range of the maximum memristances and minimum memristances in cases I and case II are same, the difference between them are the CFs' change speeds as shown in Figure 4a . Comparing the two cases, the performance of the feed-forward networks in case I is much worse than that in case II, as Figure 4b -f. This is because that if memristances decline faster, the weights have larger upper boundary. Therefore, the outputs I j = 529 i=1 W ji · V i in case II have a larger output scope, and the MNN is much easier to distinguish different outputs, making for a better MNNs' performance. Summarily, descending speed plays a great role in memristance.
Larger descending speed stimulates memristances to be relatively lower values and contributes to better performance of feed-forward networks.
The influences of γ 0 variations and R on variations (case III and case IV) on the feed-forward networks are also compared in Figure 5 , respectively. The γ 0 variations reduce the initial CFs' lengths. The R on variations change the maximum and minimum memristances and don't have much effect on CFs' change speeds. In case III and IV, the maximum memristances are distributed in the same range, while the minimum memristances are at 24.33 in case III and in the range from 24.45 to 25.55 in case IV as Figure 5a, d and Table 1 . From Figure 5b -f, one can see the performance of MNNs in case IV is superior in performances than that in case III. Given the same training times, due to shorter initial CFs' lengths, memristances decline slower and weights are smaller in case III than those in case IV. The outputs I j in case III have a smaller distribution range, which infers the performance of the feed-forward MNNs in case III is worse than that in case IV. Summarily, the slower initial CFs' lengths induce smaller descending speed of CFs, keep memristances at relatively larger values and result in poorer performance of feed-forward network.
Furthermore, to explore the influence of memristors' variations on the feed-forward MNNs with different sizes, a 256 * 5 fully connected feed-forward MNN is tested in Figure 6 . The results show that the feed-forward MNNs with the greater size (529 * 5) exhibits stronger tolerance of memristors' variations than those with the small size (256 * 5).
IV. MEMRISTIVE VARIATIONS' INFLUENCES ON DATA CLUSTERING
Principal component analysis (PCA) is a very important and commonly used data analysis method [25] - [27] . It utilizes an orthogonal transformation to convert a set of possibly correlated observations into a set of values of linearly uncorrelated variables called principal components. In this paper, the principal components are employed to visualize the influence of memristors' variations on the performance of data clustering, as the representative of unsupervised machine learnings. 
A. PRINCIPAL COMPONENT ANALYSIS
A fully connected neural network structure is constructed to implement PCA with 552 input neurons and 2 output neurons, as Figure 7 . The training set data are extracted from the images of 'C', 'N'. Testing sets are the training sets polluted by noise pixels and the ratio of noised pixels changes from 0 to 0.5.
The realization of data clustering is as follows. In the training process, the yellow much lower than the threshold voltage in this process, the weights all keep unchanged. In the back-propagating process, a weight updating algorithm, Generalized Hebbian Algorithm [28] , [29] :
And the testing data are reduced to two dimensions, including the primary principal component and the secondary principal component. In the testing process, the data clustering is realized by using the primary principal component as the x-coordinate and the secondary principal component as the y-coordinate, dividing the testing data into two categories.
In our network, the recognition rate is 100% when the percentage of noise pixels is 10% (53/529), which provides the basis for the discussion of memristive variations' effect on unsupervised machine learnings. To explore the influence of memristors' variations on the data clustering with different sizes, a 256 * 2 fully connected network is also constructed. The four kinds of memristors' variations on the performance of the 529 * 2 network and the 256 * 2 network are shown in Figure 10 . By comparing the two sizes of data clustering, it can be seen that the migration trend of the clustering centers doesn't vary with the size of neural networks. As an overall trend, the R off variations (negative) stimulate clustering centers to migrate in the direction of the larger coordinates in Figure 10a -b, e-f, and the R on variations (positive) stimulate clustering centers to migrate in the direction of the smaller coordinates in Figure 10k -l, o-p. In addition, β and γ 0 variations have a random effect on principal components in Figure 10c-d, g-h, i-j, m-n. 
V. CONCLUSION
In this paper, according to CF' status and CF' dynamic process, memristors' variations are categorized into four kinds, and two classical machine learning methods, as the representatives of supervised learning and unsupervised learning, are employed to discuss the influence of memristors' variations on machine learning. In feed-forward networks with fixed update frequency and update intensity, the changing speeds of CFs' length play a key role. A higher speed makes the weights remain at relatively larger values and results in better performance, and vice versa. What's more, the smaller feed-forward network tends to have worse performance due to the loss of more useful information. In data clustering with random update frequency, the variations of maximum and minimum memristances have a significant effect on the performance. While the variations of conductive filaments' change speeds and initial conductive filaments' lengths show random influence on the data clustering. Moreover, the migration trend of clustering centers doesn't change with the size of neural networks. We hope our uncovery of the relationship between memristors' variation and machine learnings' performance can inspire deeper understanding of them and give guidelines for the design and fabrication of memristive neural networks in future.
