Abstract. Yannakakis recently presented the first -approximation algorithm for the Maximum Satisfiability Problem (MAX SAT). His algorithm makes nontrivial use of solutions to maximum flow problems. New, simple -3a-approximation algorithms that apply the probabilistic method/randomized rounding to the solution to a linear programming relaxation of MAX SAT are presented. It is shown that although standard randomized rounding does not give a good approximate result, the best solution of the two given by randomized rounding and a well-known algorithm of Johnson is always within -3 4 of the optimal solution. It is further shown that an unusual twist on randomized rounding also yields -3a-approximation algorithms. As a by-product of the analysis, a tight worst-case analysis of the relative duality gap of the linear programming relaxation is obtained.
of an optimal solution. Johnson [7] demonstrates a 1/2-approximation algorithm, which is also an (1 )-approximation algorithm when each clause contains at least k literals. In particular, if k _ 2 the performance guarantee is at least -34. Lieberherr and Specker [9] give a ..52--approximation algorithm (V2--1 --0.618...)when the clause set does not contain both clauses xi and i for any i. Kohli and Krishnamurti [8] present a randomized algorithm whose solution has expected weight at least ] of optimal. Yannakakis recently improved on these results by showing a -34-approximation algorithm [13] . Yannakakis' algorithm transforms a MAX SAT instance into an equivalent instance (in terms of approximability) which does not contain any unit clauses (i.e., clauses with only one literal). In conjunction with Johnson's algorithm, this leads to the improved performance guarantee. The algorithm uses maximum flow computations in an elegant way to transform MAX 2SAT instances. However, the transformation becomes more complicated when general clauses are introduced.
The purpose of this article is to present new --approximation algorithms which are conceptually simple for all MAX SAT instances. The algorithms presented here apply the technique of randomized rounding (aaghavan and Thompson [11] , [10] We conclude with a few remarks in 6.
2. Johnson's algorithm and the probabilistic method. Suppose we independently and randomly set each variable xi to be true with probability pi. Then the expected weight of clauses satisfied by this probabilistic assignment is where I (resp., I-) denotes the set of variables appearing unnegated (resp., negated) in Cj. The probabilistic method specifies that there must exist an assignment of truth values to the variables whose weight is at least this expected value. In fact, the method of conditional probabilities (see Alon and Spencer [1] , p. 223) can be applied to find such an assignment deterministically in polynomial time. In the method of conditional probabilities, the value for the ith variable is determined in the ith iteration: given the values of x,..., x_, calculate the expected weight of clauses satisfied by the probabilistic assignment, given the current assignment to x,..., x_ and the assignment x 1. Then calculate the expected weight given the assignment to x,...,x_ and xi 0. The variable x is assigned the value that maximizes the conditional expectation. Since each conditional expectation can be calculated in polynomial time, the overall algorithm takes p^olynomial time, and as asserted above, the assignment produced has weight at least W.
As interpreted by Yannakakis [13] By associating Yi 1 with xi set true, y 0 with x set false, zj 1 with clause Cj satisfied, and zj 0 with clause Cj not satisfied, the integer program (IP) exactly corresponds to the MAX SAT problem, and its optimal value Zp is equal to the optimal value of the MAX SAT problem. We can now consider the linear programming relaxation of (IP) formed by replacing the y e {0, 1} constraints with the constraints 0 _< y _< 1. Call this linear program (LP). Obviously the optimal value of (LP) is an upper bound on the optimal value of (IP); that is, Zp >_ Zp.
Whenever there are no unit clauses, the solution yi 1 / 2 for all and zj 1 for all j, which is of value "cjec wj, is optimal, independent of the weights wj. Hence, the relaxation is vacuous in this case. However, when there are unit clauses (the bad case for Johnson's algorithm), we shall show in this and later sections that this relaxation provides some useful information.
We now show that by using randomized rounding in a straightforward fashion we obtain a (1-)-approximation algorithm for MAX SAT. This algorithm consists of two simple steps. The first step is to solve the linear program (LP). Let (y*, z*) be an optimal solution. The second step is to apply the method of conditional probabilities with pi y for all to derive an assignment. By using Tardos' algorithm [12] The previous theorem also demonstrates that the following algorithm is a 3_ 4 approximation algorithm: with probability , set the vector p of probabilities to be either p 1 / 2 for all or p y for all i, and apply the method of conditional probabilities. In this scheme, x is set true with probability + 1 / 2 y but this algorithm does not fit in the framework described in 2 since the xi's are not set independently. 5 . A class of -approximation algorithms. The standard randomized rounding scheme of 3 can be modified to lead directly to -approximation algorithms. For this purpose, instead of using pi y for all i, we let pi f(y) for some carefully Before proving these theorems, we would like to make a few remarks regarding the functions with property given in these theorems. Results of Arora et al. [2] imply that there exist constants within which MAX 2SAT and MAX 3SAT (every clause has at most 3 literals) cannot be approximated unless P NP. As of the writing of this paper, the best known constant for MAX 3SAT is 112/113 [3] . There is much room for improvement between this hardness result and the approximation algorithms presented here and by Yannakakis [13] .
Thus it is an interesting open question as to whether the linear programming relaxation can be strengthened so that a better performance guarantee is possible using these techniques. Recent work of the authors [5] has shown that using a form of randomized rounding on a nonlinear programming relaxation gives a . 878 
