Abstract-Intentional Controlled Islanding (ICI) has been proposed as a corrective measure of last resort to split the power system into several sustainable islands and prevent cascading outages. This paper proposes a novel ICI algorithm based on a linear programming (LP) formulation that directly determines an islanding solution with minimal power-flow disruption for any given number of islands, while ensuring that each island contains only coherent generators. In addition, the proposed algorithm enables operators to constrain any transmission line to be excluded from the solution, allows the control of the size of islands and ensures their connectivity. The basis of the proposed LP formulation is an exact mixed integer linear programming (MILP) formulation. A search space reduction procedure that generates additional constraints for reducing the search space of the MILP is also proposed. In most cases, these additional constraints are enough for the relaxed MILP formulation (LP formulation) to generate optimal solutions. Nonetheless, the proposed LP formulation is executed as a part of a recursive linearization procedure, which ensures that optimal solutions are always obtained. Multiple simulation results demonstrate the ability of the proposed LP ICI algorithm to meet the requirement of real-time controlled islanding in large-scale power systems.
I. INTRODUCTION

W
ITH the increasing size and complexity of modern power systems, the instances of large blackouts have increased in the last 15 years. The catastrophic socio-economic consequences of these blackouts led to the set-up of various task forces, advisory groups, research programs, and operating standards for studying and designing a comprehensive system control strategy. A detailed report produced by an award winning task force (formed by the IEEE Power and Energy Society (PES)) [1] highlighted some important recommendations for improving system dynamic performance and thus minimizing the risk of wide spread disturbances and subsequent blackouts. Among these recommendations, Intentional Controlled The authors are with the KIOS Research and Innovation Center of Excellence and the Department of Electrical and Computer Engineering, University of Cyprus, Nicosia 1678, Cyprus (e-mail: kyriacou.alexis@ucy.ac.cy; demetriou.k.panayiotis@ucy.ac.cy; christosp@ucy.ac.cy; elias@ucy.ac.cy).
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Islanding (ICI) through special protection schemes (SPSs) is in prominent place. ICI, also called system splitting or controlled system separation, is an adaptive control strategy that can be used as a final resort to attempt to save the system from a partial or a complete blackout. When the system is subject to a severe disturbance and the conventional control systems are unable to keep the system stable, ICI can determine within a few seconds the set of branches to be disconnected across the grid to create stable and sustainable islands [2] - [4] . Since the created islands are smaller with respect to the whole system, they can be easily handled and controlled (e.g., secure supply of the demand by stabilized local generators through the island's subnetwork, no violations of transmission constraints). Consequently, the island resynchronization towards a quick restoration is much easier. The stability of islands created is mainly dependent on the coherency of the generators inside the islands. Hence, current approaches for ICI aim to split the system such that each island contains only coherent generators [2] - [10] .
In these approaches, the ICI is modeled as a combinatorial optimization problem and the objective function is either to minimize the power-flow disruption or to minimize the power imbalance within islands. The power-flow disruption is expressed by the arithmetic sum of active power in each disconnected transmission line. Methods utilizing minimal power-flow disruption minimize the change of the power flow pattern within the system following system splitting [6] . On the other hand, the power imbalance is expressed by the algebraic sum of active power on each disconnected transmission line (considering the direction of power flow). Approaches for finding islanding solutions with minimal power imbalance minimize the load-generation imbalance within the formed islands [11] .
Even though these approaches result in different islanding solutions, they can both be described as graph partitioning problems, which are generally NP-hard [12] . In other words, there is no general polynomial time algorithm to find the optimal solution. In order to overcome this problem, computationally more efficient algorithms that approximate the optimal solution must be used instead [3] - [5] . In particular, solutions with minimal power flow disruption can be achieved using efficient graph theoretic techniques such as spectral clustering. This technique uses the eigenvalues and eigenvectors of a matrix associated with a graph that represents the power system to determine splitting solutions within polynomial time. Spectral Clustering is used in [2] , where a Spectral Clustering Controlled Islanding (SCCI) 0885-8950 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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algorithm has been proposed to minimize the power-flow disruption, while ensuring that each island contains only coherent generators. However, an islanding solution can only be directly determined when the number of islands is two, i.e., the SCCI algorithm only finds a solution for the bisection case. This issue is resolved by applying recursive bisection [2] . Nevertheless, recursive bisection is a computationally demanding technique that requires the repeated eigen-decomposition of a matrix associated with the graph. Recursive bisection can also affect the quality of the islanding solution [9] : better solutions may be missed. This paper proposes an ICI algorithm based on a Linear Programing (LP) formulation. The proposed algorithm directly determines an islanding solution with minimal power-flow disruption for any given number of islands, while ensuring that each island contains only coherent generators. Additionally, it enables operators to constrain any transmission line to be excluded from the solution (e.g., lines containing transformers), allows the control of the size of islands and ensures that each resulting island is connected. The approach used is based on a Mixed Integer Linear Programming formulation proposed in [13] for solving the building partitioning problem.
A Search Space Reduction (SSR) procedure which finds the trees that connect the generators of each coherent group with the minimum number of nodes is also proposed. The groups of nodes that are included in these trees, are assigned to specific islands a priory through additional constraints. As a result, both the search space of the MILP and the overall complexity of the problem are significantly reduced. In most cases, these additional constraints are enough for the relaxed MILP formulation (LP formulation) to generate binary solutions (solutions that satisfy the binary constraints of the MILP). However, in case of non binary solutions, a valid islanding solution is not attained. To solve this problem, the LP formulation is executed as a part of a recursive linearization procedure which assigns additional nodes to each island through extra constraints. The additional nodes assigned to each island are those that are electrically closer to the preassigned groups (based on the electrical distance concept). After every addition of constraints, the solution search space is further reduced and the proposed LP formulation is re-executed. The linearization procedure is repeated until the LP formulation reaches a binary solution.
The paper is organized as follows: Section II presents the ICI problem modeling. The proposed ICI algorithm based on LP formulation is thoroughly explained in Section III. In this section, the existing MILP formulation along with the SSR procedure and the linearization procedure are also presented. Section IV then presents multiple simulation results based on large scale power test systems to illustrate the adaptability and effectiveness of the proposed ICI algorithm. The paper concludes in Section V.
II. INTENTIONAL CONTROLLED ISLANDING MODELING
Power networks can be easily represented with graph-models G = (V,E) since they are distributed in space and each element is connected with a limited number of other elements.
1) Graph Representation
In a graph representation, the set of nodes V = {v 1 , v 2 , . . . , v n } represents the buses of the system. The set V gen ⊂ V, |V gen | = m is a subset of node set V that contains only the buses with a generator. Moreover, each edge e i,j ∈E, (i, j = 1, . . . , n) is associated with a weight p i,j which represents the power flow on the transmission line e i,j (edge from node i to node j).
2) ICI Formulation
The ICI problem requires the partitioning of the power system in k ∈K = {1, . . . , K} individual islands by disconnecting a set of transmission lines. The transmission lines to be disconnected have to be determined in such a way as to minimize the power flow disruption within the islands. Moreover, the individual islands must contain only coherent generators in order to be stable. Comparatively, in a graph representation of the power system, the ICI problem can be expressed as partitioning the graph G in individual subgraphs
by removing a set of edges E c , called the cut set. The objective is to minimize the sum of the edge weights in E c which represent the edges traversing between the subgraphs, while ensuring that only coherent generator groups exist in each island G k . The coherent generator groups are indicated by the node set
gen and must be determined a priori through a coherency algorithm [3] , [14] . It is important to mention that, for the ICI problem, the number of coherent generator groups also denotes the number (K) of islands to be formed. The ICI formulation is given by:
Furthermore, the size of the islands has to be controlled and the connectivity inside each island needs to be ensured.
III. ICI ALGORITHM BASED ON LP FORMULATION
In this section, the proposed LP ICI algorithm is presented. The base of this algorithm is a MILP formulation which is of exponential complexity; hence its execution time is also exponential. To overcome the time uncertainties around the MILP formulation, a novel SSR procedure that reduces the solution search space is also presented. The SSR procedure allows the linear relaxation of the MILP formulation (LP formulation). Nonetheless, the proposed LP formulation is executed as a part of a novel recursive linearization procedure which ensures that valid solutions (binary solution) are always generated. The overall methodology is summarized and illustrated in Fig. 1 .
A. MILP Formulation to Solve the ICI Problem
The ICI problem can be expressed as a combinatorial optimization problem with size and connectivity constraints. In this framework, a connected, undirected graph G = (V, E) is used 
The objective is to partition the graph into K subgraphs indicating the islands while minimizing the sum of the edge weights that are not included in any subgraph which is defined as the partitioning cost (PC). The PC is given by the objective function:
Decision variables z ij , (i, j) ∈E, are used in (2) to indicate whether an edge will be added to the cost or not. If an edge is not included in a subgraph, then z ij = 0 and thus its weight d ij , (i, j) ∈E is added in the PC. In contrast, if the edge is included in a subgraph, then z ij = 1 and has a zero partitioning cost. Furthermore, the MILP formulation controls the size of subgraphs and ensures that each produced subgraph is connected. In addition, the resulting subgraphs (2) is subject to the partitioning constraints shown below.
The binary set of variables, x i,h , i∈V, h∈K, is the output of the formulation and indicates whether or not, node i belongs to subgraph G h . Note that, binary variables z i,j have been relaxed through the auxiliary variables w i,j,h using constraints (3a)-(3d). Furthermore, constraint (3e) indicates that a node can only be included in one subgraph, while the minimum number of nodes in a subgraph is regulated by constraint (3f). Employing the partitioning constraints (3a)-(3h) results in K subgraphs (islands) with minimum partitioning cost and cardinality of at least M . However, connectivity of the subgraphs (a path exists between any pair of nodes in G k , k ∈ K [15] ) is not ensured; hence unconnected subgraphs may result. This corresponds to the formation of unstable and not reliable islands or even in islands with isolated nodes that will unavoidably collapse. Here, the enforcement of connectivity is achieved through constraints (4a)-(4h). Connectivity Constraints utilize the theory of netPartitioning Constraints
work flows in order to enforce connectivity inside the formed subgraphs. Towards this direction, a selection procedure for choosing the source node in each subgraph for transmitting a unit of flow to the other vertices inside the same subgraph is indicated by constraints (4a)-(4e). Variables y j,h are auxiliary variables for defining variables u j,h , j ∈V, h∈K that indicate the source node in each subgraph. Specifically, the smallest index node is chosen in each subgraph to act as the source node. Consider for example that the smallest index node in subgraph
Equations (4a)-(4b) are used to enforce variables y j,h in every subgraph G h such that y j,h > 0 for j ≥ j * h and y j,h = 0 for j < j * h . Hence, a change from 0 to 1 is constructed in variables y j,h which corresponds to the smallest index vertex in each subgraph. Equations (4c)-(4d) are then used to locate the index of that change by enforcing variables u j,h = 0, j ∈ V, j = j * h . Equation (4e) ensures that, for each subgraph G h , only one variable u j,h , j ∈ V equals to one (i.e., u j * h ,h = 1) which corresponds to the source node in the subgraph. Continuous variable f j,v ,h , (j, v) ∈E, h∈K, indicates the amount of flow of the edge (j, v) that has as a source the node j and as a destination the node v for subgraph G h .
Connectivity Constraints
The flow conservation constraint (4f) is used to enforce connectivity in each subgraph. The first term of (4f), is responsible for sending from the source (specified by variables u j,h , j ∈V, h∈K), a unit of flow to each node inside the subgraph. The second term shows that, every node consumes a unit of flow including the source nodes. The last two terms represent the total inflow and the total outflow of the node. In the case where a subgraph is not connected, then, the equality will not be satisfied and the problem will be rendered infeasible.
The coherent generator groups are introduced into the MILP formulation as additional generator coherency constraints indicated by constraint (5).
Similarly to the coherent generator constraint, any edge (i, j) can be exclude from the cutset by directly assigning z i,j = 1. This enables the system operators to constraint any critical transmission line (e.g., a transmission line that contains a transformer or a synchronchecked relay) to be excluded from the solution.
B. Search Space Reduction (SSR) Procedure
An SSR procedure was developed in order to improve the execution time of the MILP formulation. The SSR procedure utilizes the knowledge of coherent generator groups in order to define additional constraints for the MILP formulation. In fact, these additional constraints enable the relaxed MILP formulation (LP formulation) to generate binary solutions. Crucially, the LP formulation makes the ICI algorithm faster and ensures its linear execution times.
The SSR procedure has as inputs i) the graph G = (V, E) of the power system with all the weights equal to one and ii) a set
gen , which holds the coherent generator groups for each island G k , k ∈K to be formed. Note that, the resulting number of islands K is equal to the number of coherent generator groups. Its objective is to find a tree . Therefore, the nodes that are included in T k will be directly assigned to their resulting islands in the MILP formulation. Since the coherent generator groups are also included in the resulting trees T k , then the constraint (5) is substituted by constraint (6).
In the case where a tree
does not contain any load-bus (e.g., a coherent group that consists of only one generator), then the particular tree is expanded to include one, through finding the minimum path between them. This adjustment avoids the production of isolated generator nodes, and consequently, more reliable islands are formed.
SSR Procedure
Find the shortest paths from i to all j using Dijkstra and keep only the shortest of all: 4:
where V * and E * 9: correspond to the vertices and edges of P * respectively 10: end while At this point, T k may not be connected. In such a case,
, m ∈ M do Find the shortest paths from i to all j using Dijkstra and keep only the shortest of all: 14:
16: end for 17: The problem of connecting a set of nodes in a graph with the minimum tree is the minimum Steiner problem in graphs which is a well-known NP − Complete problem. Therefore, in time depended applications, approximation algorithms are more suitable. The proposed SSR procedure consists of a simple approximation of the Steiner problem in graphs that utilizes the Dijkstra shortest path algorithm. Note that providing an approximation for the Steiner problem in graphs is not the main objective of this paper.
The SSR procedure addresses each coherent generator group individually and can be separated in two sections. In the first section (lines 1-8 of SSR procedure), the objective is to form trees that include at least two generator nodes from set V gen k
. At the end of the first section, the generated possibly unconnected trees T
. . , M}, include all the generator nodes. However, the final solution should be a unified tree that consists of all the smaller trees. Therefore, in the second section (lines 9-17), all the individual trees are connected together using the shortest paths between them to form the final tree
that connects all the generator nodes V gen k of each coherent group. Note that the SSR procedure can be executed simultaneously for all the coherent groups.
C. Recursive Linearization Procedure
Generating an ICI solution in a limited time is crucial for maintaining system integrity in the presence of severe disturbances. Even though the MILP's execution time is improved by the additional constraints generated through the SSR procedure, it does not negate the fact that the MILP formulation is of exponential complexity. Hence, the execution time cannot be guaranteed. On the other hand, the combination of all the additional constraints (e.g., SSR generated constraints and transmission line availability constraints) renders, in most cases, the generation of a binary solution from the relaxed MILP (LP formulation) possible. At this point it is crucial to clarify that, the optimality and viability of the results is confirmed if and only if the binary constraints of the MILP formulation are satisfied by the LP's formulation solution (e.g., a feasible solution for the ICI problem). The linearization of the binary variable of (3h) is given by:
Nevertheless, the proposed LP formulation is executed as a part of a recursive linearization procedure presented in Fig. 2 , to ensure that binary solutions are always generated. At first, the LP formulation is executed using the additional constraints generated by the SSR procedure and transmission line availability constraints if any exist. If the generated islanding solution satisfies the binary constraints of the MILP formulation then a valid ICI solution is achieved. On the other hand, if the solution is not binary (e.g., x i,h gets a value between 0 and 1) then additional nodes are assigned into individual islands based on the electrical distance concept. The electrical distance which corresponds to the Thevenin equivalent between the bus i and bus j is calculated as [16] :
where B is the system's susceptance matrix. Specifically, the nodes with electrical distance lower than a thresholdr (if such nodes exist) are added to their closest group. The electrical distance metric is used in order to minimize the effect of the extra constraints to the islanding solution, as well as to ensure the electrical cohesiveness between the extra nodes and the nodes in the formed groups. The formation of islands with low electrical distance between their elements and high electrical distance between the elements of different islands indicates high electrical cohesiveness inside the islands, while there are evidence suggesting the reduction of loop flows (transaction leakages) between different islands [16] . The threshold is calculated as r = σ (R )
where R is a matrix including all the r i,j , i, j∈V values, σ(R) is the standard deviation of all elements in matrix R, K is the number of resulting islands and I is a counter indicating the number of times that the recursive procedure is executed. In other words, at each additional execution of the LP formulation the electrical distance threshold is broaden in order to preassign into the predetermined groups a larger number of nodes. This procedure is repeated until the LP ICI algorithm generates a valid solution. The extra time consumed by this recursive procedure is a small penalty that has to be paid, compared to the uncertainty of the execution time of the MILP. Note that multiple steps of the recursive procedure can be executed in parallel. Consequently, the recursive LP ICI algorithm is much faster than its MILP counterpart.
IV. SIMULATION RESULTS
The proposed LP ICI algorithm is tested using the IEEE 118-and 300-bus test systems and is compared with the MILP ICI algorithm. The dynamic data of the generators and the details of the controllers (i.e., AVR and governors) can be found in [17] . The proposed LP ICI algorithm is also tested using a real large-scale power system that is more representative of modern system operations footprints, the Polish network available in MatPower [18] . Note that both MILP ICI and LP ICI algorithms are aimed to be used following the determination of the necessity to split the power system. The two aforementioned algorithms are compared in terms of execution time and partitioning cost (given that both algorithms utilize the additional constraints generated from the SSR procedure presented in Section III-B). It is important to mention that the LP ICI algorithm results in an optimal solution for the cases of splitting both test systems up to 4 islands. However, the recursive linearization procedure is needed when splitting the IEEE 300-bus test system to 5 and 6 islands. For the case of the Polish network, the recursive linearization procedure is needed when splitting this system to 4 islands.
A. IEEE 118-bus Test System
The IEEE 118-bus test system consists of 19 synchronous generators, 177 transmission lines, 9 transformers and 91 constant power loads.
A. Testing Case Description: At the time t = 0 s, a three phase to ground fault occurs near bus 25 at line 23 − 25 and is cleared after local relays open the faulty line at 0.18 s. The swing trajectories obtained are shown in Fig. 3 . It can be observed that within a short time after the fault is cleared, the generators are divided into two groups: {G10, G12, G25, G26, G31} and {G46, G49, G54, G59, G61, G65, G66, G69, G80, G87, G89, G100, G103, G111}. Moreover, as it can be observed in Fig. 3 , if the system is not split into two islands, the frequency of the generators considerably increases and the terminal voltages of the generators significantly reduce. Hence, this disturbance will result to a blackout quickly after the fault is cleared. In this case, the necessity to split the system is considered to be at 0.28 s. Hence, considering the power flow and actual topology of the system at t = 0.28 s, the proposed LP ICI algorithm is used to find the optimal islanding solution. It is noted that, for demonstrated purposes, the proposed LP ICI algorithm is also used to split the system to up to four island. Hence, the coherent generator groups for up to four groups are considered to be as presented in Table I .
The trees found by the SSR procedure for each number of islands are presented in Fig. 5(a)-(c) . The resulted trees span to each generator in each group. Specifically, the nodes V T k of each tree T k will be directly assigned to the same resulting islands, ensuring the generator coherency. This assignment is achieved through additional constraints. Moreover, each tree T k is enforced to include at least one load node in order to ensure the formation of more reliable and sustainable islands. Hence, no isolated generator nodes are produced. For instance, for K = 4, ( Fig. 3(c) ), the assignment of at least one load to the coherent group 87 (i.e., load 86) has been made (finding the minimum path between them) in order to avoid the collapse of the particular island. Following the additional constraint of the SSR and the transmission line availability constraints (if any exist), the islanding solutions for all the possible number of coherent generator groups as determined by both MILP ICI and the LP ICI algorithms are shown in Table III . This table also summarizes the PC and the execution time of each islanding solution obtained. As can be seen, both approaches have resulted in identical solutions. However, as shown by the percentage of execution time improvement, the LP ICI is significantly faster than its MILP counterpart. In addition, it is important to mention that the final islanding solution for all the possible number of coherent groups was obtained in the first iteration of the recursive linearization procedure. More specifically, for the case of two islands (K = 2), the islanding solution was found in approximately 0.1035 s. Hence, islanding was undertaken at 0.3835 s (0.1035 s after determining the necessity to island the system at t = 0.28 s). It is important to remember that there are a few seconds for controlled islanding after system suffered a severe fault [7] . Consequently, our ICI algorithm can meet the demand of real-time controlled islanding. Fig. 4 shows the dynamic trajectories after implementing the solution. As noticed, two stable groups are created. Moreover, Fig. 4 also shows the generator frequencies and the generator terminal voltages. As noticed, the frequencies of Island 1 and Island 2 are 0.9987 p.u. and 1.000 p.u., respectively. Voltages also reach values close to nominal values. Since the splitting strategy successfully retains the frequency of the islands within accept- able limits and the corresponding voltages within the thresholds, it can be concluded that the use of the proposed LP ICI algorithm to split the power system in a controlled manner can prevent the blackout. It is noted that, for K = 3 and K = 4, the behavior of the system without and with islanding is similar to the one presented in Figs. 3 -4 for K = 2. 
B. IEEE 300-bus Test System
The IEEE 300-bus test system consists of 69 generators, 306 transmission lines, 174 transformers and 197 loads. All the generators are equipped with an IEEE type-1 exciter and a simple turbine governor. Taking into account that this test systems consists of 3 individual systems, its coherent generator groups up to 6 groups were reasonable assumed and determined as presented in Table II .
The result of the SSR procedure for K = 3 and K = 5 are presented in Figs. 6 and 7 respectively. As can be observed, the SSR procedure managed to pre-assign a large number of nodes to the islands; hence, the complexity of the problem was significantly reduced. As a result, solutions for even 6 islands were able to be obtained close to 1 s as indicated in Table IV . A point worth mentioning is that the LP formulation was not able to provide a binary solution for K = 5 and K = 6 (indicated by the * in their execution time in Table IV ) in the first iteration of the recursive linearization procedure proposed in Section III-C. However, an optimal solution was obtained for both cases in the second iteration of the procedure. Specifically, based on the electrical distance, 5 and 3 additional load nodes were assigned in specific islands for K = 5 and K = 6 respectively. Most importantly, since the extra iterations of the recursive procedure are executed in parallel, the execution time compared with the corresponding time of the MILP was improved by at least 50%. Consequently, it can be seen that the proposed ICI algorithm based on LP formulation can meet the requirements of real-time controlled islanding in case of large-scale power systems.
C. Polish 3375-bus Test System
The Polish 3375-bus test system has been obtained by the MatPower [18] package of Matlab. The Polish Network available in MatPower represents the Polish 400, 220 and 110 kV networks during winter 2007-08 evening peak conditions and includes some equivalents of the German, Czech and Slovak networks. Generator groups for up to four groups were generated based on the spatial network distribution. At this point, it is important to mention that for large-scale systems (over 1000 nodes), the SSR procedure plays a crucial role on reducing as much as possible the search space of the optimization algorithm. The islanding solutions for all the possible numbers of coherent generator groups as determined by both MILP ICI and the LP ICI algorithms appear in Table V . As can be seen from the table, for K = 2 and K = 3, the additional constraints generated by the SSR procedure are enough to linearize the problem. Therefore, the solutions from the two algorithms are identical. However, the time needed to execute the LP algorithm is significantly less than its MILP counterpart. Specifically, the LP ICI shows over 85% and 73% improvement in execution times for K = 2 and K = 3, respectively. However, for K = 4, it can be noticed that the LP ICI algorithm provides a slightly worst solution, in terms of the PC (difference of 128.731 MW), than the MILP ICI algorithm. This deviation from the optimal solution provided by the MILP ICI relies on the added constraints that have been generated by the recursive linearization procedure. The difference in the two solutions is presented in the first cutset as shown in Table V . Specifically, the first cutset for K = 4 includes edge 10201 − 3012 for the MILP algorithm while for the LP includes edges 3217 − 3225, 3218 − 3214, 3232 − 3213 instead. For the linearization of the problem, 5 iterations were needed for the recursive linearization procedure, where at the last iteration which linearized the problem, 52 additional nodes were assigned to the groups. Please note that, the iterations are executed in parallel. The execution time needed in order to get a binary result was 54.460 seconds.
From the results, it becomes evident that the proposed LP ICI algorithm can produce high quality results while its execution time is much lower than the execution time of the MILP algorithm. In particular, in two out of the three possible number of islands (K = 2 and K = 3), the LP ICI algorithm is able to provide the same optimal results as the MILP ICI algorithm, while for K = 4, its partitioning cost difference is lower than 7%. More importantly, the execution time of the MILP ICI algorithm for the Polish network is unacceptable for ICI applications. On the other hand, the execution time of the LP ICI algorithm is within reasonable limits.
V. DISCUSSION
The simulation results presented in this work indicate that the LP ICI algorithm is able to provide fast and high quality solutions, which in most presented cases is equal to the optimal solution given by the MILP ICI algorithm. In this section a comparison of the proposed approach in terms of execution time with other existing MILP approaches is presented. Moreover, since the LP ICI algorithm is a combination of the SSR procedure and the LP optimization (which are interdependent), the interdependencies as well as some other uniques characteristics of the proposed method are also discussed.
Firstly, it is important to highlight that, no approach exists for a direct one to one comparison (an approach with the same objective function and the same number and type of constraints). Nevertheless, an execution time comparison with other existing Fig. 6 . SSR result on IEEE 300-bus test system for K = 3. Fig. 7 . SSR result on IEEE 300-bus test system for K = 5. MILP methods [19] , [20] applied on the IEEE 118-and 300-bus test systems to solve the ICI problem is presented in Table VI . To the best of the authors' knowledge, no other approach exists based on a mathematical formulation that provides optimal results on the Polish network. As can be seen from Table VI, the proposed approach is faster than the other two approaches, even if it satisfies a larger number of constraints. Note that while there are differences between the constraints used in the aforementioned approaches, additional constraints can easily be added to the proposed approach with minimal or no effect on its execution time.
As mentioned above, the execution times reported are a combination of the SSR procedure and the optimization method used. Therefore, the reported times given in this work indicate the execution times of the whole ICI algorithm. It is important to mention that these execution times depend on multiple characteristics of the system (e.g., number of the coherent generator groups, number and location of the generators of each coherent group, number of resulting islands and system size). Nonetheless, a good estimation of the execution time increase with respect to the system size (e.g., 118, 300 and 3375 nodes) appears in Fig. 8 .
VI. CONCLUSION
In this paper, a linear programing formulation for solving the ICI problem is presented. The proposed algorithm directly determines an islanding solution for large scale power networks with minimal power-flow disruption for any given number of islands in a timely manner. In addition, the proposed ICI algorithm ensures that only coherent generators are included in each island, enables operators to constrain any transmission line to be excluded from the solution, allows the control of the size of islands and ensures that each resulting island is connected. The proposed LP formulation is derived from the relaxation of an MILP formulation developed for solving the building partitioning problem. This relaxation is achieved through an SSR procedure which finds a tree for each island with minimum number of nodes, spanning to all generator nodes of its coherent group. The nodes that are included in these trees are directly assigned to their resulting island, ensuring the generator coherency. The LP formulation is executed as a part of a recursive linearization procedure which ensures the generation of a binary solution; hence the validity of the resulting islanding solution is also ensured. The time improvement and effectiveness of the proposed ICI algorithm based on the LP formulation has been demonstrated using large-scale test systems such as the IEEE 118-and IEEE 300-bus test systems.
