Abstract. We present two classes of matrix splittings and give applications to the parallel iterative solution of systems of linear equations. These splittings generalize regular splittings and P-regular splittings, resulting in algorithms which can be implemented efficiently on parallel computing systems. Convergence is established, rate of convergence is discussed, and numerical examples are given.
1. Introduction. Consider the solution of a large linear system of equations Ax b on a parallel computer. We assume that several processors are available and that they can execute different instruction sequences on their local data and can communicate with physically adjacent processors.
In this paper we consider the problem of solving linear systems for which the matrix A can either be split into many pieces or split into two pieces in many ways. An example of the first case is the assembly of a finite element matrix by elements. In that case A can be decomposed as We discuss ways of using these two kinds of decompositions of A in order to construct convergent iterative methods which are structured so that most operations can be performed in parallel. We base such iterative methods on multi-splittings of the matrix A.
In 2 we define multi-splittings and prove some convergence results for these iterative methods. Section3 provides a discussion of parallelism in the iterative methods, examples of problems for which multi-splittings can be used, and motivation for the definitions and results of 2. Section 4 provides results of some numerical experiments on multi-splittings. It is possible to read 3 and 4 before 2 if a reader is so inclined.
2. Multi-splittings: definitions and theory. We begin with a definition of a multisplitting of a matrix A, discuss its use in an iterative method for solving linear systems, and prove some Proof. (a) The proof parallels the proof for convergence of weak regular splittings found, for example, in Ortega [6] . From the definitions of H and weak regular splitting we have the following three facts:
1. H ->_ 0 and therefore H >_-0, j 0, 1, .
2. I H ,k DkB-IA. 3 . (/+H+''' +n")(I-n)= I-n"+. Now, using these facts in order,
Therefore, the elements of H must remain bounded, and therefore H is convergent.
(b) Again, the proof parallels a standard proof of convergence, that for P-regular splittings [6] . It is sufficient to show that A-HTAH is positive definite; then the result that p(H)< 1 follows from a theorem of Stein [9] . We use the notation B -r= (Br) -1=
(B-') T.
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Let sym (P)= (P+ PT)/2 denote the symmetric part of the matrix P. Then sym (S,) Z akAB-
and each of these terms is positive definite. Now Form xi+ (1-to)xi+ to ,k DkYk.
We use the term "dissolution" in the sense of "the breaking up of an assembly or organization" (Random House Dictionary, 1980). As before, Dk is a diagonal matrix and A BkParallelism in Algorithm 2 could be exploited in several ways, depending on the precise machine architecture and the choice of the multi-splitting (Bk, Ck, Dk). First, the computations in (3.1) for various k are independent, and could be performed in parallel. (Note that if a main diagonal element of Dk is zero, the corresponding component of Yk need not be computed at all.) Second, the n components of a single vector Yk (or xi/) could be computed in parallel. Third, the accumulation of the sum of K + 1 terms which forms a component of xi/l could be formed in O(log2 (K)) time using parallel computation.
Our first two examples illustrate the use of convergent multi-splittings to solve algebraic systems resulting from applying the finite difference and finite element methods to partial differential equations. In both examples, the original matrix is decomposed into a sum of matrices which are considerably "simpler" than the original one and which reflect significant contributions to A from given subsets of nodes. Thus it is natural to use these decompositions of A as the basis for a dissolution as defined in2. Let 11 be a square and use the second order accurate 5-point finite difference method to discretize the equation with rn equally spaced interior mesh points in each direction. (u,..., u,,,. .., Ulm,"', Um,) r. This can further be broken into the sum of 2m matrices Ak, each one corresponding to one of the matrices T. We introduce nonnegative diagonal matrices Ek such that the matrices Bk Ak + Ek are invertible, and construct a set of nonnegative diagonal matrices Dk which sum to I. Since it is natural to let a diagonal component of Ok be zero if the component corresponds to a mesh point or element not in block k, most of the linear systems in Equation (3.1) of Algorithm 2 do not require the computation of a full n-dimensional problem but one whose size is much smaller--dimension m. The matrix Ek can be taken as 0 when A k is nonzero and as arbitrary positive diagonal elsewhere. The solution of each linear system is independent of the others and can be performed in parallel if sufficient processors are available. Under natural assignments of unknowns to processors, nearby mesh points will be computed in nearby processors, so communication in step (3.1) will be local.
Theorem l a applies to this multisplitting and assures convergence. and Ak, k 1, m-1 has the element matrix as a diagonal block starting in row and column k and zeros elsewhere. This splitting of finite element matrices has also been used as the basis of an iterative method by Hayes and Devloo [3] . We have chosen trivial problems in Examples 1 and 2 to make the descriptions easier, but the methods are equally applicable to irregular meshes in several space dimensions.
We now give an example of a convergent multi-splitting which is not derived from a dissolution. Although convergence is assured in each of these examples, it may be too slow in practice. The practical use of these algorithms in the parallel solution of sparse linear systems may be as highly parallel preconditionings of some faster iterative method such as conjugate gradients or block conjugate gradients [5] . 4 . Numerical examples. In the following examples we apply Algorithm 2 to two problems and study the convergence of the algorithm as the block size, the choice of Ek, and the choice of to are changed. The second example arises from an elliptic boundary value problem and is more realistic than the first in the size and character of the resulting matrix.
Numerical example 1. Consider the ordinary differential equation -Uxx=f(x) 10, u(0)= 1 u(1). Table 2 and to in Table 3 are near optimal. experiments, to-1.3 was determined to be near optimal. Results appear in Table 5 .
