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ABSTRACT
A large-scale distributed antenna system that serves the users by co-
herent joint transmission is called Cell-free Massive MIMO (mul-
tiple input multiple output). For a given user set, only a subset of
the access points (APs) is likely needed to satisfy the users’ per-
formance demands. To find a flexible and energy-efficient imple-
mentation, we minimize the total power consumption at the APs in
the downlink, considering both the hardware and transmit powers,
where APs can be turned off. Even though this is a non-convex op-
timization problem, a globally optimal solution is obtained by solv-
ing a mixed-integer second-order cone program. We also propose a
low-complexity algorithm that exploits group-sparsity in the prob-
lem formulation. Numerical results manifest that our optimization
framework can greatly reduce the power consumption compared to
keeping all APs turned on and only minimizing the transmit powers.
Index Terms—Cell-free Massive MIMO, total power minimiza-
tion, sparse optimization, energy efficiency.
1. INTRODUCTION
Cell-free Massive MIMO (multiple input multiple output) is a new
promising wireless technology to deal with the mediocre cell-edge
performance of cellular networks [1]. The system consists of many
distributed access points (APs) that transmit coherently in the down-
link and process the received signals coherently in the uplink [2, 3],
leading to a higher signal-to-noise ratio (SNR) without using more
power. The distributed nature gives massive macro-diversity against
pathloss and shadow fading. The spectral efficiency (SE) of Cell-free
Massive MIMO has been characterized for Rayleigh fading chan-
nels and various implementations in [2–5]. The SE was optimized
in [2, 3, 6, 7] (among others) to achieve max-min fairness.
In this paper, we instead consider that each user has an SE re-
quirement that the system must satisfy to not cause service interrup-
tions. Hence, the goal of the resource allocation is for the system to
deliver the required SEs with as low power consumption as possible,
leading to maximum energy efficiency. We stress that this approach
to energy efficiency maximization is different from [6, 8]. In par-
ticular, we will consider the possibility to turn off APs that are not
needed to serve the current set of users, bearing in mind that each
user will mainly be served by its neighboring APs. This is an impor-
tant feature since Cell-free Massive MIMO systems may have many
APs [2, 3], where the large number is needed to provide consistent
coverage but might not be needed at every time instant.
1.1. Relation to Prior Work
The problem of AP activation in distributed antenna systems has pre-
viously been analyzed for cloud radio access networks [9–11]. How-
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ever, these prior works consider slowly fading channels and perfect
channel state information (CSI). In contrast, we consider fast fad-
ing channels, imperfect CSI, and pilot contamination. Hence, the
optimization problems considered in this paper are entirely different
from those in previous work, and more useful for implementation.
1.2. Contributions
In this paper, we consider a Cell-free Massive MIMO system with
multi-antenna APs and maximum ratio transmission (MRT) in the
downlink. We formulate a total power minimization problem where
the active APs and transmit power allocation are the variables. This
problem is non-convex but can be solved as a mixed-integer second-
order cone (SOC) program. Since this approach is too complex for
real-time applications, we develop a lower-complexity solution by
exploiting the inherent sparsity in the problem. The numerical re-
sults demonstrate that there are scenarios where only a subset of the
APs are needed to satisfy the SE requirements and large power re-
ductions can be achieved by turning off the remaining APs.
Notations: We use boldface lower-case and upper-case letters
to denote vectors and matrices, respectively. The transpose is de-
noted by the superscript (·)T and the Hermitian transpose is denoted
by (·)H . The expectation operator is E{·} and CN (·, ·) denotes a
circularly symmetric complex Gaussian distribution. The Euclidean
norm, `1-norm, and `p-norm of a vector x is denoted as ‖x‖, ‖x‖1,
and ‖x‖p, respectively. The cardinality of a set X is denoted |X |.
2. SYSTEMMODEL
We consider a Cell-free Massive MIMO system with M distributed
APs and K single-antenna users. Each AP has N antennas and is
connected to a central processing unit (CPU) via unlimited fronthaul
links. We consider the standard block fading model [12], where the
channels are fixed and frequency-flat within a coherence interval of
τc channel uses. The channel between AP m and user k is modeled
by uncorrelated Rayleigh fading as
hmk ∼ CN (0, βmkIN ), (1)
where βmk ≥ 0 is the large-scale fading coefficient.
The users are served by coherent joint transmission from the
APs. We assume that each user k has a required downlink SE value
ξk > 0 [b/s/Hz] that must be satisfied. The users and APs are arbi-
trarily distributed, thus it is likely that these SE requirements can be
fulfilled without using all the APs. The main goal of this paper is to
find a subset A ⊂ {1, . . . ,M} of active APs and the corresponding
transmit powers that satisfy the SE requirements while minimizing
the total power consumption.
We consider a time-division duplex (TDD) protocol where each
AP m estimates the channels {hmk : k = 1, . . . ,K} from itself to
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the users by using uplink pilot transmissions. As in [2, 3], τp < K
orthonormal pilot signals are utilized and assigned to the users. We
let Pk denote the subset of users assigned to the same pilot as user k.
By following standard methods for channel estimation and downlink
precoding [13, 14], we obtain the following result.
Lemma 1. Suppose MRT is used for downlink transmission and AP
m allocates power ρmk′ to user k′, then an ergodic SE of user k is
Rk({ρmk},A) =
(
1− τp
τc
)
log2 (1 + SINRk({ρmk},A)) ,
(2)
where the effective SINR is
SINRk({ρmk},A) =
N
( ∑
m∈A
√
ρmkγmk
)2
N
∑
k′∈Pk\{k}
(∑
m∈A
√
ρmk′γmk
)2
+
K∑
k′=1
∑
m∈A
ρmk′βmk + σ2
,
(3)
the noise variance is σ2, pk is the uplink pilot power of user k, and
the mean-square of the channel estimates between AP m and user k
is
γmk =
τppkβ
2
mk
τp
∑
k′∈Pk pk′βmk′ + σ
2
. (4)
The difference between Lemma 1 and the previous work [13,14]
is that only the subset A of the APs are active. In (3), the numera-
tor is proportional to N which is the array gain achieved by having
multiple antennas at each AP. The first term in the denominator is
coherent interference from the pilot-sharing users. The second term
is conventional non-coherent interference and the third term is noise.
3. TOTAL POWERMINIMIZATION PROBLEM
In this section, we formulate a total power minimization problem un-
der the SE requirements of the users and a maximum transmit power
Pmax per AP. We then rewrite it as a mixed-integer SOC program,
which can be solved but with high complexity. Similar to [6], we
model the total power consumption of the all active APs as
Ptotal({ρmk},A) =
∑
m∈A
∆
K∑
k=1
ρmk +
∑
m∈A
Pact (5)
where the first term is the transmit power multiplied with the inef-
ficiency factor ∆ ≥ 1 of the power amplifiers and the second term
contains the fixed power Pact per active AP.
The total power consumption minimization problem is
minimize
{ρmk≥0},A
Ptotal({ρmk},A) (6a)
subject to Rk({ρmk},A) ≥ ξk, ∀k, (6b)
K∑
k=1
ρmk ≤ Pmax, ∀m ∈ A. (6c)
This is a complicated problem since all APs can transmit data to
all users and also cause interference to all users. We first define
νk = 2
ξkτc/(τc−τp)−1, ∀k and notice that the SE constraint in (6b)
can be rewritten as
SINRk({ρmk},A) ≥ νk, ∀k. (7)
To simplify the problem, we introduce the notation rA ∈ C|A|K+1,
zkA ∈ C|A|, gkA ∈ C|A|, UA ∈ C|A|×K , skA ∈ CK+|Pk|. These
vectors and matrices are defined as
rA =
[√
∆m1′ ρ∆m1′ 1
, . . . ,
√
∆m|A|ρm|A|K ,
√∑
m∈A
Pact
]T
,
(8)
zkA =
[√
zm1′k, . . . ,
√
zm|A|k
]T
, (9)
gkA =
[√
Nγ1k, . . . ,
√
NγmAk
]T
, (10)
UA =[u1, . . . ,uK ]
T , (11)
skA =
[√
νk
(
gTkAut′1 , . . . ,g
T
kAut′|Pk\{k}|
, . . .
‖zkA ◦ u1‖, . . . , ‖zkA ◦ uK‖, σ
)]T
, (12)
where m1′ , . . . ,m|A| are the members of the setA (i.e., the indices
of the active APs). The kth column of UA in (11) is denoted uk =
[
√
ρ1k, . . . ,
√
ρmAk ]
T and the mth row is denoted as u′m. In (12),
t′1, . . . , t
′
|Pk\{k}| are the indices of the users belonging to the setPk \ {k}, and |Pk| is the cardinality of the set Pk. The Hadamard
product is denoted by ◦. By using these notations and (7), we can
obtain an equivalent epigraph representation of problem (6) as
minimize
{ρmk≥0},A,sA
sA (13a)
subject to ‖rA‖ ≤ sA, (13b)
‖skA‖ ≤ gTkAukA, ∀k = 1, . . . ,K, (13c)
||u′m|| ≤
√
Pmax, ∀m ∈ A. (13d)
The auxiliary variable sA moves the objective function of prob-
lem (6) to the first constraint in (13b). We observe that for a given
A, problem (6) reduces to an SOC program, as previously shown
in [2, 3]. Hence, although (13) is non-convex and NP-hard, it can be
solved by making an exhaustive search over all possible selections
ofA. Since at least one AP needs to be active if there isK ≥ 1 users
with non-zero SE requirements, there are 2M−1 different selections
of the APs that need to be considered in an exhaustive search.
3.1. Globally Optimal Solution
Making an exhaustive search to solve (13) is very computationally
costly even in a relatively small network. We will therefore further
reformulate the problem to reduce the complexity, while guarantee-
ing to find the global optimum.
Let the binary optimization variable αm ∈ {0, 1} characterize
the on/off activity of AP m. We can then replace the maximum
transmit power of AP m by α2mPmax, which takes the original value
Pmax when the AP is active and is zero when the AP is turned off.
This feature is exploited to formulate a mixed-integer SOC program.
Lemma 2. Consider the mixed-integer SOC program
minimize
{ρmk≥0},{αm},s
s (14a)
subject to ‖r‖ ≤ s, (14b)
‖sk‖ ≤ gTk uk, ∀k = 1, . . . ,K, (14c)
‖u˜′m‖ ≤ αm
√
Pmax, ∀m = 1, . . . ,M, (14d)
αm ∈ {0, 1}, ∀m = 1, . . . ,M, (14e)
where u˜′m is the m-th row of matrix U˜ = [u˜1, . . . , u˜K ] ∈ CM×K
and u˜k = [
√
ρ1k, . . . ,
√
ρMk]
T ∈ CM , k = 1 . . . ,K. Moreover,
the vectors r ∈ CMK+M and sk ∈ CK+|Pk| are defined as
r =
[√
∆1ρ11, . . . ,
√
∆MρMK , α1
√
Pact,1, . . . , αM
√
Pact
]T
,
(15)
sk =
[√
νk
(
gTk ut′1 , . . . ,g
T
k ut′|Pk\{k}|
, ‖zk ◦ u1‖, . . . ,
‖zk ◦ uK‖, σ
)]T
, (16)
with zk = [
√
z1k, . . . ,
√
zMk]
T and gk =
[√
Nγ1k, . . . ,
√
NγMk
]T .
Problems (13) and (14) are equivalent in the sense that they have
the same optimal transmit powers. If we denote by {α∗m} an optimal
solution to the binary variables {αm} in (14), the optimal set of
active APs in problem (13) is
A = {m : α∗m = 1,m ∈ {1, . . . ,M}} . (17)
Proof. The proof is omitted due to the space limitations.
Problem (14) is a mixed-integer SOC program on standard form
and can, thus, be solved by the general-purpose toolbox CVX [15]
using the MOSEK solver [16]. These softwares apply a branch-and-
bound approach to deal with the binary variables.
The new binary variables provide the explicit link between the
hardware and transmit power consumption, which is an important
factor to obtain the global optimum to problem (14). A key reason
that we can preserve the SOC structure despite adding the new binary
variables is that the binary variables are not involved in the SINR
constraints (14c). Instead there is an implicit connection via the zero
maximum transmit power for inactive APs. This is different from
previous approaches (e.g., [9]) where αm appears in the SINRs and
therefore would break the SOC structure.
4. SPARSITY-BASED LOW-COMPLEXITY ALGORITHM
Motivated by the high computational complexity of solving the total
power minimization problem using Lemma 2, we will now propose
an algorithm that finds a good suboptimal solution with tolerable
complexity. Since we are searching for a solution where many of the
power variables are zero, we will re-express (6) as a sparse recon-
struction problem where we try to push many of the transmit power
variables to become zero. We begin with the following result.
Lemma 3. The original problem (6) has the same optimal transmit
powers as the following problem
minimize
{ρmk≥0}
M∑
m=1
∆‖ρm‖2 + 1m(ρm)Pact
subject to ‖skAM ‖ ≤ gTkAMukAM , ∀k = 1, . . . ,K,
||u′m|| ≤ 1m(ρm)
√
Pmax, ∀m = 1, . . . ,M,
(18)
where ρm = [
√
ρm1, . . . ,
√
ρmK ]
T ∈ CK , AM = {1, . . . ,M},
and
1m(ρm) =
{
1, if ‖ρm‖ > 0,
0, if ‖ρm‖ = 0. (19)
Moreover, if we denote by {ρ∗mk} the optimal set of all transmit pow-
ers to (18), then the set
A = {m : ‖ρ∗m‖ = 0,m ∈ {1, . . . ,M}} (20)
is the optimal set of active APs to problem (6).
Proof. The proof is omitted due to the space limitations.
Lemma 3 shows that we do not need separate variables for opti-
mizing the active APs set A, but we can implicitly determine if AP
m is active or not by checking if ‖ρm‖ > 0 or ‖ρm‖ = 0. The re-
formulated problem (18) has fewer variables but remains non-convex
due to the `0-norm in the objective. A standard approach is to relax
the `0-norm to a convex `1-norm, but we will take another approach
that is known to utilize the sparsity more effectively [17]. We con-
sider an `p-norm relaxation of problem (18) for some 0 < p < 1:1
minimize
{ρmk≥0}
(
M∑
m=1
(
∆2/p˜‖ρm‖2
)p˜/2
+ P
p˜/2
act
)2/p˜
(21a)
subject to‖skAM ‖ ≤ gTkAMukAM , ∀k = 1, . . . ,K, (21b)
||u′m|| ≤
√
Pmax, ∀m = 1, . . . ,M. (21c)
The objective function of problem (21) treats every vector ρm as
an entity in ∆2/p˜‖ρm‖2 when seeking for a sparse solution. This
group-sparse approach differs from the previous works that consider
element-based [18] or beamforming-vector-based [19] sparsity.
Even though problem (21) remains non-convex after the norm
relaxation, we can find a stationary point by adapting the iteratively
reweighted least square approach [20], that was originally developed
for component-wise sparsity. By dropping the exponent 2/p˜ and
Pact in (21a), we achieve the following result.
Theorem 1. Suppose problem (21) is feasible. Since the feasible set
is convex, we can construct an iterative algorithm that starts with
the given initial weight values a(0)m = 1, ∀m = 1, . . . ,M, and in
iteration n = 1, 2, . . . solves the following SOC program:
minimize
{ρmk≥0}
M∑
m=1
a(n−1)m ‖ρm‖2
subject to ‖skAM ‖ ≤ gTkAMukAM , ∀k = 1, . . . ,K,
||u′m|| ≤
√
Pmax, ∀m = 1, . . . ,M,
(22)
to yield the solution {ρ∗,(n)m }, for which
ρ∗,(n)m =
[√
ρ
∗,(n)
m1 , . . . ,
√
ρ
∗,(n)
mK
]T
∈ CK , (23)
is the optimal transmit powers for AP m at iteration n. After that,
the weight values are updated for the next iteration as
a(n)m =
∆p˜
2
(
‖ρ∗,(n)m ‖2 + 2n
) p˜
2
−1
, (24)
where n is a sufficient small positive damping constant with n ≤
n−1 and limn→∞ n = 0. The proposed iterative process exhibits
the properties below:
1. The objective function of (21) reduces after each iteration un-
til reaching a fixed point, which is a stationary point of (21).
2. If an arbitrary AP m has zero transmit power at the optimum
of iteration n, this AP will have zero transmit power in all the
following iterations.
Proof. The proof is omitted due to the space limitations.
1From the range of the considered `p-norms, the condition 0 < p˜/2 < 1
as in (21) leads to 0 < p˜ < 2.
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Fig. 1. The CDF of the total transmit power.
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Fig. 2. The CDF of the total power consumption.
Theorem 1 guarantees a monotonically decreasing objective
function and the main computational cost is to solve (22) in each
iteration. The iterative process reaches a stationary point to prob-
lem (21) where APs are turned off along the iterations. The damping
constant n > 0 is introduced to cope with numerical issues that can
appear when updating the weight values (24). The stopping criterion
can be selected by comparing two consecutive iterations.
Due to the norm-relaxation, we will not use the solution from
Theorem 1 as the final solution but instead as an indication of which
APs to turn off. More precisely, we compute the transmit power that
the APs utilize at the solution from Theorem 1 and reorder the APs
in increasing power order. We then make a bisection-like search over
how many APs should be turned on and always keep the ones that
utilize the most power at the solution from Theorem 1. We thereby
identify an AP set that minimizes the total power consumption.
5. NUMERICAL RESULTS
We have simulated a setup where M = 20 APs and K = 20 users
are randomly distributed within a squared area of 1 km2 by a uni-
form distribution, given that the distance between two APs should
be larger than 50 m. Each AP is equipped with N = 20 antennas.
The requested SE from each user is 2 [b/s/Hz]. We apply the wrap-
around structure to get rid of edge effects and guarantee uniform
simulation performance for the M APs. Coherence intervals have
τc = 200 symbols. There are τp = 5 orthogonal pilots and each
is assigned to 4 randomly selected users. The pilots are transmitted
with uplink power pk = 0.2 W. We use the large-scale fading model
with correlated shadow fading from [5], which matches well with the
3GPP Urban Microcell model for a carrier frequency 2 GHz. The
maximum downlink power per AP is Pmax = 1 W and the noise
variance is σ2 = −92 dBm. The power consumption is modeled
similar to [6]: ∆ = 2.5 and Pact = 5.03 W.
We compare the following methods:
(i) Transmit power only: All APs are turned on and the total
transmit power is minimized as in [6, 8].
(ii) Group sparsity: This is the proposed sparsity-based method
from Sec. 4 with the norm p˜/2 = 0.5.
(iii) Disjoint sparsity: This is a previous method from [19, 21]
where the AP subset and transmit power are optimized dis-
jointly.
(iv) Mixed-integer SOC: This is the optimal method from Sec. 3.1.
Fig. 1 shows the cumulative distribution function (CDF) of the
total transmit power [W] achieved by the four different methods,
where the randomness is due to the different AP and user locations.
When all APs are active, the transmit power is 1.8 W on the average.
The mixed-integer SOC program uses roughly 3.6× more transmit
power: 6.4 W on the average. The proposed sparsity-based method
utilizes about 7 W, while the disjoint sparsity benchmark uses the
highest transmit power level: about 11.8 W.
The proposed methods are not minimizing the transmit power
but the total transmit power. Fig. 2 shows the CDF of the total power
consumption [W]. Contrary to the previous figure, the benchmark
where all APs are active has the the highest total power consumption:
about 102 W on average. By solving the proposed mixed-integer
SOC program, we find the globally minimum total power consump-
tion, which saves about 49% compared with the baseline. The
proposed sparsity-based method requires around 17% more power
than the global minimum. In contrast, the previous disjoint sparsity
benchmark requires 32% more power than the global minimum.
6. CONCLUSION
This paper has minimized the total downlink power consumption
in cell-free Massive MIMO systems by jointly optimizing the num-
ber of active APs and their transmit powers, while satisfying the
SEs requested by the users. A globally optimal solution can be
found by formulating the considered problem as a mixed-integer
SOC program. We observe a considerable reduction in the total
power consumption (about 50%) compared with only minimizing
the total transmit powers as in previous work. Since the mixed-
integer SOC program has high computational complexity, we also
developed a lower-complexity algorithm that finds a good subop-
timal solution with relatively low complexity by utilizing sparsity
methods. In the simulation part, this method only requires 20% more
power than the global minimum.
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