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ON THE CAUCHY PROBLEM FOR THE LINEARISED
EINSTEIN EQUATION
OLIVER LINDBLAD PETERSEN
Abstract. A classical problem in general relativity is the Cauchy problem
for the linearised Einstein equation (the initial value problem for gravitational
waves) on a globally hyperbolic vacuum spacetime. A well-known result is that
it is uniquely solvable up to gauge solutions, given initial data on a spacelike
Cauchy hypersurface. The solution map is an isomorphism between initial data
(modulo gauge producing initial data) and solutions (modulo gauge solutions).
In the first part of this work, we show that the solution map is actually an
isomorphism of locally convex topological vector spaces. This implies that the
equivalence class of solutions depends continuously on the equivalence class of
initial data. We may therefore conclude well-posedness of the Cauchy problem.
In the second part, we show that the linearised constraint equations can
always be solved on a closed manifold with vanishing scalar curvature. This
generalises the classical notion of TT-tensors on flat space used to produce
models of gravitational waves.
All our results are proven for smooth and distributional initial data of
arbitrary real Sobolev regularity.
Contents
1. Introduction 1
2. The function spaces 3
3. Linearising the Einstein equation 7
3.1. The linearised Einstein equation 8
3.2. The linearised constraint equation 9
4. Well-posedness of the Cauchy problem 10
4.1. Existence of solution 10
4.2. Uniqueness up to gauge 13
4.3. Gauge producing initial data and gauge solutions 16
4.4. Continuous dependence on initial data 20
5. The linearised constraint equations 22
Appendix A. Some linear differential operators 27
A.1. Linear elliptic operators 27
A.2. Linear wave equations 29
References 30
1. Introduction
Gravitational waves are usually modelled as solutions to the linearised Einstein
equation. The purpose of this work is to extend well-known results on the Cauchy
problem for the linearised Einstein equation.
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The classical existence theorem for the Cauchy problem for the (non-linear) Ein-
stein equation, proven by Choquet-Bruhat in [FB52], can be formulated as follows.
Given a Riemannian manifold (Σ, g˜) with a smooth (0, 2)-tensor k˜ satisfying the
vacuum constraint equations
Φ(g˜, k˜) :=
(
Scal(g˜)− g˜(k˜, k˜) + (trg˜k˜)
2
div(k˜ − trg˜(k˜)g˜)
)
= 0,
there is a globally hyperbolic spacetime (M, g) satisfying the Einstein vacuum equa-
tion
Ric(g) = 0,
and an embedding ι : Σ →֒ M such that (g˜, k˜) are the induced first and second
fundamental forms. It was shown in [CBG69] that each such globally hyperbolic
development can be embedded into a “maximal globally hyperbolic development”,
determined up to isometry. Assume now that (M, g) is a smooth vacuum spacetime
and let Σ ⊂M denote a Cauchy hypersurface. Using methods analogous to [FB52],
it can be shown (see [FH13, Thm. 3.1, Thm. 3.3] and [FM79, Thm. 4.5]) that the
Cauchy problem for the linearised Einstein equation can be solved. More precisely,
given smooth (0, 2)-tensors (h˜, m˜) on Σ such that the linearised constraint equation
is satisfied, i.e.
DΦg˜,k˜(h˜, m˜) = 0,
there is a smooth (0, 2)-tensor h on M such that the linearised Einstein equation
DRicg(h) = 0
is satisfied. Analogously to the (non-linear) Einstein equation, the solution is only
determined up to addition of a gauge solution. However, the equivalence class of
gauge solutions is uniquely determined by the corresponding equivalence class of
initial data. In other words, the solution map
Initial data on Σ
/
Gauge producing initial data
↓
Global solutions on M
/
Gauge solutions
is an isomorphism. Our first main result is Theorem 4.18, which says that this
map is an isomorphism of locally convex topological vector spaces. This concludes
well-posedness of the Cauchy problem for the linearised Einstein equation, meaning
global existence, uniqueness and continuous dependence on initial data. We prove
this for initial data of arbitrary real Sobolev regularity. This enables us to model
gravitational waves that are very singular at a certain initial time. See Example
5.6 for an example of arbitrarily irregular initial data that does not produce gauge
solutions.
In order to apply Theorem 4.18 in practice, it is necessary to understand the
space
Initial data on Σ
/
Gauge producing initial data . (1)
We show that this space can be well understood if we assume that Σ is compact and
k˜ = 0, in which case the constraint equation Φ(g˜, k˜) = 0 just means Scal(g˜) = 0.
Using Moncrief’s splitting theorem, it is easy to calculate that solutions (h˜, m˜) of
∆trg˜h˜ = g˜(Ric(g˜), h˜), (2)
divh˜ = 0, (3)
∆trg˜m˜ = −g˜(Ric(g˜), m˜), (4)
div(m˜− (trg˜m˜)g˜) = 0, (5)
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are in one-to-one correspondence with elements in (1) in case k˜ = 0. In other words,
one can show that
Solutions to (2 - 5)→ Initial data on Σ
/
Gauge producing i.d.
(h˜, m˜) 7→ [(h˜, m˜)]
is an isomorphism of topological vector spaces, see Proposition 5.1. Our second
main result, Theorem 5.2, concerns solving equations (2) - (5). We show that given
(0, 2)-tensors (α, β), there is a unique decomposition
α = h˜+ Lω + CRic(g˜) + φg˜, (6)
β = m˜+ Lη + C′Ric(g˜) + ψg˜, (7)
where (h˜, m˜) solves (2 - 5), L is the conformal Killing operator, ω, η are one-forms,
φ, ψ are functions such that
∫
Σ
φdµg˜ =
∫
Σ
ψdµg˜ = 0. If Ric(g˜) = 0, then the
solution space of (2 - 5) is spanned by the TT-tensors and Cg˜ for any C ∈ R and
(6) and (7) are nothing but the usual L2-split. Note however that TT-tensors are
only guaranteed to solve (2 - 5) in case Ric(g˜) = 0. Our result therefore extends
the classical use of TT-tensors to produce models of gravitational waves.
We start by introducing spaces of sections of various regularity in Section 2. In
Section 3 we formulate the Cauchy problem for the linearised Einstein equation.
The goal of Section 4 is then to prove our first main result, Theorem 4.18, concerning
the linearised Einstein equation. We conclude in Section 5 with our second main
result, Theorem 5.2, concerning the linearised constraint equations.
We expect that our results can be generalised to various models with matter,
using the methods presented here, but we will for simplicity restrict to the vacuum
case.
Acknowledgements. It is a pleasure to thank my PhD supervisor Christian Ba¨r
for suggesting this topic and for many helpful comments. I especially want to
thank Andreas Hermann for many discussions and for reading early versions of the
manuscript. Furthermore, I would like to thank the Berlin Mathematical School,
Sonderforschungsbereich 647 and Schwerpunktprogramm 2026, funded by Deutsche
Forschungsgemeinschaft, for financial support.
2. The function spaces
Let us start by introducing our notation. All manifolds, vector bundles and
metrics will be smooth, but the sections will have various regularity. Assume that
M is a smooth manifold and let E →M be a real vector bundle overM . We denote
the space of smooth sections in E by
C∞(M,E),
equipped with the canonical Fre´chet space structure. Let us denote the space of
sections of Sobolev regularity k ∈ R by
Hkloc(M,E).
By the Sobolev embedding theorem, we may write
H∞loc(M,E) :=
⋂
k∈R
Hkloc(M,E) = C
∞(M,E).
We will write C∞(M) and Hkloc(M) instead of C
∞(M,E) andHkloc(M,E) whenever
it is clear from the context what vector bundle is meant. For a compact subset
K ⊂M and a k ∈ R ∪ {∞}, let
HkK(M,E)
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denote the sections of Sobolev regularity k with support contained in K. As above,
we have H∞K (M,E) = C
∞
K (M,E). Define the space of sections of compact support
of Sobolev regularity k in E by
Hkc (M,E) :=
⋃
K⊂M
compact
HkK(M,E).
In order to define the topology, choose an exhaustion of M by compact sets K1 ⊂
K2 ⊂ . . . ⊂
⋃
n∈NKn = M . Since H
k
Kn
(M) ⊂ HkKn+1(M) is closed for all n ∈ N,
the strict inductive limit topology is defined on Hkc (M) (see for example [Tre`67]).
A linear map L : Hkc (M) → V into a locally convex topological vector space V is
continuous if and only if L|Hk
K
(M) : H
k
K(M) → V is continuous for any compact
set K ⊂M . The strict inductive limit topology turns Hkc (M) into a locally convex
topological vector space (in fact an LF-space) and is independent of the choice of
exhaustion. The following lemma gives the notion of convergence of a sequence (or
net) of sections.
Lemma 2.1. Let k ∈ R ∪ {∞}. Assume that V ⊂ Hkc (M) is bounded. Then there
is a compact subset K ⊂ M such that V ⊂ HkK(M). In particular, if un → u is
a converging sequence (or net), then there is a compact subset K ⊂ M such that
supp(un), supp(u) ⊂ K and un → u in H
k
K(M,E).
Proof. Assume to reach a contradiction, that the statement is not true. Let K1 ⊂
K2 ⊂ . . . be a exhaustion by compact subsets of M . By assumption, for each
i ∈ N there is an fi ∈ V such that supp(fi) 6⊂ Ki. Hence there are test sections
ϕi ∈ C
∞
c (M,E
∗) such that supp(ϕi) ⊂ K
c
i and fi[ϕi] 6= 0. Consider the convex
subset containing zero, given by
W :=
{
f ∈ Hkc (M,E) | |f [ϕi]| <
|fi[ϕi]|
i
, ∀i
}
⊂ Hkc (M,E).
We claim that W is open. We have
W ∩HkKj (M,E) =
j−1⋂
i=1
{
f ∈ HkKj (M,E) | |f [ϕi]| <
|fi[ϕi]|
i
}
.
Since f 7→ |f [ϕi]| is a continuous function on H
k
Kj
(Σ, E), this is a finite intersection
of open sets and hence open. Hence W is open. Note that for each T > 0, we have
fi /∈ T ·W if i > T . It follows that V is not bounded. 
Let E∗ → M be the dual vector bundle to E. We denote the space of all
continuous functionals on C∞c (M,E
∗) by D′(M,E) and we equip it with the weak*-
topology. Elements of D′(M,E) are called distributional sections in E. For k <
0, the elements of Hkloc(M) cannot be realised as measurable functions, only as
distributions. The natural inclusion L1loc(M,E) →֒ D
′(M,E) is given by
f 7→
(
ϕ 7→
∫
M
ϕ(f)dµg
)
,
for some fixed (semi-)Riemannian metric g on M . The image of the embedding
C∞(M,E) →֒ D′(M,E)
is dense. We have the continuous inclusions
HkK(M) ⊂ H
k
c (M) ⊂ H
k
loc(M) ⊂ D
′(M,E)
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for each compact set K ⊂ M and k ∈ R ∪ {∞}. Moreover, it is a standard result
that each compactly supported distribution is of some Sobolev regularity, i.e.
D′c(M,E) =
⋃
k∈R
Hkc (M,E).
Let us explain how linear differential operators act on distributional sections.
Since any Sobolev section is a distribution, this shows how differential operators
act on Sobolev spaces as well. Assume that E,F →M are equipped with positive
definite metrics 〈·, ·〉E and 〈·, ·〉F . Denote the space of linear differential operators
of order m ∈ N mapping sections in E to sections in F by Diffm(E,F ). Given a
P ∈ Diffm(E,F ), define the formal adjoint operator P
∗ ∈ Diffm(F,E) to be the
unique differential operator such that∫
M
〈Pϕ, ψ〉F =
∫
M
〈ϕ, P ∗ψ〉Edµg, (8)
for all ψ ∈ C∞c (M,F ) and ϕ ∈ C
∞
c (M,E). Using this, P can be extended to act
on distributions by the formula
PT [〈·, ψ〉F ] = T [〈·, P
∗ψ〉E ].
This coincides with equation (8) when T can be identified with a compactly sup-
ported smooth section. P extends to continuous maps
D′(M,E)→ D′(M,F ),
Hkloc(M,E)→ H
k−m
loc (M,F ),
HkK(M,E)→ H
k−m
K (M,F ),
Hkc (M,E)→ H
k−m
c (M,F ),
for all k ∈ R ∪ {∞} and all compact subsets K ⊂M . The following lemma will be
of importance.
Lemma 2.2. Let k ∈ R∪{∞} and let P ∈ Diffm(E,F ). Then the induced subspace
topology on
Hkc (M,E) ∩ ker(P )
is the same as the strict inductive limit topology induced by the embeddings
HkK(M,E) ∩ ker(P ) →֒ H
k
c (M,E) ∩ ker(P ).
Proof. Let un → u be a net converging in H
k
c (M,E) ∩ ker(P ) with respect to the
subspace topology. Then un → u in H
k
c (M,E), which by Lemma 2.1 means that
there is a compact subset K ⊂M such that un → u in H
k
K(M,E). It follows that
un → u in H
k
K(M,E) ∩ ker(P ) and hence in H
k
c (M,E) ∩ ker(P ) with respect to
the strict inductive limit topology, since the embedding is continuous. The other
direction is clear. 
Assume now that (M, g) is a smooth globally hyperbolic spacetime. By [BS05,
Thm. 1.1] there is a Cauchy temporal function t : M → R, i.e. for all τ ∈ t(M),
Στ := t
−1(τ) is a smooth spacelike Cauchy hypersurface and grad(t) is timelike and
past directed. The metric can then be written as
g = −α2dt2 + g˜t,
where α : M → R is a positive function and g˜τ denotes a Riemannian metric on Στ ,
depending smoothly on τ ∈ t(M). It follows that the future pointing unit normal
ν is given by ν = − 1αgrad(t)|Στ . Let us use the notation
∇t := ∇grad(t).
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For each k ∈ R, we get a Fre´chet vector bundle
(Hkloc(Στ , E|Στ ))τ∈t(M).
We denote the Cm-sections in this vector bundle by
Cm
(
t(M), Hkloc(Σ·, E|Σ·)
)
.
This is a Fre´chet space. When solving wave equations, the solutions typically lie in
the following spaces of sections of finite energy of infinite order :
CHkloc(M,E, t) :=
∞⋂
j=0
Cj
(
t(M), Hk−jloc (Σ·, E|Σ·)
)
.
The spaces CHkloc(M,E, t) carry a natural induced Fre´chet topology. For k = ∞,
write
CH∞loc(M,E, t) :=
⋂
k∈R
CHkloc(M,E, t) = C
∞(M,E).
Note that we have the continuous embedding
CHkloc(M,E, t) →֒ H
⌊k⌋
loc (M,E), (9)
where ⌊k⌋ is the largest integer smaller than or equal to k. The finite energy sections
can be considered as distributions defined by
u[ϕ] :=
∫
t(M)
u(τ) [(αϕ)|Στ ] dτ.
For any subset A ⊂M , let J−/+(A) denote the causal past/future of A and denote
their union J(A). A subset A ⊂M is called spatially compact if A ⊂ J(K) for some
compact subset K ⊂M . For each spatially compact subset A ⊂M , the space
CHkA(M,E, t) := {f ∈ CH
k
loc(M,E, t) | supp(f) ⊂ A} ⊂ CH
k
loc(M,E, t)
is closed and therefore also a Fre´chet space. We define the finite energy sections of
spatially compact support by
CHksc(M,E, t) :=
⋃
A
spatially compact
CHkA(M,E, t)
with the strict inductive limit topology. The strict inductive limit topology is
defined, since if Ki is an exhaustion of a Cauchy hypersurface Σ, then J(Ki) is
an exhaustion of M by spatially compact sets. Similar to before, the notion of
convergence is given by the following lemma. The proof is analogous to the proof
of Lemma 2.1.
Lemma 2.3. Assume that V ⊂ CHksc(M,E, t) is bounded. Then there is a compact
subset K ⊂ Σ such that V ⊂ CHkJ(K)(M,E, t). In particular, if un → u is a
converging sequence (or net), then there is a compact subset K ⊂ Σ such that
supp(un), supp(u) ⊂ J(K) and un → u in CH
k
J(K)(M,E, t).
Any P ∈ Diffm(E,F ) extends to continuous maps
CHkloc(M,E, t)→ CH
k−m
loc (M,E, t),
CHkA(M,E, t)→ CH
k−m
A (M,E, t),
CHksc(M,E, t)→ CH
k−m
sc (M,E, t),
for any k ∈ R ∪ {∞} and any spatially compact set A ⊂ M . The following lemma
is proven analogously to Lemma 2.2, using Lemma 2.3 instead of Lemma 2.1.
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Lemma 2.4. Let k ∈ R∪{∞} and let P ∈ Diffm(E,F ). Then the induced subspace
topology on
CHksc(M,E) ∩ ker(P )
is the same as the strict inductive limit topology induced by the embeddings
CHkJ(K)(M,E) ∩ ker(P ) →֒ CH
k
sc(M,E) ∩ ker(P ).
Since we will commonly work with distributional tensors, let us conclude this
section by showing how some standard tensor operations are made on distributional
tensors. Let g be a smooth semi-Riemannian metric on a manifold M , extended to
tensor fields.
• If X ∈ D′(M,TM) and Y ∈ C∞(M,TM), then the distribution g(X,Y ) is
given by
g(X,Y )[ϕ] = X [ϕg(·, Y )].
This is well-defined since ϕg(·, Y ) ∈ C∞c (M,T
∗M). Using this, we can
project X to vector subbundles for example.
• Similarly, if a ∈ D′(M,T ∗M ⊗ T ∗M) and b ∈ C∞(M,T ∗M ⊗ T ∗M), then
the distribution g(a, b) is defined by
g(a, b)[ϕ] := a[ϕg(·, b)].
In particular, the trace of a with respect to g is defined and equals
trg(a) := g(g, a).
3. Linearising the Einstein equation
We will study the linearisation of the vacuum Einstein equation
Ric(g) = 0
globally hyperbolic spacetimes of dimension at least 3. Recall that if (M, g) is a
vacuum spacetime (i.e. Ric(g) = 0) and Σ ⊂ M is a spacelike hypersurface, then
the induced first and second fundamental forms (g˜, k˜) on Σ satisfy
Scal(g˜) + (trg˜ k˜)
2 − g˜(k˜, k˜) =0, (10)
div(k˜ − (trg˜k˜)g˜) =0. (11)
A famous result by Choquet-Bruhat and Geroch gives a converse statement to this.
Theorem 3.1 ([CBG69], [FB52]). Given a Riemannian manifold (Σ, g˜) and a
smooth (0, 2)-tensor k˜ on Σ satisfying (10) and (11), there is a maximal globally
hyperbolic development (M, g) of (Σ, g˜, k˜) that is unique up to isometry.
A globally hyperbolic development means that there exists an embedding ι :
Σ →֒ M such that ι(Σ) ⊂ M is a Cauchy hypersurface and (g˜, k˜) are the induced
first and second fundamental form. In particular, (M, g) is a globally hyperbolic
spacetime. That (M, g) is maximal means that any other globally hyperbolic devel-
opment embeds isometrically into (M, g) such that the embedding of the Cauchy
hypersurface is respected.
Note that a maximal globally hyperbolic development can of course only be
unique up to isometry. We will see that this “gauge invariance” shows up in the
linearised case as an important feature of the linearised Einstein equation.
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3.1. The linearised Einstein equation. Assume in the rest of the paper, unless
otherwise stated, that (M, g) is a globally hyperbolic spacetime of dimension at
least 3 satisfying the Einstein equation, i.e.
Ric(g) = 0.
We do not require (M, g) to be maximal in the sense of Theorem 3.1. Let us now
linearise the Einstein equation around g. For this, we first define the Lichnerowicz
operator
Lh := ∇
∗∇h− 2R˚h,
where
∇∗∇ := −trg(∇
2), (connection-Laplace operator)
R˚h(X,Y ) := trg(h(R(·, X)Y, ·)),
for any (0, 2)-tensor h and X,Y ∈ TM . It will be natural to write the linearised
Einstein equation as the Lichnerowicz operator plus a certain Lie derivative of the
metric g. We use the following notation
∇ · h(X) := trg(∇·h(·, X)), (divergence)
h := h−
1
2
trg(h)g.
for any h ∈ C∞(M,S2M) and X ∈ TM .
Lemma 3.2 (Linearising the Ricci curvature). Any curve of smooth Lorentz met-
rics gs, such that g0 = g satisfies
d
ds
∣∣∣
s=0
Ric(gs) =
1
2
(
Lh+ L(∇·h)♯g
)
,
where
h :=
d
ds
∣∣∣
s=0
gs
and L is the Lie derivative and ♯ is the musical isomorphism (“raising an index”).
Proof. This straightforward computation can for example be found in [Bes08, Thm.
1.174]. 
Let us denote the vector bundle of symmetric 2-tensors on M by
S2M := ⊗2symT
∗M.
Lemma 3.2 motivates the following definition.
Definition 3.3 (The linearised Einstein equation). We define the linearised Ricci
curvature
DRic(h) :=
1
2
(
Lh+ L(∇·h)♯g
)
for any h ∈ D′(M,S2M). We say that h satisfies the linearised Einstein equation
if
DRic(h) = 0.
Here we use the definition that extends to distributions,
LV g(X,Y ) = g(∇XV, Y ) + g(∇Y V,X).
Remark 3.4. Note that L is a wave operator, but DRic is not (c.f. Section A.2).
There are certain solutions of the linearised Einstein equation, called “gauge
solutions”, which are due to “infinitesimal isometries”.
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Lemma 3.5 (Gauge invariance of the linearised Einstein equation). For any vector
field V ∈ D′(M,TM), we have
DRic(LV g) = 0.
Proof. Let us first restrict to smooth objects. Let ϕs : M → M be a curve of
diffeomorphisms such that ϕ0 = id and such that
d
ds
∣∣
s=0
ϕs = V . Differentiating
the equation
0 = ϕ∗sRic(g) = Ric(ϕ
∗
sg)
gives
DRic(LV g) = 0.
By density of smooth sections in distributional sections, the result extends to the
general case. 
3.2. The linearised constraint equation. Assume throughout the rest of the
paper, unless otherwise stated, that Σ ⊂ M is a smooth spacelike Cauchy hyper-
surface with future pointing unit normal vector field ν. Let (g˜, k˜) denote the first
and second fundamental forms. As mentioned in the beginning of this section, (g˜, k˜)
will satisfy the constraint equation
Φ(g˜, k˜) :=
(
Φ1(g˜, k˜)
Φ2(g˜, k˜)
)
= 0,
where
Φ1(g˜, k˜) = Scal(g˜)− g˜(k˜, k˜) + (trg˜ k˜)
2,
Φ2(g˜, k˜) = ∇˜ · k˜ − d(trg˜ k˜),
and ∇˜ is the Levi-Civita connection on Σ with respect to g˜. We linearise the
constraint equation around (g˜, k˜), analogously to Lemma 3.2.
Definition 3.6 (The linearised constraint equations). A pair of tensors (h˜, m˜) ∈
D′(Σ, S2Σ) × D′(Σ, S2Σ) is said to satisfy the linearised constraint equation, lin-
earised around (g˜, k˜), if
DΦ(h˜, m˜) :=
(
DΦ1(h˜, m˜)
DΦ2(h˜, m˜)
)
= 0,
in D′ (Σ,R)×D′(Σ, T ∗Σ), where
DΦ1(h˜, m˜) :=∇˜ · (∇˜ · h˜− dtrg˜h˜)− g˜(Ric(g˜), h˜)
+ 2g˜(k˜ ◦ k˜ − (trg˜k˜)k˜, h˜)− 2g˜(k˜, m˜− (trg˜m˜)g˜), (12)
DΦ2(h˜, m˜)(X) :=− g˜(h˜, ∇˜(·)k˜(·, X))− g˜
(
k˜(·, X), ∇˜ · (h˜−
1
2
(trg˜h˜)g˜)
)
−
1
2
g˜(k˜, ∇˜X h˜) + d(g˜(k˜, h˜))(X) + ∇˜ · (m˜− (trg˜m˜)g˜)(X), (13)
for any X ∈ TΣ, where k˜ ◦ k˜(X,Y ) := g˜(k˜(X, ·), k˜(Y, ·)) for any X,Y ∈ TΣ.
Similarly to the non-linear case, we will be given initial data satisfying the lin-
earised constraint equations and require a solution to induce these initial data as
linearised first and second fundamental forms. Therefore, we need to linearise the
following expressions
g˜(X,Y ) :=g(X,Y ),
k˜(X,Y ) :=g(∇Xν, Y ),
analogously to Lemma 3.2. In order to make sense of the restriction of distributional
tensors to Σ, we assume the following regularity.
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Definition 3.7 (Linearised first and second fundamental forms). Given h ∈
CHkloc(M,S
2M, t), we define (h˜, m˜) ∈ Hkloc(Σ, S
2Σ)×Hk−1loc (Σ, S
2Σ) as
h˜(X,Y ) = h(X,Y ),
m˜(X,Y ) = −
1
2
h(ν, ν)k˜(X,Y )−
1
2
∇Xh(ν, Y )−
1
2
∇Y h(ν,X) +
1
2
∇νh(X,Y ),
for any X,Y ∈ TΣ. We call h˜ and m˜ the linearised first and second fundamental
forms induced by h.
Analogously to the non-linear case, one shows that if h˜ and m˜ are the linearised
first and second fundamental forms induced by h, then using that Ric(g) = 0 we
get
trg(DRic(h)) + 2DRic(h)(ν, ν) = DΦ1(h˜, m˜), (14)
DRic(h)(ν, ·) = DΦ2(h˜, m˜). (15)
In particular, if DRic(h) = 0, the induced initial data (h˜, m˜) must satisfy
DΦ(h˜, m˜) = 0. Let us now formulate the Cauchy problem of the linearised Einstein
equation.
Definition 3.8 (The Cauchy problem). Let (h˜, m˜) ∈ Hkloc(Σ, S
2Σ)×Hk−1loc (Σ, S
2Σ)
satisfy DΦ(h˜, m˜) = 0. If h ∈ CHkloc(M,S
2M, t) satisfies
DRic(h) = 0
and induces (h˜, m˜) as linearised first and second fundamental forms, then we call
h a solution to the Cauchy problem of the linearised Einstein equation with initial
data (h˜, m˜).
4. Well-posedness of the Cauchy problem
The goal of this section is to prove our first main result, Theorem 4.18. Recall
the setting. We assume that (M, g) is a globally hyperbolic spacetime of dimension
at least 3 solving the Einstein equation
Ric(g) = 0.
We also assume that Σ ⊂M is a spacelike Cauchy hypersurface. It follows that
Φ(g˜, k˜) = 0,
where (g˜, k˜) are the induced first and second fundamental forms.
4.1. Existence of solution. We start by proving that given initial data satisfying
the linearised constraint equation, there is a solution to the linearised Einstein
equation. The basic method is well-known and is analogous to the proof of the
classical existence result for the non-linear Einstein equation [FB52]. The crucial
point in the proof is to translate the initial data to initial data for a wave equation.
We show that the existence result extends to initial data of arbitrary real Sobolev
degree. Recall the notation
h¯ := h−
1
2
trg(h)g.
Lemma 4.1. For k ∈ R, let (h˜, m˜) ∈ Hkloc(Σ, S
2Σ)×Hk−1loc (Σ, S
2Σ) . Assume that
h ∈ CHkloc(M,S
2M, t) satisfies
h(X,Y ) = h˜(X,Y ), ∇νh(X,Y ) = 2m˜(X,Y )− (h˜ ◦ k˜ + k˜ ◦ h˜)(X,Y ),
h(ν,X) = 0, ∇νh(ν,X) = ∇˜ ·
(
h˜−
1
2
(trg˜h˜)g˜
)
(X),
h(ν, ν) = 0, ∇νh(ν, ν) = −2trg˜m˜,
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for all X,Y ∈ TΣ, where h˜◦ k˜(X,Y ) := g(h˜(X, ·), h˜(Y, ·)) for all X,Y ∈ TΣ. Then
h˜, m˜ are the first and second linearised fundamental forms induced by h and
∇ · h|Σ = 0.
The proof is a simple computation. Let us now state the existence theorem.
Theorem 4.2 (Existence of solution). Let k ∈ R∪ {∞} and assume that (h˜, m˜) ∈
Hkloc(Σ, S
2Σ)×Hk−1loc (Σ, S
2Σ) satisfies
DΦ(h˜, m˜) = 0.
Then there exists a unique
h ∈ CHkloc(M,S
2M, t),
inducing linearised first and second fundamental forms (h˜, m˜), such that h|Σ and
∇νh|Σ are as in Lemma 4.1 and
Lh =0,
∇ · h =0.
In particular
DRic(h) = 0.
Moreover
supp(h) ⊂ J
(
supp(h˜) ∪ supp(m˜)
)
. (16)
From equation (9), we conclude that in fact h ∈ H
⌊k⌋
loc (M).
Remark 4.3. The property (16) is called finite speed of propagation. If the initial
data are compactly supported, the solution will have spatially compact support.
Note however that (16) will not hold for all solutions with initial data (h˜, m˜). If
for example V ∈ C∞(M,TM) with support not intersecting Σ, then h + LV g is
going to be a solution with the same initial data. The support of LV g needs not
be contained in J
(
supp(h˜) ∪ supp(m˜)
)
.
Using Theorem 4.2, we get the following stability result.
Corollary 4.4 (Stable dependence on intial data). For k ∈ R∪ {∞}, assume that
(h˜i, m˜i)i∈N ∈ H
k
loc(Σ)×H
k−1
loc (Σ) such that DΦ(h˜i, m˜i) = 0 and
(h˜i, m˜i)→ (h˜, m˜) ∈ H
k
loc(Σ)×H
k−1
loc (Σ)
in Hkloc(Σ) × H
k−1
loc (Σ). Then there exists a solution h ∈ CH
k
loc(M, t) inducing
initial data (h˜, m˜) and a sequence of solutions hi ∈ CH
k(M, t), inducing (h˜i, m˜i)
as initial data, such that
hi → h
in CHkloc(M, t) and ∇ · hi = 0.
Proof. Since
(h˜i, m˜i)→ (h˜, m˜),
the equations in Lemma 4.1 imply that (hi|Σ,∇νhi|Σ)→ (h|Σ,∇νh|Σ). Since
Lh = Lhi = 0,
we conclude by continuous dependence on initial data for linear wave equations (see
Corollary A.8) that hi → h. 
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It is important to note that given converging initial data, the previous corollary
gives one sequence of converging solutions, inducing the correct initial data. Not
every sequence of solutions that induce the correct initial data will converge. One
could just add a gauge solution similar to Remark 4.3. This is the reason why the
question of continuous dependence on initial data a priori does not make sense.
This will be solved in Section 4.4, by considering equivalence classes of solutions.
Let us now turn to the proof of the theorem.
Lemma 4.5. If h ∈ D′(M,S2M), then
∇ ·
(
DRic(h)−
1
2
trg(DRic(h))g
)
= 0.
Proof. For any Lorentzian metric gˆ,
∇ˆ ·
(
Ric(gˆ)−
1
2
trgˆ(Ric(gˆ))gˆ
)
= 0,
where ∇ˆ is the Levi-Civita connection with respect to gˆ. Linearising this equation
around g, using Ric(g) = 0, gives the equation for smooth h. Since the smooth
sections are dense in the distributional sections, this proves the lemma. 
A calculation that will be very useful on many places is the following.
Lemma 4.6. Assume that (N, gˆ) is a semi-Riemannian manifold with Levi-Civita
connection ∇ˆ. Then
∇ˆ ·
(
LV gˆ −
1
2
trgˆ(LV gˆ)gˆ
)
= −∇ˆ∗∇ˆV ♭ +Ric(gˆ)(V, ·). (17)
Proof. Let (e1, . . . , en) be a local orthonormal frame with respect to gˆ and define
ǫi := g(ei, ei) ∈ {−1, 1}. We have
∇ˆ·
(
LV gˆ −
1
2
trgˆ(LV gˆ)gˆ
)
(X)
=
n∑
i=1
ǫi
(
∇ˆeiLV gˆ(ei, X)− ∂X gˆ(∇ˆeiV, ei)
)
=
n∑
i=1
ǫi
(
gˆ(∇ˆ2ei,eiV,X) + gˆ(∇ˆ
2
ei,XV, ei)− gˆ(∇ˆ
2
X,eiV, ei)
)
= −∇ˆ∗∇ˆV ♭(X) + Ric(gˆ)(V,X).

Proof of Theorem 4.2. Consider the Cauchy problem
Lh = 0 (18)
with h|Σ and ∇νh|Σ defined as in Lemma 4.1, using (h˜, m˜). One checks that
(h|Σ,∇νh|Σ) ∈ H
k
loc(Σ, S
2M |Σ) × H
k−1
loc (Σ, S
2M |Σ). By Theorem A.7 there is a
unique solution h ∈ CHkloc(M,S
2M, t) to this Cauchy problem. Moreover, it follows
that supp(h) ⊂ J(supp(h˜) ∪ supp(m˜)). We claim that ∇ · h = 0. Since h ∈
CHkloc(M, t), it follows by Section 2 that ∇ · h ∈ CH
k−1
loc (M, t). Lemma 4.5 implies
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that
0 =∇ ·
(
DRic(h)−
1
2
trg(DRic(h))g
)
=
1
2
∇ ·
(
L(∇·h)♯g −
1
2
trg
(
L(∇·h)♯g
)
g
)
(17)
= −
1
2
∇∗∇(∇ · h),
since Ric(g) = 0. From Lemma 4.1, we know that ∇ · h|Σ = 0. We now use the
assumption that DΦ(h˜, m˜) = 0 to show that ∇ν(∇ · h)|Σ = 0. Since we know that
Lh = 0 and ∇ · h|Σ = 0, equations (14) and (15) imply that
0 = DΦ1(h˜, m˜)
= trg(DRic(h)) + 2DRic(h)(ν, ν)
=
1
2
(
trg(L(∇·h)♯g) + 2L(∇·h)♯g(ν, ν)
)
= ∇ν(∇ · h)(ν),
0 = DΦ2(h˜, m˜)(X)
= DRic(h)(ν,X)
=
1
2
∇ν(∇ · h)(X),
for each X ∈ TΣ. Altogether we have shown that ∇ · h ∈ CHk−1loc (M, t) satisfies
∇∗∇(∇ · h) = 0,
∇ · h|Σ = 0,
∇ν(∇ · h)|Σ = 0.
Theorem A.7 now implies that ∇ · h = 0. This finishes the proof. 
4.2. Uniqueness up to gauge. We continue by showing that the solution is
unique up to addition of a gauge solution.
Theorem 4.7 (Uniqueness up to gauge). Let k ∈ R ∪ {∞}. Assume that h ∈
CHkloc(M,S
2M, t) satisfies
DRic(h) = 0
and that the induced first and second linearised fundamental forms vanish. Then
there exists a vector field V ∈ CHk+1loc (M,TM, t) such that
h = LV g.
If supp(h) ⊂ J(K) for some compact K ⊂ Σ, we can choose V such that supp(V ) ⊂
J(K).
We start by proving a technical lemma which is reminiscent of elliptic regularity
theory. The difference is that we work with finite energy spaces and not Sobolev
spaces.
Lemma 4.8. Let V ∈ CHkloc(M,TM, t) with LV g ∈ CH
k
loc(M,S
2M, t). Then
V ∈ CHk+1loc (M,TM, t).
Proof of Lemma 4.8. By assumption,
∇jt,...,tV ∈ C
0(t(M), Hk−jloc (Σ·))
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for all integers j ≥ 0. We would be done if we could show that ∇jt,...,tV ∈
C0(t(M), Hk−j+1loc (Σ·)) for all integers j ≥ 0. By commuting derivatives, note that
L∇jt,...,tV
g(X,Y ) = g(∇X∇
j
t,...,tV, Y ) + g(∇Y∇
j
t,...,tV,X)
= (∇t)
jLV g(X,Y ) + Pj(V )(X,Y ),
where Pj is some differential operator of order j. Using the assumptions, this shows
that
L∇jt,...,tV
g ∈ CHk−jloc (M, t).
For each τ ∈ t(M), let (g˜τ , k˜τ ) be the induced first and second fundamental forms on
the Cauchy hypersurface Στ . Let ∇
j
t,...,tV |Στ =: (∇
j
t,...,tV )
⊥|Στ ντ + (∇
j
t,...,tV )
‖|Στ
be the projection onto parallel and normal components with respect to Στ , where
ντ is the future pointing normal vector field along Στ . Using this, we get a split
TM |Στ
∼= R⊕ TΣτ . Note that
L(∇jt,...,tV )‖|Στ
g˜τ = L(∇jt,...,tV )‖
g|Στ − 2(∇
j
t,...,tV )
⊥|Στ k˜τ .
It follows that
τ 7→ L(∇jt,...,tV )‖|Στ
g˜τ ∈ CH
k−j
loc (M, t) ⊂ C
0(t(M), Hk−jloc (Σ·)).
Since
X 7→ LX g˜τ ∈ Diff1(TΣτ , S
2Στ )
is a differential operator of injective principal symbol, elliptic regularity theory
implies that (∇jt,...,tV )
‖ ∈ C0(t(M), Hk+1−jloc (Σ·)) for all integers j ≥ 0. Using this,
we conclude that
∂X((∇
j
t,...,tV )
⊥) = −αg(∇X∇
j
t,...,tV, grad(t)) + g((∇
j
t,...,tV )
‖,∇X(αgrad(t)))
= −αL∇jt,...,tV
g(grad(t), X) + αg(∇t∇
j
t,...,tV,X)
+ g((∇jt,...,tV )
‖,∇X(αgrad(t)))
= −α∇jt,...,tLV g(grad(t), X) + αg((∇
j+1
t,...,tV )
‖, X)
+Qj(V )(X) ∈ C
0(t(M), Hk−jloc (Σ·))
for all X ∈ TΣ·, since Qj is some differential operator of order j. We conclude that
d((∇jt,...,tV )
⊥) ∈ C0(t(M), Hk−jloc (Σ·, T
∗Σ·)).
Since d is a first order linear differential operator mapping functions to one-
forms on Στ and its principal symbol is injective, we conclude that (∇
j
t,...,tV )
⊥ ∈
C0(t(M), Hk+1−jloc (Σ·)) for all integers j ≥ 0. We conclude that
∇jt,...,tV ∈ C
0(t(M), Hk+1−jloc (Σ·))
for all integers j ≥ 0, which is the same as V ∈ CHk+1loc (M,TM, t). 
The proof of the Theorem 4.7 is a generalisation of the proof of [FH13, Thm.
3.3] to solutions of low regularity.
Proof of Theorem 4.7. By Section 2, we know that ∇·h ∈ CHk−1loc (M,T
∗M, t). By
Theorem A.7, we can define
V ∈ CHkloc(M,TM, t)
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as the unique solution to
∇∗∇V =−∇ · h
♯
, (19)
V |Σ =0,
∇νV |Σ =
1
2
h(ν, ν)ν + h(ν, ·)♯,
where ♯ : T ∗M → TM is the musical isomorphism with inverse ♭ : TM → T ∗M .
If supp(h) ⊂ J(K) for some subset K ⊂ Σ, then [BTW15, Rmk. 16] implies that
supp(V ) ⊂ J(K). By equation (17), we have
∇ · LV g = −∇
∗∇V ♭ = ∇ · h,
where LV g := LV g −
1
2 trg (LV g) g. Hence
0 =2DRic(h− LV g)
=L(h− LV g) + L∇·(h−LV g)♯g
=L(h− LV g).
Since V ∈ CHkloc(M,TM, t), we know that LV g ∈ CH
k−1
loc (M,S
2M, t), which im-
plies that h− LV g ∈ CH
k−1
loc (M,S
2M, t). Hence, if we knew that
(h− LV g)|Σ = 0, (20)
∇ν(h− LV g)|Σ = 0, (21)
then Theorem A.7 would imply that h−LV g = 0 as asserted. We start by showing
(20). Since V |Σ = 0 and ∇νV |Σ =
1
2h(ν, ν)ν + h(ν, ·)
♯ and h˜ = 0, we get for all
X,Y ∈ TΣ,
h(X,Y ) = h˜(X,Y )
= 0
= g(∇XV, Y ) + g(∇Y V,X)
= LV g(X,Y ),
h(X, ν) = g(∇νV,X)
= g(∇νV,X) + g(∇XV, ν)
= LV g(ν,X),
h(ν, ν) = 2g(∇νV, ν)
= LV g(ν, ν).
We continue by showing (21). Since m˜ = 0, we get for X,Y ∈ TΣ (recall Definition
3.7)
∇νh(X,Y ) = h(ν, ν)k˜(X,Y ) +∇Xh(ν, Y ) +∇Y h(ν,X).
Using h˜ = 0 and V |Σ = 0, we get
∇νLV g(X,Y ) = g(∇
2
ν,XV, Y ) + g(∇
2
ν,Y V,X)
= g(∇2X,νV, Y ) + g(∇
2
Y,νV,X) +R(ν,X, V, Y ) +R(ν, Y, V,X)
= ∂Xg(∇νV, Y )− g(∇νV,∇XY ) + ∂Y g(∇νV,X)− g(∇νV,∇YX)
= ∂Xh(ν, Y )− h(ν,∇XY )−
1
2
h(ν, ν)g(ν,∇XY )
+ ∂Y h(ν,X)− h(ν,∇YX)−
1
2
h(ν, ν)g(ν,∇YX)
= ∇Xh(ν, Y ) +∇Y h(ν,X) + h(ν, ν)k˜(X,Y )
= ∇νh(X,Y ),
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since ∇Xν ∈ TΣ and therefore ∇∇XνV = 0. What remains to show is that ∇ν(h−
LV g)|Σ(ν, ·) = 0. Recall that
∇ · LV g = ∇ · h,
which is equivalent to
∇ · LV g(W )−
1
2
∂W trg(LV g) = ∇ · h(W )−
1
2
∂W trg(h), (22)
for all W ∈ TM . Note that from what is shown above, we know that trg(LV g)|Σ =
trg(h)|Σ. Therefore, for X ∈ TΣ, we have ∂Xtrg(LV g) = ∂Xtrg(h), so
∇ · LV g(X) = ∇ · h(X),
which simplifies to
∇νLV g(X, ν) = ∇νh(X, ν).
Instead inserting ν into equation (22), gives
0 =∇ · LV g(ν) −∇ · h(ν)
=∇ · (LV g − h)(ν) −
1
2
∂ν (trg(LV g)− trg(h))
=∇ · (LV g − h)(ν) −
1
2
trg(∇ν (LV g − h))
=−∇ν (LV g − h) (ν, ν) +
1
2
∇ν (LV g − h) (ν, ν)
=−
1
2
∇ν (LV g − h) (ν, ν).
We conclude that
∇ν(h− LV g)(ν, ν) = 0.
This shows that h = LV g. Lemma 4.8 implies the regularity of V . 
4.3. Gauge producing initial data and gauge solutions. In this section, we
study the structure of the space of gauge solutions and gauge producing initial data.
We consider from now on compactly supported initial data and spatially compactly
supported solutions. The goal is to show that the spaces
Initial data on Σ
/
Gauge producing initial data
and
Global solutions on M
/
Gauge solutions
equipped with the quotient topology are locally convex topological vector spaces.
Definition 4.9. Define the solutions of finite energy regularity k ∈ R ∪ {∞} as
Sol
k
sc(M, t) := CH
k
sc(M,S
2M, t) ∩ ker(DRic),
with the induced topology.
Since DRic is a linear differential operator, it is continuous as an operator on
distributions. Therefore, the solution space is a closed subspace and hence a locally
convex topological vector space. Let us now define the subspace of gauge solutions.
Definition 4.10. Define the gauge solutions of finite energy and regularity k ∈
R ∪ {∞} as
Gksc(M, t) := {LV g | V ∈ CH
k+1
sc (M,TM, t)} ⊂ Sol
k
sc(M, t),
with the induced topology.
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We show later that the space of gauge solutions is a closed subspace of the
solution space, which implies that the quotient space is a locally convex topolog-
ical vector space. Let us define the space of solutions to the linearised constraint
equation.
Definition 4.11. Define the initial data of Sobolev regularity k ∈ R ∪ {∞} as
IDk,k−1c (Σ) :=
(
Hkc (Σ, S
2Σ)×Hk−1c (Σ, S
2Σ)
)
∩ ker(DΦ),
with the induced topology.
Let
πΣ : Sol
k
sc(M, t)→ ID
k,k−1
c (Σ)
be the map that assigns to a solution the induced initial data, i.e. the linearised
first and second fundamental forms. This map is given by Definition 3.7 and it is
clear that πΣ is continuous.
Definition 4.12. Define the gauge producing initial data of Sobolev regularity
k ∈ R ∪ {∞} as
GP k,k−1c (Σ) := πΣ(G
k
sc(M, t)) ⊂ ID
k,k−1
c (Σ).
It will sometimes be necessary to consider only sections supported in a fixed
compact set K ⊂ Σ or J(K) ⊂ M , for example IDkK(Σ) or Sol
k
J(K)(M). The
definitions in this case are analogous to Definitions 4.9, 4.10, 4.11 and 4.12.
Let us study the space of gauge producing initial data GPk,k−1c (Σ) in more detail.
For V ∈ CHk+1sc (M,TM, t), define (N, β) ∈ H
k+1
c (Σ,R⊕TΣ) by projecting V |Σ to
normal and tangential components, i.e. V |Σ =: Nν + β. Now define
h˜N,β :=Lβ g˜ + 2k˜N, (23)
m˜N,β :=Lβ k˜ +Hess(N) +
(
2k˜ ◦ k˜ − Ric(g˜)− (trg˜ k˜)k˜
)
N. (24)
We claim that (h˜N,β, m˜N,β) = πΣ(LV g). Indeed, for each X,Y ∈ TΣ, we have
h˜N,β(X,Y ) = LV g(X,Y )
= g(∇X(β +Nν), Y ) + g(∇Y (β +Nν), X)
= Lβ g˜(X,Y ) + 2Nk˜(X,Y ),
m˜N,β(X,Y ) = −
1
2
LV g(ν, ν)k˜(X,Y )−
1
2
∇XLV g(ν, Y )
−
1
2
∇Y LV g(ν,X) +
1
2
∇νLV g(X,Y )
= −g(∇νV, ν)k˜(X,Y )−
1
2
g(∇2X,Y V +∇
2
Y,XV, ν)
+
1
2
R(ν,X, V, Y ) +
1
2
R(ν, Y, V,X)
= Lβ k˜(X,Y ) + Hess(N)(X,Y )− ∇˜β k˜(X,Y )
+
1
2
(
∇˜X k˜(Y, β) + ∇˜Y k˜(X, β)
)
+
1
2
R(ν,X, β, Y ) +
1
2
R(ν, Y, β,X)
+NR(ν, Y, ν,X).
The classical Gauss and Codazzi equations now imply, using Ric(g) = 0, that this
coincides with (24). In particular, GP k,k−1c (Σ) can be defined intrinsically on Σ
by equations (23) and (24) and is therefore independent of the chosen temporal
function t on M , as the notation suggests. We have shown the following lemma.
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Lemma 4.13. For any k ∈ R ∪ {∞}, the space of gauge producing initial data is
given by
GPk,k−1c (Σ) = {(h˜N,β, m˜N,β) as in (23) and (24) | (N, β) ∈ H
k+1
c (Σ,R⊕ TΣ)}.
We are now ready to prove that the space of gauge producing initial data is a
closed subspace of the space of initial data.
Lemma 4.14. Let k ∈ R ∪ {∞}. The space
GP k,k−1c (Σ) ⊂ ID
k,k−1
c (Σ),
is a closed subspace. The statement still holds if we substitute c with K, for a fixed
compact subset K ⊂ Σ.
Proof. Consider the linear differential operator given by
Q : Hk+1c (Σ,R⊕ TΣ)→ H
k
c (Σ, S
2Σ)×Hk−1c (Σ, S
2Σ),
(N, β) 7→ (h˜N,β, m˜N,β).
Since im(Q) = GP k,k−1c (Σ), the lemma is proven if we can show that Q has closed
image. We need to show that for each compact subset K ⊂ Σ, im(Q) ∩HkK(Σ) ×
Hk−1K (Σ) ⊂ H
k
K(Σ) × H
k−1
K (Σ) is closed. For a fixed compact subset K ⊂ Σ,
let us construct a set L ⊂ Σ, containing K, such that if supp(Q(N, β)) ⊂ L and
supp(N, β) is compact, then supp(N, β) ⊂ L. We construct L as follows. Since
K is compact, ∂K is compact, which implies that M\K˚ has a finite amount of
connected components. Define L to be the union of K with all compact connected
components ofM\K˚. It follows that L is compact, K ⊂ L and that all components
of M\L˚ are non-compact. Let us show that L has the desired properties. One
calculates that the differential operator P , defined by
P (N, β) :=
(
−∇˜ · (·) + 12dtr(·) 0
0 −tr(·)
)
Q(N, β)
=
(
∇˜∗∇˜β♭ + l.o.t.
∇˜∗∇˜N + l.o.t.
)
∈ Hk−1K (Σ, T
∗Σ⊕ R)
is a Laplace type operator. If supp(Q(N, β)) ⊂ L, and supp(N, β) is com-
pact, it follows that supp(P (N, β)) ⊂ L and that (M\L˚) ∩ supp(N, β) =
supp(N, β)\(supp(N, β) ∩ L˚) is compact. Since each component of M\L˚ was non-
compact, Theorem A.4 implies that (N, β) = 0 on M\L˚ and hence supp(N, β) ⊂ L
as claimed. Now if Q(Nn, βn)→ (h˜, m˜) in H
k
K(Σ)×H
k−1
K (Σ), then supp(Nn, βn) ⊂
L and
P (Nn, βn)→
(
−∇ · (h˜) + 12dtr(h˜)
−tr(m˜)
)
in Hk−1K (Σ)×H
k−1
K (Σ). By Corollary A.5, we conclude that
P : Hk+1L (Σ)→ H
k−1
L (Σ)
is an isomorphism onto its image and therefore there is a (N, β) ∈ Hk+1L (Σ) such
that (Nn, βn)→ (N, β). We conclude that
(h˜, m˜) = lim
n→∞
Q(Nn, βn) = Q(N, β),
which finishes the proof. 
For later use, we need the following technical observation.
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Lemma 4.15. For k ∈ R ∪ {∞},
Gksc(M, t) = πΣ
−1(GP k,k−1c (Σ)).
In particular,
Gksc(M, t) ⊂ Sol
k
sc(M, t)
is a closed subspace. The statement still holds if we substitute c with K and sc with
J(K), for a fixed compact subset K ⊂ Σ.
Proof. Assume that h ∈ Sol
k
sc(M, t) and that
πΣ(h) = πΣ(LV g)
for some LV g ∈ G
k
sc(M, t). Then DRic(h − LV g) = 0 and πΣ(h − LV g) = 0. By
Theorem 4.7, there is a W ∈ CHk+1sc (M,TM, t), such that
h = LV g + LW g = LV+W g
which proves the statement. The smooth case is analogous. Since πΣ is continuous,
Lemma 4.14 implies the second statement. 
The next lemmas give a natural way to understand the topology of the quotient
spaces.
Lemma 4.16. Let k ∈ R ∪ {∞}. The l.c. topological vector space
IDk,k−1c (Σ)
/
GP k,k−1c (Σ)
,
is the strict inductive limit of the l.c. topological vector spaces
IDk,k−1K (Σ)
/
GP k,k−1K (Σ)
,
for compact subsets K ⊂ Σ, with respect to the natural inclusions. In particular, it
is an LF-space.
Proof. Let us simplify notation by writing IDK := ID
k,k−1
K (Σ), IDc := ID
k,k−1
c (Σ),
GPK := GP
k,k−1
K (Σ) and GP c := GP
k,k−1
c (Σ). Let K1 ⊂ K2 ⊂ . . .
⋃
n∈NKn = Σ
be an exhaustion by compact subsets. Since IDKn ⊂ IDKn+1 is closed for all
n ∈ N, the strict inductive limit exists. By (a slight modification of) Lemma 2.2 we
conclude that IDc is the strict inductive limit space of the spaces IDK . Similarly,
IDKn
/
GPKn
⊂ IDKn+1
/
GPKn+1
are closed and hence the strict inductive limit
topology on IDc
/
GP c(Σ)
exists. Call the quotient topology τquot and the strict
inductive limit topology τind. The map(
IDc
/
GP c
, τind
)
→
(
IDc
/
GP c
, τquot
)
is continuous if and only if the restriction
IDKn
/
GPKn
→
(
IDc
/
GP c
, τquot
)
is continuous for all n ∈ N. But this is clear, since IDKn → IDc is continuous.
Conversely, the map (
IDc
/
GP c
, τquot
)
→
(
IDc
/
GP c
, τind
)
is continuous if and only if
IDc →
(
IDc
/
GP c
, τind
)
is continuous. This is however equivalent to
IDKn →
(
IDc
/
GP c
, τind
)
20 OLIVER LINDBLAD PETERSEN
being continuous for all n ∈ N. This true if and only if
IDKn
/
GPKn
→
(
IDc
/
GP c
, τind
)
is continuous for all n ∈ N. But this is clear, by construction of the strict inductive
limit topology. This establishes the claimed homeomorphism. Since the quotient
spaces IDKn
/
GPKn
are Fre´chet spaces, its strict inductive limit will be a LF-space
by definition. 
Lemma 4.17. Let k ∈ R ∪ {∞}. The l.c. topological vector space
Sol
k
sc(M, t)
/
Gksc(M, t) ,
is the strict inductive limit of the l.c. topological vector spaces
Sol
k
J(K)(M, t)
/
GkJ(K)(M, t)
,
for compact subsets K ⊂ Σ, with respect to the natural inclusions. In particular, it
is an LF-space.
Proof. The proof is analogous to the proof of Lemma 4.16, using Lemma 2.4 instead
of Lemma 2.2. 
4.4. Continuous dependence on initial data. Let us now state and prove the
main result of this section, the well-posedness of the Cauchy problem of the lin-
earised Einstein equation. Recall Section 4.3 for the definitions of the function
spaces below.
Theorem 4.18 (Well-posedness of the Cauchy problem). Let k ∈ R ∪ {∞}. The
linear solution map
Solvek : ID
k,k−1
c (Σ)
/
GP k,k−1c (Σ)
→ Sol
k
sc(M, t)
/
Gksc(M, t)
is an isomorphism of locally convex topological vector spaces. In fact, both spaces
are LF -spaces.
The theorem implies that the equivalence class of solutions depends continuously
on the equivalence class of initial data. Since projection maps are continuous and
surjective, we immediately get the following corollary.
Corollary 4.19 (Continuous dependence on initial data). Let k ∈ R ∪ {∞}. The
linear solution map
S˜olve
k
: IDk,k−1c (Σ)→ Sol
k
sc(M, t)
/
Gksc(M, t)
is continuous and surjective.
Before proving the theorem, let us discuss some more remarks and corollaries.
Remark 4.20 (Distributional initial data). Since any compactly supported distri-
bution is of some real Sobolev regularity, any compactly supported distributional
section lies in some Hkc (Σ). Therefore Theorem 4.18 covers the case of any com-
pactly supported distributional initial data.
A priori, the solution spaces depend on the time function. After quoting out the
gauge solutions, this is not the case anymore.
Corollary 4.21 (Independence of the Cauchy temporal function). Let t and τ
be Cauchy temporal functions on M . Then for every k ∈ R ∪ {∞} there is an
isomorphism
Sol
k
sc(M, t)
/
Gksc(M, t) →
Sol
k
sc(M, τ)
/
Gksc(M, τ)
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which is the identity map on smooth solutions.
Proof. The proof is analogous to the proof of [BTW15, Cor. 18], using Theorem
4.18. 
As a final observation, let us note that if Σ is compact, we obtain a natural
Hilbert space structure on the solution space.
Corollary 4.22 (Hilbert space structure on the solution space). Let k ∈ R. In
case Σ is compact, Theorem 4.18 implies that
Sol
k
(M, t)
/
Gk(M, t)
carries a Hilbert space structure, induced by Solvek. In case k =∞, it is a Fre´chet
space.
Proof. Since Σ is compact, ID
k,k−1(Σ)
/
GP k,k−1(Σ) carries a Hilbert space in-
duced from the Sobolev space in case k < ∞. In case k = ∞, it carries a natural
Fre´chet space induced by the Fre´chet space structure on the smooth sections. The-
orem 4.18 and Corollary 4.21 imply that we get an induced Hilbert space structure
on Sol
k
(M, t)
/
Gk(M, t) independent of the choice of Cauchy hypersurface Σ. 
Let us turn to the proof of Theorem 4.18.
Lemma 4.23. Let k ∈ R ∪ {∞} and fix a compact subset K ⊂ Σ. The linear map
SolvekK : ID
k,k−1
K (Σ)
/
GP k,k−1K (Σ) →
Sol
k
J(K)(M, t)
/
GkJ(K)(M, t)
is an isomorphism of topological vector spaces.
Proof. Lemma 4.14 and Lemma 4.15 imply that the quotient spaces are well defined
Fre´chet spaces. By Theorem 4.2, Theorem 4.7 and Lemma 4.15, the map SolvekK
is a well defined linear bijection. We prove that it indeed is an isomorphism of
topological vector spaces. Recall that the map that assigns to each solution its
initial data
πΣ : Sol
k
J(K)(M, t)→ ID
k,k−1
K (Σ)
is continuous. By definition of the quotient space topology, πΣ induces a continuous
map
πˆΣ : Sol
k
J(K)(M, t)
/
GkJ(K)(M, t)
→ ID
k,k−1
K (Σ)
/
GP k,k−1K (Σ)
between Fre´chet spaces. Since πˆΣ is the inverse of Solve
k
K , the open mapping
theorem for Fre´chet spaces implies the statement. 
Proof of Theorem 4.18. Again, Lemma 4.14 and Lemma 4.15 imply that the quo-
tient spaces are well defined topological vector spaces. By Theorem 4.2, Theorem
4.7 and Lemma 4.15, the map Solvek is a well defined linear bijection. Therefore it
remains to prove that it is an isomorphism of topological vector spaces. By Lemma
4.23, the map
IDk,k−1K (Σ)
/
GPk,k−1K (Σ)
SolvekK−→ Sol
k
J(K)(M, t)
/
GkJ(K)(M, t)
→֒ Sol
k
sc(M, t)
/
Gksc(M, t)
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is continuous for every compact subset K ⊂ Σ. By Lemma 4.16, this implies that
Solvek is continuous. Similarly, by Lemma 4.23, the composed map
Sol
k
J(K)(M, t)
/
GkJ(K)(M, t)
πˆΣ−→ ID
k,k−1
K (Σ)
/
GPk,k−1K (Σ)
→֒ ID
k,k−1
c (Σ)
/
GP k,k−1c (Σ)
is continuous for every compact subset K ⊂ Σ. By Lemma 4.17, this implies that(
Solvek
)−1
is continuous. 
5. The linearised constraint equations
In order to apply Theorem 4.18 in practice, it is necessary to understand the
space
IDk,k−1c (Σ)
/
GP k,k−1c (Σ)
.
In this section, we show that this space can be quite well understood if Σ is com-
pact, Scal(g˜) = 0 and k˜ = 0. The idea is inspired by the following classical result:
If Ric(g˜) = 0 and Σ is compact, then equivalence classes of initial data are essen-
tially in one-to-one correspondence with the divergence- and trace free tensors on Σ
(“transverse traceless tensors” or “TT-tensors”). The advantage of this observation
comes from the following well-known fact. For any (0, 2)-tensor α on Σ, there is a
unique decomposition
α = h˜+ Lω + φg˜, (25)
where h˜ is a TT -tensor, ω is a one-form, L is the conformal Killing operator and
φ is a function. Now, the problem is that if Ric(g˜) 6= 0, then TT-tensors do not
solve the linearised constraint equation in general. The goal of this section is to
generalise the decomposition (25) to the case when Scal(g˜) = 0. Let us therefore
assume in this section that Σ is compact, Scal(g˜) = 0 and k˜ = 0, which is obviously
a solution of the non-linear constraint equations (10 - 11).
As mentioned in the introduction, it turns out that equation (2 - 5) will be
relevant for this problem. For any k ∈ R ∪ {∞}, let Γk(Σ) ⊂ Hk(Σ, S2Σ) denote
the Hk-solutions to the equations (2) and (3) and let Γk−1(Σ) ⊂ Hk−1(Σ, S2Σ)
denote the Hk−1-solutions to (4) and (5). The following proposition is a special
case of Moncrief’s classical splitting theorem [Mon75], generalised to any Sobolev
degree. It can be seen as a “gauge choice” for the initial data.
Proposition 5.1. Let k ∈ R ∪ {∞}. Assume that (Σ, g˜) is a closed manifold with
vanishing scalar curvature and that k˜ = 0. For any k ∈ R ∪ {∞}, the map
Γk(Σ)× Γk−1(Σ)→ ID
k,k−1(Σ)
/
GPk,k−1(Σ) ,
(h˜, m˜) 7→ [(h˜, m˜)],
is an isomorphism of Banach spaces.
Since the proof for arbitrary Sobolev degree is hard to find, we give a simple
proof of this proposition later. By Theorem 4.18, we conclude that the composed
map
Γk(Σ)× Γk−1(Σ)→ ID
k,k−1(Σ)
/
GP k,k−1(Σ)
Solvek
→ Sol
k
(M, t)
/
Gk(M, t) ,
is an isomorphism of Banach spaces.
Let us now state the main result of this section. Let
Lω := Lω♯ g˜ −
2
dim(Σ)
(∇˜ · ω)g˜
denote the conformal Killing operator on one-forms.
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Theorem 5.2. Assume that (Σ, g˜) is a closed Riemannian manifold of dimension
n ≥ 2 with Scal(g˜) = 0 and k˜ = 0. Let k ∈ R ∪ {∞}. Then for each (α, β) ∈
Hk(Σ, S2Σ)×Hk−1(Σ, S2Σ), there is a unique decomposition
α = h˜+ Lω + CRic(g˜) + φg˜,
β = m˜+ Lη + C′Ric(g˜) + ψg˜,
where (h˜, m˜) ∈ Γk(Σ)× Γk−1(Σ), (ω, η) ∈ Hk+1(Σ, T ∗Σ) ×Hk(Σ, T ∗Σ), (C,C′) ∈
R2 and (φ, ψ) ∈ Hk(Σ,R)×Hk−1(Σ,R) such that φ[1] = 0 = ψ[1].
Here φ[1] means the distribution φ evaluated on the test function with value 1.
If φ ∈ L1loc then φ[1] =
∫
Σ φdµg˜ .
Example 5.3. Let us give two examples of closed Riemannian manifolds with
vanishing scalar curvature.
• For each n ∈ N, the flat torus T n := Rn/Zn is flat, in particular Scal(g˜) = 0.
• For each m ∈ N, there is a Berger metric on S4m−1 with vanishing scalar
curvature. In case m = 1, the scalar flat Berger metric is given by 52σ1
2 +
σ2
2 + σ3
2, where σ1, σ2, σ3 are orthonormal left invariant one-forms on S
3.
Note that this metric does not have vanishing Ricci curvature.
On these manifolds, Theorem 5.2 applies.
Remark 5.4. Note that Theorem 5.2 is equivalent to showing that
Hk(Σ, S2Σ) = Γk1(Σ)⊕ im(L)⊕ RRic(g˜)⊕ Ĥ
k(Σ,R)g˜,
Hk(Σ, S2Σ) = Γk2(Σ)⊕ im(L)⊕ RRic(g˜)⊕ Ĥ
k(Σ,R)g˜,
where L : Hk+1(Σ, T ∗Σ) → Hk(Σ, S2Σ) and Ĥk(Σ,R) := {φ ∈ Hk(Σ,R) | φ[1] =
0}.
Remark 5.5 (TT-tensors). Note that if Ric(g˜) = 0, equations (2 - 5) imply that h˜
and m˜ are TT-tensors or a constant multiple of the metric. Moreover, if Ric(g˜) =
0, then Theorem 5.2 simplifies essentially to the classical split mentioned in the
beginning of this section.
Before proving Proposition 5.1 and our main result Theorem 5.2, let us use
Proposition 5.1 to show that there are arbitrarily irregular non-gauge gravitational
waves.
Example 5.6 (Arbitrarily irregular non-gauge solutions). Consider the flat torus
((S1)3, g˜) with coordinates (x1, x2, x3). Let δ(n) denote the n-th derivative of the
Dirac distribution on S1 with support at some fixed point in S1. The tensor defined
by
h˜(x1, x2, x3) := δ(n)(x3)dx1 ⊗ dx2
is a TT-tensor. Moreover, h˜ ∈ H−n−1(Σ)\H−n(Σ). Combining Proposition 5.1
with Theorem 4.18, this shows that there are arbitrarily irregular non-gauge grav-
itational waves on the spatially compact Minkowski spacetime M = R× (S1)3.
We start by giving a simple proof of Proposition 5.1. The proof is more ele-
mentary than the original one by Moncrief, since we only consider the case when
k˜ = 0.
Proof of Proposition 5.1. Note first that (h˜, m˜) ∈ IDk,k−1(Σ) if and only if
∇˜ · (∇˜ · h˜− dtrg˜h˜)− g˜(Ric(g˜), h˜) = 0,
∇˜ · (m˜− (trg˜m˜)g˜) = 0.
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The gauge producing initial data GPk,k−1(Σ) is in this case given by the image of
P : Hk+1(Σ, TΣ⊕ R)→ Hk(Σ, S2Σ)×Hk−1(Σ, S2Σ),
(β,N) 7→ (Lβ g˜,Hess(N)− Ric(g˜)N).
The formal adjoint of P is given by
P ∗(h˜, m˜) = (−2∇˜ · h˜, ∇˜ · ∇˜ · m˜− g˜(Ric(g˜), m˜)).
Recall by Lemma 4.14, that we know that im(P ) = GP k,k−1(Σ) ⊂ IDk,k−1(Σ) is
closed. We claim that
Hk(Σ, S2Σ)⊕Hk−1(Σ, S2Σ) = im(P )⊕ ker(P ∗). (26)
We first prove this when k ≤ 0. Define
P0 : H
1(Σ, TΣ)×H2(Σ,R)→ L2(Σ, S2Σ⊕ S2Σ),
(β,N) 7→ P (β,N).
It follows that
L2(Σ, S2Σ⊕ S2Σ) = im(P0)⊕ ker(P
∗
0 )
⊂ im(P )⊕ ker(P ∗)
⊂ Hk(Σ, S2Σ)⊕Hk−1(Σ, S2Σ).
Since im(P ) ⊕ ker(P ∗) ⊂ Hk(Σ, S2Σ) ⊕Hk−1(Σ, S2Σ) is closed and L2(Σ, S2Σ ⊕
S2Σ) ⊂ Hk(Σ, S2Σ) ⊕ Hk−1(Σ, S2Σ) is dense, we have proven (26) when k ≤ 0.
Assume now that k > 0 and that (h˜, m˜) ∈ Hk(Σ) × Hk−1(Σ). Since we know
equation (26) when k = 0, we conclude that there is (N, β) ∈ H1(Σ) and (h˜0, m˜0) ∈
L2(Σ)×H−1(Σ) such that P ∗(h˜0, m˜0) = 0 and
(h˜, m˜) = P (N, β) + (h˜0, m˜0).
It follows that P ∗P (N, β) = P ∗(h˜, m˜) ∈ Hk−1(Σ)×Hk−3(Σ). Note that(
∇˜∗∇˜ 0
0 1
)
◦ P ∗P : Hk+1(Σ)→ Hk−3(Σ)
is an elliptic differential operator. It follows that (N, β) ∈ Hk+1(Σ) and hence
(h˜0, m˜0) = (h˜, m˜)−P (N, β) ∈ H
k(Σ)×Hk−1(Σ). This proves the claim for k > 0.
Since im(P ) = GPk,k−1(Σ) ⊂ IDk,k−1(Σ), it follows now that
IDk,k−1(Σ) = GPk,k−1(Σ)⊕
(
IDk,k−1(Σ) ∩ ker(P ∗)
)
.
One checks that Γk(Σ) × Γk−1(Σ) = IDk,k−1(Σ) ∩ ker(P ∗). This concludes the
proof. 
Let us turn to the proof of Theorem 5.2. Note that h˜ = α−Lω−CRic(g˜)−φg˜ ∈
Γk1(Σ) if and only if
∆φ−
1
n
g˜(Ric(g˜), Lω) = −
1
n
g˜(Ric(g˜), α) +
1
n
∆trg˜α+
C
n
g˜(Ric(g˜),Ric(g˜)),
L∗Lω − 2dφ = −2∇˜ · α
and m˜ = β − Lη − C′Ric(g˜)− ψg˜ ∈ Γk−12 (Σ) if and only if
∆ψ +
1
n
g˜(Ric(g˜), Lη) =
1
n
g˜(Ric(g˜), β) +
1
n
∆trg˜β −
C′
n
g˜(Ric(g˜),Ric(g˜)),
L∗Lη + 2(n− 1)dψ = −2∇˜ · (β − (trg˜β)g˜),
using that ∇˜ · Ric(g˜) = 12dScal(g˜) = 0 and trg˜Ric(g˜) = Scal(g˜) = 0. The idea
is to consider the right hand side as given and find (φ, ω) and (ψ, η) solving the
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equations. The idea is to consider the left hand side as an elliptic operator and
calculate its kernel and cokernel.
Let Lω := Lω♯ g˜ denote the Killing operator on one-forms ω.
Lemma 5.7. Assume that (Σ, g˜) is a closed Riemannian manifold of dimension
n ≥ 2 such that Scal(g˜) = 0. Let a, b ∈ R such that 0 < ab < 2. For any
k ∈ R ∪ {∞}, consider the elliptic differential operator
P : Hk+2(Σ,R⊕ T ∗Σ)→ Hk(Σ,R⊕ T ∗Σ),
P (φ, ω) :=
(
∆φ+ ag˜(Ric(g˜), Lω))
L∗Lω + bdφ
)
.
Then
ker(P ) = ker(P ∗) = ker(d) ⊕ ker(L),
i.e. both kernels consist only of the constant functions and Killing one-forms.
In our case, we have that (a, b) = (− 1n ,−2), which implies that ab =
2
n and
secondly that (a, b) = ( 1n , 2(n− 1)), which implies that ab =
2(n−1)
n . In both cases
0 < ab < 2, for all n ≥ 2, so the lemma applies.
We will use the following differential operators acting on one-forms ω and func-
tions φ on Σ:
δω :=−∇ · ω,
∆ω :=(dδ + δd)ω,
∆φ :=(dδ + δd)φ = δdφ.
Proof of Lemma 5.7. Let us first note that
L∗Lω = 2∆ω − 4Ric(g˜)(ω♯) +
(
2−
4
n
)
dδω, (27)
for any one form ω. We start by showing that ker(P ) = ker(d) ⊕ ker(L). For this,
assume that
P (φ, ω) = 0.
It follows that δ(L∗Lω) = −b∆φ. On the other hand, using ∇˜·Ricg˜ =
1
2dScal(g˜) = 0
it follows that
δ(L∗Lω) =
(
4−
4
n
)
∆δω + 2g˜(Ric(g˜), Lω)
=
(
4−
4
n
)
∆δω −
2
a
∆φ,
where in the last line we have used that P (φ, ω) = 0. Combining these two results
gives
∆
((
4−
4
n
)
δω +
(
b−
2
a
)
φ
)
= 0.
Since Σ is closed, all harmonic functions are constant and hence
φ =
4− 4n
2
a − b
δω + C,
where C is constant, which implies that
L∗Lω = −bdφ =
4− 4n
1− 2ab
dδω.
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Since 0 < ab < 2, it follows that
‖Lω‖
2
L2 =
4− 4n
1− 2ab
‖δω‖
2
L2 ≤ 0.
We conclude that Lω = 0 and δω = 0. Hence ω is a Killing one-form. It follows
that dφ = 0 as claimed.
We continue by calculating ker(P ∗). From equation (27), we get
−2aRic(g˜)(grad(φ), ·) = −2a
(
1−
1
n
)
d∆φ+
a
2
L∗Ldφ.
Assuming that P ∗(φ, ω) = 0, it follows that
L∗L
(
ω +
a
2
dφ
)
= 2a
(
1−
1
n
)
d∆φ.
Again using P ∗(φ, ω) = 0 we conclude that∥∥∥L(ω + a
2
dφ
)∥∥∥2 = 2a(1− 1
n
)
〈d∆φ, ω +
a
2
dφ〉
= a2
(
1−
2
ab
)(
1−
1
n
)
‖∆φ‖2
≤ 0,
since 0 < ab < 2, which implies that
L
(
ω +
a
2
dφ
)
= 0
and hence ∆φ = 0. Since Σ is closed, it follows that φ is constant and hence Lω = 0.
Since b 6= 0, it follows that δω = 0 and hence ω is a Killing one-form as claimed. 
Proof of Theorem 5.2. We first show that Ĥk(Σ,R)g˜⊕ im(L)⊕RRic(g˜) really is a
direct sum. Since Scal(g˜) = 0, we have for all f ∈ Ĥk(Σ,R) that
f g˜[CRic(g˜)] = f [Cg˜(g˜,Ric(g˜))] = f [0] = 0
and hence Ĥk(Σ,R)g˜ ∩ RRic(g˜) = {0}. Since ω 7→ Lω has injective principal
symbol, Lemma A.1 implies that
Hk(Σ, S2Σ) = im(L)⊕ ker(L∗).
Since Scal(g˜) = 0, L∗(Ric(g˜)) = −2∇˜ · Ric(g˜) = −dScal(g˜) = 0 and hence
RRic(g˜) ⊂ ker(L∗),
which implies that RRic(g˜) ∩ im(L) = {0}. That Ĥk(Σ,R)g˜ ∩ im(L) = {0} is
clear, since trg(Lω) = 0. This proves the first claim. Let us now prove that(
Ĥk(Σ,R)g˜ ⊕ im(L)⊕ RRic(g˜)
)
∩ Γk1(Σ) = {0}. For this, assume that
0 = h˜+ φg˜ + Lω + CRic(g˜) ∈ Γk1(Σ),
with φ ∈ Ĥk(Σ,R) and ω ∈ Hk+1(Σ, T ∗Σ). We know that h˜ ∈ Γk1(Σ) if and only if
P (φ, ω) =
(
−Cn g˜(Ric(g˜),Ric(g˜))
0
)
,
with (a, b) = (− 1n ,−2). By Lemma A.1 and Lemma 5.7, it follows that
Cg˜(Ric(g˜),Ric(g˜)) must be orthogonal to the constant functions, i.e.∫
Σ
Cg˜(Ric(g˜),Ric(g˜))dµg˜ = 0.
Since g˜(Ric(g˜),Ric(g˜)) ≥ 0, we conclude that either Ric(g˜) = 0 or C = 0
which in both cases implies CRic(g˜) = 0. Hence (φ, ω) ∈ ker(P ), which by
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Lemma 5.7 implies that φ is constant and ω is a Killing one-form. Hence
Lω = 0 and since 0 = φ[1] =
∫
Σ
φdµg˜, it follows that φ = 0. This
proves
(
Ĥk(Σ,R)g˜ ⊕ im(L)⊕ RRic(g˜)
)
∩ Γk1(Σ) = {0}. Similarly, one proves(
Ĥk(Σ,R)g˜ ⊕ im(L)⊕ RRic(g˜)
)
∩ Γk2(Σ) = {0}.
It remains to show that
Hk(Σ, S2Σ) ⊆ Ĥk(Σ,R)g˜ ⊕ im(L)⊕ RRic(g˜)⊕ Γk1(Σ).
Given α ∈ Hk(Σ, S2Σ) we want to find φ ∈ Ĥk(Σ,R) and ω ∈ Hk+1(Σ, T ∗Σ) such
that h˜ := α− φg˜ − Lω − CRic ∈ Γk1(Σ). Note that h˜ ∈ Γ
k
1(Σ) if and only if
P (φ, ω) =
(
− 1n g˜(α,Ric(g˜)) +
1
n∆trg˜α+
C
n g˜(Ric(g˜),Ric(g˜))
−2∇˜ · α
)
. (28)
By Lemma A.1 and Lemma 5.7 we find (φ, ω) ∈ Hk(Σ,R⊕ T ∗Σ) if and only if we
choose
C :=
g˜(α,Ric(g˜))[1]∫
Σ
g(Ric,Ric)dµg˜
,
when Ric(g˜) 6= 0. If Ric(g˜) = 0, it does not matter how we choose C, CRic(g˜) = 0
anyway. What remains is to show that Lω ∈ Hk(Σ, S2Σ), up to now we only
know that Lω ∈ Hk−1(Σ, S2Σ). But from equation (28), we know that L∗Lω =
2dϕ − 2∇˜ · α ∈ Hk−1(Σ, T ∗Σ). Elliptic regularity theory implies that in fact ω ∈
Hk+1(Σ, T ∗Σ) which implies that Lω ∈ Hk(Σ, S2Σ). The inclusion Hk(Σ, S2Σ) ⊆
Ĥk(Σ,R)g˜ ⊕ im(L)⊕ RRic(g˜)⊕ Γk2(Σ) is proven analogously. 
Appendix A. Some linear differential operators
The results presented here are to be considered well-known. However, some are
only to be found in the literature in a different setting than we need.
A.1. Linear elliptic operators. Let E,F →M be vector bundles equipped with
a positive definite metric. We start by the classical “Fredholm alternative” for
elliptic operators on closed manifolds.
Lemma A.1 (Fredholm alternative on closed manifolds). Assume that M is a
closed manifold, k ∈ R and
P : Hk+m(M,E)→ Hk(M,F )
is a differential operator of order m with injective principal symbol. Then
Hk(M,F ) = im(P )⊕ ker(P ∗), (29)
where P ∗ is the formal adjoint as an operator
P ∗ : Hk(M,F )→ Hk−m(M,E).
Extend or restrict P and P ∗ to act on the spaces
P˜ : H−k+m(M,E)→ H−k(M,F ),
P˜ ∗ : H−k(M,F )→ H−k−m(M,E).
Then im(P˜ ) is the annihilator of ker(P ∗) and ker(P˜ ∗) is the annihilator of im(P )
under the isomorphism H−k(M,E) ∼= Hk(M,E)′.
In particular, if k ≥ 0, the sum in (29) is L2-orthogonal. In case k = ∞,
equation (29) holds true.
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Proof. See for example [Bes08, Appendix I] for equation (29) when k ≥ 0. Gener-
alising this to any k ∈ R is straightforward, when using that
H−k(M,E)→ Hk(M,E)′
f 7→ (ϕ 7→ 〈D−kf,Dkϕ〉L2(M,E))
is an isomorphism. 
One part of the previous lemma generalises to non-compact manifold.
Lemma A.2. Let M be a possibly non-compact manifold and let K ⊂ M be a
compact subset and let k ∈ R ∪ {∞}. Assume that
P : Hk+mK (M,E)→ H
k
K(M,F )
is a differential operator of order m with injective principal symbol. Assume fur-
thermore that P is injective. Then
im(P ) ⊂ HkK(M,F )
is closed and P is an isomorphism of Hilbert spaces onto its image.
Proof. By [BTW15, Sec. 1.6.2.], we can embed an open neighbourhood U of K
isometrically into a closed Riemannian manifold (K ′, g˜′). Denote the embedding
by ι : U →֒ K ′. Moreover, we can extend the vector bundles in a smooth way. Let
us for simplicity still denote them by E and F . For any section f : M → E, define
ι∗f : K
′ → E such that f |K = (ι∗f) ◦ ι|K , just by multiplying by a bump function
which equals 1 on K and vanishes outside U . It follows that there is a differential
operator with injective principal symbol
Q : Hk+m(K ′, E)→ Hk(K ′, F )
such that the following diagram commutes:
Hk+mK (M,E)
P
//
ι∗

HkK(M,F )
ι∗

Hk+m(K ′, E)
Q
// Hk(K ′, F )
.
Choose a function λ : K ′ → R such that λ(x) > 0 for all x ∈ K ′\ι(K) and
λ|ι(K) = 0. We claim that
Q∗Q+ λ : Hk+m(K ′, E)→ Hk−m(K ′, E)
is an isomorphism of Hilbert spaces (in the smooth case, k = ∞, we claim that
this is an isomorphism of Fre´chet spaces). By Lemma A.1, it suffices to show that
ker(Q∗Q+λ) = {0}, sinceQ∗Q+λ is formally self-adjoint. For any a ∈ ker(Q∗Q+λ)
it follows that a is smooth and∫
K′
|Qa|2 + λ |a|2 dV ol = 0.
Hence supp(a) ⊂ ι(K) and Qa = 0. This implies that b := ι∗a, extended to whole
M by zero, solves P (b) = 0. Since supp(b) ⊂ K and P is injective, this implies that
b = 0 and hence a = 0. We conclude the claim.
Assume now that P (un)→ f in H
k
K(M,F ), with un ∈ H
k+m
K (M,E). It follows
that Q(ι∗un)→ ι∗f in H
k
ι(K)(K
′, F ) and ι∗un ∈ H
k+m
ι(K) (K
′, E). Hence
(Q∗Q+ λ)(ι∗un) = Q
∗Q(ι∗un)→ Q
∗(ι∗(f))
ON THE CAUCHY PROBLEM FOR THE LINEARISED EINSTEIN EQUATION 29
in Hk−mι(K) (K
′, E). Therefore, there is a v ∈ Hk+m(K ′, E) such that ι∗un → v in
Hk+m(K ′, E). Since supp(ι∗un) ⊂ ι(K) and ι∗un → v as distributions, the support
of v cannot be larger than ι(K). Hence v ∈ Hkι(K)(K
′, E). Now define
u := ι∗v ∈ Hk+mK (U,E)
and extend it by zero to an element in Hk+mK (M,E). Note that un → u in
Hk+mK (M,E). It follows that
P (u) = lim
n→∞
P (un) = f,
as claimed (in the case k = ∞, the last line is to be thought of as a limit of a
net). 
Definition A.3 (Laplace type operators). Let g be a Riemannian metric on M .
A differential operator P ∈ Diff2(E,E) is called a Laplace type operator if its
principal symbol is given by the metric. Equivalently, in local coordinates, P takes
the form
P = −
∑
i,j
gij
∂2
∂xi∂xj
+ l.o.t.
We will need the following theorem, known as the Strong unique continuation
property. We quote the statement from [Ba¨r97]. For a proof, see [Aro57, Thm. on
p. 235 and Rmk. 3 on p. 248].
Theorem A.4 (Aronszajn’s Unique Continuation Theorem). Let (M, g) be a con-
nected Riemannian manifold and let P be a Laplace type operator acting on sections
of a vector bundle E →M . Assume that Pu = 0 and that u vanishes at some point
of infinite order, i.e. that all derivatives vanish at that point. Then u = 0.
Corollary A.5. Let k ∈ R∪ {∞}. Assume that M is connected. Let K ⊂M be a
compact subset such that K 6= M . Assume that
P : Hk+2K (M,E)→ H
k
K(M,E)
is a Laplace-type operator. Then
im(P ) ⊂ HkK(M,E)
is closed and P is an isomorphism of Hilbert spaces (Fre´chet spaces if k =∞) onto
its image.
Proof. We only need to show that P is injective. Assume that Pu = 0. Since
u|M\K = 0, Theorem A.4 implies that u = 0. 
A.2. Linear wave equations. In the literature, there are many variants of stating
the well-posedness of the Cauchy problem for linear wave equations with initial data
of Sobolev regularity. The statement that is relevant for our purposes is not in the
form we need it in the literature, but can be derived by standard techniques.
Definition A.6 (Wave operator). Let g be a Lorentzian metric onM . A differential
operator P ∈ Diffm(E,E) is called a wave operator if its principal symbol is given
by the metric. Equivalently, in local coordinates, P takes the form
P = −
∑
i,j
gij
∂2
∂xi∂xj
+ l.o.t.
Wave operators are sometimes also called normally hyperbolic operators. We
assume here that (M, g) is a globally hyperbolic spacetime and let Σ ⊂ M be
a Cauchy hypersurface and t : M → R a Cauchy temporal function such that
Σ = t−1(t0) for some t0 ∈ t(M). Let E → M be a real vector bundle and let P
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be a wave operator acting on sections in E. Denote by ν the future pointing unit
normal vector field on Σ.
Theorem A.7 (Existence and uniqueness of solution). Let k ∈ R ∪ {∞} be given.
For each (u0, u1, f) ∈ H
k
loc(Σ, E|Σ) ⊕ H
k−1
loc (Σ, E|Σ) ⊕ CH
k−1
loc (M,E, t), there is a
unique u ∈ CHkloc(M,E, t) such that
Pu = f,
u|Σ = u0,
∇νu|Σ = u1.
Moreover, we have finite speed of propagation, i.e.
supp(u) ⊂ J (supp(u0) ∪ supp(u1) ∪K) ,
for any subset K ⊂M such that supp(f) ⊂ J(K).
The theorem is proven by a standard method, translating the result in
([BTW15, Thm. 13] and [BGP07, Thm. 3.2.11]), where spatially compact sup-
port was assumed, to the general case. This can be done due to finite speed of
propagation for wave equation. It was done in the smooth case when k = ∞ in
[BF09, Cor. 5 in ch. 3]. Let us remark that from [BTW15, Thm. 13] we only
conclude that u ∈ C0(I,Hkloc) ∩ C
1(I,Hk−1loc ), but since we assume more regularity
on the right hand side f , we can use the equation Pu = f to conclude the stated
regularity on u. A simple corollary is the following.
Corollary A.8 (Continuous dependence on initial data). Let k ∈ R ∪ {∞} be
given. Then the map
CHkloc(M,E, t) ∩ ker(P )→ H
k
loc(Σ, E|Σ)⊕H
k−1
loc (Σ, E|Σ)
u→ (u|Σ,∇νu|Σ)
is an isomorphism between topological vector spaces. In particular, the inverse map
is continuous.
Proof of the corollary. By the preceding theorem, this map is continuous and bijec-
tive between Fre´chet spaces. The open mapping theorem for Fre´chet spaces implies
the statement. 
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