Optimization of design is an important step in obtaining tissue engineering scaffolds with appropriate shapes and inner microstructures. Different shapes and sizes of scaffolds are modeled using UGS NX 6.0 software with variable pore sizes. The quality issue we are concerned is the scaffold porosity, which is mainly caused by the fabrication inaccuracies. Bone scaffolds are usually characterized using a scanning electron microscope, but this study presents a new automated inspection and classification technique. Due to many numbers and size variations for the pores, the manual inspection of the fabricated scaffolds tends to be error-prone and costly. Manual inspection also raises the chance of contamination. Thus, non-contact, precise inspection is preferred. In this study, the critical dimensions are automatically measured by the vision camera. The measured data are analyzed to classify the quality characteristics. The automated inspection and classification techniques developed in this study are expected to improve the quality of the fabricated scaffolds and reduce the overall cost of manufacturing.
Introduction
An ideal bone implant should have the same structure and similar composition as the bone. One of the approaches includes production of implants using scaffolds [1, 2] . The shape and architecture of scaffolds are important as they support the cells and produce extracellular matrix to generate new tissues. Scaffold should have the same shape as the defective bone, in order to be placed well in a body and guide bone's growth correctly [1, 2] . Traditionally, fabrication methods, such as fiber bonding, solvent casting, particulate leaching, membrane lamination, melt molding, gas forming, and cryogenic induced phase separations, have been employed [1, 2] . Those techniques are also based on manual works, hence extra procedures are associated with in terms of getting suitable shapes and microstructures. However, the extra steps are not easy since they cannot be controlled well. To overcome limitations with the traditional fabrication techniques, the rapid prototyping (RP) has been explored by many scientists. RP technologies enable us to provide scaffolds with well-defined and controlled internal architecture. The RP technologies, including stereo lithography (SLA), selective laser sintering (SLS), fused deposition modeling (FDM), three-dimensional printing (TDP or 3DP), have been widely applied in fabricating bionic scaffolds for tissue engineering [3] . Dimensional accuracy is limited in these processes by the nozzle size and laser diameter, control over the print head, laser movement and positioning, and the particle size of the powder. 3D printing is one prospective RP technique that may be used in manufacturing hard tissues. The 3DP, SLS and FDM represent the most promising techniques that can be used in hard tissue manufacturing.
In tune with the RP technologies, various biomaterials and other fabrication techniques have been tested for bone tissue engineering. Liu et al. [4] published a review of polymer materials, scaffold design, fabrication techniques, and the architectural parameters of the scaffold. Though other factors like cell sources, regulating molecules, mechanical stimulation, bioreactor design, cultivation conditions and clinical considerations are important for the successful tissue development, they are not discussed in this paper. Natural polymers have the advantage of biological recognition, but are limited with respect to the mechanical properties and biodegradability. These facts compelled researchers to try synthetic polymers. Gbureck et al. [5] attempted to manufacture custom-made calcium pyrophosphate implant structures and scaffolds through the 3D powder printing process. Samples were prepared using the powders and the diluted phosphoric acid with different concentrations from 5% to 30%. Layer thickness of 100 μm and binder-volume ratio of 0.28 for shell and 0.14 for core with a saturation level of 89%, were adopted for printing. Surfaces of failed samples were examined using a scanning electron microscope. Printing process allowed a production of components with a resolution of ± 200 μm. Leukers et al. [6] focused on the evaluation of the seeded scaffolds that were manufactured with 3D printing technology. A special scaffold was designed to maximize the surface and facilitate the seeding process to enhance cell adhesion and supply of nutrients. Spray dried hydroxyapatite (HA) granulates containing polymeric additives and water soluble polymer blends were used. Powder-based 3D printing process was found to induce the micro porosity, which increases the surface accessibility of the scaffold for fluid medium. From the above findings, HA scaffolds made by 3D printing seem to be highly suitable for bone tissue engineering. Khalyfa et al. [7] developed a powder mixture comprising tetra calcium phosphate (TTCP) as reactive components and β-tricalcium phosphate or calcium sulphate as biodegradable fillers. The mixture could be used for bone repair applications in load bearing areas. The above works used sophisticated equipment for characterization, such as a scanning electron microscope [8] .
This research automates the surface feature inspection of bone scaffolds using an automated vision technology. The inspection of bone scaffolds is generally performed using a scanning electron microscope and the characterization process is manual. To avoid human intervention and common errors, the process can be automated using advanced sensors and inspection devices. Sensors such as machine vision cameras are much faster and accurate than manual inspection. By activating suitable image processing algorithms for given dimensions, the whole characterization process can be completed in less than a minute. Efforts are also made to increase the capacity of the camera by extending the lens of the camera with a microscope lens. The images of size less than 500 µm can be analyzed with ease. Since bone scaffolds contain many pores on the surface, the accurate measurement and characterization of surface features are crucial. The inspection data obtained by the vision system are analyzed using multi-layer perceptron neural networks and radial basis function networks for classification. Regression analysis is also carried out to gauge the prediction accuracy. The performance of developed models is presented as well.
The structure of this paper is as follows. The first section is an introduction, which delineates the definition of bone scaffold, 3D printing, and also provides the review of related materials. Section 2 elaborates on the research methodology, while the design and fabrication of 3D parts are presented in Section 3. Data analysis is illustrated in Section 4. The conclusion is drawn in Section.
Research methodology
The methodology for this research consists of two distinctive phases. Phase I is a classification analysis by neural networks using Statistica 9. The results of classification obtained from both multilayer perceptron (MLP) and radial basis function (RBF) networks are compared. Phase II is a regression analysis on the prediction of porosity. In Phase II, error terms from the models are compared to assess the prediction accuracy of porosity.
Design selection
Tissue engineering generally requires the use of a porous, bio-resorbable scaffold, which serves as a three-dimensional (3D) template for the initial cell attachment and subsequent tissue formation, both in vitro and in vivo. Ideally, a scaffold should have the following characteristics: (1) a suitable macrostructure to promote cell proliferation and cell-specific matrix production; (2) an open-pore geometry with a highly porous surface and microstructure that enables cell growth; (3) optimal pore size for tissue regeneration and to avoid pore occlusion; and (4) suitable surface morphology and physiochemical properties to encourage intracellular signaling and recruitment of cells [1] [2] [3] [4] [5] [6] [7] [8] . Experiments reveal that the porosity of scaffolds, which is manufactured by the FDM RP machines, depends on four main parameters. Those include slice thickness, road width, raster gap, and raster angle. The slice thickness is the thickness of the layer used to build the model layer-by-layer. The road width is the width of the extruded layer. The raster gap is the gap between the laying roads within a sliced plane of the part. The raster angle is the angle between the succeeding horizontal raster layers of the model. The experimental value of the porosity P can be calculated by the equation [1] [2] [3] [4] [5] [6] [7] [8] :
where = apparent volume (total volume) of the model, and = true volume of the model (volume occupied by material). We assume that large porosity for vascularization is of prime importance, as long as both scaffold and tissue stiffness are maintained within an acceptable range. The optimization problem denoted as the porosity design can be written as [1] [2] [3] [4] [5] [6] [7] [8] :
Young's Modulus of scaffold base material, and pore diameter. We propose the relationship between void volume components, structural material properties, and dominant design characteristics, which govern the strength of porous architecture. The basic demand of tissue engineered scaffolds is that they should be porous enough to support interconnectivity that has been demonstrated to be around 60% porosity by volume. We consider two shapes of scaffold pores, including (1) the basic circular shape, and (2) the hexagon.
Neural network model
Based on the extensive literature review, two types of neural network models are selected for this study: multilayer perceptron (MLP) and radial basis function (RBF) [9, 10] . These two neural network models are employed because they are much superior to others in classification for this type of data [11, 12] . The subsequent equations are either adopted or modified from the literature for this study.
MLP model
Each hidden or output unit is called as a perceptron, and is a function of product of input vector and associated weight [13] . The terms used in the MLP model are given as follows [9, 10] :
= output units, = input units, = weights, = error term in network, p = a number of training patterns, M = a number of output units, ɳ = the learning rate between (0, 1), and ∝ = momentum constant.
We use a gradient descent method for error function to find the correct weights [14] . The errors are local to each node and change in weight from node i to output j.
is controlled by the input travels along the connection and error signal from output j.
Using the gradient descent method, the error term is propagated back through the model. The algorithm that helps in performing this is called as back propagation algorithm [15] . It has two passes: the forward pass and the backward pass. The forward pass computes functional signals and helps propagate input patterns through the network. Backward pass computes error signals and propagates the error backwards through the network starting at output units. During the backward pass, the error signal is propagated forwards. We use the normal error term, which is a sum of squares [9, 10] :
= target value for dimension k. Gradient descent method is used to modify weights for both hidden units and output units [5] [6] :
The weight transformation functions for hidden units and output units, respectively, are given by [9, 10] :
where the learning rate = (0 < ɳ 1). The algorithm is repeated until the stopping criterion is achieved. Stopping criterion for the network is given by [9, 10] :
where p = a number of training patterns, and M = a number of output units.
RBF model
In radial basis function, the Euclidean distance is computed from the point being evaluated to the center of each neuron [16] . A radial basis function (also called a kernel function) is applied to the distance to compute the weight (influence) for each neuron, such that Weight = RBF (distance). Various functions can be used as activation functions for RBF networks [17, 18] . However, for the pattern classification, Gaussian function is preferred over others. The Gaussian activation function for RBF network is given by [9, 10] :
where X = input feature vector, L = a number of hidden units, = network weights, = associated value of desired output, ∅ = Gaussian activation function, and and ∑ = mean and covariance of the matrix of the Gaussian function, and j = 1, 2, … , L. The output layer is a weighted sum of hidden unit outputs [9, 10] :
where
= the output weights, each corresponding to the connection between hidden unit and output unit. M represents a number of output units. Using the generalized RBF network, take the condition number of matrix as a ratio of the largest Eigen value to the smallest Eigen value of the matrix. Haykin [9] states that a reduction of complexity of network is necessary to overcome the computational difficulties. The approximation procedure is used to find out the sub-optimal solution from Galerkin's method in variation problems. According to this technique, the approximation solution on finite basis is [9, 10] :
, is a new set of basis functions, which are assumed to be linearly dependent. Considering RBFs, Haykin [9] gives the following equation:
It can be rewritten as: 

. From this equation, one can find out the desired output and weights, where G is a matrix of green functions and W is a matrix of weight vectors.
Design and fabrication of 3D scaffolds
The design drawing of scaffold is modeled using UGS NX 6.0 software. Several models of scaffolds are drawn with varying pore sizes (0.5 mm ~ 1 mm) and shapes (circle and hexagon). The models are converted into stereo lithography files for 3D printing. Figure 1 shows the screenshot of scaffold model and the actual building process. These files are imported to the 3D Printer (Z450) software for production. Once produced, the powders are removed and the samples are put on the inspection station consisting of a robot, a conveyor and a machine vision system. The sample dimensions are analyzed using the machine vision system. The sample under inspection is checked with the image processing and analysis algorithms. Then, sample dimensions are measured and stored. The machine vision system gives signals to the robot, either to keep samples or reject.
In this study, the vision sensors and the robot are integrated to classify the quality of bone scaffolds in an automated way. This is a unique aspect of this study, because the remote connectivity of robot-vision system allows the users to monitor and carry out the inspection from a remote site. The robot has an onboard Ethernet board for Internet access, while the vision system can be remotely accessed as well. The network-connected vision-robot inspection provides an efficient and ubiquitous way of inspection, classification, and quality control of bone scaffolds. The vision inspection was mainly carried out using the various Filters and image analysis algorithms, which are provided by the software. For the surface feature analysis, the provided image tools were deemed adequate, which produced accurate results. The boundary of each pore is separated from the background pixels, and the calibrated pixel sizes are applied to attain the actual pore dimensions as well as the distance between the pores. The detailed image analysis techniques have been intensely studied in other studies by the authors. At the same time, the vision-robot system installed at the University of Texas at El Paso has been well described in other studies [20, 21] . Therefore, no further elaboration is given in this paper. Figure 2 shows the vision inspection screen.
Overall, a total of 134 samples are printed. The pores are produced from 0.5 mm to 1 mm with an increment of 0.1 mm. Therefore, there are six cases of each. Figures 3 and 4 show variations in the scaffold pore size for both hexagonal and circular shapes. The sample measurement data are shown in Table 1 . For each category of R, D, PN, SA, P, and S, the maximum and minimum values are indicated as bold faced numbers.
Data analysis

Classification analysis with MLP & RBF
Making decision as the categorical target (good or bad) and the factors in analysis like radius, shape, distance, surface area, porosity and a number of pores as continuous inputs have been considered in the analysis. The data are analyzed using three fold testing and validation [15] . Software enables users to give the network minimum and maximum weight decay for the hidden neurons and output neurons. Also, users can specify the mode of analysis: train, test or validation [11] . For MLP, a range of networks from 3 to 50 was analyzed, and an overall accuracy of 100% has been achieved with training. For RBF, a range of networks from 14 to 50 was analyzed, and an overall accuracy of 100% has been achieved with training. It is found that both MLP and RBF work well with the data, which result in a very high classification accuracy. According to the rule of thumb, the hidden number of layers should be within 10% of the whole data set (i.e., hidden layers for artificial neural networks should be around [11] [12] [13] [14] [15] . This heuristic has been supported with the results. For MLP, the classification accuracy is 100% for train, test and validation data for networks in the range of 11-15. The classification accuracy in case of MLP is at the maximum for MLP 11, MLP 12, and MLP 13. Similarly, in case of RBF, the maximum classification accuracy is 100%, 100%, 96.67% for train, test and validation, respectively. For validation data set, there are 2 incorrect ensemble predictions for the maximum classification accuracy for networks RBF 25, RBF 26, and RBF 45.
Regression analysis
Regression analysis is performed to find out the effect of independent variables on the dependable variable (i.e., porosity). The error terms are compared to gauge the performance of each model.
Regression analysis with MLP & RBF
Using the MLP, we define the network model similar to the case of classification analysis. Instead of the whole sensitivity analysis process, the best network chosen from the classification analysis is considered for the regression model. The data are divided into three fold, where two thirds of the data is considered as a train set and the remaining as the test and validation set. Among one thirds of the data, 50% is chosen as validation and other 50% for testing. The resultant prediction from the MLP model for the output porosity is compared with the target porosity and the error term is generated. In a similar way, the regression analysis is performed with the RBF model and the target porosity is compared with the ensemble output porosity. Also, error term is generated through the network. Figure 5 shows the performance of MLP regression analysis.
Regression model
To find the impact of significant factors, a software package Minitab 15 is used to perform the ANOVA test and the regression analysis using the experimental data from Table 1 . Note that the maximum difference between the actual and predicted values is bold-faced in Table 1 . Among the 5 factors considered include the size, shape, distance, a number of pores and surface area. The analysis shows the effect of each factor independently and interaction between factors on the model. We observed from the ANOVA test that the effects of all five factors on porosity are significant and interactions are significant as well. To develop the regression model, we performed a fractional factorial design for the given case. Considering a half factorial design, the possible number of experiments is 2 and the total number of scaffolds that needed to be analyzed is 16 where R = radius, D = distance between pores, PN = pore numbers, SA = surface area, P = porosity, S = shape, 1 being hexagonal and 2 being circular. The adjusted R-square value is 90.25%, which shows a very good fit with the 16 data points that were used for the model development. We observed that a maximum porosity is obtained when radius, distance between pores, a number of pores, and shape is high. From the results, the error term is at the lowest with MLP, which is 0.000001. This network model is built so strong that the testing accuracy, training accuracy and validation accuracy are almost 100%. The RBF results are comparable with the regression model, which show slight more variations. Figure 6 shows comparison between the actual porosity values and the predicted values from the regression model.
Conclusions
This research features the following contributions. First, the parameters involved in fabrication of scaffold are considered simultaneously. Second, the classification analysis is performed for parameters under consideration to obtain the categorical target of Good/Bad for the scaffolds prepared. A non-linear regression model and neural network models involving back propagation algorithms are used to estimate the uncertainty. Third, the error terms predicted by the models are compared with experimental data. Two new models are designed using MLP and RBF neural networks because of its advantages in classification and regression. From the analysis, the MLP model shows a 100% classification accuracy, while the RBF shows the classification accuracy of 96.67%.
To predict the porosity, a regression model was developed using a design of experiments. All five factors that are used in this design are proved significant in terms of predicting the porosity. In this regard, the neural network models performed better than the regression model. The MLP has the lowest error term in predicting the porosity. The results prove the significance of each independent factor on the regression model, which can be observed from a response optimizer. It shows that a radius of pores should be high, a number of pores should be high, a hexagonal shape is better, and the distance between pores should be large as well. The results prove that a hexagonal shape is better than a circular pore because it has more edges and can be better suited for cell culturing. 
