We investigate the problems of scheduling n jobs to m = m1 + m2 identical machines where m1 machines are always available, m2 machines have some specified unavailable intervals. The objective is to minimize the makespan. We assume that if a job is interrupted by the unavailable interval, it can be resumed after the machine becomes available.
Introduction
Scheduling problems with machine availability constraints have received considerable attention from researchers in the last two decades. These models reflect the real-world situations where the machines have unavailable intervals for processing jobs due to breakdown, preventive maintenance or processing unfinished jobs from a previous planning horizon. Various criteria and machine environments have been studied, see for example [1, 2, 10, 11, 12, 13, 16, 20, 21] , etc. More information can be found in the surveys by Saidy et. al [17] , Schmidt ([19] ), Lee ([14] ) and the references therein.
In this paper we study the problems of scheduling n jobs to m identical machines. We use J = {J 1 , J 2 , · · · , J n } to denote the job set. Each job J i has a processing time p i . Let P sum = n j=1 p j . Let M = {M 1 , M 2 , · · · , M m1 , M m1+1 , · · · , M m1+m2 } be a set of m = m 1 + m 2 identical machines, where machines M 1 , M 2 , · · · , M m1 are always available and machines M m1+1 , · · · , M m1+m2 have some unavailable intervals. We assume that the unavailable intervals are known beforehand and all jobs are available to process from the beginning. Given a schedule S, the completion time of job J i in S is denoted by C i (S). If S is clear from the context, we use C i for short. The goal is to schedule the set of n jobs to m identical machines so as to minimize the makespan, C max = max{C i }. Two cases have been considered in the literature with regard to the jobs' resumability. A job is nonresumable (nr − a) if interrupted by the unavailable interval, a job has to be restarted after the interval; and a job is resumable (r − a) if it can be resumed after the interval. By extending the 3-field notation, the problems can be denoted by P m1,m2 | nr − a | C max and P m1,m2 | r − a | C max for the non-resumable and resumable cases, respectively. In this paper, we consider the resumable case.
Literature Review. When the machines are always available, the parallel machine scheduling problem, denoted as P || C max , is strongly NP-Hard; see Garey and Johnson [7] . Hochbaum and Shmoys [8] have given a PTAS for this problem. For more results about this problem, please see the survey paper by Chen et al. [4] .
With the constraint of limited machine availability, some research has been done on the problem of minimizing makespan. Lee [15] and Kellerer [10] gave constant approximation algorithms for the special case of machine availability where each machine M i has a release time r i , i.e the machine is not available until time r i . Note that the technique of [8] can be used to obtain a PTAS for this problem. Lee [13] studied the problem P 1,m | nr − a | C max with the constraint that each machine has at most one unavailable period and analyzed the performance of LPT rule. Hwang et. al [9] also studied the same problem with additional constraint that at most λ ∈ [m−1] machines are permitted to be unavailable simultaneously. They proved a tight bound of the LPT rule. In [18] , Scharbrodt et al. give approximation schemes and inapproximation results for the problems such that some machines are not available for some periods due to the fixed jobs scheduled there. Recently, Diedrich et al. [5] show that no constant approximation exists for P 0,m | nr − a | C max when m ≥ 2 and develop a PTAS for P 1,m | nr − a | C max based on PTAS for multiple subset sum problems given by Kellerer [3] .
When the jobs are resumable, Lee [13] studied the problem P 1,m | r −a | C max with the constraint that each machine has at most one unavailable period. He showed that LPT rule can yield an arbitrarily large performance ratio while a modified LPT rule has a tight worst case performance of New Contributions. In this paper, we study the resumable scheduling problem P m1,m2 | r − a | C max . We first study the case m 1 ≥ 1, i.e. at least one machine is always available. We show that the PTAS for Multiple subset sum problem given by Kellerer [3] can be applied to obtain a PTAS. Otherwise m 1 = 0. We consider the case that all but one machine each has unavailable intervals whose total length is bounded by α(n)P sum /m. For convenience, we denote our problem as P 0,m , α(n) | r−a | C max . We show that there is a (1+α(n)+ )−approximation algorithm for any constant 0 < < 1. and we show that there does not exist any polynomial time (1 + α(n) − o(1))−approximation unless P=NP.
Organization. Our paper is organized as follows. In Section 2 and 3, we study the problems
In Section 4, we draw the conclusion.
In this section, we study the problem such that at least one machine is always available. We will show that PTAS for Multiple Subset Sum Problem (MSSP) with different knapsack capacities given by Kellerer [3] can be applied to solve this problem. The MSSP with different knapsack capacities is the problem of assigning items from a given ground set to a given number of knapsacks such that the sum of the item weights in every knapsack does not exceed its capacity and the total sum of the weights of the packed items is as large as possible.
For any instance of P m1≥1,m2 | r − a | C max , if we knew the value of the optimal makespan C * max , then we can apply Kellerer's PTAS for MSSP to obtain a schedule whose makespan is at most (1 + )C * max as follows: for each job J i , create an item i whose weight is the same as the job's processing time; for each machine M i , 1 ≤ i ≤ m 1 + m 2 , we create a knapsack with the capacity (C * max − A i (C * max )) where A i (C * max ) is the total length of unavailable intervals before time C * max on M i ; then by applying Kellerer's PTAS, a set of items with total weight of (1 − /m)P sum can be selected and assigned to these m knapsacks; finally we schedule the jobs basing on the assignment of the items to the knapsacks, that is, if item i is assigned to a knapsack corresponding to machine M i , then we schedule the job J i to M i ; if item i is not assigned to any knapsack, then we schedule job J i to machine M 1 which is always available by our assumption.
Since all jobs are resumable and the jobs assigned to M i , i = 1, correspond to the items packed in the knapsack with capacity (C * max − A i (C * max )), it is easy to see that the completion time of the last job on machine M i , is at most C * max . On the other hand, the completion time of the last job on machine M 1 , is at most C * max plus the total weight of the jobs corresponding to the unselected items, which is at most P sum /m. Since P sum /m is a lower bound of C * max , therefore the makespan of the produced schedule is at most (1 + )C * max . To find the optimal C * max , we operate a binary search on the range of [P sum /m, P sum ].
Theorem 1. There is a PTAS for
In this section, we study the problem P 0,m , α(n) | r − a | C max . In this case, there are m machines. We consider the case that machine M i , 1 ≤ i ≤ m − 1, each has unavailable intervals whose total length is bounded by α(n)P sum /(m), where α(n) can be any non-negative function; machine M m may have arbitrary unavailable intervals. We first show that for any constant 0 < < 1, there is a (1 + α(n) + )-approximation algorithm. Then we will show that there does not exist any polynomial time (1 + α(n) − o(1) )−approximation unless P=NP.
Approximation Algorithm
Our algorithm is similar to the one in [6] which is used to minimize the total weighted completion time.
A feasible schedule S partitions the jobs in
contains the jobs allocated to machine M i . Without loss of generality, one can assume that S does not contain any idle time between the jobs on each machine. Since the order of the jobs on each machine does not have any effect on the makespan, we consider two schedules to be same if they have the same set of jobs on each machine. In this way, there is a one-toone correspondence between a schedule S of the jobs and a tuple (X 1 , · · · , X m ) that partitions the jobs into m sets. Our algorithm is described below.
Main-Algorithm(I, )
Input: I, an instance of P 0,m , α(n) | r−a | C max ; : a constant with 0 < < 1 1. Let f = (1 + 2 log n ) 2. Let L be the list of tuples returned by Sub-Algorithm(I, f ) 3. Return the schedule that corresponds to a tuple in L and has minimum makesapn.
End of Main-Algorithm

Sub-Algorithm(I,f)
Input: I, an instance of P 0,m , α(n) | r − a | C max ; f , the error control parameter which is a positive constant 1. If n = 1, there is only a single job
Let I 1 and I 2 be the instances derived from I that contain jobs
End of Sub-Algorithm
To complete the algorithm, we show how tuples are pruned so that the size of L is not large while one of the tuple in L still corresponds to a good approximation of the optimal solution. Given the error control parameter f , we divide the interval [0, P sum ] into segments at points f i , 0 ≤ i ≤ log f P sum . We use I 0 , I 1 , . . . , to denote the segments. Next we analyze the Sub-Algorithm. For convenience, we assume that n = 2 i for some integer i ≥ 0. Otherwise, we can always append some dummy jobs with p j = 0, which does not change the makespan of any schedule.
Lemma 1. For any schedule
in the list returned by Sub-Algorithm such that the following conditions hold:
Proof. We prove the lemma by induction based on i. When i = 0, the proof is trivial. Assuming that the claim is true for i−1, we now verify the hypothesis for i.
The Sub-Algorithm divides the n = 2 i jobs into J 1 and J 2 and call itself recursively on J 1 and J 2 . For any two sets of jobs, A and B, we define A[B] to be the jobs in A B. By inductive hypothesis, in L 1 , there is a tuple (u [1] 1 , · · · , u [1] m ) that partitions the jobs in J 1 such that the two conditions hold for (u
there is a tuple (u [2] 1 , · · · , u [2] m ) that partitions jobs in J 2 such that the two conditions hold for (u
Consider the tuple(u
m ) and (u [2] 1 , · · · , u [2] m ). If it is not in the list returned by Sub-Algorithm, then there must exist a tuple (u 1 , · · · , u m ) that is in the list returned by Sub-Algorithm and is in the same region as (u
. Furthermore, according to the Tuple-Prune process, we must have
By using the inductive hypothesis, we have for 1 ≤ j ≤ m − 1,
and
The lemma is then proved.
For the time complexity, one can easily show that the running time of the Sub- Proof. Let I be any instance of the problem P 0,m , α(n) | r − a | C max . Assume that the optimal schedule for I is
be the job with the largest completion time on M i in S * . We apply the Main-Algorithm with f = (1 + 2 log n ) to the instance I. By Lemma 1, we know that there is a tuple S = (X 1 , · · · , X m ) returned by the Sub-Algorithm, such that (1)
Use the two mathematical facts, (a) For any y ≥ 1, (1 + 1 y )
y < e, where e is the base of the natural logarithm; (b)For 0 < x < 1, e x < 1 + x + x 2 , we get
m, be the jobs with the largest completion time on
. Let A i be the total length of the unavailable intervals on machine M i , then by assumption we have
Therefore, the makespan of S is
Let S be the schedule returned by the Main-Algorithm, then
For the running time, plugging f = 1 + 2 log n into the running time of SubAlgorithm and using the fact that log f P sum = ln P sum ln f and
we get the running time
Lower Bounds of Approximation
Define the k-partition problem to be the problem of partitioning a set of integers
Without loss of generality, we assume that a i > 0 and A is an integer. It is obvious that for any fixed integer k > 1, k-partition problem is NP-complete. Furthermore, one can reduce the m-partition problem to the problem of finding a (1 + α(n) -approximation for the scheduling problem P 0,m , α(n) | r − a | C max . Therefore, we have the following theorem. 
Conclusions
In this paper, we study two problems: P m1≥1,m2 | r − a | C max and P 0,m , α(n) | r − a | C max . For the former problem we show that the PTAS for Multiple subset sum problem given by Kellerer [3] can be applied to obtain a PTAS. For the latter problem, we show that there is a (1 + α(n) + )−approximation algorithm for any constant 0 < < 1, and we show that there does not exist any polynomial time (1 + α(n) − o(1))−approximation unless P=NP. Thus we derive a tight polynomial approximation algorithm for this problem.
