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Abstract-In this paper, some observations on local convergence of inexact Newton methods are 
given. The basic perturbation result concerning difference equations due to Perron and Ostrowski 
is used to show the local convergence of various inexact Newton methods, i.e., methods which the 
Newton equations F’(zk)sk = --F(zk), zk+l = Xk + Sk, xo - given, solve only approximately. 
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SECTION 1 
The Newton method is a classical algorithm (see [1,2]) f or solving nonlinear equations of the form 
where 
(i) 
(ii) 
(iii) 
F(x) = 0, 
F : R” --+ Rn is a nonlinear mapping with the following properties: 
there exists Z* E Wn with F(z*) = 0, 
F is differentiable in a neighborhood of x* and F’(x) is continuous at x*, 
F’(s*) is nonsingular. 
(1) 
The Newton algorithm is the following: for an initial guess x0, we compute a sequence {zk} 
by the equations 
F’(xrc)sk = -F(Q), Xk+l = xk + Sk, Ic E N = (0, 1,. . . }. (2) 
Clearly this is equivalent to the difference equation 
xk+l = Xk - (F’(Xk))-%(Xk), k E N. (3) 
Usually equation (2) cannot be solved for Sk exactly so the sequence {xk} is generated rather by 
the equations 
A(x&Q = -F(xk) + M(Q), Xk+l = Xk + Sk, Ic E M, (4 
where the matrix A(z) is some approximation for F’(s) and M(x) is a residual vector with the 
property M(x*) = 0. The question is how much A(x) can differ from F’(x) and M(x) from zero 
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that the convergence of the sequence {xk} to x* would be preserved. This problem was discussed 
recently by R. Dembo, S. Eisenstat and T. Steihaug [3] under the assumptions: 
A(z) = F’(x) and w 
IIF(z < n < lY 
where 11 . ) I is any norm in lP. 
There is vast literature (see for instance [4-g]) devoted to Newton’s method, its modifications 
and applications. The aim of this present paper is to analyse the local convergence of inexact 
Newton methods by the use of the basic perturbation result concerning difference equations. In 
this paper, it will be shown how much the difference equations theory is important for investiga- 
tions of various modifications of the Newton method. To make clear what we mean, let us take 
the difference equation 
zk+l = G(x& lc E w, (6) 
for some mapping G : Rn - IP. Assume that x* is a stationary solution of (6) (fixed point 
of G), i.e., 
x* = G(x*). 
If there is an QI E [0, 1) such that 
llG(x) - G(x*)ll L 41~ - x*11 (7) 
for x E S(x*,6) = {x 1 IJx -x*11 < S), then (see [9]) z* is attractive (asymptotically stable), i.e., 
limk,, xk = C? for {xk} defined by (6) with 20 E S(x*, 6). 
Now let 
?&+I = G(?&) + B(?&) + ek, k E N, 
be a perturbation of (6) by the term % : R” -+ Rn, with the property 
IlJqx)ll I P 112 - x*11, p<1-(u, 
and by the sequence {ek}. 
It is clear that x* is also attractive for the sequence {zk} if ]]ek]] + 0 as k 
have 
Hence, 
Ilzk+l -X*11 5 Yllzk -X*/l + Ilekli, y=a+P<l. 
k-l 
llzk - x*(( 5 Uk = -/“ll%l -X*(1 + ~+fk-i+‘Ile& 
i=o 
k E N, (11) 
where Uk is a solution of the linear difference equation 
uk+l = yuk f lIekilT k E N, ug = IlTiTo -x*11. 
4 
(8) 
(9) 
03. In fact, we 
(10) 
(12) 
It is known (see [1,9,10]) that ?Lk --) 0 with k + co. 
In the case when one knows the sequence {ek} is bounded only, i.e., ]]ek]] 5 e, k E N, then 
by (11) one can assert 
--!- 
1-Y I 
only. 
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SECTION 2 
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Let us start our discussion with quoting the well-known Ostrowski’s theorem (or the Perron 
theorem) and with some consequences of this theorem. 
THEOREM 1. [11,12]. If CC* is a fixed point of the mapping G : Rn + R”, differentiable at x*, 
and the spectral radius p(G’(z*)) of the matrix G/(X*) is less than one, then x* is attractive for 
iterations (6) ( i.e., it is an asymptotically stable solution of (6)). 
Observe that for the classical form of the Newton method, the function G has the form 
G(x) = x - (F’(x))-%(x) (13) 
and the assumptions of the theorem obviously hold if the conditions (i)-(iii) are satisfied (we 
assume that they hold for whole paper). Indeed we have 
G/(x*) = 0 so p(G'(x*)) = 0. (14 
Because of this, there is a lot of space for perturbations which will hold the spectral radius of 
the perturbed mapping less than one. Having this in mind, let us discuss local convergence of 
inexact Newton method defined by formulas (4). Now 
G(x) = x - A-‘(x) F(x) + A-‘(x) M(x), 05) 
and it is assumed det A(x) # 0. Under the assumptions that the matrix function A is continuous 
at x* and M is differentiable at x*, it is easy to find that G/(x*) exists and 
G’(x*) = I - A-‘(x*)F’(x*) + A-‘(x*)M’(x*), (16) 
where I denotes the identity matrix. 
Now we can formulate the following theorem. 
THEOREM 2. Assume that 
(a) the conditions (i)-(Z) are satisfied, 
(b) the matrix function A : Wn --+ Rnxn is continuous at x*, 
(c) the mapping M : W” - R” is differentiable at x*, and 
p(l - A-l(x*) [F’(z*) - M’(x*)]) < 1, (17) 
then the inexact Newton method (4) is locally convergent. 
As a consequence of the fact that the spectral radius of the matrix is less than its norm, we 
get 
COROLLARY 1. If the conditions (a)-(c) of Theorem 2 are satisfied and 
a+P<l (18) 
where 
()I - A-‘(x*)F’(x*)II I (Y, IIA-l(x*W’(x*N I P, 
then the inexact Newton method (4) is JocaJJy convergent. 
Observe that in the case when A(x) = F’(x), the condition (17) reads 
p((F’(x*))-‘M/(x’)) < 1 (19) 
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and the condition (18) takes the form 
(1 (F’(z*))-‘M’(x*)~I < 1. 
We get closer to the result of the paper [13] if we assume that 
(20) 
(21) 
for some mapping H : R” - IF differentiable at z = 0. 
Now 
M/(X*) = H’(o)F’(z*) 
and (19) reads 
p( (F’(X’))_‘H’(o)F’(s*)) < 1. (22) 
Because of the equation p(S-lA S) = p(A), we arrived to the following result. 
COROLLARY 2. If the conditions (a)-(c) of Theorem 2 are satisfied, A(z) = F’(z), the map- 
ping A4 is defined by (21) and 
#J’(O)) < 1, (23) 
then the inexact Newton method (4) is locally convergent. The convergence is superlinear if 
p(H’(0)) = 0. 
Notice that the condition (23) can be replaced by 
IIH’(O)II < 1. (24) 
SECTION 3 
Let us now look on the inexact Newton method as a perturbation of the classical Newton 
method as it was mentioned in Section 1 of the paper. The method (4) can be seen as one having 
the form (8) with G defined by (13), 
Z(X) = (F’(s))-l{F(z) - F’(x)A-~(z)F(x) + F’(z)A-~(~)M(x)} (25) 
and ek z 0. 
Now we can formulate the following theorem. 
THEOREM 3. If the conditions (a)-(c) of Theorem 2 are satisfied, the mapping ?i? is defined by 
(25) and the condition (9) holds for some 0 < p < 1, then the inexact Newton method (4) is 
locally convergent. 
PROOF. The assertion of the theorem is a consequence of the fact that for G defined by (13) 
there exists a neighborhood of Z* such that (7) holds for some (Y < 1 - /3. Then the arguments 
of Section 1 imply the result. 
Now we assume that there is 77 E [0, 1) such that 
IF(x) - F’(+-%)J’(x) + W+-‘(4~(4ll 5 rlllF(~)Il. (26) 
If we define 
then we have 
II4I* = lI~‘(~*)417 (27) 
[IF(z = llF’(Z*)(X - ZZ*> + F(z) - F(z*) - F’(r’)(z -- X*)11 
I 112 - x*/1* +0(11X - X*11). 
(28) 
The notation o(s) as s --f 0 refers to any scalar function f(s) such that lim SU~,_+~ y = 0. 
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On the other hand, we have 
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llJqz)ll* = II~‘b*PmI I ~ll~‘(~*wbw’lI . IP( 
I vllz - x*11* + o(llz - ~*I03 
because by the continuity of F’ at x*, 
I[F’(x*)(F’(x))-~II L 1 +w(Jlx -x*11) 
(29) 
(29’) 
for some w with W(U) -+ 0 if u --+ 0, and similarly, 
IlG(x) - G(z*)Ilw I llJ”(~*)(F’(4)-~ll. llF’(x*)(x - x*) - (F(x) - F(x*)>ll 
5 O(II~ - + 
(30) 
for G defined by (13). 
Observe that 
o(IIz -x*11) = 0(11X - x*/l*). (31) 
Now we see that for given ~1 > 0 and ~2 > 0 with 77 + EI+ ~2 < 1, there exists a neighborhood 
of x*, S(x*,S) such that (7) and (9) hold with cx = ~1 and p = q + ~2, respectively, with the 
norm II . II replaced by 11. I)*. 
We see also that the condition 
~~ek~~* 5 (1 - ?)6 7=7j++l+E2 
guarantees that zk E S(x*,b), k E N, when defined by (8) with ??a E S(x*,S). 
Summing the considerations, we can formulate the following theorem. 
THEOREM 4. Assume that 
(32) 
(a) the conditions (i)-(iii) are satisfied, 
(b) the mappings G and % are defined by (13) and (25), respectively 
(c) the conditions (26) and (32) are satisfied, 
(d) e,+ + 0 with k --+ co, 
then the sequence {?fk} defined by (8) with %I E S(x*, S) converges to x*, i.e., the corresponding 
inexact Newton method is locally convergent. 
Observe that under the assumptions of this theorem the error evaluation (11) holds with II . I I 
replaced by II II * and y defined in (32). 
Now we replace (26) by the condition 
IIF - F’CW-%PW + F’W-%PW)ll = o(llFWll), (33) 
then using (28) we get 
ll~(4ll* = o(llw4ll) = o(lls - xSll*)- (34) 
This together with (30) shows that the convergence of {Fk} is superlinear (in the case ek = 0). 
If in (33) o(FYx)II) is replaced by O(IIF(x)lIPfl) for some p, 0 < p 5 1, then 
IIm(x)II* = G(IIF(x)lIPfl) = G(ll~ - .*,I,+‘). (35) 
This and the Holder continuity with exponent p at x* of F’, i.e., 
[IF’(z) - F’(x*)ll 5 LlIx -x*11’, L 2 0, (36) 
implies the convergence of the order at least p+ 1 (again ek = 0 is assumed). This is true because 
(36) implies the equation 
l/G(x) - G(x*)ll* = O(ll~ - x*II,+~) 
for G defined by (13) (see [l]). 
CAMWA 2.9:1-3-M 
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SECTION 4 
Now let us consider an inexact Newton method of the form 
F’(Q)% = -F(Q) + H(F(x& sic) 7 xk+l = xk + Sk, k E N, (38) 
where the mapping H : Iw” x P - IFP has the property H(O,O) = 0. This method is a more 
general perturbation of the classical Newton method (than this considered in [3,4,7,13]). 
The difference equation equivalent to the method (38) has the form 
zk+l = xk - (F’(xk))-lF(xk) + (F’(xk))-1H(F(2k)rxk+l -xk), k E N. (39) 
We see it is a special case of the implicit difference equation of the form 
xkfl = G(Xk, %+l) + ek, k E N. (40) 
We assume that 
x* = G(x*,x*). (41) 
First let us discuss the local convergence of the sequence {xk} defined by (40) under the 
assumptions that G is differentiable at (x*, x*) and the partial derivatives Gk, G& are continuous 
at (x*,x*). 
We also assume that 
Y = IIG;(x*,x*)II + IIG&(~*,~*)ll < 1. (42) 
Take E > 0 such that y + 2~ < 1. For such E, there is 6 > 0 that for x, y E S(x*,S), we have 
IIG(z,y) - x*ll = IIG(x,y) - G(x*,x*)ll 
F IIG(x,y) - G( x*,x*) - G;(x*,x*)(x -x*) - G&(x*,x*)(y -x*)11 
+ IIG~(x*,x*)II~ lb -x*11 + II$,(x*,x*N . IIY -x*11 (43) 
I&(llx - x*11 + IIY - x*ll) + IIG;(x*,x*)II . lb -x*11 
+ IlG;(x*,~*)ll. IIY - x*ll. 
Put x = xk and y = xk+l to get 
ibk+l -x*(( 5 
IIGI(~*,x*>II + E llekll 
1 - IIG&(x*,x*)(I -c lixk - x*ii+ l- IIG;(x*,x*)II _ E' (44 
We have the following theorem. 
THEOREM 5. If the mapping G : IIF x Rn - R” is differentiable at (x*, x*), the conditions (41) 
and (42) hold, then there is a neighborhood S(x*, 6) such that for x0 E S(x*, 6) the sequence 
{xk} is well defined by (40) and it converges to x*. 
Now let us take 
with the mapping 
G(x, y) = x - (F’(x))-%(x) + (F’(x))-lH(F(x), y - x) 
H differentiable at (0,O). In this case, we have 
G;(x*, x*) = (F’(x*))-’ [H;(O, O)F’(x*) - H;(O, O)], 
G&(x*,x*) = (F’(x*))%;(O, 0). 
Theorem 5 implies the following corollary. 
COROLLARY 3. Assume that 
(a) the conditions (i)-(E) are satisfied, 
(b) the mapping H : Rn x IFin ---+ R” is differentiable at (O,O), H(O,O) = 0, 
(c) the condition 
holds. 
Then the inexact Newton method (38) is locally convergent. 
(45) 
(46) 
(47) 
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Observe that the condition (47) can be replaced by the following one: 
P(H:,(0~0)) +2/1(~‘(x*))-111,11H:(0,0)II, < , (48) 
where II.IIH is norm such that 
]](F’(z*))-lH:(O,O)F’(z*)]]H < p((F’(z’))_lH:(O,O)F’(s’)) +E = p(HL(O,O)) +E (49) 
for c > 0 sufficiently small (see [l]). 
We see that in the case when H does not depend on the second variable v, the condition (23) 
is a consequence of (48) so the result contained in Corollary 3 is a generalization of the result of 
Corollary 2. 
SECTION 5 
In this section, we discuss the case when the differentiability of H is not assumed. We start 
with the following theorem. 
THEOREM 6. Assume that 
(a) the sequence {xk} is defined by (40) and (41) holds, 
(b) there is a function R : R+ x R+ - R+, JR+ = [0, +oo), which is nondecreasing with 
respect to the first variable U, 
(c) the function I?(u,v) = v - a( , ) u v is nondecreasing with respect to the second variable, 
(d) G satisfies the condition 
IIGb,y) - G(x*,x*)II I fl(llx - z*lI, IIY -x*11)> (50) 
(e) the sequence {vk}, vk > 0 is defined by the relations 
vk+i 2 fitvk,vk+i) +Ilekll, k E N, vo 2 11x0 -x*11. (51) 
Under these assumptions the estimations 
llxk+l -x*11 I a, k E N, (52) 
hold. 
PROOF. From (40), (41), and (50), we have 
IlXkfl -x*11 I fqll xk - x*1(, (bk+l - x*11) + ((ek((. (53) 
The relations (51), (52), and (53) imply 
r(Vk, Ibk+l - X*ll) - llekll 5 0 5 r(vk,vk+l) - Ibkll. 
From this inequality and the monotonicity of l? with respect the second variable, we conclude 
that 
llxk+l - x*ll 5 vk+l. 
Now the assertion of the theorem is implied by the induction rule. 
As a consequence of this theorem, we have the following corollary. 
COROLLARY 4. If the assumptions of Theorem 6 are satisfied with the function R replaced by 
n(U, v) = au + pv, cx+p<1, 
(II 
-f=,_p’ (54) 
182 M. KWAPISZ AND K. NOWICKA 
then 
and vk + 0 with ljekl/ --) 0. 
Now we are in position to formulate the following. 
(56) 
THEOREM 7. Assume that 
(a) the conditions (i)-(iii) are satisfied, 
(b) there are constants Q, 0 > 0 such that 
IIff(w>O)ll I77lbJll, llH(w,z) - ff(w,z)ll L gllz -41, 
for all w,z,F E IP, 
Cc) ll(W~*))-‘ll < a2 
(d) n + 2aa < 1. 
Under these assumptions, there is a neighborhood of x* S(x*, 6) such that for any x0 E S(x*, 6), 
the sequence {Xk} defined by (38) or (39) converges to x*. 
PROOF. Observe first that (56) imply 
llH(%Z)lI 5 77lbll + 4lZllr H(O,O) = 0. (57) 
The equation (45) can be written as 
G(x, Y) = G(x)+ Wx, Y) 
(58) 
where G(x) is defined by (13) and 
M(X,Y) = (F’(x))-rH(F(x),Y -x). 
Now in view of (28) and (29’) we have 
llM(T Y) - MC x*,2*)11* = IIF’(z*)(F’(x))-‘H(F(2),y - + 
5 [l + 4llx - x*ll)l (w+)ll + ally - XII) 
I rllla: - x*11* + aally - x*11* + u(TIlx - x*11* 
+ .(llx - x*11) + agw(llx - x*ll>llY - x*11* 
= (77 + ao)llx - x*11* + aa(l + w(llx - x*ll))lly - x*11* 
+o(llx - x*11*). 
Because of the relation (30), we conclude that 
IJG(a:,y)-G(a:*,x*)lI. L (~+a~)ll~-~*Il~+~~(l+~(ll~-~*Il))ll~-~*lI~+o(~Ix-~*Il,). (59) 
This means that there is a neighborhood S(x*, 6) such that conditions of Corollary 4 are fulfilled 
for 
cx=q+uO+El, P=aa+e2, 
where s1 and ~2 are sufficiently small so that the condition (54) is fulfilled. The fact that 
the sequence {xk} is well defined by (39) is implied by (56). Now the convergence of {xk} is 
guaranteed by Corollary 4. 
Observe that the assertion of Theorem 7 holds true for {xk} defined by (39) perturbed by 
some ek with the property ]]ek]] + 0 with k + co. (For abstract theory, see [lo]). 
Let us notice also that the condition 
]IH(X,Y)II = ~(11~11 + IIYII) 
guarantees the superlinear convergence of {xk}. It is clear that we will get the order of convergence 
at least p + 1 if (32) and the condition 
I]WX,Y)(l = ~((11211 + llYII)p+l) 
hold. 
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