Bivariate beta distributions which can be used to model data sets exhibiting positive or negative correlation are introduced. Properties of these bivariate beta distributions and their applications in Bayesian analysis are discussed. Three methods for parameter estimation are presented. The performance of these estimators is evaluated based on Monte Carlo simulations. Examples are provided to illustrate how additional parameters can be introduced to gain even more modeling flexibility. A possible extension of the proposed bivariate beta model and a multivariate generalization are also discussed.
Introduction
Bivariate beta distributions have many useful applications in different situations. In particular they are natural choices for use as prior distributions for the parameters of correlated binomial random variables in Bayesian analysis (see, for example, [1] ). There are several bivariate beta distributions that have been proposed in the statistics literature, see, for example, [4, 5, 9, 8, 7, 2, 3] . However, these bivariate beta distributions are only suitable to model positively correlated beta random variables. In real-life situations, it is also common to have negatively correlated beta random variables where the aforementioned models may not be appropriate to use. If (X, Y , 1 − X − Y ) has a Dirichlet distribution, then X and Y will each have a beta distribution and they will exhibit negative correlation. But this is achieved at the cost of having a strong restriction on the support of the random vector (X, Y ) since, in this setting, X + Y ≤ 1. A model with the unit sphere as its support will frequently be more desirable. For instance, Kupper and Haseman [6] used a correlated-binomial model to model an intra-litter association for toxicological experiments with laboratory animals when the outcome of interest is malformed fetuses in a litter. They pointed out that it is possible to have negative correlation between responses within a litter and it is desirable to have a model which can handle both positive and negative correlation in general. In this article, we investigate the properties of a 5-parameter bivariate beta distribution which has the desirable property (not shared by most other competing models) that the correlation between the coordinate random variables can be either positive or negative.
The proposed bivariate beta distribution can be derived as follows. Suppose that independent random variables U i , i = 1, . . . , 5 have gamma distributions with probability density functions (p.d.f.'s) given by
Here the parameters {α i } are shape parameters and all variables have unit scale parameters. In fact, the crucial assumption is that they share a common scale parameter, but without loss of generality it can be assumed to be 1. We define the bivariate random variable (X, Y ) as a function of the U i 's as follows:
The marginal distributions of X and Y are beta distributions with parameters (α 1 + α 3 , α 4 + α 5 ) and (α 2 + α 4 , α 3 + α 5 ), respectively. This model includes the bivariate Dirichlet distribution with parameters α 3 , α 4 , α 5 as a special case, obtained by setting α 1 = α 2 = 0 (see, for example, [2] ). It also includes the 3-parameter bivariate beta distribution considered by Jones [5] and Olkin and Liu [9] with parameters α 1 , α 2 , α 5 as a special case, obtained by setting
. These random variables have distributions which are usually called beta distributions of the second kind. The joint probability density function (p.d.f.) of
is readily verified to be of the form:
Therefore, the joint p.d.f. of (V , W ) can be obtained as
The joint p.d.f. of X and Y cannot be expressed in a closed form in general, although it can be in certain special cases. For
. Another case where the joint p.d.f. can be expressed in a closed form is α 3 = α 4 = 0, which will reduce to the distribution proposed by Jones [5] and Olkin and Liu [9] . Although the joint p.d.f. of X and Y usually cannot be expressed in closed form, the random variables are easy to generate and this allows us to study the properties of the distribution and provides a natural way to perform Bayesian analysis when the bivariate beta distribution is used as the prior distribution for correlated binomial random variables. Moreover, since the correlation between X and Y can be positive or negative, this bivariate distribution is suitable for modeling data sets which exhibit either positive or negative dependence. The motivations for the proposed bivariate beta distribution is its flexibility and the fact that it includes many other bivariate beta distributions in the literature as special cases. The feature of being able to model negative correlation between X and Y is unique among competing models.
This article is organized as follows. In Section 2, we will provide the moments of X and Y and the expectations of certain functions of (X, Y ). We will also present expressions for the correlation between X and Y for some selected parameter settings. In Section 3, three methods of estimation of the parameters are discussed. Monte Carlo simulations are used to evaluate the performance of these estimation methods in Section 4. The applications of the proposed bivariate beta distributions in Bayesian analysis are discussed in Section 5. In Section 6 some extensions of the model are described.
Moments and correlations
The first and second moments of X and Y can be readily obtained from the marginal distributions as
Some other expectations which are useful in parameter estimation are
Since the product moment E(XY ) cannot be expressed in closed form, without recourse to special functions and/or series Table 1 . We can see that with appropriate choices of the parameters α i , i = 1, 2, . . . , 5, the correlations can be positive or negative. The contour plots for several parameter settings in Fig. 1 show densities with positive and negative correlations. Indeed, it is possible by judicious choices of values for the α i 's to obtain a correlation equal to any number in the intervals (0, 1) and (−1, 0). This fact can also be seen from the construction of the proposed bivariate beta distribution in (1). For positive correlations, we can consider α 3 = α 4 = 0, i.e., the bivariate beta distribution studied by Olkin and Liu [9] , which gives correlations ranging from 0 to 1. For negative correlations, we can consider α 5 = 0 with α 1 and α 2 fixed, the correlations of X and Y are negative and the correlations will be get closer to −1 as α 3 and α 4 get larger.
Parameter estimation
The absence of a closed form expression for the joint density of (X, Y ) precludes the use of maximum likelihood, though maximum marginal estimation can be used for some of the parameters. Three possible estimation strategies will be described.
Modified maximum likelihood estimation (MMLE)
Based on the X i 's alone, we can obtain the maximum likelihood estimators (MLEs) of a = (α 1 + α 3 ) and b = (α 4 + α 5 )
by solving the nonlinear equations
where ψ(·) is the digamma function. Similarly, based on Y i 's alone, we can obtain the MLEs of c = (α 2 +α 4 ) and d = (α 3 +α 5 ).
From (4), we can equate the sample moment to the theoretical moment in terms of the parameters a, b, c, d and α 5 as with A well-known disadvantage of the method of moments is that the estimates can be outside of the parameter space. In this case, there is no guarantee that at least one of the solutions of the above quadratic equation is non-negative, therefore, a heuristic method is used to obtain estimates that are inside the parameter space. We choose the larger root of the quadratic equation and replace the values of the estimates by 0 if they turn out to be negative. Therefore, the modified MLEs of the parameters α i , i = 1, . . . , 5 arê
Method of moments based on sample means and sample variances (MMES)
Let us denote the sample means and variances of X and Y bȳ
Based on the method of moments, we can estimate a, b, c and d as
By using the quadratic equation in (9), we can then obtain moment based estimates of α i , i = 1, . . . , 5 by choosing the larger root of the quadratic equation and replacing the values of the estimates by 0 if they turn out to be negative.
Method of moments based on beta distributions of the second kind (MMEB)
Using (5) and (6), we can set up the following moment equations
and we can then estimate a, b, c and d as
Once again, by using the quadratic equation in (9), we can obtain the estimates of α i , i = 1, . . . , 5 by choosing the larger root of the quadratic equation and replacing the values of the estimates by 0 if they turn out to be negative.
Monte Carlo simulation study
In this section, a Monte Carlo simulation is used to evaluate the three parameter estimation methods proposed in the previous section. 10,000 simulations are used for each setting with sample sizes n = 50 and 100. The simulated biases and mean squared errors (MSEs) of the estimators are presented in Tables 2 and 3 for two representative sets of parameters (α 1 , α 2 , α 3 , α 4 , α 5 ) = (1, 1, 1, 1, 1) and (3, 2.5, 2, 1.5, 1), respectively.
From the simulation results, we can see that, as is to be expected, the biases and MSEs decrease when the sample size increases. For the two method of moments strategies, the one based on sample means and sample variances performs better than the one based on beta distributions of the second kind. Among the three proposed methods, the modified maximum likelihood estimators give the smallest biases and MSE in most cases. Based on this preliminary simulation study, the modified maximum likelihood estimation method might be recommended in general.
Applications in Bayesian analysis
Suppose that we observed N i.i.d. pairs of independent binomial random variables (
. . , N and we are interested in estimating the unknown parameters p 1 and p 2 . Note that our prior beliefs about p 1 and p 2 may well be correlated. Let us denote
If the prior distribution of p 1 and p 2 is a bivariate beta distribution of the form (1) with parameters specified as (α 1 , α 2 , α 3 , α 4 , α 5 ), then we have
and
2 )dp * 1 dp * 2 , 0 < p 1 < 1, 0 < p 2 < 1.
(11) Table 2 Simulated biases and mean squared errors (MSE) of the modified maximum likelihood estimators (MMLE), the method of moments estimators based on sample means and sample variances (MMES) and method of moments based on beta-prime distribution (MMEB) for (α 1 , α 2 , α 3 , α 4 , α 5 ) = (1, 1, 1, 1, 1 Table 3 Simulated biases and mean squared errors (MSE) of the modified maximum likelihood estimators (MMLE), the method of moments estimators based on sample means and sample variances (MMES) and method of moments based on beta-prime distribution (MMEB) for (α 1 , α 2 , α 3 , α 4 , α 5 ) = (3, 2.5, 2, 1.5, 1). The posterior expectations of p 1 and p 2 are then given by
)dp 1 dp 2
)dp 1 dp 2 ,
respectively, which can be used as estimates of p 1 and p 2 . Given the parameters (α 1 , α 2 , α 3 , α 4 , α 5 ) in the prior distribution, it is easy to generate random variables from f P 1 ,P 2 (p 1 , p 2 ). The integrals involved in Eqs. (11)-(13) can thus be approximated by the Monte Carlo method:
Step 1. Generate random variates (p 1j , p 2j ) from f P 1 ,P 2 (p 1 , p 2 ) with parameters (α 1 , α 2 , α 3 , α 4 , α 5 ), i = 1, 2, . . . , m.
Step 2. Approximate the integrals by
2 )dp 1 dp 2
A 100(1 − γ )% highest posterior density (HPD) interval for the parameter p 1 , (L 1 , U 1 ), can be obtained by solving
)dp 1 dp 2 = γ /2.
A grid search procedure in the interval (0, 1) with the aforementioned Monte Carlo integration method can be used to approximate the values of U 1 and L 1 . A 100(1 − γ )% highest posterior density (HPD) interval for p 2 can be approximated in a similar manner. Another possible way to obtain a 100(1 − γ )% highest posterior density (HPD) interval for p 1 based on a Monte Carlo method is the following:
Step
Step 
and then define
It may be verified that (V , W ) has marginal distributions that are beta distributions of the second kind, while (X, Y ) has marginals that are beta of the first kind (i.e., ordinary beta distributions).
The model (14)- (17) There is always a trade-off between model complexity and the flexibility of the model. We proposed the 5-parameter model to gain in flexibility to handle both positive and negative dependence by increasing the number of model parameters from 3 to 5 and pay the price of not having a closed form for the density function. The full 8 parameter model might typically be judged to be overly complicated and applications would generally be expected to focus on simplified sub-models obtainable (as is the model (1)) by setting certain of the δ i 's equal to 0. Some of these sub-models (such as the Dirichlet and the Jones-Olkin-Liu models) have available analytic expressions for their corresponding densities. In such cases, standard estimation techniques (such as maximum likelihood) can be used. In other cases, more creativity will be required in the development of estimation strategies.
k-variate flexible beta distribution
A k-variate generalization of the proposed flexible bivariate beta distribution can be defined as follows. Suppose that U 1 , . . . , U k , V 1 , . . . , V k and W are independent gamma random variables with a common scale parameter (without loss of generality, we consider the scale parameter equal to 1), i.e., U i ∼ Γ (δ U i , 1), V i ∼ Γ (δ V i , 1), i = 1, 2, . . . , k and W ∼ Γ (δ W , 1). Then, for i = 1, 2, . . . , k, define
The random vector X [k] = (X 1 , X 2 , . . . , X k ) follows a k-variate beta distribution with 2k+1 parameters. It may be verified that X i , i = 1, 2, . . . , k has a marginal distribution that is beta of the first kind (i.e., ordinary beta distribution) and each random vector X [k * ] = (X τ 1 , X τ 2 , . . . , X τ k * ), k * ≤ k, τ i ∈ {1, 2, . . . , k}, τ i ̸ = τ j for i ̸ = j, i, j = 1, . . . , k * , has a joint distribution that is a k * -variate beta distribution defined in (18). For instance, each random vector X [2] = (X i , X j ), i = 1, 2, . . . , k, j = 1, 2, . . . , k, i ̸ = j has the 5-parameter bivariate beta distribution (1) with parameters α 1 = δ U i , α 2 = δ U j , α 3 = δ V i , α 4 = δ V j and α 5 = δ W + ∑ k l=1 l̸ =i,j δ V l . Consequently, the estimation procedures described in Section 3 can be applied to estimate the parameters of the k-variate beta distribution in (18).
Conclusions
In this paper, a flexible 5-parameter bivariate beta distribution which exhibits both positive and negative correlation between random variables is proposed. Three different parameter estimation procedures are studied and compared. The modified maximum likelihood estimation method is recommended in general based on our simulation study. Applications of the proposed bivariate beta distribution in Bayesian analysis with correlated binomial random variables are discussed and the procedures to obtain the posterior means as well as the highest posterior density intervals are described. A possible extension of the proposed bivariate beta model and a multivariate generalization are discussed.
