We present a simple and easy to implement method for the numerical solution of a rather general class of Hamilton-Jacobi-Bellman (HJB) equations. In many cases, classical finite difference discretisations can be shown to converge to the unique viscosity solutions of the considered problems. However, especially when using fully implicit time stepping schemes with their desirable stability properties, one is still faced with the considerable task of solving the resulting nonlinear discrete system. In this paper, we introduce a penalty method which approximates the nonlinear discrete system to an order of O(1/ρ), where ρ > 0 is the penalty parameter, and we show that an iterative scheme can be used to solve the penalised discrete problem in finitely many steps. We include a number of examples from mathematical finance for which the described approach yields a rigorous numerical scheme and present numerical results.
Introduction
In their most general form, Hamilton-Jacobi-Bellman (HJB) equations arise when applying Bellman's principle of optimality to problems of stochastic optimal control, in which case the solution to the HJB equation can often be found to solve the control problem (cf. [26] ). There is a wide range of practical applications to optimal control, amongst others in mathematical finance, and many examples are listed in [9, 18] . Naturally, the high practical relevance gives rise to the question of how to best solve stochastic control problems numerically. Early (and still relevant) methods rely on Markov chain approximation, of which an extensive overview can be found in [17, 18, 9] . The notion of viscosity solution, introduced in [14] , together with the most helpful results of [2] , permits another line of attack, namely the direct solution of the corresponding HJB equations by discretisation methods; for details, see [2, 4, 3] and references therein. It is interesting to note that both approaches can be found to be closely related, which is most apparent for explicit time stepping methods (e.g. cf. [23] ).
In this paper, we are concerned with the numerical solution of a certain kind of HJB equation with a finite control set. Using results of [2] , where it was -roughly speaking -shown that every stable and consistent discretisation converges to the financially relevant solution, one can often find numerical approximations by employing standard finite difference schemes. However, the resulting discrete system Date: October 2010. This research was supported by Balliol College, University of Oxford, and the UK Engineering and Physical Sciences Research Council (EPSRC).
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Find exact solution in finitely many steps. Figure 1 . To numerically approximate the HJB equation in (A), we consider a discrete version (B). Given some conditions that have to be checked for every particular example, the grid convergence of (B) to (A) can be guaranteed. We then approximate (B) by the penalty problem (C), which in turn can be solved exactly using algorithm (D) .
is only straightforward to solve if fully explicit time stepping is used, in which case one suffers from undesirable stability constraints. When using fully implicit or weighted time stepping schemes, one faces a nonlinear discrete system, which is generally nontrivial to solve. Existing algorithms are, in one way or another, all related to policy iteration techniques, which have been used in the setting of Markov chain approximation [18, 21] as well as for HJB equations [10, 12, 25] . In the present paper, we introduce a novel approach by which the nonlinear discrete system can be solved using a penalisation technique. More precisely, we show how a penalty approach that was devised for American option problems in [11] can be extended to solve discretised HJB equations provided the discretisation matrices obey a certain structure. (Penalty methods in general have a long history and have, for example, already been used extensively in the setting of variational inequalities in [5] .) Examples from mathematical finance that fit into our framework include uncertain volatility models [20] , transaction cost models [19] , and unequal borrowing/lending rates and stock borrowing fees [1, 6] ; a succinct overview of these and similar models can be found in [10, 12] .
Structure of this Paper. We aim to devise a penalty-based numerical scheme for the solution of a rather general class of HJB equations; the broad concept is depicted in Figure 1 . Section 1. We define the considered class of HJB equations (denoted by (A) in Fig. 1 ) and -having fully implicit and weighted time stepping schemes in mind -a fairly general nonlinear discrete problem (denoted by (B) in Fig. 1 ). The structure of (B) is chosen such that we have an unconditionally stable numerical scheme which converges to (A) if the latter has a unique viscosity solution and satisfies a strong comparison principle. Section 2. The nonlinear discrete problem (B) is nontrivial to solve and will be our main consideration. In a first step, we introduce a penalised problem (denoted by (C) in Fig. 1 ) which approximates (B) to an order of O(1/ρ), where ρ > 0 is the penalty parameter. It is worth pointing out that as the discretisation in (B) is stable (due to the monotonicity of the discretisation matrices), any errors introduced by the penalisation will stay within bounds and, hence, will not compromise the overall numerical scheme. Since (C) is a nonlinear discrete problem itself, the feasibility of the penalty approach crucially depends on the possibility of conveniently solving (C) in a second step; in Section 3, we present an algorithm doing exactly that. Section 3. We present an iterative procedure (denoted by (D) in Fig. 1 ) with finite termination which finds the exact solution to (C). Even though the theoretical bound on the number of iterations depends on the the number of grid points and the cardinality of the finite control, the algorithm always converges -independently of the grid size and the penalty parameter -in less than four steps for our numerical examples. Section 4. We give a detailed outline of how various examples from mathematical finance fit into our framework. Furthermore, for the HJB equation arising in European option pricing with different borrowing/lending rates and stock borrowing fees, we show in detail how convergence of (B) to the unique viscosity solution of (A) can be guaranteed.
Section 5. We conclude by presenting numerical results and compare our approach to the method of policy iteration. Also, we provide a brief proof showing that policy iteration, just like the iterative scheme proposed by us in Section 3, has finite termination when applied to the kind of HJB equation considered in this paper.
Problem Formulation
We begin by (slightly informally) introducing the type of HJB equation (see Problem 1.1) considered in this paper and for which we subsequently develop a fully coherent numerical scheme. In Section 4, we will then show that the problems from mathematical finance listed in the introduction all match our framework and that rigorous problem formulations can be obtained by employing the theory of viscosity solutions (as introduced in [14] ). Problem 1.1. Let S, |S| < ∞, be a finite set of controls. Let Ω ⊂ R n (with n ∈ N) be an open set. Let L s , s ∈ S, be a number of linear differential operators on Ω. Find a function V : Ω → R such that
At this stage, we are not yet concerned with possible boundary/initial conditions needed for the uniqueness of a solution to Problem 1.1 since formulation (1.1) is primarily motivational. Nevertheless, we point out that (if we have an additional linear differential operator L * ) formulation (1.1) is sufficiently general to include problems of the form
when defining L s :=L s + L * , s ∈ S. In many applications, L * V in (1.2) is taken to be the time derivative of V (i.e. L * V = ∂V /∂t). Also, the approach described in this paper works analogously when replacing the "min" in equations (1.1) and (1.2) by "max", which will be explained in Remark 1.4. When writing x ≥ 0, we generally mean that (x) i ≥ 0 for all i ∈ N , and we take z := min{x, y} to be the vector satisfying (z) i = min{(x) i , (y) i } for all i ∈ N . The definitions extend trivially to other relational operators and to the maximum of two vectors.
In the following, whenever the choice of N ∈ N is clear from the context, we will use the set N as introduced in Remark 1.2 without explicitly saying so.
We make the assumption that we can find a sensible (i.e. stable and convergent) discretisation of Problem 1.1 that results in discrete systems of the following form. In Section 4.1, we will show that stable and convergent discretisations satisfying the setup of Problem 1.3 can be found in many relevant cases (and, most notably, for many examples from finance), justifying our assumptions. The conditions on the matrices are motivated by the fact that a square matrix with non-positive offdiagonal entries, positive diagonal entries, non-negative row sums, and at least one positive row sum is an M-matrix (cf. [8, 24] ), which means, in particular, that it has a non-negative inverse; we shall make frequent use of this fact. Proof. The proof of existence will be given in Corollary 2.5. Suppose we have two solutions x 1 and x 2 . For every i ∈ N , there exists an s i ∈ S such that
and it also is
which is an M-matrix by our assumptions on the discretisation (cf. Problem 1.3). We have A * (x 1 − x 2 ) ≥ 0, and x 1 −x 2 ≥ 0 follows since (A * ) −1 ≥ 0; swapping the arguments, we get x 2 −x 1 ≥ 0, which then proves the theorem.
Penalisation of the Discrete Problem
In this section, we discuss how the nonlinear discrete system in Problem 1.3 can be approximated by another (also nonlinear) problem using a penalisation technique, and it will turn out that the penalised formulation can very efficiently be solved numerically. Our penalty approximation to the discrete HJB equation can be seen as an extension of the penalty scheme for American options as introduced in [11].
2.1. The Penalised Problem. Our penalty approximation looks as follows.
In this, ρ > 0 is called the penalty parameter, and (2.1) can be thought of as applying a penalty of intensity ρ whenever an expression A s − b s x ρ , s ∈ S\{s 0 }, turns negative; by pushing up the expression ρ s∈S\{s0} max{b s − A s x ρ , 0}, the penalty parameter causes (A s0 x ρ − b s0 ) and, implicitly, x ρ to grow until no constraints are violated anymore.
There exists a unique solution to Problem 2.1.
Proof. The proof of existence will be given in Theorem 3.5. Suppose we have two solutions x ρ,1 and x ρ,2 . It is
Now, let i ∈ N and r ∈ S\{s 0 }, and consider
where we distinguish between the following different cases.
. Now, noting that the M-matrix property of A s0 is preserved if we add rows of the matrices A s , s ∈ S\{s 0 }, to some of its rows, expression (2.4) implies, in the light of the four cases discussed above, that there exists an M-matrix A * ∈ R N ×N satisfying
which then gives (x ρ,1 − x ρ,2 ) ≥ 0 since (A * ) −1 ≥ 0; by the same reasoning, we can also get (x ρ,2 − x ρ,1 ) ≥ 0, which then completes the proof.
2.2.
Properties of the Penalised Problem. What follows are properties of the penalised problem. We prove that the penalty approximation converges to the original problem as ρ → ∞ and provide an estimate for the penalisation error.
Proof. We rewrite equation (2.1) to get
Hence, for every component i ∈ N , we have that
and b * can be bounded independently of ρ because there are only finitely many compositions that can be assumed. To see that the negative part of x ρ is bounded as well, we note that from (2.6) we have
Lemma 2.4. Let x ρ be the solution to Problem 2.1. There exists a constant C > 0, independent of ρ, such that
and, for every i ∈ N , it is
and, applying Lemma 2.3 to the last expression, we get that
Corollary 2.5. Let x ρ be the solution to Problem 2.1. As ρ → ∞, x ρ converges to a limit x * which solves Problem 1.3.
Proof. Since (x ρ ) ρ>0 is bounded (as seen in Lemma 2.3), it has a convergent subsequence, which we will not distinguish notationally; we denote the limit of this subsequence by x * . From (2.7) and (2.8), we may deduce that
Now, consider a component i ∈ N . From (2.9) and (2.10), we know that, for every ρ > 0, there exists an s i,ρ ∈ S such that
Recalling that |S| < ∞, we can then infer that there exists once more a subsequence of (x ρ ) ρ>0 , again not notationally distinguished, and an s * i ∈ S such that
Altogether, we see that x * solves Problem 1.3. Since Problem 1.3 has a unique solution (cf. Theorem 1.5), the just given result holds not only for subsequences of (x ρ ) ρ>0 , but the whole sequence converges.
Theorem 2.6. Let x ρ and x * be the solutions to Problems 2.1 and 1.3, respectively. There exists a constant C > 0, independent of ρ, such that
Proof. We continue in the setup of the proof of Corollary 2.5. From (2.12) and (2.13), we know that the original sequence (x ρ ) ρ>0 of solutions to Problem 2.1 has a subsequence (x ρ ) ρ >0 such that, for every component i ∈ N , there exists an
Denote the matrix consisting of the rows
Noting that A * is an M-matrix and hence invertible, we obtain that
in which (A * ) −1 ∞ can be bounded independently of ρ because there are only finitely many compositions it can assume. Since, by the same arguments, every subsequence of the original sequence (x ρ ) ρ>0 can be shown to have a subsequence satisfying (2.14), we deduce that the whole sequence satisfies
for some constantĈ > 0 independent of ρ.
3. An Iterative Method for Solving the Penalised Problem
Having seen in the previous section how penalisation can be used to approximate Problem 1.3, it remains to answer the question how to numerically solve the nonlinear discrete system (2.1) appearing in the penalised formulation. To this end, we present an iterative method -distantly resembling Newton's method -which has finite termination and converges to the solution to Problem 2.1. In the situation of American options, a similar algorithm was used in [11] .
We are trying to find y ∈ R N which satisfies (2.1); hence, defining
we need to solve G(y) = 0. Let x 0 ∈ R N be some starting value. Then, for known x n , n ≥ 0, find x n+1 such that
Clearly, the just introduced algorithm bears strong resemblance to Newton's method. However, since (as we will see) it converges globally in finitely many steps, it is more powerful than standard Newton iteration, for which convergence can only be guaranteed in a sufficiently small neighbourhood of the solution. Furthermore, the function G(·) is not differentiable, which means standard Newton iteration is not directly applicable. For general results on extensions of Newton methods to semismooth Newton methods for the solution of particular non-smooth equations, see [15, 16] and references therein.
The algorithm is well defined since J G is a non-singular matrix. Also, equation (3.1) can be written as
which is equivalent to
Lemma 3.3. Let x 0 ∈ R N be some starting value, and let (x n ) ∞ n=0 be the sequence generated by Algorithm 3.2. It is x n ≤ x n+1 for n ≥ 1.
Proof. Writing (3.2) for x n and x n+1 , we obtain
In this, A s0 + ρ s∈S\{s0} A x n s is an M-matrix (and has a non-negative inverse), and, therefore, the proof is complete if we can show that the right hand side of expression (3.3) is non-negative; to do this, we consider the rows i ∈ N of the right hand side of (3.3) separately. Let s ∈ S\{s 0 }.
This completes the proof. Lemma 3.4. There exists a number κ ∈ N such that, for every starting value x 0 , Algorithm 3.2 terminates after at most κ steps.
Proof. Since A s0 + ρ s∈S\{s0} A x n s is a non-singular matrix, we may write (3.2) as
There is only a finite number of compositions for the right hand side of (3.4) as it consists of given matrices of which some rows are set to zero. Hence, there exists a set C, |C| < ∞, C independent of x 0 , such that x n ∈ C for all n ∈ N. Also, by the properties of the algorithm, if x n +1 = x n for some n ∈ N, then it is x n = x n for all n ≥ n . This, together with the monotonicity of the algorithm (cf. Lemma 3.3), proves the lemma. Theorem 3.5. Independently of the starting value x 0 , Algorithm 3.2 converges (in finitely many steps) to a limit x * which solves Problem 2.1.
Proof. As the proof of convergence has already been given in Lemma 3.4, it only remains to show that the limit x * satisfies G(x * ) = 0. This follows easily from the fact that x * = x n+1 = x n for all n ≥ κ, which means that (3.1) reduces to −G(x * ) = −G(x n ) = J G (x n )(x n+1 − x n ) = 0.
Examples of HJB Equations Arising in Finance
Let r, q ≥ 0, σ > 0 denote interest rate, (continuously paid) dividend rate and volatility, respectively. We introduce the Black-Scholes operator
where V = V (S, t) is some function of S and t. . Using a fully implicit finite difference method with a one-sided difference in time and central differences in space, we obtain the following scheme: For every time step j ∈ M\{1}, we have to find
on the upper diagonal, and (a i ) N i=2 on the lower diagonal; more precisely, for i ∈ N \{1, N }, the coefficients are given by Proof. See [22] .
The examples from mathematical finance listed in Section 1 (uncertain volatility models [20] , transaction cost models [19] , and unequal borrowing/lending rates and stock borrowing fees [1, 6, 13] ), all result in HJB equations of the form (1.1) where every differential operator L s , s ∈ S, can be interpreted to be of Black-Scholes type (4.1) for some set of parameters r, q and σ. (For details, we refer to [10, 12] , where the models have been described at length.) As seen in Remark 4.1, a finite difference discretisation of (4.1) results, for every timestep, in a linear system of equations where the defining matrix is an M-matrix, and, therefore, the above problems all fit into the framework of Problem 1.3; a detailed outline of one representative case will be given in the next section.
Example: European Option Pricing with Stock Borrowing Fees and
Unequal Borrowing/Lending Rates. We would like to price a European option that pays P (S) at time T > 0, where S denotes the price of the underlying. We assume the standard Black-Scholes model with the extension that the cash borrowing rate (denoted by r b ) and the cash lending rate (denoted by r l ) are not necessarily equal, and, also, that there are stock borrowing fees of r f reflecting the fact that shorting the stock may have a certain cost. To preclude arbitrage, it must be r b ≥ r l ≥ r f . Different borrowing/lending rates have been discussed in [1, 6] , and stock borrowing fees are studied in [13] ; the resulting mathematical model has been explained in [10] .
To price a short position in the option, we have to solve the following nonlinear problem. We define S max > 0 to be a large upper limit on the value of the underlying S and set Ω := (0, S max ). For simplicity of presentation, we assume that P (0) = P (S max ) = 0; most other boundary conditions can be treated similarly.
We use the notion of viscosity (sub-/super-) solution as developed in [14] , and, in that framework, the following strong comparison principle -which guarantees the uniqueness of any viscosity solution -can be shown to hold for the pricing problem. Proof. After transforming the terminal value problem into an initial value problem, this can be found directly by checking the necessary conditions in [14] or [7] .
It now seems natural to apply the discretisation technique from What follows are a few properties -stability, consistency and monotonicity, used as defined in [2] -of the just introduced numerical scheme; based on these, we will then be able to deduce convergence. Proof. For any (r, q) ∈ S and i ∈ N \{1, N }, it is b r,q,σ i ≥ 1 and a r,q,σ i , c r,q,σ i ≤ 0. Hence, from (4.3), for any given j ∈ M\{1} and i ∈ N \{1, N } there is choice of (r, q) ∈ S such that
and we infer that
We point out that the constraint on the size of σ required in Lemma 4.5 can be avoided when using upwinding instead of central differences for the space derivatives. However, since, in practice, the implicit scheme runs stably regardless of the choice of σ, we do not investigate this point any further.
Lemma 4.6. The discretisation in Problem 4.4 is consistent.
Proof. Let φ : Ω × [0, T ] → R, and, for i ∈ N and j ∈ M, write φ j i := φ(ih, jk). We then define
and, for general (S, t) ∈ Ω × (0, T ) -which is not necessarily on the grid -we set S(h, k, S, t, φ(S, t), φ) := S(h, k, ih, jk, φ j i , φ) using i = S/h h and j = t/k k. This definition of the function S is in line with the notation in [2] , and, clearly, our numerical scheme from Remark 4.1 corresponds to S(h, k, ih, jk,
and the relation also holds when replacing "lim inf", "≥" and "min" by "lim sup", "≤" and "max", respectively. This proves the lemma. Proof. We use the notation of Finally, we have done enough preparatory work to formulate the following theorem on the convergence properties of our numerical scheme. Proof. Using Lemmas 4.5, 4.6 and 4.7, this follows from results in [2] .
Numerical Results
In this section, we numerically solve Problem 4.2 using the penalty approach presented in Section 2. To have a non-trivial financial instrument, we choose
which is the payoff function of a butterfly spread; unless stated differently, all other parameters are set as given in Table 1 . After discretising the problem (cf. Section 4.1), we are left with the nonlinear discrete equation in Problem 4.4 (which corresponds directly to Problem 1.3). To solve it, we employ (i) the penalty approach from Section 2 (which means we solve Problem 2.1 instead) and (ii) the policy iteration as devised in [10, 12] ; a detailed outline of policy iteration adapted to our case is given in Appendix A. The following result is very similar to Lemma 3.4.
Proposition 5.1. There exists a number λ ∈ N such that, for every starting value x 0 , the method of policy iteration terminates after at most λ steps.
Proof. See Appendix A.
Remark 5.2. The methods used to solve Problems 1.3 and 2.1 are of iterative nature, which means we need a valid check for convergence.
• When solving Problem 2.1 by Algorithm 3.2, we abort the iteration as soon as we find an x n ρ such that
• When solving Problem 1.3 by policy iteration, we abort the iteration as soon as we find an x n such that
and, for every i ∈ N , there exists an r ∈ S such that
In Figures 2 and 3 , we see the solution to Problem 4.2 for different values of r b , r l and r f . To understand the effects, it helps to see the butterfly spread as having a call side (the left hand side) and a put side (the right hand side). For a short position in a vanilla call option, the hedged portfolio is long the underlying and short the bank account. Conversely, for a short position in a vanilla put option, the hedged portfolio is short the underlying and long the bank account. Therefore, the call side of the butterfly spread rises when the borrowing rate is increased (cf. Figure 2) , and the put side rises when the borrowing rate is increased or stock borrowing fees are introduced (cf. Figures 2, 3) .
To see how well the penalty approximation (cf. Section 2) works in practice, we observe the difference between Problems 1.3 and 2.1 in dependence on the penalty parameter ρ, where we solve the former using policy iteration (see [10, 12] and Appendix A) and the latter using Algorithm 3.2. We measure the difference in the maximum norm at time zero and keep the time and space grid fixed at M , N = 400. Clearly, Figure 4 shows that the observed convergence is of first order, which confirms the result of Corollary 2.6. (We find almost identical convergence rates when using (M, N ) ∈ {(600, 600), (1000, 1000), (900, 30), (30, 900)}, i.e. the observed penalty convergence is independent of the grid size.)
Finally, we come to analyse the numerical efficiency of the penalty method devised in this paper. Especially in comparison with policy iteration, there are two relevant aspects to this: (i) the number of iterations needed to solve the nonlinear discrete system and (ii) the overall runtime of the method.
The necessary numbers of iterations are listed in Table 2 , and we see that, for the examples chosen, neither method ever needs more than four iterations; for the Figure 3 . The value of a short position in a butterfly spread. When decreasing the lending rate, the value on the right hand side (where a long position in the bank account is needed for hedging) increases and the left hand side does not change. When introducing a fee for stock borrowing, the right hand side (where a short position in the underlying is needed for hedging) increases again and the left hand side again does not change. Table 3 . We see the computational time needed to solve Problems 1.3 and 2.1 using policy iteration and Algorithm 3.2, respectively. The penalty scheme needs roughly three to four times longer than the policy iteration, a difference which reflects the different numbers of iterations listed in Table 2 .
majority of cases, policy iteration needs only one iteration and Algorithm 3.2 needs merely three. The overall runtimes of both approaches are listed in Table 3 , and, in consistency with the number of iterations needed for solving the nonlinear system, we see that the penalty method runs up to three to four times as long as the policy iteration; nicely, the runtime of the penalty scheme does not depend on the size of the penalty parameter.
Since we generally expect finite termination (as stated in Lemma 3.4 and Proposition 5.1), one could, instead of proceeding as in Remark 5.2, also test for convergence by checking to what degree x n = x n+1 is satisfied. Interestingly, this is a disadvantage if a scheme converges in very few steps since one needs an extra step for verification once a certain accuracy is reached. (Using Remark 5.2 to test for convergence, Table 2 shows that, in most cases, the policy iteration reaches the desired accuracy in only one step. In [10] , where it is tested for |x n − x n+1 | < tol, the authors generally need two steps.) Figure 4 . We test the penalisation technique introduced in Section 2.
The plot (which is in log-log coordinates) shows the difference between the solutions to Problems 1.3 and 2.1 in dependence of the penalty parameter ρ > 0. As ρ is increased, the two problems converge nicely. Linear regression suggests the error is of order O(1/ρ), confirming the analytical results (cf. Theorem 2.6).
In total, for the current example, both approaches clearly work very well, with the policy iteration being computationally slightly more efficient (cf. Tables 2, 3) than the penalty scheme. Since, analytically, both algorithms have very similar properties, i.e. both algorithms converge monotonically (cf. Lemma 3.3, [10] ) and in finitely many steps (cf. Lemma 3.4, Proposition 5.1), it is hard to say generally which scheme should be faster. Since the frameworks of this paper and [10] are not identical 1 (with the example of Section 2 fitting into both setups), the question of which algorithm is advantageous might simply be down to the exact nature of the problem.
Conclusion
We have shown that penalty methods can be a powerful tool for the solution of HJB equations with finitely many controls, and we have included a rigorous analysis of the convergence properties of the overall approach. More precisely, we have discretised the HJB equation using standard finite differences and have approximated the resulting nonlinear discrete problem using a penalisation technique. If the differential operators of the equation obey a certain structure, we have been able to prove stability and convergence of the finite difference approximation in the viscosity sense and to estimate the penalisation error to be of order O(1/ρ), where ρ > 0 is the penalty parameter. For the numerical solution of the penalised problem, we have devised an iterative method which has finite termination in theory and, for the considered examples, converges in less than four steps in practice. There is a wide range of problems in mathematical finance matching our framework; in particular, we have presented numerical results for European option pricing in a model with different borrowing/lending rates and stock borrowing fees and have demonstrated the competitiveness of our approach.
Appendix A. The Method of Policy Iteration
We use this appendix to briefly describe the policy iteration scheme for the numerical solution of Problem 4.4 as devised in [10] . Also, we show how convergence and finite termination can easily be deduced.
In the situation of Problem 4.4, we define Given some V j , j ∈ M\{1}, the following algorithm solves equation (A.1) for V j−1 .
Algorithm A.1. (Policy Iteration) Let x 0 ∈ R N be some starting value. Then, for known x n , n ≥ 0, find x n+1 such that
where (r n , q n ) ∈ arg min{ A r,q,σ BS x n : (r, q) ∈ S}. Now, for n ≥ 1, we have that (I + k A r n ,q n ,σ BS )(x n+1 − x n ) ≥ (I + k A r n ,q n ,σ BS )x n+1 − (I + k A r n−1 ,q n−1 ,σ BS )x n = 0, which, knowing that I + k A r n ,q n ,σ BS is an M-matrix, means that x n+1 ≥ x n . Furthermore, since {(I + k A r,q,σ BS ) −1 : (r, q) ∈ S} is a finite set, we may deduce the convergence of (x n ) n∈N and the existence of a λ ∈ N, independent of x 0 , such that x n+1 = x n for all n ≥ λ. If x n+1 = x n , expression (A.2) transforms into (I + k A r n ,q n ,σ BS )x n = V j ⇔ x n + k min A r,q,σ BS x n : (r, q) ∈ S = V j , which means that x n solves (A.1).
