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The Export-led Growth Hypothesis 
Evidence from OECD countries 
 
 
 
 
 
 
 
 
 
Abstract 
 
The export-led growth (ELG) hypothesis is examined for 33 OECD 
countries from 1985 to 2010 using a time series analysis for individual economy 
as well as a panel data approach. Panel unit root tests and panel cointegration 
techniques are employed in order to draw sharper conclusions compared to the 
findings from time series analysis. In this paper, it is investigated the causal 
relationship between exports and economic growth as well as the impact of other 
relevant macroeconomic variables such as GDP net of exports, imports, gross 
fixed capital formation, interest rate, exchange rate, unemployment rate and rate of 
employment on the export growth. As these variables are closely related, instead 
of studying the direction of causation between exports and economic growth 
separately at a time, it is worthwhile to examine multivariate causalities among 
them. For this reason, Granger causality tests based on VECM are conducted for 
cointegrated variables. 
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1. INTRODUCTION 
 
One of the areas in international and development economics that has 
received a great deal of attention by researchers is the relation between export 
growth and economic growth. The nature of the relationship between exports and 
output growth and magnitude of the effects have been the subject of debate in the 
development literature in the recent past, yet with little consensus. 
The main issue which arises in this debate is whether countries should 
promote their export sector as opposed to pursuing an inward-oriented trade 
strategy as a vehicle for promoting economic growth. Export-orientation policies 
contribute to stimulate economic growth both directly and indirectly through the 
expansion of the export sector. Based on economic theory, one could easily 
postulate that an increase in exports leads to an increase in real GDP through the 
well-known multiplier effect. Export expansion indirectly stimulates economic 
growth through the use of advanced technology, which results in efficient 
allocation of resources and higher productivity, greater capacity utilization, 
exploitation of economies of scale due to large markets, as well as diffusion of 
foreign technological knowledge through learning by doing and technological 
innovation stimulated by exposing foreign-market competition (Helpman and 
Krugman, 1985). The accumulation of foreign exchange from exports allows not 
only for increasing levels of imports but the import of high quality inputs 
including capital and intermediate goods, which in turn raise domestic production 
and thus stimulate output growth. However, it is quite possible that causality runs 
in an opposite direction; output growth determines the rate of export growth. An 
increase in real GDP could lead to realization of economies of scale and cost 
reduction that could, in turn, boost exports. 
The causal link between exports and economic growth has long been at the 
centre of development literature. On the theoretical front, four outcomes are 
possible. As for the first outcome, export growth is typically considered to be one 
of the main determinants of an economy's growth in production and employment. 
This is the so-called export-led growth (ELG) hypothesis. Empirically, ELG is 
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characterized by unidirectional causality from exports to GDP. Michaely (1977), 
Krueger (1978), Feder (1982) and Marin (1992) found that countries exporting a 
large share of their output seem to grow faster than others. The growth of exports 
has a stimulating influence across the economy as a whole in the form of 
technological spillovers and other externalities. Models by Grossman and 
Helpman (1991), Rivera-Batiz and Romer (1991), and Romer (1990) posit that 
expanded international trade increases the number of specialized inputs, increasing 
growth rates as economies become open to international trade. 
As for the second outcome, the growth-led exports (GLE) hypothesis 
postulates that a rise in GDP generally leads to a corresponding increase in 
exports. Economic growth through productivity gains at the domestic level, such 
as productivity improvement or reduction in unit costs, also stimulates exports. 
Neoclassical trade theory typically stresses the causality that runs from home-
factor endowments and productivity to the supply of exports. Empirically, GLE 
implies unidirectional causality from output to exports. Oxley (1993), Henriques 
and Sadorsky (1996) and Panas and Vamvoukas (2002) find empirical evidence of 
growth-driven exports in the cases of Portugal, Canada and Greece, respectively. 
The most interesting economic scenarios suggest a two-way causal 
relationship (feedback) between economic growth and exports. Helpman and 
Krugman (1985) postulate that exports may rise from the realization of economies 
of scale due to productivity gains; the rise in exports may further enable cost 
reductions, which may result in further productivity gains. According to Bhagwati 
(1988), increased trade (irrespective of cause) produces more income, and more 
income facilitates more trade – the result being a “virtuous circle”. Awokuse 
(2005), Chen (2007), Tsen (2007), Taban and Aktar (2008) and Elbeydi et al. 
(2010) make use of evidence from a single country and find support of both ELG 
and GLE hypotheses. 
There is, finally, potential for no causal relationship between exports and 
economic growth when the growth paths of the two time series are determined by 
other, unrelated variables (for example, investment) in the economic system. This 
possible outcome cannot be overlooked as many studies such as Jung and Marshall 
(1985), Xu (1996) and Love and Chandra (2005) find empirical evidence from 
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developing countries for neutral relationship between exports and economic 
growth. 
An alternative hypothesis that economic growth is caused by imports is 
termed import-led growth (ILG). Compared with exports, increased imports have 
the potential to play a complementary role in promoting economic growth. The 
transfer of technology from developed to developing countries via imports can 
serve as an important source of economic growth. Endogenous growth models 
show that imports can stimulate long-run economic growth because they offer 
domestic firms with access to needed intermediate factors and foreign knowledge 
(Grossman and Helpman, 1991). Import growth can serve as a medium for the 
transfer of growth, enhancing foreign R&D knowledge from developed to 
developing countries. To the extent that imports act as a conduit for technology 
transfer, they may play a bigger role in promoting economic growth than exports 
(Awokuse, 2008). Awokuse (2007) finds empirical evidence for ILG hypothesis 
from two transition economies as well as Mahadevan and Suardi (2008) support 
that Japan’s GDP growth is import-led. 
Despite abundant empirical literature in the last four decades, general 
validation of this hypothesis has gone through difficulties due to the consideration 
of different sample periods, countries, data frequency and econometric techniques. 
Early studies in this area are concentrated largely on using cross-section 
approaches and have found overwhelming evidence for the export-led growth 
hypothesis. For example, the studies by Balassa (1978), Tyler (1981), and 
Kavoussi (1984) support the view that export growth promotes overall economic 
growth. A large number of time series studies have explored the issue of causality 
between output growth and exports, including those by Jung and Marshall (1985), 
Chow (1987), Ahmad and Kwan (1991), Bahmani-Oskooee et al. (1991), Ahmad 
and Harnhirun (1995), Xu (1996) and Love and Chandra (2005). The majority of 
time series studies employ the concept of Granger non-causality to test for 
bivariate causal link between exports and economic growth. This strand of 
literature has not provided uniform support for the export-led growth hypothesis 
and, for the most part, does not reach a consensus as to the causal relationship 
between exports and economic growth. 
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The time series studies, under a bivariate analysis where the variables 
involved are some representation of output growth and exports, while providing 
some evidence of export-led growth hypothesis, the results of these studies are far 
from conclusive. The causal models in these studies may very well have been 
miss-specified, as noted by Awokuse (2003), on account of the fact that an 
important variable may be omitted. The relationship between GDP growth and 
export growth is extremely complex, and the other key variables such as price 
fluctuations, investment climate, political conditions, etc., influence their 
relationship greatly. 
In general, the focus of the ELG debate is on whether a country is better 
served by orienting trade policies to export promotion or to import substitution. 
The neoclassical view has been that growth can be achieved by ELG; the growth 
records of Asian newly industrializing countries (NICs), in particular, Hong Kong, 
Singapore, Korea and Taiwan, and second-generation NICs (Malaysia and 
Thailand) are cited as such examples (compared with, say, Latin America and 
Africa). Over the last 30 years these NICs have approximately doubled their 
standards of living every ten years. China is the latest country to join this group. 
China’s experience during the 1980s and 1990s tends to support the argument that 
openness to trade is a mechanism for achieving more rapid and efficient growth 
and better distribution of domestic resources (Findlay and Watson, 1996). The 
effectiveness of export promotion is, in the end, an empirical issue; over the last 
40 years there has been a plethora of such investigations, using a number of 
statistical techniques. Overall, it is difficult to decide for or against ELG, as there 
are conflicting results. The support of ELG is not universal. Critics point out that 
the experiences in the East and Southeast Asian countries are unique in many 
ways and not necessarily replicable in other countries. Nevertheless, the topic 
continues to attract research attention. 
The present study proposes a re-examination of the ELG hypothesis for 33 
OECD countries, namely Australia, Austria, Belgium, Canada, Chile, the Czech 
Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, 
Iceland, Ireland, Israel, Italy, Japan, Korea, Mexico, the Netherlands, New 
Zealand, Norway, Poland, Portugal, the Slovak Republic, Slovenia, Spain, 
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Sweden, Switzerland, Turkey, the United Kingdom and the USA, over the period 
1985-2010. This paper empirically investigates the causal relationship between 
economic growth and exports using other seven key variables such as real GDP 
net of exports, real imports, domestic investment, interest rate, exchange rate, 
unemployment rate and rate of employment. 
More specifically in this paper, besides time series analysis for individual 
economy, panel data cointegration techniques and panel causality analysis are 
employed in order to investigate the export-led growth hypothesis. Panel data 
approach is implemented because of its advantages over cross-section and time 
series in using all the information available, which are not detectable in pure cross-
sections or in pure time series. In addition, panel data estimation provides 
improved coefficient estimates over time series techniques by increasing the 
power of the tests if the data span is short, given the fact that here there are only 
26 observations for each country. 
The rest of the paper is organized as follows: in Section 2, it is presented a 
review of the literature as well as a comprehensive survey of 70 papers dealing 
with the ELG hypothesis. The econometric methodology is presented in Section 3 
and the empirical results are discussed in Section 4. A summary of the study and 
the final conclusions are contained in the final section. 
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2. LITERATURE REVIEW 
 
 The relationship between exports and economic growth has been examined 
extensively in the theoretical and empirical literature. A large number of empirical 
studies have been conducted during the last four decades to investigate the role of 
exports on economic growth or the export-led growth hypothesis, using either time 
series or cross-section data. These studies have been conducted along a number of 
divergent lines. 
The early studies on this issue examined the simple correlation coefficient 
between export growth and economic growth. Balassa (1978), one of the 
predominant writers in the area of ELG hypothesis, using data for the period 1960-
1973 for 11 countries finds a positive effect of export growth on economic growth. 
Tyler (1981) analyses the empirical relationship between economic growth and 
export expansion in a sample of 55 middle-income developing countries using 
inter-country cross-section analysis. The results reveal a strong positive 
association between export growth and economic growth. Kavoussi (1984) tested 
the correlation between the exports and economic growth in 73 developing 
countries for 1960-1978 periods and attained the results that expansion in exports 
resulted in a much more high-level economic performance. 
Similarly, Kohli and Singh (1989), Moschos (1989), Sheehey (1990), 
Dodaro (1991), Esfahani (1991) and Fosu (1996) indicate a statistically 
significant, positive ELG relationship. These studies generally concluded that 
there is strong evidence in favor of export-led growth hypothesis based on the fact 
that export growth and economic growth are highly correlated. The main weakness 
of this group of studies is that a high degree of positive correlation between the 
two variables was used as evidence supporting the export-led growth hypothesis. 
A common feature of the above studies is their reliance on correlation 
analysis based on cross-section data sets. However, these studies are subject to the 
criticism based on methodological issues that they make the a priori assumption 
that export growth causes output growth and they do not consider the direction of 
the causal relation between the two variables (Ekanayake, 1999). It is argued that 
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the question of causality is essentially a dynamic one and thus can be 
meaningfully studied only in a dynamic framework based on time series data. 
Consequently, a number of studies have examined the export-led growth 
hypothesis by employing Granger (1969) and Sims (1972) causality tests (Din, 
2004). 
Since introduction of Granger’s and Sims’ concept of causality within time 
series framework, researchers shifted their emphasis toward investigating causality 
between export growth and output growth. Jung and Marshall (1985) and Chow 
(1987) are among the earlier studies along this line. The list also includes studies 
such as Ahmad and Kwan (1991) and Bahmani-Oskooee et al. (1991). In general, 
these studies have failed to provide strong support for export-led growth or 
growth-led exports hypothesis. 
Jung and Marshall (1985), based on the standard Granger causality tests, 
analyzed the relationship between export growth and economic growth using time 
series data for 37 developing countries for the period 1950-1981 and found 
evidence for the export-led growth hypothesis in only four countries. Chow’s 
(1987) empirical estimates for a sample of eight newly industrializing countries 
found evidence of exports-to-growth causality only in the case of one country, 
bidirectional causality for six, and no causal link for one. Bahmani-Oskooee et al. 
(1991) examine the causal relationship between exports and economic growth for 
20 developing countries. They find mixed results; there is evidence for export-led 
growth hypothesis particularly for the newly emerging industrialized countries. 
Marin (1992), using quarterly data from four industrialized countries, examines 
the causal link between exports and productivity and finds that the ELG 
hypothesis cannot be rejected for Germany, Japan, the United Kingdom and the 
United States. 
Serletis (1992) examines the ELG hypothesis by using single equation 
techniques to analyse Canadian annual data from 1870 to 1985 and he finds 
empirical support for the ELG hypothesis in Canada. Henriques and Sadorsky 
(1996) also focused on the export and output growth relationship for Canada. They 
employ a multivariate cointegration estimation methodology that accounted for 
potential feedback and simultaneity effects between the variables. In contrast to 
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Serletis' earlier result, Henriques and Sadorsky find that changes in GDP precede 
changes in exports. 
The major shortcoming of these causality test results is that the Granger or 
Sims tests used in these studies are only valid if the original time series are 
cointegrated. Therefore, one must check for cointegrating properties of original 
export and output series before using Granger or Sims tests (Ekanayake, 1999). 
There have been relatively new studies that involve the application of techniques 
of cointegration and error correction models, for example, Kugler (1991), Ahmad 
and Harnhirun (1995), Al-Yousif (1999), Abu-Qarn and Abu-Bader (2004), Love 
and Chandra (2005) and Bahmani-Oskooee and Economidou (2009). 
Ahmad and Harnhirun (1995), employ cointegration and error correction 
modelling using annual data from five ASEAN countries. They provided some 
support for bidirectional causality in the case of Singapore. Shan and Sun (1998) 
examined the causal relationship between exports and growth using Granger 
causality for Hong Kong, Korea and Taiwan for the period 1978-1996. They found 
that Granger causality runs from exports to economic growth only for Taiwan, 
while they found evidence of bidirectional Granger causality for Hong Kong and 
Korea. Ekanayake (1999) tested the ELG hypothesis for eight Asian developing 
countries for different time periods. He employed cointegration and error 
correction modelling techniques to investigate whether ELG hypothesis holds for 
these countries in concerned time period. He found that there exists bidirectional 
causality between export growth and GDP growth for all eight Asian countries 
except for Malaysia. The evidence supports short-run Granger causality running 
from economic growth to export in all cases except for Sri Lanka. Yet, the strong 
evidence for long-run Granger causality running from export growth to economic 
growth in all cases also exists. Khalafalla and Webb (2001) test the hypothesis for 
the Malaysian economy over three different periods and they find support for the 
ELG hypothesis. 
For Bangladesh, Love and Chandra (2005a) extend the study by using 
Johansen’s multivariate framework by adding the terms of trade as an additional 
variable. The results show that both in the long and short-run causality runs from 
income to exports. Al Mamun and Nath (2005), in a similar study, test the export-
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led growth hypothesis for Bangladesh over the 1976-2003 periods. Using the 
Engle-Granger cointegration and Granger causality tests, they find evidence in 
support of the ELG hypothesis. However, there were no causal relationships 
between the variables in the short-run. 
Dhawan and Biswal (1999) re-examine the export-led growth hypothesis 
using the vector autoregressive (VAR) model for India over the period 1961-1993. 
They conclude that in the long-run causality runs from GDP and terms of trade to 
exports. However, causality from exports to GDP appears to be evident only in the 
short-run. Sharma and Panagiotidis (2005) investigated the export rise in India for 
the period 1971-2001. Strong evidence is found against the cointegration 
hypothesis between GDP and exports. They also failed to find support for the 
hypothesis that exports Granger causes both GDP with exports and GDP without 
exports. 
Awokuse (2007) investigated the impact of export and import expansion on 
growth for Bulgaria, Czech Republic and Poland. He found that trade stimulates 
economic growth, as well as a bidirectional causal relationship between exports 
and growth in Bulgaria and causality from imports to economic growth in the 
Czech Republic and Poland. Narayan et al. (2007) examined the ELG hypothesis 
over the period 1960-2001 for Fiji and 1961-1999 for Papua New Guinea. Their 
empirical results implied that for Fiji there is evidence for export-led growth in the 
long-run, while for Papua New Guinea there is evidence for ELG in the short-run. 
Mahadevan and Suardi (2008) examined the ELG and ILG hypotheses using 
quarterly data from Japan, Korea, Taiwan and Hong Kong. They found that 
economic growth and trade were independent in Korea, while Japan’s economic 
growth is ILG but not ELG. Mahadevan and Suardi also found a bidirectional 
causal relationship between exports and growth in Taiwan and exports and imports 
cause growth in Hong Kong. 
In a recent study, Kubo (2011) investigates the causal relationships 
between trade and production in three Asian developing countries. He applies 
Johansen’s cointegration techniques and Granger causality tests to 2000-2008 
monthly data. Kubo found that causality analyses provide no evidence in support 
of the export-led growth hypothesis. On the other hand, the empirical results 
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indicate that the growth-led exports hypothesis is applicable in the cases of Korea 
and Thailand. 
Taken as a whole, these studies suggest that in most developing countries 
there is a positive long-run relationship between exports and output, and that 
causality is running from exports to output or in both directions. A potential 
limitation of these studies, however, is the low power of the statistical tests due to 
the small sample size associated with the use of individual country time series 
data. In light of this limitation, most recent studies employ panel cointegration 
methods, which have higher power due to exploitation of both the time series and 
cross-sectional dimensions of the data.  
Dawson and Hubbard (2004) examined the ELG hypothesis for 14 Central 
and East European countries using annual data over the period 1994-1999 and 
found strong evidence in support of the ELG hypothesis. Similarly, Bahmani-
Oskooee et al. (2005), using data from 61 developing countries over the period 
1960-1999, employ panel unit roots and panel cointegration technique to establish 
the long-run relationship between exports and growth. Cointegration receives 
support in a model in which export is the dependent variable. 
Reppas and Christopoulos (2005) analyse a sample of 22 less developed 
Asian and African countries over the period 1969-1999. In addition, the structural 
relationship between output growth and exports is estimated by Fully Modified-
OLS techniques appropriate for heterogeneous panel. The empirical findings 
suggest that output growth causes exports and not the reverse. Hsiao and Hsiao 
(2006) studied the causal relationship between exports and economic growth, 
using time series data for the period 1986-2004 for eight developing East and 
Southeast Asian economies. They found out that there exists bidirectional Granger 
causality between economic growth and exports. 
Konya (2006) investigates the causal relationship between real exports and 
real GDP in 24 OECD countries from 1960 to 1997.A panel data approach is 
applied which is based on SUR systems and Wald tests with country specific 
bootstrap critical values. Two different models are used. A bivariate (GDP-
exports) model and a trivariate (GDP-exports-openness) model, both without and 
with a linear time trend. In each case the analysis focuses on direct, one-period-
  
18 
 
ahead causality between exports and GDP. The results indicate one-way causality 
from exports to GDP in Belgium, Denmark, Iceland, Ireland, Italy, New Zealand, 
Spain and Sweden, one-way causality from GDP to exports in Austria, France, 
Greece, Japan, Mexico, Norway and Portugal, two-way causality between exports 
and growth in Canada, Finland and the Netherlands, while in the case of Australia, 
Korea, Luxembourg, Switzerland, the UK and the USA there is no evidence of 
causality in either direction. 
Parida and Sahoo (2007) examine the export-led and manufacturing export-
led growth hypothesis for four South Asian countries, using Pedroni’s panel 
cointegration technique for the period 1980-2002. The study finds long-run 
equilibrium relationship between GDP and exports along with other variables 
supporting export-led growth hypothesis. The results also substantiate the 
existence of manufacturing export-led growth hypothesis. Çetintaş and Barişik 
(2009) investigate the relationships between export, import and economic growth 
by employing panel cointegration and panel causality tests for 13 transition 
economies. The empirical results show that there is a unidirectional causality from 
economic growth to export. 
The main features of studies reviewed above and other related work are 
provided in tables below. Table 1 summarizes the cross-country studies of exports 
and growth. A selection of time series studies on export-led growth hypothesis are 
reported in Table 2. Finally, in Table 3, are presented relatively new studies of 
exports and growth using panel data analysis. 
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er
ag
ed
 l
ab
o
u
r 
fo
rc
e 
g
ro
w
th
; 
av
er
ag
ed
 g
ro
w
th
 i
n
 
ca
p
it
al
 f
o
rm
at
io
n
).
 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
K
av
o
u
ss
i 
(1
9
8
4
) 
7
3
 d
ev
el
o
p
in
g
 c
o
u
n
tr
ie
s,
 
1
9
6
0
-1
9
7
8
. 
R
an
k
 c
o
rr
el
at
io
n
 (
av
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
 o
n
 
av
er
ag
ed
 m
er
ch
an
d
is
e 
ex
p
o
rt
s 
g
ro
w
th
);
 
O
L
S
 (
av
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
 o
n
 a
v
er
ag
ed
 
m
er
ch
an
d
is
e 
ex
p
o
rt
s 
g
ro
w
th
) 
(a
v
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
; 
av
er
ag
ed
 m
er
ch
an
d
is
e 
ex
p
o
rt
s 
g
ro
w
th
; 
av
er
ag
ed
 l
ab
o
u
r 
fo
rc
e 
g
ro
w
th
; 
av
er
ag
ed
 
in
v
es
tm
en
t 
g
ro
w
th
).
 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
  
2
0
 
 K
o
h
li
 a
n
d
 
S
in
g
h
 
(1
9
8
9
) 
3
1
 c
o
u
n
tr
ie
s,
 1
9
6
0
-1
9
7
0
 
an
d
 1
9
7
0
-1
9
8
1
. 
O
L
S
 (
av
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
 o
n
 a
v
er
ag
ed
 %
 s
h
ar
e 
o
f 
ch
an
g
es
 i
n
 e
x
p
o
rt
s 
in
 G
D
P
; 
al
so
 q
u
ad
ra
ti
c 
ex
p
o
rt
 
v
ar
ia
b
le
 t
o
 a
ll
o
w
 f
o
r 
d
im
in
is
h
in
g
 r
et
u
rn
s 
to
 e
x
p
o
rt
s)
 
(g
ro
w
th
 o
f 
re
al
 G
D
P
; 
g
ro
w
th
 o
f 
re
al
 e
x
p
o
rt
s;
 a
v
er
ag
ed
 
in
v
es
tm
en
t 
sh
ar
e 
o
f 
G
D
P
; 
av
er
ag
ed
 p
o
p
u
la
ti
o
n
 g
ro
w
th
; 
fo
re
ig
n
 i
n
v
es
tm
en
t 
sh
ar
e)
. 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
M
o
sc
h
o
s 
(1
9
8
9
) 
7
1
 d
ev
el
o
p
in
g
 c
o
u
n
tr
ie
s,
 
1
9
7
0
-1
9
8
0
. 
O
L
S
 a
n
d
 I
V
 (
av
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
 o
n
 a
v
er
ag
ed
 
re
al
 e
x
p
o
rt
 g
ro
w
th
).
 
(a
v
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
; 
av
er
ag
ed
 r
ea
l 
ex
p
o
rt
 
g
ro
w
th
; 
av
er
ag
ed
 r
ea
l 
in
v
es
tm
en
t 
g
ro
w
th
; 
av
er
ag
ed
 
la
b
o
u
r 
fo
rc
e 
g
ro
w
th
).
 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
S
h
ee
h
ey
 
(1
9
9
0
) 
3
6
 c
o
u
n
tr
ie
s,
 1
9
6
0
-1
9
7
0
. 
O
L
S
 (
av
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
 o
n
 a
v
er
ag
ed
 r
ea
l 
ex
p
o
rt
s 
g
ro
w
th
 o
r 
av
er
ag
ed
 %
 s
h
ar
e 
o
f 
ch
an
g
es
 i
n
 
ex
p
o
rt
s 
in
 G
D
P
) 
(a
v
er
ag
ed
 G
D
P
 g
ro
w
th
; 
av
er
ag
ed
 e
x
p
o
rt
s 
g
ro
w
th
; 
av
er
ag
ed
 i
n
v
es
tm
en
t 
sh
ar
e 
o
f 
G
D
P
).
 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
D
o
d
ar
o
 
(1
9
9
1
) 
8
4
 d
ev
el
o
p
in
g
 c
o
u
n
tr
ie
s,
 
1
9
6
5
-1
9
7
0
 a
n
d
 1
9
7
0
-1
9
8
1
. 
O
L
S
 (
av
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
 o
n
 a
v
er
ag
ed
 
m
an
u
fa
ct
u
ri
n
g
 e
x
p
o
rt
s 
as
 %
 o
f 
to
ta
l 
m
er
ch
an
d
is
e 
ex
p
o
rt
s 
o
r 
o
n
 e
x
p
o
rt
 s
h
ar
e 
d
ef
in
ed
 b
y
 s
ta
g
e 
o
f 
p
ro
ce
ss
in
g
) 
(a
v
er
ag
ed
 r
ea
l 
G
D
P
 g
ro
w
th
; 
av
er
ag
ed
 m
an
u
fa
ct
u
ri
n
g
 
ex
p
o
rt
s;
 c
o
u
n
tr
y
 d
u
m
m
y
=
1
 i
f 
o
v
er
 5
0
%
 o
f 
ex
p
o
rt
s 
ar
e 
m
ad
e 
u
p
 o
f 
fu
el
s,
 m
in
er
al
s 
an
d
 m
et
al
s)
 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
 b
u
t 
d
ep
en
d
s 
o
n
 
d
eg
re
e 
o
f 
p
ro
ce
ss
in
g
 i
n
 a
 c
o
u
n
tr
y
's
 
ex
p
o
rt
 b
as
k
et
. 
  
2
1
 
 E
sf
ah
an
i 
(1
9
9
1
) 
3
1
 s
em
i-
in
d
u
st
ri
al
iz
ed
 
co
u
n
tr
ie
s,
 1
9
6
0
-1
9
7
3
, 
1
9
7
3
-
1
9
8
1
 a
n
d
 1
9
8
0
-1
9
8
6
. 
T
S
L
S
 (
av
er
ag
ed
 G
D
P
 g
ro
w
th
, 
ex
p
o
rt
 g
ro
w
th
 a
n
d
 i
m
p
o
rt
 
g
ro
w
th
 e
q
u
at
io
n
s)
 
(a
v
er
ag
ed
 G
D
P
 g
ro
w
th
; 
ex
p
o
rt
 g
ro
w
th
; 
im
p
o
rt
 g
ro
w
th
; 
re
la
ti
v
e 
im
p
o
rt
 s
h
o
rt
ag
e;
 p
o
p
u
la
ti
o
n
; 
ar
ea
; 
g
o
o
d
s 
d
es
ig
n
ed
 f
o
r 
d
o
m
es
ti
c 
an
d
 f
o
re
ig
n
 u
sa
g
e)
. 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
F
o
su
 
(1
9
9
6
) 
7
6
 L
D
C
s,
 1
9
6
7
-1
9
7
3
, 
1
9
7
3
-
1
9
8
0
, 
1
9
8
0
-1
9
8
6
 a
n
d
 o
n
 t
h
e 
o
v
er
al
l 
1
9
6
7
-1
9
8
6
. 
O
L
S
 (
av
er
ag
ed
 r
ea
l 
G
D
P
 o
n
 a
v
er
ag
ed
 r
ea
l 
ex
p
o
rt
s.
 
R
ep
ea
te
d
 w
it
h
 a
v
er
ag
ed
 p
ro
p
o
rt
io
n
 o
n
 n
o
n
-f
u
el
 p
ri
m
ar
y
 
ex
p
o
rt
s 
to
 t
o
ta
l 
ex
p
o
rt
s 
re
p
la
ci
n
g
 e
x
p
o
rt
s.
 A
ls
o
, 
w
it
h
 
n
o
n
-e
x
p
o
rt
 G
D
P
 r
ep
la
ci
n
g
 G
D
P
) 
(g
ro
w
th
 r
at
es
 o
f 
re
al
 G
D
P
; 
la
b
o
u
r;
 r
ea
l 
ex
p
o
rt
s;
 r
ea
l 
G
D
P
 l
es
s 
re
al
 e
x
p
o
rt
s;
 a
v
er
ag
ed
 g
ro
ss
 d
o
m
es
ti
c 
in
v
es
tm
en
t 
as
 a
 p
ro
p
o
rt
io
n
 o
f 
G
D
P
).
 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
 
 
 2
2
 
 T
a
b
le
 2
. 
T
im
e 
se
ri
es
 s
tu
d
ie
s 
o
f 
ex
p
o
rt
s 
an
d
 g
ro
w
th
. 
P
a
p
er
 
D
a
ta
 
M
et
h
o
d
 a
n
d
 V
a
ri
a
b
le
s 
E
m
p
ir
ic
a
l 
R
e
su
lt
s 
Ju
n
g
 a
n
d
 
M
ar
sh
al
l 
(1
9
8
5
) 
3
7
 d
ev
el
o
p
in
g
 c
o
u
n
tr
ie
s,
 
1
9
5
0
-1
9
8
1
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
1
st
 d
if
fe
re
n
ce
d
 V
A
R
 a
n
d
 2
n
d
 
d
if
fe
re
n
ce
d
 V
A
R
 m
o
d
el
 w
it
h
 c
o
n
st
an
t 
fo
r 
re
al
 
G
N
P
/G
D
P
 g
ro
w
th
 a
n
d
 e
x
p
o
rt
 g
ro
w
th
 
(G
N
P
 o
r 
G
D
P
; 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 f
o
r 
5
 
co
u
n
tr
ie
s 
an
d
 G
L
E
 f
o
r 
1
1
 
co
u
n
tr
ie
s.
 S
u
p
p
o
rt
 o
f 
b
o
th
 
E
L
G
 a
n
d
 G
L
E
 f
o
r 
1
 
co
u
n
tr
y
 a
n
d
 n
o
n
-c
au
sa
li
ty
 
fo
r 
2
0
 c
o
u
n
tr
ie
s.
 
C
h
o
w
 
(1
9
8
7
) 
8
 c
o
u
n
tr
ie
s:
 M
ex
ic
o
, 
B
ra
zi
l,
 
H
o
n
g
-K
o
n
g
, 
Is
ra
el
, 
K
o
re
a,
 
S
in
g
ap
o
re
, 
T
ai
w
an
 a
n
d
 
A
rg
en
ti
n
a,
 1
9
6
0
-1
9
8
4
 
(a
n
n
u
al
).
 
B
iv
ar
ia
te
 S
im
s;
 V
A
R
 w
it
h
 c
o
n
st
an
t 
(r
ea
l 
m
an
u
fa
ct
u
re
d
 e
x
p
o
rt
s;
 r
ea
l 
m
an
u
fa
ct
u
re
d
 
o
u
tp
u
t)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 f
o
r 
M
ex
ic
o
, 
n
o
n
-c
au
sa
li
ty
 f
o
r 
A
rg
en
ti
n
a 
an
d
 b
il
at
er
al
 
re
la
ti
o
n
sh
ip
 f
o
r 
th
e 
re
st
. 
A
fx
en
ti
o
u
 a
n
d
 
S
er
le
ti
s 
(1
9
9
1
) 
1
6
 i
n
d
u
st
ri
al
 c
o
u
n
tr
ie
s,
 1
9
5
0
-
1
9
8
5
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
O
L
S
 i
n
 1
st
 d
if
fe
re
n
ce
s 
(r
ea
l 
G
N
P
; 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
b
o
th
 E
L
G
 a
n
d
 
G
L
E
 i
n
 U
n
it
ed
 S
ta
te
s.
 
S
u
p
p
o
rt
 o
f 
G
L
E
 i
n
 
N
o
rw
ay
, 
Ja
p
an
 a
n
d
 
C
an
ad
a.
 
A
h
m
ad
 a
n
d
 
K
w
an
 
(1
9
9
1
) 
4
7
 A
fr
ic
an
 c
o
u
n
tr
ie
s,
 1
9
8
1
-
1
9
8
7
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
V
A
R
 w
it
h
 c
o
n
st
an
t 
(r
ea
l 
G
D
P
 p
er
 c
ap
it
a 
an
d
 a
n
n
u
al
 g
ro
w
th
 o
f 
re
al
 
G
D
P
; 
to
ta
l 
re
al
 e
x
p
o
rt
s;
 t
o
ta
l 
re
al
 m
an
u
fa
ct
u
re
d
 
ex
p
o
rt
s;
 s
h
ar
e 
o
f 
re
al
 m
an
u
fa
ct
u
re
d
 e
x
p
o
rt
s 
to
 r
ea
l 
ex
p
o
rt
s)
. 
N
o
 s
u
p
p
o
rt
 o
f 
E
L
G
 a
n
d
 
w
ea
k
 s
u
p
p
o
rt
 o
f 
G
L
E
. 
  
2
3
 
 B
ah
m
an
i-
O
sk
o
o
ee
 e
t 
al
. 
(1
9
9
1
) 
2
0
 d
ev
el
o
p
in
g
 c
o
u
n
tr
ie
s,
 
p
er
io
d
s 
w
it
h
in
 1
9
5
1
-1
9
8
7
 
(a
n
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
V
A
R
 a
n
d
 1
st
 d
if
fe
re
n
ce
d
 V
A
R
 
w
it
h
 c
o
n
st
an
t 
(r
ea
l 
G
D
P
; 
ex
p
o
rt
 g
ro
w
th
).
 
S
u
p
p
o
rt
 o
f 
E
L
G
 f
o
r 
5
 
co
u
n
tr
ie
s,
 G
L
E
 f
o
r 
2
 
co
u
n
tr
ie
s.
 
K
u
g
le
r 
(1
9
9
1
) 
6
 c
o
u
n
tr
ie
s:
 U
S
A
, 
Ja
p
an
, 
S
w
it
ze
rl
an
d
, 
W
es
t 
G
er
m
an
y
, 
U
K
 a
n
d
 F
ra
n
ce
, 
1
9
7
0
-1
9
8
7
 
(q
u
ar
te
rl
y
).
 
4
-v
ar
ia
b
le
 G
ra
n
g
er
; 
V
E
C
M
 f
o
r 
co
in
te
g
ra
te
d
 
co
u
n
tr
ie
s 
w
it
h
 c
o
n
st
an
t 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s;
 t
o
ta
l 
re
al
 p
ri
v
at
e 
co
n
su
m
p
ti
o
n
; 
re
al
 g
ro
ss
 f
ix
ed
 b
u
si
n
es
s 
in
v
es
tm
en
t)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 i
n
 W
es
t 
G
er
m
an
y
 a
n
d
 F
ra
n
ce
. 
M
ar
in
 
(1
9
9
2
) 
4
 O
E
C
D
 c
o
u
n
tr
ie
s:
 G
er
m
an
y
, 
U
n
it
ed
 K
in
g
d
o
m
, 
U
n
it
ed
 
S
ta
te
s 
an
d
 J
ap
an
, 
1
9
6
0
:Q
1
-
1
9
8
7
:Q
2
. 
B
iv
ar
ia
te
 G
ra
n
g
er
 
(l
ab
o
u
r 
p
ro
d
u
ct
iv
it
y
; 
ex
p
o
rt
s 
o
f 
m
an
u
fa
ct
u
ri
n
g
 
g
o
o
d
s;
 t
er
m
s 
o
f 
tr
ad
e;
 O
E
C
D
 o
u
tp
u
t)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
. 
S
er
le
ti
s 
(1
9
9
2
) 
C
an
ad
a,
 1
8
7
0
-1
9
4
4
, 
1
9
4
5
-
1
9
8
5
 a
n
d
 1
8
7
0
-1
9
8
5
 (
an
n
u
al
).
 
T
ri
v
ar
ia
te
 G
ra
n
g
er
 
(G
N
P
; 
ex
p
o
rt
s;
 i
m
p
o
rt
s)
 
S
u
p
p
o
rt
 o
f 
E
L
G
 f
o
r 
th
e 
1
8
7
0
-1
9
4
4
 a
n
d
 t
h
e 
1
8
7
0
-
1
9
8
5
 p
er
io
d
s.
 
O
x
le
y
 
(1
9
9
3
) 
P
o
rt
u
g
al
, 
1
8
6
5
-1
9
8
5
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
 
(G
D
P
; 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
G
L
E
. 
A
h
m
ad
 a
n
d
 
H
ar
n
h
ir
u
n
 
(1
9
9
5
) 
5
 A
S
E
A
N
 c
o
u
n
tr
ie
s:
 
In
d
o
n
es
ia
, 
M
al
ay
si
a,
 t
h
e 
P
h
il
ip
p
in
es
, 
S
in
g
ap
o
re
 a
n
d
 
T
h
ai
la
n
d
, 
1
9
6
6
-1
9
9
0
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
E
C
M
 f
o
r 
co
in
te
g
ra
te
d
 c
o
u
n
tr
ie
s;
 
1
st
 d
if
fe
re
n
ce
d
 V
A
R
 f
o
r 
n
o
n
-c
o
in
te
g
ra
te
d
, 
w
it
h
 
co
n
st
an
t 
(G
D
P
; 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 a
n
d
 G
L
E
 
in
 S
in
g
ap
o
re
. 
  
2
4
 
 B
o
d
m
an
 
(1
9
9
6
) 
2
 c
o
u
n
tr
ie
s:
 A
u
st
ra
li
a 
an
d
 
C
an
ad
a,
 1
9
6
0
:Q
1
-1
9
9
5
:Q
4
. 
Jo
h
an
se
n
's
 c
o
in
te
g
ra
ti
o
n
 t
ec
h
n
iq
u
e;
 V
E
C
M
 
(t
o
ta
l 
ex
p
o
rt
ed
 g
o
o
d
s 
an
d
 s
er
v
ic
es
; 
ex
p
o
rt
s 
o
f 
m
an
u
fa
ct
u
re
d
 g
o
o
d
s;
 t
o
ta
l 
la
b
o
u
r 
p
ro
d
u
ct
iv
it
y
; 
la
b
o
u
r 
p
ro
d
u
ct
iv
it
y
 i
n
 t
h
e 
m
an
u
fa
ct
u
ri
n
g
 s
ec
to
r)
. 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 
p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
. 
B
o
lt
h
o
 
(1
9
9
6
) 
Ja
p
an
, 
1
9
1
3
-1
9
3
7
, 
1
9
5
2
-1
9
7
3
 
an
d
 1
9
7
3
-1
9
9
0
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
d
em
an
d
 v
er
su
s 
su
p
p
ly
 s
h
if
ts
; 
fo
re
ig
n
 m
ar
k
et
 g
ro
w
th
; 
th
e 
le
v
el
 o
f 
re
al
 e
x
ch
an
g
e 
ra
te
; 
d
is
ag
g
re
g
at
ed
 i
n
d
u
st
ri
al
 e
v
id
en
ce
 
(g
ro
w
th
 o
f 
re
al
 G
D
P
; 
g
ro
w
th
 o
f 
re
al
 e
x
p
o
rt
s)
. 
N
o
 s
u
p
p
o
rt
 o
f 
E
L
G
. 
H
en
ri
q
u
es
 a
n
d
 
S
ad
o
rs
k
y
 
(1
9
9
6
) 
C
an
ad
a,
 1
8
7
0
-1
9
9
1
 (
an
n
u
al
).
 
T
ri
v
ar
ia
te
 G
ra
n
g
er
 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s;
 r
ea
l 
te
rm
s 
o
f 
tr
ad
e)
. 
N
o
 s
u
p
p
o
rt
 o
f 
E
L
G
 a
n
d
 
su
p
p
o
rt
 o
f 
G
L
E
. 
T
h
o
rn
to
n
 
(1
9
9
6
) 
M
ex
ic
o
, 
1
8
9
5
-1
9
9
2
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
 b
as
ed
 o
n
 E
C
M
 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
. 
X
u
 
(1
9
9
6
) 
3
2
 d
ev
el
o
p
in
g
 c
o
u
n
tr
ie
s,
 
p
er
io
d
s 
w
it
h
in
 1
9
5
1
-1
9
9
0
 
(a
n
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
V
E
C
M
 f
o
r 
co
in
te
g
ra
te
d
 
co
u
n
tr
ie
s;
 1
st
 d
if
fe
re
n
ce
d
 V
A
R
 a
n
d
 2
n
d
 d
if
fe
re
n
ce
d
 
V
A
R
 f
o
r 
n
o
n
-c
o
in
te
g
ra
te
d
, 
w
it
h
 c
o
n
st
an
t 
(r
ea
l 
G
D
P
; 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 f
o
r 
1
2
 
co
u
n
tr
ie
s,
 G
L
E
 f
o
r 
8
 
co
u
n
tr
ie
s,
 b
il
at
er
al
 
re
la
ti
o
n
sh
ip
 f
o
r 
9
 
co
u
n
tr
ie
s 
an
d
 n
o
n
-
ca
u
sa
li
ty
 f
o
r 
3
 c
o
u
n
tr
ie
s.
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 A
l-
Y
o
u
si
f 
(1
9
9
7
) 
4
 A
ra
b
 G
u
lf
 c
o
u
n
tr
ie
s:
 S
au
d
i 
A
ra
b
ia
, 
K
u
w
ai
t,
 U
n
it
ed
 A
ra
b
 
E
m
ir
at
es
 a
n
d
 O
m
an
, 
1
9
7
3
-
1
9
9
3
 (
an
n
u
al
).
 
O
L
S
 (
si
m
p
le
 r
eg
re
ss
io
n
s 
b
et
w
ee
n
 v
ar
ia
b
le
s)
 
(g
ro
w
th
 o
f 
re
al
 G
D
P
; 
g
ro
w
th
 o
f 
re
al
 e
x
p
o
rt
s 
o
r 
%
 
sh
ar
e 
o
f 
ch
an
g
es
 i
n
 e
x
p
o
rt
s 
in
 G
D
P
; 
la
b
o
u
r 
fo
rc
e 
g
ro
w
th
; 
g
ro
ss
 d
o
m
es
ti
c 
in
v
es
tm
en
t 
as
 %
 o
f 
G
D
P
; 
g
ro
w
th
 o
f 
g
o
v
er
n
m
en
t 
ex
p
en
d
it
u
re
; 
g
ro
w
th
 o
f 
te
rm
s 
o
f 
tr
ad
e)
. 
S
ta
ti
st
ic
al
ly
 s
ig
n
if
ic
an
t,
 
p
o
si
ti
v
e 
E
L
G
 r
el
at
io
n
sh
ip
.  
S
h
an
 a
n
d
 S
u
n
 
(1
9
9
8
) 
3
 c
o
u
n
ti
es
: 
H
o
n
g
 K
o
n
g
, 
K
o
re
a 
an
d
 T
ai
w
an
, 
1
9
7
8
:Q
1
-
1
9
9
6
:Q
3
. 
6
-v
ar
ia
b
le
 G
ra
n
g
er
 b
as
ed
 o
n
 T
o
d
a 
an
d
 Y
am
am
o
to
 
p
ro
ce
d
u
re
s 
(i
n
d
u
st
ri
al
 o
u
tp
u
t 
g
ro
w
th
; 
ex
p
o
rt
 g
ro
w
th
; 
g
ro
w
th
 o
f 
to
ta
l 
p
er
so
n
s 
em
p
lo
y
ed
; 
im
p
o
rt
 g
ro
w
th
; 
en
er
g
y
 
co
n
su
m
p
ti
o
n
; 
g
ro
ss
 f
ix
ed
 c
ap
it
al
 e
x
p
en
d
it
u
re
).
 
S
u
p
p
o
rt
 o
f 
E
L
G
 i
n
 
T
ai
w
an
. 
S
u
p
p
o
rt
 o
f 
b
o
th
 
E
L
G
 a
n
d
 G
L
E
 i
n
 H
o
n
g
 
K
o
n
g
 a
n
d
 K
o
re
a.
 
A
l-
Y
o
u
si
f 
(1
9
9
9
) 
M
al
ay
si
a,
 1
9
5
5
-1
9
9
6
 (
an
n
u
al
).
 
M
u
lt
iv
ar
ia
te
 G
ra
n
g
er
 b
as
ed
 o
n
 V
E
C
M
 u
si
n
g
 S
U
R
 
m
et
h
o
d
 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s;
 l
ab
o
u
r;
 r
ea
l 
g
ro
ss
 f
ix
ed
 
ca
p
it
al
; 
re
al
 e
ff
ec
ti
v
e 
ex
ch
an
g
e 
ra
te
) 
S
u
p
p
o
rt
 o
f 
E
L
G
 i
n
 t
h
e 
sh
o
rt
-r
u
n
 a
n
d
 G
L
E
 i
n
 t
h
e 
lo
n
g
-r
u
n
. 
D
h
aw
an
 a
n
d
 
B
is
w
al
 
(1
9
9
9
) 
In
d
ia
, 
1
9
6
1
-1
9
9
3
 (
an
n
u
al
).
 
T
ri
v
ar
ia
te
 G
ra
n
g
er
 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s;
 n
et
 t
er
m
s 
o
f 
tr
ad
e)
. 
S
u
p
p
o
rt
 o
f 
b
o
th
 G
L
E
 a
n
d
 
E
L
G
, 
b
u
t 
E
L
G
 o
n
ly
 i
n
 t
h
e 
sh
o
rt
-r
u
n
. 
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 E
k
an
ay
ak
e 
(1
9
9
9
) 
8
 c
o
u
n
tr
ie
s:
 I
n
d
ia
 (
1
9
6
0
-
1
9
9
7
),
 I
n
d
o
n
es
ia
 (
1
9
6
5
-1
9
9
7
),
 
K
o
re
a 
(1
9
6
0
-1
9
9
7
),
 M
al
ay
si
a 
(1
9
6
0
-1
9
9
7
),
 P
ak
is
ta
n
 (
1
9
6
0
-
1
9
9
7
),
 P
h
il
ip
p
in
es
 (
1
9
6
0
-
1
9
9
7
),
 S
ri
 L
an
k
a 
(1
9
6
0
-1
9
9
7
) 
an
d
 T
h
ai
la
n
d
 (
1
9
6
2
-1
9
9
7
) 
(a
n
n
u
al
).
 
C
o
in
te
g
ra
ti
o
n
 a
n
d
 e
rr
o
r 
co
rr
ec
ti
o
n
 m
o
d
el
li
n
g
 
te
ch
n
iq
u
es
 
(G
D
P
; 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
b
o
th
 E
L
G
 a
n
d
 
G
L
E
 f
o
r 
al
l 
co
u
n
tr
ie
s 
ex
ce
p
t 
M
al
ay
si
a.
 
G
la
su
re
 a
n
d
 
L
ee
 
(1
9
9
9
) 
K
o
re
a,
 1
9
7
3
:Q
1
-1
9
9
4
:Q
4
. 
V
A
R
 m
o
d
el
s;
 V
ar
ia
n
ce
 d
ec
o
m
p
o
si
ti
o
n
s;
 V
E
C
M
 
(G
D
P
; 
ex
ch
an
g
e 
ra
te
; 
g
o
v
er
n
m
en
t 
sp
en
d
in
g
; 
m
o
n
ey
 
su
p
p
ly
; 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
G
L
E
 w
h
en
 
u
si
n
g
 V
A
R
 a
n
d
 s
u
p
p
o
rt
 o
f 
b
o
th
 E
L
G
 a
n
d
 G
L
E
 w
h
en
 
u
si
n
g
 V
E
C
M
. 
C
h
an
g
 e
t 
al
. 
(2
0
0
0
) 
T
ai
w
an
, 
1
9
7
1
:Q
1
-1
9
9
5
:Q
3
. 
G
ra
n
g
er
 c
au
sa
li
ty
 t
es
ts
 b
as
ed
 o
n
 E
C
M
 
(r
ea
l 
G
D
P
; 
ex
p
o
rt
s;
 i
m
p
o
rt
s)
. 
N
o
 s
u
p
p
o
rt
 o
f 
E
L
G
. 
F
o
u
n
ta
s 
(2
0
0
0
) 
Ir
el
an
d
, 
1
9
5
0
-1
9
9
0
 (
an
n
u
al
) 
an
d
 1
9
8
1
:1
-1
9
9
4
:9
 (
m
o
n
th
ly
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
E
C
M
 f
o
r 
co
in
te
g
ra
te
d
 c
o
u
n
tr
ie
s;
 
1
st
 d
if
fe
re
n
ce
d
 V
A
R
 f
o
r 
n
o
n
-c
o
in
te
g
ra
te
d
, 
w
it
h
 
co
n
st
an
t 
(G
D
P
; 
ex
p
o
rt
s;
 i
n
d
u
st
ri
al
 p
ro
d
u
ct
io
n
).
 
N
o
 s
u
p
p
o
rt
 o
f 
E
L
G
 i
n
 t
h
e 
1
9
5
0
-1
9
9
0
 p
er
io
d
s 
an
d
 
su
p
p
o
rt
 o
f 
E
L
G
 i
n
 t
h
e 
1
9
8
1
-1
9
9
4
 p
er
io
d
s.
 
W
er
n
er
h
ei
m
 
(2
0
0
0
) 
C
an
ad
a,
 1
9
4
7
-1
9
8
6
, 
1
9
8
7
-
1
9
9
6
 a
n
d
 1
9
4
7
-1
9
9
6
 
(q
u
ar
te
rl
y
).
 
B
iv
ar
ia
te
 a
n
d
 t
ri
v
ar
ia
te
 G
ra
n
g
er
 
(G
D
P
; 
to
ta
l 
ex
p
o
rt
s;
 m
er
ch
an
d
is
e 
ex
p
o
rt
s;
 G
D
P
 o
f 
th
e 
U
S
A
; 
m
er
ch
an
d
is
e 
ex
p
o
rt
s 
to
 t
h
e 
U
S
A
).
 
S
u
p
p
o
rt
 o
f 
b
o
th
 E
L
G
 a
n
d
 
G
L
E
. 
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 B
al
ag
u
er
 a
n
d
 
C
an
ta
v
el
la
-
Jo
rd
a 
(2
0
0
1
) 
S
p
ai
n
, 
1
9
0
1
-1
9
9
9
 (
an
n
u
al
).
 
B
iv
ar
ia
te
 G
ra
n
g
er
 
(d
o
m
es
ti
c 
in
co
m
e;
 e
x
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
G
L
E
 d
u
ri
n
g
 
1
9
0
1
-1
9
9
9
. 
N
o
 s
u
p
p
o
rt
 o
f 
E
L
G
 e
it
h
er
 G
L
E
 d
u
ri
n
g
 
1
9
0
1
-1
9
5
8
 w
h
il
e 
E
L
G
 
h
o
ld
s 
d
u
ri
n
g
 1
9
5
8
-1
9
9
9
. 
K
h
al
af
al
la
 
an
d
 W
eb
b
 
(2
0
0
1
) 
M
al
ay
si
a,
 1
9
6
5
:Q
1
-1
9
8
0
:Q
4
, 
1
9
8
1
:Q
1
-1
9
9
6
:Q
4
 a
n
d
 
1
9
6
5
:Q
1
-1
9
9
6
:Q
4
. 
T
ri
v
ar
ia
te
 G
ra
n
g
er
; 
V
E
C
M
 f
o
r 
co
in
te
g
ra
te
d
 
co
u
n
tr
ie
s;
 1
st
 d
if
fe
re
n
ce
d
 V
A
R
 f
o
r 
n
o
n
-
co
in
te
g
ra
te
d
, 
w
it
h
 c
o
n
st
an
t 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s;
 r
ea
l 
im
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 f
o
r 
th
e 
1
9
6
5
-1
9
8
0
 a
n
d
 t
h
e 
1
9
6
5
-
1
9
9
6
 p
er
io
d
s.
 S
u
p
p
o
rt
 o
f 
G
L
E
 f
o
r 
th
e 
1
9
8
1
-1
9
9
6
 
p
er
io
d
s.
 
R
am
o
s 
(2
0
0
1
) 
P
o
rt
u
g
al
, 
1
8
6
5
-1
9
9
8
 (
an
n
u
al
).
 
T
ri
v
ar
ia
te
 G
ra
n
g
er
 b
as
ed
 o
n
 V
E
C
M
 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s;
 r
ea
l 
im
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
b
o
th
 E
L
G
 a
n
d
 
G
L
E
. 
P
an
as
 a
n
d
 
V
am
v
o
u
k
as
 
(2
0
0
2
) 
G
re
ec
e,
 1
9
4
8
-1
9
9
7
 (
an
n
u
al
).
 
M
u
lt
iv
ar
ia
te
 G
ra
n
g
er
; 
E
C
M
 
(G
D
P
; 
ex
p
o
rt
s;
 n
o
m
in
al
 e
ff
ec
ti
v
e 
ex
ch
an
g
e 
ra
te
; 
C
P
I)
. 
S
u
p
p
o
rt
 o
f 
G
L
E
. 
A
w
o
k
u
se
 
(2
0
0
3
) 
C
an
ad
a,
 1
9
6
1
:Q
1
-2
0
0
0
:Q
4
. 
6
-v
ar
ia
b
le
 V
A
R
; 
G
ra
n
g
er
 C
au
sa
li
ty
 b
as
ed
 o
n
 
V
E
C
M
 
(r
ea
l 
G
D
P
; 
re
al
 e
x
p
o
rt
s;
 r
ea
l 
te
rm
s 
o
f 
tr
ad
e;
 
m
an
u
fa
ct
u
ri
n
g
 e
m
p
lo
y
m
en
t 
as
 p
ro
x
y
 f
o
r 
la
b
o
u
r;
 
g
ro
ss
 c
ap
it
al
 f
o
rm
at
io
n
 a
s 
p
ro
x
y
 f
o
r 
ca
p
it
al
; 
in
d
u
st
ri
al
 p
ro
d
u
ct
io
n
 i
n
d
ex
 f
o
r 
al
l 
in
d
u
st
ri
al
iz
ed
 
n
at
io
n
s 
as
 t
h
e 
p
ro
x
y
 f
o
r 
fo
re
ig
n
 o
u
tp
u
t 
sh
o
ck
).
 
S
u
p
p
o
rt
 o
f 
E
L
G
. 
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 A
b
u
-Q
ar
n
 a
n
d
 
A
b
u
-B
ad
er
 
(2
0
0
4
) 
9
 M
E
N
A
 c
o
u
n
tr
ie
s:
 A
lg
er
ia
, 
E
g
y
p
t,
 I
sr
ae
l,
 a
n
d
 M
o
ro
cc
o
 
(1
9
6
3
-1
9
9
9
),
 I
ra
n
 (
1
9
7
6
-
1
9
9
9
),
 J
o
rd
an
 (
1
9
7
6
-1
9
9
8
),
 
S
u
d
an
 (
1
9
6
0
-1
9
9
1
),
 T
u
n
is
ia
 
(1
9
6
3
-1
9
9
8
),
 a
n
d
 T
u
rk
ey
 
(1
9
6
6
-1
9
9
6
) 
(a
n
n
u
al
).
 
T
ri
v
ar
ia
te
 G
ra
n
g
er
; 
E
C
M
 f
o
r 
co
in
te
g
ra
te
d
 c
o
u
n
tr
ie
s;
 
1
st
 d
if
fe
re
n
ce
d
 V
A
R
 f
o
r 
n
o
n
-c
o
in
te
g
ra
te
d
 
(r
ea
l 
G
D
P
; 
re
al
 t
o
ta
l 
ex
p
o
rt
s;
 r
ea
l 
m
an
u
fa
ct
u
re
d
 
ex
p
o
rt
s;
 r
ea
l 
im
p
o
rt
s)
 
S
u
p
p
o
rt
 o
f 
E
L
G
 i
n
 I
ra
n
 
an
d
 s
u
p
p
o
rt
 o
f 
G
L
E
 i
n
 
Is
ra
el
, 
S
u
d
an
 a
n
d
 T
u
rk
ey
 
(w
h
en
 c
o
n
si
d
er
in
g
 t
o
ta
l 
ex
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 
in
 I
sr
ae
l,
 T
u
n
is
ia
, 
M
o
ro
cc
o
 a
n
d
 T
u
rk
ey
 a
n
d
 
su
p
p
o
rt
 o
f 
G
L
E
 i
n
 E
g
y
p
t 
(w
h
en
 c
o
n
si
d
er
in
g
 
m
an
u
fa
ct
u
re
d
 e
x
p
o
rt
s)
. 
D
in
 
(2
0
0
4
) 
5
 c
o
u
n
tr
ie
s:
 B
an
g
la
d
es
h
 
(1
9
7
3
-2
0
0
2
),
 I
n
d
ia
 (
1
9
6
0
-
2
0
0
0
),
 N
ep
al
 (
1
9
6
5
-2
0
0
2
),
 
P
ak
is
ta
n
 (
1
9
7
3
-2
0
0
2
) 
an
d
 S
ri
 
L
an
k
a 
(1
9
6
0
-2
0
0
0
) 
(a
n
n
u
al
).
 
G
ra
n
g
er
 c
au
sa
li
ty
 t
es
ts
 b
as
ed
 o
n
 V
E
C
M
 a
n
d
 V
A
R
 
in
 1
st
 d
if
fe
re
n
ce
s 
(r
ea
l 
G
D
P
; 
ex
p
o
rt
s;
 i
m
p
o
rt
s)
. 
S
u
p
p
o
rt
 o
f 
E
L
G
 a
n
d
 G
L
E
 
fo
r 
B
an
g
la
d
es
h
, 
In
d
ia
 a
n
d
 
S
ri
 L
an
k
a.
 S
u
p
p
o
rt
 o
f 
E
L
G
 f
o
r 
P
ak
is
ta
n
 a
n
d
 
G
L
E
 f
o
r 
N
ep
al
. 
A
l 
M
am
u
n
 
an
d
 N
at
h
 
(2
0
0
5
) 
B
an
g
la
d
es
h
, 
1
9
7
6
:Q
1
-
2
0
0
3
:Q
3
. 
B
iv
ar
ia
te
 G
ra
n
g
er
; 
E
C
M
 f
o
r 
co
in
te
g
ra
te
d
 v
ar
ia
b
le
s 
(i
n
d
u
st
ri
al
 p
ro
d
u
ct
io
n
; 
ex
p
o
rt
s 
o
f 
g
o
o
d
s 
an
d
 
se
rv
ic
es
; 
ex
p
o
rt
s 
o
f 
g
o
o
d
s 
o
n
ly
) 
S
u
p
p
o
rt
 o
f 
E
L
G
. 
A
w
o
k
u
se
 
(2
0
0
5
) 
K
o
re
a,
 1
9
6
3
:Q
1
-2
0
0
1
:Q
4
. 
5
-v
ar
ia
b
le
 V
A
R
; 
G
ra
n
g
er
 C
au
sa
li
ty
 b
as
ed
 o
n
 E
C
M
 
an
d
 a
n
 a
u
g
m
en
te
d
 V
A
R
 m
o
d
el
 
(r
ea
l 
G
D
P
; 
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3. ECONOMETRIC METHODOLOGY 
 
3.1 A time series approach 
 
The use of time series analyses, particularly time series methods on unit 
roots and cointegration, to examine the dynamic relationship between export 
growth and economic growth has attracted considerable attention among 
economists. In addition, Granger causality tests have been the principal tool for 
this investigation. In this section, Granger causality test methodology with 
cointegration techniques are employed to test the validity of the ELG hypothesis. 
 
3.1.1 Unit root tests 
 
Although time series data are commonly used in econometric studies, 
formal statistical tests need to be conducted to avoid the problem of spurious 
regression and the failure to account for the appropriate dynamic specification. 
The examination of stationarity or non-stationarity in a time series is closely 
related to the test for unit roots. A number of alternative tests are available for 
testing whether a series is stationary. Among them, the Augmented Dickey-Fuller 
(ADF) unit root test, the Dickey-Fuller Generalised Least Squares (DF-GLS) 
method proposed by Elliot, Rothenberg and Stock (ERS) and the stationarity 
Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test are the most common. 
 
3.1.1.1 Augmented Dickey-Fuller (ADF) test 
 
When considering the augmented Dickey-Fuller test, the autoregressive 
model is: 
tt
m
i
itt uyyty +∆+++=∆ −
=
− ∑ 1
1
121 αδββ  
where ut is white noise error term, yt  is the variable of interest, ∆ is the difference 
operator, m is the length lag and β1 is the intercept. Since the ADF test results are 
sensitive to the choice of the lag length, Akaike Information Criteria (AIC) and 
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Schwarz Bayesian Criteria (SBC)
 
are used to select the optimal lag length of the 
ADF regression. The test for a unit root using the above equation consists of 
testing the null hypothesis that δ=0 or that the series is non-stationary against the 
alternative hypothesis that δ<0 or the series is stationary. The augmented Dickey-
Fuller statistic is a negative number. The more negative it is, the stronger the 
rejection of the hypothesis that there is a unit roots at some level of confidence. 
Dickey and Fuller (1979) proved that the t-statistic of the coefficient δ in this 
equation has a non-standard distribution and, therefore, they tabulated critical 
values for selected sample sizes. MacKinnon (1991) estimated the calculation of 
Dickey-Fuller critical values for any sample size and for any number of variables. 
 
3.1.1.2 The Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test 
 
The KPSS (1992) test differs from the other unit root tests in that the series 
yt is assumed to be stationary under the null hypothesis. The KPSS statistic is 
based on the residuals from the OLS regression of yt on the exogenous variables 
xt: 
ttt uxy +′= δ  
The LM statistic is defined as: 
∑
=
−=
T
t
t fSTLM
1
0
22  
where f0 is an estimator of the residual spectrum at frequency zero and St is a 
cumulative residual function: 
∑
=
=
t
r
rt uS
1
⌢
 
based on the residuals δ
⌢
⌢
ttt xyu ′−= . The null of trend stationarity is rejected in 
favour of the unit root alternative if the KPSS statistic is larger than the asymptotic 
critical values provided by Kwiatkowski et al. (1992). 
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3.1.1.3 Dickey-Fuller Generalised Least Squares (DF-GLS) test 
 
 Elliot, Rothenberg and Stock (1996) developed a unit root test based on a 
quasi-difference detrending of the series in order to increase power of Dickey-
Fuller tests. They suggest the Dickey-Fuller generalized least squares (DF-GLS) 
test using the following regression: 
tjt
k
j
jtt yyy εββ +∆+=∆ −
=
− ∑ ~~~
1
10  
where 
ty
~ is the locally detrended series yt. The DF-GLS t-test is performed by 
testing the null hypothesis β0=0 against the alternative β0<0. The local detrending 
series is defined by 
ttt zyy ψ ′−=
⌢~  
where zt equals to 1 for the constant mean case and (1,t) for the linear trend case, 
and ψ⌢  is the GLS estimator obtained by regressing y  on z  where 
( ) ( )( )'21 1,,1, TyByByy αα −−= …  
( ) ( )( )'21 1,,1, TzBzBzz αα −−= …  
and Tc+=1α . 
 
 
3.1.2 Cointegration test 
 
Although it has noted that regression of non-stationary variables may lead 
to a spurious regression, it might be the case that two non-stationary time series 
may still have a meaningful relationship in the long-run. In this case, it can be said 
that the two variables are cointegrated (Engle and Granger, 1987). In this study, 
Johansen cointegration method will be applied for testing the non-stationary 
variables that are cointegrated. 
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3.1.2.1 Johansen cointegration test 
 
Johansen´s multiple cointegration test is based on the vector autoregression 
equation as: 
Xt = A1 Xt-1 + … + Ap Xt-p + B Yt + εt 
where Xt and Yt are, respectively, a k-vector of non-stationary variables and a 
vector of deterministic variables and εt is a vector of innovations. The Johansen 
test is a test to investigate if there are cointegrating relationships among several 
variables. The null hypothesis states that there are at most r cointegrating 
relationships. The tests of cointegration are performed sequentially, starting with 
the hypothesis of zero vectors. Test involves the determination of the optimal 
number of lags to eliminate autocorrelation. Lag lengths for the cointegration test 
were selected using Akaike Information Criteria (AIC) and Schwarz Bayesian 
Criteria (SBC). The Johansen test is a sequential test starting from zero to (n-1) 
cointegration vector, where n is the number of variables in the system. 
In making conclusions about the number of cointegrating relations, two 
statistics known as the trace statistic and the maximun eigenvalue statistic are 
used. The trace statistic is determined using the equation as it follows: 
( )∑
+=
−−=
m
ri
itrace T
1
1ln λλ  
where T is the number of observations, r is the number of cointegrating vectors 
under the null hypothesis and λi is the ith eigenvalue. Correspondingly, the 
maximum eigenvalue is determined using the following formula: 
( )1max 1ln +−−= rT λλ  
Trace statistic is a joint test where the null is that the number of 
cointegrating vectors is less than or equal to r against an unspecified or general 
alternative that there are more than r. It starts with p eigenvalues, and then 
successively the largest is removed. The maximum eigenvalue statistic conducts 
separate tests on each eigenvalue, and has as its null hypothesis that the number of 
cointegration vectors is r against an alternative of r+1. Critical values for the 
Johansen cointegration test has been taken form the Osterwald-Lenum (1992) 
statistical tables. 
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3.2 A panel data approach 
 
A panel data analysis presents two important advantages with respect to 
time series data. The first advantage of such data is the larger sample size and 
hence more powerful significance tests. This is true not only for unit root tests but 
also for cointegration tests. For example it is well known that univariate unit root 
tests fail to take advantage of information across countries, thus leading to loss of 
efficiency in estimation. Moreover, Im, Pesaran and Shin (1997) employing Monte 
Carlo simulations concluded that a substantial increase in power could be obtained 
with an increased cross sectional dimension in the panel, even for fairly short time 
series. Secondly, panel data enables researchers to include country and time 
specific effects for the presence of mismeasured and unobservable variables that 
are correlated with the explanatory variables included in the panel (Reppas and 
Christopoulos, 2005). In this section, panel cointegration tests and panel data 
causality analysis are implemented in order to investigate the export-led growth 
hypothesis. 
 
3.2.1 Panel unit root tests 
 
Testing for stationarity in panel data differs somewhat from conducting 
unit root tests in standard individual time series. The most widely utilized panel 
unit root tests are the Im, Pesaran, and Shin (1997) W-test (henceforth IPS), Levin, 
Lin and Chu (1992) t-test (henceforth LLC) and Fisher type unit root test 
developed by Maddala and Wu (1999) (henceforth Fisher-ADF). When the 
persistence parameters are common across cross-section then this type of 
processes is called a common unit root process. Levin, Lin and Chu (LLC) employ 
this assumption. When the persistent parameters freely move across cross-section 
then this type of unit root process is called an individual unit root process. The Im, 
Pesaran and Shin (IPS) and Fisher-ADF test are based on this form. 
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3.2.1.1 The Im, Pesaran and Shin (IPS) test 
 
The IPS panel unit test is essentially a test for a unit root in series, say, y, 
and has the following form: 
∆yi, t = αi + βi yi, t-1 + ∑
=
k
j 1
ψi,.j ∆yi, t-j + µi, t 
where, ∆ is the first difference operator, yi, t is a white noise disturbance term with 
variance σ2. The lagged dependent variable is included to allow for serial 
correlation. The null hypothesis of a unit root in the panel is defined as: βi = 0 for 
all i. To test the hypothesis, Im et al. (2003) propose a standardized t-bar statistic 
given by: 
Ztbar = 
( )[ ]
[ ]0|)0,(1
0|0,
1
1
1
=Σ
Ν





 =Σ−
Ν
=
Ν
=
iii
iiiT
ptVar
ptE
N
tbarN
iT
i
NT
β
β
  )1,0(, NNT→  
where, N is the number of countries, tiT (pi,θi) is the individual t-statistic for testing 
βi = 0 for all i and ∑
=
=
N
i
iiiTNT pt
N
tbar
1
),(
1
θ  is the mean of the computed augmented 
Dickey-Fuller (ADF) statistics for individual countries included in the panel. 
E[tiT(pi,0) | βi=0] and Var[tiT(pi,0) | βi=0], denote respectively, the moments of 
mean and variance obtained from Monte Carlo simulation and tabulated by IPS 
(1997, 2003). The statistic Ztbar approaches in probability a standard normal 
distribution as N and T tends to infinity. 
 
3.2.1.2 The Levin, Lin and Chu (LLC) test 
 
The LLC test is one of the first tests prepared to be used in panel data field. 
It tests unit root hypothesis using an ADF equation and proposes a three step 
procedure. First, the following ADF equation is estimated separately for each 
country. Appropriate lag level, Pi, is allowed to change between individuals. 
∆yi, t = αi + δi yi, t-1 + ∑
=
iP
j 1
βi,.j ∆yi, t-j + εi, t 
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In the second step, two separate equations are estimated with the same lags in 
above equation. 
∆yi, t = αi + ∑
=
iP
j 1
βi,.j ∆yi, t-j + ei, t 
yi, t-1 = αi + ∑
=
iP
j 1
βi,.j ∆yi, t-j + vi, t-1 
and residuals are transformed,
i
it
it
e
e
εσ⌢
⌢
=~ ,   
i
it
it
v
v
εσ⌢
⌢
1
1
~ −
− = . 
In the last step, the following equation is estimated in order to calculate panel test 
statistic. 
ititit ve εδ ~~~ 1+= −  
Through analyzing t statistics of the δ coefficient in this equation, null hypothesis 
is accepted or rejected. LLC show that under the null, a modified t-statistic for the 
resulting δ
⌢
 is asymptotically normally distributed. 
 
3.2.1.3 The Fisher-ADF test 
 
The Fisher-ADF panel data unit root test is a much more flexible test and is 
applicable even to unbalanced panels and it is valid for individual ADF tests with 
different lag lengths. The Fisher-ADF test statistic λ, which has a chi-square 
distribution with 2N degrees of freedom under the null hypothesis, is expressed as: 
λ = -2 ∑
=
N
i 1
log (πi) 
where πi refers to the probability values from individual ADF unit root tests for 
each country in the panel. 
 
 
3.2.2 Panel cointegration tests 
 
The Engle-Granger (1987) cointegration test is based on an examination of 
the residuals of a spurious regression performed using non-stationary variables. If 
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the variables are cointegrated, it is necessary to find that the residuals is stationary 
process, I(0). On the other hand, if the variables are not cointegrated then the 
residuals will be I(1). Pedroni (1999) and Kao (1999) extend the Engle-Granger 
framework to tests involving panel data. All these panel cointegration tests allow 
for heterogeneity in the cointegrating coefficients. Initially, the Engle-Granger 
two-step methodology was followed for panel cointegration tests where unit root 
tests are directly applied to the residuals. However, test statistics using this 
approach would be biased towards accepting stationarity. Pedroni argues that 
applying panel unit root tests directly to regression residuals is inappropriate for 
several reasons, such as the lack of exogeneity of the regressors and the 
dependency of the residuals on the distribution of the estimated coefficients. For 
these reasons it is important to have a test procedure for cointegration that is 
robust to the presence of heterogeneity in the alternative. 
 
3.2.2.1 Pedroni cointegration tests 
 
Pedroni (1999) considers the following time series panel regression: 
yit = αit + δit t + Xi βi + eit 
where yit and Xit are the observable variables with dimension of (N * T) ×  1 and 
(N * T) ×  m, respectively. He develops asymptotic and finite-sample properties of 
testing statistics to examine the null hypothesis of non-cointegration in the panel. 
The tests allow for heterogeneity among individual members of the panel, 
including heterogeneity in both the long-run cointegrating vectors and in the 
dynamics, since there is no reason to believe that all parameters are the same 
across countries. Two types of tests are suggested by Pedroni. The first type is 
based on the within-dimension approach, which includes four statistics. They are 
panel ν-statistic, panel ρ-statistic, panel PP-statistic, and panel ADF-statistic. 
These statistics pool the autoregressive coefficients across different members for 
the unit root tests on the estimated residuals. 
The second type test by Pedroni is based on the between-dimension 
approach, which includes three statistics. They are group ρ-statistic, group PP-
statistic, and group ADF-statistic. These statistics are based on estimators that 
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simply average the individually estimated coefficients for each member. 
Following Pedroni (1999), the heterogeneous panel and heterogeneous group 
mean panel cointegration statistics are calculated as follows. 
Panel ν-statistic: 
1
1 1
2
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2
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−
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Panel ADF-statistic: 
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Here, ite
⌢
 is the estimated residual from the initial panel regression and 211iL
⌢
 
is the estimated long-run covariance matrix for ite
⌢
∆ . Similarly, 2iσ
⌢
 and ( )22 ∗ii ss ⌢⌢  are 
the long-run and contemporaneous variances for individual i, respectively. The 
other terms are properly defined in Pedroni (1999) with the appropriate lag length 
determined by the Newey-West method. All seven tests are distributed as being 
standard normal asymptotically. This requires a standardisation based on the 
moments of the underlying Brownian motion function. The panel v-statistic is a 
one-sided test where large positive values reject the null hypothesis of no 
cointegration. The remaining statistics diverge to negative infinitely, which means 
that large negative values reject the null. The critical values are also tabulated by 
Pedroni (1999). Small sample size and strength powerful of all of these seven tests 
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are discussed in Pedroni (1999). In samplings in which cross-section unit number 
is above 100, all statistics produce sufficiently persuasive results. In smaller 
panels, on the other hand, proofs are variable. However, as the time dimension of 
the panel is small (T ≈ 20), Pedroni (1999) states that group ADF-statistics and 
panel-ADF statistics are generally the best indicators. 
 
3.2.2.2 Kao cointegration test 
 
 In his paper Kao (1999) describes two tests under the null hypothesis of no 
cointegration for panel data. One is a Dickey-Fuller type test and another is an 
augmented Dickey-Fuller type test. For the Dickey-Fuller type test Kao presents 
two sets of specification. In the bivariate case Kao considers the following model: 
yit = αi +β xit + eit,        for i=1,…,N and t=1,…,T. 
where, 
yit = yit-1 + uit 
xit = xit-1 + εit 
αi are the fixed effect varying across the cross-section observations, β is the slope 
parameter, yit and xit are independent random walks for all i .The residual series eit 
should be I(1) series. Kao then runs either the pooled auxiliary regression, 
eit = ρ eit-1 + υit 
or the augmented version of the pooled specification, 
eit = ρ~ eit-1 + jit
p
j
j e −
=
∆∑
1
ψ + υit 
Under the null of no cointegration, Kao shows that following the statistics, 
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and for p>0 (i.e. the augmented version), 
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converge to N(0,1) asymptotically, where the estimated variance is 
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3.2.2.3 Fisher Johansen cointegration test 
 
 Fisher (1932) derives a combined test that uses the results of the individual 
independent tests. Maddala and Wu (1999) use Fisher’s result to propose an 
alternative approach to testing for cointegration in panel data by combining tests 
from individual cross-sections to obtain a test statistic for the full panel. If πi is the 
p-value from an individual cointegration test for cross-section i, then under the 
null hypothesis for the panel 
( ) 22
1
log2 N
N
i
i χπ →− ∑
=
 
where χ2 value is based on MacKinnon, Haug and Michelis (1999) p-values for 
Johansen’s cointegration trace test and maximum eigenvalue test. 
 
 
3.3 Granger causality test 
 
As Granger (1987) points out, if there exists a cointegrating vector between 
variables there is causality among these variables at least in one direction. 
Therefore to determine the direction of causality, error correction models (ECM) 
as in formulas below are estimated: 
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where xt and yt are the variables which are cointegrated, ∆ is the difference 
operator, m and n are the lag lengths of the variables, ects are the residuals from 
the cointegrating equations and e1t and e2t are white noise residuals (Engle and 
Granger, 1987). The error correction model opens up an additional channel for 
causality through the error correction term which is not present in standard 
Granger causality tests. Therefore, causality can also be tested by examining the 
statistical significance of the error correction term by a separate t-test, the joint 
significance of the lags of each explanatory variable by an F-test or Wald χ2-test, 
or by testing the error correction terms and lagged terms of each explanatory 
variable simultaneously by a joint F-test or Wald χ2-test. 
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4. EMPIRICAL RESULTS 
 
4.1 Data 
 
The validity of the ELG hypothesis is tested using data from 33 OECD 
countries (Australia, Austria, Belgium, Canada, Chile, the Czech Republic, 
Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, 
Israel, Italy, Japan, Korea, Mexico, the Netherlands, New Zealand, Norway, 
Poland, Portugal, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland, 
Turkey, the United Kingdom and the USA) and cover the annual time frame from 
1985-2010. The data on gross domestic product (GDP), exports of goods and 
services, imports of goods and services, gross fixed capital formation, interest 
rates, exchange rates (national currency against the US dollar), unemployment 
rate, employment, GDP deflator, consumer price index (CPI), export and import 
unit value indices are collected from IMF, the International Financial Statistics 
Yearbook. The data on labour force is taken from the OECD database. Due to the 
non-availability of data for all countries for the period 1985-2010, the analysis that 
follows is based on the annual data on each country for the periods specified in the 
parentheses: Austria (1990-2010); Chile (2000-2010); the Czech Republic (1993-
2010); Estonia (1994-2010); Finland (1988-2010); Germany, Iceland and Poland 
(1991-2010); Hungary (1992-2010); Korea and Turkey (1989-2010); Mexico 
(1990-2010); the Netherlands (1986-2010); the Slovak Republic (2000-2008) and 
Slovenia (1992-2006). 
GDP, non-export GDP (GDP minus exports) and gross fixed capital 
formation as a proxy of domestic investment are deflated by the GDP deflator 
(2005 = 100). Real exports and real imports are derived by dividing them by their 
respective unit value index. In the cases of Belgium, Chile, the Czech Republic, 
Denmark, France, Iceland, Poland, the Slovak Republic and Slovenia unit value 
indices of exports and imports are not available, therefore, the consumer price 
indices are used instead. The rate of employment is calculated by dividing 
employment by the labour force. All but the interest rate, unemployment and 
employment rate variables are transformed to natural logarithms. 
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The real GDP is denoted by RGDP, real GDP net of exports by 
RGDP_less_X, real exports of goods and services by RX, real imports of goods 
and services by RIMP and real gross fixed capital formation by RINV. Moreover, 
interest rate is denoted by IR, exchange rate by XR and unemployment rate and 
rate of employment are denoted by UR and ER, respectively. 
 
 
4.2 Individual economy’s Granger causality tests 
 
In this section, Granger causality relations between output, exports and 
imports are investigated for each economy using its time series data. Before 
analyzing the causality relations, unit root tests are employed to check the 
stationarity properties of each series. In the case of stationary variables, a standard 
Granger causality would be applied using the levels of time series. If variables are 
non-stationary in levels and they are stationary in first differences, I(1), the 
Johansen cointegration test is carried out to determine if a long-term relationship 
exists among the time series. Once cointegration is detected, causality tests are 
performed using an error correction model. If no cointegration is detected, a vector 
autoregression (VAR) model is estimated in first differences and then trivariate 
Granger causality procedures are applied. 
 
4.2.1 Unit root tests 
 
Before testing for cointegration, it is important to know the stationarity 
properties of the data to ensure that incorrect inferences are not made. The 
presence of unit roots in time series is tested using three different tests. The most 
commonly used tests of a unit root in time series data are the augmented Dickey-
Fuller (ADF) test in which the null hypothesis is non-stationarity and the KPSS 
test proposed by Kwiatkowski, Phillips, Schmidt and Shin (1992) which tests for 
the null hypothesis of stationarity. In addition, there are some other tests which 
have higher power in the sense that the tests are more likely to reject the null 
hypothesis of a unit root and accept the alternative hypothesis of no unit root. The 
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DF-GLS unit root test proposed by Elliott, Rothenberg and Stock (1996) is 
conducted for confirmatory analysis. This test requires much shorter sample sizes 
than the conventional unit root tests to attain the same statistical power. However, 
the test critical values available for application are calculated for 50 observations. 
Therefore, we need to be cautious when we interpret the test results. The 
appropriate lag length selected based on Schwarz Bayesian information criterion 
(SBC) for ADF and DF-GLS tests whereas the lag length is based on Newey-West 
using Bartlett kernel for the KPSS test. 
Table 4 presents the results from ADF and DF-GLS unit root tests and 
KPSS stationarity test for the level RGDP series and its first differences, for each 
country. As regards the level series, the three tests yield very similar results for 
Chile, Estonia, Germany, Greece, Hungary, Israel, Italy, Japan, Korea, the 
Netherlands, Norway, Poland, Portugal, the Slovak Republic, Sweden and the 
USA. In these cases, it is confirmed the existence of unit roots in the level of 
RGDP but its first difference is stationary under the three tests. Therefore, it is 
concluded that the RGDP series is integrated in the first differences, I(1), for these 
countries. Mixed results are provided in the cases of Australia, Austria, Belgium, 
Canada, the Czech Republic, Denmark, France, Iceland, Ireland, Mexico, New 
Zealand, Slovenia, Spain, Switzerland and the UK. On the one hand, ADF and 
DF-GLS tests indicate the presence of a unit root in the level. On the other hand, 
the null hypothesis of stationarity in KPSS test cannot be rejected at conventional 
levels of statistical significance. However, all the three tests confirm stationarity in 
first difference series. Therefore, RGDP series is considered I(1) for these 
countries. Exceptions are RGDP for Finland and Turkey which are proved 
integrated in the level, I(0). 
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Table 4. Unit root tests in level and first difference for real GDP series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -1.8821 0.114786 -1.979963 -3.5475** 0.127245 -3.392321* 
Austria -2.3050 0.115259 -2.551994 -3.4202** 0.146039 -3.478426* 
Belgium -1.5972 0.088608 -1.774618 -4.4183* 0.118619 -4.490651* 
Canada -2.5142 0.094611 -2.661416 -2.9617*** 0.112788 -3.028932* 
Chile -2.0993 0.155458** -2.251424 -2.6249 0.133347 -2.817932** 
Czech Republic -2.9015 0.086113 -3.137902*** -3.9609* 0.085193 -4.262678* 
Denmark -0.7618 0.112794 -2.104196 -3.9111* 0.200755 -3.571622* 
Estonia -2.9310 0.135121*** -2.876821 -3.1696** 0.257191 -3.030201* 
Finland -3.7823** 0.113291 -3.054084*** – – – 
France -2.5113 0.097476 -2.851335 -3.1601* 0.265042 -3.223108* 
Germany -2.1853 0.138198*** -2.769298 -3.6434** 0.285775 -3.666488* 
Greece -2.8895 0.156011** -2.061945 -1.2715 0.165115 -2.185763** 
Hungary -1.0056 0.122710*** -2.801404 -0.3763 0.226338 -0.878091 
Iceland -2.2944 0.089075 -2.793902 -2.2480 0.162298 -2.014472** 
Ireland -1.4285 0.113870 -2.172082 -1.7547 0.248674 -1.816667*** 
Israel -1.5272 0.156939** -1.629568 -4.2075* 0.153582 -4.302176* 
Italy -0.2210 0.183463** -0.796444 -3.5734** 0.583689** -3.583879* 
Japan -2.1572 0.160503** -1.053061 -1.4246 0.495231** -1.707145*** 
Korea -2.3686 0.175871** -2.259244 -4.3536* 0.383513*** -4.206282* 
Mexico -2.3103 0.093187 -2.530554 -4.5481* 0.130945 -4.564004* 
Netherlands -1.7423 0.173226** -2.357503 -3.1226** 0.268694 -3.126746* 
New Zealand -2.7680 0.085032 -3.005741*** -3.2002** 0.115693 -3.272104* 
Norway -1.5802 0.130159*** -1.933504 -2.3481 0.246335 -2.312788** 
Poland -1.3156 0.124816*** -2.532072 -3.1213** 0.186662 -3.115493* 
Portugal -1.4813 0.156255** -1.899284 -2.6679*** 0.415604*** -2.663915** 
Slovak Republic -1.1913 0.148786** -2.366716 -1.5360 0.374431*** -1.621879*** 
Slovenia -2.1242 0.099367 -2.412517 -3.8502** 0.112200 -2.742772** 
Spain -2.3252 0.077845 -2.804705 -2.6258*** 0.224801 -2.705734* 
Sweden -2.3771 0.121694*** -2.360164 -3.5687** 0.107668 -3.586313* 
Switzerland -2.7094 0.097376 -1.944475 -3.5631** 0.084682 -3.632032* 
Turkey -4.2684** 0.114002 -6.011520* – – – 
UK -2.8290 0.095544 -3.066233*** -3.4028** 0.220934 -2.648770** 
USA -1.6011 0.128547*** -2.108524 -3.1009** 0.283447 -3.110012* 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
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Table 5. Unit root tests in level and first difference for real GDP net of exports series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -1.5609 0.097802 -1.714001 -5.2630* 0.132187 -5.202765* 
Austria -2.4940 0.130712*** -2.892614*** -4.7827* 0.237749 -4.611690* 
Belgium -3.3711** 0.125386*** -3.575812** -8.1660* 0.283207 -8.225666* 
Canada -0.6457 0.171759** -0.887215 -4.0153* 0.251579 -4.098667* 
Chile -3.8230** 0.100800 -3.533933** – – – 
Czech Republic -2.7628 0.139147*** -2.438465 -5.8995* 0.421598*** -5.782406* 
Denmark -1.6284 0.161119** -1.755983 -6.1626* 0.289381 -5.556944* 
Estonia -3.0158 0.126144*** -3.258399** -5.1901* 0.500000** -5.134169* 
Finland -4.5765* 0.135765*** -1.589312 -3.5522** 0.210395 -3.531115* 
France -2.5526 0.067985 -2.353458 -4.8153* 0.284601 -4.502281* 
Germany -2.3344 0.148505** -2.154203 -4.0887* 0.345039 -4.159969* 
Greece -1.9937 0.167092** -1.885661 -4.0509* 0.140382 -3.692421* 
Hungary -4.0089* 0.147077** -2.843526 -3.1779** 0.296908 -3.876836* 
Iceland -2.5218 0.139955*** -3.340032** -1.8350 0.356776*** -1.490704 
Ireland -0.1767 0.117645 -1.896726 0.8322 0.350242*** -0.363093 
Israel -2.2978 0.113265 -2.220544 -3.6672** 0.137102 -3.751104* 
Italy -1.4711 0.149412** -1.384316 -3.5339** 0.469934** -1.774659*** 
Japan -4.8263* 0.175120** -1.397095 -2.7958*** 0.547787** -1.638812*** 
Korea -1.9016 0.148163** -2.122444 -4.7539* 0.318417 -4.814797* 
Mexico -1.5641 0.137892*** -1.947489 -3.8135** 0.265240 -3.812140* 
Netherlands -0.7153 0.192173** -1.543581 -7.7162* 0.312539 -7.077598* 
New Zealand -4.1581** 0.072861 -4.032183* – – – 
Norway -2.0586 0.167236** -2.091171 -5.9863* 0.186683 -5.519752* 
Poland -1.3265 0.139272*** -1.754292 -2.9251*** 0.280205 -3.001610* 
Portugal -1.3151 0.141264*** -1.398672 -4.0399* 0.371037*** -4.091773* 
Slovak Republic -2.5936 0.338152* -3.077616*** -2.7192 0.500000** -2.719755** 
Slovenia 0.6704 0.161787** -1.164236 -1.6786 0.472789** -1.826958*** 
Spain -2.0408 0.064828 -1.600993 -2.2326 0.244245 -2.365177** 
Sweden -2.1232 0.068922 -2.108640 -4.6491* 0.110251 -4.389937* 
Switzerland -2.5024 0.162222** -2.206888 -4.0616* 0.233718 -4.159455* 
Turkey -6.1537* 0.158374** -4.472742* -12.603* 0.310417 -1.020037 
UK -1.3203 0.087290 -1.821241 -2.9895*** 0.275312 -2.720917* 
USA -1.3841 0.120609*** -1.931028 -2.2576 0.282949 -2.246120** 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
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Table 5 reports the results from unit root tests for the non-export RGDP 
series. ADF, KPSS and DF-GLS tests indicate unanimously the existence of a unit 
root in the level of RGDP net of exports series in the cases of Canada, the Czech 
Republic, Denmark, Germany, Greece, Italy, Korea, Mexico, the Netherlands, 
Norway, Poland, Portugal, Slovenia, Switzerland and the USA. Furthermore, the 
three tests show that the first difference of non-export RGDP series for these 
countries is stationary. As concerns the rest of the countries, the RGDP net of 
exports may be considered as I(1) series, too. Despite the mixed results from unit 
root tests in the level for the cases of Australia, Austria, Belgium, Estonia, 
Finland, France, Hungary, Iceland, Ireland, Israel, Japan, the Slovak Republic, 
Spain, Sweden, Turkey and the UK, the unit root tests in first differenced series 
confirm that the RGDP net of exports is I(1). Stationarity in the level of non-
export RGDP series is supported by the empirical results only in the cases of Chile 
and New Zealand. 
Table 6 provides the results from ADF, KPSS and DF-GLS tests for real 
exports series. In generally, the presence of a unit root in the level series cannot be 
rejected at conventional levels of statistical significance whereas the stationarity in 
the first difference of RX series is supported by the evidence. Only exception is 
real exports for Switzerland that is stationary in the level, I(0). Therefore, it is 
concluded that RX series for all countries but Switzerland is integrated in first 
differences, I(1). 
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Table 6. Unit root tests in level and first difference for real exports series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -0.7618 0.193828** -0.905726 -4.3198* 0.547606** -1.576101 
Austria -1.6553 0.096399 -1.813345 -3.9297* 0.120124 -3.976941* 
Belgium -3.1840 0.068615 -3.274092** -5.5424* 0.161423 -5.347789* 
Canada 0.3266 0.180289** -1.269065 -3.2013** 0.452247*** -3.266550* 
Chile -1.0468 0.168311** -2.533477 -0.6115 0.270985 -0.841327 
Czech Republic -3.0234 0.102556 -3.178361*** -3.9647* 0.254446 -3.979446* 
Denmark -2.1335 0.140981 -2.735733 -4.5663* 0.173944 -4.142093* 
Estonia -1.9967 0.134876*** -2.240108 -4.1942* 0.257834 -4.366232* 
Finland -0.9705 0.141377*** -1.373271 -3.8106* 0.210435 -3.859936* 
France -1.9305 0.133214*** -2.036466 -4.7987* 0.112077 -4.268870* 
Germany -3.2595 0.100325 -2.306741 -3.9028* 0.110784 -3.995116* 
Greece -0.9587 0.118826 -1.415004 -4.3350* 0.258371 -3.770160* 
Hungary -1.3101 0.160218** -1.581343 -4.1037* 0.201512 -3.567562* 
Iceland -1.7306 0.102570 -1.956116 -4.0155* 0.195029 -3.620017* 
Ireland 0.4652 0.139422*** -1.250658 -2.9125*** 0.265489 -2.762465* 
Israel -0.0123 0.183693** -0.808188 -3.6300** 0.569513** -2.994746* 
Italy -0.6295 0.194372** -1.023185 -4.2197* 0.438985*** -4.308911* 
Japan -2.7154 0.077887 -2.815553 -2.7393*** 0.105547 -2.260464** 
Korea -1.7485 0.135858*** -1.912230 -4.1270* 0.109567 -4.140501* 
Mexico -0.8263 0.159443** -1.400049 -1.4625 0.376290*** -2.793841* 
Netherlands -0.8284 0.146006** -1.165412 -4.1138* 0.274836 -4.051569* 
New Zealand -1.8400 0.152712** -2.018474 -5.0048* 0.243715 -4.227138* 
Norway -0.0478 0.202039** -0.962762 -2.3253 0.686058** -2.144103** 
Poland -3.1382 0.126234*** -2.911600*** -4.4776* 0.166915 -4.291546* 
Portugal -0.7301 0.162666** -1.200792 -2.8327*** 0.274088 -2.887920* 
Slovak Republic -2.3583 0.120221*** -2.805106 -2.2511 0.437500*** -2.478397** 
Slovenia -1.3511 0.175957** -1.969629 -3.7420** 0.420633*** -3.865438* 
Spain 0.0909 0.157824** -2.500544 -3.2664** 0.320684 -3.306498* 
Sweden -1.7569 0.100577 -1.773992 -4.3884* 0.143313 -4.467469* 
Switzerland -3.7690** 0.082521 -3.553113** – – – 
Turkey 0.7621 0.172085** -3.223549** -0.4850 0.443285*** -1.761583*** 
UK -0.1859 0.134318*** -1.686274 -3.6590** 0.264619 -3.692896* 
USA -1.8388 0.178449** -1.683634 -4.0526* 0.344777 -4.147647* 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
 
 
 
 
  
54 
 
Table 7. Unit root tests in level and first difference for real imports series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -3.0593 0.127234*** -2.978272*** -4.9513* 0.248789 -4.613395* 
Austria -1.8794 0.125581*** -1.648589 -2.2524 0.190840 -3.720092* 
Belgium -3.3420*** 0.071419 -3.375205** – – – 
Canada -1.2780 0.178385** -1.482399 -4.2233* 0.347070*** -4.051061* 
Chile -3.0346 0.264271* -3.546716** -2.7995*** 0.281466 -2.310607** 
Czech Republic -4.4052** 0.085831 -4.348063* – – – 
Denmark -2.9526 0.094567 -2.860039 -4.5396* 0.134816 -4.334742- 
Estonia -1.5825 0.127683*** -1.866715 -3.7210** 0.188137 -3.878232* 
Finland -1.5235 0.093026 -1.685050 -3.7851** 0.130377 -3.761480* 
France -2.7248 0.100360 -2.627532 -4.6957* 0.082297 -4.083008* 
Germany -3.1006 0.108310 -2.964939*** -3.6060** 0.092007 -3.727203* 
Greece -1.3700 0.100073 -1.684796 -5.2251* 0.164851 -5.238573* 
Hungary -0.7325 0.184760** -1.173678 -3.7463** 0.510520** -3.682712* 
Iceland -3.6386*** 0.075239 -4.361122* – – – 
Ireland -0.9253 0.123035*** -1.503686 -2.7341*** 0.229717 -2.780093* 
Israel 0.6287 0.197665** -0.857839 -3.7989* 0.622477 -2.973446* 
Italy -1.2940 0.179624** -1.377669 -4.3065* 0.564691** -4.147893* 
Japan -1.2146 0.186027** -0.680007 -2.1760 0.553203** -1.426859 
Korea -2.8010 0.168063** -2.664164 -4.7135* 0.381068*** -4.045988* 
Mexico -0.5459 0.164120** -1.672146 -2.1052 0.444566*** -2.122966** 
Netherlands -0.7749 0.124751*** -1.068524 -3.6886** 0.205260 -3.739179* 
New Zealand -3.0029 0.074383 -3.135000*** -6.0912* 0.212974 -6.236314* 
Norway -3.3409*** 0.103411 -1.876429 -4.0331* 0.127796 -3.742206* 
Poland -2.7830 0.076381 -2.651252 -4.0385* 0.116364 -3.286062* 
Portugal -2.1851 0.168008** -1.768693 -3.0352** 0.472399** -3.017548* 
Slovak Republic -6.0422** 0.106362 -5.072155* – – – 
Slovenia -1.2044 0.124518*** -2.316419 -2.6350 0.162517 -2.683526** 
Spain -2.2610 0.182339** -1.105923 -4.7133* 0.571776** -2.493492** 
Sweden -2.2221 0.093867 -2.333658 -4.3671* 0.113781 -4.155753* 
Switzerland -3.6683** 0.068089 -3.812269* – – – 
Turkey 0.9833 0.175082** -4.217920* -0.9529 0.494604** -0.991750 
UK -1.9763 0.108654 -2.370474 -3.3150** 0.229715 -3.336188* 
USA -0.6500 0.119347*** -1.989753 -3.7292** 0.235567 -3.384138* 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
 
 
 
 
  
55 
 
Table 7 reports the unit root tests results for real imports series. ADF, 
KPSS and DF-GLS tests indicate the existence of a unit root in the level as well as 
stationarity in the first difference of RIMP series in the cases of Austria, Canada, 
Estonia, Hungary, Ireland, Israel, Italy, Japan, Korea, Mexico, the Netherlands, 
Portugal, Slovenia, Spain and the USA. As regards the level of real imports for 
Australia, Chile, Denmark, Finland, France, Germany, Greece, New Zealand, 
Norway, Poland, Sweden, Turkey and the UK, ADF and DF-GLS yield very 
similar results since the null hypothesis of non-stationarity in both tests cannot be 
rejected at 5% significance level. However, the null hypothesis of the existence of 
a unit root is rejected for first differenced series, indicating that RIMP series for 
these countries are first differenced stationary or integrated of order one, I(1). 
Exceptions are real imports for Belgium, the Czech Republic, Iceland, the Slovak 
Republic and Switzerland which are stationary in the level, I(0). 
Table 8 summarises the results from unit root tests for real investment 
series. ADF and DF-GLS unit root tests as well as KPSS stationarity test indicate 
that the level of RINV for Belgium, the Czech Republic, France, Germany, 
Iceland, Mexico, Norway, Poland, Spain, Turkey and the UK is stationary, I(0). 
As a whole, the presence of a unit root in the level of RINV series for the rest of 
the countries cannot be rejected. Regardless the mixed results of the three tests in 
the level, the first difference of real investment series is ascertained stationary, 
I(1), under ADF, KPSS and DF-GLS tests. 
The results from unit root tests for interest rate series are depicted in Table 
9. It is evident that the level of IR series for Canada, Iceland, the UK and the USA 
is stationary since the null hypothesis of a unit root in both ADF and DF-GLS tests 
are rejected whereas the null of stationarity in KPSS test cannot be rejected at 
conventional levels of significance. As regards the rest of the countries, the three 
unit root tests detect, in many cases unambiguously, the existence of unit root in 
level series while the first differenced series is indicated stationary. Therefore, IR 
series is integrated of order one, I(1), for all cases except for Canada, Iceland, the 
UK and the USA. 
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Table 8. Unit root tests in level and first difference for real investment series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -2.4733 0.158538** -2.371527 -4.0652* 0.149493 -3.251124* 
Austria -1.5081 0.172795** -1.789291 -3.9820* 0.325540 -3.783901* 
Belgium -3.6889** 0.056082 -3.841736* – – – 
Canada -1.5406 0.126437*** -2.394434 -3.4030** 0.079515 -3.454099* 
Chile -3.1180 0.500000* -3.539608** -4.4268** 0.397262*** -4.808093* 
Czech Republic -6.4032* 0.063360 -5.975170* – – – 
Denmark -2.9941 0.101733 -2.973842*** -2.9965** 0.137742 -2.642475** 
Estonia -1.7304 0.118668 -2.404649 -2.1784 0.289886 -2.272608** 
Finland -4.7146* 0.119611*** -3.726638** -2.5668 0.138101 -2.429997** 
France -3.2667*** 0.100660 -3.415991** – – – 
Germany -3.4853*** 0.073707 -3.669584** – – – 
Greece -1.9095 0.071343 -2.340703 -3.4778** 0.201142 -3.442371* 
Hungary 1.0666 0.177127** -1.078199 -2.6145 0.405570*** -2.349030** 
Iceland -4.3505** 0.097505 -4.409248* – – – 
Ireland -1.5492 0.125579*** -2.645953 -0.9076 0.274802 -1.072843 
Israel -3.5942*** 0.142803*** -2.745987 -2.0899 0.164702 -3.684760* 
Italy -1.6357 0.082658 -1.896989 -4.4998* 0.130085 -4.541977* 
Japan -2.7441 0.140863*** -1.680181 -1.3553 0.390493*** -1.571866 
Korea -3.1743 0.096136 -3.115693*** -4.2753* 0.239768 -3.425073* 
Mexico -3.6798*** 0.058469 -3.898553* – – – 
Netherlands -2.7446 0.124457*** -3.113023*** -3.7051** 0.204049 -3.892863* 
New Zealand -2.3256 0.098573 -2.277546 -3.6988** 0.144412 -3.142897* 
Norway -3.6947** 0.082315 -3.754339** – – – 
Poland -4.3896** 0.108297 -4.288490* – – – 
Portugal -2.8732 0.141525*** -2.838942 -3.4192** 0.295169 -3.198205* 
Slovak Republic -3.2890 0.114357 -3.561480** -2.1568 0.500000** -2.487859** 
Slovenia -2.5029 0.130586*** -2.547543 -2.1716 0.164864 -2.267532** 
Spain -3.2741*** 0.080860 -3.664695** – – – 
Sweden -2.3817 0.135479*** -2.480738 -2.9611*** 0.086639 -3.017332* 
Switzerland -2.6308 0.110854 -2.762326 -3.0367** 0.085788 -2.981079* 
Turkey -3.4954*** 0.077133 -3.216198** – – – 
UK -3.6052*** 0.072531 -3.673471** – – – 
USA -2.5028 0.106303 -2.578456 -2.8070*** 0.181445 -2.865748* 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
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Table 9. Unit root tests in level and first difference for interest rate series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -2.4593 0.166535** -2.433618 -4.5861* 0.218363 -4.180747* 
Austria -2.6540 0.159993** -2.303234 -4.1515* 0.246660 -4.276219* 
Belgium -3.0170 0.080066 -3.183328*** -3.7033** 0.065066 -3.604575* 
Canada -3.9455** 0.082664 -4.102565* – – – 
Chile -2.2043 0.145900*** -2.348094 -2.5618 0.173245 -2.680100** 
Czech Republic -2.1384 0.080973 -2.122428 -2.9931*** 0.128611 -3.078463* 
Denmark -2.2799 0.097717 -2.410375 -4.7711* 0.064787 -4.743115* 
Estonia -2.5705 0.094162 -2.805795 -3.8477** 0.374765 -3.902989* 
Finland -1.8098 0.145500*** -1.881581 -4.9938* 0.104182 -4.183429* 
France -2.2305 0.080542 -2.329552 -5.0461* 0.056224 -4.367845* 
Germany -3.2235 0.162302** -2.758717 -4.0999* 0.274937 -4.124967* 
Greece -2.5493 0.096408 -2.369804 -3.3112** 0.146172 -3.338333* 
Hungary -2.2212 0.113516 -2.349152 -4.0871* 0.339571 -3.892945* 
Iceland -4.4901** 0.106582 -4.279987* – – – 
Ireland -2.8245 0.092049 -2.951517*** -5.0024* 0.321753 -5.005521* 
Israel -96.241* 0.130880*** -1.312246 -4.2007* 0.331959 0.325938 
Italy -2.0849 0.092579 -2.187178 -4.8804* 0.099848 -4.520437* 
Japan -1.6903 0.091689 -2.785136 -4.3415* 0.096909 -0.254683 
Korea -2.8882 0.090317 -2.944072*** -5.1813* 0.150020 -5.183216* 
Mexico -2.8518 0.094502 -3.316666** -4.4032* 0.392859*** -3.497562* 
Netherlands -3.4955*** 0.086427 -2.400764 -3.7749** 0.127491 -3.879121* 
New Zealand -3.2105 0.164252** -2.505132 -6.9858* 0.345376 -4.423114* 
Norway -1.6073 0.170766** -1.720250 -4.8549* 0.137577 -4.624194* 
Poland -6.5128* 0.143680*** -4.469636* -4.9983* 0.328957 -0.799454 
Portugal -0.6164 0.191765** -0.821566 -4.8927* 0.523205** -0.087308 
Slovak Republic -0.8545 0.141105*** -1.310633 -2.5159 0.282769 -2.736865** 
Slovenia -12.285* 0.152530** -3.508170** -13.546* 0.422752*** -1.082474 
Spain -2.1048 0.093559 -2.119498 -5.4557* 0.082650 -5.077998* 
Sweden -2.7650 0.097428 -2.816797 -5.8643* 0.080951 -4.304684* 
Switzerland -2.4049 0.074563 -2.300496 -4.0743* 0.100649 -4.094954* 
Turkey -3.4063*** 0.168213** -3.259153** -6.9888* 0.320698 -7.019259* 
UK -3.5750*** 0.067895 -3.760184** – – – 
USA -5.8253* 0.063470 -6.038721* – – – 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
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Table 10. Unit root tests in level and first difference for exchange rate series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -1.0976 0.124014*** -1.356264 -3.6047** 0.191697 -3.692930* 
Austria -2.0302 0.128243*** -2.200180 -2.9671** 0.123396 -3.014991* 
Belgium -3.1537 0.096339 -2.161533 -4.1875* 0.261301 -2.954009* 
Canada -0.5473 0.143741*** -1.391362 -2.8095*** 0.211322 -2.891635* 
Chile -3.1293 0.091172 -3.180778*** -2.3422 0.269557 -2.356273** 
Czech Republic -1.2679 0.136069*** -1.861105 -2.5249 0.234458 -2.610777** 
Denmark -3.0726 0.095470 -2.200648 -4.2794* 0.230956 -3.078568* 
Estonia -3.0471 0.143230*** -2.878405 -2.5922 0.196182 -2.543361** 
Finland -2.1611 0.152249** -2.287211 -4.1192* 0.176378 -4.246772* 
France -2.8952 0.095389 -2.152334 -4.3113* 0.218438 -3.079595* 
Germany -2.3480 0.128585*** -2.569269 -2.8414*** 0.118005 -3.337776* 
Greece -0.6030 0.176647** -1.441470 -3.2697** 0.306379 -3.342169* 
Hungary -2.0981 0.150760** -2.851498 -1.9058 0.406622*** -1.904333*** 
Iceland -2.7735 0.072206 -2.840756 -3.3407** 0.138064 -3.392918* 
Ireland -2.5155 0.101350 -2.085382 -4.3444* 0.152237 -3.145689* 
Israel -0.6919 0.196966** -0.841753 -4.3241* 0.788366* 0.248515 
Italy -2.0140 0.124754*** -1.993003 -4.1208* 0.138426 -3.056199* 
Japan -2.9862 0.155578** -1.804080 -3.9733* 0.298953 -2.590866** 
Korea -1.8291 0.150951** -1.922319 -3.8898* 0.174339 -4.004948* 
Mexico -1.2156 0.149364** -1.354999 -3.4526** 0.264952 -3.547059* 
Netherlands -1.9559 0.096821 -2.057902 -4.3166* 0.110771 -3.569883* 
New Zealand -2.5599 0.088222 -2.700594 -3.4993** 0.071263 -3.488109* 
Norway -2.0122 0.109892 -1.905343 -4.2346* 0.137413 -3.502832* 
Poland -1.8672 0.151214** -1.979336 -3.1170** 0.179701 -4.451249* 
Portugal -1.5456 0.131096*** -1.606340 -4.0304* 0.102207 -3.647312* 
Slovak Republic -9.1726* 0.500000* -11.24117* -7.3868* 0.500000** -7.167700* 
Slovenia 0.2946 0.154152** -2.642053 -3.0726*** 0.531410** -2.738488** 
Spain -2.0309 0.109898 -2.025693 -3.6576** 0.159240 -3.053051* 
Sweden -2.3783 0.109771 -2.203882 -4.3947* 0.109283 -3.598774* 
Switzerland -3.4466*** 0.108933 -2.648825 -4.5931* 0.168763 -2.970783* 
Turkey 0.5568 0.172240** -2.765003 -0.9385 0.448391*** -1.762287*** 
UK -3.0561 0.066745 -2.945365*** -4.0345* 0.215908 -3.482622* 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. Tests results for the USA are not provided since the exchange rate for the USA is 1, 
the natural logarithm of XR is 0. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
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The ADF, KPSS and DF-GLS tests are also implemented to examine the 
stationarity properties of exchange rate series. The results are reported in Table 10. 
In general, the presence of unit roots in the level of XR series cannot be rejected at 
conventional levels of significance for all OECD countries. However, there is 
evidence for stationarity in first differenced XR series. Therefore, it is concluded 
that exchange rate series for all countries is integrated in first differences, I(1). 
The results from the unit root tests and the stationarity test for the 
unemployment rate series are presented in Table 11. The ADF, KPSS and DF-
GLS tests indicate that the level of unemployment rate for Belgium, Japan, the 
Netherlands, Norway and the Slovak Republic is stationary, I(0). In addition, the 
table also shows that the null hypothesis in both ADF and DF-GLS tests cannot be 
rejected while the null in KPSS test is rejected in the cases of Australia, the Czech 
Republic, Hungary, Iceland, Ireland, Italy, Portugal, Slovenia and Turkey. 
Considering that their first differenced series is stationary, one can infer that 
unemployment rate series for these countries is integrated of order one, I(1). For 
the rest of the countries, the results from unit root tests in the level of UR may be 
conflicting but the findings from the analysis in the first differenced series confirm 
that unemployment rate is integrated in first differences, I(1). 
Finally, employment rate series is tested for unit roots. The results from 
ADF, KPSS and DF-GLS tests are provided in Table 12. Despite trifling 
differences among the results from unit root tests, it is concluded from Table 12 
that the non-stationarity in the level of ER series cannot be rejected for all cases 
apart from Japan, Norway and Turkey. Furthermore, the presence of unit roots in 
the first difference of employment rate series is rejected. Therefore, ER series is 
integrated in first differences, I(1), for all OECD countries but Japan, Norway and 
Turkey. 
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Table 11. Unit root tests in level and first difference for unemployment rate series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -2.8731 0.124647*** -2.886137 -4.1089* 0.111733 -3.191778* 
Austria -3.2668 0.099524 -2.838994 -3.5788** 0.181130 -4.275898* 
Belgium -3.3190*** 0.081445 -3.495384** – – – 
Canada -3.2200 0.086069 -3.366302** -3.1719** 0.092264 -3.048740* 
Chile -3.0366 0.500000* -3.436276** -4.0564** 0.500000** -4.239390* 
Czech Republic -2.4358 0.143268*** -2.583993 -3.2713** 0.140659 -3.409478* 
Denmark -2.8595 0.104205 -2.770773 -2.6399*** 0.110135 -2.573064** 
Estonia -2.3268 0.096187 -2.826442 -2.4756 0.164539 -2.251245** 
Finland -3.7214** 0.139900*** -3.017541*** -2.1456 0.239799 -2.149923** 
France -2.5225 0.109217 -2.640999 -3.2521** 0.077094 -3.316247* 
Germany -3.0667 0.068384 -3.218640** -3.1586** 0.131253 -3.197774* 
Greece -2.6515 0.146502** -2.927799*** -1.6387 0.125240 -1.786703*** 
Hungary -0.3802 0.168340** -0.896971 -3.5376** 0.277614 -3.115838* 
Iceland -1.0668 0.127556*** -2.472889 -3.3491** 0.166199 -3.378413* 
Ireland 1.0592 0.142303*** -1.817374 -0.5448 0.303625 -0.763198 
Israel -2.4568 0.090092 -2.579974 -3.2287** 0.150981 -3.296148* 
Italy -2.4299 0.142018*** -2.048210 -3.6328** 0.164228 -3.183924* 
Japan -4.3089** 0.095119 -3.202778** – – – 
Korea -2.7938 0.109103 -2.970176*** -3.8530* 0.140244 -3.946702* 
Mexico -2.4310 0.093558 -1.848243 -3.5899** 0.089484 -3.669445* 
Netherlands -4.8930* 0.112504 -3.446692** – – – 
New Zealand -3.0994 0.118309 -2.727764 -2.6950*** 0.142841 -2.756196* 
Norway -4.1894** 0.115272 -3.559030** – – – 
Poland -3.7976** 0.108227 -2.631588 -2.4454 0.128131 -2.400286** 
Portugal -2.3952 0.155767** -2.247970 -2.2157 0.418426*** -2.264233** 
Slovak Republic -3.6934*** 0.116187 -3.849225* – – – 
Slovenia -3.2186 0.158731** -1.510077 -2.6222 0.341090 -3.687027* 
Spain -2.0521 0.088814 -2.497280 -2.5729 0.158683 -2.516952** 
Sweden -2.6970 0.100625 -2.784215 -2.7550*** 0.079028 -2.764737* 
Switzerland -2.9313 0.117109 -3.041033*** -3.6531** 0.079923 -3.714022* 
Turkey -2.4050 0.150849** -2.313374 -5.1354* 0.207068 -4.188442* 
UK -3.0631 0.118144 -3.353987** -3.6166** 0.230184 -2.603161** 
USA -2.9155 0.147621** -3.122522*** -4.0711* 0.295054 -4.196530* 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
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Table 12. Unit root tests in level and first difference for employment rate series. 
 Level First difference 
Country ADF KPSS DF-GLS ADF KPSS DF-GLS 
Australia -2.9161 0.124721*** -2.925126*** -4.2433* 0.115675 -3.132255* 
Austria -3.2511 0.099003 -2.860343 -3.4853** 0.182728 -4.252656* 
Belgium -2.4783 0.074144 -2.618401 -4.7275* 0.128230 -4.817945* 
Canada -3.2053 0.086072 -3.354301** -3.1632** 0.095295 -3.012200* 
Chile -2.9627 0.213576** -3.359657** -4.4043** 0.258653 -4.660767* 
Czech Republic -2.4306 0.143968*** -2.577627 -3.2126** 0.147696 -3.348454* 
Denmark -1.3878 0.092881 -1.672081 -4.4592* 0.144919 -4.024636* 
Estonia -2.4014 0.095730 -2.886514 -2.6257 0.163341 -2.225698** 
Finland -5.8367* 0.123329*** -3.284104** -3.4384** 0.180857 -3.658818* 
France -2.7716 0.092808 -2.922674*** -3.4814** 0.084245 -3.556891* 
Germany -18.333* 0.174627** -1.886894 -14.508* 0.311256 -0.368672 
Greece -2.6503 0.138333*** -2.885650 -1.9382 0.126659 -2.103892** 
Hungary 0.1221 0.192981** -1.329508 -3.7740** 0.473034** -3.214065* 
Iceland -0.9411 0.139026 -1.359217 -3.7218** 0.214790 -3.450463* 
Ireland 0.9814 0.137500*** -1.555851 -2.5957 0.342849 -2.648733** 
Israel -1.5443 0.109751 -1.974864 -3.0855** 0.394368*** -2.994946* 
Italy -2.8085 0.082520 -2.793976 -3.5159** 0.139635 -3.241249* 
Japan -3.3757*** 0.095636 -3.071966*** – – – 
Korea -2.9698 0.109430 -3.143289*** -3.4074** 0.084169 -3.494831* 
Mexico -2.2029 0.085882 -2.321209 -4.4320* 0.093509 -4.554368* 
Netherlands -1.3907 0.132612*** -1.528577 -4.1629* 0.133478 -3.950705* 
New Zealand -3.0652 0.118194 -2.690069 -2.7555*** 0.142728 -2.817584* 
Norway -4.0863** 0.112796 -3.506740** – – – 
Poland -2.8118 0.140024*** -3.657939** -2.8692*** 0.249003 -2.102897** 
Portugal -3.1632 0.105573 -3.043434*** -6.4468* 0.203717 -6.592770* 
Slovak Republic -3.1961 0.125401*** -3.185110*** -2.6181 0.256878 -2.712559** 
Slovenia -2.0627 0.151588** -3.319149** -3.0142*** 0.312868 -3.417726* 
Spain -0.7531 0.088263 -1.172543 -3.9422* 0.206094 -3.894444* 
Sweden -2.4559 0.105340 -2.521104 -2.9548*** 0.095129 -3.020656* 
Switzerland -2.0222 0.087909 -2.137236 -4.8677* 0.079750 -4.947202* 
Turkey -3.4053*** 0.062826 -3.356599** – – – 
UK -2.9916 0.116196 -3.294238** -2.5552 0.229121 -2.609612** 
USA -2.9222 0.147096** -3.136499*** -4.0768* 0.298223 -4.201975* 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags for ADF and DF-GLS and based on Newey-West using Bartlett-kernel for 
KPSS. Unit root tests in level include trend and intercept while tests in first difference include 
intercept. 
* Signifies the rejection of the unit root hypothesis at 1% significance level. 
** Signifies the rejection of the unit root hypothesis at 5% significance level. 
*** Signifies the rejection of the unit root hypothesis at 10% significance level. 
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4.2.2 Cointegration tests 
 
Before proceeding to investigate the validity of export-led growth 
hypothesis in OECD countries, it is necessary to check if the non-stationary 
variables are cointegrated. Johansen maximum likelihood procedures are applied 
to test for cointegration among the three basic variables (output, exports and 
imports). The Johansen method is employed in two sets of variables. First, 
cointegration tests are carried out among real GDP, real exports and real imports. 
Second, it is considered the case of real GDP net of exports, real exports and real 
imports, in order to avoid “the accounting effect” (Sharma and Panagiotidis, 
2005). It is argued that if exports are a substantial component of GDP, there is a 
possibility of a built-in correlation between GDP and exports. This criticism can 
be dealt with by testing the causality between exports and GDP netted for exports. 
The Johansen cointegration test is based on a VAR model and the appropriate lag 
length of the endogenous variables is selected based on SBC. 
According to previous analysis, real GDP, real exports and real imports are 
jointly integrated in first differences, I(1), in 26 OECD countries. Therefore the 
cointegration analysis is conducted for these countries; namely, Australia, Austria, 
Canada, Chile, Denmark, Estonia, France, Germany, Greece, Hungary, Ireland, 
Israel, Italy, Japan, Korea, Mexico, the Netherlands, New Zealand, Norway, 
Poland, Portugal, Slovenia, Spain, Sweden, the UK and the USA. The results from 
the trace test and the maximum eigenvalue test for the first set of variables, under 
the trend assumption of linear deterministic trend, are reported in Table 13. 
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Table 13. Johansen cointegration test between RGDP, RX and RIMP. 
 λtrace λmax 
Country r=0 r≤1 r≤2 r=0 r≤1 r≤2 
Australia 
32.47526* 
(0.0240) 
12.13239 
(0.1507) 
4.193026* 
(0.0406) 
20.34287 
(0.0642) 
7.939368 
(0.3849) 
4.193026* 
(0.0406) 
Austria 
19.03869 
(0.4902) 
9.656894 
(0.3081) 
2.505939 
(0.1134) 
9.381796 
(0.8005) 
7.150955 
(0.4714) 
2.505939 
(0.1134) 
Canada 
27.28272 
(0.0949) 
11.33158 
(0.1919) 
4.715935* 
(0.0299) 
15.95113 
(0.2277) 
6.615647 
(0.5355) 
4.715935* 
(0.0299) 
Chile 
33.12346* 
(0.0200) 
9.980505 
(0.2822) 
0.125088 
(0.7236) 
23.14296* 
(0.0257) 
9.855417 
(0.2216) 
0.125088 
(0.7236) 
Denmark 
31.39805* 
(0.0324) 
10.95896 
(0.2140) 
4.451535* 
(0.0349) 
20.43909 
(0.0623) 
6.507423 
(0.5490) 
4.451535* 
(0.0349) 
Estonia 
34.93093* 
(0.0117) 
14.44878 
(0.0714) 
1.082903 
(0.2980) 
20.48214 
(0.0614) 
13.36588 
(0.0690) 
1.082903 
(0.2980) 
France 
46.09346* 
(0.0003) 
19.78217* 
(0.0106) 
2.751392 
(0.0972) 
26.31129* 
(0.0085) 
17.03078* 
(0.0178) 
2.751392 
(0.0972) 
Germany 
38.73561* 
(0.0036) 
16.87724* 
(0.0308) 
4.609111* 
(0.0318) 
21.85837* 
(0.0395) 
12.26813 
(0.1010) 
4.609111* 
(0.0318) 
Greece 
28.75421 
(0.0656) 
11.67704 
(0.1731) 
3.287671 
(0.0698) 
17.07718 
(0.1684) 
8.389366 
(0.3405) 
3.287671 
(0.0698) 
Hungary 
76.59343* 
(0.0000) 
24.40682* 
(0.0018) 
10.89479* 
(0.0010) 
52.18661* 
(0.0000) 
13.51203 
(0.0655) 
10.89479* 
(0.0010) 
Ireland 
31.05349* 
(0.0357) 
12.21756 
(0.1468) 
0.891311 
(0.3451) 
18.83593 
(0.1017) 
11.32625 
(0.1386) 
0.891311 
(0.3451) 
Israel 
21.26459 
(0.3413) 
5.741386 
(0.7258) 
0.538376 
(0.4631) 
15.52321 
(0.2539) 
5.203010 
(0.7160) 
0.538376 
(0.4631) 
Italy 
25.55947 
(0.1424) 
13.12213 
(0.1104) 
4.024242* 
(0.0448) 
12.43734 
(0.5051) 
9.097890 
(0.2781) 
4.024242* 
(0.0448) 
Japan 
31.79815* 
(0.0290) 
9.262319 
(0.3417) 
2.184573 
(0.1394) 
22.53583* 
(0.0315) 
7.077746 
(0.4800) 
2.184573 
(0.1394) 
Korea 
35.81523* 
(0.0090) 
15.52962* 
(0.0494) 
5.210918* 
(0.0224) 
20.28561 
(0.0653) 
10.31870 
(0.1918) 
5.210918* 
(0.0224) 
Mexico 
23.69772 
(0.2135) 
9.580891 
(0.3144) 
2.795926 
(0.0945) 
14.11683 
(0.3555) 
6.784965 
(0.5149) 
2.795926 
(0.0945) 
Netherlands 
28.93574 
(0.0626) 
13.19700 
(0.1078) 
2.395039 
(0.1217) 
15.73874 
(0.2405) 
10.80196 
(0.1644) 
2.395039 
(0.1217) 
New Zealand 
31.46311* 
(0.0318) 
13.15682 
(0.1092) 
0.845003 
(0.3580) 
18.30629 
(0.1188) 
12.31182 
(0.0995) 
0.845003 
(0.3580) 
Norway 
44.57137* 
(0.0005) 
24.07007* 
(0.0020) 
10.34850* 
(0.0013) 
20.50129 
(0.0611) 
13.72157 
(0.0608) 
10.34850* 
(0.0013) 
Poland 
21.70760 
(0.3151) 
7.911768 
(0.4749) 
0.068464 
(0.7936) 
13.79583 
(0.3820) 
7.843304 
(0.3948) 
0.068464 
(0.7936) 
Portugal 
37.53779* 
(0.0053) 
9.441161 
(0.3261) 
3.665125 
(0.0556) 
28.09663* 
(0.0045) 
5.776036 
(0.6421) 
3.665125 
(0.0556) 
Slovenia 
37.91260* 
(0.0047) 
13.87315 
(0.0865) 
4.342083* 
(0.0372) 
24.03945* 
(0.0189) 
9.531069 
(0.2446) 
4.342083* 
(0.0372) 
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Spain 
27.29841 
(0.0945) 
12.94925 
(0.1167) 
4.754594* 
(0.0292) 
14.34916 
(0.3371) 
8.194661 
(0.3592) 
4.754594* 
(0.0292) 
Sweden 
25.34725 
(0.1494) 
10.31998 
(0.2569) 
1.722666 
(0.1893) 
15.02727 
(0.2870) 
8.597317 
(0.3212) 
1.722666 
(0.1893) 
UK 
22.82954 
(0.2545) 
9.766176 
(0.2992) 
1.293433 
(0.2554) 
13.06337 
(0.4464) 
8.472743 
(0.3327) 
1.293433 
(0.2554) 
USA 
36.39833* 
(0.0075) 
14.77476 
(0.0640) 
5.664994* 
(0.0173) 
21.62357* 
(0.0426) 
9.109766 
(0.2771) 
5.664994* 
(0.0173) 
Notes: Critical values for trace test at 5% level for r=0, r≤1 and r≤2 are 29.79707, 15.49471 
and 3.841466, respectively. Critical values for maximum eigenvalue test at 5% level for r=0, 
r≤1 and r≤2 are 21.13162, 14.26460 and 3.841466, respectively. The number in parentheses is 
the p-value. r denotes the hypothesized number of cointegrating equations. 
* denotes the rejection of the hypothesis at 5% level. 
 
 
Based on trace test in the case of Australia, both the null hypothesis of zero 
cointegrating vectors and the null of the existence at most two cointegrating 
vectors are rejected while the null hypothesis that there exists at most one such 
vector cannot be rejected. Hence, trace test indicates one cointegrating equation at 
5% level. However, this conclusion is not supported by the maximum eigenvalue 
test. According to the maximum eigenvalue test there is no cointegration among 
RGDP, RX and RIMP since only the null hypothesis of the existence at most two 
cointegrating vectors is rejected at 5% level. Analogous conclusions are conducted 
in the case of Denmark. In the cases of Austria and Canada, both trace test and 
maximum eigenvalue test indicate that there is no long-run relationship among 
real GDP, real exports and real imports. 
The results from trace test in Chile imply the existence of one cointegrating 
equation between the variables as the null hypothesis of zero cointegrating vectors 
is rejected whereas the other two null hypotheses cannot be rejected at 5% level. 
In addition, the maximum eigenvalue test confirms this conclusion as the null of 
zero cointegrating vectors is rejected too. In Estonia and Ireland, according to 
trace test there is one cointegrating equation between RGDP, RX and RIMP. 
However, this conclusion is not supported by the λmax statistic either in Estonia or 
Ireland. As regards France, both trace test and maximum eigenvalue test indicate 
that there are two cointegrating equations between the variables. 
The empirical results from maximum eigenvalue test in the cases of 
Germany and Hungary suggest one cointegrating equation between the variables. 
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In both cases, the trace test implies stationary variables since none of the null 
hypotheses is accepted at 5% level. In Greece, Israel and Italy no cointegrating 
relationship among real GDP, real exports and real imports is detected. As regards 
Japan, both λtrace and λmax statistics indicate one cointegrating equation as the null 
hypothesis of zero cointegrating vectors is rejected at 5% level. In Korea and 
Norway, the three null hypotheses in trace test are rejected implying stationary 
variables. The maximum eigenvalue test indicates that there is no cointegrating 
relationship between the variables. 
The results from cointegration analysis provide no support for long-run 
relationship between real GDP, real exports and real imports in the cases of 
Mexico, the Netherlands, Poland, Spain, Sweden and the UK. As regards New 
Zealand, trace statistic rejects the null hypothesis of zero cointegrating vectors at 
5% level implying the existence of one cointegrating equation between the 
variables. Finally, the empirical results from both trace test and maximum 
eigenvalue test in the cases of Portugal, Slovenia and the USA indicate the 
presence of one cointegrating equation between RGDP, RX and RIMP. 
As regards the second set of variables, ADF, KPSS and DF-GLS tests 
indicated that real GDP net of exports, real exports and real imports are integrated 
of the same order, I(1), in 26 OECD countries. Therefore, the Johansen maximum 
likelihood procedures are applied in the cases of Australia, Austria, Canada, 
Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Israel, 
Italy, Japan, Korea, Mexico, the Netherlands, Norway, Poland, Portugal, Slovenia, 
Spain, Sweden, Turkey, the UK and the USA. The results from the trace test and 
the maximum eigenvalue test for the second set of variables, under the trend 
assumption of linear deterministic trend, are reported in Table 14. 
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Table 14. Johansen cointegration test between RGDP_less_X, RX and RIMP. 
 
λtrace λmax 
Country r=0 r≤1 r≤2 r=0 r≤1 r≤2 
Australia 
41.55389* 
(0.0014) 
12.05181 
(0.1545) 
5.611448* 
(0.0178) 
29.50208* 
(0.0026) 
6.440362 
(0.5574) 
5.611448* 
(0.0178) 
Austria 
25.18898 
(0.1548) 
12.91969 
(0.1178) 
4.180564* 
(0.0409) 
12.26929 
(0.5213) 
8.739123 
(0.3085) 
4.180564* 
(0.0409) 
Canada 
27.26550 
(0.0953) 
12.78039 
(0.1231) 
3.663600 
(0.0556) 
14.48511 
(0.3266) 
9.116792 
(0.2766) 
3.663600 
(0.0556) 
Denmark 
56.71221‡ 
(0.0012) 
26.96391‡ 
(0.0365) 
8.934158 
(0.1844) 
29.74830‡ 
(0.0144) 
18.02975 
(0.0778) 
8.934158 
(0.1844) 
Estonia 
21.63544 
(0.3192) 
9.614502 
(0.3116) 
1.639982 
(0.2003) 
12.02094 
(0.5456) 
7.974520 
(0.3813) 
1.639982 
(0.2003) 
Finland 
31.52507* 
(0.0313) 
11.46561 
(0.1844) 
2.068052 
(0.1504) 
20.05946 
(0.0701) 
9.397553 
(0.2545) 
2.068052 
(0.1504) 
France 
53.42208* 
(0.0000) 
18.26928* 
(0.0186) 
3.463964 
(0.0627) 
35.15281* 
(0.0003) 
14.80532* 
(0.0410) 
3.463964 
(0.0627) 
Germany 
31.92096* 
(0.0280) 
7.227958 
(0.5513) 
2.143271 
(0.1432) 
24.69300* 
(0.0151) 
5.084687 
(0.7311) 
2.143271 
(0.1432) 
Greece 
33.03232* 
(0.0205) 
13.09919 
(0.1112) 
3.492812 
(0.0616) 
19.93313 
(0.0729) 
9.606377 
(0.2391) 
3.492812 
(0.0616) 
Hungary 
75.01987* 
(0.0000) 
30.06362* 
(0.0002) 
3.782936 
(0.0518) 
44.95625* 
(0.0000) 
26.28068* 
(0.0004) 
3.782936 
(0.0518) 
Ireland 
19.98180 
(0.4241) 
9.149229 
(0.3518) 
0.983272 
(0.3214) 
10.83257 
(0.6640) 
8.165957 
(0.3621) 
0.983272 
(0.3214) 
Israel 
26.26479 
(0.1210) 
6.091810 
(0.6847) 
0.680789 
(0.4093) 
20.17298 
(0.0676) 
5.411021 
(0.6893) 
0.680789 
(0.4093) 
Italy 
24.59663 
(0.1764) 
11.78538 
(0.1675) 
1.859029 
(0.1727) 
12.81125 
(0.4697) 
9.926352 
(0.2168) 
1.859029 
(0.1727) 
Japan 
30.21352* 
(0.0448) 
8.247804 
(0.4393) 
2.552503 
(0.1101) 
21.96572* 
(0.0381) 
5.695302 
(0.6526) 
2.552503 
(0.1101) 
Korea 
25.44467 
(0.1462) 
5.050804 
(0.8034) 
0.842669 
(0.3586) 
20.39386 
(0.0632) 
4.208135 
(0.8368) 
0.842669 
(0.3586) 
Mexico 
25.45605 
(0.1458) 
7.626824 
(0.5061) 
0.329388 
(0.5660) 
17.82922 
(0.1364) 
7.297436 
(0.4546) 
0.329388 
(0.5660) 
Netherlands 
22.79783 
(0.2561) 
9.969221 
(0.2831) 
2.517589 
(0.1126) 
12.82861 
(0.4681) 
7.451632 
(0.4372) 
2.517589 
(0.1126) 
Norway 
37.60401* 
(0.0052) 
17.49212* 
(0.0247) 
5.939778* 
(0.0148) 
20.11189 
(0.0689) 
11.55234 
(0.1286) 
5.939778* 
(0.0148) 
Poland 
21.59131 
(0.3218) 
9.261160 
(0.3418) 
0.001702 
(0.9646) 
12.33015 
(0.5154) 
9.259458 
(0.2652) 
0.001702 
(0.9646) 
Portugal 
36.18130* 
(0.0080) 
9.183918 
(0.3487) 
4.511278* 
(0.0337) 
26.99738* 
(0.0066) 
4.672640 
(0.7824) 
4.511278* 
(0.0337) 
Slovenia 
38.92087* 
(0.0034) 
13.79216 
(0.0888) 
3.255926 
(0.0712) 
25.12872* 
(0.0129) 
10.53623 
(0.1790) 
3.255926 
(0.0712) 
Spain 
27.72364 
(0.0851) 
11.02251 
(0.2101) 
2.871412 
(0.0902) 
16.70113 
(0.1866) 
8.151097 
(0.3636) 
2.871412 
(0.0902) 
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Sweden 
22.70163 
(0.2610) 
5.628703 
(0.7389) 
0.249860 
(0.6172) 
17.07293 
(0.1686) 
5.378844 
(0.6934) 
0.249860 
(0.6172) 
Turkey 
63.17660* 
(0.0000) 
20.78022* 
(0.0073) 
9.018010* 
(0.0027) 
42.39639* 
(0.0000) 
11.76221 
(0.1199) 
9.018010* 
(0.0027) 
UK 
43.17939* 
(0.0008) 
9.406748 
(0.3291) 
1.279854 
(0.2579) 
33.77264* 
(0.0005) 
8.126894 
(0.3660) 
1.279854 
(0.2579) 
USA 
44.53059* 
(0.0005) 
16.15214* 
(0.0398) 
6.726851* 
(0.0095) 
28.37845* 
(0.0040) 
9.425286 
(0.2525) 
6.726851* 
(0.0095) 
Notes: Critical values for trace test at 5% level for r=0, r≤1 and r≤2 are 29.79707, 15.49471 
and 3.841466, respectively. Critical values for maximum eigenvalue test at 5% level for r=0, 
r≤1 and r≤2 are 21.13162, 14.26460 and 3.841466, respectively. The number in parentheses is 
the p-value. r denotes the hypothesized number of cointegrating equations. 
‡ denotes the rejection of the hypothesis at 5% level under the assumption of linear 
deterministic trend (restricted). 
* denotes the rejection of the hypothesis at 5% level. 
 
 
Both trace test and maximum eigenvalue test support that non-export 
RGDP, real exports and real imports are bound together in the long-run in the case 
of Australia and there is also one cointegrating equation between them. As 
concerns Austria, Canada and Estonia, no evidence of cointegrating relationship 
between the variables has been found. In Denmark, the trace test suggests two 
cointegrating equations among RGDP_less_X, RX and RIMP whereas the 
maximum eigenvalue test rejects the null hypothesis of zero cointegrating vectors 
supporting one cointegrating equation between them. As regards Finland, λtrace 
statistic demonstrates one cointegrating equation between the second set of 
variables but λmax statistic establishes no cointegrating relationship between them. 
Analogous conclusions are conducted in the case of Greece. In France and 
Hungary, trace test and maximum eigenvalue test yield very similar results as both 
tests support the existence of two cointegrating equations. Furthermore, both tests 
confirm one cointegrating equation between the variables in the case of Germany. 
No cointegrating relationship among non-export RGDP, real exports and 
real imports is supported by the empirical results in the cases of Ireland, Israel, 
Italy, Korea, Mexico and the Netherlands. However, the variables are bound 
together in the long-run with one cointegrating equation in Japan. As regards 
Norway, on the one hand, the null hypotheses in trace test are rejected at 5% level 
implying stationary variables. On the other hand, the null hypotheses in maximum 
eigenvalue test cannot be rejected indicating no cointegrating relationship between 
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the second set of variables. Furthermore, no evidence for any cointegrating link 
between non-export RGDP, RX and RIMP has been found in the cases of Poland, 
Spain and Sweden. 
The empirical results from trace test and maximum eigenvalue test, in the 
cases of Slovenia and the UK, suggest one cointegrating equation between the 
variables. Finally, the results from Johansen cointegration method in Turkey and 
the USA are mixed. The λtrace statistic rejects all the null hypotheses at 5% level 
and demonstrates that the variables may be stationary. However, the λmax statistic 
rejects both the null hypothesis of zero cointegrating vectors and the null of the 
existence at most two such vectors at 5% significance level. Therefore, the 
maximum eigenvalue test indicates one cointegrating equation among non-export 
RGDP, real exports and real imports in the cases of Turkey and the USA. 
 
 
4.2.3 Granger causality tests 
 
 According to the Granger representation theorem (Engle and Granger, 
1987), a system of cointegrated variables has an error correction representation 
that combines the short-run dynamics of the variables with their long-run 
properties as implied by the cointegrating relationships. Consequently, vector error 
correction models (VECM) are estimated to determine the direction of causality 
between exports, imports, and economic growth. 
The previous cointegration analysis indicated a common trend in the 
movement of real GDP, real exports and real imports in the cases of Australia, 
Chile, Denmark, Estonia, France, Germany, Hungary, Ireland, Japan, New 
Zealand, Portugal and the USA. This is followed by estimation of error correction 
models to investigate the direction of causation between the first set of variables. 
Since there is no evidence of long-run equilibrium relationships in Austria, 
Canada, Greece, Israel, Italy, Korea, Mexico, the Netherlands, Norway, Poland, 
Spain, Sweden and the UK, the standard Granger causality test based on first 
differenced VAR is performed for these countries. As regards the cases of 
Belgium, the Czech Republic, Finland, Iceland, the Slovak Republic, Switzerland 
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and Turkey where the variables are of different integration orders, a VAR model is 
estimated using the levels and the first differences of stationary and non-stationary 
variables, respectively. The selection of the appropriate lag length of endogenous 
variables on VECM and VAR models is based on SBC. 
Table 15 presents the results from Granger causality tests. As shown, all 
the null hypotheses cannot be rejected at conventional levels of significance in the 
cases of Australia, Austria, Canada, Chile, the Czech Republic, Denmark, Estonia, 
Finland, Israel, Italy, Korea, Mexico, the Netherlands, Norway, Portugal, the 
Slovak Republic, Slovenia, Sweden, the UK and the USA. One can infer from this 
that there is no causal relationship between real GDP, real exports and real 
imports. In Germany, both the null hypothesis that exports does not Granger cause 
GDP and the null that GDP does not Granger cause exports are rejected at 1% and 
10% level, respectively. Hence, a bidirectional causal relationship between real 
GDP and real exports is supported by the empirical results. Furthermore, Granger 
causality analysis supports a bidirectional causal link between real GDP and real 
imports, too. The null hypotheses that imports does not Granger cause GDP and 
also GDP does not Granger cause imports are rejected at 1% significance level. 
The ELG hypothesis is supported by the empirical results for the cases of 
Hungary, Iceland, Ireland and New Zealand since the null hypothesis that exports 
does not Granger cause GDP is rejected at 5% level. In addition, the ILG 
hypothesis is supported by the evidence in Hungary. However, the presence of 
bidirectional causality between GDP and imports is detected in the cases of 
Iceland, Ireland and New Zealand. One-way causality from imports to GDP is 
detected in the cases of Japan, Spain and Switzerland since the null hypothesis that 
real imports does not Granger cause real GDP is rejected at 10% level for Japan 
and Switzerland and at 5% level in the case of Spain. Finally, the GLE hypothesis 
is supported in Poland while evidence that causality runs from real GDP to 
imports has been found in the cases of Belgium, France and Greece at 10% level 
as well as in Turkey at 1% level. 
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Table 15. Granger causality tests between RGDP, RX and RIMP. 
 Null Hypothesis: 
Country RX RGDP RIMP RGDP RGDP RX RGDP RIMP 
Australia† 
0.021533 
(0.8833) 
0.295396 
(0.5868) 
2.354016 
(0.1250) 
2.436748 
(0.1185) 
Austria 
0.246297 
(0.6197) 
0.058383 
(0.8091) 
0.226703 
(0.6340) 
0.247477 
(0.6189) 
Belgium 
0.683847 
(0.4083) 
0.558156 
(0.4550) 
2.467442 
(0.1162) 
3.432981 
(0.0639) 
Canada 
0.002827 
(0.9576) 
0.001651 
(0.9676) 
1.150429 
(0.2835) 
0.493004 
(0.4826) 
Chile† 
1.735051 
(0.1878) 
0.062439 
(0.8027) 
0.068348 
(0.7938) 
0.714658 
(0.3979) 
Czech Republic 
5.685481 
(0.1280) 
5.733465 
(0.1253) 
3.757954 
(0.2888) 
4.553876 
(0.2075) 
Denmark† 
0.135239 
(0.7131) 
1.472132 
(0.2250) 
1.483179 
(0.2233) 
2.325763 
(0.1272) 
Estonia† 
1.290740 
(0.2559) 
0.512446 
(0.4741) 
0.069015 
(0.7928) 
0.044761 
(0.8324) 
Finland 
0.001795 
(0.9662) 
0.468640 
(0.4936) 
1.740439 
(0.1871) 
0.291041 
(0.5896) 
France† 
2.101466 
(0.1472) 
1.543330 
(0.2141) 
1.076318 
(0.2995) 
2.794121 
(0.0946) 
Germany† 
14.95301 
(0.0006) 
15.88309 
(0.0004) 
5.761990 
(0.0561) 
11.99320 
(0.0025) 
Greece 
0.154738 
(0.6940) 
1.068319 
(0.3013) 
0.962220 
(0.3266) 
2.893718 
(0.0889) 
Hungary† 
7.431106 
(0.0243) 
6.255563 
(0.0438) 
1.066913 
(0.5866) 
4.095305 
(0.1290) 
Iceland 
52.47507 
(0.0000) 
8.310267 
(0.0400) 
0.510290 
(0.9166) 
16.83863 
(0.0008) 
Ireland† 
13.27020 
(0.0013) 
5.544375 
(0.0625) 
2.795203 
(0.2472) 
6.191503 
(0.0452) 
Israel 
0.325792 
(0.5681) 
0.781995 
(0.3765) 
2.477512 
(0.1155) 
0.432974 
(0.5105) 
Italy 
0.188713 
(0.6640) 
0.976410 
(0.3231) 
0.255063 
(0.6135) 
0.143886 
(0.7044) 
Japan† 
0.423484 
(0.5152) 
3.345571 
(0.0674) 
1.332145 
(0.2484) 
1.003296 
(0.3165) 
Korea 
1.982607 
(0.1591) 
0.000116 
(0.9914) 
0.063561 
(0.8010) 
0.106664 
(0.7440) 
Mexico 
1.344634 
(0.2462) 
0.608537 
(0.4353) 
0.560512 
(0.4541) 
0.018631 
(0.8914) 
Netherlands 
0.227676 
(0.6333) 
0.000280 
(0.9867) 
0.118206 
(0.7310) 
0.136458 
(0.7118) 
New Zealand† 
5.476059 
(0.0193) 
3.359193 
(0.0668) 
0.527086 
(0.4678) 
4.104895 
(0.0428) 
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Norway 
0.005912 
(0.9387) 
0.852904 
(0.3557) 
0.504942 
(0.4773) 
2.668298 
(0.1024) 
Poland 
1.095761 
(0.7781) 
3.233426 
(0.3570) 
9.025038 
(0.0290) 
3.619038 
(0.3056) 
Portugal† 
0.019454 
(0.8891) 
0.178866 
(0.6723) 
0.059211 
(0.8077) 
1.026250 
(0.3110) 
Slovak Republic 
0.361606 
(0.5476) 
0.480737 
(0.4881) 
0.069704 
(0.7918) 
0.036112 
(0.8493) 
Slovenia† 
0.702970 
(0.4018) 
0.026977 
(0.8695) 
0.101844 
(0.7496) 
0.176264 
(0.6746) 
Spain 
0.000528 
(0.9817) 
3.955036 
(0.0467) 
2.502123 
(0.1137) 
0.327376 
(0.5672) 
Sweden 
0.007667 
(0.9302) 
0.101968 
(0.7495) 
0.011874 
(0.9132) 
0.057294 
(0.8108) 
Switzerland 
2.919716 
(0.0875) 
2.992830 
(0.0836) 
0.081826 
(0.7748) 
0.001538 
(0.9687) 
Turkey 
1.985916 
(0.1588) 
2.043191 
(0.1529) 
0.474763 
(0.4908) 
7.343002 
(0.0067) 
UK 
0.138476 
(0.7098) 
0.588774 
(0.4429) 
0.036953 
(0.8476) 
0.346152 
(0.5563) 
USA† 
0.682925 
(0.7107) 
2.323151 
(0.3130) 
0.936197 
(0.6262) 
1.746482 
(0.4176) 
Notes: The number in parentheses is the p-value. 
† signifies Granger causality tests based on VECM. 
 represents “does not Granger cause”. 
 
 
Granger causality tests are also performed in order to investigate the 
direction of causality between non-export real GDP and real exports as well as the 
causal relationship between real imports and real GDP net of exports. According 
to previous cointegration analysis, non-export real GDP, real exports and real 
imports are bound together in the long-run in the cases of Australia, Denmark, 
Finland, France, Germany, Greece, Hungary, Japan, Portugal Slovenia, Turkey, 
the UK and the USA. Therefore, Granger causality tests based on VECM are 
conducted to examine the direction of causation between the second set of 
variables. Furthermore, Granger causality tests based on first differenced VAR are 
performed for Austria, Canada, Estonia, Ireland, Israel, Italy, Korea, Mexico, the 
Netherlands, Norway, Poland, Spain and Sweden, since there is no evidence of 
long-run equilibrium relationships between the variables in these countries. 
Finally, in the cases of Belgium, Chile, the Czech Republic, Iceland, New 
Zealand, the Slovak Republic and Switzerland, where the variables are of different 
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integration orders, a VAR model is estimated using the levels and the first 
differences of stationary and non-stationary variables, respectively. The selection 
of the appropriate lag length of endogenous variables on VECM and VAR models 
is based on SBC. 
The results from Granger causality tests between non-export RGDP, RX 
and RIMP are reported in Table 16. The ELG hypothesis is supported by the 
evidence in the cases of Australia and the UK since the null hypothesis that real 
exports does not Granger cause real GDP net of exports is rejected at 5% level. 
Furthermore, bidirectional causality between real imports and non-export RGDP is 
suggested by the empirical results in these countries. From Table 16 no causality 
between the variables is observed in the cases of Austria, Germany, Ireland, Israel, 
Mexico, Poland, Portugal and the Slovak Republic. However, the GLE hypothesis 
as well as unidirectional causality from non-export RGDP to imports is supported 
by the evidence in the cases of Belgium, Estonia, the Netherlands, New Zealand, 
Norway, Sweden, Switzerland and the USA. 
The causality analysis provides support for the ELG hypothesis in the cases 
of Canada and Denmark. In Canada is also detected one-way causality from 
RGDP net of exports to imports. A bidirectional causal relationship between non-
exports RGDP and exports is supported by the evidence in the Czech Republic and 
France. In these cases is also detected two-way causality between real imports and 
real GDP net of exports. Furthermore, unidirectional causality from non-export 
real GDP to exports as well as a bidirectional causal link between imports and real 
GDP net of exports is observed in Greece. The GLE hypothesis is supported in the 
cases of Chile, Hungary, Italy, Korea and Turkey. In addition, the ILG hypothesis 
is supported by the evidence in the cases of Iceland, Japan and Spain whereas 
causality runs from real GDP net of exports to imports in Slovenia. Finally, 
bidirectional causality between non-export RGDP and real imports is detected in 
Finland. 
 
 
 
  
73 
 
Table 16. Granger causality tests between RGDP_less_X, RX and RIMP. 
 Null Hypothesis: 
Country 
RX 
RGDP_less_X 
RIMP 
RGDP_less_X 
RGDP_less_X
RX 
RGDP_less_X
RIMP 
Australia† 
12.10595 
(0.0024) 
6.237722 
(0.0442) 
3.114131 
(0.2108) 
6.846828 
(0.0326) 
Austria 
0.329567 
(0.5659) 
0.002265 
(0.9620) 
0.417257 
(0.5183) 
0.268261 
(0.6045) 
Belgium 
0.889391 
(0.3456) 
0.328191 
(0.5667) 
14.73264 
(0.0001) 
15.98556 
(0.0001) 
Canada 
3.102397 
(0.0782) 
1.417061 
(0.2339) 
2.543864 
(0.1107) 
5.364781 
(0.0205) 
Chile 
1.531156 
(0.2159) 
0.063888 
(0.8005) 
5.470523 
(0.0193) 
0.147227 
(0.7012) 
Czech Republic 
11.80409 
(0.0081) 
9.920366 
(0.0193) 
22.06966 
(0.0001) 
8.686060 
(0.0338) 
Denmark† 
8.506910 
(0.0035) 
2.390651 
(0.1221) 
2.563203 
(0.1094) 
1.069459 
(0.3011) 
Estonia 
0.024472 
(0.8757) 
0.011557 
(0.9144) 
3.070851 
(0.0797) 
6.244667 
(0.0125) 
Finland† 
2.238859 
(0.1346) 
5.506295 
(0.0189) 
0.754097 
(0.3852) 
2.952193 
(0.0858) 
France† 
6.970537 
(0.0083) 
7.520552 
(0.0061) 
3.067727 
(0.0799) 
5.534004 
(0.0187) 
Germany† 
0.697102 
(0.4038) 
0.418241 
(0.5178) 
0.871199 
(0.3506) 
0.544122 
(0.4607) 
Greece† 
0.568779 
(0.4507) 
3.235649 
(0.0721) 
4.000207 
(0.0455) 
17.24776 
(0.0000) 
Hungary† 
0.323413 
(0.8507) 
0.392047 
(0.8220) 
7.182544 
(0.0276) 
2.760006 
(0.2516) 
Iceland 
2.137550 
(0.1437) 
4.553289 
(0.0329) 
0.213490 
(0.6440) 
2.116594 
(0.1457) 
Ireland 
0.005155 
(0.9428) 
1.345627 
(0.2460) 
1.023338 
(0.3117) 
1.277147 
(0.2584) 
Israel 
0.045975 
(0.8302) 
0.284182 
(0.5940) 
0.135784 
(0.7125) 
0.359014 
(0.5491) 
Italy 
0.083466 
(0.7727) 
0.975910 
(0.3232) 
8.024092 
(0.0046) 
1.381369 
(0.2399) 
Japan† 
0.085612 
(0.7698) 
6.547572 
(0.0105) 
0.748881 
(0.3868) 
1.117415 
(0.2905) 
Korea 
1.480444 
(0.2237) 
0.222142 
(0.6374) 
7.536216 
(0.0060) 
1.280310 
(0.2578) 
Mexico 
1.351878 
(0.2450) 
0.444716 
(0.5049) 
0.153692 
(0.6950) 
1.527669 
(0.2165) 
Netherlands 
0.254725 
(0.6138) 
0.358421 
(0.5494) 
15.70303 
(0.0001) 
12.51693 
(0.0004) 
New Zealand 
2.611465 
(0.2710) 
0.047760 
(0.9764) 
5.267095 
(0.0718) 
7.488722 
(0.0237) 
  
74 
 
Norway 
2.615485 
(0.1058) 
0.481210 
(0.4879) 
8.178995 
(0.0042) 
5.448340 
(0.0196) 
Poland 
0.695337 
(0.4044) 
0.024084 
(0.8767) 
0.868540 
(0.3514) 
0.952148 
(0.3292) 
Portugal† 
0.087012 
(0.7680) 
0.284220 
(0.5939) 
0.002713 
(0.9585) 
0.107748 
(0.7427) 
Slovak Republic 
0.968785 
(0.3250) 
0.777477 
(0.3779) 
0.060255 
(0.8061) 
0.002556 
(0.9597) 
Slovenia† 
0.322207 
(0.5703) 
1.616505 
(0.2036) 
0.013695 
(0.9068) 
3.533401 
(0.0601) 
Spain 
0.002351 
(0.9613) 
6.434945 
(0.0112) 
0.207661 
(0.6486) 
0.004093 
(0.9490) 
Sweden 
0.119892 
(0.7292) 
0.085625 
(0.7698) 
9.019189 
(0.0027) 
5.156041 
(0.0232) 
Switzerland 
0.467882 
(0.7914) 
1.735164 
(0.4200) 
5.006302 
(0.0818) 
17.40800 
(0.0002) 
Turkey† 
3.502183 
(0.3205) 
3.301673 
(0.3474) 
22.63762 
(0.0000) 
2.147834 
(0.5423) 
UK† 
8.788424 
(0.0123) 
15.55911 
(0.0004) 
3.736909 
(0.1544) 
9.466976 
(0.0088) 
USA† 
1.201798 
(0.5483) 
0.204605 
(0.9028) 
6.013295 
(0.0495) 
7.653717 
(0.0218) 
Notes: The number in parentheses is the p-value. 
† signifies Granger causality tests based on VECM. 
 represents “does not Granger cause”. 
 
 
4.3 Panel data Granger causality tests 
 
 A panel data analysis has the merit of using information concerning cross-
section and time series analyses. It can also take heterogeneity of each cross-
sectional unit explicitly into account by allowing for individual-specific effects 
and give “more variability, less collinearity among variables, more degrees of 
freedom and more efficiency” (Baltagi, 2001). Furthermore, the repeated cross-
section of observations over time is better suited to study the dynamic of changes 
like exports, imports and GDP. 
In this section, in order to increase the power of Granger causality tests, 
panel data from 33 OECD countries is used over the period 1985-2010. This study 
is organized around panel unit root tests and panel cointegration techniques to 
draw sharper conclusions from the short time series. Finally, panel data Granger 
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causality tests are employed in order to investigate the direction of causality 
between output, exports and imports. 
 
4.3.1 Panel unit root tests 
 
Panel unit root tests are expected to be much more powerful since they 
combine information from time series as well as cross-section data. Since different 
panel unit root tests may yield different testing results, LLC, IPS and Fisher-ADF 
tests are chosen to perform the panel data unit root test and then we can compare 
their results. In all tests, the null hypothesis is that of existence of a unit root. The 
tests are conducted to check for the presence of a unit root both in levels and first 
differences for each variable. The results are presented in Table 17. 
 
Table 17. Panel unit root tests. 
 Level First difference 
 Trend & Intercept Intercept 
Variable LLC IPS 
Fisher–
ADF 
LLC IPS 
Fisher–
ADF 
RGDP 1.91680 0.18306 60.6717 -15.5765* -11.6120* 410.037* 
RGDP_less_X -3.37271* -3.37669* 125.565* – – – 
REXP 3.52977 4.13062 37.9248 -15.1594* -12.5120* 294.514* 
RIMP 1.05737 0.18098 76.4088 -13.2529* -13.5454* 315.589* 
RINV -3.42322* -4.14943* 134.045* – – – 
IR -75.9934* -21.7416* 398.105* – – – 
XR -41.0123* -11.3437* 85.9399** – – – 
UR -3.26853* -3.50141* 119.181* – – – 
ER -10.4505* -4.57981* 115.140* – – – 
Notes: The appropriate lag length is selected based on SBC with automatic selection of 
maximum lags. 
* signifies the rejection of the unit root hypothesis at 1% significance level. 
** signifies the rejection of the unit root hypothesis at 5% significance level. 
 
The LLC, IPS and Fisher-ADF panel unit root tests indicate the existence 
of unit roots and therefore non-stationarity in the level of real GDP, real exports 
and real imports panel series. However, their first differenced series are stationary 
under the three panel unit root tests. As regards the rest of the variables, the null 
hypothesis is rejected at conventional levels of statistical significance therefore 
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they are stationary panel level series. Hence, it is concluded that real GDP, real 
exports and real imports series are integrated in the first difference, I(1), whereas 
the variables, real GDP net of exports, real investment, interest rate, exchange rate, 
unemployment rate and rate of employment are integrated in the level, I(0). 
 
 
4.3.2 Panel cointegration tests 
 
Given that real GDP, real exports and real imports series are stationary in 
the first difference, I(1), the proper way to investigate the direction of causation 
between output, exports and imports is certainly to test for a cointegrating 
relationship among these variables using Pedroni, Kao and Johansen Fisher panel 
cointegration tests. The results from Pedroni cointegration tests between real GDP, 
real exports and real imports are presented in Table 18. The null hypothesis of no 
cointegration is rejected in favour of the alternative since both panel-ADF and 
group-ADF statistics are significant at conventional levels of significance. Besides 
ADF-statistics, the results also reveal that panel v-statistic and both group-PP and 
panel-PP statistics are statistically significant at 5% level. As regards panel-rho 
statistic, it is significant at 1% level whereas group rho-statistic is statistically not 
significant at 10% level. According to Kao cointegration test, the null hypothesis 
of no cointegration is rejected at 1% significance level, therefore it is concluded 
that real exports and real imports are cointegrated with real output in the long-run. 
The estimated t-statistic is reported in Table 19. 
 
Table 18. Pedroni panel cointegration test between RGDP, RX and RIMP. 
 Statistic Prob. 
Panel v-Statistic 3.408751 0.0003 
Panel rho-Statistic -2.482211 0.0065 
Panel PP-Statistic -4.968583 0.0000 
Panel ADF-Statistic -2.352575 0.0093 
Group rho-Statistic 1.164461 0.8779 
Group PP-Statistic -1.960121 0.0250 
Group ADF-Statistic -2.397606 0.0083 
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Table 19. Kao panel cointegration test between RGDP, RX and RIMP. 
 t-Statistic Prob. 
ADF -5.137582 0.0000 
 
 
Table 20. Johansen Fisher panel cointegration test between RGDP, RX and RIMP. 
Hypothesized 
No. of CE(s) 
Fisher Stat. 
(from trace test) 
Prob. 
Fisher Stat. 
(from max-eigen test) 
Prob. 
None 237.6 0.0000 174.8 0.0000 
At most 1 123.1 0.0000 84.66 0.0295 
At most 2 145.6 0.0000 145.6 0.0000 
 
 
Finally, the results from Johansen Fisher panel cointegration test are 
depicted in Table 20. Fisher statistics from trace test reject all the null hypotheses 
at conventional levels of significance. This implies that real GDP, real exports and 
real imports panel series may be stationary panel series. In addition, Fisher 
statistics from maximum eigenvalue test reject the null hypothesis of zero 
cointegrating vectors as well as the null of existence at most two such vectors. 
However, the null hypothesis of existence at most one cointegrating vector cannot 
be rejected at 1% level of significance. Therefore, maximum eigenvalue test 
indicates one cointegrating equation between RGDP, RX and RIMP. Overall 
cointegration results of Pedroni, Kao and Johansen Fisher panel cointegration tests 
confirm a common trend in the movement of real GDP, real exports and real 
imports. 
 
 
4.3.3 Panel Granger causality tests 
 
 According to panel cointegration analysis, real GDP, real exports and real 
imports are bound together in the long-run. Even if it certainly attracts attention to 
know that there is one or more long-run relationship in the non-stationary data, it 
is of more interest to discover the nature of these relationships. The existence of 
cointegrating relationships between real GDP, real exports and real imports 
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implies that an error correction model specification is appropriate. In order to 
investigate the causality between these variables, Granger causality tests are 
implemented based on VECM(4). The appropriate lag length is selected based on 
SBC. 
 
Table 21. Granger causality tests based on VECM. 
Independent variables Lagged ECT 
Dependent 
variable 
∆RGDP ∆RX ∆RIMP 
ect 
[t-stat] 
∆RGDP − 
7.000309 
(0.1359) 
6.969495 
(0.1375) 
-0.003477 
[-1.67488] 
∆RX 
41.32738 
(0.0000) 
− 
6.744559 
(0.1500) 
0.029361 
[4.85641] 
∆RIMP 
5.678202 
(0.2245) 
28.28232 
(0.0000) 
− 
0.030571 
[4.94353] 
Notes: The numbers in parentheses are p-values. For the ects are given the estimated 
coefficients. Values in brackets are estimated t-statistics for each cointegrating equation. All 
other values are asymptotic Granger causality χ
2
 tests. ∆ denotes the difference operator. 
 
 
Table 21 reports the results from Granger causality tests. Each row 
represents an equation for each of the three variables in the system. For each 
variable, at least one channel of causality is active: short-run Granger causality 
through the joint significance tests of the lagged-differenced coefficients of the 
independent variables (χ2-statistic) or long-run causality through a statistically 
significant lagged error correction term (t-statistics). A significant lagged ECT 
coefficient implies that past equilibrium errors affect current outcomes. As regards 
the output regression, the negative and significant at 10% level error correction 
coefficient is consistent with the finding of cointegration. Even though the χ2-
statistics are insignificant, the statistical significance of the error correction term in 
the output equation implies that export and import volume Granger cause output 
(i.e. lagged exports and imports predict output) and hence provides evidence in 
favour of the export-led growth and import-led growth hypotheses in the long-run. 
Furthermore, the lagged error correction coefficient is significant in the export and 
import equation indicating the presence of long-run causality from both output and 
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imports to exports on the one hand, and from exports and output to imports on the 
other. In the short-run, there is evidence of unidirectional causality from output to 
exports as well as one-way causality from exports to imports. 
In order to expand the investigation of the causal relationship between 
exports and other key variables, Granger causality tests between the first 
differenced real exports and the levels of real GDP net of exports, real investment, 
interest rate, exchange rate, unemployment rate and rate of employment are 
conducted based on a VAR(2) model. The appropriate lag length is selected based 
on SBC. The results from panel Granger causality tests are presented in Table 22. 
No causality between real GDP net of exports and exports is supported by the 
evidence. In addition, the empirical results do not suggest causality of any 
direction between non-export RGDP and real investment. However, there is a 
bidirectional relationship between interest rate and exports as well as two-way 
causality between exports and exchange rate. Furthermore, bidirectional causality 
between exports and unemployment rate is supported by the empirical results 
since both null hypotheses are rejected at 5% level. Finally, there is no causal 
relationship between exports and rate of employment. 
 
Table 22. Granger causality tests based on VAR. 
Null Hypothesis: Chi-sq Prob. 
∆RX does not Granger Cause RGDP_less_X 
RGDP_less_X does not Granger Cause ∆RX 
3.697305 
1.522439 
0.1574 
0.4671 
∆RX does not Granger Cause RINV 
RINV does not Granger Cause ∆RX 
2.430844 
3.900025 
0.2966 
0.1423 
∆RX does not Granger Cause IR 
IR does not Granger Cause ∆RX 
8.736321 
54.82082 
0.0127 
0.0000 
∆RX does not Granger Cause XR 
XR does not Granger Cause ∆RX 
9.465668 
13.80544 
0.0088 
0.0010 
∆RX does not Granger Cause UR 
UR does not Granger Cause ∆RX 
22.75348 
6.032815 
0.0000 
0.0490 
∆RX does not Granger Cause ER 
ER does not Granger Cause ∆RX 
2.675674 
0.804790 
0.2624 
0.6687 
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5. CONCLUSIONS 
 
The present study examines the export-led growth hypothesis using annual 
data from 33 OECD countries. In addition to time series analysis for individual 
economy, a panel data approach is adopted which considers the interaction among 
countries and heterogeneity in the panel data causality analysis. The empirical 
analysis investigates not only the nature of the relationship between exports and 
economic growth but also the impact of other key variables on export growth. 
Thus, the analysis includes variables such as imports, non-export GDP, 
investment, interest rate, exchange rate, unemployment rate and rate of 
employment. 
Time series analysis indicated that all variables are stationary in first 
difference, I(1), for almost all cases. The cointegration analysis was focused on 
testing for cointegration among exports, imports and the two measurements of 
output growth, real GDP and real GDP net of exports. A common trend in the 
movement of real GDP, real exports and real imports was indicated in the cases of 
Australia, Chile, Denmark, Estonia, France, Germany, Hungary, Ireland, Japan, 
New Zealand, Portugal, Slovenia and the USA. The Granger causality analysis 
provide no evidence for any causal relationship among RGDP, RX and RIMP in 
the cases of Australia, Austria, Canada, Chile, the Czech Republic, Denmark, 
Estonia, Finland, Israel, Italy, Korea, Mexico, the Netherlands, Norway, Portugal, 
the Slovak Republic, Slovenia, Sweden, the UK and the USA. 
The ILG hypothesis is supported in the cases of Japan, Spain and 
Switzerland while both ELG and ILG hypotheses are supported in Hungary. 
Furthermore, the ELG hypothesis and a bidirectional relationship between real 
GDP and imports are detected in the cases of Iceland, Ireland and New Zealand. 
The presence of bidirectional causality between real GDP and exports as well as 
two-way causality between real GDP and imports are observed simultaneously in 
the case of Germany. The empirical results suggest that causality runs from output 
growth to exports in Poland while unidirectional causality from real GDP to 
imports is detected in the cases of Belgium, France, Greece and Turkey. 
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According to cointegration analysis, non-export real GDP, real exports and 
real imports are bound together in the long-run in the cases of Australia, Denmark, 
Finland, France, Germany, Greece, Hungary, Japan, Portugal Slovenia, Turkey, 
the UK and the USA. The empirical results from Granger causality analysis 
provide support for the ELG hypothesis in Denmark while evidence for the GLE 
hypothesis has been found in the cases of Chile, Hungary, Italy, Korea and 
Turkey. No causality among real GDP net of exports, exports and imports is 
detected in the cases of Austria, Germany, Ireland, Israel, Mexico, Poland, 
Portugal and the Slovak Republic. 
Bidirectional causality between non-export real GDP and imports is 
detected in Finland while causality runs from RGDP net of exports to imports in 
Slovenia. In addition, the causality analysis provides support for the ILG 
hypothesis in the cases of Iceland, Japan and Spain. Unidirectional causality from 
output growth to exports as well as one-way causality from output growth to 
imports is observed in Belgium, Estonia, the Netherlands, New Zealand, Norway, 
Sweden, Switzerland and the USA. The ELG hypothesis and bidirectional 
causality between RGDP net of exports and imports are detected in Australia and 
the UK while the GLE hypothesis and two-way causality between non-export real 
GDP and imports are supported by the evidence in Greece. In addition, the ELG 
hypothesis and unidirectional causality from RGDP_less_X to RIMP are detected 
in Canada. Finally, the presence of bidirectional causality between non-export real 
GDP and exports as well as two-way causality between real GDP and imports are 
observed simultaneously in the cases of the Czech Republic and France. 
The validity of the ELG hypothesis is also tested using a panel data 
causality analysis. The LLC, IPS and Fisher-ADF panel unit root tests indicated 
that RGDP, RX and RIMP are integrated in the first differences, I(1), whereas the 
rest of the variables are stationary in the levels, I(0). Testing for panel 
cointegration between I(1) series using Pedroni, Kao and Joahansen Fisher 
cointegration tests, a common trend in the movement of real GDP, real exports 
and real imports was detected. The results from Granger causality tests based on 
VECM for cointegrated panel series indicate the presence of long-run causality 
from both exports and imports to economic growth, as well as feedback from 
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economic growth to both exports and imports. There is also evidence of short-run 
unidirectional causality from output to exports as well as one-way causality from 
exports to imports. 
For the rest of the variables, only the short-run causal patterns have been 
identified owing to the absence of long-run equilibrium relationships. The results 
indicate that there is bidirectional causality between exports and interest rate but 
no causality between exports and non-export real GDP is detected. Furthermore, 
two-way causality between exports and exchange rate is supported by the 
evidence. The results also provide evidence for no causal relationship between 
exports and investment. Finally, a bidirectional causal relationship is detected 
between exports and unemployment rate whereas there is no causality between 
exports and rate of employment. 
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