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Previous research has shown that we can measure the acoustic displacement
of a surface with a laser to recover audio inside a room, but these were not
done with modern laser distance measurement methods. One such method,
LIDAR, has the potential for acoustic recovery, allowing for a room’s visual
and auditory mapping to be done with one device. With audio recovery
through an ideal spinning LIDAR, we would not only obtain the sound in-
side the room, but we should be able to localize an acoustic source through
sampling points around a room. We define the parameters required for a
single-point light distance sensor to record audio and compare our results to
a light distance sensor used in manufacturing. We also show the parameters
that a spinning LIDAR device needs for acoustic source localization and draw
a comparison to what is currently available today.
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Figure 1.1: Diagram of beamforming audio with a LIDAR device
A microphone captures audio through a thin diaphragm that vibrates as
sound hits it and generates an electrical signal. If we had an array of these mi-
crophones we could gain information on how sound reaches each microphone
differently, introducing the idea of space into our electrical signals. Some
materials also vibrate by a significant amount in the presence of sound, and
there are sensors of many types that can measure this displacement to recover
audio from these objects. If we replace every microphone with an acoustic
object that vibrates easily with the surrounding sound, a Light Detection
and Ranging (LIDAR) sensor can simultaneously scan each object and mea-
sure the acoustic displacement of these objects over time. This would mean,
combined with a LIDAR device’s current capabilities, we could obtain a 3D
visual mapping (so-called point cloud) alongside spatial audio capture ca-
pabilities in real time using a single device as shown in Figure 1.1. Should
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the feature of spatial audio processing become available to a rotating LIDAR,
this will create an interesting set of problems in array processing and sensing.
Rotating time-of-flight LIDAR devices (referred in this paper as LIDARs)
is used for modeling 3D spaces due to its ability to rapidly collect distance
measurements when placed on a spinning chassis, making the technology
useful for fields that need to quantify the layout of their environment. LIDAR
also shows promise for its ability to quickly process data to recover audio,
which other methods may not have. For these reasons, LIDARs pose an
interesting opportunity for single-device acoustic beamforming.
We cannot just apply a source localization algorithm meant for microphone
array data to a LIDAR. While a microphone array concurrently records data,
a LIDAR device sweeps around the room taking data serially. We aimed to
find a method that allows us to alter our LIDAR data to then be applicable
to a source localization algorithm.
While most of our work focuses on the LIDAR device itself, the object
that the device reads from woould also need to be studied. Not every object
vibrates a noticeable amount, let alone above severely low frequencies of
sound. While it is difficult to know an exact displacement an object can
vibrate by, we show some general characteristics that an acoustics object
should have.
Chapter 2 will contain information on some general types of laser distance
sensors, previous attempts at optical microphones, and prerequisite knowl-
edge of acoustic array processing and acoustic displacement. Chapter 3 dives
into an algorithm for source localization with LIDAR, and our attempt at
demonstrating the single-device acoustic beamforming capabilities that LI-




2.1 Light Ranging Devices
Light ranging devices use light to measure the distance from a target through
time. Also known as laser distance sensors, these devices as a whole has
uses ranging from a wildfire prevention [1] to the detection of gravitational
waves [2]. Depending on what we need from our device in terms of range,
cost, precision, and other design considerations, the ideal device for a given
problem can vary drastically. For more details on other forms of light distance
sensors and their design trade offs, consult [3].
LIDAR is a method the leverages the constant speed of light to obtain a
distance measurement between a laser emitter and a target point through
measuring the time between when a laser is pulsed and when the reflected
pulse is received. A point LIDAR device measures the distance at a single
point, and there is a demand for these sensors in consumer electronics to aid
with augmented reality [4]. With an array of these point LIDAR devices on a
spinning chassis, one can obtain a full 3D mapping of an environment which
serves as a key sensor in autonomous driving [5], robotic vision [6], and to-
pographical mapping [7]. While this is the prevalent method for quantifying
space across 3 dimensions, one current drawback is that we cannot achieve
precision under a millimeter.
Triangulation and trigonometric based light ranging sensors use the the
angle of incidence of a reflected light to determine distance. Angle-based
distance ranging is used to measure both long distance measurements such
as with stadiametric rangefinding, and short distance measurements which
is commonly used in manufacturing. At short distances, angle-based sensors
are able to provide high precision measurements, and therefore show promise
for audio recovery. If we need high precision at short range, or high range at
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low precision, these type of sensors are perfect, but if we need high precision
from afar, it will be hard to come by devices of these types that will suffice.
When is comes to measuring vibrations, laser Doppler vibrometry (LDV) is
a prevalent method. LDV is a two beam laser inferometer that determines the
frequency of movement based on the Doppler shift of reflected light into the
system. The system is good at measuring extremely small displacements and
is a has a variety of uses [8], [9]. This technology is currently the contender
for most optical microphone due to its severely high precision at large ranges,
though triangulation based sensors tend to be cheaper and may be the better
option if cost is a limiting factor.
While LIDAR is not currently be preferable to a laser vibrometer in terms
of precision of acoustic displacement at a single point, it is more suitable for
real-time processing of a large quantity of points in space. It currently more
reasonable to assume that LIDAR technology will achieve a higher precision
before LDV devices can operate on a fast spinning chassis, which makes
LIDAR our contender for single-device acoustic beamforming.
2.2 Unconventional Microphones
Research in eavesdropping techniques has led to various methods for sound
recovery through utilizing different types of sensors [10], [11], [12]. Some of
these techniques do not use a ranging sensor to recover sound, such as a
device called the Lamphone that uses a light sensor to measure the minute
changes in brightness due to the vibration of the bulb from sound [13].
The first laser microphone documented was with the Buran eavesdropping
system developed by Leon Theremin, enabling the KGB to use a new form of
eavesdropping. Nowadays the concept of a laser microphone is well known,
and is an item available for purchase for properly licensed agencies. Most of
the patents using laser microphones [14] use a form of LDV, as mentioned
earlier. LDV microphones have also occasionally been used in sensor fusion
problems, such as in [15], which used a laser microphone for aid in determin-
ing whether someone is speaking based off of the vibrations from the human
larynx.
The visual microphone by Davis et al. was able to capture audio through
the vibrations from an acoustic source on a material in a digital video. By
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measuring the slight changes in pixel color, the visual microphone could
record the audio off of a bag of chips behind pane of sound-proof glass [16].
While most unconventional microphones were geared toward surveillance,
the visual microphone paper suggested the idea of looking at different ob-
jects with the device to examine its spatial benefits, which is inline with the
purpose for the LIDAR microphone.
2.3 Acoustic Array Processing
An analysis of how basic spatial processing is done with microphone arrays
can provide insight as to how we can do the same with a single LIDAR device.
Suppose we have an array of p microphones uniformly spaced in a circle
at coordinates xi ∈ R2 ∀i ∈ [1, p] in an anechoic room. If we have an
omnidirectional acoustic source that emits sound at xs, each mic will receive
the signal at different delays which is a function of the distance di = ||xs−xi||2
divided by the speed of sound. In order to recover the signal from each
microphone, we would need to shift the signal at every mic to negate their
respective delays before summing the signal across all of the mics. This
process also represented in Figure 2.1 is called delay-and-sum beamforming,
and using this process we focus a microphone array to points in space to gain
a clearer signal from any sound originating at that point [17].
Figure 2.1: Symbolic representation of delay-and-sum beamforming
There are many source localization algorithms that can localize an acoustic
source. The specific algorithm that we use called Steered-Response Power
(SRP) source localization, which finds the location of a source by beam-
forming signals to a variety of points in space and selecting the point that
produces the output with the most energy [18]. We chose this algorithm for
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LIDAR because we could easily develop this algorithm once we had a method
for delay-and-sum beamforming.
2.4 Acoustic Displacement
We did not do any experiments relating to the acoustic displacement of spe-
cific materials, but we can gain an intuition of what will work as a suitable
material for an acoustic object through looking at how the displacement of
a membrane is modeled mathematically.
We can build a simple model for the displacement of a panel if we know
the specific constraints on our panel, sound source, and measuring location.
Let yS(x, z, t) represent the displacement of a 2D membrane S where (x, z)
are points on S and t is time in seconds. Then the equation modeling the






− c2∇2y = P
ρS
f(t),
where ρS is the surface density, β is the damping coefficient, c is the speed
of sound in S at a known tension, and P, f(t) are the spatial and time com-
ponents of the incident vibration on S. If someone were to slap a membrane
with a square mallet at a pressure of A, f(t) would be a delta function, while
P would be A at the locations of impact on S, and 0 elsewhere.
The solution for y from this equation is dependent on the boundary condi-
tions of S and the forcing function on the membrane. Suppose our conditions
for an acoustic panel closely follow that of the circular diaphragm of a con-
denser microphone, where our displacement will have circular symmetry. If
we have a constant P and f = ejωt the displacement at the center of the














where T is the tension of the S and is proportional to the surface density
of S, k is the angular wavenumber, and J0 is the zeroth-order Bessel function.
If our frequency is below the lowest resonance, we can use the real part of k
for a close approximation without knowledge of the damping coefficient.
While membranes of different shapes will yield different solutions, we can
still gain a few insights from these equations. The first is that as our audio
increases in frequency, we will see a decrease in displacement as the k2 will
control the equation. Another is that we will achieve a higher displacement
if our material has a smaller surface density, which relates to the tension
of the material. As we take recordings of various materials and examine





3.1 Simulation of Source Localization with LIDAR
In the case where we have a perfect LIDAR device that can capture signals
from each object with a high signal-to-noise ratio (SNR), we would still need
a different algorithm to then localize a source. As mentioned earlier in our
thesis, the sequential reading of every acoustic object done by a LIDAR
will produce different signals than the signals we capture from a microphone
array.
Say that we replace every microphone with an acoustic object and have
a rotating LIDAR device at the center as shown in Figure 3.1. The LIDAR




between the sampling of sequential panels. If the acoustic source is emitting
a signal s(t), LIDAR will sample the ith acoustic object that is φi radians
from the LIDAR starting position at di meters away as






Within the function input on the RHS of the equation, the first term refers
to the periodic sampling that the LIDAR does once per rotation, the second
term is the time the LIDAR takes to travel to φi, and the third term is the
time-of-flight delay of sound from the source to each microphone. With the
LIDAR setup, we have another delay on top of the current delay we negate
for beamforming. However, we know the extent of the rotational delay so we
can apply the fractional sample delay in the frequency domain, where Si(k)
is the discrete Fourier transform of si[n], to get the shifted signal as





2π ∀i = [1 . . . p] (3.2)
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Figure 3.1: LIDAR array processing simulation. The green dots forming a
circle indicate Acoustic Objects, the Orange dot at [-2.7,1.6] is the acoustic
source, and the x at the center is the LIDAR location. On the top left of
the figure is the output of the algorithm compared to the actual location.
From there we can beamform as we would in the microphone setup. In
our case, we ran the shifted data through the SRP algorithm where our
predicted location z is mathematically defined in Equation 3.3, where Li is
the locations of our acoustic objects and Z is the set of all locations that we
iterate through. In the top of Figure 3.1, we see the algorithm can locate a
















3.2 Examining a rotating LIDAR’s current capabilities
While we show that we can localize a source in the LIDAR setup, there are
limitations preventing us from localizing with a commercially available VLP-
16 sensor from Velodyne [20]. Our first stopgap is that the sensor’s rotational
frequency can only go as high as 20 Hz, which means our algorithm will only
capture movements at 10 Hz or lower. Given that the human hearing range
only goes as low as 20 Hz, we would have to alter the algorithm to utilize
the high amount of samples the LIDAR device acquires per revolution. Even
after accounting for the rotational frequency, we found the the VLP-16, along
with most other rotating LIDAR device today, only has a millimeter level
precision as shown in Figure 3.3 when we require a device that is closer to a
micrometer scale of resolution. Precision is the main limiting factor, as there
exists plenty of rotating LIDARs that have 100 Hz rotational frequency.
Figure 3.2: Recording setup for the VLP-16
Just because current LIDARs cannot be utilized for audio recovery does not
mean that future developments in the field won’t lead to further capabilities
in this technology. We can still show LIDAR’s potential for audio recovery
and source localization through achieving this with another optical device.
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Figure 3.3: Timestamp vs. Distance of one sweep of the VLP-16
3.3 Audio Recovery with Laser Distance Sensor
After determining that the VLP-16 sensor would not recover audio, we de-
cided that the best course of action was to find a point sensor that had high
precision with a high sampling rate and therefore we decided to purchase a
OM70 high precision laser distance sensor from Baumer [21]. This sensor has
micrometer level precision with a refresh rate of 2500 Hz, so there should be
no reason that we can’t recover audio. So we tested our setup on multiple
types of materials to see if we could recover audio.
We knew that thin materials would be our most successful outcome for
recovering audio, but unlike previous optical microphones, we couldn’t use
this sensor for transparent objects like glass or clear cellophane. We ended
up looking at three different materials: a speaker cone, a sheet of aluminium
foil, and a balloon. For each material, we played a series of tones and chirps
through a speaker at roughly 100 dB and recorded the displacement. An
example of the setup with a balloon can be found in Figure 3.4. We then
band pass filtered out the inaudible frequencies and took the Short Time
Fourier Transform (STFT) with a dft size of 1024, hop size of 256, and a
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hamming window applied at every frame.
Figure 3.4: Setup of a Baumer sensor incident on a balloon next to a
speaker.
As you see in Figure 3.5a we were able to get a clear STFT using a laser
of the speaker cone. This discovery was good news, because if we couldn’t
get audio from the vibrations of the sound source, it would be unlikely that
we could get it from another material. The resonances that appear in the
STFT are a result of the speaker cone as a system, and we can expect our
materials to vibrate at different resonances.
After we could recover sound from the speaker head, we had to show that
we could still recover sound from materials through the air. Given that
the energy of sound doesn’t decrease significantly as it propagates for a few
meters, we speculated that it should be possible for sound recovery should
be possible with the right material. As shown in Figure 3.6 we were not able
to get some of the higher frequencies from our foil, this is most likely due to
a property of the material itself. As discussed in Chapter 2, it will be harder
for higher frequencies to cause significant displacement, so this finding was
not surprising. We had more impressive results when we looked at the signal
from the balloon, shown in Figure 3.7a. We played a different signal than our
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(a) Diagram of STFT taken from
the sensor on the speaker cone
(b) Diagram of STFT of the signal
played through the speaker for
Figure 3.5a
Figure 3.5: STFTs of the original signal (b) and the recorded signal off of
the speaker cone(a)
foil signal, but it is evident that the balloon can record at higher frequencies
than the foil.
3.4 Source Localization with Laser Distance Sensor
While we don’t have the means for simultaneous recordings, we can still
show the array capabilities a rotating LIDAR could hold through sequential
recordings, where we move the sensor to a different balloon each time. If
we show that the time-delay-of-arrival (TDOA) corresponds to the balloon
distance, we can show that we can beamform using delay-and-sum beam-
forming and therefore the SRP algorithm can also be utilized [17], [18]. This
requires a system that can play sound through the speaker and record the
sensor data synchronously, since we are dealing with sub millisecond delays
that can cause large errors when controlled by solely humans. Using a PXI
system, which is an advanced test and measurement system, we were able to
make a play and capture system that was consistent.
Using a setup shown in Figure 3.8, I obtained recordings at each balloon.
I chose to use a balloon array based on the balloon’s performance at higher
frequencies compared to an aluminum foil in the previous section. Detailed
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Figure 3.6: Diagram of STFT taken from the sensor on a sheet of
aluminium foil, the original signal is at Figure 3.5b.
in Figure 3.9, the yellow balloon forms a right angle with the red balloon and
the speaker with a distance of 0.62 meters from the yellow balloon and the
speaker and a distance of 0.46 meters between the two balloons. Under this
setup, we should expect that the red balloon should receive the same signal
roughly 0.00044 seconds after the yellow balloon. We can acquire the delay
between two shifted signals through taking the time relating to the argmax
of the cross correlation of the two signals. As shown in the correlation graph
of the signals from each balloon in Figure 3.10, we find that our experimental
results match our calculations.
Showing that we can recover the TDOA across two balloons is an important
step towards beamforming with lasers. Since the question we form changes
from if we can utilize audio’s spatial information through lasers, to how
efficiently can we do acoustic array processing with lasers.
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(a) Diagram of STFT taken from
the sensor on a yellow balloon
(b) Diagram of STFT of the signal
played through the speaker for
Figure 3.7a
Figure 3.7: STFTs of the original signal (b) and the recorded signal off of
the yellow balloon (a).
Figure 3.8: Setup of binaural balloon array
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Figure 3.9: A top-down diagram of Figure 3.8





We have examined the criterion for both an acoustic object and a rotating
LIDAR for acoustic source localization with a single device, and determined
the main factor preventing the current utilization of LIDARs in this manner
is the precision. We also modified the SRP algorithm for single-device source
localization, and showed that we can measure the time difference of arrival
on a balloon array using a triangulation based sensor.
Progression in this project can happen in a number of directions. More
work can be done in determining materials that can serve as acoustic objects
for a LIDAR. While the intuition that thin materials will vibrate more has
yielded results in this thesis, we have seen with the aluminium foil that the
assumption will not always work. Once we have a better understanding on
the frequency responses of certain materials, an interesting problem to solve
would then be how we could read off of different materials and gain spatial
information with a LIDAR device.
Another direction that this project can go is towards examining a variety of
other source localization algorithms. We can apply other source localization
algorithms that work for microphone arrays onto our LIDAR object array in a
manner similar to Algorithm 1. However, I think a more interesting problem
would be to look at algorithms that can localize within only a few rotations of
the LIDAR. This would serve as beneficial in the situation where a LIDAR’s
rotational frequency is not high enough to be an adequate sampling frequency
at every object, but the LIDAR itself has a fine angular resolution between
points.
The problem that this thesis aims to solve is interesting, because it seeks
to find answers for a problem that cannot be implemented today. If everyone
who is working or will work in in LIDAR systems suddenly retired, this thesis
would be impractical with the devices we currently have. However, given the
high demand for developments in LIDAR technology, I think that we will
17
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