We analyze fading relay networks, where a single-is concluded, through simulations, that a K-relay cyclic delay antenna source-destination terminal pair communicates through diversity system can achieve a diversity gain of K. In [5] , it is a set of half-duplex single-antenna relays using a two-hop proto-demonstrated that phase-rolling at the relay level can achieve col with linear processing at the relay level. A family of relaying schemes is presented which achieves the entire optimal diversity-second-order diverslty. The contributions in this paper can be multiplexing (DM) tradeoff curve. As a byproduct of our analysis, summarized as follows:
I. INTRODUCTION
provide a sufficient condition on the proposed class of relay Efficientlyutilizing the av l d d s l .diversity transmit diversity schemes to be optimal with respect to Efficentlyutilzinghe aailabe disribued sptial(w.r.t.) the entire DM-tradeoff curve as defined in [8] . The in wireless networks is a challenging problem. In this paper, we tol use tore DM-tradeoff oi tye a m e consider fading relay networks, where a single-antenna source-for utinth opm DM-tradeoff curei setive destination terminal pair communicates through a set of K f gor computng the optimal DM-tradeoff curve on selechives half-duplex single-antenna relays. We assume that there is no .
. ' direct link between the source and the destination terminals and described in [3] . communication takes place using a two-hop protocol over two Notation: The superscripts T,H and * stand for transpose, contime slots. The source terminal and the relays do not have any jugate transpose, and conjugation, respectively. xi represents channel state information (CSI), and the destination terminal the ith element of the column vector x, and [X]i stands for knows all channels in the network perfectly.
the element in the ith row and jth column of the matrix X.
Previous work: For setups similar to that described above, X o Y denotes the Hadamard product of the matrices X and Y. Laneman and Wornell [1] propose space-time coded cooperative rank(X) stands for the rank of X. Tr(X) and X F denote the diversity protocols achieving full spatial diversity gain (i.e., the trace and the Frobenius norm of X, respectively. IN is the N x N diversity order equals the number of relay terminals). For the identity matrix. 0 denotes the all zeros matrix of appropriate size. setup considered in this paper, Jing and Hassibi [2] analyze We say that the square matrices X and Y are orthogonal to each distributed linear dispersion space-time coding schemes and other if (X, Y) = Tr (XYH) = 0. All logarithms are to the show that a diversity order equal to the number of relay terminals base 2. diag (a,, a2 ,... , aN) denotes the N x N diagonal matrix can be achieved. In [3] , assuming the presence of a direct link with ai on diagonal entry i. The N x N discrete Fourier transform between source and destination, Azarian et al. show that an exten-(DFT) matrix F is defined as [F]ln N=e-N sion (to the multi-relay case) of a protocol previously introduced X -CAV(O, 72) stands for a circularly symmetric complex in [4] is diversity-multiplexing (DM) tradeoff optimal.
Gaussian random variable (RV) with variance 92. Let the positive Contributions: In this paper, we are interested in a class of RV X be parametrized by p > 0. The exponential order of X simple relaying schemes which is based on linear processing at in p is defined as v log X f (p) _g(p) denotes exponential the relay level and hence converts the overall channel between equality, in p, of the functions f (.) and g(.), i.e., application of standard forward error correction coding over the resulting selective-fading SISO channel. The class of relaying II. SYSTEM MODEL schemes analyzed in this paper encompasses phase rolling [5] , Preliminaries. We consider a wireless network with K + 2 [6] and cyclic delay diversity [7] at the relay level. In [7] (4) is achieved Communication takes place over two time slots. In the first by i.i.d Gaussian codebooks. The corresponding MI is given by time slot, S transmits N symbols consecutively. The relay terminals process the received length-N sequence using a linear 1 N-1 transformation as described in the signal model below and I(y; x Hen) 2N S log(1 + PAm(HeffH f)) (5) transmit the result during the second time slot to D, while n=O S remains silent. We assume that S and the relay terminals where the factor 1/2 is due to the half-duplex constraint.
do not have CSI, whereas D knows fi, hi (i = 1, 2, ... , K)
The DM-tradeoff realized by a family (one at each SNR p) perfectly. For simplicity, we assume perfect synchronization of codebooks Cr with rate R = r log p, where r C [0, 1/2], is of the entire network and ignore the impact of shadowing and given by the function pathloss. Throughout the paper, we assume that N > K.
Signal model: The vectors x, ri, y E CN represent the d(r) =lim log Pe(p, r) transmitted signal, received signal at Ri, and received signal P-o log p at D, respectively. The vector ri is given by where Pe (p, r) is the error probability obtained through maximum likelihood (ML) decoding. We say that Cr operates at ri = pfix + wi, 1, 2,. . , K
(1) multiplexing gain r. For a given SNR p, the codebook Cr (p) C Cr where p denotes the average signal-to-noise ratio (SNR) (for all contains p2Nr codewords xi. links) and wi is the N-dimensional noise vector at Ri, with i.i.d.
Next, we compute the optimal DM-tradeoff curve, as defined CJV(O, 1) entries. The wi are independent across i as well. The in [8], for the effective channel Heff and provide a sufficient transmitted signal x obeys the constraint E{xHx} = N. condition on the matrices Gi (i = 1, 2, .. ., K) in conjunction
The relay terminal Ri applies a linear transformation accord-with a family of codebooks Cr (r C [0, 1/2]) to be DM-tradeoff ing to Giri, where the N x N matrix Gi satisfies GiGH= optimal. Following the framework in [8], we define the probak 'N, scales the result and transmits the signal /4G ri This bility of outage at multiplexing gain r and SNR p as ensures that the per-relay transmit power (per dimension) is given P0 (p, r) = IP[I(y; x Heff) < r log PI (6) by p. We emphasize that enforcing a per-relay transmit power of p/K, which leads to a total transmit power (across relays) of Directly analyzing (6) is challenging as closed-form expressions p, does not change the main statements and conclusions in the for the eigenvalue distribution of Heff do not seem to be available. remainder of the paper. The overall input-output relation reads However, noting that K = fiGix+ (2) I(y; x Heff) < IJ(y; x Heff) (7) i=1VPi where where the effective noise term z (when conditioned on h) is circu- 
Let {G1,G2,..., GK} be a set of transformation matrices putting rank( (Ax)) into the form of the right-hand side of (14) and C, a family of codebooks such that for any codebook and applying the remaining steps in the argument for the cyclic C, (p) C Cr and any two codewords x, x C C1 (p) the condidelay diversity case. While the (numerical) results in [7] , [5] are tion rank((Z(Ax)) = K holds. Then, the ML decoding error for the r = c case, our analysis reveals optimality of cyclic probability satisfies delay diversity and phase-rolling for the entire DM-tradeoff curve, provided the codebooks satisfy the full-rank condition Pe (p, r) .
(1) in Theorem 1. We finally note that cyclic delay diversity and Proof: See Appendix A.
* phase-rolling are time-frequency duals of each other in the sense Discussion: Theorem 1 shows that the DM-tradeoff properties that the linear transformation matrices for the two schemes obey of the half-duplex relay channel in (4) are equal to the "coop-G-=1FPN FH erative upper bound" (apart from the factor 1/2 loss, which is
Relation to approximately universal codes [10] : For the halfdue to the half-duplex constraint) corresponding to a system duplex relay channel investigated in this paper, a family of codes with one transmit and K cooperating receive antennas. Noise C1 is DM-tradeoff optimal if forwarding at the relay level and the lack of cooperation, hence, /min(p) i p (15) do not impact the DM-tradeoff behavior, provided the matrices Gi and the family of codebooks C, are chosen according to where Umin(p) is the smallest eigenvalue of ( (Ax)) H (Ax) the conditions in Theorem 1. Azarian et al. [3] , assuming the over all Ax = -x with x, x e C, (p). This result follows presence of a direct link between source and destination, show immediately from (29) in the proof of Theorem 1. Based on (15), that extending Protocol I in [4] to the multi-relay case by allowing we can conclude (using the same arguments as in Sec. IV. A only one relay to transmit in a given time slot yields DM-tradeoff in [9] ) that any family of codes C1 satisfying (15) will also be optimality w.r.t. the entire DM-tradeoff curve. Our results show, approximately universal in the sense of [10, Th. 3.1] . however, that DM-tradeoff optimality can be obtained even if all Relation to code design criteria for point-to-point case: We relays transmit in all time slots as long as the full-rank condition conclude our discussion by pointing out that the conditions of in Theorem 1 is satisfied. Another immediate conclusion that Theorem 1 guarantee DM-tradeoff optimality in point-to-point can be drawn from Theorem 1 is that cyclic delay diversity [7] multiple-input single-output systems as well. and phase-rolling [5] , [6] at the relay level are optimal w.r.t. the entire DM-tradeoff curve, provided the delays, the modulation IV. CONCLUSIONS frequencies and the codebooks are chosen appropriately. This
We introduced a family of linear relay processing schemes can be seen as follows. We start by noting that the cyclic delay achieving the optimal DM-tradeoff curve of half-duplex relay diversity scheme [7] can be cast into our framework by setting channels. Cyclic delay diversity and phase-rolling were shown 1=gXPi where Pi denotes the permutation matrix that, to be (DM-tradeoff optimal) special cases. Our analysis can when applied to a vector x, cyclically shifts the elements in x readily be extended to account for the presence of a direct link up by i -1 positions.With between the source and the destination terminals. Finally, we note that the DM-tradeoff framework seems to be too crude (Pi:pj)= N i (12) to quantify potential performance differences between relay 1O, i#i transmit diversity schemes with different eigenvalue spread of the condition rank((Z(Ax)) = K takes a particularly simple the Gramian matrix of the Gi. form, namely (FAx)k 0 for all k e {1, 2, ... , N}. To see this APPENDIX A note that rank(b(Ax)) = rank(Fb(Ax)) and Pi = FHAiF 1dr (-r,rC[,12 In the case of phase-rolling [5] , [6] , we have Gi 1 A Again, the condition rank(b(A\x)) =K takes a particularly In the following, we shall show that this upper bound is achievsimple form, namely (A\x)k 7 0 for all k C {1, 2, ... ., N}. The able, despite the lack of cooperation between the relay terminals, proof of this statement follows by considering b (Ax) directly, provided that, for every r C [0, 1/2], C1.(p) C C1. satisfies rank( (Ax)) = K for all Ax = -x with x, x e Cr(p). and the lower bound where the exponential equality in (24) is proved using a Taylor where (28) follows since the event 5 requires that series expansion of 1 -F1 (I/I) around x = 0 and invok-ZK pl-vi-i > p2r. Finally, inserting (28) [12] H. B6lcskei, R. U. Nabar, 0. Oyman, and A. J. Paulraj, "Capacity scaling <.exp 4(1 + K) /1 min(P) (27) laws in MIMO relay networks," IEEE Trans. Wireless Comm., vol. 5, no. 6, pp. 1433 vol. 5, no. 6, pp. -1444 vol. 5, no. 6, pp. , Jun. 2006 where Umin(p) denotes the minimum eigenvalue of [13] R. A. Horn and C. R. Johnson, Matrix Analysis. New York, NY:
(4AX)H 4Ax an 2)flosfo apyigte Cambridge Press, 1985. (b (Ax)) b (Ax) and (27) <.exp[0_/.,()pr (28) 
