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STATIC ELECTRON-POSITRON PAIR CREATION IN
STRONG FIELDS FOR A NONLINEAR DIRAC MODEL
JULIEN SABIN
Abstract. We consider the Hartree-Fock approximation of Quantum Electro-
dynamics, with the exchange term neglected. We prove that the probability
of static electron-positron pair creation for the Dirac vacuum polarized by an
external field of strength Z behaves as 1 − exp(−κZ2/3) for Z large enough.
Our method involves two steps. First we estimate the vacuum expectation of
general quasi-free states in terms of their total number of particles, which can
be of general interest. Then we study the asymptotics of the Hartree-Fock
energy when Z → +∞ which gives the expected bounds.
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Introduction
In 1930, Dirac [8] suggested the idea of identifying the vacuum with a sea of
virtual electrons with negative kinetic energy. His theory implies that when a suf-
ficiently strong source of energy is provided to the vacuum, some virtual electrons
are excited into real electrons, leaving “holes” in the Dirac sea. These holes can be
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interpreted as positrons, the anti-particles of the electrons, which were experimen-
tally observed in 1933 by Anderson [1]. The extraction of an electron from the Dirac
sea is usually called electron-positron pair creation. Sauter [26], and Heisenberg-
Euler [18] considered the possibility that an external electromagnetic field could
excite the Dirac sea to create those pairs. Schwinger [28] then computed the prob-
ability of dynamical pair creation by a constant, uniform, external electric field in
the framework of Quantum Electrodynamics (QED). The specific phenomenon of
pair production triggered by an external, non-quantized field is thus labeled the
Schwinger effect. It is remarkable that this effect is different from the absorption
of photons by the vacuum, which is another possible source for pair creation. The
Schwinger effect is based on the fact that the vacuum acts as a polarizable medium
which can decay into electron-positron pairs when excited by a sufficiently strong
electric field. Although the modern formulation of QED no longer describes the
vacuum as a sea of virtual particles, Dirac’s theory is still valid in the mean-field
approximation [16].
Experimentally, pair creation in electric fields has not been observed yet because
it is only non-negligible in a very strong field. However, recent progress in laser
physics have permitted to create very strong fields, making the observation of the
Schwinger effect possible in the near future [9, 30, 5].
One has to distinguish between dynamical and static pair creation. Dynamical
pair creation consists in studying the time evolution of the vacuum state when an
external field is progressively turned on, so that a pair consisting of a scattering
electron and a corresponding hole in the Dirac sea is created. The external field is
then progressively switched off, and one has to check if the pair still exists when the
field is completely turned off. Static pair creation, on the other hand, consists in
the study of the absolute ground state (the polarized vacuum) of the Hamiltonian
in an external field. Therefore, it is a time-independent process. In this context,
the vacuum with an additional particle is energetically more favorable than the
vacuum without particle. Static pair creation is easier to study than dynamical
pair creation, but it is also a bit less relevant from the physical point of view.
When the interactions between particles are neglected (the so-called linear case),
static pair creation was mathematically studied by Klaus and Scharf [20]. They
proved that the probability of pair creation becomes 1 when the strength of the
positive external field sufficiently increases such that an eigenvalue of the Hamil-
tonian of the system crosses zero. In the linear case, dynamical pair creation is a
very involved phenomenon, whose properties were mathematically understood very
recently. Nenciu [22, 23] proved that there is a discontinuity in the probability to
create pairs as the strength of a specific external field increases, in the adiabatic
limit. Later on, Pickl and Du¨rr [25, 24] proved that the probability of pair creation
tends to 1 in the adiabatic limit, for general over-critical external fields, by care-
fully studying the resonances created by the eigenvalues diving into the essential
spectrum of the Hamiltonian of the system.
This article is devoted to the mathematical study of static pair creation in a non-
linear model describing the polarized vacuum, taking into account the interactions
between particles. This model was first proposed by Chaix and Iracane [6] in 1989
and it has recently been given a solid mathematical ground in a series of papers by
Gravejat, Hainzl, Lewin, Se´re´, and Solovej [13, 14, 17, 15, 10]. As in those papers,
the main difficulty of our work is the nonlinearity of the model. The more involved
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study of dynamical pair creation for the same model will be the subject of future
work.
In the considered model, the polarized vacuum in a potential generated by a
density of charge Zν is described by an operator PZ on L
2(R3,C4) (a density
matrix). This operator is a solution to the nonlinear equation{
PZ = χ(−∞,0](DZ) + δ
DZ = D
0 + α
(
ρPZ− 12 − Zν
)
⋆ | · |−1 ,
where D0 := −iα · ∇ + β is the (free) Dirac operator and δ is any self-adjoint
operator such that 0 6 δ 6 1 with rank(δ) ⊂ ker(DZ). Discarding the operator δ,
we see that PZ is the ground state in the grand canonical ensemble of a dressed
Dirac operator with density of charge Zν perturbed by the density ρPZ− 12 of the
vacuum. The polarized vacuum therefore interacts with itself.
We shall consider the operator PZ in the limit Z → +∞. Of our particular inter-
est is the probability that pairs are generated, which is a nonlinear function of PZ
(see Section 1.1 below). The usual picture [20, 27, 12] is that if the first eigenvalue
λ1(Z) of DZ is negative, as showed in Figure 1, then the vacuum becomes charged
and the probability of creating at least one pair is 1. In the linear case, Hainzl [12]
showed that the charge of the vacuum in the external density Zν is exactly the
number of eigenvalues (counted with multiplicity) of the operator D0− tZν ⋆ | · |−1
crossing 0 when we increase t from 0 to 1. However, because of the nonlinearity of
the model we study, detecting for which values of Z the first eigenvalue will cross
0 is very difficult. However, the probability of pair creation can be very close to 1
without any crossing, as we will explain in Section 1.1.
0
λ1(Z)
1−1
b b b b b b
Figure 1. Spectrum of the mean-field one body Hamiltonian DZ .
More precisely, we prove that the probability of static pair creation behaves as
1 − exp(−κZ2/3) (see Theorem 1), where Z is the charge of a nucleus put in the
vacuum, and κ is a constant depending on different parameters of the model such as
the cut-off or the shape of the nucleus. The proof relies on the large-Z asymptotics
of the polarized vacuum energy, which is obtained by using an appropriate trial
state. This implies that the average number of particles of the polarized vacuum is
of order Z2/3. We then use general estimates showing that the probability to create
pairs for a quasi-free quantum state is bigger than 1− exp(−κ′N), where N is the
average number of particles of the quantum state and κ′ is a universal constant.
Since for the polarized vacuum N ≃ Z2/3, the result follows.
The paper is organized as follows. In Section 1 we introduce the Bogoliubov-
Dirac-Fock model and we state our main result. In Section 2, we prove the general
estimates on quasi-free states on Fock space, which are of independent interest. In
the end of Section 2 we come back to our particular setting. In Section 3, we study
the large-Z asymptotics of the polarized vacuum energy. Finally, in Section 4 we
prove Theorem 1 using the tools developed in Section 2 and 3. In Appendix A, we
recall some properties of product states, which are used in Section 2.
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1. Estimate on the probability to create pairs
1.1. Probability to create a pair. The first quantity to define is the probability
to create a pair. Let H+,H− be (separable) Hilbert spaces, representing the one
particle (resp. anti-particle) space. The natural space to describe a system with an
arbitrary number of particles/anti-particles is the Fock space
F0 := F(H+)⊗F(H−),
with the usual notation F(H) := ⊕N>0 ∧N1 H for any Hilbert space H and with
the convention ∧01H := C. We also define the vacuum state Ω := Ω+ ⊗ Ω− ∈ F0
where Ω± := 1 ⊕ 0 ⊕ 0 · · · ∈ F(H±). Recall that a state over F0 can be defined 1
as a positive linear functional ω : B(F0) → C with ω(IdF0) = 1, where B(F0) is
the set of all bounded linear operators on F0. Notice that any normalized ψ ∈ F0
defines a state ωψ (called pure state) by the formula ωψ(A) = 〈ψ,Aψ〉F0 , where
〈·, ·〉F0 is the usual inner product on F0. Following [24, Corollary 4.1], [31, Eq.
(10.154)], and [23, Section 2], we define the probability p(ω) for a state ω to create
a particle/anti-particle pair by
(1.1) p(ω) := 1− ω (|Ω〉〈Ω|) ,
where |Ω〉〈Ω| ∈ B(F0) is the orthogonal projection on CΩ. For a pure state ψ =
ψ0,0⊕ψ0,1⊕ψ1,0⊕· · · ∈ F0, we have p(ωψ) = 1−|ψ0,0|2.Therefore, p(ωψ) = 0 if and
only if ψ = Ω (the vacuum has probability zero to create pairs), while p(ωψ) = 1
if and only if ψ0,0 = 0. In the latter case, notice that ψ does not litterally contain
pairs, in the sense that its number of particles may not be equal to its number of
anti-particles. This definition merely measures the probability that a state contains
real particles/anti-particles.
Typically, Ω represents the free (or bare) vacuum and we want to measure the
probability of a perturbation Ω′ of Ω, representing the polarized (or dressed) vac-
uum in the presence of an external electric field, to have pairs. Assuming that Ω′
is a pure quasi-free state, we have the well-known formula (see e.g. [31, Theorem
10.6], [4, Theorem 2.2], or [15, Theorem 5])
(1.2) Ω′ =
∏
i>1
1√
1 + λ2i
N∏
n=1
a∗0(fn)
M∏
m=1
b∗0(gm)
∏
i>1
(1 + λia
∗
0(vi)b
∗
0(ui))Ω,
where a∗0 (resp. b
∗
0) is the free particle (resp. anti-particle) creation operator,
(fn)n ∪ (vi)i (resp. (gm)m ∪ (ui)i) is an orthonormal set for H+ (resp. H−), and
(λi)i ∈ ℓ2(R+).
From the formula (1.2), we see that p(ωΩ′) = 1 as soon as N > 0 or M > 0.
Moreover, in this case real particles in the states (fn)n and real anti-particles in the
states (gm)m have been created. In the linear case, Klaus and Scharf [20] proved
that N,M 6= 0 if the external field is strong enough. However, there can be a high
1For convenience, we will later define a state as a linear form on the tensor product of CAR
algebras A[H+] ⊗ A[H−] ⊂ B(F0), which in our context does not change anything since all the
states we consider are normal.
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probability to create pairs even when N = M = 0. Indeed, since in this case we
have
|〈Ω′,Ω〉F0 |2 =
∏
i>1
1
1 + λ2i
,
one sees that p(ωΩ′) is close to 1 when the λi are large enough. One simple condition
is that
∑
i λ
2
i (1 + λ
2
i )
−1 is large enough, by the inequality∏
i>1
1
1 + λ2i
6 exp
[
−
∑
i
λ2i
1 + λ2i
]
.
Note that this is indeed (half) the average total number of particle of the state Ω′
(number of particle + number of anti-particle),
ωΩ′(N ) = 2
∑
i
λ2i
1 + λ2i
,
where N is the usual number operator on F0 (see formula (2.15)). Hence p(ωΩ′)
is close to 1 when ωΩ′(N ) is large enough. While the non-vanishing N,M case
can be interpreted as the creation of real particles, this second explanation for an
increasing p(ωΩ′) can be interpreted as a “virtual pair creation”. In this article, we
study an analog of “virtual pair creation” for more general states than those given
by formula (1.2).
1.2. Static pair creation in the reduced BDF approximation. For nonin-
teracting electrons in an external field V , the polarized vacuum Ω′ is the unique
Hartree-Fock state whose density matrix is [20, 12]
P = χ(−∞,0](D0 + V ).
In this article, we will rather use the reduced Bogoliubov-Dirac-Fock approximation,
a non-linear model enabling to describe an interacting vacuum in which V is a
function of P itself. It was introduced by Hainzl, Lewin, Se´re´ and Solovej in a
series of articles [13, 14, 17, 15] after the pioneering work of Chaix, Iracane, and
Lions [6, 7]. We will now briefly recall the model and the results needed for our
study.
In units where m = c = ~ = 1, the reduced Bogoliubov-Dirac-Fock (rBDF)
energy functional is the (formal) difference between the energy of the state P and
that of the free vacuum P 0− = χ(−∞,0](D0), with the exchange term dropped. It
depends only on the variable Q = P − P 0−,
(1.3) EνrBDF(Q) := Tr0(D0Q)− αD(ρQ, ν) +
α
2
D(ρQ, ρQ).
Here, α > 0 is the coupling constant and ν : R3 → R is the external charge density
belonging to the Coulomb space
C :=
{
f ∈ S ′(R3) :
∫
R3
|f̂(k)|2
|k|2 dk < +∞
}
,
endowed with the inner product D(ρ1, ρ2) =
∫ |k|−2ρ̂1(k)ρ̂2(k) (the hat denotes the
Fourier transform2). We also use the notation ‖ρ‖C = D(ρ, ρ)1/2 for any ρ ∈ C. In
2Our convention is f̂(k) = (2pi)−3/2
∫
R3
f(x)e−ik·x dx, ∀k ∈ R3.
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order to define the domain of the rBDF energy functional, let us fix a cut-off Λ > 0
and define the one-particle Hilbert space
HΛ :=
{
f ∈ L2(R3,C4), supp f̂ ⊂ B(0,Λ)
}
.
The operator D0 = −iα · ∇ + β is the usual Dirac operator on L2(R3,C4), where
α1, α2, α3, β are the Dirac matrices acting on C
4,
αi =
(
0 σi
σi 0
)
, i = 1, 2, 3, β =
(
IdC2 0
0 −IdC2
)
,
and (σi)i=1,2,3 are the Pauli matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The operator D0 stabilizes HΛ, and its restriction to HΛ defines a bounded
operator on HΛ, which we still denote by D
0. For convenience we introduce P 0+ :=
1−P 0−. We denote by Sp(H) the Schatten class of all bounded operators A on the
Hilbert space H such that Tr(|A|p) < ∞. For any operator Q on HΛ and for any
ε, ε′ ∈ {+,−}, we let Qεε′ := P 0εQP 0ε′ and we define
S1,P 0
−
(HΛ) := {Q ∈ S2(HΛ), Q++, Q−− ∈ S1(HΛ)} .
It is a Banach space endowed with the norm
‖Q‖1,P 0
−
:= ‖Q++‖S1 + ‖Q−−‖S1 + ‖Q+−‖S2 + ‖Q−+‖S2 .
For any Q ∈ S1,P 0
−
(HΛ), we define its generalized trace by
Tr0(Q) := Tr (Q++ +Q−−) ,
and its density ρQ by ρQ(x) := TrC4(Q(x, x)) for all x ∈ R3, where Q(x, y) denotes
the 4 × 4 matrix kernel of Q. This density ρQ is well defined since supp Q̂(·, ·) ⊂
B(0,Λ) × B(0,Λ) implies that Q(·, ·) is smooth. Furthermore, it is proved in [15,
Lemma 1] that ρQ ∈ L2(R3) ∩ C for any Q ∈ S1,P 0
−
(HΛ). We conclude that the
rBDF energy functional is well-defined on the convex set
(1.4) K :=
{
Q ∈ S1,P 0
−
(HΛ), Q = Q
∗, −P 0− 6 Q 6 1− P 0−
}
.
Notice that the kinetic part of the rBDF energy is well defined since
Tr0(D
0Q) = Tr(|D0|(Q++ −Q−−)).
The variational set K is the convex hull of {P − P 0−, P = P 2 = P ∗, P − P 0− ∈
S2(HΛ)}, where P is the density matrix of a pure Hartree-Fock state, which is a
Hilbert-Schmidt perturbation of the free vacuum P 0−. The rigorous derivation of
the rBDF energy functional and the motivation for this functional setting can be
found in [17, 13].
For any Z > 0 and ν ∈ C, the rBDF energy functional EZνrBDF admits global min-
imizers QZ on K. Minimizers are not necessarily unique, but they always share the
same density ρZ := ρQZ . Any minimizer QZ satisfies the self-consistent equation
(1.5)
{
QZ = χ(−∞,0](DZ)− P 0− + δ
DZ = D
0 + α (ρZ − Zν) ⋆ | · |−1 ,
where δ is a self-adjoint operator such that 0 6 δ 6 1 and rank(δ) ⊂ ker(DZ).
Hence, uniqueness holds if and only if ker(DZ) = {0}. Notice that since the density
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ρZ is unique, the operator DZ is itself unique. Any minimizer of EZνrBDF on K is
interpreted as a generalized one-particle density matrix of a BDF state ωZνvac (see
Section 2.6) representing the polarized vacuum in the potential Zν ⋆ | · |−1. When
there is a unique minimizer QZ , it is a difference of two projectors and hence it
is the generalized one-particle density matrix of a pure state. We emphasize that
there is no charge constraint in this minimization problem: In fact, the polarized
vacuum could (and should) be charged when Z is very large. In this case, one may
think that an electron-positron pair is created, with the positron sent to infinity.
We want to estimate p(ωZνvac) in terms of Z, and confirm the picture that the
stronger the field, the more pairs are created. As a consequence, we will fix a non-
zero density ν (interpreted as the shape of the external charge density) and study
pZ := p(ω
Zν
vac) for Z > 0 large. Our main result is the following.
Theorem 1. Let α > 0 and Λ > 0. Let ν ∈ C such that ∫
R3
(1 + |x|)|ν(x)| dx <∞
and q :=
∫
R3
ν 6= 0. Then, there exists a constant Z1 > 0 and a constant κ > 0
such that for all Z > Z1 we have
(1.6) pZ > 1− e−κZ2/3 .
The constant Z1 is equal to Z˜1/
∫
R3
|ν| where Z˜1 is defined in Equation (3.8) and
Z˜1 depends only on Λ, α, |q|, and
∫
R3
|x||ν|. The constant κ equals 0.0941248 . . .×
C(
∫
R3
|ν|)2/3, where C is defined in Equation (3.9) below.
Remark 1.1. The assumption |x|ν ∈ L1(R3) allows us to have an explicit estimate.
If we remove this assumption, we can still prove the weaker result that pZ → 1 as
Z →∞. In the sequel, by rescaling Z if needed, we will assume that∫
R3
|ν| = 1.
If
∫
ν = 0, we expect an asymptotics lower than Z2/3, but we are unable to prove
it.
Remark 1.2. We will see that Z1 ∼ const.× α−3/2 as α→ 0.
Theorem 1 says that in a very strong field, Z ≫ 1, the probability to create
at least one electron-positron pair is very close to 1. It is reasonable to think
that for some sufficiently large Z, the first eigenvalue of DZ crosses 0 in which case
pZ = 1. However, determining the behaviour of the eigenvalue of DZ as Z increases
is difficult because of the nonlinearity of the model and because we are in a regime
far from being perturbative. For all these reasons, the estimate (1.6) on pZ is the
best we have so far. For very large Z, one expects that many electron-positron pairs
will be generated. We conjecture that we have indeed ωZνvac(Pk) → 0 as Z → +∞
for all k ∈ N, where Pk is the orthogonal projector on the k-particle space in Fock
space (see Section 2). This would mean that for large Z, the probability to create at
least k-pairs is very close to 1. Our method of proof only gives this result for k = 0.
However, if we assume that ωZνvac is a pure quasi-free state for all Z large enough
(which is the case if 0 /∈ σ(DZ)), then the conjecture follows from Proposition 2.6
below.
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1.3. Strategy of the proof. The proof is separated into two parts. The first one
consists in estimating the energy of the polarized vacuum,
(1.7) E(Z) := EZνrBDF(QZνvac) = inf
{EZνrBDF(Q), Q ∈ K} ,
from above by −cZ5/3. We will also give a lower bound E(Z) & −Z5/3 to show
that the power 5/3 is optimal, although we only need the upper bound for the
proof of Theorem 1. From this estimate, we then infer that the average number
of particles (counted relatively to that of the free vacuum, see Section 2.6) in the
polarized vacuum satisfies
Tr
(
(QZνvac)++ − (QZνvac)−−
)
& Z2/3.
The precise statements of these results and their proofs can be found in Section 3.
In a second part, we prove an estimate on the vacuum expectation ω(|Ω〉〈Ω|)
for a quasi-free state ω, in terms of its average number of particle ω(N ). These
estimates are of independent interest and therefore we also provide several other
estimates for the distribution of quasi-free states in the k-particle spaces. These
results are contained in Section 2. Finally, in Section 4, we combine the two parts
and prove Theorem 1.
2. On the distribution of quasi-free states in the k-particle spaces
In this section, we consider general quasi-free states. Only in Section 2.6 we
come back to our particular situation of pair creation. We start by introducing the
notation used throughout this section.
2.1. Notation. Let (H, 〈·, ·〉) be a complex, separable Hilbert space whose inner
product 〈·, ·〉 is linear in the second argument. We also need an anti-linear operator
J : H→ K such that J∗J = IdH, where (K, 〈·, ·〉K) is another complex Hilbert space3.
Let F := ⊕N>0HN be the associated Fock space with HN := ∧N1 H. We still denote
by Ω = 1⊕ 0⊕ · · · ∈ F the vacuum vector. For k ∈ N, we denote by Pk ∈ B(F) the
orthogonal projection on Hk ⊂ F . We recall from Section 1.1 that B(F) is the space
of all linear bounded operators on F . Let A[H] be the CAR unital C∗-subalgebra
of B(F) generated by the usual creation (resp. annihilation operators) a∗(f) (resp.
a(f)), for f ∈ H. We denote by N the particle number operator on F ,
N :=
⊕
k>0
k IdHk =
∑
i>0
a∗(fi)a(fi)
for any orthonormal basis (fi)i>0 in H. Then Pk = 1{N=k} for all k ∈ N. A state
on A[H] is a non-negative linear functional ω : A[H] → C which is normalized:
ω(IdF) = 1. A state ω is called normal if there exists a non-negative operator
G on F (sometimes called the density matrix of ω) such that TrF(G) = 1 and
ω(A) = TrF (GA) for all A ∈ A[H]. Of particular interest are the pure states which
are normal states with G = |ψ〉〈ψ| for ψ ∈ F with ‖ψ‖F = 1. We define the average
particle number of ω as
ω(N ) :=
∑
i>0
ω(a∗(fi)a(fi)) ∈ [0,+∞].
3Recall that the adjoint J∗ of an anti-linear operator is defined as 〈J∗f, g〉 := 〈Jg, f〉K for all
f ∈ K and g ∈ H. Typically, one chooses K = H and J the complex conjugation, or K = H∗ and
J(f) = 〈f, ·〉 [29]. Here we keep K abstract because this will be useful for the construction of BDF
states in Section 2.6.
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The one-particle density matrix (1-pdm) γ of ω is the operator defined by
〈g, γf〉 := ω(a∗(f)a(g)),
for all f, g ∈ H. It is a self-adjoint operator on H, satisfying 0 6 γ 6 1. In the same
fashion, we define its pairing matrix α : K→ H which is a linear operator on K by
〈αJf, g〉 := ω(a∗(f)a∗(g)),
for all f, g ∈ H. It satisfies (αJ)∗ = −αJ . Moreover, if we define the operator
Γ(γ, α) on H⊕ K by block
(2.1) Γ(γ, α) :=
(
γ α
α∗ 1− JγJ∗
)
,
then 0 6 Γ(γ, α) 6 1, see [4, Lemma 2.1]. This last relation implies that
(2.2) γ2 + αα∗ 6 γ,
in the sense of quadratic forms on H. Notice also that ω(N ) = Tr(γ). A state ω is
called quasi-free if for any operators e1, . . . , e2p which are either a a
∗(f) or a a(g)
for any f, g ∈ H, then ω(e1e2 . . . e2p−1) = 0 for any p > 1 and
(2.3) ω(e1e2 . . . e2p) =
∑
π∈S˜2p
(−1)ε(π)ω(eπ(1)eπ(2)) . . . ω(eπ(2p−1)eπ(2p)),
where S˜2p is the set of permutations of {1, . . . , 2p} which verify π(1) < π(3) <
· · · < π(2p − 1) and π(2j − 1) < π(2j) for all 1 6 j 6 p, and ε(π) is the parity
of the permutation π. The relation (2.3) is called the Wick formula. From this
definition, we see that a quasi-free state is completely determined by its density
matrices (γ, α). We recall [4, Theorem 2.3]
Proposition 2.1. For any (γ, α) such that 0 6 Γ(γ, α) 6 1 with additionally
Tr(γ) < +∞, there exists a unique quasi-free state ω on A[H] with finite number
of particle such that γ is its 1-particle density matrix and α its pairing matrix.
Furthermore, ω is normal: there exists G : F → F with 0 6 G 6 1 and TrF(G) = 1
such that ω(A) = TrF(GA) for all A ∈ A[H].
Now, we need some terminology, which is not universal in the literature. We call
Hartree-Fock (HF) states the quasi-free states with Tr(γ) < +∞ and α = 0, because
when such states are pure, they are usual Slater determinants. Quasi-free states
with Tr(γ) < +∞ and α 6= 0, are called Hartree-Fock-Bogoliubov (HFB) states.
Pure HFB states are particularly simple since they are Bogoliubov rotations of the
vacuum Ω. The aim of this section is to study the distribution of quasi-free states
in the particle subspaces Hk, in terms of Tr(γ). Our results are different for HF or
HFB, pure or mixed states.
2.2. Motivation. Quasi-free states are also called Gaussian states, in particular
because they can be written as (limits of) Gibbs states of quadratic Hamiltonians
(i.e. normal states with density matrices e−βH/Tr(e−βH), where H is a quadratic
Hamiltonian). The Gaussian character of quasi-free states is however deeper. In this
section we will show that the distribution of a quasi-free state ω over the different
Hk, that is (ω(Pk))k>0, also has some Gaussian characteristics. More precisely, we
will provide estimates of the form
ω(Pk) 6 cke−c′ω(N ).
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This estimate means that a quasi-free state which has a large average number of
particles ω(N )≫ 1 necessarily has an exponentially small vacuum expectation
ω(|Ω〉〈Ω|) 6 c0e−c′ω(N ).
Let us explain the picture in a commutative setting. Let f(x) = π−1/2e−|x−a|
2
for a ∈ R+ be a Gaussian function such that
∫
R
f = 1. Then a =
∫
R
xf(x) dx
is the average position of f , as desbribed in Figure 2. Now if a goes to +∞,
the whole function moves to infinity and in particular f(0) becomes smaller and
smaller: f(0) = π−1/2e−a
2
. In other words, as the average position of f goes to
infinity, f(0) goes to zero (and this is true for any f(x0) with x0 fixed). We will
prove a similar fact for quasi-free states. Indeed, for any quasi-free state ω we have
1 = ω(IdF) =
∑
k>0 ω(Pk), which is the analog of
∫
R
f(x) dx = 1. We also know
that ω(N ) =∑k>0 kω(Pk) is the average number of particle of ω; it is the analog
of
∫
R
xf(x) dx. We want to prove that when ω(N ) is large, then the main part
of ω lives in the high-k particle spaces, that is ω “follows” its average number of
particles, as shown in Figure 2. The analog of f(0) in this case is ω(|Ω〉〈Ω|) and
we thus want to prove that ω(|Ω〉〈Ω|) goes to zero as ω(N ) goes to +∞, for any
quasi-free state ω. A natural extension of this result would be that ω(Pk0) also
goes to zero for any fixed k0.
a0
x
f(x)
0 1 2 3 4 5
ω(N )
k
ω(Pk)
Figure 2. Analogy between a Gaussian function and a quasi-free state
We will provide explicit estimates depending on the properties of the quasi-free
state (pure, mixed, HF or HFB). In the most general case of mixed HFB states, we
only derive a bound on the vacuum expectation. The following table tells us where
each case is treated.
Pure Mixed
HF (α = 0) Section 2.3
HFB (α 6= 0) Section 2.4 Section 2.5
In spite of their usefulness, we have not found the following estimates in the
literature. One main reason is probably that e−βN does not belong to the CAR
algebra, hence ω(e−βN ) only makes sense for normal states.
Remark 2.2. A useful tool for the proofs of the following results is the notion of
product state. A product state ⊗iωi is a state on F(⊕iHi) ≃ ⊗iF(Hi) when each
ωi is a state on F(Hi). While this notion is intuitive, we recall how it is precisely
defined in Appendix A.
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2.3. Hartree-Fock case.
Proposition 2.3 (HF case). Let ω be a quasi-free state with Tr(γ) < +∞ and
α = 0. Then for any β > 0 we have
(2.4) ω
(
e−βN
)
= DetH
(
1 + (e−β − 1)γ) .
We also have the following estimate
(2.5) ω(Pk) 6 (eTr(γ))
k
k!
e−Tr(γ),
for all k > k0 while ω(Pk) = 0 if k < k0, where k0 := dimker(γ − 1).
Remark 2.4. This estimate implies that for any fixed k ∈ N, ω(Pk)→ 0 as Tr(γ)→
+∞, which is the expected behaviour.
Remark 2.5. A more theoretical corollary of (2.4) is that for any fixed f : N → C
vanishing at infinity, ω(f(N )) goes to zero as Tr(γ) goes to +∞. This uses the fact
that the algebra of these fs is generated by the (e−β·)β>0. In the same fashion, one
can also prove that ω(K)→ 0 as Tr(γ)→ +∞, for any fixed compact operator K.
Proof. Since γ is trace-class it can be diagonalized in an orthonormal basis (fi)i∈N,
γ =
∑
i>0 λi|fi〉〈fi|. For all i, let ωi be the unique quasi-free state on F(Cfi)
having λiIdCfi as 1-pdm and 0Cfi as its pairing matrix. Then by Proposition A.2
in Appendix A, one has ω = ⊗iωi. Moreover, since
Te−βNT ∗ =
⊗
i∈N
(
1 + (e−β − 1)a∗(fi)a(fi)
)
,
where T is the isometry between F(⊕iHi) and ⊗iF(Hi) defined in Appendix A, we
have
ω(e−βN ) =
∏
i∈N
ωi
(
1 + (e−β − 1)a∗(fi)a(fi)
)
=
∏
i∈N
(
1 + (e−β − 1)λi
)
= DetH
(
1 + (e−β − 1)γ) .
To prove (2.5), we notice that for all β > 0, ω(e−βN ) =
∑
k>0 e
−βkω(Pk), and we
identify the coefficients of e−βk in
∏
i∈N
(
1 + (e−β − 1)λi
)
. This yields
ω(Pk) =
∑
I⊂N
#I=k
∏
i∈I
λi
∏
j /∈I
(1− λj)
6
∑
I⊂N
#I=k
(∏
i∈I
λi
)
e−
∑
j /∈I λj
6 e−Tr(γ)
∑
I⊂N
#I=k
∏
i∈I
λie
λi
6
ek
k!
e−Tr(γ)
∑
i1,...,ik∈N
λi1 · · ·λik =
(eTr(γ))k
k!
e−Tr(γ),
where we used that 0 6 λi 6 1 for all i. Notice from the first equality that
ω(Pk) = 0 if k < dimker(γ − 1). 
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2.4. Pure Hartree-Fock-Bogoliubov case.
Proposition 2.6 (Pure HFB case). Let ω a quasi-free pure state with Tr(γ) < +∞.
Then for any β > 0 we have
(2.6) ω(e−βN ) = DetH
√
1 + (e−2β − 1)γ.
We also have the following estimate for all k = k0 + 2ℓ with k0 := dimker(γ − 1)
and ℓ > 0
(2.7) ω(Pk) 6 e
k/2
ℓ!
(
Tr(γ)
2
)ℓ
e−
Tr(γ)
2 ,
while ω(Pk) = 0 if k < k0 or k = k0 + 2ℓ+ 1.
Proof. It is well-known [4, Theorem 2.6] that ω is pure if and only if Γ(γ, α)2 =
Γ(γ, α), which is equivalent to γ2 + αα∗ = γ and [γ, αJ ] = 0. The operator γ is
trace-class and αJ is anti-hermitian and Hilbert-Schmidt, hence both γ and αJ
are diagonalizable. Since they commute, they are simultaneously diagonalizable.
Remember that any anti-hermitian can be diagonalized in 1×1 blocks corresponding
to its kernel and 2 × 2 blocks. Hence there exists a decomposition H = ⊕i>0Hi,
with dim(Hi) 6 2 such that
• For all i, γ and αJ stabilize Hi;
• If dim(Hi) = 1 then γ|Hi = λiIdHi , αJ|Hi = 0;
• If dim(Hi) = 2 then γ|Hi =
(
λi 0
0 λi
)
, αJ|Hi =
(
0 αi
−αi 0
)
with
αi ∈ R and α2i = λi − λ2i .
In particular, ω = ⊗i>0ωi where ωi is the quasi-free state on F(Hi) with 1-pdm
γ|Hi =: γi and pairing matrix αJ|Hi . Let us now prove that for all i
(2.8) ωi(e
−βNi) = DetHi
√
1 + (e−2β − 1)γi,
where Ni is the number operator on F(Hi). First we consider the case dim(Hi) = 1,
and let fi ∈ Hi be a normalized vector. Then F(Hi) = C⊕Cfi andNi = a∗(fi)a(fi)
so that e−βNi = 1 + (e−β − 1)a∗(fi)a(fi). Therefore
ωi(e
−βNi) = 1 + (e−β − 1)λi.
Since γ2+αα∗ = γ, we have αi = 0 if dim(Hi) = 1 hence λi = 0 or λi = 1. In both
cases we have
ωi(e
−βNi) = DetHi
√
1 + (e−2β − 1)γi.
Now suppose dim(Hi) = 2 and let (fi, gi) be an orthonormal basis of Hi such that
in this basis γ|Hi and αJ|Hi have the form given above. Then F(Hi) = C ⊕ Cfi ⊕
Cgi ⊕ Cfi ∧ gi and Ni = a∗(fi)a(fi) + a∗(gi)a(gi), so that
e−βNi = (1 + (e−β − 1)a∗(fi)a(fi))(1 + (e−β − 1)a∗(gi)a(gi)).
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We deduce that
ωi(e
−βNi) = 1 + (e−β − 1)ωi(Ni) + (e−β − 1)2ωi(a∗(fi)a(fi)a∗(gi)a(gi))
= 1 + (e−β − 1)ωi(Ni) + (e−β − 1)2[ωi(a∗(fi)a(fi))ωi(a∗(gi)a(gi))
−ωi(a∗(fi)a∗(gi))ωi(a(fi)a(gi)) + ωi(a∗(fi)a(gi))ωi(a(fi)a∗(gi))]
= 1 + 2(e−β − 1)λi + (e−β − 1)2(λ2i + α2i )
= 1 + 2(e−β − 1)λi + (e−β − 1)2λi
= 1 + (e−2β − 1)λi = DetHi
√
1 + (e−2β − 1)γi,
where in the second equality we used Wick’s relation for ωi. The equality (2.6)
then follows by taking the product of the relations (2.8). Putting aside the indices
i such that λi = 1, we obtain
ω(e−βN ) = e−βk0
∏
i∈N
(1 + (e−2β − 1)λi),
where k0 := dimker(γ − 1). Identifying the coefficient of e−βk in both sides, as in
the proof of Proposition 2.3, we find that ω(Pk) = 0 for all k < k0, and that
ω(Pk) =
∑
I⊂N
#I=ℓ
∏
i∈I
λi
∏
j /∈I
(1− λj)
6
eℓ
ℓ!
(
Tr(γ)− k0
2
)ℓ
e−
Tr(γ)−k0
2 6
ek/2
ℓ!
(
Tr(γ)
2
)ℓ
e−
Tr(γ)
2 ,
for k = k0 + 2ℓ with ℓ > 0. This concludes the proof of Proposition 2.6. 
2.5. Mixed Hartree-Fock-Bogoliubov case. In the most general case of a mixed
HFB state, we cannot apply the same strategy as in the previous cases, i.e. identify
ω as a product of states living on smaller dimensional spaces. Indeed, γ and αJ can
have no common stable finite-dimensional subspaces. However, we can still prove
an estimate on the vacuum expectation.
Proposition 2.7 (Vacuum Expectation of a Mixed HFB State). Let ω a quasi-free
state with Tr(γ) < +∞. Then we have the following estimate
(2.9) ω(|Ω〉〈Ω|) 6 e−aTr(γ)
where a = maxβ>0
3(eβ−1)
4e3β+7eβ−8 = 0.0941248 . . ..
Remark 2.8. We believe that for any sequence of quasi-free state (ωn)n with finite
number of particles, we have ωn(e
−βN ) → 0 as ωn(N ) → +∞ for all β > 0, as it
was the case in the previous sections. However, our method does not provide this
result.
Proof. Let ω be a quasi-free state with Tr(γ) < +∞. According to [4, Eq. (2b.26)],
there exists a Bogoliubov map V : H ⊕ K → H ⊕ K, i.e. a unitary operator of the
form
(2.10) V =
(
U J∗V J∗
V JUJ∗
)
.
with Tr(V ∗V ) < +∞, such that
(2.11) VΓ(γ, α)V∗ = Γ(D, 0)
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with D = diag(λi)i>0,
∑
i λi < +∞, and 0 6 λi 6 1/2 for all i. Let ω′ be the
unique HF state associated with Γ(D, 0) given by Proposition 2.1. Let us also
denote by U the unitary operator on F lifting V [29, Theorem 9.5]. Then
ω(|Ω〉〈Ω|) = ω′(U|Ω〉〈Ω|U∗) = ω′(|ΩU〉〈ΩU|),
with |ΩU〉 = U|Ω〉. We now estimate |ΩU〉〈ΩU| by e−βN for any β > 0. Thus, let
us fix β > 0. At the end, we will optimize over β. By [29, Eq. (67)] we can write
|ΩU〉 =
−1∏
i=−K
a∗(ηi)
∏
i>0
(αi − βia∗(η2i)a∗(η2i+1))|Ω〉,
where (ηi)i∈Z is an orthonormal basis in H, (ηi)−K6i6−1 are eigenvectors of V ∗V
for the eigenvalue 1, α2i + β
2
i = 1 for all i > 0, and (β
2
i )i>0 are the eigenvalues of
V ∗V strictly between 0 and 1, which are all of multiplicity 2. We interpret this
equality by saying that
|ΩU〉 = T ∗(⊗i|ψi〉) ∈ T ∗(⊗iF(Hi)) = F ,
where Hi = Cηi, |ψi〉 = ηi for −K 6 i 6 −1, Hi = Cη2i+1⊕Cη2i, |ψi〉 = αi−βiη2i∧
η2i+1 for i > 0, and Hi = Cηi, |ψi〉 = Ωi (the vacuum in F(Hi)) if i < −K. Recall
that the operator T is the unitary transformation between F(⊕iHi) and ⊗iF(Hi)
defined in Appendix A . If −K 6 i 6 −1, then F(Hi) = C⊕Cηi and the matrix of
|ψi〉〈ψi| in the basis (1, ηi) can be dominated by
|ψi〉〈ψi| =
(
0 0
0 1
)
6 eβ
(
1 0
0 e−β
)
= eβ−βNi 6 e
e2β−1
2 −βNi ,
where as usual Ni is the number operator on F(Hi). If i < −K then F(Hi) =
C⊕ Cηi and we have
|ψi〉〈ψi| =
(
1 0
0 0
)
6
(
1 0
0 e−β
)
= e−βNi .
Now if i > 0 then F(Hi) = C ⊕ Cη2i ⊕ Cη2i+1 ⊕ Cη2i ∧ η2i+1. In the basis
(1, η2i, η2i+1, η2i ∧ η2i+1) the matrix of |ψi〉〈ψi| can be dominated by
|ψi〉〈ψi| =

α2i 0 0 −αiβi
0 0 0 0
0 0 0 0
−αiβi 0 0 β2i
 6 e(e2β−1)β2i

1 0 0 0
0 e−β 0 0
0 0 e−β 0
0 0 0 e−2β

= e(e
2β−1)β2i−βNi ,
since with
A =
(
α2i −αiβi
−αiβi β2i
)
, B =
(
1 0
0 e−2β
)
we have B−1/2AB−1/2 6 (1 + (e2β − 1)β2i )IdC2 6 e(e
2β−1)β2i IdC2 . We know that
Tr(V ∗V ) =
−1∑
i=−K
1 +
∑
i>0
2β2i ,
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so that
|ΩU〉〈ΩU| = T ∗
[⊗
i∈Z
|ψi〉〈ψi|
]
T
6 T ∗
 −1⊗
i=−K
e
e2β−1
2 −βNi ⊗
⊗
i>0
e
e2β−1
2 2β
2
i−βNi ⊗
⊗
i<−K
e−βNi
T
= exp
e2β − 1
2
 −1∑
i=−K
1 +
∑
i>0
2β2i
− β∑
i
Ni

= e
e2β−1
2 Tr(V
∗V )e−βN .
Here we have used that for any operators A,B,C,D, such that 0 6 A 6 B and
0 6 C 6 D it holds 0 6 A⊗ C 6 B ⊗D. We obtain the estimate
(2.12) ω(|Ω〉〈Ω|) 6 e e
2β
−1
2 Tr(V
∗V )ω′(e−βN ) 6 e
e2β−1
2 Tr(V
∗V )+(e−β−1)Tr(D),
where we have used that ω′(e−βN ) 6 e(e
−β−1)ω′(N ), which is a consequence of the
equality (2.4) applied to the HF state ω′. Unfortunately, the estimate (2.12) is
not good enough because the constant (e2β − 1)/2 in front of Tr(V ∗V ) is positive,
while Tr(V ∗V ) represents the number of particles of |ΩU〉. We will thus get another
estimate by exchanging the roles of ω′ and |ΩU〉. The idea is to see |ΩU〉 as the state
and ω′ as the observable. Since ker(D−1) = {0}, it is well-known that ω′ is a normal
state with density matrix G = Z−1Υ(M) where M = D1−D , Z = TrF(Υ(M)), and
(2.13) Υ(M) := ⊕N>0M⊗N : F → F
(see for instance [19, Proposition 6.6 (1)]). Hence we can write
ω(|Ω〉〈Ω|) = ω′(|ΩU〉〈ΩU|) = Tr(Z−1Υ(M)|ΩU〉〈ΩU|) = ωU(Z−1Υ(M)),
where ωU is the pure state associated with the vector |ΩU〉. We know that ωU(N ) =
Tr(V ∗V ). Hence if we can dominate Z−1Υ(M) by e−β
′N for a certain β′ > 0, we
will get another estimate on ω(|Ω〉〈Ω|) by applying equality (2.6) to the pure state
ωU. Let (µi)i the eigenvalues of M , µi =
λi
1−λi . The spectrum of Υ(M) on H
k is
σ(Υ(M)|Hk) =
{∏
i∈I
µi, I ⊂ N, #I = k
}
,
so that for I ⊂ N of cardinal k we have
Z−1
∏
i∈I
µi =
∏
i>0
1
1 + µi
∏
i∈I
µi =
∏
i>0
(1− λi)
∏
i∈I
λi
1− λi =
∏
i/∈I
(1− λi)
∏
i∈I
λi.
Using 0 6 λi 6 1/2 for all i, we finally get Z
−1Υ(M)|Hk 6 1/2k so that
Z−1Υ(M) 6 e−(ln 2)N .
Equality (2.6) now implies that ωU(e
−β′N ) 6 e
e−2β
′
−1
2 ωU(N ) for all β′ > 0. Choosing
β′ = ln 2, one gets
(2.14) ω(|Ω〉〈Ω|) 6 ωU(e−(ln 2)N ) 6 e− 38 Tr(V ∗V ).
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Interpolating the inequalities (2.12) and (2.14) we get
ω(|Ω〉〈Ω|) 6 eθ(e−β−1)Tr(D)+
[
θ e
2β−1
2 −(1−θ) 38
]
Tr(V ∗V )
,
for all β > 0 and 0 6 θ 6 1. We choose θ such that the coefficients before Tr(D)
and Tr(V ∗V ) are equal since we have Tr(V ∗V ) +Tr(D) > Tr(U∗DU) + Tr(V ∗(1−
D)V ) = Tr(γ) by (2.11), using UU∗ 6 1 and 1−D 6 1. We thus choose
θ =
3
7− 8e−β + 4e2β ,
and we obtain
ω(|Ω〉〈Ω|) 6 e
3(eβ−1)
8−7eβ−4e3β
Tr(γ)
,
for all β > 0. Optimizing the coefficient before Tr(γ), we get the desired estimate
with β ≃ 0.36443 and θ ≃ 0.308194. 
2.6. Bogoliubov-Dirac-Fock case. In this section we introduce the correct setup
for studying electron-positron pair creation. Let H be a Hilbert space and Π be
an orthogonal projection on H. We also need an anti-unitary operator J as in
Section 2.1, with the additional assumptions that K = H (i.e. J maps H to H)
and that JΠJ∗ = Π or JΠJ∗ = 1 − Π. The particle/anti-particle spaces are given
by H+ = (1 − Π)H and H− = JΠH. Notice that H− = ΠH or H− = (1 − Π)H.
In the context given by Section 1.2, we have H = HΛ, Π = P
0
− and J = iβα2C
the charge conjugation operator on HΛ (i.e. such that J(D
0 + V )J∗ = −(D0 − V )
for any scalar potential V ), with C the complex conjugation on HΛ. With this
choice, vectors of H− are interpreted as states with a positive energy relatively to
the Hamiltonian with an opposite charge. Hence, they represent positronic states.
Notice that this specific J verifies JP 0−J
∗ = P 0+ = 1 − P 0−. In the sequel, we will
keep a triplet (H,Π, J) satisfying the assumptions given above.
The mathematical description of Bogoliubov-Dirac-Fock states is a special case
of the well known Araki-Wyss representation [2] (see [19, Section 6.4] for a review).
Let F0 = F(H+)⊗F(H−). For f ∈ H+ and g ∈ H− we denote by a∗+(f) and a∗−(g)
the usual creation operators on F(H+) and F(H−), respectively. We now define
the “creation operator” on F0 for all f ∈ H by
ψ∗(f) := a∗+((1 −Π)f)⊗ IdF(H−) +Υ
(−IdF(H+))⊗ a−(JΠf),
where Υ is the operation defined by Equation (2.13). The operators (ψ∗(f))f are
not exactly the usual creation operators in the full Fock space since they create a
particle in the state (1−Π)f , and at the same time they annihilate a anti-particle in
the state JΠf , according to the “particle-hole” picture of Dirac’s theory. However,
they still satisfy the CAR thanks to the “twist” Υ
(−IdF(H+)) on the second term.
A Bogoliubov-Dirac-Fock (BDF) state is, by definition, a quasi-free state ω on the
C∗-algebra A0 ⊂ B(F0) generated by the (ψ(f))f∈H. We define the normal ordering
:ψ∗(f)ψ(g): of the operator ψ∗(f)ψ(g) by
:ψ∗(f)ψ(g): = a∗+(f+)a+(g+)⊗ IdF(H−) + a∗+(f+)Υ
(−IdF(H+))⊗ a∗−(Jg−)
+ Υ
(−IdF(H+)) a+(g+)⊗ a−(Jf−)− IdF(H+) ⊗ a∗−(Jg−)a−(Jf−),
where h+ = (1 − Π)h and h− = Πh for all h. It corresponds to moving all the
creation operators a∗ to the left of annihilation operators a. For any BDF state ω,
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we define its renormalized one-particle density matrix Q : H→ H by
〈g,Qf〉 = ω(:ψ∗(f)ψ(g):).
and its pairing matrix p : H→ H by the usual formula
〈pJf, g〉 = ω(ψ∗(f)ψ∗(g)).
Recall that we have already defined the 1-pdm γ by 〈g, γf〉 = ω(ψ∗(f)ψ(g)). There-
fore, we have the relation γ = Π+Q. If N is the number operator on F0,
(2.15) N =
∑
i
a∗+(ϕi,+)a+(ϕi,+)⊗ IdF(H−) + IdF(H+) ⊗ a∗−(ϕi,−)a−(ϕi,−),
where (ϕi,+)i, (ϕi,−)i are orthonormal basis for, respectively, H+ and H−, then
ω(N ) = Tr(Q++ −Q−−),
where Q++ := (1−Π)Q(1−Π) and Q−− = ΠQΠ. Hence, ω(N ) < +∞ is equivalent
to having Q ∈ S1,Π(H) := {Q ∈ S2(H), Q++, Q−− ∈ S1(H)}. Notice also that as
in the HFB case we have pp∗ 6 γ−γ2 = Q++−Q−−−Q2, thus p ∈ S2(H) as soon
as ω(N ) < +∞.
Remark 2.9. The other natural number operator
∑
i ψ
∗(fi)ψ(fi) gives the total
number of particles in the system, that is also those of the vacuum Π. If dim(H−) =
+∞, this number is just +∞. However, we only want to count the number of
particles relative to the vacuum Π. That is why the operator N is chosen here: It
counts the number of “real” electrons ϕi,+ and the number of “holes” ϕi,− in the
vacuum.
The following proposition in an easy adaptation of the arguments given in [3,
pp. 449–450]. We give the complete proof here to clarify the link between BDF
states and HFB states.
Proposition 2.10 (Link between HFB and BDF States). Let (Q, p) ∈ S1,Π(H)×
S2(H) such that
0 6 Γ(Π +Q, p) =
(
Π+Q p
p∗ 1− J(Π +Q)J∗
)
6 1
as an operator on H ⊕ H. Then there exists a unique, normal, BDF state on F0
having Q as renormalized 1-pdm and p as pairing matrix.
Proof. We are going to construct an HFB state on A[H+ ⊕ H−] using Proposition
2.1, and then transform it into a BDF state having the desired property via the
unitary transformation
T : F(H+ ⊕ H−)→ F0 = F(H+)⊗F(H−),
defined linearly by its action on each N -particle space
Tϕi1,+ ∧ · · · ∧ ϕik,+ ∧ ϕj1,− ∧ · · · ∧ ϕjN−k,− =
(ϕi1,+ ∧ · · · ∧ ϕik ,+)⊗
(
ϕj1,− ∧ · · · ∧ ϕjN−k,−
)
,
with the convention TΩ = Ω+ ⊗ Ω−. Since T leaves the scalar product invariant
and maps an orthonormal basis for F(H+⊕H−) onto an orthonormal basis for F0,
it naturally extends to a unique unitary operator on F(H+ ⊕ H−). It induces the
following transformation of the CAR:
(2.16) Ta(ϕ+ ⊕ ϕ−)T ∗ = ψ(ϕ+ ⊕ ϕ−).
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Define p++ = (1 − Π)p(1 − Π), p+− = (1 − Π)pΠ, etc. Suppose also that we are
in the case where JΠJ∗ = 1 −Π, and write H0+ = (1 −Π)H = H+, H0− = ΠH. We
now introduce
γ0 :=
(
Q++ p++
p∗++ −JQ−−J∗
)
, α0 :=
(
p+− Q+−
−JQ−+J∗ p∗−+
)
,
where γ0 : H
0
+ ⊕ H0+ → H0+ ⊕ H0+ and α0 : H0− ⊕ H0− → H0+ ⊕ H0+. Let us define
J : H0+ ⊕ H0+ → H0− ⊕ H0− by
J =
(
J 0
0 J∗
)
,
and the operator Γ0 on (H
0
+ ⊕ H0+)⊕ (H0− ⊕ H0−) by
Γ0 = Γ(γ0, α0) =
(
γ0 α0
α∗0 1− J ∗γ0J
)
.
We now show that there exists a HFB state ω0 on A[H
0
+⊕H0+] having Γ0 as density
matrix. Hence we prove that 0 6 Γ0 6 1. Let us first write the block decomposition
of Γ(Π +Q, p) as an operator on H0+ ⊕ H0− ⊕ H0+ ⊕ H0− = H⊕ H
Γ(Π +Q, p) =

Q++ Q+− p++ p+−
Q−+ 1 +Q−− p−+ p−−
p∗++ p∗−+ −JQ−−J∗ −JQ−+J∗
p∗+− p∗−− −JQ+−J∗ 1− JQ++J∗
 ,
where we have used that JH0± = H
0
∓ to write the lower right block. Let us consider
the unitary operatorW : H0+⊕H0+⊕H0−⊕H0− → H0+⊕H0−⊕H0+⊕H0− whose matrix
is
W =

1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0
 .
Then, as it was noticed in [3], we have the relation
Γ0 =W
∗Γ(Π +Q, p)W.
By assumption, we have 0 6 Γ(Π +Q, p) 6 1, so that 0 6 Γ0 6 1 as well. Now we
have Tr(γ0) = Tr(Q++−Q−−) <∞ hence by Proposition 2.1 with H = H0+⊕H0+ =
H+ ⊕ H− and K = H0− ⊕ H0−, there exists a unique, normal, HFB state ω0 on
F(H+⊕H−) with finite number of particles having Γ0 as density matrix. We define
a state on F0 via the unitary operator T by
ω(A) = ω0(T
∗AT ), ∀A ∈ B(F0).
By (2.16), ω is the quasi-free state with renormalized 1-pdm Q and pairing matrix
p. Furthermore, ω is obviously normal since ω0 is normal. This concludes the proof
of Proposition 2.10, in the case where JΠJ∗ = 1 − Π. If JΠJ∗ = Π, the proof is
the same with W : H0+ ⊕ H0− ⊕ H0+ ⊕ H0− → H0+ ⊕ H0− ⊕ H0+ ⊕ H0− whose matrix is
W =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 ,
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which is the same as in [3] where J was the complex conjugation. With this choice
of W , W ∗Γ(Π+Q, p)W is the density matrix of a HFB state with H = H0+⊕H0− =
K. 
Corollary 2.11 (Vacuum Expectation of a BDF State). Let ω be a BDF state
with renormalized one-particle density matrix Q such that Tr(Q++−Q−−) < +∞.
Then we have the estimate
(2.17) ω(|Ω0〉〈Ω0|) 6 e−aTr(Q++−Q−−),
where a is the same constant as in Proposition 2.7 and Ω0 is the vacuum in F0.
Proof. Use Proposition 2.7 to the HFB mixed state ω0 constructed in the proof of
Proposition 2.10. 
Remark 2.12. In [17], the rBDF energy (1.3) is derived by evaluating the QED
Hamiltonian on BDF states. As usual in mean-field theories, this energy only de-
pends on (Q, p). However, since the interaction between the particules is repulsive,
any minimizer of the rBDF energy has p = 0. This explains why we can take p = 0
for the polarized vacuum in the proof of Theorem 1.
3. Asymptotics of the Polarized Vacuum Energy in strong external
fields
3.1. Main Results. In this section, we study the asymptotics of the reduced BDF
ground state energyE(Z) for large Z, where we recall that E(Z) = inf{EZνrBDF(Q), Q ∈
K}, with K defined by Equation (1.4).
Proposition 3.1 (Upper Bound). Let α > 0 and Λ > 0. Let ν ∈ C ∩ L1(R3,R) be
such that
∫ |ν| = 1 and q = ∫ ν 6= 0. Then
(3.1) lim sup
Z→+∞
E(Z)
Z5/3
6 −c1αΛ|q|5/3,
where c1 = 2
−23/331/3π−4/3 = 0.001543 . . ..
To estimate the convergence rate of E(Z)Z−5/3, we need a further assumption
on the decay of ν at infinity.
Proposition 3.2 (Convergence Rate). Let α > 0 and Λ > 0. Let ν ∈ C∩L1(R3,R)
be such that
∫ |x||ν(x)| dx < +∞, ∫ |ν| = 1 and q = ∫ ν 6= 0. Then there exists a
constant Z˜1 = Z˜1(Λ, α, |q|, ‖|x|ν‖1) > 0 such that
(3.2) ∀Z > Z˜1, E(Z) 6 −c1
2
αΛ|q|5/3Z5/3,
where c1 is defined in Proposition 3.1.
Remark 3.3. The constant Z˜1 behaves as Λ
3 when Λ → ∞, as α−3/2 when α → 0
and as |q|−4 when q → 0. It is probably not optimal.
We also give a lower bound for E(Z), proving that the power Z5/3 is optimal.
Proposition 3.4 (Lower Bound). Let α > 0, Λ > 0, and ν ∈ C ∩ L1(R3,R) with∫ |ν| = 1. Then for all Z > 0 we have
(3.3) E(Z) > −c2αΛZ5/3,
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where c2 := 2
−4/332/3π−1/3 = 0.563626 . . ..
From the asymptotics of E(Z) in Proposition 3.2 we can now derive a lower
bound on the total number of particles and anti-particles in the polarized vacuum.
Corollary 3.5 (Average Particle Number of the Polarized Vacuum). Let α > 0,
Λ > 0. Let ν ∈ C∩L1(R3,R) with ∫ |ν| = 1, ∫ |x||ν(x)| dx < +∞, and q = ∫ ν 6= 0.
Then for any minimizer Q for E(Z) and for all Z > Z˜1, we have
(3.4) Tr(Q++ −Q−−) > CZ2/3,
where Z˜1 is the same as in Proposition 3.2 and C is a constant independent of Z,
given in Equation (3.9) below.
3.2. Proof of the lower bound. We first give the proof of the lower bound in
Proposition 3.4, which is easier than the upper bound.
Lemma 3.6. For any Q ∈ K, ρQ ∈ L∞(R3) and ‖ρQ‖L∞ 6 Λ36π2 .
Proof. The proof will only use the fact that any Q ∈ K is a bounded operator on
HΛ. Hence, let Q ∈ K and V ∈ L1(R3) ∩L2(R3). Since ρQ ∈ L2(R3) we know that∫
ρQV = Tr0(QV ),
where in the trace V is seen as a multiplication operator on L2(R3,C4). Let us
denote by ΠΛ the multiplication operator by 1B(0,Λ) in Fourier space. Since Q is
an operator on HΛ, we have ΠΛQΠΛ = Q. Now assume that V > 0. Then∣∣∣∣∫ ρQV ∣∣∣∣ = |Tr0 (QΠΛVΠΛ)|
6 ‖ΠΛVΠΛ‖S1 = ‖
√
VΠΛ‖2S2 6 (2π)−3
∫
V × 4
3
πΛ3,
where we used ‖Q‖ 6 1 and the Kato-Seiler-Simon inequality:
∀p > 2, ‖f(x)g(p)‖Sp 6 (2π)−3/p‖f‖Lp‖g‖Lp.
Now if V is not necessarily non-negative, we split V = V+−V− with V+ = max(V, 0)
and V− = max(−V, 0). Then we apply the previous bound twice to obtain∣∣∣∣∫ ρQV ∣∣∣∣ 6 ∣∣∣∣∫ ρQV+∣∣∣∣+ ∣∣∣∣∫ ρQV−∣∣∣∣ 6 Λ36π2
(∫
V+ +
∫
V−
)
=
Λ3
6π2
‖V ‖L1 .
By the density of L1 ∩ L2 in L1 and by the fact that (L1)′ ≃ L∞, we get the
result. 
Lemma 3.6 is crucial to understand the Z5/3 behaviour of E(Z). Indeed, an easy
lower bound to EZνrBDF is EZνrBDF(Q) > −αZ2D(ν, ν)/2 for all Q, using the positivity
of the kinetic energy and completing the square in the other terms. One may think
that this lower bound would be attained by a Q such that ρQ ≃ Zν, i.e. by a
state which density of charge compensates the external field. However, Lemma 3.6
implies that such a state cannot exist in K, precisely because of the cut-off Λ. In
other words, the vacuum cannot “follow” the external field when the field is too
strong.
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Proof of Proposition 3.4. . Let Q ∈ K, then
EZνrBDF(Q) > E˜Zν(ρQ) := −αD(ρQ, Zν) +
α
2
D(ρQ, ρQ).
We also know that for all Q ∈ K, one has ‖ρQ‖L∞ 6 Λ36π2 =: δ, so that
E(Z) > E˜(Z, δ) := inf
{
E˜Zν(ρ), ρ ∈ C ∩ L∞(R3), ‖ρ‖L∞ 6 δ
}
.
The variational problem E˜(Z, δ) has the scaling property
E˜(Z, δ) = Z2E˜(1, δ/Z).
Define ε = δ/Z. We will now show that
E˜(1, ε) > −3
4
(8πε)1/3,
which then implies Proposition 3.4. Let ρ be a trial state for E˜(1, ε). Let R > 0 and
write | · |−1 = V1 + V∞ with V1 := 1|x|6R| · |−1 ∈ L1(R3) and V∞ := 1|x|>R| · |−1 ∈
L∞(R3). On the one hand∣∣∣∣∫
R3
ρ(ν ⋆ V1)
∣∣∣∣ 6 ε‖ν ⋆ V1‖L1 6 ε‖ν‖L1‖V1‖L1 = 2πεR2,
where in the last inequality we used Young’s inequality and
∫ |ν| = 1. On the other
hand, ∫
R3
ρ(ν ⋆ V∞) =
∫
R3
ρ(x)
(∫
|y|>R
ν(x − y)
|y| dy
)
dx =
∫
|y|>R
ρ˜(y)
|y| dy,
where ρ˜ := ν˜ ⋆ ρ and ν˜(x) = ν(−x) for all x ∈ R3. Since ∫|y|>R ρ˜(y)|y| = D(ρ˜, f) with
f = (4π)−1δ|x|=R, as in [21, Proof of Theorem II.3], we have
−
∫
|y|>R
ρ˜(y)
|y| dy +
1
2
D(ρ˜, ρ˜) > −1
2
D(f, f) = − 1
2R
.
Notice that
D(ρ˜, ρ˜) = 4π(2π)3
∫
R3
|ρ̂(k)|2|ν̂(k)|2
|k|2 dk 6 D(ρ, ρ),
since |ν̂(k)| 6 (2π)−3/2‖ν‖L1 = (2π)−3/2 for all k. Hence,
E˜(1, ε) > −2παεR2 − α
2R
.
Optimizing over R, one gets the result. This finishes the proof of Proposition
3.4. 
3.3. Proof of the upper bound. Both Propositions 3.1 and 3.2 are proved via
appropriate trial states. Before turning to the estimates, we start by explaining
our choice of the trial states. In the sequel, we will assume that
∫
ν > 0. The case∫
ν < 0 is treated in the same fashion, except for the choice of the trial state (see
Remark 3.8). We define the operator Q on HΛ by its kernel in Fourier space. For
all p, q ∈ R3, let
Q̂(p, q) = γ̂(p, q)X(p)X(q)∗,
with
γ̂(p, q) = (2π)−3/2
∫
B(0,Λ/2)
dℓ gr(p− ℓ)F̂r(p− q)gr(q − ℓ)
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and
X(p) = U(p)
[
(1 0 0 0)
t
]
with
U(p) = a+(p)− a−(p)βα · p|p| , a±(p) =
1√
2
√
1± 1
1 + |p|2 .
The operator U(p) is unitary on C4 for all p and it diagonalizes D0(p) := α · p+ β
as U(p)D0(p)U(p)∗ =
√
1 + |p|2β. In the definition of γ̂, we choose 0 < r < Λ/2
(a small number which will eventually tend to zero), gr = r
−3/2g(·/r) with g ∈
L2(R3,R),
∫
g2 = 1 and supp(g) ⊂ B(0, 1). We also choose Fr = F (r·) with
F ∈ L1(R3,R) such that 0 6 F (x) 6 1 for all x.
Lemma 3.7. The operator Q belongs to the variational set K.
Proof. First, notice that Q defines a Hilbert-Schmidt operator on L2(R3,C4) since
for instance
‖Q(·, ·)‖2L2(R3,C4) 6 (2π)−3‖gr‖2L2
∫
B(0,Λ/2)
dℓ
∫
R3
dp
(
|F̂r|2 ⋆ |τℓgr|2
)
(p)
6 (2π)−3‖gr‖2L2
∫
B(0,Λ/2)
dℓ
∥∥∥|F̂r|2 ⋆ |τℓgr|2∥∥∥
L1
6
vol(B(0,Λ/2))
(2π)3
‖gr‖4L2‖Fr‖2L1 <∞
by Young’s inequality. It is self-adjoint because Q̂(p, q) = Q̂(q, p) for all p, q, and
we have supp Q̂(·, ·) ⊂ (B(0,Λ/2) + supp gr)2 ⊂ B(0,Λ)2 hence Q is an operator
with range in HΛ. Since for all ϕ ∈ HΛ we have
Q̂ϕ(p) =
(∫
R3
γ̂(p, q) 〈X(q), ϕ̂(q)〉
C4
dq
)
X(p),
we conclude Q−− = Q+− = Q−+ = 0 so that Q = Q++. Let ϕ ∈ H0+. Then
〈Qϕ,ϕ〉L2(R3,C4) = (2π)−3/2
∫
B(0,Λ/2)
dℓ
〈
(τℓg)Xϕ̂, F̂ ⋆ ((τℓg)Xϕ̂)
〉
L2(R3,C4)
=
∫
B(0,Λ/2)
dℓ
∫
R3
dxF (x)
∥∥F−1 ((τℓg)Xϕ̂) (x)∥∥2C4
6
∫
B(0,Λ/2)
dℓ
∫
R3
dp ‖g(p− ℓ)X(p)ϕ̂(p)‖2
C4
6 ‖ϕ‖2L2(R3,C4),
where we have denoted by F−1 the inverse Fourier transform. Hence −P 0− 6 Q 6
1 − P 0−. Finally, Tr(Q) =
∫
R3
γ̂(p, p)‖X(p)‖2
C4
dp 6 (2π)−3
∫
F < +∞, so that
Q ∈ S1(HΛ) ⊂ S1,P 0
−
(HΛ). 
Since for any R ∈ K we have the formula
ρ̂R(k) =
1
(2π)3/2
∫
R3
TrC4(R̂(p+ k, p)) dp, ∀k ∈ R3,
the density of Q can be written as ρQ = ρ1 + ρ2 where for all k,
ρ̂1(k) = (2π)
−3VΛF̂r(k)gr ⋆ g˜r(−k)
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and
ρ̂2(k) = (2π)
−3VΛF̂r(k)
∫
R3
gr(p)gr(p+ k) 〈X(p), (X(p+ k)−X(p))〉C4 dp
with VΛ := vol(B(0,Λ/2)) and g˜ := g(−·).
Proof of Proposition 3.1. We start by estimating the terms giving the Z5/3 be-
haviour. We have
D(ρ1, Zν) = 4πZ
VΛ
(2π)3
r−2
∫
B(0,2Λ)
F̂ (k)
g ⋆ g˜(−k)ν̂(rk)
|k|2 dk
and
D(ρ1, ρ1) = 4π
(
VΛ
(2π)3
)2
r−5
∫
B(0,2Λ)
|F̂ (k)|2 |g ⋆ g˜(−k)|
2
|k|2 dk.
We choose r such that (2π)−3/2qZ VΛ(2π)3 r
−2 =
(
VΛ
(2π)3
)2
r−5, ie r = 1√
2π
(
qZ
VΛ
)−1/3
.
The constraint r < Λ/2 is equivalent to qZ > 1
(2π)3/2
4π
3 , which is automatically
satisfied in the limit Z → +∞. We will come back to it in the proof of Proposition
3.2. We thus get by the dominated convergence theorem
(3.5) lim
Z→+∞
Z−5/3
(
−αD(ρ1, Zν) + α
2
D(ρ1, ρ1)
)
= 2−11/63−1/3π−13/6αΛq5/3×(
−
∫
B(0,2Λ)
F̂ (k)g ⋆ g˜(−k)
|k|2 dk +
1
2
∫
B(0,2Λ)
|F̂ (k)g ⋆ g˜(−k)|2
|k|2 dk
)
.
We now want to optimize the right side with respect to g and F . We choose
F = 1B(0,a) and g = (3(4π)
−1b−3)1/21B(0,b) with a > 0 and b ∈ (0, 1), and we
optimize over a and b. Since g ⋆ g˜(k) = (vol(B(0, b)))−1vol(B(0, b) ∩ B(−k, b)) for
all k and since B(−k/2, b− |k|/2) ⊂ B(0, b) ∩B(−k, b) for all |k| 6 2b, we have
g ⋆ g˜(k) > 1B(0,2b)(k)
(
1− |k|
2b
)3
.
For all |k| 6 2b, we also have
F̂ (k) > F̂ (0)−
∫ |x|F
(2π)3/2
2b =
a3√
2π
(
2
3
− ab
)
.
Therefore,∫
B(0,2Λ)
F̂ (k)g ⋆ g˜(−k)
|k|2 dk >
a3√
2π
(
2
3
− ab
)∫
B(0,2b)
(
1− |k|
2b
)3
dk
|k|2
=
√
2πa3b
(
2
3
− ab
)
.
Then, using |F̂ (k)| 6 4πa3/(3(2π)3/2) and |g ⋆ g˜(k)| 6 1 for all k, we obtain
(3.6)
∫
B(0,2Λ)
|F̂ (k)g ⋆ g˜(−k)|2
|k|2 6
16
9
a6b.
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Hence for the Z5/3 term we find that
lim
Z→+∞
Z−5/3
(
−αD(ρ1, Zν) + α
2
D(ρ1, ρ1)
)
6 2−11/63−1/3π−13/6αΛq5/3×
a3b
(√
2π
(
ab− 2
3
)
+
8
9
a3
)
.
Optimizing the right side over all a > 0 and b ∈ (0, 1) we get the result because
min
a>0
b∈(0,1)
a3b
(√
2π
(
ab− 2
3
)
+
8
9
a3
)
= −2−35/632/3π5/6.
It now remains to prove that the other terms in EZνrBDF(Q) are of lower order
than Z5/3. We begin with the kinetic energy,
Tr0(D
0Q) 6
√
1 + Λ2Tr(Q) = (2π)−3r−3
∫
F = (2π)−3/2
√
1 + Λ2
Λ3
a3qZ.
For the terms involving ρ2, we first use that for all p, k,
‖X(p+ k)−X(p)‖ 6 ‖U(p+ k)− U(p)‖ 6 7√
2
|k|.
Consequently, for all k,
|ρ̂2(k)| 6 7VΛ√
2(2π)3
r−3|F̂ (k/r)||g ⋆ g˜(−k/r)||k|.
Using this bound together with the estimates leading to (3.6), one finds that |D(ρ2, Zν)| 6 β1Λ
2q1/3Z4/3,
|D(ρ1, ρ2)| 6 β2Λ2q4/3Z4/3,
|D(ρ2, ρ2)| 6 β3Λ3qZ,
with 
β1 = 2
19/33−2/37π23/6a3b2,
β2 = 2
11/63−8/37π−7/3a6b2,
β3 = 2
−3/23−472π−5/2a6b3.
We conclude that
lim sup
Z→+∞
E(Z)
Z5/3
6 lim
Z→+∞
EZνrBDF(Q)
Z5/3
= −c1αΛq5/3.

Remark 3.8. In the case
∫
ν < 0, the proof is the same except that we take
X(p) = U(p)
[
(0 0 0 1)
t
]
, ∀p ∈ R3,
and
Q̂(p, q) = −γ̂(p, q)X(p)X(q)∗, ∀p, q ∈ R3.
The trial state Q now verifies Q = Q−−, so that ρ̂Q is locally negative around 0.
To estimate the convergence rate of E(Z) towards −c1αΛ|q|5/3Z5/3, we will use
the first moment
∫ |x||ν| to control the convergence of ν̂(k) to ν̂(0).
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Proof of Proposition 3.2. We assume q > 0 (the case q < 0 follows from obvious
modifications). We split the term D(ρ1, Zν) into
D(ρ1, Zν) =
4π|q|Z
(2π)3/2
∫
B(0,2Λ)
ρ̂1(k)
|k|2 dk +R1,
with
R1 = 4πZ
∫
B(0,2Λ)
ρ̂1(k)ν̂(k)− ν̂(0)
|k|2 dk.
We use that |ν̂(k)− ν̂(0)| 6 (2π)−3/2‖|x|ν‖1|k| for all k to estimate
|R1| 6 25/33−5/3π−11/6a3b2‖|x|ν‖1Λ2|q|1/3Z4/3.
Hence we have for all |q|Z > 1
(2π)3/2
4π
3 ,
(3.7) E(Z) 6 EZνrBDF(Q) 6 −c1αΛ|q|5/3Z5/3(1 −B1Z−1/3 −B2Z−2/3),
with
B1 = 2
28/33−2π−1/2a3b2‖|x|ν‖1Λ|q|−4/3 + 24/33−17π31/6a3b2Λ|q|−4/3
+ 251/63−37π−1a6b2Λ|q|−1/3
and
B2 = 2
37/63−1/3π4/3a3
√
1 + Λ2
Λ4
α−1|q|−2/3 + 231/63−11/372π−7/6a6b3Λ2|q|−2/3.
We furthermore have 1−B1X −B2X2 > 1/2 for 0 6 X 6 X0 with
X0 =
B1
2B2
(√
1 +
2B2
B21
− 1
)
,
therefore Proposition 3.2 holds with
(3.8) Z˜1 := max
(
X−30 ,
1
(2π)3/2
4π
3|q|
)
.

Proof of Corollary 3.5. For any Q ∈ K, we have the estimate [15, Lemma 1]
D(ρQ, ρQ)
1/2 6 CΛ‖Q‖1,P 0
−
,
with CΛ < +∞. From the constraint −P 0− 6 Q 6 1−P 0− we also get Q++−Q−− >
Q2, hence defining X := [Tr(Q++ −Q−−)]1/2 we have
2‖Q+−‖2S2 = 2‖Q−+‖2S2 = ‖Q+−‖2S2 + ‖Q−+‖2S2 6 ‖Q‖2S2 6 X2,
hence ‖Q‖1,P 0
−
6 X2+
√
2X . Using the Cauchy-Schwarz inequality for the Coulomb
scalar product we also get that for all Q ∈ K
D(ρQ, Zν) 6 CΛZ‖ν‖C(X2 +
√
2X).
From this estimate and the inequality (3.2), we can see that for all Z > Z˜1 and for
all minimizer Qvac for E(Z),
−αCΛZ‖ν‖C(X2 +
√
2X) 6 EZνrBDF(Qvac) = E(Z) 6 −
c1
2
αΛ|q|5/3Z5/3.
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Hence,
X >
1√
2
(√
1 + 2a− 1) ,
with a = c1Λ|q|
5/3
2CΛ‖ν‖C Z
2/3, so that
Tr(Qvac++ −Qvac−−) = X2 >
1
2
(√
1 + 2a− 1)2 > CZ2/3,
where
(3.9) C =
(√
1 +
c1Λ|q|5/3
CΛ‖ν‖C Z˜1
2/3 − 1
)2
Z˜1
−2/3
,
using that x 7→ (√1 + x− 1)/√x is increasing on (0,+∞). 
4. Proof of Theorem 1
Proof of Theorem 1. Let Q be any minimizer for E(Z), and let ω be the unique
BDF state on F(H+)⊕F(H−) having Q as its generalized 1-pdm and p = 0 as its
pairing matrix, defined by Proposition 2.10. Then by Corollary 2.11, we have
pZ = 1− ω(|Ω〉〈Ω|) > 1− e−aTr(Q++−Q−−).
Now by Corollary 3.5, we know that for all Z > Z˜1,
Tr(Q++ −Q−−) > CZ2/3.
Thus pZ > 1− e−κZ2/3 with κ := aC. 
Appendix A. Product States
Given a (at most) countable family of separable Hilbert spaces (Hi)i∈N and a
family (ωi)i∈N of quasi-free states such that ωi is a state on F(Hi) for all i ∈ N,
we want to give a meaning to the product state ⊗i∈Nωi as a quasi-free state on
F(⊕i∈NHi) . We first consider the unitary transformation
T : F (⊕i∈N Hi) −→ ⊗i∈N F(Hi)∧
j∈Ji1 ϕj,i1 ∧ · · · ∧
∧
j∈Jik ϕj,ik 7−→
∧
j∈Ji1 ϕj,i1 ⊗ · · · ⊗
∧
j∈Jik ϕj,ik ,
where i1 < · · · < ik are elements of N and for each 1 6 ℓ 6 k, (ϕj,iℓ)j∈N is
an orthonormal basis for Hiℓ and Jiℓ ⊂ N is finite. We recall the definition of a
product state on a tensor product of C∗-algebras [11, Proposition 2.9].
Theorem 2. Let (Ai)i∈N be a collection of (unital) C∗-algebras and let ωi be a
state on Ai for all i. There exists a unique state on ⊗iAi, denoted by ⊗iωi such
that for any (Ai1 , . . . , Aiℓ) ∈ Ai1 × · · · ×Aiℓ with any indices i1 < · · · < iℓ, we have
⊗iωi (Ai1 ⊗ · · · ⊗Aiℓ) =
∏ℓ
k=1 ωik(Aik).
Remark A.1. Recall that the tensor product ⊗iAi is defined as the inductive limit
of the C∗-algebras ⊗i∈JAi with J finite, or equivalently as the completion (for a
certain ∗-norm) of ⊗iAi seen as a tensor product of unital algebras [11].
In the particular case where Ai = A[Hi] for all i ∈ N, the tensor product ⊗iAi is
also a CAR algebra generated by the operators
â(fj) := Υ (−IdH0)⊗ · · · ⊗Υ
(−IdHj−1)⊗ aj(fj),
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where j ∈ N, fj ∈ Hj and aj is the annihilation operator on F(Hj) for all j. Notice
the “twisting” operator Υ (−Id) on the left used to ensure that the (â(fj))fj ,j satisfy
the CAR. Notice also that we have the relation
â(fj) = Ta(fj)T
∗,
where a(fj) is the usual annihilation operator on F(⊕iHi).
Proposition A.2. Let (ωi)i∈N be a collection of quasi-free states such that ωi is
defined on A[Hi] for all i. Let (γi, αi)i be the collection of their density matrices, and
assume that
∑
iTrHi(γi) < +∞. Let ω be the unique quasi-free state on A[⊕iHi]
having γ := ⊕iγi as 1-pdm and α := ⊕iαi as pairing matrix. Then we have
∀A ∈ A[⊕iHi], ω(A) = ⊗iωi (TAT ∗) .
As a consequence, the product state ⊗iωi can be considered as a state on A[⊕iHi].
Remark A.3. The state ω is well-defined by Proposition 2.1, since Tr(γ) =
∑
iTrHi(γi)
is finite.
Proof. We will show that the state ⊗iωi is quasi-free on the CAR generated by
the (â(fj))fj ,j . This proves the result because the state ⊗iωi(T · T ∗) is then quasi-
free and one easily shows that it has ⊕iγi as 1-pdm and ⊕iαi as pairing matrix.
Since the density matrices determine uniquely the quasi-free state, we must have
⊗iωi(T · T ∗) = ω. Therefore we only have to show the Wick relation for the state
⊗iωi. Let us first notice that it is enough to prove it for products of the form
â♯
(
f
(i1)
1
)
· · · â♯
(
f
(i1)
2k1
)
· · · â♯
(
f
(iN )
1
)
· · · â♯
(
f
(iN )
2kN
)
,
with i1 < · · · < iN , kℓ ∈ N, f (iℓ)p ∈ Hiℓ for all 1 6 p 6 2kℓ, 1 6 ℓ 6 N , and where ♯
means star or no star. This means two things:
(1) We can restrict to ordered products with respect to the decomposition
⊕i∈NHi: The 2k1 first creation/annihilation operators â♯
(
f
(i1)
p
)
with 1 6
p 6 2k1 all create/annihilate particles belonging to Hi1 , then the follow-
ing 2k2 creation/annihilation â
♯
(
f
(i2)
p
)
with 1 6 p 6 2k2 create/annihilate
particles belonging to Hi2 , etc. We can always order in this way any product
of a♯s because Wick’s formula does not depend on the choice of an ordering.
(2) We can restrict to products where there is an even number of particles
created/annihilated in each space Hiℓ . If not the case, both sides of Wick
relation can easily be shown to vanish.
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This being said, let us compute the left-hand side of Wick’s formula:
X = ⊗iωi
[
â♯
(
f
(i1)
1
)
· · · â♯
(
f
(i1)
2k1
)
· · · â♯
(
f
(iN )
1
)
· · · â♯
(
f
(iN )
2kN
)]
= ⊗iωi
[
Υ(−IdH0)
∑N
ℓ=1 2kℓ ⊗ · · · ⊗Υ (−IdHi1−1)∑Nℓ=1 2kℓ ⊗
⊗a♯
(
f
(i1)
1
)
· · ·a♯
(
f
(i1)
2k1
)
Υ
(−IdHi1 )∑Nℓ=2 2kℓ ⊗ · · ·
· · · ⊗ a♯
(
f
(iN )
1
)
· · ·a♯
(
f
(iN )
2kN
)]
=
N∏
ℓ=1
ωiℓ
[
a♯
(
f
(iℓ)
1
)
· · ·a♯
(
f
(iℓ)
2kℓ
)]
=
N∏
ℓ=1
∑
πℓ∈S˜2kℓ
(−1)ε(πℓ)ωiℓ
[
a♯
(
f
(iℓ)
πℓ(1)
)
a♯
(
f
(iℓ)
πℓ(2)
)]
× · · ·
· · · × ωiℓ
[
a♯
(
f
(iℓ)
πℓ(2kℓ−1)
)
a♯
(
f
(iℓ)
πℓ(2kℓ)
)]
.
Let us reindex the product
â♯
(
f
(i1)
1
)
· · · â♯
(
f
(i1)
2k1
)
· · · â♯
(
f
(iN )
1
)
· · · â♯
(
f
(iN )
2kN
)
=
â♯ (f1) · · · â♯ (f2k1) â♯ (f2k1+1) · · · â♯
(
f2(k1+...+kN )
)
,
such that the sum of Wick’s formula (with K := k1 + . . .+ kN ),
Y =
∑
π∈S˜2K
(−1)ε(π)(⊗iωi)
[
â♯
(
fπ(1)
)
â♯
(
fπ(2)
)] · · · (⊗iωi) [â♯ (fπ(2K−1)) â♯ (fπ(2K))]
contains only the terms with a permutation π leaving invariant every interval of
the form [2kℓ + 1, 2kℓ+1], corresponding to the Hilbert space Hiℓ , 1 6 ℓ 6 N . This
is proved by induction on K: We introduce
WKρ (e1 . . . e2K) :=
∑
π∈S˜2K
(−1)ε(π)ρ(eπ(1)eπ(2)) . . . ρ(eπ(2K−1)eπ(2K)).
For π ∈ S˜2K , we have π(1) = 1, hence we have the induction formula
WKρ (e1 . . . e2K) =
2K∑
i=2
(−1)iρ(e1ei)WK−1ρ (e2 . . . êi . . . e2K).
In our case where ej = â
♯(fj) and ρ = ⊗iωi, we see that ρ(e1ei) 6= 0 if and only if
i 6 2k1. Hence, by induction on K, the only permutations π ∈ S˜2K giving rise to
a non-zero term in Y are those which leave invariant the intervals [2kℓ + 1, 2kℓ+1]
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with 1 6 ℓ 6 N . We can thus write
Y =
N∏
ℓ=1
∑
πℓ∈S˜2kℓ
(−1)ε(πℓ)(⊗iωi)
[
â♯
(
f
(iℓ)
πℓ(2kℓ−1)
)
â♯
(
f
(iℓ)
πℓ(2kℓ)
)]
× · · ·
· · · × (⊗iωi)
[
â♯
(
f
(iℓ)
πℓ(1)
)
â♯
(
f
(iℓ)
πℓ(2)
)]
=
N∏
ℓ=1
∑
πℓ∈S˜2kℓ
(−1)ε(πℓ)ωiℓ
[
a♯
(
f
(iℓ)
πℓ(2kℓ−1)
)
a♯
(
f
(iℓ)
πℓ(2kℓ)
)]
× · · ·
· · · × ωiℓ
[
a♯
(
f
(iℓ)
πℓ(1)
)
a♯
(
f
(iℓ)
πℓ(2)
)]
= X.
This proves that the state ⊗iωi is quasi-free, which concludes the proof. 
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