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Abstract
We consider the Mayer optimal control problem with dynamics given by a nonconvex differential–
difference inclusion, whose trajectories are constrained to a closed set. Necessary optimality conditions
in the form of the maximum principle are obtained.
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1. Introduction
Consider the following problem
minimize g
(
x(T )
) (1.1)
subject to
x′(t) ∈ F (t, x(t), x(t − )) a.e. ([t0, T ]),
x(t) = c(t), t ∈ [t0 − , t0),
x(t0) = x0, x(T ) ∈ K1,
x(t) ∈ K ∀t ∈ [t0, T ] (1.2)
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map, g(.) :Rn → R is a given function,  ∈ (0, T − t0) and c(.) : [t0 − , t0) → Rn is a given
essentially bounded function.
This optimization problem has been studied by Clarke and Watkins [9], by Minchenko et al.
[12–15], by Mordukhovich et al. ([17–20], etc.) and by the authors [5,6,8] in the case when there
are no state constraints (i.e., K =Rn). For a detailed discussion with historical remarks when F
has a parametrized form, i.e., controlled differential–difference equations, we refer to [9]. These
problems cover a broad range of other problems in dynamic optimization with time delay, in
particular, both standard and nonstandard models in optimal control for open-loop and closed-
loop control systems.
The aim of the present note is twofold. On one hand, to extend the above mentioned results
to optimal control problems with state constraints and, on the other hand, to extend some of the
existing results in the literature ([3,4,7], etc.) obtained for differential inclusion problems (i.e.,
without delay) with state constraints to problems given by differential–difference inclusions.
The general idea, already present in [3,4,7,10,11], is to use convex linearizations of differential
inclusions and convex linearizations of constraints along optimal trajectories and then to apply
duality theory of convex analysis to derive necessary conditions for optimality. For an extended
discussion on the state constraints in the optimal control of differential inclusion problems we
refer to [7].
Necessary optimality conditions for systems given by differential–difference inclusions in
terms of adjoint inclusions associated to derivatives of the set-valued map F were obtained in
[5,6,8,12,15] for problems with only end point constraints. We note that such type of necessary
optimality conditions, in general, are not, equivalent to necessary conditions obtained in terms
of generalized gradients of the Hamiltonian as in [9]. The maximum principle of this paper is
related to the one in [7]. In fact the key tools used in the proof of our maximum principle are
taken from [7].
The paper is organized as follows: in Section 2 we recall some notations and some preliminary
results to be used in the sequel and in Section 3 we present the main result of this paper.
2. Preliminaries
Denote by P(Rn) the family of all subsets of Rn, by AC([a, b],Rn) the space of absolutely
continuous functions from [a, b] into Rn and by L1([a, b],Rn) the space of integrable functions
x(.) : [a, b] →Rn endowed with the norm ‖x(.)‖1 =
∫ b
a
‖x(s)‖ds. If A ⊂Rn we denote by cl(A)
the closure of A and by co(A) the closed convex hull of A.
Let F(.,.,.) :R× Rn ×Rn → P(Rn) be a set-valued map with nonempty closed values. We
consider the differential–difference inclusion
x′(t) ∈ F (t, x(t), x(t − )) a.e. (I ),
x(t0) = x0, x(t) = c(t), t ∈ [t0 − , t0), (2.1)
where I := [t0, T ],  ∈ (0, T − t0), x0 ∈ Rn and c(.) : [t0 − , t0) → Rn is a given essentially
bounded function.
A solution for the differential–difference inclusion (2.1) is a function x(.) : I → Rn which
is absolutely continuous on I , essentially bounded on [t0 − , t0) and satisfies (2.1). In what
follows z(.) is a given solution of inclusion (2.1) and by SF we denote the set of all solutions
of (2.1).
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cone, the intermediate tangent cone and Clarke’s tangent cone seem to be among the most often
used in the study of different problems involving nonsmooth sets and mappings.
Let X ⊂Rn and x ∈ cl(X).
Definition 2.1.
(a) The contingent cone to X at x is defined by
KxX =
{
v ∈Rn; ∃sm → 0+, xm ∈ X: xm − x
sm
→ v
}
.
(b) The intermediate cone to X at x is defined by
QxX =
{
v ∈Rn; ∀sm → 0+, ∃xm ∈ X: xm − x
sm
→ v
}
.
(c) Clarke’s tangent cone to X at x is defined by
CxX =
{
v ∈Rn; ∀(xm, sm) → (x,0+), xm ∈ X, ∃ym ∈ X: ym − xm
sm
→ v
}
.
(d) Dubovitskij–Miljutine’s tangent cone to X at x is defined by
IxX =
{
v ∈Rn; ∃ε > 0: x + [0, ε](v + εB) ⊂ X}.
All the above sets are cones. KxX, QxX, CxX are closed, IxX is open and CxX is convex.
These cones are related as follows
CxX ⊂ QxX ⊂ KxX, int(CxX) ⊂ IxX ⊂ QxX.
For the basic properties of these tangent cones we refer to [1].
If Y is a real Banach space and Y ∗ is its dual and if C ⊂ Y is a closed convex cone the negative
polar cone is defined by
C− = {y∗ ∈ Y ∗; 〈y∗, y〉 0 ∀y ∈ C}.
The positive polar cone of C is C+ = −C−. The negative polar of Clarke’s tangent cone NxX :=
CxX
− is also called the normal cone to the set X at x ∈ X.
For a mapping g(.) :X ⊂Rn →Rwhich is not differentiable, the classical (Fréchet) derivative
is replaced by some generalized directional derivatives. We recall only the Clarke’s generalized
directional derivative, which in the case when g(.) is locally-Lipschitz at x ∈ int(X) is defined by
DCg(x;v) = lim sup
(y,θ)→(x,0+)
g(y + θv) − g(y)
θ
, v ∈Rn.
The result in the next section will be expressed in terms of the Clarke generalized gradient,
defined by
∂Cg(x) =
{
q ∈Rn; 〈q, v〉DCg(x;v) ∀v ∈Rn
}
.
We need the following easy corollary of the theorem on separation of two convex sets.
Lemma 2.2. [16] Let C ⊂ Rn be a convex cone, and let h(.) :Rn → R be sublinear (i.e., posi-
tively homogeneous and subadditive). If h(.) satisfies the condition h(v) 0 ∀v ∈ C, then there
exists q ∈ C+ such that 〈q, v〉 h(v) ∀v ∈Rn.
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rectional derivative of a multifunction G(·) :X ⊂ Rn → P(Rn) (in particular of a single-valued
mapping) at a point (x, y) ∈ Graph(G) as follows
τyG(x, v) =
{
w ∈Rn; (v,w) ∈ τ(x,y) Graph(G)
}
, v ∈ τxX.
Let A :Rm → P(Rn) be a set-valued map. A is called closed (respectively, convex) process if
Graph(A(.)) is a closed (respectively, convex) cone.
The adjoint process A∗ :Rn → P(Rm) of the closed convex process A is defined by
A∗(p) = {q ∈Rn; 〈q, v〉 〈p,v′〉 ∀(v, v′) ∈ GraphA(.)}.
For other properties of closed convex processes we refer to [1].
In the sequel we assume the following hypotheses.
Hypothesis 2.3.
(i) F(.,.,.) : I ×Rn ×Rn → P(Rn) is a set-valued map with nonempty closed values.
(ii) ∀x, y ∈Rn, F(., x, y) is measurable.
(iii) There exists c > 0 such that ∀(t, x, y) ∈ I × Rn × Rn, F(t, x, y) ⊂ c(1 + ‖x‖ + ‖y‖)B ,
where B denotes the open unit ball in Rn.
(iv) There exists L(.) ∈ L1(I,R+) such that F(t, .,.) is L(t)-Lipschitz, i.e., for every (x1, y1),
(x2, y2) ∈Rn ×Rn, t ∈ I
F (t, x1, y1) ⊂ F(t, x2, y2) + L(t)
(‖x1 − y1‖ + ‖x2 − y2‖)B.
(v) g :Rn →R is locally-Lipschitz.
Recall that z(.) is a solution to (2.1). We wish to linearize F and K along z(.).
Denote by coF the set-valued map, whose value at (t, x) is the closed convex hull of F(t, x),
coF(t, x).
Hypothesis 2.4. There exists a family of closed convex processes A(t, .,.) :Rn ×Rn → P(Rn),
t ∈ I , that satisfies
(i) A(., u, v) is measurable ∀u,v ∈Rn.
(ii) A(t,u, v) ⊆ Qz′(t)(coF(t, .,.))((z(t), z(t − )); (u, v)) ∀u,v ∈Rn, for a.e. t ∈ I .
(iii) For some m 0, A(t, .,.) is m-Lipschitz on Rn for a.e. t ∈ I .
Notice that from (iii) it follows that for almost all t ∈ I,A(t, .)∗(0) = {(0,0)}.
Remark 2.5. Assume that there exists a selection f (t, x, y) ∈ F(t, x, y) for (t, x, y) ∈ I ×
R
n × Rn such that for a.e. t ∈ I , z′(t) = f (t, z(t), z(t − )) and f (t, .,.) is differentiable at
(z(t), z(t −)). If supt∈I ‖ ∂f∂x (t, z(t), z(t −))‖ < ∞, supt∈I ‖ ∂f∂y (t, z(t), z(t −))‖ < ∞ then
we may take
A(t,u, v) = ∂f
∂x
(
t, z(t), z(t − ))u+ ∂f
∂y
(
t, z(t), z(t − ))v, ∀u,v ∈Rn.
A variational inclusion for (2.1) can be obtained in the same way as in [15, Lemma 2.2]. See
also [5, Theorem 3.2] and [15, Theorem 2.2].
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w′(t) ∈ A(t,w(t),w(t − )) a.e. (I ),
w(t) = 0, t ∈ [t0 − , t0), w(t0) = θ.
Then for all θh ∈ Rn converging to θ when h → 0+ and for all small h > 0 there exist xh(.)
solutions to (2.1) with xh(t0) = z(t0) + hθh such that xh(.)−z(.)h converges to w(.) in C(I) when
h → 0+.
Concerning the constraints K and K1 we assume
Hypothesis 2.7. K and K1 are closed subsets of Rn, int(Cz(T )K1) = ∅ and there exists a lower
semicontinuous set-valued map G : I → P(Rn) such that for every t ∈ I , G(t) is a closed convex
cone with nonempty interior and for all v ∈ int(G(t)) there exists ε > 0 such that for all s ∈
[t − ε, t + ε] ∩ I , z(s) + [0, ε](v + εB) ⊂ K .
Remark 2.8. If for all t ∈ I , int(Cz(t)K) = ∅, then we may set G(t) = Cz(t)K (see [7]).
The space NBV([a, b]) (Normalized Bounded Variations) is the space of functions f of
bounded variation on [a, b], which are continuous from the right on (a, b) and such that
f (a) = 0. The norm of f ∈ NBV([a, b]) is the total variation of f on [a, b] denoted by ‖f ‖TV .
Finally the following results will be used in the proof of our result.
Lemma 2.9. [7] Consider a lower semicontinuous set-valued map G : I → P(Rn) such that for
all t ∈ I , G(t) is a closed convex cone. Assume that for all t ∈ I , int(G(t)) = ∅ and let
C = {w(.) ∈ C(I) ∣∣w(t) ∈ G(t) ∀t ∈ I}. (2.2)
Then
int(C) = {w(.) ∈ C(I) ∣∣w(t) ∈ int(G(t)) ∀t ∈ I} = ∅.
If g ∈ NBV(I ) is such that g ∈ C− then there exists a scalar positive Radon measure μ on I
and a selection ν(s) ∈ G(s)− ∩ B μ-a.e. such that for every t ∈ (t0, T ] g(t) =
∫
[t0,t] ν(s) dμ(s),
g(t) − g(t−) ∈ G(t)− and g(t0+) ∈ G(t0)−.
Lemma 2.10. [1] Let X, Y be two Hilbert spaces, r :X → Y be a linear operator and L ⊂ Y be
a closed cone.
If Im(r) − L = Y then (r−1(L))+ = r∗(L+).
3. The main result
We are able to prove our main result.
Theorem 3.1. Let z(.) be an optimal solution to problem (1.1)–(1.2) and assume that Hypothe-
ses 2.3, 2.4 and 2.7 hold true.
Then there exist λ ∈ {0,1}, ψ ∈ NBV(I ), λ+ ‖ψ‖TV = 0 and the absolutely continuous func-
tions p(.) : I →Rn, q(.) : [t0 − ,T ] →Rn, q(t) ≡ 0 on [T − ,T ] such that(
p′(t), q ′(t − )) ∈ A∗(t,−p(t)− q(t)− ψ(t)) a.e. (I ), (3.1)
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(
z(T )
)− ψ(T ) − Nz(T )K1, (3.2)〈
z′(t),p(t) + q(t) + ψ(t)〉= max
v∈F(t,z(t),z(t−))
〈
p(t)+ q(t)+ ψ(t), v〉 a.e. (I ). (3.3)
Moreover,
ψ(t0+) ∈ G(t0)−, ψ(t)− ψ(t−) ∈ G(t)−, ψ(t) =
∫
[t0,t]
ν(s) dμ(s) ∀t ∈ (t0, T ]
(3.4)
for a positive (scalar) Radon measure μ on I and a μ-measurable function ν(.) : I →Rn satis-
fying ν(s) ∈ G(s)− ∩ B μ-a.e.
If Cz(T )K1 ∩ int(G(T )) = ∅ then the following nondegeneracy condition holds true
λ + sup
t∈(t0,T )
∥∥p(t) + q(t) + ψ(t)∥∥ = 0. (3.5)
Proof. Consider the set-valued map B(.,.,.) : I ×Rn ×Rn →P(Rn) defined by
B(t, u, v) = cl(A(t,u, v) + Kz′(t)coF (t, z(t), z(t − ))).
By [10] for almost all t ∈ I , B(t, .,.) is a closed convex process, Lipschitz with the same Lipschitz
constant as A(t, .,.) and B(t, u, v) ⊆ Qz′(t)(coF(t, .,.))((z(t), z(t − )); (u, v)) ∀u,v ∈Rn, for
a.e. t ∈ I . Thus the family {B(t, .,.)}t∈I satisfies Hypothesis 2.4. Moreover, by [10] we have that(
r1(t), r2(t)
) ∈ B∗(t, q(t)) iff (r1(t), r2(t)) ∈ A∗(t, q(t)) and
q(t) ∈ [Kz′(t)coF (t, z(t), z(t − ))]+ = [F (t, z(t), z(t − ))− z′(t)]+. (3.6)
Set
W
1,2
0 (I ) :=
{
w(.) : [t0 − ,T ] →Rn; w(.) ∈ W 1,2(I ), w(t) = 0, ∀t ∈ [t0 − , t0)
}
,
S := {w(.) ∈ W 1,20 (I ); w′(t) ∈ B(t,w(t),w(t − )) a.e. in I},
C = {w(.) ∈ C(I); w(t) ∈ G(t) ∀t ∈ I},
C1 =
{
w(.) ∈ C(I); w(T ) ∈ Cz(T )K1
}
,
γ1
(
x(.)
) = x(T ) ∀x(.) ∈ C(I).
Denote by S¯ the closure of S in C(I). By Lemma 2.9, int(C) = ∅. Obviously, int(C1) = ∅.
Furthermore, since C1 = γ−1(Cz(T )K1),
C+1 =
(
γ−1(Cz(T )K1)
)+ = γ ∗((Cz(T )K1)+)
(e.g., [2]). Thus for every β1 ∈ C1 there exists η ∈ Nz(T )K1 such that for all w ∈ C(I), 〈β1,w〉 =
〈η,w(T )〉.
If int(C1) ∩ int(C) = ∅, then by separation theorem there exists 0 = β1 ∈ C−1 satisfying
β1 ∈ C−. Let η ∈ Nz(T )K1 be such that for all w ∈ C(I), 〈β1,w〉 = 〈η,w(T )〉. It is enough
to set ψ(T ) = −η, ψ = 0 on [t0, T ), λ = 0, p ≡ 0 and q ≡ 0 to get the conclusion of the theorem
in this case.
We assume next that int(C1) ∩ int(C) = ∅. Then int(C1 ∩ C) = int(C1) ∩ int(C) and therefore
(C ∩ C1)− = C− + C−1 (e.g., [2]).
We have two cases.
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int(C ∩ C1) = ∅, they can be separated by a closed hyperplane passing through the origin, i.e.,
there exists 0 = β ∈ C(I)∗ such that
〈β,b〉 0 〈β,a〉 ∀a ∈ S, b ∈ C ∩ C1. (3.7)
Thus β ∈ C− + C−1 . Consider β0 ∈ C− and β1 ∈ C−1 such that β = β0 + β1. Note that β0 = 0 [7].
Let ψ ∈ NBV(I ) be such that for all w ∈ C(I), 〈β0,w〉 =
∫ T
0 w(s)dψ(s). Then ‖ψ‖TV = 0
and by Lemma 2.9 applied to β0 for a positive Radon measure μ on I and a μ-measurable
selection ν(t) ∈ G(t)− μ-a.e., relations (3.4) hold true.
On the other hand, by (3.7), we have that β ∈ S+ ⊂ W 1,2(I )∗. Set
(D1x)(t) = x(t − ), (D2x)(t) = x′(t) ∀x(.) ∈ W 1,2(I ).
Therefore S = (1 ×D1 ×D2)−1(L), where
L = {(x, y, z) ∈ L2(I ) ×L2(I ) ×L2(I ); z(t) ∈ B(t, x(t), y(t)) a.e. in I}.
As in [10]
L+ = {(−P,−Q,R) ∈ (L2(I ))3; (P(t),Q(t)) ∈ B∗(t,R(t)) a.e. in I}. (3.8)
From Hypothesis 2.4(iii) the set-valued map B(t, .,.) is Lipschitz and so we can apply the
version of Filippov existence theorem for differential–difference inclusion [9, Theorem 1] to
deduce that for any v = (v1, v2, v3) ∈ (L2(I ))3 there exists u(.) ∈ W 1,2(I ) a solution to the
differential–difference inclusion
u′(t) ∈ B(t, u(t) − v1(t), u(t − ) − v2(t))+ v3(t), u(t) = 0 ∀t ∈ [t0 − , t0).
Therefore, for any v = (v1, v2, v3) ∈ (L2(I ))3 there exists u(.) ∈ W 1,20 (I ) such that (1×D1 ×
D2)u− (v1, v2, v3) ∈ L, i.e., Im(1 ×D1 ×D2)−L = (L2(I ))3. Hence we apply Lemma 2.10 to
deduce that
S+ = (1 ×D1 ×D2)∗
(
L+
)
. (3.9)
Thus, there exists (−P,−Q,R) ∈ L+ such that for any x(.) ∈ W 1,20 (I )
〈β,x〉 = 〈(1 × D1 × D2)∗(−P,−Q,R), x〉 = 〈(−P,−Q,R), (1 ×D1 ×D2)x〉.
Let η ∈ Nz(T )K1 be such that for all w ∈ C(I), 〈β1,w〉 = 〈η,w(T )〉. Hence for any x(.) ∈
W
1,2
0 (I )
〈
η,x(T )
〉= −
T∫
t0
P(t)x(t) dt −
T∫
t0
Q(t)x(t − )dt +
T∫
t0
R(t)x′(t) dt −
T∫
t0
x(t) dψ(t).
(3.10)
Note that
−
T∫
t0
Q(t)x(t − )dt
= −
T−∫
Q(s + )x(s) ds = −
T−∫ ( t∫
Q(s + )ds
)′
x(t) dtt0− t0− t0−
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T−∫
t0
( t∫
t0−
Q(s + )ds
)′
x(t) dt
= −
〈 T−∫
t0−
Q(s + )ds, x(T − )
〉
+
〈 t0∫
t0−
Q(s + )ds, x(t0)
〉
+
T−∫
t0
( t∫
t0−
Q(s + )ds
)
x′(t) dt.
Define p1(.) : I →Rn, p1(t) =
∫ t
t0
P(s) ds, q(.) : [t0 −,T −] →Rn, q(t) =
∫ t
t0− Q(s +
)ds, q(t) ≡ 0 on (T − ,T ].
Therefore, from (3.10) integrating by parts, we get
T∫
t0
[
R(t) + p1(t) + q(t) + ψ(t)
]
x′(t) dt − 〈p1(T ), x(T )〉− 〈q(T − ),x(T − )〉
+ 〈q(t0), x(t0)〉− 〈ψ(T ), x(T )〉− 〈η,x(T )〉= 0.
The above holds true, in particular, for all x(.) ∈ W 1,20 (I ) with x(t0) = x(T −) = x(T ) = 0.
Thus, from the Dubois–Raymond lemma it follows that there exists k0 ∈Rn such that
R(t) + p1(t) + q(t) + ψ(t) = k0 a.e. in I. (3.11)
Define p(t) := p1(t) − k0. We have R(t) = −p(t) − q(t) − ψ(t) a.e. and from (3.6) and (3.8)
we obtain (3.1) and (3.3). Now from (3.11) we deduce that for any x(.) ∈ W 1,20 (I )〈
k0, x(T ) − x(t0)
〉− 〈p1(T ), x(T )〉− 〈q(T − ),x(T − )〉
+ 〈q(t0), x(t0)〉− 〈ψ(T ), x(T )〉− 〈η,x(T )〉= 0.
Applying this relation to all x(.) ∈ W 1,20 (I ) with x(t0) = x(T ) = 0, we get q(T − ) = 0. So〈
k0, x(T ) − x(t0)
〉− 〈p1(T ), x(T )〉+ 〈q(t0), x(t0)〉− 〈ψ(T ), x(T )〉− 〈η,x(T )〉= 0.
In the last equality we take x(.) ∈ W 1,20 (I ) with x(T ) = 0 and we get k0 = q(t0). Hence k0 −
p1(T ) − ψ(T ) − η = 0. Consequently p(T ) + ψ(T ) = −η ∈ −Nz(T )K1 and (3.2) is satisfied
with λ = 0.
Case 2. S¯ ∩ (int(C ∩ C1)) = ∅. Then also S ∩ (int(C ∩ C1)) = ∅. Since C ∩ C1 and S¯ are closed
convex cones in C(I) and S¯ ∩ (int(C ∩ C1)) = ∅ we infer that (e.g., [2])
(S¯ ∩ C ∩ C1)+ = S¯+ + C+ + C+1 . (3.12)
Consider a solution w(.) to the differential–difference inclusion
w′(t) ∈ B(t,w(t),w(t − )) a.e. t ∈ I,
w(t0) = 0, w(t) = 0 ∀t ∈ [t0 − , t0). (3.13)
From Lemma 2.6 we have that for all si → 0+ there exist solutions xi(.) to (2.1) with
xi(t0) = x0 such that wi(.) = xi (.)−z(.) converges uniformly to w(.).si
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DCg
(
z(T ),w(T )
)
 0 (3.14)
for all w(T ) ∈ E = γ (S¯ ∩ int(C ∩ C1)).
We first show that
DCg
(
z(T ),w(T )
)
 0 ∀w(T ) ∈ γ (S ∩ int(C ∩ C1)). (3.15)
Fix w ∈ S ∩ int(C ∩ C1). Then, by Lemma 2.9, w(t) ∈ int(G(t)) for all t ∈ I . From Hypoth-
esis 2.7, continuity of w(.) and compactness of I we deduce that for some ε > 0 and all t ∈ I ,
z(t) + [0, ε](w(t) + εB) ⊂ K . Hence xi(.) is an admissible trajectory for problem (1.1)–(1.2)
and since z(.) is optimal
g
(
z(T ) + siwi(T )
)
 g
(
z(T )
)
.
Passing with si → 0+ we obtain (3.15).
Consider next w ∈ S¯ ∩ int(C ∩ C1) and wj ∈ S such that limj→∞ wj = w in C(I). Then for
all large j,wj ∈ S ∩ int(C ∩ C1) and, by (3.15),
DCg
(
z(T ),wj (T )
)
 0.
Since DCg(z(T ), .) is continuous, passing to the limit in the last inequality when j → ∞ we
deduce (3.14).
We apply Lemma 2.2 with h(.) = DCg(z(T ), .) and we find that there exists α ∈ ∂Cg(z(T ))∩
[γ (S¯ ∩ int(C ∩ C1))]+ = ∂Cg(z(T )) ∩ γ ∗−1((S¯ ∩ int(C ∩ C1))+) = ∂Cg(z(T )) ∩ γ ∗−1((S¯ ∩ C ∩
C1)+).
Hence, by (3.12) for some β0 ∈ C−, β1 ∈ C−1 , γ ∗(α) + β0 + β1 ∈ S¯+. Denote by S+ the
positive polar of S in W 1,2(I )∗. Then γ ∗(α)+β0 +β1 ∈ S+. From (3.8) and (3.9) it follows that
there exist (−P,−Q,R) ∈ L+ such that for any x(.) ∈ W 1,20 (I )〈
γ ∗(α), x
〉+ 〈β0 + β1, x〉 = 〈(1 × D1 × D2)∗(−P,−Q,R), x〉,
or, equivalently, for any x(.) ∈ W 1,20 (I )〈
α,x(T )
〉+ 〈η,x(T )〉
= −
T∫
t0
P(t)x(t) dt −
T∫
t0
Q(t)x(t − )dt −
T∫
t0
R(t)x′(t) dt −
T∫
t0
x(t) dψ(t) (3.16)
for some ψ ∈ NBV(I ), η ∈ Nz(T )K1 satisfying 〈β0, y〉 =
∫ T
t0
y(s) dψ(s) for all y ∈ C(I) and
〈β1,w〉 = 〈η,w(T )〉 for all w ∈ C(I).
Define p1(.) and q(.) as in Case 1. We take x(.) ∈ W 1,20 (I ) with x(t0) = x(T −) = x(T ) = 0
and we obtain as in Case 1, that there exists k0 ∈Rn that verifies (3.11). Define p(t) = p1(t)−k0.
Thus R(t) = −p(t)− q(t) − ψ(t) a.e. in I and from (3.6) and (3.8) we deduce (3.1) and (3.3).
From (3.16), as in Case 1, we obtain that for any x(.) ∈ W 1,20 (I )〈
k0, x(T ) − x(t0)
〉− 〈p1(T ), x(T )〉− 〈q(T − ),x(T − )〉
+ 〈q(t0), x(t0)〉− 〈ψ(T ), x(T )〉− 〈α,x(T )〉− 〈η,x(T )〉= 0.
We take first x(.) ∈ W 1,20 (I ) with x(t0) = x(T ) = 0 and we find that q(t − ) = 0. Next, if
we take x(.) ∈ W 1,20 (I ) with x(T ) = 0, then we get k0 = q(t0). Hence k0 −p1(T )−ψ(T )− η−
α = 0. Thus p(T )+ψ(T ) = −α−η ∈ −∂Cg(z(T ))−Nz(T )K1 and (3.2) is satisfied with λ = 1.
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rem 3.4]. 
Remark 3.2. Several remarks are in order.
(i) With the same proof as in [7, Theorem 3.4], if there exists a solution to the constrained
differential–difference inclusion
w′(t) ∈ cl(A(t,w(t),w(t − ) + Kz′(t)coF (t, z(t), z(t − )))),
w(t) ∈ int(G(t)) ∀t ∈ I, w(T ) ∈ int(Cz(T )K1),
then in Theorem 3.1, λ = 1.
(ii) If in the above theorem we assume that g(.) is differentiable at z(T ), then by a very slight
modification of the proof, inclusion (3.2) can be replaced by
p(T ) ∈ −λ∇g(x¯(T ))− ψ(T ) − Nz(T )K1.
(iii) If in Theorem 3.1, F does not depend on the third variable (i.e., no delay is present), then
Theorem 3.1 reduces to Theorem 4.4 in [4] (see also [7, Corollary 3.5]).
(iv) If in problem (1.1)–(1.2) there are no state constraints, i.e., K =Rn then Theorem 3.1 yields
the maximum principle with end point constraints from [6].
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