Introduction
Semi-Markov processes, nowadays, have been applied in many areas of sciences, such as reliability theory. In fact, many of the reliability systems can be modeled by semi-Markov processes, such as two dissimilar unit cold standby system, which has widely been studied and used in industry. Estimation of parameters included in reliability systems is a common job in reliability analysis. Recently, in this area, estimating the parameters of life time distributions have been received special attentions. In 1983 Sarmah and Dharmadhikari have obtained the moment estimators of the parameters included in 1-out-of-2:G repairable system when the failure and repair time distributions of the units are exponential with unknown parameters, [5] . After two decades, Sarhan and El-Gohary (2003) , have estimated the parameters of this model by maximum likelihood and Bayesian methods, [4] . They showed that these methods perform better than moments estimation method. Also, the parameters of the lifetimes in k-out-of-m cold standby systems with imperfect switches have been estimated using two different approaches by Al-Ruzaiza and Sarhan, [1] . In 2004 El-Gohary studied a special case of two dissimilar unit cold standby system. He used the Markov renewal theory to estimate the unknown parameters of two similar unit cold standby systems with imperfect switches, when failure rates are linearly depend on lifetimes of the system, [3] . For detailed descriptions of semi-Markov and Markov renewal processes, see [2] .
The general failure rate model, that is considered in the present paper, develops linear failure rate, exponential, Weibull and Rayleigh distribution models, as well as many other reliability systems with realistic specified life time distributions.
In this article, a semi-Markov process with four states has been considered for modeling two dissimilar unit cold standby systems. At the moment that operating unit fails, the standby unit is switched to operate by using a switching device that is available with unknown probability 1 .
 It is also assumed that the failure rate of unit i has the general form   
be a probability distribution on  :
A Markov renewal process may be defined as follows:
We also assume that the probabilities in (1.1) do not depend on and denote them by 
is called the semi-Markov process on ,  generated by Markov renewal process with initial distribution 0 P and the kernel  , 0.
t t  

Description of the Model
We will consider a mechanical system which performs by the following settings:
Notation and assumptions
 The system consists of two dissimilar units which operate in cold standby configuration, a switch and a repair facility.  When operating unit fails, the standby unit is switched to operate by action of a switching device. The event that switching device performs well when required is denoted by , A with probability 1 ( ). P A    The system fails whether operating unit fails and the repair job has not been finished yet, or both the operating unit and the switch have been failed. In this case the whole failed system will be replaced by a new identical one.  The failure rate of unit i has the general form
, ,    are nonnegative unknown parameters whereas i  are non-negative known parameters.  The life times of operating units are non-negative random variables i V with distribution functions  . 
The semi-Markov model
In order to describe the semi-Markov reliability model and derive the associated renewal kernel, we will introduce the following states: 0. the system is failed; 1. the unit 1 is operating and unit 2 is under repair; 2. the unit 2 is operating and unit 1 is under repair; 3. the unit 1 is operating and unit 2 is in standby mode. 
, ,
By assuming the general failure rate  , i h t the density functions of the life times are as:
Estimation of the Parameters
In this section we will obtain the maximum likelihood and Bayes estimators of the unknown vector ,  based on a sequence of observations
as a trajectory of the semi-Markov process.
Maximum likelihood estimation
In favor of semi-Markov structure of the system, the maximum likelihood function becomes: ; 
, 
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Estimation in Semi-Markov Reliability Model 
Usually, evaluating explicit expressions for the MLE's of
is not easy. So, numerical techniques are required to calculate the MLE's of these parameters. In the following special cases, the MLE's may be directly derived from the above system of equations: 0 0 
Since the systems with similar units are applied more than dissimilar ones, we also check the above results for the similar case. By combining states 1 and 2, the state space reduces to the following form; 0. The system is failed; 1. One unit is operating and another is under repair; 2. One unit is operating and another is in standby mode.
By considering 
, , . 0 
0
. 0
The formulas which have been obtained for this case, extends the results of El-Gohary [3] to the Weibull distribution which is a more general distribution.
The Bayes estimation
In order to obtain the Bayes estimator for the vector of unknown parameters   In obtaining Bayesian estimators of unknown parameters, we assume that 1 , 2 and 3  are random variables with prior distributions, Beta(14, 6), Gamma(25, 50) and Gamma(100, 100) respectively. Table 4 gives the percentages of relative errors for the estimators obtained by each method. Results of tables 3 and 4, show that the Bayesian procedure gives better estimates than maximum likelihood method.
