Properties of K-Class Estimators When Disturbances are Small by Qayyum, Zoha
PROPERTIES OF K-CLASS ESTIMATORS 
WHEN DISTURBANCES ARE SMALL 
DISSERTATION 
SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 
FOR THE AWARD OF THE DEGREE OF 
Masitzx of ^l)iloB!opl)p 
in 
By 
ZOHA QAYYUM 
Under the Supervision of 
SYED SUHAIB HASAN 
DEPARTMENT OF STATISTICS & OPERATIONS RESEARCH 
ALIGARH MUSLIM UNIVERSITY 
ALIGARH (INDIA) 
2009 
V - ^ - ^ - ' ^ K i l ! 
DS3931 
^ 
/&c'kn(7H^ie((aeffvents 
I have great pleasure in taking this opportunity of 
acknowledging my deep sense of gratitude and 
indebtedness to my erudite supervisor Mr 
S.S.Hasan, whose encouragement, knowledgeable 
guidance and support from the preliminary to the 
concluding level enabled me to develop an 
understanding of the subject during the entire 
period of my M.Phil and especially in writing this 
dissertation. 
I express my sincere thanks to Prof A.H.Khan, 
Chairman of the Department of Statistics & 
Operation Research for providing me all the 
necessary facilities through out my M.Phil course. 
I would like to express my deep sense of 
indebtedness to my family who has been dreaming 
for quite a long time for my success. 
It is difficult to make proper acknowledgements 
to the host of persons who at sometime or the other 
helped me by their inspiring attitude and kindly acts 
at rendered many diverse and valuable services. To 
all those who deserve such thanks especially my 
collegeagues and friends for their generous support 
during the completion of this work, my apologies 
for the omission and the inadequacy of these 
written words. 
Zoha Qayyum 
CONTENTS 
Chapter I : Introduction 1-13 
Chapter II: Simultaneous Equation Estimation 
Finite-Sample Case. 14-54 
Chapter III: Properties of k-Class —Small 
Disturbance Approach. 55-94 
References 95-108 
CHAPTER I 
INTRODUCTION 
The founding era of the subject econometrics came in the 
twentieth century as a result of impetus of classical statistical 
theory. It was also a stage of the influence of Karl Pearson. 
Correlation theory provided the necessary tool to analyze 
statistical relationships in economics. Once economists learned 
multiple correlation analysis, they have never slowed down the 
generating of least squares regression results. Now it is so easy 
to generate least squares regression equations by the dozens that 
almost every practitioner, professional or researcher's work 
contains a linear multivariate statistical equation complete with 
standard errors, multiple correlation coefficient and serial 
correlation statistics. 
Correlation theory was the basic statistical tool for the 
pioneering work of Henry Moore (1914), Henry Schults (1938), 
Paul Douglas (1928) and Jan Tinbergen (1939). Frisch (1934) 
pushed the regression aspect of the subject much deeper and 
raised important conceptual issues as done earlier by Elmer 
Working (1927). The works of these scholars mark the 
beginnings of formal econometrics. 
In the early 1940's the modern era of econometrics 
commenced with the important contributions of T.Haavelmo 
(1943, 1944) and A.Wald (1943). They formulated the economic 
problems in terms of the theory of statistical inference. From 
their contributions the subject econometrics has actually become 
a special branch of mathematical statistics. 
The results of Haavelmo and Wald were extended by 
Koopmans, Marschak, Hurwicz, Anderson and others (1950) 
during the late 1940's and early 1950's. The role of econometrics 
has been further substantiated after the pioneering work of Lord 
J.M.Keynes (1936). In the 1950's there was some consolidations 
of results. Applications to model building were made, but few 
new techniques were developed. Except Theil's work on two-
stage least squares, the decade was generally one of the 
application with steady growth in the subject. However from 
1960's the situation was reversed. New estimators were obtained 
new methods of lag distributions were explored, the methods of 
spectral analysis were introduced into econometrics, model 
building became more ambitious, estimated models were being 
used by many public and private bodies; old vagging problems of 
nonlinearities were overcome. The recent prominent contributors 
in the field are Henry Theil, F.M.Fisher, A.S.Goldberger, 
L.R.Klein, J.Durbin and A.Zellner. 
In the post world war II period, economists have felt 
sufficiently confident of their theoretical structure to extensively 
utilize a separate branch of econometrics to relate economic 
theory directly to observations. However, the results of applied 
econometric research have not been particularly impressive. It is 
believed that with so massive and sophisticated statistical 
machinery, generally indifferent results have been obtained and a 
striking example is large micro econometric model. A major 
difficulty with assessing applied econometric research is that 
obtaining empirical results is a complicated interaction of 
bringing economic theory to data. Thus, indifferent performance 
may result from several problems like inadequate development of 
new classical theory, aggregation problem, substantial errors in 
data, inadequate development of econometric theory. The 
limitations of econometric theory are important to bear in mind 
for applied econometric result. However, econometric theory can 
offer much to broader field of econometrics, particularly if its 
development stays in touch with the needs of changing economic 
theory. Thus, continued development of econometric theory will 
be an indispensable aid in verifying, refuting and refining 
economic hypothesis as they arise. 
Formulation of economic policy for the welfare of human 
being requires modeling economic behavior that is quite 
complicated. The modeling can be done through a set of 
mathematical relationships or simply through a set of statement 
or merely by a diagram. The modeling, which is based on a set of 
statements is best because it qualifies and quantifies both, where 
as the set of mathematical equations typically specify the various 
interrelationships among the variables. Since no two person or 
no two identities behave exactly in the same manner, the 
complexity grows beyond bounds. This kind of overwhelming 
complexity of the real world invalidates the mathematical 
equations in totality for characterizing the human behavior. 
Under these circumstances probability theory comes to rescue 
and motivates the introduction of stochastic elements in the 
mathematical relationships constituting what are probably known 
as stochastic models. 
At the time of evolution of the development of economic 
theory, economists formulated the basic principles of functioning 
of the economic system using verbal exposition and applying a 
deductive procedure. The earlier economic theories started from 
a set of observations concerning the behavior of individual as 
consumers and producers. Some basic assumptions are set 
regarding the motivation of individual economic units. Thus, in 
demand theory it is assumed that the consumer aims at the 
maximization of their satisfaction that is utility from the 
expenditure of his income, given the prices of the commodities. 
Similarly the producers are assumed to be motivated by 
maximization of their profits. 
From these assumptions, economists derived some general 
conclusions through pure logical reasoning and therefrom 
propounded the laws of economics concerning the working 
process of the economic system. Stochastic models aim at this 
type of unification of economic theories. On the basis of that it 
can be said that the purpose of using models is analysis that is 
obtaining numerical evidences to test the explanatory powers of 
economic theories and to decide how well they explain the 
obscured behavior of human beings. 
Stochastic models are also utilized for obtaining reliable 
estimates of the individual coefficients of economic relationships 
from which we may evaluate elasticities, multipliers, coefficient 
of production, marginal costs, marginal revenues and other 
parameters of economic theory. The knowledge of the individual 
numerical values of these coefficients is very important for the 
formulation of economic policies. Also it helps to compare the 
effects of alternative policy decisions. 
These stochastic models play an important role in 
forecasting too. The forecasts related to the values of the 
economic magnitudes enable the policy maker to judge whether it 
is necessary to design any measures to influence the relevant 
economic variables. For example, the government wants to 
decide its employment policy. It is necessary to know what the 
current situation of employment is, as well as what the level of 
employment would be, suppose in five years time, if no measure 
whatsoever is taken by the government. With the help of 
stochastic models, we may obtain such an estimate of the level of 
employment. If it is too low, the government will take 
appropriate measure to avoid its occurrence. If the forecast value 
of the employment is higher than the expected labour force, the 
government must adopt different measures in order to avoid 
inflation. 
Among the various stochastic models, the simultaneous 
equation models have acquired paramount importance during the 
last few decades owing to their success as demonstrated by 
empirical findings in explaining and predicting the variations. 
Standard Form of the Simultaneous Equation Model 
Consider a simultaneous equation model consisting of G 
structural equations in G jointly dependent and K predetermined 
variables. 
Y = YB + XC + aU 
where Y and X are TxG and TxK matrices of T observations 
on G jointly dependent and K predetermined variables 
respectively, B and C are the matrices of coefficients associated 
with them having orders GxG and KxG respectively, U is a 
TxG matrix of structural disturbances and a is a scalar 
introduced for studying the small disturbance or asymptotic 
disturbances. 
The reduced form of the model is 
Y = X n + o V 
where n = C(lQ-B)~ is a KxG matrix of reduced form 
coefficients and V = U ( I Q - B ) " is a TxG matrix of reduced 
form disturbances. 
It is assumed that structural disturbances follow a 
multivariate probability law. 
E(U)-O 
1E(U'U)=^Z 
where Z is a GxG nonsingular matrix with finite elements. 
Further it is assumed that predetermined variables are 
asymptotically uncorrelated with structural disturbances and 
— X'X converges in probability to a nonsingular finite matrix 
Mxx, i-e. 
Plim-X'X = Mxx(finite) 
We are studying a particular equation of the model and this 
structural equation is expressed as 
y = Yi(3 + XiY + aU 
= Ai5 + aU Ai =(yi Xi), 5 = 
[yj 
where y is a Txl vector of T observation on the jointly 
dependent variable to be explained, Yj is a XxG] matrix of T 
observation on G I ( < G ) explanatory jointly dependent variables, 
X) is a TxKj matrix of T observations on K ] ( < K ) explanatory 
predetermined variables, P and y are the column vectors of 
coefficients associated with explanatory jointly dependent and 
predetermined variables respectively and u is a Txl vector of 
structural disturbances with 
E(U) = 0 
E ( U ' U ) = I T 
2 
o is a scalar quantity known as disturbances variance. 
The reduced form corresponding to jointly dependent 
variables in the above structural equation is 
Y = X n + a V 
Yi = X n i + a V i 
where Kxl vector n and KxG] matrix FI} are obtained from n 
while Txl vector v and I x G ] matrix Vj are submatrices of V. 
Finally, it is assumed that the structural equation is identified. 
k-CLASS ESTIMATORS FOR STRUCTURAL 
COEFFICIENTS AND THEIR PROPERTIES: 
The estimation procedures in the above structural equation 
can be classified into two groups limited information and full 
information. The limited information procedure estimates the 
parameters of equations one by one and employs only the apriori 
information pertaining to that particular equation. While the 
estimates by full information procedures are obtained jointly 
using all apriori information. However, it is not proved that the 
full information procedures are always more efficient than 
limited information procedures. 
In the context of limited information estimation procedures, 
various estimators have been proposed. Among them, an 
important family of estimators is k-class that encompasses many 
interesting estimators. This family for the coefficient vector (5 is 
defined as 
5k=[Ai(lT-kPx)Ai]-^Ai(lT-kPx)y 
where Px ^ ly -X(X'X)~ X' and k is the scalar characterizing the 
estimator. 
If we set k = 0 in the above equation, we obtain the 
A 
ordinary least square estimator SQLS while if we put k = 1 we get 
the two-stage least squares 52SLS- Similarly, we can find the 
LIML estimator ^UML ^^ ^^ take k to be stochastic and 
substitute k = A, where X is given by 
(y-Yi(3)'Pxi(y-Yi(3) 
X mm (3 (y-YiP)Px(y-Yi(3) 
Goldberger (1965) established that the k-class estimator 
can be interpreted as an instrumental variable estimator, 
Maeshiro (1966) considered a structural equation containing only 
one explanatory jointly dependent variable and explained that 
from a given member of k-class, how the other k-class 
estimators can be generated. Oi (1969) proved that the k-class 
estimator can be derived as classical least squares estimator in a 
transformed structural equation, and obtained a mathematical 
relationship connecting k-class and two-stage least square 
estimators. He also showed that k-class estimator is a weighted 
average of ordinary least squares and two-stage least squares 
estimators. A simple derivation of the identity between k-class 
and two-stage least squares can be worked out following 
Srivastava and Tiwari (1977). 
Theil (1961) plotted the k-class estimates in the Girshick-
Haavelmo model for the values of k ranging between 0 and 1.5. 
This lead Maeshiro (1974) to study the graph of k-class 
estimator in a structural equation containing merely one 
explanatory jointly dependent variable. It comes out to be a 
rectangular hyperbola. 
The k-class estimator is consistent when 
plim(k-l) = 0 
If 
plimVf(k-l) = 0 
The k-class estimator has the same asymptotic second order 
moment matrix as the two stage least squares estimator. Infact, 
under fairly general conditions the asymptotic distribution of 
V T ( 5 I ^ - 5 J is multivariate normal with mean vector 0 and 
variance covariance matrix o (J'MxxJ)" where (xnj X | j = X J a 
with J as a select matrix. Thus all the k-class estimators with 
characterizing scalar k that includes LIML estimator too have 
identical asymptotic properties and therefore the search for an 
optimal k on the basis of them is futile. Moreover, the 
asymptotic properties have little relevance in any given practical 
situation because the time series generally employed for 
estimation of parameters are taken to be short in order to keep 
the supposition of constancy of parameters intact. 
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Past Monte-Carlo studies have provided insights into the 
comparative merits of various estimators and that formed the 
basis of subsequent analytical investigations. Among the 
analytical methods, the large sample approach was pioneered by 
Nagar (1959) who worked out the bias vector and mean square 
error matrix of the asymptotic distribution of consistent k-class 
estimators with fixed k as the number of observations grow 
large. Kadane (1971) introduced the small disturbance approach 
and obtained the bias vector and mean squared error matrix of 
the asymptotic distribution of k-class estimators when 
disturbances are small. His study permitted the inclusion of 
LIML, OLS and other inconsistent estimators. 
Anderson and Sawa (1973) forwarded another analytical 
approach that involves the asymptotic expansion of characteristic 
function of estimator and there from to recover the distribution 
function through inversion theorem. The asymptotic expansion 
have been studied under alternative parameters sequences, for 
example the number of observations grows large, the disturbance 
variance approaches zero with number of observations remained 
fixed, concentration parameter increases, the degree of over 
identifiability is large. It may be pointed out that these analytical 
methods do provide useful information related to the finite 
sample behavior of estimators but they are after all based on 
asymptotic expansions and are therefore subject to the usual 
qualifications as the conventional asymptotic theory. In the 
context of k-class estimators with fixed k, Sawa (1972) 
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envisaged a structural equation with merely one explanatory 
jointly dependent variable and no lagged endogenous variables. 
He derived exact expressions for first two moments of k-class 
estimators with 0 < k < l under normality of disturbances. 
Srivastava and Srivastava (1983) provided a simple, derivation 
of his results. They also obtained results when k is negative. 
However, the derivation of exact expression for moments in 
multiple jointly dependent cases is still an open problem. 
ESTIMATION OF THE DISTURBANCE VARIANCES, 
COVARIANCES AND CORRELATION COEFFICIENTS: 
2 
For estimating the disturbance variance a , a general 
family of estimators stemming from k-class was proposed by 
Brown, Ramage and Srivastava (1985). An interesting subset of 
that family is defined as follows 
^2 '^  
a = u 
V 1 - v / \ 
- P x + — ( I T - P X ) 
a a 
Uk 
where uj^  = y-AjS]^ 
Px =X(X'X)~^X' 
V and a being the scalars characterizing the estimator. 
Brown, Ramage and Srivastava (1985) studied the small 
disturbance approximations for bias and mean squared error. 
Srivastava (1978) worked out the exact moments of estimator for 
a structural equation containing merely one explanatory 
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endogenous variables and no lagged endogenous variables in the 
model. 
Various special cases of a are in wide spread use. But 
still the estimation of covariances of disturbances has not 
received sufficient attention. The only work in this regard was 
done by Srivastava and Tiwari (1976). 
This dissertation is an attempt to collect and discuss the 
available research work on the properties of k-class estimators, 
particularly when disturbances are small, as discussed above. 
One of the basic objectives here is to organize in a systematic 
manner the classical and the recent developments in this area. 
Also, an attempt has been made to point out some problems 
which are still remained unsolved or which requires further 
investigation and research. 
Chapter two deals with the small sample properties of the 
k-class estimators. The classical approach and the assumption 
underlying the method have been discussed. 
The last chapter contains a treatment of properties of k-
class estimators when the disturbances are small, based on the 
work of Kadane (1971). 
Kadane (1971) worked out small disturbance approximation 
for the bias and mean squared error and matrix of consistent and 
asymptotic normal estimators of k-class. As far as it was 
possible recent contributions to the subject have been included. 
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CHAPTER II 
SIMULTANEOUS EQUATION ESTIMATION 
FINITE-SAMPLE CASE 
The estimation of structural simultaneous equation is an 
important part of econometrics and a fairly large number of 
estimators have been suggested. 
The asymptotic properties of these estimators are known 
but a very little is known about the finite sample distribution. 
The earliest work on the finite sample properties of various 
estimation methods in a system of simultaneous equation 
includes several pioneering works by Basmann (1961, 1963), 
Kabe (1963, 1964) and Bergstrom (1962). Their work was based 
on the finite sample properties of various estimation methods. 
They derived the exact finite-sample density function of the tv/o 
stage or ordinary least square estimators in certain specific 
systems including at least three equations. Some other authors 
like Richardson (1968), Sawa (1968, 1969), Mariano (1969) and 
Takeuchi (1970) have again considered the same problem and 
analyzed the exact finite sample properties of the ordinary and 
two stage least squares and or limited information maximum 
likelihood estimators. Although all of these are limited to the 
case of two included endogenous variables with both the number 
of included (or excluded) exogenous variables and the number of 
equations in a system being arbitrary, they have confirmed 
theoretically so called Basmann conjucture as well as other 
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results obtained by Monte-Carlo studies. However, the answers 
to many interesting questions remain uncertain and the study 
contains several puzzling features. The rankings of different 
methods remain largely in doubt. Results of Quandt (1965, 1962) 
and Summers (1965) and differences between the various studies 
suggest that the precise result of sampling experiments may be 
sensitive to the set of exogenous variables used, because of the 
differences in the amount of multicoUinearity in the exogenous 
variables. In most studies there are some indicators that the 
relative performances of the estimators may differ among the 
coefficient of a structure. 
Nagar (1959) studied the small sample properties of the 
general k-class estimators of simultaneous equations. He found 
the two members of the family of k-class estimators, one is 
found to be unbiased and the other possesses a minimum second 
order moment around the true parameter value. 
He analyzed the bias and the moment matrix of the general 
k-class estimators of the coefficients of a single equation which 
is a part of simultaneous equations. It involves the theorems on 
bias and the moment matrix which follows certain assumptions, 
As a corollary to the theorem on bias he obtained the bias of the 
2SLS estimators and also an unbiased estimators to the order T^'. 
Moreover, the two corollaries of the theorem on the moment 
matrix give the moment matrix of the 2SLS estimators and the 
'best ' value of k in a certain sense. 
Let the equation to be estimated is 
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y = Yy + X|f3 + u (2.1) 
where y is the column vector of T observations on the jointly 
dependent variable. Y is a Txm matrix of values taken by the m 
explanatory jointly dependent variables, X| is a Txl matrix of 
values taken by the 1 explanatory predetermined variables, u is 
the disturbance vector, and y and p are unknown parameter 
vectors. We write X2 for a T X ( A - I ) matrix of observations on 
A-1 predetermined variables which do not occur in equation 
(2.1), and X for the matrix of values taken by all A 
predetermined variables, thus 
X = [X,X2] (2.2) 
The reduced form corresponding to the explanatory jointly 
dependent variables of (2.1) can be written as 
Y=xn+v 
= X i n i + X 2 n 2 + v 
A /N / \ ^ -^ 
= Yi+Y2+V 
- Y + V 
where n = [ n ] , n 2 j , 11] and 112 being the matrices of parent 
reduced form coefficients, V the matrix of parent reduced form 
disturbances, and 
Y 2 - X 2 n 2 , 
Y=:Yi + Y 2 = X n 
16 
The 2SLS estimates are thus given by 
(Y-V) 
y 
Y'Y-V'V Y'Xi 
X;Y X;X 
^c^ 
VD; 
The k-class estimation, proposed by Theil 
generalization of 2SLS and is 
y = 
Y'Y-lcV'V Y'Xi 
X\Y Xj'Xi 
^c^ 
vb;k 
IS a 
(2.4) (Y-kV) 
. Xi ' 
where k is an arbitrary scalar, stochastic or nonstochastic. For 
k = l, we get 2SLS. 
Following assumptions are made for obtaining the results 
on bias and the moment matrix. 
ASSUMPTIONS: 
• Equation (2.1) is one of a complete system of M(>m + l) linear 
stochastic equation in M jointly dependent variables and A 
predetermined variables. The reduced form of the system 
exists. 
• The matrix 0 2 , which is of order (A- l )xm, has rank m. 
• The matrix X, which is of order TxA has rank A and consists 
of nonstochastic elements. Also k of (2.4) is nonstochastic. 
As to the T vector of M disturbances corresponding to 
each of the M structural equations, we assume: 
17 
• The T disturbance vectors are independent random 
drawings from the same M-dimensional normal parent 
with zero means. 
We can then write 
V = U7l' + W , 
which describes the (normally distributed) reduced form 
disturbances as consisting of a part which is proportional to the 
corresponding disturbance of equation (2.1) which is also 
normally distributed but independently of the u vector. Consider 
then the vector of covariances of the disturbances of (2.1) and 
the right hand variables of that equation. 
THEOREM: 
Under the above assumptions, the bias of the estimator 
^c^ 
vby 
defined in (2.4) of the parameter vector of (2.1) is given by 
E(ek) = [-x + L-l]Qq 
where Qy^ is the sampling error. 
Sk 
\Py vby 
and L is the number of predetermined variables in excess of the 
number of coefficients to be estimated i.e. 
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L = A-(m + l) 
COROLLARY: 
The bias of the 2SLS estimators to the order of T , is 
E(ei) = (L-l)Qq, 
COROLLARY: 
The bias vanishes as 
k = l + L-1 
T 
which provides, to the order of T , an unbiased estimator of 
/y^ 
p. \^J 
THEOREM: 
Under the assumptions of the above theorem, the moment matrix, 
to the order of T , of the estimator 
^c^ 
vPy 
around the parameter 
vector 
ry\ 
p. 
is given by 
vny 
E(ekek)-cj2Q(l + A*), (2.5) 
where A is matrix of order 
A* =[(2x-2L + 3)tr(CiQ) + tr(C2Q)]-I 
+ | X - L + 2 ) ^ + 2 ( X + 1)JCIQ + ( 2 X - L + 2 > : 2 Q ' 
2 
and a is the variance of the disturbances of (2.1). 
T" 
COROLLARY: 
-2 The moment matrix, to the order of T , of the 2SLS estimator, 
around the parameter vector , is given by (2.5) where 
A*=[-(2L-3)tr(CiQ)+tr(C2Q)]-I 
+ {(L-2)2+2JCiQ-(L-2X:2Q 
For the choice of the 'best' !<; we consider the criterion of the 
minimum determinant value of the moment matrix, i.e. we 
minimize 
EckCk ^a^lQl I + A^ 
a ^ Q . 1 + trA 
^-2 to the order of T , for variation in k or x 
COROLLARY: 
The x-va lue which minimizes the determinant value of the 
moment matrix (2.5) is 
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X = A-2(m + l ) - 3 tr(C2Q) 
tr(CiQ) 
THE BEST k-VALUE: 
Accepting the determinant value criterion for determining the 
optimum value of k that the x-va lue will usually be negative, 
and hence a k value above unity (as for example, in the limited 
information maximum-likelihood) is less plausible. To estimate 
the trace ratio involved, the following is used. 
Estimate of Q 
Estimate of C 
Y'Y Y'Xj 
X|Y X]X] 
1-1 
l_ 
T 
V'V 0 
0 0 
Estimate of q = T 
Y'(y-Ye-Xib) 
0 
where c and b are two-stage least squares estimates of y and (3 
of equation (2.1), and 
Estimate of a^ = i ( y - Y ^ - X i b ) ' ( y - Y ^ - X | b ) 
The alternative point estimates according to two-stage least 
squares (k = l), classical least squares (k = 0) and unbiased 
estimates to o[T"^)(k = 1 + ^^  ,^ L = A- (m + l )=4 for all three 
equations) are also given. In each case (except for limited 
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information and full-information maximum-likelihood estimates) 
the bias and the standard error, both to 0 ( T ~ ], of these estimates 
are obtained. 
It appears that the optimal k is below 1 for all three 
equations and the point estimates according to the optimum value 
of k are nearly always between two-stage least squares and 
classical least-square estimates. The unbiased estimates have 
larger standard errors than the estimates corresponding to 
optimal k. 
Quandt (1965), in his paper described and reported the 
results of a set of sampling experiments which involves the 
computation of k-class estimates for alternative values of k, 
with special emphasis being given to direct least-squares (k = O) 
and two stage-least squares (k = l). 
The basic objective of the sampling experiments were 
a) to gather evidence concerning the relative performance of 
direct least-squares and two stage-least squares; 
b) to test the hypothesis that the bias, for both methods of 
estimation, diminishes as the sparseness (the prevalence of a 
priori zeros) of the B-matrix increases, assuming that the 
number of zeros in B and T is already sufficiently great to 
assure identification of the structural coefficients; 
c) to test the hypothesis that the bias, for both methods of 
estimation, decreases as the sparseness of the covariance matrix 
2 of error terms increases. An intuitive rationale for hypothesis 
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(b) above is given by the consideration that the higher is the 
sparseness the smaller is the number of casual feedbacks in the 
system. If for example the B-matrix has maximum sparseness i.e. 
is diagonal, since B is nonsingular, the structural equations are 
reduced form equations as well, and bias vanishes. It is more 
difficult to justify hypothesis (3) above. Assume that a two-
equation model is such that the structural equations are reduced 
form equation as well. If the error terms in the two equations are 
independent, estimation of a (misspecified) structural equation 
containing both endogenous variables would yield the result that 
the second endogenous variable has no influence on the first. If 
the error terms were not independent such a result could not 
sustain. 
Now, the k-class estimates were obtained in the usual 
manner. Writing the first equation as 
yi = Pi2y2 +Pi3y3 +Pi4y4 +yiizi +712^2 +71323+^1 
or more briefly, 
Y i=PY + y Z , + u i , 
The estimates for (Pi2 ^Pn )Pi4 ^Yll'Yl2'713 j ' denoted briefly as 
P 
JJ 
Y'Y-kV'V Y'Z* 
Z*Y Z*Z* 
-1 Y'-kV 
Z* 
Yi 
where V represents the matrix of residuals from the regression 
of y2,y3 and y4 on all the exogenous variables. 
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MEASURES OF GOODNESS AND RESULTS OF 
EXPERIMENTS: 
There exists no uniquely defined measure of the 
performance of an estimating technique. Numerous measures 
compete with each other, and the choice among them ultimately 
rests with the potential user of the various estimating techniques 
is rational or not depends solely on the chooser's utility function 
or, perhaps more concretely, on the costs associated with various 
frequencies and orders of magnitude of error. 
Various measures of performance were calculated in the 
experiments. The common and perhaps most important rationale 
for all of them is to enable one to describe and visualize the 
distributions of estimates more easily. 
The analysis of the experiments tends to confirm the notion 
that the tails of the distribution of two-stage estimates are 
substantially thicker than for direct least squares. As to the 
density of two-stage least squares estimates in the neighborhood 
of the true value, there is some ambiguity in that special measure 
of concentration and the root-mean square error give conflicting 
results. This arises because of the very high dispersion of the 
two-stage estimates. 
The relative goodness of two-stage least squares as against 
direct least squares remains an unsettled question. The 
asymptotically demonstrated superiority of two-stage least 
squares cannot, however, be assumed in the small sample case. 
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The results obtained by Quandt can be summarized briefly as 
follows: 
The two stage least squares estimates are not unambiguously 
better than direct least squares estimates in small sample 
situations. 
However, the estimates are relatively poor when there is high 
multicollinearity among exogenous variables, with two stage 
least squares being relatively more affected. 
Also, the distribution of two stage least squares has higher 
density than direct least squares in some neighborhood of the 
true value, but it also has thicker tails. 
It is found that estimates generally improve as the 
sparseness of the B-matrix increases. The estimates also improve 
generally as the sparseness of the covariance matrix E increases, 
the improvement being somewhat ambiguous for k=:l. 
The k estimates obtained by Quandt may be considered rational 
alternatives to both two-stage least squares and direct least 
squares. 
Cragg (1967) obtained the results of sampling experiments 
designed to investigate these questions in addition to giving 
more experience in the use of simultaneous-equation estimators, 
The hypotheses investigated were that the relative performances 
of various estimators are not dependent on 
a) the set of exogenous data and particularly the amount of 
multicollinearity, 
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b) the particular values of the structural coefficients used to 
generate the data, 
c) the correlations between the structural disturbances, 
d) the size of the variances of the structural disturbances, and 
e) the number of observations from which the structural 
coefficients are estimated. 
Now, coming to the experiments, let y|^  be a Gxl vector of 
endogenous variables at observation t, z^  be a Kxl vector of 
exogenous variables, u^ be a Gxl vector of stochastic 
disturbances, and B and F be a GxG and GxK matrices of 
structural coefficients. 
B y t = r z t + u t ( t - 1 , ,T) 
E(ut)=0 (t = l, J ) 
E(utUt')=I (t = l, ,T) 
E(utUm)=0, tT^m, 
|B|^O, |S|^O, 
z^  is non-stochastic. 
The author investigated six estimators of the structural 
coefficients as follows 
Direct least squares (DLS), Two stage-least square (2SLS), 
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Nagar's unbiased k-class estimator (UBK), Limited information 
maximum lilceiihood (LIML), Three-stage least squares (3SLS), 
Full information maximum likelihood (FIML). 
The first four are the members of the k-class estimators 
and estimates one equation at a time. The other two methods are 
full-model methods, estimating all the coefficients 
simultaneously. Direct least squares is biased and inconsistent. 
2SLS, UBK and LIML are consistent and all have the same 
asymptotic distribution. 3SLS and FIML are consistent and 
efficient and asymptotically the same. For finite sample the 
different estimators are distinct. 
The FIML estimates were computed according to the 
methods of Chernoff and Divinsky (1953). 
The conclusions drawn by Cragg can be summarized as follows. 
Given the small differences among the estimators and the 
variability in their relative performances, DLS was usually the 
poorest method and 3SLS and FIML were better than 2SLS, UBK 
and LIML. 
The differences in the central tendencies of the distribution 
of the consistent estimators from the true values of the 
coefficients were not very serious. Depending on this criterion, 
FIML and LIML seems slightly superior to other methods. In 
DLS the differences of the median from the true values was a 
serious problem. This is the reason for the poor ranking of DLS. 
It weighted more heavily against DLS when larger samples were 
used. 
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The standard errors of the consistent methods would lead to 
reliable inferences, but this is not always true. The DLS were not 
useful for making inferences about the true values of the 
coefficients. 
However, the clear guidelines for the choice of an estimator 
for econometric models are not given. The ambiguities found in 
it reflect the properties of the simultaneous equation estimators. 
The author suggests that consistent estimators do not differ 
greatly and their relative performances are sensitive to the data 
and structure studied, thus, two-stage least square will be the 
best estimator to choose because it is the cheapest and easiest 
method to compute. The choice of DLS also be sensible, but for 
very simple models following the assumptions under which the 
simultaneous equation estimators were derived. 
There are several studies, which have either investigated 
the small sample properties of some specific member of the k-
class estimators in specific equation systems or have investigated 
the approximate properties of the k-class estimators. But no 
work has been done on exact small sample criteria for comparing 
the different k-class estimators in simultaneous equations. 
Kadiyala (1970) studied this problem. He considered that the 
DLS which corresponds to k = 0 minimizes the residual sum of 
squares. But it possesses an undesirable property that it is 
inconsistent. The other two popularly used k-class estimators are 
two stage least squares (TSLE) and the limited information 
single equation estimator (LISE), corresponding to k = 1 and k = l 
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respectively. They are consistent and have the same asymptotic 
covariance matrices. There is no exact sample criterion to prefer 
one over the other, or to prefer any consistent k-class estimator 
over another consistent k-class estimator. 
Let 
y = Yjy + Xif3 + u (2.6) 
be one of M simultaneous equations, where y is a Txl vector of 
observations on endogenous variable, Y| is a Txm matrix of 
observations on m other endogenous variables, Xj is a T x r 
matrix of observations on r predetermined variables 
(exogenous), u is a Txl vector of disturbances, and y and (3 are 
mxl and rx l vectors of parameters, respectively to be estimated. 
Let the TxR matrix of observations on the exogenous 
variables be denoted by X and let the T x ( R - r ) matrix of 
observations on the exogenous variables excluded from (2.6) be 
denoted by X2, so that X = [Xj:X2]. Correspondingly, let 
Y = [y:Yi]. 
The k-class estimator, b(k) of (Y':|3') is given by 
b(k) = [Z'(l - k(l - E))Z]"^ Z'(I - k(l - E))y (2.7) 
where Z - [ Y i : X i ] a n d E = X(X'X)"^X'. 
On the monotonocity of the residual sum of squares 
Kadiyala established the following theorem. 
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THEOREM: 
The residual sum of squares, S is defined by 
S = (y-Zb(k))'(y-Zb(k)) 
is a monotone increasing function of k for 0 < k < k , where k is 
defined as 
,* . x'YiW|Y,x 
k = mm —-—-—— 
x^ O x'Yj'WYix 
A RELATION BETWEEN k* AND LISE. 
Among the k-class estimators b(k) defined above, the direct least 
squares estimators corresponding to k = 0, the two stage least 
squares estimators, corresponding to k = l, and the limited 
information single equation estimator corresponding to k = l are 
most commonly used k-class estimators and they are consistent 
if Plimk^l, so that direct least square is inconsistent while the 
ISLE and LISE are consistent. 
How these consistent estimators compare with respect to 
the criterion of minimizing residual sum of squares is shown in 
the following theorem. 
THEOREM 
k >1, where 1 is the scalar such that b(l) coincides with LISE. 
The results enable us to order two consistent estimators say 
b(ki) and b(k2) using the residual sum of squares as a criterion. 
Also, they show that 2SLS estimator should be preferred over 
30 
LISE estimator. If consistency is the only criteria for rejecting 
the DSLE, it could be achieved by choosing k arbitrarily close to 
zero, say k = l-§(n) where 0<5(n)<l and 5 ( n ) ^ 0 as n-> oo. 
These results are similar to the results of Maeshiro (1966) and Oi 
(1969). 
A most frequent situation in the estimation of parameters of 
econometric relation is that where the finite sample distribution 
of the estimators .are unknown. The known results in such cases 
are only to relate the asymptotic properties such as consistency 
and convergence to the standard normal distribution of the 
estimating sequence. The finite sample distribution of the 
estimators of the structural parameters of a system of 
simultaneous stochastic equations, such as two stage least 
squares, or k-class estimators is not known except for some 
special cases. Under these situations two alternative approaches 
towards evaluating finite sample properties of various estimators 
have been adopted by Monte-Carlo experiments, and by the 
approach pioneered by Nagar (1959, 1961, 1964) and others in 
which the sampling error of an estimator is expressed as the sum 
of an infinite series of random variables, successive terms of 
which are of decreasing order of sample size. Thus, the sample 
properties of the estimators under consideration can then be 
approximated by the properties of the first few terms of infinite 
series. 
Srinivasan (1970) shows that the Nagar approach, can also 
be misleading in that 
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a) it can yield an estimate for finite sample bias (to the specified 
order of sample size) that differs from the true finite sample bias 
b) it may suggest that the bias is infinite 
c) it may result in finite valued expressions for bias while the 
moment of the exact sampling distribution are infinite. This is 
not to suggest that the results obtained by Nagar are necessarily 
invalid, only that the further investigations are necessary to 
establish their validity. This certainly has not been done by these 
authors. 
Some difficulties in the Nagar approach can be attributed to 
the inadequate attention given to the distinction between 
probability limit of a sequence of random variables and the limit 
of the sequence of their expected values. According to Basmann 
(1961) the Nagar approach leads to an approximation of the exact 
finite sample distribution of the estimator considered, rather than 
the moments of such distribution. 
Sawa (1972) discussed the finite sample properties of the 
k-class estimators of structural parameters in a simultaneous 
equation system. The structural equation being estimated is 
assumed to consist of two endogenous variables. The number of 
the exogenous variables (included or excluded) as well as the 
number of equations in the system are arbitrary so long as the 
identifiabiiity condition of the estimated equation is satisfied. 
Also, it is assumed that the system contains no lagged 
endogenous variables and disturbance terms of each period are 
independently distributed as multivariate normal. The exact 
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finite sample moments of tlie k-class estimators are evaluated 
for o < k < l . For k > l it is proved that the estimator does not 
possess even the first order moment. The exact moment functions 
are expanded in terms of the inverse of the non-centrality (or 
concentration) parameter. This expansion sheds more light on the 
comparative study of alternative k-class estimators. The model 
considered and assumptions are as follows 
In a simultaneous system given below of G linear 
stochastic equations relating G endogenous and k predetermined 
variables 
YB + Zr = U (2.8) 
The first equation being estimated may be written as 
yi =(3y2+ziYl+u, (2.9) 
where Y is a TxG matrix of T observations on G endogenous 
variables; yi and Ji are the first and the second columns of Y 
respectively, Z is a TxK matrix of observation on K 
predetermined variables partitioned as Z = [Z| Z2J where Zj is a 
TxKj of included predetermined variables and Z2 is a TxK2 
matrix of excluded ones, K = K i + K 2 , U is a TxG matrix of 
disturbance terms with first column u, B is a GxG matrix of 
structural coefficients with first column (l,-(3,0) where (3 is an 
unknown scalar and 0 is a ( G - 2 ) X 1 vector of zeros, T is a KxG 
matrix of structural coefficients with first column (-7'] ,0') where 
Yl is K^xl and 0 is a K2XI vector of zeros. The following 
33 
conventional assumptions on the basis of the above system and 
the structural equations are made 
ASSUMPTIONS: 
• The reduced form of the system exists. 
This is equivalent to assuming that B is nonsingular, so that 
y = -zrB->.UB-> 
= zn + V 
where n = - rB"Und V = UB~^ 
Specifically, 
(yi,y2)=Z(7ri,7i2) + (vi,V2), (2.11) 
= Zi(7iii,7i2i)+Z2(7ii2,7i22)+(vi,V2) , 
where (711,112 ) and (vi,V2) are the first two columns of n and V 
respectively, and 7rj(i = l,2) are partitioned as r^j = (TTJI ,71-2) 
conformably with Z = (Zi,Z2). 
• The above equation is over-identified by zero restrictions 
on the structural coefficients. This implies that 
K 2 > 2 (2.12) 
• The observation matrix of predetermined variables Z is 
nonstochastic and of rank K. 
This assumption specifically excludes lagged endogenous 
variables appearing as predetermined variables. 
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Each row of (vi,V2) is independently and identically 
distributed two-dimensional normal variate with mean 0 
and positive definite variance-covariance matrix 
Q 
©21 (022 
(2.13) 
• The sample size T is greater than the number of all 
predetermined variables K included in the system. 
This assumption is necessary for the existence of k-class 
estimator in the ordinary sense. 
In addition to the above basic assumptions, the following 
convention is taken only for convenience and simplicity, 
ZiZ2=0 (2.14) 
It should be emphasized that this convention causes no essential 
loss of generality. In case if this is not being fulfilled, replace 
Z2 by Z2-Zi(ZiZi)~ Z1Z2 and TTJ] by 
^il +{A^\T Z]Z27ii2. 
Under the assumptions and convention stated above, the k-
class estimator Pj^  of (3 in the equation (2.9) is given by the first 
component of 
^y'2y2-kv'2V2 y'l^i] ^y'lVl-^^'iJl^ 
Ayi Z'lZi Ziyi 
(2.15) 
where V2 is the projection of y2 onto the space orthogonal to the 
space spanned by Z, namely 
35 
V2 =My2 , 
where 
M = I-Zi(ZiZ,)-^Zi-Z2(Z'2Z2)- 'z '2 
After a little calculation, we obtain 
o yiAky2 
y2Aky2 
where Aj, = ( l -k)M + Z2(Z'2Z2r^Z'2 
(2.16) 
(2.17) 
(2.18) 
As is known, the ordinary least squares correspond to k = 0, and 
the two-stage least squares to k = l. 
A certain linear transformation is performed on two 
endogenous variables to simplify the calculation and exposition 
in such a way that the variance-covariance matrix is reduced to 
an identity matrix. Note that, this transformation causes no loss 
of generality. 
Define a 2x2 matrix 
^ : 
(» = V'^22 ' P = «12 ' ^ = J«11-
co 12 (2.19) 
©22 y W22 
It should be remarked that p is a regression coefficient of v ^ on 
V2t and t, is the conditional variance of v^^  given V2f By the 
above assumption, \\i is nonsingular and hence it is a lower 
triangular square root of Q, namely 
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Q = v|/>. (2.20) 
If a linear transformation is made such that 
yiy2=(yiy2)M/'' (2.21) 
/ * * \ / * *\ 
= Z\KI ,7U2 j+\v 1,V2 j 
^1 '^2 J = ( ^ 1 ' ^ 2 ) M ^ ~ ^^'^ yl '^2 / - (^1 ' '^2)^ '" ' the 
Yl ,y2 I IS an identity matrix. 
In terms of transformed variables, an equivalent expression of 
the structural equation (2.9) is 
* * 
yi =P yi+^lYl +u (2.22) 
where 
P * = ^ (2.23) 
* _1 * _ ] 
Yl = ^ Yl and u = £, u. In addition, it can be easily verified 
that there exists a quite similar relationship between the k-class 
estimator P]^  of (3 in the original equation (2.9) and pj^  of p in 
the canonical one (2.22) 
Pk=P + -Pk (2.24) 
CO 
Therefore, in addition to the assumptions and the convention 
stated above, first assume the following for simplicity: 
Q = I (2.25) 
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Under this seemingly restrictive assumption, the moments 
of the Ic-class estimator are derived and then the result is used to 
obtain the moments of the k-class estimator in the general case 
of Q ^ I as a simple corollary to the result. Now to provide a 
basis for deriving exact moments of the k-class estimator for 
0 < k < l . Sawa stated a lemma as follows 
LEMMA: 
Let Xj be an almost everywhere positive random variable and 
X2 be an arbitrary random variable. Suppose that there exists a 
joint moment generating function of X] and X2: 
0(01,82)= E[exp(GiXi+02X2)] (2.26) 
For G] <s and |02|<s where 8 is some positive constant. Then 
the ath order moment of X2/X1 is given by 
1 
r(a) K-ei) a-1 
-00 
a«o(0i ,62)" 
ae« 
d0,, (2.27) 
60=0 
provided it either exists or is infinite, where a is a positive 
integer. 
THEOREM: 
* The first order moment of the k-class estimator of p in the 
canonical model (2.22) for 0 < k < l exists, it is given by 
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E(pk)=P*5G(k,5;m + l,n). (2.28) 
THEOREM: 
The second-order moment of the k-class estimator of P in 
(2.21) for 0 < k < l exists, provided when 0 < k < l we have 
T-K] >3 and when k = l we have K2 >3; it is given by 
Pk 
V J 
*2 ^ 
5 + 2P* 5^ H(k,5;m + l,n) 
+ 
a \ 
m - n + (3 5 H(k,5 ;m,n) + ( l -k fnH(k ,5 ;m,n + ll 
(2.29) 
where 
H(k,5;p,q) = - ^ ^ G ( k , 5 ; p , q ) = ^ [G(k,5;p,q)-G(k,§;p + l,q)] 
2 00 2 
(2.30) 
COROLLARY: 
The first-order moment of the k-class estimator of P in (2.19) 
for 0 < k < 1 exists; it is given by 
p + (P-p)5G(k,§;m + l,n) (2.31) 
where p is as defined in (2.9). 
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COROLLARY: 
The second-order moment of the k-class estimator of P in (2.9) 
for 0 < k < l exists, provided when 0 < k < l we have T - K j >3 and 
when k = 1 we have K2 ^ 3 ; it is given by 
p 2 + 2 p ^ h i + \ h 2 (2.32) 
where h| and h2 are respectively the right-hand side of (2.28) 
and (2.29) with M^ZP] in place of P*. 
COROLLARY: 
For 0 < k < l , E[PI^J is a continuous function of k, and Ep, I is a 
continuous function of k as well if and only if K2 >3 . 
COROLLARY: 
The following statements hold concerning the bias of the k-class 
estimator Pi^  of P in (2.9) for 0 < k < l : 
(i) pi^  is unbiased if and only if p = p. 
(ii) If P?^p, Pk is biased in the same direction for all 0 < k < l 
which is opposite to the sign of (p-p) . 
(iii) The absolute value of bias is strictly decreasing and concave 
function of k. 
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This result incidentally provides a theoretical confirmation 
for Theil's empirical results showing the behavior of the k-class 
estimator for various values of k. 
NONEXISTENCE OF MOMENTS FOR k > l . 
Sawa shows that the k-class estimator of P in (2.9) does not 
possess the moment of any order in the case of k exceeding one; 
i.e. 
For k > l . 
Pk = 0 0 . 
The exact moments derived have such a complicated 
mathematical structure that it seems to be difficult to deduce any 
more meaningful conclusion than those stated as the corollaries. 
The formula for the second-order moment given in the theorem is 
especially complicated, so that it seems to be almost impossible 
to exactly investigate the mean square error of the estimator. 
Now in order to get a more illuminating insight into the 
properties of the estimator, we consider expanding the bias and 
the mean square error in terms of the inverse of 5. 
THEOREM: 
The asymptotic expansion of the k-class estimator of (3 in (2.9) 
up to the order §" is given by 
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b(k) = ((3 - p)(nk - m +1)5"^ + 0(5"^ 
for 0 < k < 1. 
THEOREM: 
The asymptotic expansion of the mean square error of the k-
class estimator of p in (2.9) up to the order 5"^ is given by 
ih-?f=^ i,- + (P-P)' 
0) 
5 -1 
+ <^  n(n + l)k^-2n m - k + (m - if 
? 1 
X (p - p)2 + (nk^  - m + l\^[§-2 + 0(5-^) 
2© 
Provided when for 0 < k < l . we have T-Kj >3 and when k = l we 
have K2 >3. 
Here it should be pointed out that the above formulae make 
sense under the condition that 5 is sufficiently large. In view of 
the definition of 6 , it can be noticed that 5 is large when the 
disturbance term is relatively small in Kadane's small-a sense. 
The theorems stated above provide a basis for some 
interesting corollaries: 
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COROLLARY: 
* 
The optimal value of k of k, in the sense of minimizing the 
large-5 asymptotic mean square error up to the order 5 , is 
given by the following 
If 
k* = CO •((3-p)2(T-Ki-3) 
co^(P-p)2(T-K + 2) + ^ ' 
Ko <5 + 
l(a SI ' CO (P-P)' 
If 
k =1 
Ko >5 + ^' 
2/D SI CO (p-p)^ 
COROLLARY: 
The ordinary least squares PQ dominates the two-stage least 
squares (3] in large-5 asymptotics sense up to the order 5~ , or 
more precisely, 
lim 5 
5^00 
Efei - pf - E L - ^ ^ >0 
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if and only if either 
T - K | + K 2 < 8 (2.33) 
or 
<o2(p-p)^ 
< 
^ 
2 T - K 1 + K 9 - 8 
and 
T - K i + K 2 > 8 (2.34) 
From the above corollaries, we can deduce three 
propositions, which might be useful in practical econometric 
analysis for selecting the appropriate estimator. First, the 
ordinary least squares estimator (k. = 0) dominates all the other 
members of the k-class estimator with respect to the mean 
square error criterion in the large-5 sense, if and only if P = p 
and /orT-K] = 3 . The latter condition may be satisfied in 
practical situations when we estimate a small econometric system 
with a small sample. Note that under assumption this condition 
implies K 2 < 3 . Second, in usual econometric systems, the 
number of predetermined variables excluded from the estimated 
equation is large enough to satisfy the condition. Therefore, 
when we actually estimate parameters in really large econometric 
systems, two-stage least square may be recommended as the best 
estimator among the k-class. On the other hand if the system is 
small enough to satisfy, two-stage least squares is dominated a1 
least by certain k-class estimators, namely, those with the k 
value less than one. Particularly, if the sample size and the 
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number of predetermined variables are both small and/or the 
number of the included predetermined variables are large, the 
condition (2.33) or (2.34) may be satisfied, and hence ordinary 
least squares dominates two-stage least squares. Third, if the 
variance of yj is considerably large when compared with that of 
2 
y2 and/or yi and y2 are nearly uncorrected, the quantity -— is 
^^ 
small and hence the optimal value of k is relatively close to 
zero. If the converse is true, it is close to one. In other words, 
the larger the variance ratio —— and the smaller the correlation 
®22 
, the closer the optimal value of k is to zero. Then it 
V®11®22 
must be pointed out that the behavior of the k-class estimator is,, 
in general, significantly affected by the variance-covariance 
structure of the endogenous variables. 
Basmann (1961, 1963) has shown that the moments of the 
two stage least squares (2SLS) estimator of an equation in a 
simultaneous system of linear stochastic equation exist if the 
order is less than K 2 - G 1 + I where G^+l and K2 are 
respectively the number of endogenous variables included and 
pre-determined variables excluded from the equation being 
estimated. Under the assumption that all the pre-determined 
variables are exogenous, it is confirmed for the case of two 
included endogenous variables with both the number of excluded 
endogenous variables and the number of equations in the model 
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being arbitrary. Also in the case of two included endogenous 
variables, it has been shown by several authors that moments of 
order greater than or equal to one, of the LIML estimator do not 
exist. 
Under the assumption that all the pre-determined variables 
in the model are exogenous, Mariano (1972) proved that for the 
general case with an arbitrary number of included endogenous 
variables, even moments of the two stage least square estimator 
exist if and only if the order is less than K2 - G ] +1 and that even 
moments of the OLS estimator exist if and only if the order is 
less than N - K j - G j +1, where N is the number of observations 
and Kj the number of included exogenous variables. 
THE ESTIMATOR AS FUNCTIONS OF NON-CENTRAL 
WISHART MATRICES: 
In a simultaneous system of G linear stochastic equations 
relating G endogenous and K pre-determined variables, the 
single equation to be estimated may be written as 
y = Yip + ZiY + u 
where (yY|) is the N X ( G I + 1 ) matrix of included endogenous 
variables, Z\ the NxKj matrix of included pre-determined 
variables, u the Nxl vector of disturbance terms, and (3 and y 
are vectors of unknown coefficients. 
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The reduced form equations for the G^+l endogenous 
variables included in the above equation may be written as 
Y = zn'+v, 
- Z i n i + Z 2 n 2 + v 
where Y = (y Yi),Z = (Zi Z2), Z2 is the NxK2 matrix of excluded 
predetermined variables, V is the N X ( G I + 1 ) matrix of reduced 
form disturbance terms, and O is the ( G I + 1 ) X K matrix of 
reduced form coefficients partitioned as ( n i , n 2 ) where Di is 
(GI + 1 ) X K I and 02 is (GJ +l)xK2. 
The assumptions made are: 
• All pre-determined variables are exogenous. 
• The equation to be estimated is identified by Zero 
restrictions on the structural coefficients in the model. 
• The sample size is greater than or equal to the total number 
of variables in the system (N > G + K ) . 
• Z is a matrix of constants and is of full rank. 
• The rows of V are mutually independent and identically 
distributed as normal random vectors with zero mean vector 
and positive definite covariance matrix E, and 
Eu = 0 
The expression for Theil's k-class estimators of p simplifies to 
(Yi'PkYir'Yi'Pky 
where 
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Pk = (i - k)[i - Zi (z'lZi y^ z\ J+ k[z(z'z)"^ z' - Zi (ziZi )"^ z; 
Since the OLS and 2SLS estimates of p correspond to k = 0 
and k = l, respectively, and hence it follows from that the OLS 
and 2SLS estimators of (3 are given by A22A21 and W2'2W2i 
respectively, where 
A = Y'PQY = 
W = Y'PiY = 
Po=i-Zi(zi 
' a n A12' 
^^2\ A22, 
^wj i Wi2^ 
vW2i W22J 
Zir^z;, 
and 
Pi =Z(Z'Z)~^Z'-Z](ZiZi)~^Zi 
In the above equations A22 and W22 are both GjxGi are 
submatrices. 
Now by the last assumption, the rows of Y are mutually 
independent normal random vectors with common covariance 
matrix I . Furthermore, PQ and Pj are symmetric and idempotent 
with ranks N - K j and K2 respectively. Hence, the following 
proposition holds. 
PROPOSITION: 
The OLS and 2SLS estimates of p are respectively given by 
A22A21 and W2"2W2i 
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where 
M = n2Z'2PiZ2n'2 
A and W are as given above and distributed as follows: 
A~(t)G,+l ( N - K , , S ; M ) 
w~(t)Gi+i ( K 2 , I : ; M ) 
The above proposition indicates that the OLS and 2SLS have the 
same functional form in terms of non-central Wishart matrices. 
Furthermore, the two Wishart matrices involved have the same 
parameters except for the degrees of freedom. The author looks 
at these two estimators as the above indicated functions of 
Wishart matrices in order to achieve a reduction to canonical 
form and analyze the existence of moments. Thus, the author 
derives the results for the 2SLS estimator and from these infers 
the results for the OLS estimator by simply making the proper 
changes in the degrees of freedom of the Wishart matrix 
involved. 
Now the existence of OLS and 2SLS moments, denote the 
first components of p and R22R21 by Pi and p^ respectively. It 
is shown that for arbitrary Gj and K2, the even moments of p, 
are finite if the order is less than K 2 - G 1 + I and infinite 
Otherwise. This result holds if and only if even moments of Pj 
are finite for order less than K 2 - G 1 + I and infinite otherwise. 
We have 
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R = S'S 
where S is a K 2 X ( G I + 1 ) matrix whose elements are mutually 
independent normal random variables with unit variance and 
means such that (ES) (ES) is equal to the means sigma matrix for 
R. 
Partition S as follows 
S = (si S2)K2 
1 Gi 
= (si S2S3JK2 
1 1 G i - 1 ' 
so that, we get, 
R99R21 =(^2hl^2H^ 
and let 
(8282)- ' = 
^ 2 2 ^23^ 
V^^ V 33 
1 
, G i - l 
1 G i - 1 
Now two lemmas are given to prove the result on the 
existence of moments of Pj. 
LEMMA: 
-1 Given S3 ,lv j is conditionally distributed as a non-central chi-
square variate with K 2 - G 1 + I degrees of freedom and non-
centrality parameter, 
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x2=(Es'2)[l-S3(S^S3rls^J(Es2). 
LEMMA: 
For m, an arbitrary real number, EIV J , exists if and only if 
2 m < K 2 - G i + l , 
THEOREM: 
Let PI be the first component of p. Then for m, an arbitrary 
2m 
integer, E[P|j is finite if and only if 
2 m < K 2 - G i + l . 
PROOF: 
It suffices to prove that the conclusion of the theorem holds for 
A * 
Pi-
Now let OCj be the first component of 
a = (S'2S2r^S'2(si-Esi). 
S2 and Sj are independent and hence 
a | S 2 - N G , 0,(S'2S2) 
which further implies that 
ailS2~N(o,v 22 
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Therefore 
2m ^ T,/.22 \2m 
where C2j =1.3 (2j - l ) for j > l . By lemma it follows that 
Eaf"'<+oo if 2 m < K 2 - G i + l 
= +00 if 2m>K2 - G i +1 
The necessary and sufficient condition for the finiteness of 
El^lj is that Eaf"' is finite. 
Let ^' = (^1, ,^K2 ) be the first row of (S2S2)"^S2 so th 
«! =^ ' ( s i -Es i ) 
K2 
= Z^i(^i l -ESii) , 
1=1 
and 
K2 
Pl=^ ' s i = I^ iSi i 
i= l 
Note that ^ and Sj are independent of each other and 
K2 
i=l 
K2 
Since the conditional variance of a^ is v and also /l^i 
i=l 
at 
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Now suppose Ea '" <+oo or equivalently, 
^ K . ^"^ 
Vi=i ; 
2m 
<+oo.This implies that ££,- <+oo for i = 1,2, K2 
and hence E(S,JSJI) "^<+OO for 1 = 1,2, X2 since £,i and Sj| are 
independent and all moments of Sji exist. This finally implies 
fK 
that E 
,2m 
y-A /- * \2m 
2^^jSji is finite; or equivalently, El^ij is finite. 
Vi=i J 
Anderson and Sawa (1973) consider more accurate 
approximations to the distribution of the so-called k-class 
estimates. An asymptotic expansion of the distribution of such an 
estimate is given in terms of an Edgeworth or Gram-Charlier 
series (of which the leading term is the normal distribution).The 
development also permits expression of the exact distribution in 
several forms. The distributions of the two-stage least squares 
and ordinary least squares estimates are transformed to doubly 
non-central F-distributions. 
Anderson and Sawa obtained an asymptotic expansion of 
the distribution function of the so-called k-class estimate (which 
includes the two-stage least squares estimates and the ordinary 
least squares estimate) in the case of two endogenous variables. 
The density of the approximate distribution is a normal density 
multiplied by a polynomial. The first correction term to the 
normal distribution involves a cubic divided by the square root 
of the sample size. 
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The asymptotic theory is developed here for increasing 
sample size under the assumption that the non-centrality (or 
concentration) parameter increases also. Roughly speaking, this 
implies that the second-order moments of the exogenous 
variables increase with the sample size. The results and the 
methods depend on the disturbances being normally distributed. 
The approach of their research permits expression of the 
distribution of the 2SLS and OLS estimates in terms of the 
doubly non-central F-distribution. An approximate distribution 
of the doubly k-class estimate can also be obtained. 
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Chapter III ^^ Ji 
PROPERTIES OF k-CLASS - SMALL DISttjRB'ANCE 
APPROACH 
The k-class estimators of the coefficients of a structural 
equation imbedded in a complete simultaneous linear stochastic 
model have desirable asymptotic properties under certain mild 
restrictions. However, these properties are not relevant in actual 
practice, because they give little emphasis on the behavior of 
estimators in small samples. Nagar (1959) derived the large 
sample properties and Kadane (1971) worked upon the small 
approximations of k-class estimators. They derived the results 
for the approximation of bias and mean squared error matrix of 
consistent and asymptotic normal estimators of k-class. 
The behav or of the probability limits of different k-class 
estimators are also important to investigate specially under 
specification eri-or. Despite the fact that the probability limits 
are different when errors are not zero, it should be investigated if 
there exists any case in which either of the two competing 
estimators is uniformly more robust than the other if the criterion 
is any posit ve semi-definite quadratic form in the 
inconsistencies. 
Fisher (1961) examined the behavior of the probability 
limits of k-class estimators of simultaneous equations under 
small specificat.on errors. He showed that those limits approach 
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the appropriate true parameters as the specification errors 
committed go to zero (the limit being talcen over either a series 
of true models or a series of different errors). It followed that k-
class estimators which are consistent under correct specification 
are almost consistent under almost correct specification. It was 
shown that limited-information, maximum-likelihood on the one 
hand and two-stage least squares and all other members of the k-
class with non-stochastic values of k on the other have different 
probability limits under specification error despite the fact that 
they are equally consistent under correct specification. Limited-
information was shown to have different sensitivity to 
specification error as regards consistency from that of two-stage 
least squares and other members of the k-class with non-
stochastic k. 
Fisher (1966) considered the behavior of the relevant 
probability limits when the specification error takes the form of 
omitting variables from the equation to be estimated (these 
variables can be omitted either from the entire model or just 
from the equation in question). It is shown that if relatively little 
is known about the omitted variables and their coefficients, then 
no matter what (positive semi-definite) quadratic criterion 
function is used for evaluation, there exist no circumstances in 
which either limited-information or two-stage least squares is 
uniformly more robust against the types of specification error 
studied. Relative robustness always varies with the error 
committed, and further work in this area seems clearly to call for 
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a Bayesian analysis with a prior distribution on the specification 
error. 
Now coming to the estimation of the residual variance of a 
stochastic equation, which is part of a system of simultaneous 
equations. Earlier Nagar (1961) considered this problem and he 
followed the estimation procedure of the k-class. The bias (to 
the order of —,T being the number of observations) of the 
residual variance estimator is derived and an unbiased estimator 
(to the order —) is formulated. 
The equation to be estimated can be written as 
y = (Yx,) ry^ + u , 
where y is a column vector of T observations on the jointly 
dependent variable "to be explained," Y is a Txm matrix of 
observations on m explanatory jointly dependent variables, Xj is 
a Txl matrix of observations on 1 explanatory predetermined 
variables, 
fy-X 
the parameter vector, and u a column vector of T 
vPy 
disturbances. Further, write X2 for the T X ( A - I ) matrix of 
observations on A - 1 predetermined variables, which occur in 
the complete system but not in the equation to be estimated, thus 
X = [XiX2] 
is a TxA matrix of observations on all A predetermined 
variables. 
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The reduced form corresponding to the explanatory jointly 
dependent variables of the above equation can be written as 
Y=xn+v 
- X i n i + X 2 n 2 + v 
= Yi+Y2+V 
= Y + V 
where FI = ; 111 and 112 being the matrices of the parent 
reduced-form coefficients, V the matrix of parent reduced-form 
disturbances, and 
Y i - X i H i , 
Y2 = X 2 n 2 , 
Y = Yi+Y2 
= xn 
The least squares estimate of V is 
-1 V = Y-X(X'X)~'X'Y, 
and using this, the k-class estimator of Y as proposed by Theil 
y = 
Y'Y-kV'V Y'Xi 
XjY XiXi 
rc^ 
(1958) is 
(Y-kV)' 
where k is an arbitrary scalar. 
Usual assumptions are made as in Nagar (1959). In 
particular, it is assumed that the equation is identifiable 
(implying that U2 has rank m), that k is nonstochastic and 
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differs from 1 to the order of —, and that the structural 
T 
disturbances of the entire system are all normally distributed 
with zero mean and independent over time. 
The second assumption implies that 
k = l + - , 
T 
X being non-stochastic and independent of T; the third that the 
parent reduced-form disturbances V can be split up according to 
V = U7l'+W, 
where u is defined as above, n' is a row vector consisting of 
non-stochastic elements, and W a Txm matrix whose rows are 
independent random drawings from an m-dimensional normal 
parent with zero means. Further, consider 
Q = 
Y'Y Y'Xi"^ ^ 
XJY X'lXi 
E(V'U) 
T 0 = a 
f^\ 
voy 
and 
C = 
Ci = 
E ( V ' V ) 0 
0 0 
0 0 
1 , 
qq, 
c 
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C9 = 
- E ( W ' W ) 0 
0 0 
which are (except for q, which is a column vector of m + 1 
components) all square matrices of order m + 1. It is easily seen 
that 
C = Ci+C2. 
The disturbance vector u is then estimated as 
Ue=y-[YXi]M , 
Now, the following theorem can be proved. 
THEOREM: 
1 
The bias (to the order of — ) of the residual variance estimator 
T 
1 , . . . 
-UgUg IS g i v e n by 
-E(ueUe)- 2 2 
a = - a 
2{A-(m + l)-x-l}tr(QCi)-tr(QC) + i ( m + l) 
COROLLARY: 
The estimator —UgUg is an unbiased estimator, to the order of —, 
of o , for a particular member of the k-class, viz., the one for 
which 
(m + l)-Ttr(QC) 
x = {A-(m + l)-l} + 
2Ttr(QCi) 
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The behavior of estimates like two-stage least squares etc have 
been difficult to describe specially to choose among these 
estimators. Kadane (1971) explore this problem for the case in 
which lagged dependent variables are not permitted. 
He introduces a new approach, based on asymptotic series 
in a scalar multiple a, of the variance of the disturbance in the 
model. As a - > 0 the regression function is an increasingly good 
description of the random variables generated. 
One important approach used in the past is large sample 
asymptotic theory. This reveals a persistent bias in ordinary least 
squares, and a large sample asymptotic equivalence between the 
two-stage least squares and a single equation limited information 
maximum likelihood. Additionally, Nagar (1959) found the 1/T 
term in the large sample asymptotic bias and 1/T and 1/T terms 
of the moment matrix of two-stage least squares. However, the 
economists have been uneasy about the application of large 
sample theory to samples, which may not be ' large' in the 
relevant sense. Moreover, large sample asymptotic results often 
depend on an assumption about the asymptotic behavior of the 
moment matrix of exogenous variables, which is difficult to 
justify. 
Several Monte-Carlo experiments has given a third 
approach to this problem and used to explore the domain of 
validity of large sample approximations to the mean and variance 
of an estimator. They have proved the behavior of estimators 
under certain circumstances; however, the hypotheses generated 
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by Monte-Carlo experiments are difficult to place in a general 
theory unless they have some kind of analytical confirmation. In 
Monte-Carlo experiments the parameter space is so large that the 
results often fail to provide a reasonable comprehensive picture. 
Basmann (1961) introduced a fourth approach, and finds 
fixed sample exact densities and moments. More recent work in 
this regard has been done by Basmann (1963), Kabe (1963, 
1964), Richardson (1968), Sawa (1969, 1970) and Mariano 
(1969). All of these have been limited to the case of two 
endogenous variables in the equation being estimated. A more 
general form of this important result was given in the findings 
(in a special case by Basmann) by Sawa that for two stage least 
squares the moments of order less than K exist, and those larger 
do not, where K is the number of exogenous variables in the 
system. This method is difficult because it involves a non-central 
Wishart distribution, and the results for the exact moment and 
densities have been so complicated as not to be very 
illuminating. 
The major results by Kadane depends on the computation of 
the bias (to order a ) and matrices of second order moments 
about the true values (to order a ) for all k-class estimators (for 
fixed k) and for single equation limited information maximum 
likelihood. Here, it is assumed that all predetermined variables 
are assumed to be exogenous, and the disturbances are assumed 
normal and uncorrelated overtime. 
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For equations in which the degree of over-identification is 
less than or equal to six, two-stage least squares uniformly 
dominates the limited information maximum likelihood 
estimators which is unexpected on the basis of considerations 
introduced by Chow (1964). 
For sufficiently small sample sizes and the degree of over-
identification, ordinary least squares dominate two-stage least 
squares in the same sense. Kadane believe that this is suspected 
by econometricians for some time. 
Finally, a surprise finding is that the k-class estimators 
with smallest asymptotic variance occurs when k is negative. 
The results obtained show interesting relationship among 
each of the approaches. Since the sample size T is a parameter in 
small a asymptotics, a natural way to compare large sample and 
small a results is to allow T->co in the limit of the small a 
expression as (T->oo) is the large sample asymptotic expression. 
Nagar (1959) obtained the results for the special case 
(X 
k = l + — in the computation of the bias and moment matrix. Thus, 
small a asymptotics can be thought of as a reasonably good 
approximation to the behavior of k-class estimators whenever 
some combination of large sample (i.e. large T) and low 
phenomenon variability (small a ) ought to lead to reasonably 
good estimation. Small a asymptotics have the important 
advantage over large sample theory of being able to 'correct ' for 
small sample size. Therefore, whenever an econometrician is 
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prepared to trust large sample theory, he should be willing to 
trust small a theory more. 
Thus, it can be concluded that small a asymptotics have 
the following advantages a) They are as simple as, and a 
generalization of large sample theory; b) They can provide 
definite answers to normative choice of estimators questions. 
Now, if the complete system 
Y B + Z r + a U = 0 
have a first equation 
y = Yip + Z] Y + au 
where Y is TxG matrix of endogenous variables, partitioned 
Y = (y,Yi,Y2); y is T x l , Yj is TxGi , and Y2 is 
TxG2 (G = Gi+G2+1); Z is a TxK matrix of exogenous 
variables, partitioned Z = (^ Z| ,Z2J; Z] is a T x K j , Z2 is 
TxK2 (K = Ki+K2) and Z is assumed to have rank K; B is 
nonsingular GxG matrix of parameters with first column 
(-1,P',0') where -1 is a scalar,(3 is G j x l , and 0 is a G2XI 
vector of zeros; F is a KxG matrix of parameters with first 
column (Y',0') , where y is Kjxl and 0 is a K2XI vector of 
zeros; U is a TxG matrix of jointly normal residuals with zero 
means and covariances Eu^jUt'j ^ajjS^t' and with first column u; 
(7]] =1 and a is a (small) positive number. The general k-class 
estimator of 
JJ 
IS 
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(a' *> * Yi'Yi-kV V Yi'Zi 
ZiYj ZjZi 
-1 
Y i - k V y 
where V* = PzYj and where, for any matrix X, Px =I-X(X'X)"^X' 
is the projection onto the space orthogonal to the columns of X. 
It is well known that the two-stage least squares estimate 
corresponds to k = l, ordinary least squares corresponds to k = 0 
and limited information maximum likelihood corresponds to 
k = ^ where 
P;Y*PZ Y*P* P'*Y*P2 Y*P* 
X =min——-= -— = ~ ^—^— 
p* (3;Y*PZY*P* P;Y=I:P2Y*(3* 
and Y*=(y,Yi). The term P* in the above equation, when 
normalized, can be written as (-l,P';)^j where P;^  is the limited 
information maximum likelihood estimator of p. 
After obtaining the reduced form of the system, the 
following result is obtained 
[Yi,Zi]=[-ZBi,Zi] + a[-UBi,0] 
= X + aV 
If the first equation is identified, X is of (full) rank 
Gi+Ki- Let Q = (X'X)"^ Also, let the first column of S be a],. 
Then, Nagar (1959) define 
q = cov(V,u)= 
Ci = qq' 
E(V'U) 
T 
Bjai 
0 
, a Gxl vector. 
65 
Co = 
Bi(S-a ia i )Bi 0 
, a GxG matrix. 
0 0, 
The matrix TC2 is the variance-covariance matrix of V ' -qu ' , so 
C2 is positive semi-definite. 
Finally, let r], = ( l - k ) T + k K - G i - K j - 1 , so that for 
ordinary least squares, 
r o = T - G , - K , - l ; 
for two-stage least squares, 
r] = K - G i - K i - 1 
= K 2 - G i - 1 
= L - 1 
where L = K 2 - G i is the degree of over-identification. The 
asymptotic bias has also been obtained. 
THEOREM: (Asymptotic bias) 
E(e]^) = a r|^Qq + 0(a I for fixed k, and 
E(ek) = -a2Qq + o(a3) 
likelihood, where 
for limited information maximum 
ejc 
^yh yyj 
a . Substituting k = l + — in the second of the above equation yields 
Nagar's (1959) bias result as T->oo. Also notice that 
T - K T - K 
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yields a small ci asymptotically unbiased estimator. However, 
lack of bias, is not a very attractive property for econometric 
problems, so this is not recommended as an estimator. 
THEOREM: 
Let S k = k ( k - l ) ( T - K ) . 
Then 
{(l-2rk)tr(C,Q)4-tr(C2Q)}Q + ((rk -1)2 +2sk + 2 ) Q C I Q 
+ (sk-rk+l)QC2Q 
E(eke'k) = a2Q + 0c 
For fixed k, and provided T > K + 2, Again notice that 
(X 
substituting k = l + — in the above equation yields the same 
expression as Nagar found as T->oo. 
The results suggest that the expected mean squared error of 
any linear combination of parameters is smaller (for L < 6 ) 
estimated by two-stage least squares than by limited information 
maximum likelihood. Also it suggests that for really large 
systems the reverse might be true, Monte-Carlo results from 
small systems, where two-stage least squares is better, may 
mislead when applied to large systems. 
Now we know that a distinguish characteristic of the 
simultaneous linear stochastic equation model is that some 
explanatory variables are stochastic and correlated with the 
disturbance terms, even in the probability limit. Classical least 
squares, therefore, does not provide consistent estimators. 
Inconsistency alone, however, is not the reason to discard this 
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method. It still has some desirable properties, such as small 
dispersion around the expected value of the estimator. 
The quest for a consistent estimator of a single equation of 
the model leads to the development of indirect-least squares, 
two-stage least squares and limited information maximum 
likelihood methods. These estimators are the members of k-class 
family of estimators proposed by Theil (1958, 1961). 
Nagar (1959) derived the expressions for the large-sample 
bias and matrix of second order moments of k-class estimators 
of coefficients in an equation. He assumed that the scalar k is 
nonstochastic and approaches 1 as the number of observations 
increases. But it excludes the case of limited information 
maximum likelihood. Roy and Srivastava (1969) proposed to 
utilize the average value of the characterizing scalar for 
investigating the properties of limited information maximum 
likelihood method. 
Srivastava (1972) discusses the estimators of the 
disturbance-variance, derived from some multiple of the sum of 
the squares of residuals. These residuals depend upon the 
estimates of the coefficients in the equation so that different 
estimators of coefficients lead to different estimators of 
disturbance variance. He considered the k-class of estimators for 
the purpose and has obtained small disturbance approximations 
for the bias and mean squared error of the variance estimator, 
assuming the normality of disturbances and the absence of 
lagged endogenous variables in the model. If the number of 
observations tends to infinity, large sample results are obtained. 
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The interesting, implication of the analysis is that for any 
k-class estimator, including limited information maximum 
likelihood, the multiple of the residual sum of squares that 
minimizes the expected mean squared error is the reciprocal of 
( T - n + 2), where T is the number of observations and n is the 
number of structural parameters estimated. Using this multiple 
limited information maximum likelihood is inferior to every k-
class estimator with non-stochastic k less than or equal to one in 
absolute value (in the over-identified case), and among k-class 
estimators with non-stochastic k, classical least squares yields 
smallest mean squared error. Thus, the residual sum of squares 
of classical least squares, divided by (T -n + 2), is uniformly the 
best estimator in the class considered. 
For his results, the author considered the system 
Yr4-XB = coU 
The equation under study of the above system be 
y = Yy + XiP + (ou 
Y and (3 are the coefficient vectors and u is a Txl vector of 
disturbance with a finite variance \\f. 
Considering the usual assumptions and the k-class 
estimators of 
AyA 
u* 
fij 
y-{Y-X,) 
the disturbance vector u can be estimated as 
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and an estimator of \\j based on the sum of squares of residuals is 
defined as (l/a)u*u*, where a is a non-random scalar. 
This estimator is consistent if pl im(a/T)=] . Further, for his 
main results, the author introduced the following matrices. 
Q = (Z'Z)"^Cl =vj/qq' and C2 = ( 1 / T ) E ( W ' W ) . 
THEOREM: 
Using the small-disturbance asymptotic distribution of the 
estimator of \\i defined above for non-stochastic k, the bias, to 
order 0[co J is given by 
B((l/a)uiu*)}^ =(v}/co^/a)(T-n - a ) +co^ i^j 
where 
Xi = k2(T-A)(T-A + 2 ) - (T-n ) (T-n - l ) t rQC]+k2(T-A) t rQC2 
An interesting member of k-class with stochastic k is the limited 
information maximum likelihood estimator, the value of k being 
A. 
equal to the smallest root 0 of the determinantal equation 
W - 0 W = 0 
where W and W are the moment matrices of the least squares 
estimated disturbances from the regression of the (m + l) jointly 
dependent variables corresponding to y and Y on the variables 
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corresponding to X| and the variables corresponding to X, 
respectively. 
THEROEM: 
Using the small-disturbance asymptotic distribution of the 
estimator, obtained from limited information maximum 
likelihood method, the bias, to the order 0[co j , is 
B((l/a)u*u*)yj^L =co ( \ | y / a ) (T-n -a ) + co XQ 
provided 
T - A > 2 , 
where 
^0 = [3(T - n)trQCi + (T - n)((T - n - 2 ) / (T - A - 2))trQC2 ] 
THEOREM: 
According to small-disturbance asymptotic distribution of the 
estimator, the mean squared error, for non-stochastic k, to order 
o(co ), is given by 
M — u*u* 
ya 
4 2 
CO \\f 
' ( T - n ) ( T - n + 2 - 2 a ) 2 
a va a 
\ 
where 
| ik=2lk2(T-A)(T-A + 2)(T-n + 4 ) - ( T - n ) ( T - n + 2)(T-n-l)JtrQCi 
+ 2k2(T-A)(T-n + 2)trQC2 
71 
If we consider two members of k-class, characterized by kj and 
2 2 k2 with kj > k2 and compare the mean squared errors, it is 
observed that k2-estimator has a smaller mean squared error, at 
least as long as 
a < T - n + 2, and T>A 
It is also noted that the value of k that minimizes the mean 
squared error is zero, which suggests the classical least squares 
method. 
THEOREM: 
If we write 
^e = 2 
5(T-„)(T-n.2) tK3C, , ( T - n ) ( T - n . 2 ) ( T - n - 2 ) ^ ^ Q ^ ^ 
Then employing the small-disturbance asymptotic distribution of 
the estimator, based on limited information maximum likelihood 
method, the mean squared error, to order 0[a) j , is given by 
M — u*u* 4 2 CO V[/ 
LIML 
1 + (T-n)(T-n + 2-2a) 2 + C0 
a 
xp.^ 
^_2'-^ 
\a a 
provided condition h o l d s T - A > 2 . 
A comparison of the mean squared errors reveals that any 
k-class estimator with non-stochastic k less than or equal to one 
is preferable to LIML whenever 
a < T - n + 2 
Savin (1973) in a paper generalized the family of single 
equation k-class estimators to a system of equations. He 
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discussed the asymptotic properties and introduced a new 
member of the system k-class, The System Least Variance ratio 
(LVR) estimator. The system k-class with k = l is the three-stage 
least squares estimator. Any systems k-class estimator has 
certain conditions on k i.e. they are consistent and have the same 
asymptotic distribution as the three-stage least squares estimator. 
A new member of systems k-class is the system least variance 
ratio estimator. The system least variance ratio estimator is also 
consistent and has the same limiting distribution as the three-
stage least squares estimators. The notion of the systems k-class 
naturally leads to a systems version of Basmann's identifiability 
test statistic, which may be used to simultaneously test all the 
zero restrictions imposed on the system. 
Again, consider the model 
Y r + X B + U = 0 
where X is TxK matrix of predetermined variables, U is a TxG 
matrix of disturbances, and F and B are unknown parameter 
matrices of order GxG and KxG, respectively, F being non-
singular. 
The family of k-class estimators of the parameter vector in 
the above equation is defined by the normal equations 
[Z5(lT-kM)ZjJdj(k)=Zi(lT-kM)yj, 
where k is an arbitrary scalar which may be either random or 
nonstochastic. Now considering a family of estimators of the 
parameter vector. This family is defined by the normal equations 
written more compactly as 
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Z'[s~^ (8) (IJ -kM)JzJd(k) = Z'[i;"^ (8)(IT -kM)Jy, 
A 
where E is a consistent estimator of Z, and k is any scalar, 
random or non-stochastic. We refer to this family of estimators 
d(k) of 5 as the systems k-class. The three-stage least squares is 
a member of the systems k-class with k = l. 
The asymptotic properties of the systems k-class estimators 
are given by the following theorem. 
THEOREM: 
Supposing all the assumptions are satisfied and that the rank 
condition for identification holds for all equations of the system. 
Then the condition 
p l im(k- l )=0 
T->oo 
is sufficient in order that the systems k-class estimator d(k) 
defined above be consistent for the parameter vector 5, and the 
condition 
plimVf(k-l)=0 
T^oo 
is sufficient in order that vr[d(k)-5] have the same limiting 
distribution as v r [ d - 6 ] , where d is the three-stage least square 
estimator of 5. 
The proof of this theorem is essentially the same as the 
proof of the asymptotic properties of the single-equation k-class 
estimator. 
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Thus, on the grounds of consistency and asymptotic 
efficiency there is a whole class of estimators as desirable as 
three-stage least squares. Another interesting member of the 
systems k-class is systems least variance ratio estimator. 
Thus, two estimators are considered which are members of 
the systems k-class estimator family satisfying certain 
requirements on k. These are three-stage least squares and 
system least variance ratio estimators. A question of interest is 
whether there are other such (nontrivial) members. This suggests 
a search of other systems estimators to see if they are also 
members. Two such systems estimators are the linearized 
maximum likelihood and the full information maximum 
likelihood estimators. 
The full information maximum likelihood is of particular 
interest. Clearly, all members of the systems k-class estimator 
family are asymptotically on a par with the full information 
estimator with respect to consistency and asymptotic efficiency 
provided there are no restrictions on the structural covariance 
matrix Z. Here the problem is whether there is some possibly 
random k such that the resultant k-class estimator minimizes the 
determinant of the crossproduct matrix of the reduced form 
residuals V\^  subject to all the restrictions. 
McDonald (1977) in a note shown that k-class estimators of 
structural coefficients can be viewed as the solution of a 
minimization problem, namely that of minimizing the difference 
between two suitably chosen estimators of the variance of 
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random disturbance in the structural equation under 
consideration. It is not suggested that a particular k-class 
estimator be used, but rather an alternative development is 
provided which will hopefully be instructive and provide the 
basis for additional analysis. 
Let 
y . l=YiP i .+Xiy i .+Ui 
be the first structural equation from the system of structural 
equations 
YB' + X r ' + U = 0 
where y i and Yj, respectively denote the first column and 
second through G^ columns of an NxG sample matrix (Y) of 
endogenous variables; Xj denotes the first K] columns of an 
NxK sample matrix (x) of exogenous variables with 
K - K j =K2 ^ 0; B = (Pjjj is a GxG nonsingular matrix; 
(-l 'Pl .) = l l 'Pl2 'Pl3 ' 'PIGAJ5 r = (Yijj is a GxK matrix; 
Yj = ( Y I 1 , 'YlKi j ' U is an NxG random matrix, the rows of 
which are identically and independently distributed as the 
multivariate normal N [ 0 ; Q = (cojjjj; and U i = ( U i i , J U ^ I ) is 
distributed N ( O ; ( 0 I } I N ) . 
Let the reduced form equations corresponding to y^], 'ytGA 
be written as 
YA = XTT'A + VA 
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w here Y^ =(y i:Yi),X = (Xi:X2), TC'^  has been conformably 
partitioned as =(7I:AI"^A2) ^^^ ^^e rows of V^ are distributed 
Three alternative classes of estimators of the structural 
variance coii(varU i = COJIIN) can be defined as 
f-\] G|(Pi.) = (-l,Pl.)YA(lN-X,(XlX,)-'xi)YA 
G2(Pl.) = ( - l .P l . )n ( lN-X (X'xr'xJYi , i>\> 
Pi 
'4c«. Me. 
vpi.y 
and \ • , , « . > 
Q(Pl.) = Gi(Pi.)-G2(Pi.) 
It is well known that the ordinary least squares estimators of Pj 
and Yi correspond to selecting the estimators, which minimize 
(U i)'(U i) = (y.i - YiPi. -XiYi.Xy.i - YiPi. -Xiri . ) 
This minimization process can be shown to be equivalent to 
minimizing Gi(P] ) (or Gi(pi )/d]) and using the relationship 
Yl. =^A1 
-^n , , 1 r-0 
IpiJ 
= (XlXirXiYA 
vPi.y 
to obtain the corresponding estimator of y\. where TC^ J is not the 
least squares no restrictions estimator of TI/^\\^\ = (X 'X)" X'Y^j 
A 
unless XJX2 = 0 and p^  denotes the estimator of p, under 
consideration. 
A number of equivalent presentations of two-stage least 
squares estimation can be found in the literature. Basmann 
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(1960) has demonstrated that the two-stage least squares 
estimators of Pj and y] can be obtained by minimizing 
Gi(Pi )-G2(Pi.) and using the above equation to define an 
estimator of yj . Gi(Pi )-G2(Pi.) corresponds to the stochastic 
portion of the numerator of an identifiability test statistic 
associated with the first structural equation which can be defined 
in terms of 
^N-K^ ^Gi(Pi.)-G2(Pi.)^ 
G2(3l.) 
where v = K 2 - G ^ + l is the associated number of over-
identifying restrictions. Clearly the minimization of 
Gi(pi )-G2(Pi.) is equivalent to minimizing 
(GI(PI )/di)-(G2(Pi.)/d2) with di=d2. Basmann has referred to 
two-stage least squares as least variance difference estimators. 
The derivation of limited information maximum likelihood 
estimators can also be structured in various equivalent ways. 
Several approaches are discussed by Goldberger and Olkin 
(1971) including an interpretation of limited information 
maximum likelihood estimation as a technique providing a 
minimum distance estimator. A well known alternative 
development of limited information maximum likelihood 
estimators as least variance ratio estimators is based upon the 
fact that the limited information maximum likelihood estimator 
of pi will minimize Gi(p| )/G2(Pi.) which is equivalent to 
selecting p, to minimize the value of identifiablity test statistic 
defined above. 
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Consider the class of least variance difference estimators of 
Pi and 7] defined by solution associated with 
• fGilPi ) G2(Pi )] 
mm -^  -^  
PiA ^1 ^2 J 
This class is contained in the k-class of estimators where 
k = (di/d2), i.e., the k-class estimators are defined by the 
necessary conditions associated with the solution of 
min(Gi(Pi.)-kG2(Pi.)) 
Pi. 
From the previous discussion it should be apparent that the 
above equations yield two-stage least squares and ordinary least 
squares estimators of |3[ and yi for k = l and the limiting case 
k = di /d2->0 respectively, rewriting the above as 
mm 
Pi. 
Gi(Pi.) 
- k G2(Pl.) 
G2(Pi.) 
we note that in a sense the limited information maximum 
likelihood can be viewed as a least variance difference estimator 
with d]/d2 = k = minp (GI(PJ)/62(^1.)) where the associated 
value of this is zero and is positive (negative) for smaller 
(larger) values of k. 
Nagar's "almost unbiased" estimator will correspond to 
minimizing 
Gi(Pi.) G2(Pi.)^^ Gi(Pi.) G2(Pi.) 
N - K + v -1 N - K N + v-1 N 
depending on whether k is chosen to be or l + (v-l) /N and if a 
sufficient condition for minimum is satisfied. Brown, Ramage 
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and Srivastava (1972) select N - K + v + 2 , N - K + 2 and v + 2 as 
denominators to minimize the small-sigma mean squared error of 
the variance estimators associated with Gi((3i ),G2(Pi.) and 
Q(PI ), respectively. The associated least variance difference 
estimator (k-class estimator) corresponds to k = 1 + V / ( N - K + 2 ) . 
For nonstochastic d] and d2 the least variance difference 
coefficient estimators will be consistent if limN_^oo(di /d2) = l-
Zellner and Theil (1962) indicated that no gain in 
efficiency of three-stage least squares over two-stage least 
squares arises when the variance-covariance matrix of 
disturbances is diagonal and/or all the equations are exactly 
identified. Srivastava and Tiwari (1978) in a note obtained 
somewhat more general conditions under which two-stage least 
squares and three-stage least squares estimators will be identical. 
These conditions provide a simple way to decide whether it will 
be worthwhile to do the third stage of the three-stage least 
squares method. 
For ordinary least squares and generalized least squares 
estimators to be the same, several conditions have been derived 
in the literature, following two approaches. One approach obtains 
conditions on the structure of E for given A, the other derives 
conditions on A for given E. The former approach may not be 
suitable in the present context, for E is rarely known to have a 
structure specified by those conditions. The authors adopted the 
second approach employing a necessary and sufficient condition 
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which is obtained for two-stage least squares and generalized 
least squares to be identical. 
Following the results of Nagar (1959) and Kadane (1971) 
for the approximation of bias and mean squared error matrix of 
consistent and asymptotic normal estimators of k -class, Sawa 
(1972) worked out on the exact expressions of the bias and mean 
squared error, considering a structural equation containing only 
one explanatory jointly dependent variable. 
However, the expressions derived by Kadane, Nagar and 
Sawa were so complicated that it becomes extremely difficult to 
deduce any illuminating conclusion regarding the 
appropriateness and closeness of large-sample and small 
disturbance approximations to exact results. 
Srivastava et.al (1980) carried out a numerical evaluation 
of results for the set up considered by Sawa (1972) and thus 
compared exact, large sample and small disturbance 
approximations of properties of k-class estimators. If (3}^  
denotes the k-class estimator of P, the coefficient of explanatory 
jointly dependent variable in the structural equation under study, 
we have ( 0 < k < l ) . 
It should be noted that the exogenous variables of the 
equation are orthogonal to the remaining exogenous variables of 
the system. 
In practice only k = 0 and k = l are of interest, in this case 
the bias is always negative, and its magnitude is always strictly 
decreasing function of k and 5 for given T, for specified value 
of k, the magnitude increases as T becomes larger. When T = K, 
the bias for specified 5 and T is the same for all k so far as 
small disturbance approximations and exact values are 
concerned. The large sample still exhibit a decreasing trend as k 
tends to one. 
However, small disturbance approximations are found to be 
more close to the true values as compared to the large sample. 
But, both the approximations yield identical values for k = 1. 
Small disturbance approximations always over-estimate the exact 
values. The gap between small disturbance approximations and 
exact values reduces as 5 and k increases. As T increases, the 
gap increases when k is around zero. Whereas it remains 
uninfluenced for k = l. When the degree of over-identification 
increases the magnitude of bias in the case of large-sample 
approximations increases while in case of small-disturbance 
approximations and exact values it decreases when k is near zero 
and increases when k is near one. 
For mean squared error both approximations provide a 
negative values, when few values of k around zero, whereas T 
and 5 are small. Large-sample approximations yield negative 
values more frequently than small disturbance approximations. In 
fact large-sample approximations are not very close to the true 
values as compared with small disturbance approximations. The 
small disturbance approximations lead to a estimation of the 
mean squared error except in the neighborhood of k^-^i^. 
So it is concluded that small disturbance approximations 
generally provide better approximations than the large sample 
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approximations. The small disturbances are more close to the 
true value. Both the approximations provide negative values for 
mean squared error, and it is not practically significant. 
A number of Monte-Carlo studies have been used in recent 
years to examine the small sample properties of k-class 
estimators. However, little is known about the behavior of such 
estimators when they do not depend on the assumption of 
normality of disturbances. Though, extensions to non-normal 
disturbances are also possible. Monte-Carlo studies have 
assumed that the small sample properties of simultaneous 
equation estimators are independent drawings of multivariate 
distribution (Sowey 1973) i.e. the disturbances have a normal 
distribution. This assumption is conveniently justified by 
central-limit theorem. But in certain instances this assumption is 
unnecessary, while in other instances, it does not really hold. 
Several simultaneous equation estimators such as k-class and 
three stage least squares do not depend on the normality of the 
disturbances. Their asymptotic distributions have also been 
derived without assuming normality of errors (Theil 1971). Thus, 
normality of disturbances is a convenient but restrictive 
assumption in several instances, and Monte-Carlo studies should 
not always follow this assumption. 
The author considered four alternative forms of two 
parameter error distributions Normal, Uniform, Lognormal and 
Laplace or double exponential and studies that through 
simulation how they affect small sample properties of some well 
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known and widely applied econometric estimators. The aim of 
simultaneous equation simulation experiments are to determine 
a) whether the small sample rankings of econometric estimators 
of both structural parameters and forecasts of endogenous 
variables, according to the criteria of bias and dispersion are 
different for different forms of error distributions and 
b) whether the small sample rankings correspond to the well 
known (Theil 1971) asymptotic properties of structural 
estimators. 
The four econometric estimators studied are as follows 
Least squares (LS), Two-stage least squares (2SLS), Three-stage 
least squares (3SLS), Full information maximum likelihood 
(FIML) 
All estimators other than least squares are consistent, and 
3SLS and FIML are asymptotically efficient. The least squares 
and 2SLS estimators are the members of k-class of estimators 
for k = 0 and k = l respectively. The sampling distributions of 
least squares and 2SLS estimators of structural coefficients were 
obtained from repeated runs with synthetic data using an 
algorithm for k-class estimators based on Theil (1961). The 
sampling distributions of 3SLS estimators of structural 
coefficients were obtained from repeated runs with synthetic data 
using an algorithm based on Zellner and Theil (1962). Finally, 
the sampling distribution of FIML estimators of structural 
coefficient were obtained from repeated runs with synthetic data 
using an iterative algorithm for maximizing the concentrated 
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likelihood function by the quadratic hill climbing (QHC) method 
proposed by Goldfeld, Quandt and Trotter (1966). 
Researchers may be more interested in the bias and the 
efficiency of predictors of mean 'future' values of endogenous 
variables then in the bias and efficiency of estimators of 
structural coefficients. The small sample properties of the 
alternative predictors may or may not be similar to the small 
sample properties of structural estimators. The sampling 
distributions of alternative predicators of the mean 'future' 
values are obtained by using the restricted reduced form 
coefficients. 
The four two parameter error distributions used in this 
study are Normal, Uniform, Log-normal and Laplace or double 
exponential. 
The main findings of the study are that the small sample 
rankings of LS, 2SLS, 3SLS and FIML estimators of structural 
coefficients according to parametric and nonparametric measures 
of bias, dispersion and dispersion including bias are, except in a 
few instances, invariant to the form of the error distribution. 
Further the small sample properties revealed by Monte-Carlo 
studies seems, by and large to accord with the well known 
asymptotic and finite sample properties of the estimator 
considered. A justification for the strong conclusion that the 
small sample properties are invariant to the form of error 
distributions is that the asymptotic distributions of FIML, LS, 
2SLS and 3SLS do not depend on various error distribution 
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considered and the asymptotic results are, by and large supported 
by small-sample results of several other Monte-Carlo studies. 
FIML, except for the mean squared error criterion, is the 
most efficient, whereas LS is the least efficient of the four 
estimators of structural coefficients for all four error 
distributions. LS is most biased, while FIML is the least biased 
among the four estimators of structural coefficients error 
distributions. The most biased LS estimator of structural 
coefficient retains the Guass Markov property of minimum 
variance. The large bias of LS, however, more than offsets the 
small variance, so that LS exhibits the largest mean squared 
errors of the four estimators of structural coefficients. 
The other important criterion used for judging LS, 2SLS, 
3SLS and FIML was their ability to predict mean values of each 
endogenous variable conditional on the exogenous variables. 
Here, again the small sample properties of alternative predictors 
of the mean values of endogenous variables seem, by and large, 
to accord with the large-sample properties for the four error 
distributions. For example, FIML, with a few exceptions is the 
most efficient, and LS is the most biased conditional predictors 
of the mean values of endogenous variables. 
The Monte-Carlo approach is justified for studying the 
small-sample properties of various econometric estimators, since 
neither, the exact sampling distributions of estimators, nor finite 
sample approximations to their sampling distributions or their 
moments, are available for non-normal situations. Some 
knowledge of the existence of moments of econometric 
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estimators is important for a properly formulated study. When an 
estimator does not possess a finite moment, the value of the 
moment of sampling distribution tends to increase. Nevertheless, 
inferences based on some basic measures, such as the median and 
quartile deviation of the sampling distribution, can provide 
useful information even when moments of the corresponding 
estimator do not exist. 
The main findings of the study are that the FIML estimator 
has the lowest percentage quartile deviation median bias of the 
four estimators of structural coefficient. 
The least square estimator has the highest percentage 
quartile deviation median bias of the four estimators of structural 
coefficient, whereas the 2SLS estimator is more efficient than 
the least square estimator of structural coefficient. The relative 
efficiency of the 2SLS estimator over the least square estimator, 
for the criterion of percentage mean squared error is to be 
expected since 2SLS avoids the inconsistency of least square 
This is also supported by the exact small-sample (Sawa 1969) 
result. 
The FIML estimator is not the most desirable estimator of 
structural coefficient for the criterion of percentage mean 
squared error for normal and non-normal errors. This is a 
surprising result. 
The poor performance of 3SLS compared to 2SLS for the 
criteria of percentage quartile deviation median bias and 
percentage mean squared error distributions, except double 
exponential, is also surprising. 
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Donates (1989) describe the small sample behavior of some 
members of k-class estimators in a number of specific cases by 
the means of a Monte-Carlo experiment. The k-class estimators 
are applied to the consumption function of Klein's model. 
Specifically he considered some forms of normal and non-normal 
disturbance distributions and report on a study of the small 
sample properties of OLS, 2SLS, Nagar's Unbiased to order T~ 
and LIML estimators. The results show that the OLS estimator of 
structural coefficients (predictor of the mean of consumption 
variable) is the best in the sense that its bias and dispersion are 
the smallest, and the LIML estimator (predictor) is worst for 
almost every form of disturbance distribution examined. In 
addition, the alternative estimators (predictors) seem in general 
to have the lowest dispersion when the disturbances follow the 
lognormal distribution and the highest when the disturbances 
follow the normal distribution. 
Three normal and non-normal disturbance distributions are 
considered. The disturbance distributions used are normal, 
uniform and log normal with zero mean and given standard 
deviations. Thus, the following estimators are investigated, OLS, 
2SLS, Nagar's unbiased to order T"' (UBK) and LIML. 
The structural coefficient estimators and the predictors of 
mean 'feature' values of consumption variable have been ranked 
on the basis of the criteria of bias and dispersion, in order to 
compare the small sample properties of estimators and predictors 
and to examine the different small sample rankings 
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a) for the alternative estimators (predictors) when the 
disturbances follow a particular form of the disturbance 
distributions 
b) for every particular estimators (predictors) when the 
disturbances follow different forms of the disturbance 
distributions. 
The author compared the alternative estimators of the 
parameter vector 5] and the predictors of the mean of the 
endogenous variable vector C|. There are many criteria that can 
be used to judge the performance of alternative estimators. The 
goodness of an estimator depends essentially on the purposes for 
which it is calculated and the effects or penalties of its estimates 
not being equal to the population parameters. Comparing the 
estimates with different estimators yields information on the 
merits of the estimators in terms of some measure of 
approximation to the true parameter values. This is because, 
generally, the author was not interested in its mean and variance 
in order to assess the bias and the efficiency characteristics of 
the estimator. In this way it was determined whether the k-class 
estimators of structural parameters and forecasts of endogenous 
variables, according to the criteria of the bias and dispersion, are 
different for different forms of the disturbance distributions and 
which one is the best. 
Given the small samples summary statistics of the bias, the 
standard deviation and the root mean square error for the 
ordinary least squares, 2SLS, UBK and LIML estimators of the 
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structural coefficient of Klein's model I consumption function, 
when the disturbances follow the different forms of normal and 
non-normal disturbance distributions, the small sample rankings 
of structural coefficient estimators are examined. The main 
findings are that, the OLS estimator is the best in the sense that 
its bias and dispersion are smaller than the bias and dispersion of 
the other estimators for every form of the three disturbance 
distributions. On the other, the LIML estimator is the worst. The 
very good performance of OLS and the poor performance of UBK 
or LIML on the criterion of bias are surprising. However, the 
difference between the performance of OLS and 2SLS is small. 
Also, the dispersions of the OLS and 2SLS estimators about the 
means are similar to their dispersions about the ' true' parameter 
value, as might have been expected from the sample biases that 
were found. The differences of biases, root mean square errors 
(RMSE's) and the standard deviation of the alternative 
estimators for every form of disturbance distributions are not 
large. The estimators, with a few exceptions for LIML estimator, 
have the lowest SD and RMSE when the disturbances follow the 
log-normal distribution and the highest when they follow normal 
distribution. Moreover, the OLS estimator is more efficient than 
the other estimators, in the sense that OLS have the lowest 
RMSE than the corresponding 2SLS, UBK and LIML estimators 
for every form of disturbance distribution while LIML is the 
worst. On the other hand, each estimator is more 'efficient' when 
the disturbances follow the log-normal distribution and less 
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'efficient' with a few exceptions when the disturbances follow 
the normal distribution. 
The OLS predictor of the mean of the consumption variable 
has the smallest bias and dispersion for all three disturbance 
distributions, while the LIML is the poorest method on the basis 
of the criterion of bias. The small sample rankings of k-class 
predictors of consumption variables are not large, except for the 
LIML predictor. Specifically, the biased differences of each of 
the relative methods, except the LIML, are quite small for 
normal and non-normal disturbances. When the disturbances 
follow the log-normal distributions, the predictors in general 
have the lowest and highest dispersion. Furthermore, in the sense 
of their lowest RMSE, the OLS and LIML predictors are 
respectively, the more and less efficient predictor for every form 
of the disturbance distribution. Finally, every predictor is more 
'efficient' in most cases for normal disturbances. 
On the basis of estimates of the structure being studied 
Donatos (1989) compared the estimators of structural coefficient 
and forecasts of endogenous variables of the consumption 
function of Klein's model. According to the criteria of bias and 
dispersion, it is found that the differences in the small sample 
rankings of the estimators (predictors) used except the LIML are 
not large for all the normal and non-normal disturbance 
distributions. However, the OLS estimator (predictor) is the best 
in the sense that its bias and dispersion are the smallest and 
LIML estimator (predictor) in most cases, is the worst for every 
form of disturbance distribution. This performance of the 
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estimators (predictors) on the criterion of bias is rather 
surprising. Further, the alternative estimators seem to have the 
lowest dispersion when the disturbances are log-normal and the 
highest dispersion when the disturbances are normal. The small 
sample properties of the structural estimators are different in 
some cases from the small sample properties of the predictors. 
The question of what estimator to use in a concrete small 
sample situation is far from settled. Although ultimately the user 
will always have to state the kinds of risk he wishes to avoid, a 
great deal more needs to be known about the properties of 
various estimators. It appears likely on the basis of this and other 
investigations that a considerable ambiguity and uncertainty will 
continue to adhere to rankings of estimating techniques. 
However, a problem still remains in that while degree of 
over-identification is directly observable, "simultaneity" is 
measurable only in terms of unknown parameters. In some cases, 
it may be possible to tell a priori the direction of simultaneity 
and hence the direction of bias in the estimators, etc, but 
generally not its magnitude. Given this seeming deadlock, there 
are various directions that we can take. One possibility is the use 
of some pre-test procedure or Stein-like estimator. 
It is generally presumed that the model has been correctly 
specified. Under misspecification, however, recent analytical 
results indicate that ordinary least squares exhibits less 
sensitivity to specification errors than the more sophisticated 
methods like 2SLS and LIML. Thus, in situations where 
misspecification is a possibility (in terms of omitted relevant 
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variables), OLS merits at least a second look. The condition 
given in Hale, Mariano and Ramage (1980) and Mariano and 
Ramage (1978) under which OLS would be preferred among the 
k-class estimators indicates a trade-off between simultaneity and 
specification error. Preference (based on smaller asymptotic 
mean squared error) occurs for OLS when specification error is a 
more serious problem and for 2SLS when simultaneity is more 
serious than misspecification. Though explicitly stated, these 
conditions are once again in terms of unknown parameters. 
Here again, it may also be worthwhile to investigate two-
step procedures, which lead to estimators determined by 
measured magnitudes of simultaneity and specification error in 
the system. 
It is now clear, that even for small samples least squares 
sometimes will not do as well as simultaneous equation methods. 
The important task ahead is to learn more about how to decide 
which estimation method is likely to be best for any given actual 
econometric problem. For the present, the situation appears to be 
as follows: For structural parameters, least squares sometimes is 
preferable to simultaneous equation methods and sometimes is 
not. For reduced form parameters and forecasts in just-identified 
models, ordinary least square estimation of the reduced form is 
good; in this case it is equivalent to solving the structure as 
estimated by two-stage least squares, limited information, or full 
information methods. For reduced form parameters and forecasts 
in over-identified models, it seems well to begin by estimating 
structural parameters by simultaneous equations methods, and 
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then to solve the estimated structure to get estimates of the 
reduced form. 
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