Deep learning methods have advantages over traditional approaches for cell event detection due to their ability to capture more discriminative features of cellular processes. Supervised deep learning methods, however, are inherently limited due to the scarcity of annotated data. Unsupervised deep learning methods have shown promise in general (non-cell) videos because they can learn the visual appearance and motion of regularly occurring events. Cell videos, however, can have rapid, irregular changes in cell appearance and motion, such as during cell division and death, which are often the events of most interest. We propose a novel unsupervised two-path input neural network architecture to capture these irregular events with three key elements: 1) a visual encoding path to capture regular spatiotemporal patterns of observed objects with convolutional long short-term memory units; 2) an event detection path to extract information related to irregular events with max-pooling layers; and 3) integration of the hidden states of the two paths to provide a comprehensive representation of the video that is used to simultaneously locate and classify cell events. We evaluated our network in detecting cell division in densely packed stem cells in phase-contrast microscopy videos. Our unsupervised method achieved higher or comparable accuracy to standard and state-of-theart supervised methods.
I. INTRODUCTION
R ESEARCH in stem cell biology and pharmacology includes the detection of cellular behavior after exposure to various stimuli in cell cultures. Parameters used to monitor cell health and growth include the measurement of cell division (mitosis and meiosis) and cell death [1] , [2] . A wide range of procedures with luminescent, colorimetric or fluorescent assays are used to highlight critical events in images or videos. These assays are usually static and destructive and hence do not allow for long-term cell monitoring [3] . Phase-contrast, time-lapse microscopy (PCM) is a non-destructive imaging technique that enables in-vitro, long-term and continuous monitoring / analysis of cell populations. It offers high throughput acquisition and greater potential than static approaches [4] - [7] . The quantitative analysis of PCM data is currently limited by the time consuming manual efforts required to view and identify events within a complex visual field. These analytical challenges are compounded when considering a large volume of cells and video data, thus prompting the need for automated, rapid analytical methods [8] , [9] .
In this paper, we define as 'cell events' those activities that do not occur on a regular basis and which change a cell's visual properties, such as shape, size, and movement. One example of such an activity is the formation of intercellular junctions between neighboring cells, which affects a cell's shape at the site of connection [10] . The most important cell events, such as cell death, cell division, and cell differentiation, significantly change the properties of a whole cell. For example, during cell division, a cell shrinks and becomes circular [11] , while during cell death, a cell's membrane swells into spherical bubbles [12] . These events may often appear random in nature and are governed by many stochastic elements in biological systems [13] , [14] . They can occur at different stages of maturation and vary depending upon the conditions under which the cells are grown [15] . In addition, each new biological condition, with variables such as cell type, type and dose of stimuli, etc., may require manual data annotation by experts who have highly specialized skills. Hence, it is challenging to design automated analytical methodology without accurate, labeled data.
There have been a number of methods for cell event detection that have been reported over the past 8 years. These include the Hidden Conditional Random Fields [6] , [11] , [12] , [16] - [18] , the semi-Markov [19] , autoregression and multioutput Gaussian process methods [20] , [21] . All these methods required labeled training data and thus they cannot be widely applied to various types of cell events. An alternative approach is to track individual cells and infer the cell division and cell death from the cell trajectories. Such cell tracking, however, is problematic, prone to error and requires careful parameter optimization [8] , [22] .
Deep neural networks (DNNs) allow feature extraction directly from in-domain data, thus enabling the learning of task-adapted feature representations [23] . Convolutional neural networks (CNN) excel in computer vision tasks because they extract hierarchically increasingly complex features, leading to a marked increase in image classification and detection accuracy in static images [24] - [26] . CNNs, by themselves, are not designed to detect patterns in video analysis. The long short-term memory (LSTM) method, which is a variant of recurrent neural networks, learns the patterns in time-series data and is now the leading technique for natural language and video analyses [27] - [32] . A neural network that combines feature extraction and dynamic changes over time then provides the best approach for cell video analysis.
Recent research suggests that convolutional recurrent neural networks with CNN and LSTM components can be trained in an unsupervised manner to learn the overall dynamics of objects in image sequences [33] - [35] . These methods were designed with a feed forward structure that passes a sequence of raw images through the neural network and outputs a predicted future image sequence. These approaches can only model processes caused by fully or partially observed factors and are not able to solve problems where the occurrence of events is determined by unobserved factors, such as underlying stochastic biomolecular interactions in cells [34] . Hence, we propose that current methods are not directly applicable to unsupervised cell event detection. Specifically, current supervised methods for cell division detection search for the cell division events and as a consequence, ignore other common objects and activities in an image sequence [6] , [11] , [12] , [16] - [21] . A recent survey by Liu et al. [36] noted that the field is currently limited due to a lack of complete methods that perform detection of stochastic events and pattern learning for common object dynamics through semi-supervised or unsupervised methods, minimizing the need for labeled data.
We propose an unsupervised end-to-end trainable convolutional LSTM (ConvLSTM) model, where we extend the use of ConvLSTMs to unsupervised cell event detection. In contrast to prior work on ConvLSTMs [33] , we introduce the following contributions:
• Unsupervised end-to-end training with a two-path input neural network architecture for modeling a Markov random field that underpins cellular activities, to separate rare short-term locally correlated events from regular long-term globally correlated activities.
• A new ConvLSTM network with a sequence-to-sequence learning framework that maps an input sequence to a spatio-temporal detection of cell events.
• Unsupervised detection of mitosis in densely packed cell videos. As this is an unsupervised problem, there are no annotations that can be directly mapped to the spatio-temporal patterns in the videos. Thus our ConvLSTM is designed to identify and group multiple classes of spatio-temporal patterns, wherein the groups have maximal inter-class variability and minimal intra-class variability. Our concept is that the event type of interest is clustered into a unique group and is well-separated from other spatio-temporal patterns. We evaluated our method on a publicly available benchmark dataset of phase-contrast microscopy videos used in state-of-the-art work [11] .
II. RELATED WORK
Various automated methods to detect cell division have been devised for microscopy images such as the random forest classifier of Paul and Mukherjee [37] and the deep learning model of Cireşan et al. [38] . These methods relied on the availability of labels for training, and did not account for the temporal changes occurring in cell division events in PCM. Early research in the cell event detection with PCM relied on cell tracking methods that created trajectories of cells by matching objects frame-by-frame, and then extrapolated the moments of cell events by analyzing those trajectories [8] , [39] - [41] . The variability in cell appearance, the unpredictability of cell movement and similarities between target and adjacent cells resulted in inaccurate detection. Later research directly targeted the events of interest through methods based upon Support Vector Machines (SVM) and Hidden Conditional Random Fields (HCRFs) [6] , [11] , [12] , [16] - [19] . HCRFs proved superior to the SVMs because they were able to model the temporal location of cell divisions and the change in the cell appearance over time. A series of HCRF models have been proposed, from patch sequence classification [6] to identifying the timing of cell splitting moments in a sequence [11] , [17] . The HCRF methods relied on handcrafted features that require considerable effort to select and optimize for different application domains, when compared with features learned with deep learning [24] . Thus HCRF methods tended to be application-specific, e.g. to detect mitosis and cell death, and are often optimized for a particular cell type. Our approach is focused on the problem of detecting cell division in a dense collection of cells [11] , [36] and in this context HCRFs are the benchmark.
Methods that required less training data and offered greater flexibility in the choice of detected cell events have also been reported. Kandemir et al. [20] reported an autoregression model that used a small set of event-free training data for generic event detection. The collaborative multi-output Gaussian process and active-learning required only 3% annotated data [21] . These methods, nevertheless, still required manual annotation of the training data.
Deep learning approaches have been used to detect cell divisions, such as the deep neural network for cell division detection in breast cancer histology images proposed by Cireşan et al. [38] and the 2D CNN that detected two adjacent circles of newly split daughter cells in PCM reported by Shkolyar et al. [42] . Nie et al. [43] used a 3D CNN for a volumetric region. Combinations of separate CNN and LSTM components for spatiotemporal modeling have also been reported [44] , [45] . Liu et al. [46] reported a probabilistic model for joint feature learning and temporal modeling. These methods required careful algorithm selection for the pre-and post-processing steps, are supervised and must be trained with large annotated datasets and so were not feasible in real-world scenarios where collecting large-scale annotated data is not feasible.
Deep learning advances now make unsupervised training a practical possibility. Recurrent neural networks (RNNs) are end-to-end trainable models and they can be trained in an unsupervised manner, retain memory of seen data and can be applied to time-series imaging data. Researchers have used encoder-decoder LSTMs to learn video representations [47] , [48] and also extended the fully-connected LSTM to have convolutional structures that better capture spatiotemporal correlations in an image sequence [33] - [35] .
III. METHODS

A. Conceptual Formulation
Let x t ∈ [0, 1] M×M represent a video frame of size M × M that contains a cell population at time t. As microscopy imaging does not directly provide observable information about the biomolecular factors inside cells, the model is constrained to characterizing the observable visual changes rather than internal cell processes. Our aim is to solve the detection of observable cell events in an unsupervised manner, when there is no ground truth to train a model. A solution is to perform a spatio-temporal reconstruction task to find P (u t | x 1:t ) and P x t | u t , where x 1:t is the observed frames from time 1 to t, x t is a reconstruction of x t that is intended to be closely similar to x t and u t is the hidden state that represents the observed frames; this process learns the structure of the imaging data and the spatio-temporal patterns of cell activities and events, in an unsupervised manner similar to autoencoders [49] .
Markov processes are a well-established technique to model cell movements and transitions. For example, Altrock et al. [50] used a spatial Markov process with probabilities of movements for individual cells, or Gupta et al. [51] used a Markov model for stochastic state transitions of cancer cells. The hidden state u t can be modeled as a Markov random field u t ∈ [0, 1] o×M×M , with o being the number of feature maps. Cell activities can be stochastic and deterministic processes [14] , thus showing characteristics of long-term and short-term correlations. There can be two components that are derived from the hidden state u t of the observed frames: one component y t ∈ [0, 1] n×M×M , with n being the number of feature maps, has a short-term local correlation between frames, while another component h t ∈ [0, 1] m×M×M , with m being the number of feature maps, has a long-term global correlation between frames (Fig. 1) . These two components are essential for solving our problem of cell event detection. The observable cell events can possess a stochastic property with a short-term local correlation between frames [14] , and hence, can be derived from the learned representation of the component y t . As both h t and y t contribute to the observation Fig. 1 . The graphical model that represents the generative process for the observed frames. The model describes the relationships between the observed frames x t , the underlying Markov random field for the hidden state u t that represents the observed frames, the long-term globally correlated component h t , and the short-term locally correlated component y t .
of the frame x t , the representations of the two components cannot be separated by learning directly from the current frame x t , but should be learned from different subsequences such as x 1:t −1 and x t :t +k . At the current time t + k, by going back in time to learn h 1:t −1 out of the past frames x 1:t −1 , one can rely on its long-term global correlation property to estimate h t :t +k , hence, being able to derive y t :t +k out of the current frames x t :t +k . However, information about the component h t can still be mixed with the component y t when extracting y t :t +k from the current frames x t :t +k . As the training process is unsupervised, there are no constraints on what the representations of h t and y t should be. A solution is to minimize the passage of information from x t :t +k to y t :t +k to encourage the selection of essential information about the component y t , while reducing the learning of the component h t from the current frames x t :t +k as h t :t +k has already been estimated from the past frames x 1:t −1 .
Neural networks can be used to extract these hidden states from different parts of an image sequence. A recurrent neural network can read frames x 1:t −1 and learn h 1:t −1 with spatio-temporal patterns that can be used to predict h t :t +k . As the short-term locally correlated component can possess temporal correlations in events between adjacent frames, another recurrent neural network can read frames x t :t +k and directly extract y t :t +k . The passage of information from x t :t +k to y t :t +k can be minimized with max-pooling. With h t :t +k and y t :t +k available, a simple feed forward neural network can combine them to form a complete representation of the cell population and reconstruct the frames x t :t +k as x t :t +k in Fig. 2 . A possible mathematical explanation of this conceptual formulation is presented in the Supplementary Materials, Appendix I.
B. Encoding-Reconstruction Structure
The original LSTM unit (see Supplementary Materials, Appendix II for an overview), proposed by Hochreiter and Schmidhuber [30] , used full connections in input-to-state and state-to-state transitions that ignore spatial information, which is essential in modeling the regularities in image sequences. Outline of our ConvLSTM model; the encoding part (E) learns h 1:t−1 from the sequence x 1:t−1 and predicts h t:t+k , which contains the information about the long-term global correlation between frames; the event detection part (Ev) reads the sequence x t:t+k in the forwards and in reverse directions, and extracts information about the short-term local correlation and possible cell events y t:t+k . The reconstruction part (R) combines h t:t+k and y t:t+k to output the reconstructed sequence x t:t+k . The curved arrows represent the recursive updating operation for the memory states and hidden states of the ConvLSTM units, as explained in Appendix II.
As such, we chose the convolutional LSTM (ConvLSTM), based on the work of Xingjian et al. [33] , as our baseline unit. This design preserves spatial and temporal information for modeling long-range dependencies and better encodes the spatio-temporal information of cell image sequences. Temporal information is retained by the memory stored in the states of the LSTM structure, while the spatial information is encoded in the last two dimensions of the 3D tensors that are used for all inputs x t , memory states c t , hidden states z t and three gates, including input gate i t , forget gate f t and output gate o t . Details about the ConvLSTM are presented in the Supplementary Materials, Appendix II. We used ConvLSTMs with the same structure as unit blocks to construct our model. Fig. 2 shows our ConvLSTM model, which comprises three parts (E, R, Ev). The Encoding part (E) learns the cell movements in frames before the target sequence. The Event Detection part (Ev) generates cell event detection and pattern grouping for the target sequence. The Reconstruction part (R) combines the outputs of E and Ev to reconstruct the target sequence x t :t +k .
The encoding ConvLSTMs, (E), approximates a hidden state h t :t +k from the input sequence x 1:t −1 , that contains the frames prior to the target sequence in which we want to detect cell events. This part consists of a ConvLSTM (E1) that extracts visual features and temporal patterns h 1:t −1 of the cell population in x 1:t −1 . The last memory state c t −1 and hidden state z t −1 of E1, which contain h t −1 , are then copied as the initial memory state c t −1 and hidden state z t −1 of the subsequent decoding ConvLSTM (E2). E2 then predicts h t :t +k from h t −1 . For k time steps, E2 takes in an empty tensor, with values of zeros, as input sequence, and recursively updates its memory state c t and hidden state z t using equations (A17. [1] [2] [3] [4] [5] in the Supplementary Materials, Appendix II. E2 outputs h t :t +k , in the form of memory states c t :t +k and hidden states z t :t +k (Fig. 2) , as explained in the Supplementary Materials (Appendix II and Appendix IV, Table A.2).
The second part of the model, Ev, extracts the information of the short-term correlated component y t from x t :t +k . The hidden states y t :t +k can be considered feature maps containing occurrences of different classes of observable cell events that possess a stochastic property, as explained above. First, ConvLSTM Ev1 reads the sequence x t :t +k in the forward (t to t +k) direction, while the other ConvLSTM Ev2 simultaneously reads the same sequence in the backward (t + k to t) direction (Fig. 2) . Since mitoses can happen in multiple phases and each phase possesses different changes in cell appearance, a ConvLSTM that reads a sequence in the forwards and another ConvLSTM that reads it in the reverse direction would obtain complementary information about a cell division event. This extraction of complete information about an event assists in better temporal localization of cell event phases [44] and in the reconstruction of the sequence. Another ConvLSTM (Ev3) then combines the hidden states generated from both directions of sequence reading to learn the final hidden state tensor that is then used for the event detection step. To perform the filtering of information from x t :t +k to y t :t +k as explained above, we integrated downscaling max-pooling and softmax operations into our model at this step to produce spatially defined classes of patterns (Fig. 2) . This also makes our model output only one possible class of event for each region, which corresponds to the area of an average cell; this is reasonable in the biological context as detected events are only meaningful at the level of individual cells.
We keep a low spatial resolution of 8 × 8 pixel blocks for event detection; this block size is equivalent to the size of an average cell, so that for each cell, only one pattern class is recorded. This turns an image of size 64 × 64 to a grid of size 8 × 8. The process (see Fig. 3 ) has the following steps:
• The hidden state tensor is down-sampled by a factor of 8 with max-pooling, with no overlap on pooling regions (x-y dimensions).
• The softmax function is applied across the feature maps for each spot in the grid; this step turns all values into non-negative numbers and generates a categorical distribution between the n pattern classes of y t (z dimension).
• The max-pooling step, which keeps the dimensions of the output the same as that of the input, sets non-maximum values among the pattern classes to zero, thus only the class with the highest activation value remains activated (z dimension). • The 3D tensor is then scaled back to its original shape of 64 × 64 (x-y dimensions). This entire process is analogous to grouping similar patterns at different spatio-temporal locations, where each group can be thought of as a class. To combine the outputs of E and Ev to reconstruct the target sequence x t:t+k , the final component R, can be modeled with convolutional layers (CNN1 and CNN2) (Fig. 2) . With the same sizes on the spatial x-y dimensions, the combined tensor of the pattern classes for the short-term locally correlated component, y t :t +k , and the long-term globally correlated component encoded in the output of E2, h t :t +k , are concatenated together on the dimension z to form the input for the first convolutional layer (CNN1) with filter kernels of size 5 × 5. The next convolutional layer (CNN2) with filter kernels of size 1×1 produces the reconstructed images, x t :t +k , of the target sequence, x t :t +k .
C. Post-Processing Step for Cell Division Detection
The output of the model indicates the areas where different pattern classes are detected and possible events (cell divisions) can be extracted from this output. As such, a minimal post-processing step is required to determine the pattern class containing cell events and the centroid pixels of the event locations. As the outputs are generated in an unsupervised manner, they contain clusters of possible events. Therefore, some external heuristic knowledge is needed to specify the event of interest.
Cell division detection requires the selection of one pattern class, out of the n classes that Ev outputs, based on the knowledge of how cell divisions appear. One criterion for selection is that cells shrink during cell division, which leads to a peak in brightness in PCM images. Another criterion is that cell divisions occur in stages and last for a few frames in this dataset, thus the chosen class must have activated regions with consistent temporal correlation across subsequent frames. The third criterion is the sparsity of cell divisions, resulting in about ten detected areas at most for each video frame. We selected the pattern class that fulfilled these three criteria as the one containing cell division events.
After obtaining the map of detected cell division events, our post-processing stage groups pixels with positive activation values into sequences of events. The cell division events' locations were determined by finding the pixel with the highest average increase in intensity after some time t, set to be two frames (about one phase in the cell division process according to our videos' frame rate) over a circular area a with a radius of 5 pixels (corresponding to the size of cells undergoing divisions).
D. Implementation
We implemented our method using the Theano framework, an open-source library for deep learning algorithms with support for GPUs. We trained it on an NVIDIA 12GB Titan X (Maxwell architecture). We pre-processed the sequences by linearly rescaling image pixel values so that the final range was between 0 and 1. Each original frame of size 1040 × 1392 pixels contained a large number of cells and as such has a large memory footprint. We reduced this by dividing the sequence into smaller subsequences of 15 frames, each with 256 × 256 pixels, by using a moving window method with spatial steps of 128 pixels and temporal steps of five frames. These frames were then downscaled by a factor of 4 into frames of 64×64 pixels. We used a data augmentation method to reduce the likelihood of overfitting during training [52] . The augmented samples were generated by flipping each subsequence horizontally and vertically, and rotation by 90, 180, and 270 degrees. Each ConvLSTM layer had 32 feature maps and all the input-to-state and state-to-state kernels were 5 × 5. By performing zero-padding on the states, we assumed no prior knowledge about the biological cells that are outside of the boundary of the video frame. According to the video framerate, cell events, such as cell division, may vary in duration by up to 10 frames. We set the values t = 6 and k = 9 to ensure the regular dynamics of cells are captured in the first 5 frames (x 1:t −1 ) and the cell events are covered in the next 10 frames (x t :t +k ). The model was trained by minimizing the cross-entropy loss between x t :t +k and x t :t +k using RMSProp [53] and back-propagation through time [49] , with a learning rate of 10 −3 and a decay rate of 0.9. Biases were initialized to zero and weights were generated using Xavier initialization [54] . Our architecture's hyper-parameters, including state number and kernel size for each layer, were guided by the previous work of Xingjian et al. [33] . For the ConvLSTM units, we selected the kernel size of 5 × 5 pixels and the state number of 32 after having examined the recorded cross-entropy loss to ensure that the loss was reducing consistently. The hyper-parameters' values are summarized in Table A .1 in the Supplementary Materials, Appendix IV. We trained our neural network over 100 epochs.
For testing, the test sequence was divided into subsequences using a similar procedure as for training data, with the moving window method with spatial steps of 32 pixels and temporal steps of five frames. The event detection outputs were then merged to form a map of detected cell division events with the same shape as the testing sequence. This was done by summation of outputs of the subsequences, according to their spatial and temporal coordinates, and extracting a binary output with non-zero values representing the occurrence of an event. An explanation of the output merger and binarization can be found in the Supplementary Materials, Appendix III.
E. Dataset
We used a publicly available dataset of densely packed stem cell PCM images for training and evaluation. This dataset is considered to be more difficult than datasets with sparsely located cells [36] . We used five videos of bovine aortic endothelial cells (BAEC) 1 that were also used by Huh and Chen [11] . Each video contains 210 images. The 1 Dataset source: http://celltracking.rit.albany.edu/index.php videos begin with cells separated on the left and right with an empty space in between, and end with cells completely filling the frame after cell division. There are two control videos without added drug (F0001, F0002), and three videos where different doses of a drug, Latrunculin B, were added (F0003: 1nM, F0004: 10nM, F0005: 100nM). Cells in our videos move more slowly and have fewer divisions with higher drug doses. The dataset includes the ground truth of manual annotations of cell divisions and the counts as in Table A .3 in the Supplementary Materials, Appendix IV. We followed the standard true position detection definition where a birth event, the complete separation of two daughter cells from each other, is correctly detected if it is spatially within 10 pixels and temporally within one or three frames from the manual ground truth annotation, consistent with the study in Huh and Chen [11] .
F. Experiments
We conducted empirical experiments to investigate the behavior of our model across different values of n = 2, 4, 8, 16, 24 and 32, and derived n = 16 to produce the highest accuracy in cell division detection. We compared the ability of our method to detect cell division, against the standard HCRF, Event Detection Conditional Random Field (EDCRF), and Two-Labeled Hidden Conditional Random Field (TL-HCRF) methods [11] , [17] .
We also compared our method with recently published CNN-LSTM [45] and Two-Stream Bidirectional LSTM [44] models for cell division detection. We replaced our ConvL-STM model with these models and used the same workflow with our ConvLSTM supervised model. The reimplementation was based on the configurations for these neural networks as published in [44] and [45] . This allowed us to study the ability of our unsupervised neural network to extract spatiotemporal patterns associated with cell division compared with other supervised deep learning models.
We used the same evaluation approach as used by Huh and Chen [11] to allow a comparison to prior work using the same dataset. We tested our model on the last 100 frames and trained it on the remaining 110 frames. For the baseline CNN-LSTM and Bidirectional LSTM models, we used a moving window method to generate a 3D map of event detection similar to the output of our model. The same postprocessing step for cell division detection was then applied in experiments for all deep learning models. Cell division events were evaluated in terms of precision, recall and F1-score, which is a balanced measure for precision and recall, given the timing errors of birth event being one or three frames.
We also compared our unsupervised method to a supervised variant of our model to study the performance of the event detection part of our model, when cell division annotations are available. We built this from the ConvLSTM layers from the Event Detection (Ev) part and the convolutional layers from the Reconstruction (R) part of the unsupervised model. This model was trained in a supervised manner with the target containing the spatial and temporal information of cell divisions in the sequence (Fig. 4) . For each frame, a small square of size 7 × 7 was assigned a value of 1.0 and a larger square of size 20 × 20 was assigned a value of 0.6; these were centered at each annotated pixel. The values of other pixels, distant from cell division, were set at 0. This provides incentives for the model to learn patterns around a cell event (20 × 20) , and to focus on the central pixels (7 × 7) at the splitting area of the dividing cell. The output of the model was post-processed to find the detected pixel which is the centroid of a group of adjacent pixels of values above a threshold of 0.7.
We also benchmarked the generalizability of our model over videos of different characteristics. We trained our models on one video (F0001), which has no added drug, and tested it on the other four videos (F0002-F0005) from the same dataset. We also studied the frequency distribution of birth event timing errors of the cell division detection for all five videos. Table I shows comparisons of our unsupervised approach with supervised methods. In Table II , we present the performance of our models over videos of cells being cultured under various conditions. We calculated the frequency distribution of birth event timing errors of the cell division detection for all five videos in Fig. 5 , with an example of cell division detection in Fig. 6 .
IV. RESULTS A. Detection of Cell Divisions
B. Model Behavior
In Table III , we show the comparison of the cell division detection performance of our unsupervised approach with different numbers of pattern classes. For the case of 24 and 32 pattern classes, there were two classes that reported cell divisions, and therefore the final results were the combinations of the event detection in both of these classes.
V. DISCUSSION
The main findings in our experiments are: (i) both our supervised and unsupervised variants of ConvLSTM approaches achieve higher or comparable accuracy to supervised HCRF-based or other deep learning based methods; (ii) our unsupervised ConvLSTM model can outperform other supervised LSTM models; (iii) our ConvLSTM models have consistent accuracy across videos of varying characteristics.
The F1-scores in Table I show that our unsupervised approach consistently achieves higher scores than HCRF, comparable scores with EDCRF, and approaches TL-HCRF with a score that is 3% lower when the threshold is three frames, and 8% lower when the stricter condition of one frame timing error is applied. Our approach demonstrates a better overall score than HCRF and EDCRF because of the more accurate spatial and temporal locations of cell events provided by the event detection (Ev) that narrows down areas where cell division would occur. HCRF relied on one label variable to model the occurrence of cell division and thus lacks the ability to represent birth event timing. EDCRF was designed to model the timing of a birth event and as such had an additional label to represent the event timing [17] , and thus resulting in comparable accuracy with our unsupervised model. TL-HCRF was an evolution of EDCRF that leveraged the information on candidate birth event timing to detect the cell division and was highly optimized for cell division detection [11] . This explains the drop in F1-score of TL-HCRF when compared to the other HCRF models and our ConvLSTM model when applying the stricter timing error condition. When using a threshold of three frames, our unsupervised approach has a higher precision rate than the supervised HCRF models. This indicates that our model has high selectivity in the classification of potential events, leading to lower false positive rate in cell division detection. After event detection, post-processing requires a high precision rate, especially in unsupervised training when the classes of events to be learned are unknown, such that it will not be overwhelmed by noise from false positives. In this aspect, our unsupervised model shows superiority over the HCRF models that had lower precision despite being trained with labels and optimized for just one event type (cell division).
Our end-to-end trainable neural networks scan the entire raw imaging input data, without altering the training data distribution, and directly output the map of detected events without the need to reduce search space. In contrast, the benchmark HCRF methods were multi-stage pipelines with a candidate patch sequence construction to skew the distribution of training data for the HCRF models by balancing the ratio of negative and positive samples. They relied on a supervised step with SVMs to reduce the search space for cell division events, followed by a second supervised step with a probabilistic model derived from standard HCRF to determine whether each candidate sequence actually contains a cell division event. These models used selected hand-designed features and heavily supervised training processes that were optimized separately. Furthermore, the HCRF models were specifically designed for cell division detection with structures containing sub-labels that took into account the temporal location and timing of the cell splitting moment in addition to the visual feature changes. Our model, meanwhile, was designed for event detection in general without a dedicated component to capture patterns of change in cell division progress. The supervised ConvLSTM model, which has a similar structure to the event detection part of the unsupervised model, has the highest precision in both evaluation conditions. The lower recall rates, as compared to precision rates, of both ConvLSTM models indicates that our deep neural networks have a tendency to favor precision at the expense of recall. An advantage of high precision is that there is a low false positive rate; this is always the preferred outcome in cell biology research, especially in studies when further analysis of events is required.
We also compared our ConvLSTM models to recently published CNN-LSTM and Bidirectional LSTM models (Table I) . The F1-scores show that our unsupervised model outperforms both of these published models, except for when the CNN-LSTM used a threshold of one frame. This suggests that our ConvLSTM may have learnt better spatio-temporal patterns, by integrating the CNN component into LSTM, when compared to the other models where spatial patterns are extracted by the CNN prior to it being passed into LSTM for temporal pattern learning.
Our model has consistent accuracy across the five videos (Table II) . With a threshold of three frames (th = 3), the F1-scores of the unsupervised ConvLSTM model are within a range from 0.735 to 0.768, which is higher than the F1-scores of supervised HCRF models under the same conditions (Table I) . Under the stricter condition for cell division detection with a threshold of one frame (th = 1), the F1-score of the unsupervised ConvLSTM model (Table II) drops below 0.6 only for video F0005, which contains cells with the highest drug dose. This can be explained by the frequency distribution of birth event timing errors of the cell division detection in all five videos (Fig. 5) . As seen in Fig. 5, video F0005 has the highest variance in timing errors, because this video has the most marked differences in cell events and appearance that were affected by the highest drug dose. Despite these differences, which result in a lower temporal accuracy, our model still maintains stable spatial accuracy, as shown by a comparable F1-score with that of other videos when using a threshold of three frames instead of one frame.
The temporal localization from the supervised ConvLSTM is more accurate than the unsupervised model (Fig. 5 ). When using a strict timing criterion with a threshold of one frame, the unsupervised model obtains a F1-score that is 16-30% lower that of the supervised model; however, with a threshold of three frames, it maintains a F1-score that is within 6-8% of the supervised ConvLSTM (Table II) . These results indicate that the combination of learning of the long-term globally correlated and short-term locally correlated components of objects' dynamics in a video markedly enhances the ability of our model to detect events. Learning regular dynamics with long-term global correlations allows common visual changes to be captured and learning short-term locally correlated events allows changes influenced by the underlying biological processes of essential cell events to be modeled. The detection of all 16 pattern classes, with known and unknown events that occur with consistent temporal patterns, are shown in Fig. A2 in the Supplementary Materials. Although ground truth data for the unknown events were not available, our findings suggests that they correspond to consistent cell patterns. The examination of the other events is significant in scope and as such, we leave it as a direction for future research.
Considering the F1-score, a model with 16 pattern classes gives the most accurate cell division detection (Table III) . The ability of our approach to correctly classify events is limited when the number of pattern classes is low, e.g. 2, 4 and 8, where events other than cell division can be merged with the target event, leading to lower scores. However, when the number of pattern classes is high as with the case of 24 and 32 classes, the detection of an event with multiple phases can be split into two classes, which are associated with different visual and temporal sub-patterns of cell division. These sub-patterns might also appear in other non-mitotic events, leading to a decrease in precision and F1-score as seen in Table III . The selection of the number of allowed pattern classes requires consideration of the nature of the cell population such as cell motility, event frequency and their characteristics. A restricted value for n (number of types of events) will result in suboptimal accuracy. Future work will be focused on improving the robustness of the model to the choice of the number of pattern classes.
There are a number of other approaches we will develop in future work to improve our approach. In this research we determined a small set of architecture hyper-parameters (Table A.1 in the Supplementary Materials, Appendix IV) following on from prior work on ConvLSTMs by Xingjian et al. [33] . We used Xavier initialization [54] to initialize the model's weights. These hyper-parameters can be further optimized or adapted for different applications and there are also different weight initialization methods, such as data-dependent initializations, that might provide better results with faster convergence in the model training process [55] - [57] . Further enhancement could be achieved by implementing an initial supervised screening process, such as the one designed by Huh [58] , to filter the input for our unsupervised model. We will also explore using a different loss function, such as with generative adversarial networks [59] , to increase the sensitivity of the event detection part. We will also investigate the application of our model to different cell types and cell events, such as cell deaths.
We also note that it is generally accepted that it is essential to have annotated data to assure the accuracy of any new computational technique. Human annotated data, however, are often not readily available and they may contain bias related to the degree of experience, knowledge and skill of the reader. These biases then influence the accuracy of new techniques. One approach would be to only use human annotated data that have been independently verified by some other means e.g. pathological data; this is, however, impractical. We suggest that an unsupervised approach can provide an objective reference point for annotation, which may provide the possibility to reduce human bias, and that in cell microscopy, such an approach may open the possibility of grouping new patterns of cell behavior that are too subtle for humans to identify. At present, given the understanding of cell videos, we do not advocate the elimination of human annotated data.
VI. CONCLUSION
We propose an automated unsupervised deep learning method to detect and classify events in cell videos by expanding a convolutional LSTM neural network with a two-path structure. Our results show that it is possible to learn and approximate representations of long-term globally and short-term locally correlated components of the observed objects' dynamics, such as cell movements and events, without annotations. We suggest that our unsupervised model can to be used to detect and identify cell events in biological experiments.
