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VALORES ESPERADOS 
1 El promedio al t.irar un dado . Se tira. un dado una vez. ¿CuAl es el 
promedio del nOmero que observemos? 
SOL.UCIÓH 
Si X es el valor que resulta al tir"arlo, sabemos que 
Su valor a.parada es 
6 
E(X)~ L k p(xa k) 
M=l 
si x:= 1,2, ••• ,b 
en otro caso 
- 1P(X- 1) + 2P(X- 2) + 3P(X= 3) + 4P(X= 4) + !iP(X= 5) + bP(X= b) 
- 3.5 
¿Qué significa E(X)= 3.5? Suponga que te invitan a apostar 
a este dado Qbter,t ende tanto p~sos como el número que sa.l ga en el 
dado (recj be $1 si el n(¡mero que sal e es 1, 52 si sal e un 2, etc. ) 
Un amtgo probabilistA . te dice que E(X)a 3.5, ¿qu6 significa? 
El v~lnr esperado ~e X, E(X), también se indica por ~ (la letra 
gr i eQa --..u"). 
2 Se ti ran 3 vol ados ¿cuá 1 es el número esperado de Agui 1 as? ¿Ves pro-
metedor para apostar a este e:<peri mento? 
SOLUOIÓN 
El n(J:mer 'o X ue Ayuilas posibl€:'s ,.1 l"iriu :~. VO)~dDS puede tomar' ,,810-
res 0,1,2,3. Piir-a CIlc.olltr' ¿H' e l " dlor e5~C' iHlu debemos mul t j pJ j C:i1r 
cada uno de los po'Sibles v alor'es dE' X por la ff:!>spectiva probabilidad 
de que u~~ce~e, 'p sea 
<D 3 
E<X)= L x p(X= K) = ¿ x p(X= K) 
X:t; -Qt X'=O 
= Op(X= O) .> lP(X= 1) + 2P(X= 2) .> 3P(X~ 3) 
Para C: :.:llc'ula.r 1 ;J. sp,ma ant.er- ior 'Jp-hemoq encontrar- la~ probabj 1 il,1ad dE" 
106 pusible~ vi\lor-e!'\ de X. El espacio mucs1.rCf. c nrr' e6pondicnt.C? a lh 
tirada de 3 volados es 
0= {(a,a,a), (a,.'3,,5) ~ (il~S,~), (s,a,a) ~ (s,a,a), (Ii2,a,s), (S,5,':¡), (5,5,5). 











Oel diagrama o1.nterior se deduce fá.r.ilmente que 
3 P(XR 1)- p({< ..... &).<s,,'.S).<&.s,S)t)= ii 
2 
3= X«a,a,a» 
2 = X«a, .. ,s» 
x«&,'i,a» 
= x( .. , .. ,,,» 
1 = X«a,s,s») 
= x«s,a,s») 
= X« .. ,s,.,») 
O = x(s .... a» 
P(X= 2) = P(i (s. a, a). ('l. s, al, (a, a, s) n ~ ~ 





f ( x) 
3 0;1 1 R x= 
f(KI!l! p(X= x)= 3 si 2 
·8 x= 
1 
si 3 B x= 
O en otro caso O 1 2 3 K 
Estas probabilidades v an a ser las ponderaciones <teóricas) de los 
respectivos resultados 0, 1~7. Y 3, por lo que su v alor 
promedio ponderado p,.ababil1sticamente ~ resulta 
E(XI= OP(X= O) + lP(X= 1) + 2P(X= 2) • 3P(X= 3) 
esperado, el 
o sea, que si le entramos .. 1 jl.J.ega saca.remo~, en promedio, 1~5 águi-
1 as~ ¿Ti ene senti do est~ nÍlm~ro? ¿Qué 5i gOL fi ca? Pi ensa "fraCl.lentt s-
tamente, lo que na~ar1a si particip~~; 100 veces, 20 veces, etc. 
:1 En una laterla reali:!:ada par a beneficio de la estación de bomberos 
10r:03.1 se venden aooo bolet.os ;¡ '1 c ada uno. El premio es un autalTÓ-
vi 1 de $3000 <dólares) ~ Si Juan comnra dos boletos, ¿,c.uál es su ga-
n;¡nc:ia esperada? 
SO&..UCIÓN 
Si al guno de los números que compró es el premi ado gana el carro y 
sólo gasta $2, por lo que SIJ. gana.nci .... neta es $ '2998 (3000 2 p!. 
ses) Jo pero ¿.cuál es 1 a probabi 1; dad de c:onsegui resta gananci a ? 
3 
La probabi.l idad de que el nÚmero que salga en 1 a tÓmbol a. hay,¡. sido 
uno de los que compró .luan e s 2 /8000, po, ' lo tanto, la pr'obi\hi liditd 
de que gane $ 2998 es 2/8000. 
Si el n(amer-o premi ado no lo compró .luan ~ no gana el carro y pi erde 
sus, $'7., o digamos · que tiene una g an,:¡nr. i a de - -$ ?'. La probahilidad de 
que e!lto ocurra es que s alga cualquiera de Jos 7998 boletos que !lO 
compró Juan, o sea 7999/9000. 
Sí llamamos Y ti. la ganancia que tiene Juan al participar en la r- ifa~ 
entonces, Y puede tomar los valores - 42 o $2998, con probabilidades 
( ) 798f1 P ye -2 ~ 8000 
por \0 que su 'talor esperado es 
F.(y)~ (-2)P(Y= -2) + 299f1 p(v= 299f1)= (-2) ~~~~ :2 + (299f1) 9000 
~ - $1.25 
¿Qu6 significa - $ 1.2~? 
OTRA FORMA (LA LEY DEL ESTADISTICO INCONCIENTE) . 
Sea X el nOmero que sal e premi ado en 1 a t6mbol <'l.. Suponi endo que los 
nClmero vendidos fueron numerados de] 1 al 80ÚO~ entonces, X t.oma un 
valor x del conjunto i 1,2, .... ,801)0t. l.& función de densidad de pro-
babi 1 idad punt.ual de X resul ta 
si x e {1,2, ••• ,9QOO} 
en otro caso 
La ganancia Y de .JllAn puede eKpresarse en términos de la variable 
aleatoria X como sigue: aupó n que las nOmeres que compró Juan fueron 
los nómero 1 y 2, entonces 
4 
{ 7.998 si X .. P,2t 
v= 
- 7. si X e P.4 .... ,9000~ 
as! • 
p(y= 2998)= 
p(v= -7.)= P(X .. P.4 . . .. ,aOOOn= ~~~~ 
E(Y)= 2998 P(Y=2998) + (-2) P(Y=-2) 
I';(Y)= 2998P(X. p, 'lU + (-2)P(X E P.4 •. .. ,eoOOn 
2 
e (2998) 8000 + 7999 (-7.)8000 = - 1.7.5 
Si indicamos por Y= g(X), la ganancia Y en términos del nOmero del 
boleto premiado, 10 que hemor; calculado resl..llt.:;\, en simbolo-s, 10 si-
guiente 
BOOO 
F.(g(X»)= L g(:dP(X= x) 
x= 1 
Nota"r "A.s que estamos f"I~volvi~ndo J .. ", pr- obi.4.bjlirl~d dE~ >: cou el valor de 
la funciOu g(X) y no con el v a,lnr di.' X~ sin embargo, est.a, i ncult"-
grua:mci~ resl ,llta vAlida y as! S~ usO durante mucho ti.empo como una 
definición del valor esperado de g<X) en lugc.r- de un teorema, por 
eso se llama La Ley del Estadifitic:o Inconciente. 
· 4. En 105 siguientes ejemplos considera una v ariable aleat-.oria X que 
representa di st i ntos fenómenos. Erl cada c aso cansi dera que) os v alo-
res ~: que toma \.:¡ ..,ariilble X, Qst.án rep,..z.~sentadoc; en u.n ejE:' hnrizon ·-
tal y r:onsi dera do este eje f:omo una ba.rra mu y del g~d~ de \ ana\ bJd 
infi la. Subre e5ta barr a s t:!' di st.r ibu)'~ un~ OIa~.a de magni huJ J: se 
cu.elgan gdonchos de peso f b : ) e n los puntos x que jun t os CilJmal1 dic:ha 
masa. l .a dl:lnsictñ.d d e la lnél"5éJ vc),rla en dif~rent:es . plJ.ntos de la barr·..! 
según Id func.ión d~ proba.bilidnd!, pudiendu hdb~,. ptUltos en qu~ 110 
haya ni nglJna masa. 
L .. media,., de la varieble X representa el punto (jnico (en caso de 
5 
existir") en el eje horiz.ontal sobre el cH'!l . se podr1a "i09t:ener la 
barra stn voltearse, o sea, ~ es el centro de gravedad. 
Por inspecciOn del centro de gravedad encuent r a. la media de J(jf~ dis-
t:ribuciones mostrad~s . También encuént:rala matenétir.;amente~ primar"o 
p.nr:ontr ':lndQ la densi.dad correspondien t e 
a) IIIIIL 
1 2 3 s 
El centro de gravedad v isto de la gr~fica e~ 3 . 5, o sea, ~= 3 , ~ 
¿Qu. ·podr1a reprE..·sentar· la v a r iable X que toma los villares most"r"ndOS 
en la grafica? ¿.cu'l es ID probabilidad en ci'da uno de esos valores? 
La v~riable X padrla reprFJsentar el n("Raro obtenido ~l tirar un dado 
y 5U función de probabilidad puntual es 
f(x) ~ {! 
en otro cüso 
,,~ lHU + ~f ( 7 ) • :<f ( 3 ) .. 4f (~) • Sf (5) • bf (b) 
- 1 (1 + 2 + 3 + . .. S + b)~ 3.5 
En al cA.lclJ,lo anterior se usó la -fórmlJ.la 
n(n+1) 









con n = b 
l 
? 
Visuallnente su e.ntro da gravedad eatA an 1" o sea, ,.,D 1. 
¿,Qué pudrla representar lel véH""iablc X qllC tome los v alor"es O~ 1 y 2 ? 
Si te acuerdas del problema de O'Alembert: X, representar1a el núme- ' 
ro de aguilas en la tirada de dos volados, su valor esperado ~er1~ 







1 2 3 
Da la figura, s "e ob!;ervcl. que el cent.ro de grav edad estA 
en 1 .. S, como rote i ndi ca con F.!'1 triángulo. 
local izado 
La variable X representarla el númp.rn de águilas en tres volados co-
mo ya SP. ha vi fitr.)~ entonccc; 
I'~ 0+ (0)+ If (J) + ? f (2) • 3f ( :,,) ~ 1 (~/8) .. 2(3 / 8) • 3(j/B)~ 1.5 
d) 
ID 12 
El centro na gravedad se ml\estr- a, c on el t riangulo y es 1. gl..l.al a t 1, o 
sea, p= 11. 
La variable aleator-ii\ X es tUl" V iI," l,LthJe utlÍ.furmement"c dist.ribuidiJ 
entre 10 y 12 y podrla represcnti:\r )0 que se l(;> ocur rCi, por eojemplo, 
estar1a mi.diendo el peso de un objeto; su dens i. dad seria 
{ I /~ f ( X )= O si 10:S x :$ 1 2 e l l ol, (l C~ S ("'l 
* En el cuaderno de variabl es al eatorias. 
7 
por lo que su valor p-sperado e s 
Q> .. • • J J • (12) • (10) 2 xf (x ldx= x (1/21dx = x 11 1'= -¡¡ = -4 = 1 





Visualmente el centro de graved"d p.'itá a 1/3 de la biJ!'i3ie*y o;e inrtica 
con el tri~ngulo: 
. 1 [ 1 1 1 
,.,= '3 1000) = 3000 
La" función f (x) es una recta con or"denadi' al ori gen igual O;t 21.100 Y 
pendí ente -2000/ (! / 10001 = 2000 000, por- lo q"" 
f (Xl= 2000 - 2000 000 x si x E [0,1/10001; f ( >: )= 1) en otn-l caso. 





I1000 Kf (K ldx= 
o 
1 
x(2000 - 2000 OOOx)dY.~ 3000 
La var-i abl e X podrl&l r"cpresent iu el ti to"' l1IpO UL' v i d.,. (C.·II ht.)f·~, o;:, ) ele 1111 
viru'9 extraido de un tejido . 
• Un resultado bi!'sico u,' t emas de dinámica o de fu erza y equilibrio. 
8 
f 1 





El centro de graved,-..d está. il 1111 1 / 3 de.- der-r'c hi' et i z qui er"da de:.' 1 a. ha-
se, o a 2/3 de izquierda a derecha a 
1,1,1,.1,666 
Si X reprasenta el tiempo de v ida de un"" bomb a (con hora~), qué sig-
nifi~a ~ 666.6666 horas? 
Matem.6.ticamente, ) a funci6n f ( x ) e s un r'ecta con orden ada al origen 
O y pendiente (2/1000)/1000= 2 /1 0 00 0 00= 1 / 500 000, o sea 
1 f ( x )= 500000 x 6i x E ( 0 ,1000 ) ¡ f (x) = O en at.ro caso 
CID 










x ( 500000 )dx= 1,6/' . 6666 
c¡ 
Por ~imetr1a es +.6cil vp.r que el. centro de gr-avedad h, est:.6 locali-
zado en 5, por lo . que #F 5. Si X , "cpr ~5cntr:l 1" venta5 d~ pan en 1 a 
ttpananderla El Rosario" (en mi lnos de ki,log,.amoOi) ¿qué sitJ.li fica qlJ.e 
el valar esperado sea 5 mil kilogramns '! 
l.a función f (x) ~s 
Por lo tanto, 
.. 
f (x)= 125 " 
f (x) = :2 
7.5 




125 :< si 5 :s x :s lO 
en olr'o CCiSO 
~= J X(I~5 x)dx + I x( 7.~ 1 --- x)dx= S 12~ 
O 
" 
s. La demanda semanal de cierto refresco, en mi les de lilr'o5, en una 
cadena local de tiendas, es una ',ariable clle .. J.toria continua X que 
tiene la densidad de probabi1 idad 
{ 
:>(:< --
f (x) = 
O 
I ) ; 1 < :< -< 2 
en ol r o caso 
Obten la media y 1 .... ...... arianz~ de.' las vefltits. 
SOLUCJ6N 
(11 2 J xf(x)dx J :«2) (x 1 )dx 5 1 2 ~= E(X)= = - = 
'3 + '3 
-(11 1 
(11 2 










ó Se diaponl.·n de dos va,-iedad(~a de tr-igch E'I condiciones sp.mr.·jantcl'> 
(sueln, &01, riego, etc.) una varted ... d da un rendtmient.o d~ X t:one-' 
lad4.s por hect .• r~a, y la 









i) Calcilla los rp.ndimientos medios rle cada variedad. Oeterm1nalos 
por inspección visual o usa.ndo fórmlJlrl.S parrl disf:ribur:ión unt.,o,.. .... 
me. 
it) ¿Qué variedad de trigo camprar1a~? 
iii} Calcula la varianza del r ' enc1inlieuto de' c ada var'iedad por do~ ca-o 
minos: usando una expresión rápida para la v~3ri.~n za vla E(X:Z) y 
11 
tambi.n usando lo'ls f6rmulas para la distribución uniformee 
SOLUCIÓN 
i) El valor f!sperado para la primera '/ariedan e'5,., = E(X)= 250 t.r)-
• 
neladas por her:t-Area r:omo S~ nlll!'stroJ. vi5ualmente r:on el tri~ngt1lo 
qu,e folpareCF! eu la grá.fir.:a i:!.qllier"rJae Si queremos usar Id f6rmula 
para la dist.ribllciOn uniforme (ver apénc1icc) que dice que si una 
variable se distrihuye uniformement.C' entre a. y (J, entonces 
E(Xl= (J + a 2 
Usando e&ta. fórmula para la ambas variedades de trigo, result.a 
E(Xl= 2QO ; 210 = 250 y 270 ... 230 E(Yl= 7. = 2~0 
. Li) Como las das variadades tienen I.na media icJ40nt. ica, el v alor p.'Spe-
rado no no~ da un criterio pdra inclinarno~ har.ia alguna varie-
dad. Veremos si la variancia nos ayuda a d(!'cidi,.. 
tiL) Par' . la prime,.a var' icdad 
CD 
E(X2 ) = J x2 f (x ldx= 
-CD 
1 xli 
) dx= 80 240 
1 512 80(1 
24 = "'303~.333 
Usando la fórmula de la v arianc:ia. par a lit distribuci6n uniforme 
que es 
2 (n _ al Z 
q = Var(X>= · ~ 12 
reslll ta pa.ra a.ba!li '/d. r i edades 
~~ Var(X)= (7.QO - 2101
2 
~33.333 = 12 = 
~: Var(Y)~ (270 - 2301
2 
13~.3~3 Q 12 = 
12 
La nesviaci6n e!=JtAndard tic- l-3 primera v~ried~r1 es 




riftdad es C7Z = 113:).:'S;-- o"" 11 .54 t:onolad"",c; por her.t.Arra. Si c:omp,;¡o-
ramos las de$viacicmcs ~!>tAlldanJ, r E'su) t~ que lil v ariE:di:ld '2 es 
mejor. ¿Crees qUE' est~ C:"il:c"ricl C'S ~ufici cnt.c·? Calcula coeficivn 'o 
tes de variación para c.ada variedad, c.a .ias con biQolc5 IIpublacio··· 
de estos óltimos diagr' amas poblacionalL's? 
7. Sea X la variable aleatorj¡,j. que r ' cprt~5enta la. vi dit en horas de cier -




f( X)::l ;~ 3 
O 
si ' ;~ > JOO 
en ot r (l l O "'~li 
dada 
Op.termina la virla esperada de est:E' tubo. ¿'Cu,ál PS 1 .... prohahj lir1ad d c' 




La vid~ esperad¿ ~= E(X) es 
'" ~= E(X)= J xf(x)dx 
-'" 
.. 
= J x =o:oo~u d:< = 20000 
x 
100 
[- ,-1] 1'" = 200 horas 
100 
Por consig'.ltent.p., Pl.lede p.sp nrürse flllF.!' este ti,lO d~ I:ubo rilAre p.n prf"J-
med.i o 200 hor·aa. 
13 
f I Yo ) 
100 ~= 200 
La proba.bilidad de que dure menos de Slj valor esperado es 
ZOO 







Se observa que ab.jQ de la media esta casi el 50Y. de los datos, por 
10 qu. a.proxtmadamente la . media es igual a la medianA. Rigurosam.nte 
l. medi Ana de X es un nClmero tal que a 1 a "í zqui erda de In se encuen-
tra al 507. de los datos, eo;:¡ c1ecir, 
... 
p(X:5 .. )= I fl:ddx= 0.5 
-. 
Tu puedes ent;Ontriu· el v alor 1ft que 6~tififa.IJCl 1,,:,. igua.ldi'd anteriur". 
B.o Encuentra la media, la varian:tr1. y la des'Iirtción eos.Unri.;..rd r1e 1", va -
riable aleatoria .X con 
fI X )={~ sijxj:51 
en otro r:~so 
.OL.UCJdN 
L. función se puede ree§cri bir por' 
14 
f(:<)= { o 
+ x 
- x 
y su gr~flca es 
1 o 
EIX)- 1 .'IN )d.= 1 
- 1 - I 
c;i - t < x .( o 
si O < x < 1 
en otr o caso 
1 
X (1"':< )dx + 1 
o 
xll-.)d. 
Si eval(¡as las¡ integr'ales usando fuer:!." br'uta., encuentra EeX):o: O 
Sí te gustan 105 trucos (propiedades de la intcgr-,a,l) puedes ver qu~ 
o 1 x (l+:~ )dx 
-. 1 
¿Por qué? Haz el c.:lmbi o 'U. =- - ;( 
o 1 
1 I x ( 1. .--:< )d:< 
o 
:~:;-- u ) 
1 J x( 1+x )dx + J- u,l- u) {-du. = J u. (1 ·- u) du. 
o -1 o 
Con esta igualdad r.oncluye q'le E(X) = O. 
La varianza es 
Z 
= VarIX)= E(XZ) ~ 'X)= E(XZ) t7 
1 1 
= J x:Z (1 Ix jld. = 2 J x Z (1- )( )dx = 6 
-1 o 
15 
SI! desvi aciÓn elit.ind ... rd es 
~ .1·,ar(XI· - íT - 0.408 
9. Una varlable que no tiene mp.dia. La función de d.nsidad d~ Cauchy es 
Su vAlor •• parado es 
.. 
E(XI- J Kf(KldK= 
-.. 




" (1 + x2) o 







dx= U .... 
.. ( 1 ?>r a-+ 
o 
x dx= J J 
" (1 + x2) " (1 o 
-. 
r".ul t.a que E (X 1 no •• u. d .. flnldD • 
• 
dw + J 
o 
t06(1 •• 2) 1: )- .. 
x dx= .. 
+ .2) 
Not. que la distri'bución ea .im6t.rica y el "limite si_tricoll (valor 
principal de Cauchy) e x iste: 
A 
l ..... 
A --t CD J 
-4 
lb 
10 51.llJÓn que se conoce quP. el número semanal de articulas producidos en 
una fá.brica es una variable alp.~l"oria COII mc!dia igual a 50 piE'zas. 
Si adenés se r:onoce quP. la varianc.ioJ. de la producción semoJ.nal es 2~~ 
¿qué' se puede der.ir sobre la probabilidad de que la produr:ción de 
e&ta semana esté entre 40 y 60 piezas? 
SOL.UCIÓN 
Represente por X la producción semanal. El eVf:!'ntCl de que la produc-
ción esté entre 40 y 60 piezas se puede escribir como (40 :s X S bOl 
y as equivalente a los eventos. 
(40 
" < x -" .: 60 - ,,) 
('lO 50 < X-,,<bO - SO) 
< X ,,< lO) (- lO 
(IX-"I .: lO ) 
Ahnra sabp.mo'i que una dE' las fo,.maFi de e'icribir la de-stl)ualdad de 
Chebyshev 
o eqlJi vo1l1 entp.mtmte, t.omando r.:.ompl ~ment. o~ es 
1 





)' a51, 1 a probabi 1 i dad de qlJe 1 a producción de 1 a present.e semana 
esté entre 40 y 60, es a lo menos de 75i'~ 
Otra forma de escrj bir 1 a des; gua ldild de! Chebyshev es 
p( IX - "I~ ka) ~ 1 
k 2 
part'l todo k ) O 
sin embargo, f1jate que en lugar de ped ir' que k sea mayor que O, me-
jor e~tabl ecemos k 2: l. ¿Por qué ? 
17 
Otra forma equivalente a la ¡)ltima expresión es 
p( IX - ~IS ka) ~ 1 - para todo k ~ 1 
Ueando &5ta. eKpresi 6n en nues,l,' o ejemplo, tenemos 
p( IX -~I< 10)= p( IX -· ~I<ka) con k.,= 10 o k= 2 
y por 10 tanto 
p( IX - ~I< 10) = p( IX - ~I< 2CJ) ~ 1 -- 3 = Ji 
11 Sea X una variable uniformemente distribuida en el intervalo (0,10), 




si O < :< < 10 
en otro caso 
Encuf!ntra una cota super" j or o para) d probabi 1 i dad de obser"var un" 
desvtac:ión mayor que 4 (desviación con respecto .. ~u Iftp.dia). 
Compa.ra est.a probabi 1 i. dad con 1 a probahi 1 i. dad eXélcta. 
SOLUCIÓN 
L. rAedi.a de X y su variancia sigilen 
lO 




La desviación con respecto él su media estA representada por IX - 1-11= 
IX - 51 Y 1 il probabi 1 i da.d de que sea milyor de 4 est.a acotada por 
lB 
p( IX- 51 > c) ~ 
que resul t,a 
p( IX - ~I > ~) <_ (2~1/3) _. () e Z -¡-¡;-- . . , 
Usando 1 .. otr4' expresión de r.hebyshev 
p( IX - SI > 4) = p( IX - 51 > ~ k(7) ~ I con kz: 4 4 = -----
k' <7 (S /-13 ) 
p( 1 X- 5 1 > 4) $ D O.S? ( -13' 4f :5 
1..& probabill dad 8Kact .. d. este .ventn ... 
p( IX - !:'II > 4) m p( X - !:'I > 4) • p( X - ~ < - 4) 
(Est.amos rRmp.d~ndo ¡. regla de qlJ.~ 1"1 ;, :\ impli.c,," y es ,mpl icadCJ 




p( IX - SI > 4) = p( X ) 9) + p( X < 1) ~ J 10 d x + J 10 dx= 0.20 
" 
o 
Se " ,nta que 1 a desi gua! dad de Chebyshp.'f da una cota superi or dema-
siado bondadosa (no tanto como la cota obvia de 1) que comparada con 
\ a probabi 1 idad e x acta re'Sul t.a muy hal gada .. Si n embargo, cuando no 
se conoce la función de probabilidad, la cola que proporciona Che-
b')' shev es preferible a no tener nada . 
. 12 Para campet ir en UII concurso, el Sr ~ Arenas sabe, por experi enei il, 
que el pr'ecio :-:; m~s bajo qUL' puede pedir' por- Ul"l i¡\ obra de cons truc -
ciÓn puede vari ar entre 2/3 del cost o e ue ) a obra (leni endo que sa· ' 
crificarse pC\('a ganar el concur-so) y 2 veces el costo C. Esta v iu' ia -
r:iOn del nrccio )( que r:obra sigue una dist.ribución uniformp. en e l 
intervalo considerado, o sea 
19 
{ 3 si. 7. r: :5' :5' 2C 4r. - :s x f(x)~ 
O en ot '-0 Crl50 
¿Qué porcentaje debe agr-egcu' el Sr". Arenas a su Ucost.o eGt i lnC'do" 
(co.to medio) cuando presente ofert.iI. a fin de maximiz ¡u su utilidad 
esperadOl? 
SOLUCIÓN 
Lloi.ma X a 1 ... .,ariabl~ que representa el prp.ci.o.l. quP. puede vender 
SU5 lier'vicios de construcción de obr.:..s. Sabemos qut" el pr°L!'eia (uti O H 
lidad) qUE) puede obt.ener del clientrf varia nntrc 7.r./3 y '2C, y ftst. 
vari aci ón e~ uní forme. 
f (x) 
A 
--------~~----t-------.A~------I----------- · -+ x 2r. 
~ 7.C 
1,... altura A de la IiIr~fh:a debe cumplir que el .rea sea igual 1, por 10 
que de la 10ualdad ( 2C Area= 2C - 3) A = 1 J rr.sul ta As 3C 4 
habemos que el valor E(X) de su utilidad eo;¡ el centro de gravp.d~d de 
la figura anterior, que está local izado a la mitad del ' -ecorTido que 
puede tomar la v~riable X: 
(2<:/3) + 2C 
2 = 
BC ¡;--
La propuesta o poli ti r.a es agregar un porcent.aje p a lo'l ut. i 1 i dñ.d 
media ¡.r- BC/6 pa.ra deter'mjnar lo quP- le cobreo el cliente: 
20 
BC 
r.obro al cliente= E(XI + pE(~ (1 + plF.(XI ~ (I'pl 6-
y desea que este porCL!ntaj(;.> p lrate dE' n :" t..:l.lper .: \ r- e n ~r ' omedi 0, ) ~ 
lréxima gananci~ que antes pod1 a. olltencr. Como sabemos , la naxima 
r.:uando la obra cuesta e p~SOC3 P.S ~l doble del costo~ o sea, '7.C. Por-
10 tanto, como desea que 
Cobro ... 1 cliente= ~X ilRd utilidad 
r:ontonr~es 
(1 + PI:C = 2C, (J sea que p= "2 (50%1 
¿Qué significa p= 50%? ¿CuAnto cobrarA si la obra cuest., C= diez mi o. 
llones? ¿Si cuesta 507 Sup6n qUE.' c.oucur-sa E'U lO obras que c.;ul?st.an 
(p.n millonr.s) 1, 10~ 5~ 4, 10, 5()~ 10, l~J 20, serA su 
utilidad? ¿.e:s igua), en pr"omedio, al doble de 10 que antes cubr' aba.? 
13. (M. A. l'iutiérrez A.) Otra. expresión para. 1::'1 valor p.sperado de una. 
variable discreta nn negati v A. Mup-stra que las siguient.es dp.finicio-
n~s t50n equi v¿\lellt:t:.~s CUilllUO X t.."9 linEA var"iabJt:.' cnt:~r' ¡l 110 I\egiii j " C'\ q\IP 
tom3. valores )( e iO, 1, 2 ~ ... t 
(lO 
F.OI = 2:: x p(x= x) 
:( .:0 
00 




Desarrollando E(X)= 2:: x p(X= x) = 2:: xp(X = x) nos; podemos 
x=o x = 1 
dar cuenta del truco (argumE.'nt:o) r,...,-a enc ont:r a r la. ot:r'l m<presiÓn. 
E(XI= OP(X= o) + IP(X= 1» 2 P(X= 7.» ~P( X = ~). 
= 1P(X= 1) + (l+IIP(X= 2) + <I+I+IIP(X~ :,;) .. 
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Ob!'ierVil que el término P(X= 1) aparec.e una ve7..~ el t.6rmino p(x= 2) 
4p~r~" dos. vece", P(X= 3) tres veces, etc; entonces por q ...... no ima-
ginar un arreglo del siguiente tipo 
F.:(X)a P(X~ 1) + p(x~ :.» 
p(x= 2) 
• p(x= ~) + 
+ p(X= ~) + 
P(X= 3) + 
+ 
F.sta presfJ>ntación nos hace imaginar que loe¡, t.ermtnos involur:rado'9 en 
1 a su ... t.ari a ant.eri or- est . .ln 1 Dt:al i ziJdos (guardados en una compuf:a-





y que pAra encontrar E(X) hay que sumar todos 106 element"s dp. est.a 
IDatriz. Para sumar todos sus elementos podemos pensar en sumar co-
lumna por t:olulllna y después sumar ~OG to.tales de cada una de las co-
l "mnas. Pero también podemos al re,,",., prl mero s"mar cada rp.ngló I n-
divldualmente y luego acumulamos IDs rmsultados de cada rent]lón~ 
Siguiente eate tlltimu enfoque tenr.mos 
"" 
Su .. a del primer rengl6n= L p(X=~) = p(X ~ 1) 
X:=.I 
... 




Suaa del tercer r p.1lf)lón= L 1 
Suma de todos los renglones = P(X~!)+P(X~2)+P(X~3)+ . . . = iD E P(X >n) 
n=! 
Por lo tanto, 1 él desi Qual dad (*) ,.."esu) t el 
.. 
F.(X)= ¿ p(x;e n) 
n= 1 
que era lo qfJP. se pret.endla nrobar. Fl jate la Ílltima irJllaldad permi-
te tener otra expr'esiÓfl obvié\ para E(X), a) r~l;~mplaz""r 
.. 
p(x;e n)~ ¿P(X~:<) 
x=n 
Q) 
E(X)~ ¿ p(x;e n) = 
n= 1 n= 1 x= n 
(M. A • . Gutiérrez, UAM-·Azc. , sugerenci a) . 
14 lIna máquina hace un producto que es revis!3do (inspeccionado al 100X) 
~ntp.s dp. ser enviado. El in~trumento de medición es tal que es di~1-
eil de leer en~re 1 y 1~ (datos codificados) . Oe~pués de que se rea -
3 
liza la r' evisión~ la dimensión qu~ result.a dcl producto sigue una 
rJensidad 
{ kz 2 si O oS oS 1 z f (z) = 1 si < z oS l~ 3 
O en otro caso 
.;) Encuentra el valor de k y SIJ función de distribución. 
b) ¿Qué frar:ción de los art1culos caen fue,-a de 1 y 1.!.. ? 
3 
c) EnclJ.cnt,-a la media y la va,-ian7::il dI'! Posta variable alp.a.1:oria. 
También su coeficiente de variación. 
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SOL.UCIÓN 
.> Para encontrar k recurrimos a la restricción que deb~ tener la 
función para Ber funciÓn de densidad de probabllidadz que el .rea 
bajo" f (z) es 1. 
4/3 I J Idp I + 3" = k 1 3" '.3" de ID qua 
I o 
Por lo que IlU fl ,1nciÓn es 
f (z)= { 
y 5u gr.i.fica luce como sigue 
:7. 
La funciÓn de distribuciÓn, 
1 6i 1 < 
o en otro caso 
l~ 
• 
Para una z p a rticul-'J.r, digamos z. que esté entre 1) y 1 
F(z.)= p(z :s z.)~ JZe f (tldt = 
o 
24 









Para un z. que está. entro 1 )' 
F(z*)= pez :S 
2 t 3 = 
'3 
Para un z. 
I 
I 
z.) = I f(Udt+ 
o 
I {-+ 2 = 
'3 
o 





F(%*),= I ?t2 dt + I ldt '. {-











I I ~t2dt+ 
o 
... z .. 
1 Ildt : 
'3 + J ~ 1 
o I 4/3 
En resuman 
















si z < O 
si f) oS z < 
si oS Z oS l~ 
3 





b) p(artl cut o no esté) ~ 
en zona dudosa. 
p(O < Z ( 1)= 1 - p(! 
1- p(rlrt.l elll o est:é ) 
en znnü dlu10sa 
4/3 
( Z < !i) n 1 - J ldz ~ ! ... 'i 
1 
Recuerda que la di5tribuciÓll acumuladd. F(z) nos sirve p.ra muchas 
cosaSI 
t) Encoptrar probabilidades 
Pea :s z :s b)= FCb) F (a) 
Pea < z :s b)= F(b) F(a) 
Pea :s z < b) = F(n) F(a) .. i F(z) es continua 
Pea < z < b)~ FCb) F(il) 
Cuando F(z) nQ es continlta, estas expresiones cambian. 
'La:> Encontrar la densidad (Terorema Fundamental del CAlr:ulo) 
f(z)= F'(z) cuando F' (z) exista 
(tt> Encontrar el valor esperado 
... <D 
F.CZ)= J peZ > t)d~= J (1 - FCt»)dt si Z es no negativa. 
o o 
CD o <D o 
F.: (l) ~ J p(7. ;. t)dt - I p(7. :s t)dt= J (1 F(U)dt - J F(t.) dI: 
o <D o ... 
para Z arbitraria. 
1_& probabll1 dad anter; or, de que el art1 c:ul o no .... t. en 1 a zona 
dudosa 1 a rer.:ai cut.remos I"sanqc 1 a di strlblJ.ciÓna 





¡.¡= E < Z ) = J . zf (z )dz:: J " ( ?z2)d7. + 
-<J) o 
2 z4[ 2 [' B = + z = O.RBBB 4 2 9 
2 Yar<Z)= E«Z ¡.¡) 2) = 1':(7.2) 2 a = ¡.¡ 
O) 
• 





374 (~2 Var<Z)S:;i35 - '9J .. 21654 Ti5935 al. 99024 
A .. l Da 1. 4070 
El . coeficient.e de varidción d~ 1 e~ 
c.v. (1) " 1. 407 = ¡.¡ (100)= -B-- = 1. SBY. 
9 




J 2 3 ;!:2 dl: = " z 5 z + 3" 
• o 
Signifita que el L58'l~ de las h '.'c1i1riJ, 5 t..Jcn í¡)c~j ad~s d e la medii4 
por Ufld cantilJad ig'Jal d. 1. ~R'l. d E' 10::\ media 1-1= 8/9~ O s ei;l, 
O.0158(B/9) ~ 0.014 unitlddQs. 
15 En Id. t.ira.dc:.l de tr eD v olados d~ .. +inp. do~..; variC:lbles ideator ias: la va-
riable X qlJ.P. contabi 11 Z."¡ ~1 número d,.:!' Agui ldS ohteoidas ha!'it . .... el se-
gundo vo l ado y 1 a var i ab 1 Po Y, f.'} tota.l neo .1fJt..li 1 as en los tres v ol a -
nO"i. 
i) EnCllenl.ra l a m~di il y la varj~n~a de J . 
ti) Encuentra la medid y la var"ianza de Y. 
(ti) Mide el gr i ldo de asociación qlte hd y ~l lt : r~ l ~s var i abl e fi X y y~ 
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a tra ...... s dp. :.;u cov;¡r i ~nr:i a ~ qlU~ i ndi r.:a,-p.mos po,.- r.ov (X ~ y) y est_4. 
definida por 
Cov(X,Y)= E(X - 1',) (y - ¡i.») 
donde ¡i=E(Y); 
• 
E" interprc:-tc'l su valor· • 
(ti) Mida el grado da asor:iación entr-e las variables X Y a t.ra"""B 
del coeficiente de correlación indicado por pe p(X~y) y defini-
do por 
p= Cov(X,Y) 
T~ proporcionamos la probabilidad conjunta d@ X Y Y, 
$USi marginales en la siguiente toi.bla 
.,s1 
>z O 7- 3 f X (x) 
O llB I/Fl 7./8= fX (O) 
2/R 7./A 4/A= fX (l) 
7. I/A 118 -:UR= f X (7.) 
f y (¡l') IIB 3/B 3/8 1/8 
Va se mostró cómo se encontraron estas probabilidad en el 
carno 
CUA-
derno de Varias VariabLes Aleatorias y ahora la5 tnmaremos como 
datos. 
SOLUCIÓN 
i) Momentos de la mi\rqini:11 d~ X (su media y su variancia). 
Para encont.rar la n}Podia y varii:1nza. de X, r"esci\taremos su pr"obabili-
dad marginal de la t.abla ant.erior: 
29 




f (x) = 1 si 1 .:25 
"2 x = 
O en otro ca&o O 1 
/l. 
Visualmente reconocemos qHe el centro de gravedad &5 l~ por In que 
IJ = E(X)= 1. 
1 
Esta medi a 1 a podr lamos habc~r cncont,rC\do u~ando 
00 
E(X)= ¿Xfx( X) 
X:-OI) 
plJe5 recordarAs que fX (x)= 
Para encontrar ':tU vari anci a 
usaremos la fOrmula corta 
00 00 
6 E (X) = ¿ ¿ 
:< :-(1) y: - CI) 
00 ¿ fXY( x, ¡O 
y:-CI) 
para lo c ual prime ro en con traremo~ 
00 
)(f (x ,11) 
>lY 
E(X')= ¿ x'fx( x )= (()' p(x = O) + (I)Zp(x = 1) ., ( 2) 'P(X = 2)= 1.5 
x= -CID 
y, por 10 tanto 
i ' (> "lomen tos dE' l it v a.riab l e V. 
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RF!eosr:ribiendo su probabilidad margillal, t.enemos 
f ( V) y 
I 3 si O~3 3 a '" = R f (11) = 3 si 1,,2 y ji 11 = 1 
ji 
o I A 2 '" 
da dende v@mo& que ~IJ cent.ro de gravedad estA en 1.5 Y aq,1 91j merH a 
e!l 
¡J = E(Y)= 1.5 
• 
Para su varianei ':l seguiremos los mismos pif.SOS quP. pAra la variable X 
CD 
E(y2)~ L ",2 fy (",)D (Q)'p(yc o)+(J)'p(v= 1)+<:2)'P(Y= 2)+ (3)'P(YC 3) 
y=-tD 
-' V (y) E(Y') ,,' = 3 _ (l.e. ) •• 3 • Q.7c y. = ar = - ~. .• i\ .. 
iii) 1_4 asociación via covariam:ia. 
Como dijimos, la covariancia d~ X Y Y e6 
Cov(X,Y)- E(X - ¡J,) (V - ¡J2» 
donde "',= E(X); "'2= E(Y)" sin embargo, una fórmula corta que ~R 
puede probar fácilmente (lo haremos después) es 
Cov(X,Y)= E(XY) - E(X) E(Y) 
y es la que usaremos en adelante. 
QO QO 
E'CXY)= L LXV p(x= x,v= V) 
X:-QO ",=-QO 
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Como podr~s imaginar ~ el recorridn di=! . '(0 d Q) qt1e- hacen 
de x y 11 es cienc:ia-- fic:ción (J;., l]C'IIL'r;:IJi 2 a r: ión de' l¡¡s 
105 val orp~ 
pues la funci6n r::onJunta f (:<,11) '"¡pnE' como c1nRlinio t.odo el plilno 
2 XY 
IR , a pesar de que al gunos punloFo ~"'e,," i UltJusi 'd (;'~ dr. ob st:w "rU " por-
eso, seria mejor df:!ofinir un nuevo dominio ele la funci6n~ que SÓlo 
contenga a puntn5 factihle'i y me yl15t:ar1a llamarlo ti!. do .... inio tI!K-
t t \JO de 1 a flJnr. 16n f xv (:< ~~). sólo Que ya n05 ganó e-l 
Rockafp.llar en 'Su. libro Convex Anatysis y lo Hsa en 
T. R. 
otrQ cDntp.xto~ 
podr1amos llamo'lrlo el donu:nio ut!lrdac:h!Jro de la +IJnciOn o .1. soporte 
de la función qlJ.e es algo cOmcJn ~n probahilidad: 
Para nuestro C.03.S0 , el Snporte de f (x .11) xv . lo podpmos ident:ifir:ar de 
la tabla de la conjunta: lno:. plJntas ()( , II ) donde f (x,V)" O y 
XY 
ppar~-
cen en el sig'Jiente esquema 
3 • 
2 • • 
1 • 
.. ----,---_._,,-----... , :< 
o 2 
SOPORTE DE 
Vi s ual i. ~ando este 50porte, 1005 nOo;\ bl e prodw:tns x ~ que apdrr.c:r.n en 
F.(XY) se reducen a lo sigui elite 
F.(XY)= (f.J ) (Q)p(X= O, Y=O) + (1)) (\)p(x= O, Y=I) .> (1) (\)p(x= 1, Y~ 1) + 
(1) (2)P(X= 1, Y=2) + (2) (;»p (x= 2, Y=2) + (7. ) (3)P(X= ;>, Y=3) 
(1) (1) (2/8) + (1) (2) (2/8) + (2 ) (2) (l/B) + (2) (3) (I/B) = 2. 
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Cav(X,Y)= E(XY) - !'(X) F(Y) ~ ,~ - (1)(1."»" " 
.•. 
¿Qué significa qlje la. CO'l(X,Y) SP.iJ igual el >- ? Pi 'ensa qué 2 
t.ienel regr4>sate a su definición original: r.(X - #J.) (y -
trad(rcel& en 1 enguaje or"di nari o. 
X J.l I disper'SiOn de X (r:rJfl rp-sper:t:o a Sil mp.rli d 1-1 ) 
• • 
y J.l: dispersión de Y (con rp.s(1ecto a su mp.r1i~ 1-1 ) 
2 2 
I"ni darleos 
(X - IJ ) (y - IJ ) 1: produr:to de la dispe-rsión dr::o )( por la di-:.pp.rsión 
• 2 
de Y •• 
Nota que el producto de l.ls di spersi ones puede:- "(~~lIl la,. en ) ¡Ui 6i -
gu'lentes alternativas 
a) El product.o de las dispersinnl~~ es posilivo (r.lli..tndo ifImbas dit;pt:>r--
5\ ones "ion pOG i ti vas o cuando amb,;¡.os 'Son negat. i .... a~~) • 
h) El producto es negativo <cuando la dispersión df.' X pos noc;it. i v.:t. v 
la de Y es negativd, o vir.evp.rs~). 
e) El prodllc:to es cero (CltilllrlC' ;.1 1'11'··I.r ... .. " un(:¡. di.=" la~ Ji !:i¡:· <'::Y "!óton.'S ~s 
cero) . 
Si abundan los productos positivos (ocurren con alto fr!'cu"ncia) .Y hay pucos pro· 
ductos negativos, al valor esperado de los productos (la covariancia) será · posH!. 
YO, e independi entemente de su valor, será el s igno positivo el que dé la pauta 
para indicar el tipo el tipo de asociación que hay entre las variables X y Y como 
mostraremos en la figura izquierda. 
Si abundan los productos negativos, 
(ver figlJra derecha). 
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Cov(X, y) > O 
(Cuando X crece Y crece) 
x 
11 
····1 -... . . _ .. . 
.. ...................................... ~ • ... ~¡ .... ...... . 




COy (X , y) < O 
(Cuando X crece Y decrece) 
x 
Si hay tant:os produ.ctos positivos coma productos negativos , se po--
dr.in cancelar al t"omar su valor" esper i\dc y por 10 t.anto, 1 h cava--
rianci a. rC6u) la c~ro. Sin c:>mbargo, hay m"ch~5 formas de que '-ee.ul t-.e 






• #-l" _ ._ ._ ............ ~_: .~ . ..................... -
••• 
. ................ .. . .. ....... .. .. ....  
• 
#-l, 
Cov ( X,Y ) = O 
11 
•• •• 










En nllBstro ejemplo se not.a que la cov ar·iancia es positiva sf!ogOn se 














Nót •• e que no 6610 hay que ver que lo!! punt.os nluestren unA tend"ncia 
a crecer tento Y como X, "inn también la frp.-clu,nc:ta o prnbabi lidad 
que tengan, pues pueodr ~. l~ r cmg~"rJ~o ~i I. i f.'ll(l~n pur,,:¡ prohahi) idad de 
ocurrir. Por olro lado, 1.1 oh .. "rvaci6n M"~ '1"" la cnv .. r ' ¡ .. ncla., .. po-
sitiva cDincide con nuetitro c-'.lcu.lo ant.erior. 
iv) Asociaci6n via coefir::ir~nt. ,.~ de c.or.,.elación. 
La cDvaríancia es und. medida abC301uta en la qu~ sólo interp.so1. el 
signo y no la magnitud, paril tener una medida relativa estA el 
ciente de correlación que es adi mensional y se puede pr' obi\r 
siempre est~ entre -1 y +J. En nue5tro ejemplo 
pe p(X,Y)= Cov(X, Y) 






Este v alor es bastante cer·cano a t, lo que indir:a uno). fuerte ~sacia­
r:ión entre X y V .. F.n r:o'lSO de sp-r iglJa,l 1, indir:a 'lue la relaci,ón fie 
repres~nta por una recta r.:: nn pendi~nt.e pnsi ti \' ~~ En el caso de quP. 
fuera igual a -1, la asoci a.c:i6n qup.dar1 a r~nrp.sent. ada por una rf!'ct.a 
de pendiente negati va. 
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16 Sea 'X uniforme en (0,1). Sea Y= X!;). EnCUl~fltrr\ la Covdriancia y el 
r.oeficiente de correlación de las vari~bles ~lp.~torias X y V. ¿Eon X 
y V independientes? 
SOL.UCIÓN 
Sabemos que 
Ccv(X,Y)- E(X,Y) - ~(X) E(Y) p= CO\' O:, V) 
I V",r (X) I Var (y) 
~~t.onces, necesit.amos computar E(X) , Var(X), E(Y), Var(Y) y E(X,Y). 
Para la variabl~ Y. t~nemos 
ID 
E(X)= J xfX(x)dx 
-.., 
ID J x2fX (x)d" = 
-.., 
Var(X)= E(X2) - E' m= ~ - Hf = 1 12 
También podemos encont.rar estos momentos usando las f6rmulac;¡ para 
una variable uniforme en (a,b): (I),l), que son 
(a+b) 1 
~(X)= - 2 ., 2· 
Ahora y = XO impica ~ue 
ID 
E (y) = E(X") = J 
-.., 
ID 
E(v')= E(X'O)= J 
-.., 














CovIX,Y)= EIXY) - EIX) E(Y) ~ j 5 Wi 
Cov(X,Y) 
1 Vllr IX) 1 Var IY) 11/12 'I25/39b 
.f33' 
7 
Pod.mo. cDntest.ar tSObrD la d.pendenc:i ... o indep .. nd.nr:ia de X y V s111 
recurrir al v~lor obtenido de 1ft Cov(X.Y). Si 
.610 de 1. definiciÓfI de ye X", se deduce que 
, 
hacemoa, not .• lnDa qua 
y depende cOlllplot.,,-
menta da la variable aleatoria X y, a~, concluimos que X y Y na son 
i nrlapendi entes. 
Si d~.eamos dar la rp.5puesta, b~~ndonofi en ~l valor de r.ov(X,Y)~ 
:'i/R4, debemos ser prp.r:~'lyido'i y reco,,"ar 10 siguiente 
i) ' La implicación 
X,Y independiente _____ • CovlX, Y)~ O 
i t) La i mpI i cacj 6n en sent i do j uver SD~ a sea 
CovIX,Y)= O X, y i ndcpcndi ell\ es 
ea ' verdadera~ 
~s falsa~ 
(ti) La implicación llamada el cont.rapositivo de (i,), 05'''1 
X,Y no son independientes CovIX,Y) .. O 
es verdadera. 
En el ejemplo con r:ov (X~Y) = 5/84 'ifIC O estarnas en el caso Uii) 




GIJ I Ó~I DE: VALORES ESPERADOS. DES IGUALDAD DE r.HEAYSHE:'/. 
VAl.OR ESPERADO DE UNA VARIABL.E AI..EATORIA. 
'" 
EIX)= L KP(X = K)e 
x =-(1,) 
'" 
<lO L Kf Ix) ¡ 
)(=-(1) 
(2) EIX)" L p(X ~ n) 
(3) 
n= 1 
'" J Kflx)dx, p(X -" S X S K .• e)e 
-Q) 
LEY DEl. I':STADÍSTlCrJ tNCONr:IENTE. IVAI..OR ESPI':RADO DI': ALI3UNA FUNCIÓN 
DE UNA VARIABLE AL.EATORJA>. 
Sea X una variable aleatoria con funr:ión rip. densidad de probabilidad 
(discreta o continua) fX(K) conociria. 
Sea Y= g(x) una función de X, que t:oma el v alor 1F g(x) Luaudo X to--
ma un valor x. 
En lugar de encontrar E(Y)= E(9(X») por 
'" 
EIYl= L ti'(Y = 1/) donde tendrlas que encontr-ar prE"vit.3mente a 
1I=-CD 
f y <V> = P (v= 11), mejor" usa 
Q) 
(4) EIY)= E(gIX»= L glK)f X Ix) y as! tr. ~hor- rdr.i'i el cAlculo de 
K:-(I) 
f 11/) y 
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Similarmente, en el caso continuo: 
00 00 
IS) EIY)~ J J 
-00 
Algunos casos 1If:1picos": 
00 
(6) E(X2)= L X·f X Ix) 
X=-(O 
00 
(7) E( .. lX)= L .. 'Xfx (x) 
K:-(O 
a> 
E(X·)= J x 2 f X (x)dx 
-00 
00 
E(.'x) = J .. 'X fx (x )dx 
-00 
El valor esperado anterior se llama función 69nBradora ~ MOmentos y 
'Se indir:a por 
(a) 11 (t)= 
x ( lX) " 'x E 9 ~ ~ e f(x); 





E(CDS X)= 1 (cos x)fx(x)dx 
-00 
PROPIEDADES nEI. VAI.OR ESPERADO 
(10) E(c)c:: CJ '1= g IX) ~ e (COll51.ont e) 
(11) E(cX)= cF.(X) 
(12) E(cX + b)- cE(x) + bl b, e constantes 
(I~) E(á + bX2)_ cE(X) + bE(X2) 
g (X) Y g (X) 
1 • 
fUnC\Dn.. de 
la misma variable X 
38 
VARIA~ICIA (VARIANZA) 
( 15) 132 = Var (X)= E( (X _ p) 2) ; p= E (X ) 
C» 
( lb) q2= Var(X)= í> 2 p) f X ( x ); ( X dificreta ) 
X::::;-Q) 
C» 
( 17) 2 'lar (X):::::I. J q = ( x 2 /-1) fX ( x )dx ; (X r- o nt. i nlla) 
-C» 
( lB) q2~ Var(X) = E (X 2) _ E2 (X) y usitr" (b) pCira 
PROPIEDADES DE l.A VARIANZA. 
(19) · Var (aX)= a:ZVar" <X) J a: CDnst i\nt.c 
(7.0) Var(X + e)= Var( x ); e: c onstante 
DESIGUALDAD DE c:tIEDYSHEV. 
OJO. Significado del 
(Ix - pl2: e) = (x 
= (x 
p~ra toda e > O; 
evento (Ix - pl~ e) 




y (72 ft nltas. 
(22) p(IX - ¡.¡I :S &) ?: 1 
OJO. Significado d&\ p.vento (Ix - ~15 e) 
(IX - ~I:S e) = (-e 5 X - j.I 5 e) = (1' - e 5 X < ~ + e) 
¡.¡-& ,., ,.,+& 
(23) P(lx - "'1 para todo k ?: 1 
(24) p(lx -,.,1 :S ku) para todo k ?: 1 
40 
IlATOS BIVARIAnos (nos VARIABLES SOBRE EL MISMO ESPACIO MUESTRA) 
(23) 
(24 ) 
Sl'an · X Y Y dos va r j a bies a I ca to r i as tlJ 1 es que 
fXy(x,yj = [(x,y) es su densidad conjunta 
r (x I 
Iy ()' ) I (y I 
fX1y(xl y) 
es I;t U1i1q:in:ld:1 (margilli¡ll d(~ X 
l'S 1:1 mill'J',ill;¡dil tlUarJ~illal J dt, Y 
I"XY(X,y) 
fX (x) 
f XY (x,y) 
f y (y) 
es la cundici6n de Y UlJUO X=x 
es la condIci6n oe X dado y=y 
DOS FORMAS ÚTILES PARA ENCONTRAR LA CONJUNTA 
CllaJlUO X Y Y so ll discretas l.~s t ; 1 iJ:ualdilll tiell(' ulla jlltl'l'pr~ 
t ación y a cono<.:io;) en prohahi 1 ¡dad co ndi ciona l 
P(AB) = P(A)P(BIA): 
P(X=x, y=y) = P(X=x) P(Y=yIX=x) 
41 
Tambi~n podemos escrihir la co nju"t~ por 
(de (24)) 
Esta igualdad significa en el caso discreto: 
P(X-x, yey) = P(Y~y) P(X-x I Voy) 
(27) Ul = E(X) = r r xf(x,y) = r x fX(x) 
x y x 
(caso discreto) 
(Z8) U1 = ElX) =ffxf(x,y)dyux=fxfx (x)dx (caso continuo) 
(Z9) Uz = E(Y) = ~ ; yf(x,y) = ~ y fy(Y) 
(30) E(Y) =¡/yf(x,y)uxdy=/y fy(y)uy 
(31 ) 
(32) 2 Z 2 0l=Var(X) .¡¡(x-Ul ) f(x,y)dxdy = ¡lx-Ul ) fX(x)dx (caso con tinuo) -
(33) o~-var(x) = E(X Z) -ui (Ambos casos: continuo y discreto) 
donde 
E(X Z) =rrx 2f(x,y) = rXZfx(x) 
o con integrales en lugar de sumatorias en el caso continuo 
(34 ) Z . Z Z 0z Var(Y) =¡:¡;(y-u2) f(x,y) =);(y-"Z) fylY) 
(35) o~ = Var(Y) =¡¡(y-u ZJ 2f(x,y)dxdy =¡(y-uzTty(y) dy 
4~ 
FUNCIONES DE X, Y . 
Sea Z = g(X,Y) una funci6n de X y y: 
(36 ) E(g(X,Y)) = ¿ ¿ g(x,y) fXY(x,y} 
x y 
Casos tfpicos g (X, Yl = XY ; g(X,Y) X+Y 
(37) E(XY) = t t xy f XY Lx, y 1 
x y 
(38) E (XY) =¡¡xyf(x,y) dxdy 
COVARIANZA DE X Y Y 
(39) COy(X,Y) 
(40) COy(X,Y) E(XY)· E (Xl E (Y) =E (XY) ·~1 ~ 2 
(41) cov(X,Y) > O~Si X crece entonces Y tnmhién crecc. 
(42) COy(X,Y} < O~Si X crece entonc es Y decrece. 
(43) cov(X,Y) O no se pucue afj rmnr nada sohrc 1 ;1 tendencia 
ue una variabl e en t6rminos de la otra. 
( 44] X,Y independientes <'=:> f XY (x, y) = -fX(x}fy(Y] para todo ex ,y) 
(45) X,Y independiente s ==¡,E(XY) = E (X 1 E(Y] 
(46) X,Y independientes =i> COY (X, Y ) = O 
(47) cov(X,Y) ~ O ~ X,Y no son independientes 
43 
(48) cov(aX,bY) E( (aX) (bY)J - E(aX)E(bY) 
= abE(XY) - abE(X)E(Y) 
= ab cov(:X,Y) 
FUNCIONES LINEALES DE X Y Y 
(49) E(X+Y) = E(X) + E(Y) 
(SO) E(X-Y) = E(X) - E(Y) 
(51) E(aX+bY)=aE(X) + bE(Y) 
(52) Var(X+Y)= Var(X) + Var(Y) + 2 cov(X,Y) 
(53) Var(X-Y)= Var(X) + Var(Y) - 2 cov(X,Y) 
(54) Var(aX+bY) = a 2 Var(X)+b 2 Var(Y)+2abcoveX,Y) 
Cuando las variables Xl'X Z"" ,Xn provienen <le lu misma pobla--
ci6n que suponga esta representada por una variable aleatoria X 
con media ~ = E(X) y varianza 0 2 = Var(:X) o sea que 
E(X1) = E(X 2) = ... = E(Xn) = E(X) = ~ 
Var(Xl ) = Var(X 2) = 
y si adem4s para cualquier pareja de variable distintas Xi y Xj 
se tiene que su covarianza es cero, entonces se tienen los si -







X 1 X. .!. x ¡ . 
n 1 n 1 + .!. x n 2 + 
1 X
n .. '+ñ 
52. 1 CXi -Xj2 
1 2 nX 2) ñ=T E ñ=T (EX i -
- 1 1 hr~) Var(XJc l (Va rlXll+varlX2J+ ···+Var(XnJ=¿n Var(XJc ==n=-<-
n n 
2 
Var(X)2 !.¡ n Var(X) e Va~(X) e a 
n n 
E (X 2) (E(X))2 
2 2 Var(X) + E- +JJ 
n 
E(5 2 J • E ( 1 ñ=T E (Xi -XJ 2) = 
1 E(¡;)(2 
ñ=T 1 
1 (EE(Xi) nE(X2Jl • ñ=T -
1 (l: (E (X ~) - U (X 2 J ) • ñ=T 1 
1 (E(E(X~) 2 2 -~)Jl ñ=T -~ n 
1 2 2 2 





APllNIJICIl A. (AIgunus f6rmulus dtilcs) 












NotaciÓn. El simbolo sumatoria E. es so l o un simbolo para abreviar la 
expre~lOn corr~spondiente a la suma de n objetos . Es decir 
n 
t a .• al + a 2 + •.. +a n i-1 1 
Propiedades de la notaci6n sumatoria 
Propiedad aditiva : 
Propiedad homogenea : 







+ E b . 
i-l 1 
CE a i i=l 
E (a . - a i _1 ) • (al - ao)+(a Z-a1 )+ ... +(an-a n_l ) i=1 1 
Otras propiedades 
n 
E (a. + c) = (al 
i""1 .1. 
n 
I 3 i + e i=1 
n 
= E a . + c 
i=1 1 
n 
= r 3 . +nc 
i . ~ 1 
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t i = 1+2+ ... +n 
i - l 




. 2 2 :!n~(n::..+c.:l'7:J-,(.::;Zn::..+:..:l:.L) 1 = 1+4+ ... +n ::: - 6 
" 1: . 3 1 8 3 (n (n+l) )2 J = + + •• • +" = 2 
n (i i+l) t r-r o n+l 1 n+l T -r s:-r 
i-O 
n· 2 n t T1 = l+r+r + ••• +r = 
i-O 
n 
1: r i = 
i'~ 1 2 " r+r .. . . ,+r 
SUMAS INFINITAS 
Serle gcomét rica 
- r
i 2 
t = l+r+l ..... = 
izO 




i 2 3 
- 1 + 1' . r + 
r 
~ lT = Tf n i-O 









+ ••• . 
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r ;. 1 
r f. 1 
Ir I < I 




En este apendice se sigue una notación especial para de! 
cribir las funciones de probabilidad se te ilustra con 
un ej emplo, la notación 
f (x), u 
{
,al si XI; (I, '1. , ••• J h) 
en otro ...:aso 
Se escribe (piensa que por "ahora de espac io") como 
1 f (x) • "6 1 (x) !1,2, •.. ,6) 
donde la letra 1 es una funci6n indicadora que señala pa-
ra que x la función f(x) = O Y para que x es distjnta de-
cero. Es distinta de cero en el conjunto que pare~e ~omo 
subíndice de la letra l. 
En general la funci6n indicadora se define por 
si x esta en 11 
lA (x) 
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