It is well known that in Information Theory and in Machine Learning the Kullback-Leibler divergence, which extends the concept of Shannon entropy, plays a fundamental role. Given an a priori probability ν on the measurable space X and a probability π on the measurable space X × Y we are able to define the entropy of π relative to ν. Using this entropy we obtain a natural definition of information gain for general measurable spaces which coincides with the mutual information given from the K-L divergence. There is a natural way of extending the concept of information gain by considering the entropy relative to transverse functions. This extends the meaning of specific information gain of Ergodic Theory. This will be also used to extend the meaning of specific information gain for the the XY model. Finally, we extend the concept of dynamical entropy production for the XY model. In this case we notice that the involution kernel is a natural tool to better understand entropy production. If the potential is symmetric the associated equilibrium probability has zero entropy production. The introduction of the a priori probability (indispensable here) and transverse functions is a novelty in the theory. 1 we will consider here log(x) = ln(x), but any basis could be used. Definition 6. We say that a measurable function J :
Introduction
In Information Theory and Data Compression the Shannon entropy of a probability vector P = (p 1 , ..., p d ) plays an important role (see [26] and [8] chap. 5). The number 1 S(P ) = − d i=1 p i log(p i ), where 0 log(0) = 0, by convention, can be interpreted (taking basis 2 for the logarithm) as a lower bound for the average of questions of type "yes or no" which are necessary in order to analyze the statistics of a symbol picked at random -according to the probability distribution P = (p 1 , ..., p d ) -on the finite alphabet {1, ..., d}.
From the sequence of answers to successive questions -of a certain typeone can introduce a binary code on the set {1, ..., d}, where 0 corresponds to "yes" and 1 to "no" (see [8] chap. 5). We illustrate this claim through some examples in the appendix section. In Information Theory, Machine Learning and Decision Trees it is also considered another important concept called information gain. Following [24] (see p. 89-90), for a probability π on X × Y = {1, ..., d} × {1, ..., r} with x−marginal P = (p 1 , ..., p d ), we define the information gain of π with respect to P as
where q y = x π x,y , that is, Q = (q 1 , ..., q r ) is the y-marginal of π. In this expression the number − d x=1 π x,y q y log( π x,y q y )
is the Shannon entropy of the probability obtained from the distribution of π on the line X × {y} and, therefore, H(π) is just the weighted mean of these entropies according to Q. There is no explicit underline dynamics associated to the above concept. Example 52 in our appendix section illustrate a concrete interpretation of IG(π, P ).
As P and Q are the marginals of π then the number IG(π, P ) can be rewritten as IG(π, P ) = I(π) := d x=1 r y=1 π x,y log π x,y p x q y , which is also called of mutual information 2 of π. This last expression can be extended for measurable spaces by using the Kullback-Leibler divergence (see [14] ) of π with respect to P × Q, that is, if π is absolutelly continuous with respect to P ×Q, then, denoting by dπ dP dQ the Radon-Nikodyn derivative, we have I(π) := D KL (π | P × Q) = log dπ dP dQ (x, y) dπ(x, y).
We call J π (x, y) = πx,y x πx,y the Jacobian of the probability π (which is defined π-a.e.).
Then, we have
r y=1 π x,y log(J π (x, y)) = − log(J π ) dπ.
It is also possible to show (see for example [21] , chap. 3) that H(π) = − sup{
x,y f (x, y)π x,y | x∈X e f (x,y) = 1, ∀y}.
For any given probability P on X = {1, ..., d} and any given probabilitỹ Q = (q 1 , ...,q r ) on Y = {1, ..., r}, withq i > 0, ∀i, consider the product measure π 0 = P ×Q on X × Y . Then, (π 0 ) x,y log(J π 0 (x, y)) = H(π 0 ), 3. If π is any probability on X × Y with x-marginal P , then we have IG(π, P ) = H(π 0 ) − H(π) = −[ log(J π 0 ) dπ − H(π)].
This allows us to extend the definition of information gain in the following way: Let π 0 , π be probabilities on X × Y , such that (π 0 ) x,y > 0, ∀ (x, y) ∈ X × Y . We define the information gain of π with respect to π 0 as IG(π, π 0 ) = −[ log(J π 0 ) dπ + H(π)].
This work lies in the frontier of Information Theory and Ergodic Theory. From a different point of view, in Ergodic Theory and Symbolic Dynamics it is usually considered the space Ω = Ω + = {1, 2, ..., d} N = {|x 1 , x 2 , x 3 , ...) | x i ∈ {1, 2, ..., d} , ∀i ∈ N} (5) and also the Kolmogorov-Sinai entropy of probabilities µ on Ω, which are invariant for the shift map σ : Ω → Ω, σ(|x 1 , x 2 , x 3 , ...)) = |x 2 , x 3 , x 4 , ...).
The set Ω is a compact metric space, when equipped with the metric d(|x 1 , x 2 , x 3 , ...), |y 1 , y 2 , y 3 , ...)) = 2 −n ,
where n = min{i | x i = y i }, if x = y. It is a measurable space with the associated Borel σ−algebra B. For any n ≥ 1, and any fixed symbols b 1 , ..., b n in {1, 2, ..., d}, we define the cylinder set |b 1 , b 2 , ..., b n ] = {|x 1 , x 2 , x 3 , ...) ∈ X | x 1 = b 1 , ..., x n = b n }. A Borel probability µ on Ω is called shift-invariant if it satisfies µ(|b 1 , b 2 , ..., b n ]) = d i=1 µ(|i, b 1 , ..., b n ]) for any cylinder set. The Kolmogorov-Sinai entropy of a shift-invariant Borel probability µ is given by h(µ) = lim n→∞ − 1 n i 1 ,...,in µ(|i 1 , ..., i n ]) log(µ(|i 1 , ..., i n ])).
This concept of entropy generalizes the concept of Shannon entropy in the following sense: if P = (p 1 , ..., p d ) is a probability vector in {1, ..., d} and µ is the product (or Bernoulli) probability in Ω = {1, ..., d} N satisfying µ(|b 1 , ..., b n ]) = p b 1 · p b 2 · · · p bn for any cylinder set, then h(µ) = S(P ).
In Thermodynamic Formalism (see [23] , [29] ) it is also usual to consider the concept of pressure for a Lipschitz potential φ : Ω → R and the associated equilibrium probability. We say that a shift-invariant probability µ φ is the equilibrium probability for the Lipschitz function φ : Ω → R, if
The number P (φ) is called the pressure of the potential φ.
Following [13] , if µ φ is the equilibrium probability for the Lipschitz function φ and if µ is shift-invariant, then, the specific information gain of µ with respect to µ φ is given by
Furthermore, from Proposition 1 in [13] we get
The expression (4) is similar to the one which is given in (8), when considered P (φ) = 0. Indeed, it is well known in Thermodynamic Formalism that, in the case P (φ) = 0, we have
(see for example [23] , cor. 3.2.2). We will call J µ = lim n→∞ µ(|x 1 ,x 2 ,...,xn])
the Jacobian of the shift-invariant probability µ. In this way log(J µ φ ) = φ.
Comparing the equations (6) and (7) it is natural to interpret the specific information gain as a relative entropy. In [5] the value h(µ, µ φ ) is characterized by a variant of the Shannon-McMillan-Breiman theorem. Indeed, from a result on section 3.2 of [5] we get the following: consider a shift-invariant probability µ on Ω, and for a given Lipschitz function φ : Ω → R, consider the corresponding equilibrium measure µ φ . Then, for µ almost every point
An interpretation of this expression in the sense of Statistical Mechanics of non equilibrium is the following: the observed system µ φ is the equilibrium probability for the Lipschitz function φ, then, given a random point x ∈ Ω, its time n − 1 orbit {x, σ(x), ..., σ n−1 (x) } describes the dynamical evolution of the system under consideration.
For each n ∈ N, let ν x n = 1 n ( δ x + δ σ(x) + ... + δ σ n−1 (x) ) the associated probability to x at time n. If x was chosen according to µ φ , then, it is known that ν x n → µ φ , as n → ∞. Denote by µ another probability (which is not the equilibrium for φ). If x was chosen according to µ (and, so ν x n ), then, as n → ∞ we get
Therefore, the value h(µ, µ φ ) quantifies the asymptotic exponential rate which describes how the dynamical time evolution of the system discriminates between µ φ and µ, when n → ∞.
In section 2 we consider measurable spaces X and Y and the product space X × Y . For a fixed a priori probability ν on X and for any probability π on X × Y we introduce a definition of entropy of π relative to ν as H ν (π) = − sup c(x, y) dπ(x, y) | e c(x,y) dν(x) = 1 ∀y, c measurable . (10) This allows us to obtain a natural definition of information gain which coincides with the mutual information given in (2) . Furthermore, by considering a generalized definition of entropy relative to a transverse function, as it was given in [15] , we get a natural way of extending the concept of information gain as in (4) to measurable spaces. We believe that he introduction of the a priori measure (which was indispensable in our work) and transverse functions is a novelty in the theory
We point out that what we call here transverse function is a very special and simple case of the general concept considered in the study of groupoids.
In section 3 we consider X and Y as compact metric spaces and we show that the entropy given by (10) is consistent with the definitions presented in [22] and [16] which consider a supremum taken over Lipschitz functions. We also exhibit another point of view for the concept of generalized information gain (it extends (4) and also (8) ).
In section 4 we consider a dictionary which allow us to recollect the results from previous sections to the so called generalized XY model (which corresponds to replace the alphabet {1, ..., d} in Ω by a compact metric space). In particular we get a definition of specific information gain which generalizes the relative entropy in [16] . This definition of information gain is used later in section 5.
We will outline now some of the key elements on section 5 which considers the entropy production for the XY model. Remember that for the sake of notation (see (5) ) we denote Ω by Ω + . The elements on Ω + are denoted by x = | x 1 , x 2 , ..., x n , ..). Consider the space Ω − = {1, 2, ..., d} N (which is formally different from Ω + ). Any point in the space Ω − is written in the form (..., y 3 , y 2 , y 1 | and any point inΩ = Ω − × Ω + will be written in the form (..., y 3 , y 2 , y 1 |x 1 , x 2 , x 3 , ...) = (y | x).
We consider onΩ the shift mapσ given bŷ σ((..., y 3 , y 2 , y 1 |x 1 , x 2 , x 3 , ...)) = (..., y 3 , y 2 , y 1 , x 1 |x 2 , x 3 , ...).
The natural restriction ofσ over Ω = Ω + is the shift map σ. The natural restriction ofσ −1 over Ω − is denoted by σ − . Observe that (Ω − , σ − ) can be identified with (Ω + , σ), via the conjugation θ : Ω − → Ω + = Ω, which is given by
Any σ-invariant probability µ on Ω + can be extended to aσ-invariant probabilityμ on Ω − × Ω. The restriction ofμ to Ω − , denoted by µ − , is σ − -invariant. By identifying (Ω − , σ − ) with (Ω, σ), via the conjugation θ and denoting by θ * µ − the push forward of µ − , we get θ * µ − (|a 1 , a 2 ....a m ]) = µ(|a m , ..., a 2 , a 1 ]).
Following [13] , the entropy production of an equilibrium measure µ on Ω is defined by e p (µ) := h(µ , θ * µ − ) = lim n 1 n |a 1 ,...,an] µ(|a 1 , ..., a n ]) log µ(|a 1 , ..., a n ]) µ(|a m , ..., a 2 , a 1 ]) .
It is natural in the study of the properties of the entropy production of equilibrium measures in the XY model to use as a tool the concept of involution kernel which will be defined later (for references about involution kernel see [2] , [16] and [18] ). In the same way as in section 4 most of the results we will consider in this section are for equilibrium probabilities of Lipschitz potentials.
We will show (see Proposition 44) that in the case the potential is symmetric the associated equilibrium probability has zero entropy production.
Results related to the role of the entropy production (the fluctuation theorem and the detailed balance condition) in problems in Physics and Dynamics can be found in [11] , [13] , [20] , [25] and [3] . A concrete example of a system where the entropy production plays an important role is presented in [9] : a classical gas confined in a cylinder by a movable piston (see first page of [9] ).
We would like to thank L. Cioletti for helpful comments during the writing of this paper.
Generalized Information gain
Our purpose in this section is to extend the definition of information gain IG(π, P ) and also IG(π, π 0 ), given by (4), for the case when X and Y are measurable spaces. As we will see, a natural way of to extends (4) is by considering transverse functions and the notion of entropy given in [15] . This entropy was previously introduced in [22] for compact spaces using an a priori probability. Even in [22] it was considered for holonomic probabilities, such entropy has no dynamical content nor is related to an iterated function system. It extends the entropy previously introduced in [16] for shift-invariant probabilities when considered the generalized XY model (by identifying Y = X {2,3,4,...} , with X compact).
From now on we consider σ−algebras A on X and B on Y and the product σ−algebra on X × Y (see [4] chap. 6 ). If c : X × Y → R is measurable then, for any fixed y ∈ Y , the function c y (x) := c(x, y) defined on X is measurable (see [4] theorem 6.7).
In order we can make an identification with the setting in [15] we consider in the space X × Y the equivalence relation (x 1 , y 1 ) ∼ (x 2 , y 2 ),if and only if, y 1 = y 2 . So the equivalence classes are the horizontal lines of X × Y . Definition 1. We will call of an a priori transverse function any familŷ
The next definition is given from [15] .
We define the entropy of any probability π on X × Y relative to the a priori transverse functionν as Hν(π) = − sup{ c(x, y) dπ(x, y) | e c(x,y)νy (dx) = 1 ∀y, c is measurable}.
We usually also fix a probability ν on X satisfying supp(ν) = X which we call the a priori probability on X. Clearly, given an a priori probability ν on X and considering the identification of X and X y we can consider the a priori transverse functionν given byν y (dx) = ν(dx). In this case we writê ν ≡ ν and denote Hν(π) also by H ν (π) which was given in (10) . If ν is an a priori probability on X, we say that c : X → R is ν−normalized, if it is measurable and e c dν = 1.
Remark 4. Following [15] , a probability π on X × Y is calledν-invariant if there is a bounded andν−normalized function V on X × Y , such that, for any measurable function f :
This is equivalent to say that π is a fixed point for the operator H * V where by definition
The function g = H V (f ) does not depend of the first coordinate, that is, g is constant on classes. Furthermore H V • H V = H V (see [15] for more results concerning this operator). The function J = e V is called aν-Jacobian of π and Hν(π) = − V dπ.
It follows from Theorem 20 in [15] that for any probability Q on Y , and any bounded andν-normalized function V , there exists a uniqueν−invariant probability π on X ×Y withν−Jacobian e V and y−marginal Q. Furthermore,
The function c = 0 isν−normalized and therefore Hν(π) ≤ 0. Ifν is a finite measure on X satisfyingν(X) = d and dν ≡ 1 d dν, then Hν(π) = Hν(π) + log(d), where Hν is defined in a similar way. Now, taking X and Y as finite sets andν as the counting measure on X we reach the conclusionapplying equation (3) -that such definition of entropy is a natural extension of H(π).
If P is a probability on X we also define
We start by proving the next theorem which shows that the above definitions provide a variational characterization of the Kullback-Leibler divergence when considering an a priori probability ν.
Theorem 5. Let P be a probability on X and π be a probability on X × Y with y−marginal Q. Let ν be an a priori probability on X. Then,
The proof will be divided in several lemmas (until Lemma 12 which finishes the proof of Theorem 5).
Proof. If c isν−normalized then J = e c is aν-Jacobian. It follows that
On the other hand, for any fixedν-Jacobian J, let J n =
The function J n is also aν−Jacobian and lim log(J n (x, y)) = log(J(x, y)), for any (x, y) ∈ X × Y . Furthermore, applying Fatou's lemma, we get
As the function c n = log(J n ) isν−normalized we finish the proof.
Lemma 8. Let P be a probability on X and π be a probability on X × Y , with x−marginal P . If P is not absolutely continuous with respect to the a priori probability ν, then S ν (P ) = −∞ and H ν (π) = −∞.
Proof. If P is not absolutely continuous with respect to ν then there exists a measurable set A, such that, ν(A) = 0 and P (A) > 0. For each β > 0, let c β : X → R be the measurable function defined as
Then, we have e c β (x) dν(x) = 1 and c β (x) dπ(x, y) = c β (x) dP (x) = βP (A). As β is arbitrary we can take β → +∞, and then we get that S ν (P ) = −∞ and also H ν (π) = −∞.
As usual, we use the notation µ ≪ ν to denote that µ is absolutely continuous with respect to ν. If P ≪ ν we denote by dP dν the Radon-Nikodyn derivative of P with respect to ν, which is measurable.
Observe that J 0 := dP dν is a ν−Jacobian. Let X 0 = {x ∈ X | J 0 (x) > 0}. Given any measurable and bounded function f : X → R, we have
The next result shows that −S ν (P ) is the Kullback-Leibler divergence of P with respect to ν. Lemma 9. Let P be a probability on X, such that, P ≪ ν. Then,
Proof. Let J 0 := dP dν and X 0 := {x ∈ X | J 0 (x) > 0}. We claim that
Indeed, for any ν−Jacobian J : X → [0, +∞), by applying the Jensen's inequality we have
This shows that
A similar result for π will be given by next result.
Lemma 10. Assume that there exists aν−Jacobian J on X × Y satisfying
for any measurable function f : X × Y → R. Then,
Proof. The reasoning is similar to the previous case. The set
We will say that a function J 0 satisfying (14) is aν−Jacobian of π.
Denoting by Q the y−marginal of π, the equation (14) can be rewritten as
and so J 0 (x, y)ν y (dx)dQ(y) is the disintegration of π with respect to the horizontal lines of X × Y . Supposing also that ν is an a priori probability on X andν ≡ ν, we get π ≪ ν × Q with dπ dνdq = J 0 . Then, under the hypotheses of above proposition and assumingν ≡ ν, we get
Lemma 11. Let ν be an a priori probability on X and π be a probability on
Proof. We suppose that π ≪ ν × Q and we denote by J = dπ dνdQ its Radon-Nikodyn derivative. Then, for any measurable function g :
As Q is the y-marginal of π, taking functions g depending just of the second coordinate, we get
and, then J(x, y) dν(x) = dQ dQ = 1, for Q−a.e. y. Replacing J by 1 in a subset of X × Y having zero measure with respect to π, we get a measurable JacobianJ satisfying, for any measurable function g :
It follows from Lemma 10 that
Lemma 12. Let ν be an a priori probability on X and π be a probability on X × Y with y−marginal Q. If π is not absolutely continuous with respect to ν × Q, then H ν (π) = −∞.
Proof. If π is not absolutely continuous with respect to ν × Q, then, there exists a measurable set
As β is arbitrary we can take β → +∞ and then we get that H ν (π) = −∞.
The above results conclude the proof of Theorem 5.
Proposition 13. Let P be a probability on X satisfying P ≪ ν. Consider any probability Q on Y and any probability π on X × Y with x−marginal P . Then, we have:
Proof. The proof of item 1. is a direct consequence of the definitions of S ν and H ν because we can consider any measurable function c : X → R as a measurable function defined on X × Y which depends just on the first coordinate.
In order to prove item 2. we consider the function J(x, y) = dP dν (x). This function is a ν−Jacobian of P × Q, then, applying propositions 9 and 10, we conclude the proof.
The proof of the next result follows the same reasoning which were used in [16] and [15] and will be left for the reader.
Proposition 14. The entropy Hν(·) has the following properties: 1. Hν is concave 2. Hν is upper semi continuous. More precisely, if f dπ n → f dπ, for any measurable and bounded function f on X ×Y , then, lim sup n Hν(π n ) ≤ Hν(π).
Definition 15. We define the information gain of a probability π on X × Y , with respect to the a priori transverse functionν, as IG(π,ν) = −Hν(π).
If π has marginals P and Q and π ≪ P × Q, then choosingν ≡ P we get
which is the mutual information of π given by (2) . This shows that the above definition is a natural extension of the usual definition of information gain. As c = 0 isν−normalized we get IG(π,ν) ≥ 0. Furthermore, IG(π,ν) = 0, if dπ =ν y (dx)dQ(y) for some Q.
The information gain IG(π, P ) above defined can be computed from S ν (P ) and H ν (π) and it "does not depend" of the choice of an a priori probability ν on X as the following result shows.
Theorem 16. Let P be a probability on X, π be a probability on X × Y , with x−marginal P and let ν be an a priori probability on X. Assume that S ν (P ) and H ν (π) are finite. Then, S ν (P ) − H ν (π) = IG(π, P ).
Proof. By hipothesis there exists φ : X → [0, +∞), a ν−Jacobian of P and J : X × Y → [0, +∞), which is a ν−Jacobian of π. Denoting by Q the y−marginal of π, we have dπ(x, y) = J(x, y)dν(x)dQ(y) and dP (x) = φ(x)dν(x). The set A = {x ∈ X | φ(x) > 0} satisfies P (A) = 1, and as π has x−marginal P , we finally get π(A × Y ) = 1. So we can write dπ(x, y) =
Proposition 17. Letν be an a priori transverse function and π be a probability on X × Y . Given a bounded andν−normalized function φ 0 : X × Y → R, consider the a priori transverse functionμ y (dx) = e φ 0 (x,y)νy (dx). Then,
Proof.
Corollary 18. Let ν be an a priori probability on X and π be a probability on X × Y . Given a bounded and ν−normalized function φ 0 : X × Y → R, consider the a priori transverse functionμ y (dx) = e φ 0 (x,y) dν(x). Then,
This last result shows that the above definition of information gain, using transverse functions, is compatible with (4). Given a probability Q 0 on Y we can associate a probability π 0 on X × Y given by dπ 0 = e φ 0 (x,y) dν(x)dQ 0 (y). A natural generalization of (4) could be given by the expression
We observe that the right hand side of this equation contains just the objects π, φ 0 and ν, which allow us to realize that we are not using Q 0 and the associate π 0 , but only the transverse functionμ = e φ 0 dν, which is part of a disintegration of π 0 . In this sense it is natural to define information gain by using transverse functions and to consider IG(π,μ) instead of trying to define IG(π, π 0 ). Finally we remark that (15) is not well defined. Indeed, if Y = {0, 1} and π 0 = ν × δ 0 , the functions φ 0 and ψ 0 given by φ 0 (x, y) = 0 and ψ 0 (x, y) = y, provide two different disintegrations of π 0 , which are dπ 0 (x, y) = e φ 0 (x,y) dν(x)dδ 0 (y) and dπ 0 (x, y) = e ψ 0 (x,y) dν(x)dδ 0 (y).
Entropy and information gain for compact metric spaces
In this section we consider X and Y as compact metric spaces equipped with the respectives Borel σ-algebras. We will prove that, in this case, H ν coincides with the entropy considered in [22] , which is defined from a supremum taken over Lipschitz functions instead measurable functions. This shows that the entropy as defined in [15] , which is also considered here, extends the entropy in [16] and [22] . We also propose to consider the Information Gain by using a probability π 0 instead a transverse measureν, as was discussed in the end of previous section. This will be coherent with the reasoning of future sections and also with (8) and (4). It will be necessary to prove that H ν = h ν .
If ψ : X × Y → R is Lipschitz and ν−normalized, Q is any probability on Y and π ψ is the probability on X × Y , given by
then, e ψ is a ν-Jacobian of π ψ . It follows in this case, that
Suppose by contradiction there exists a probability η on X × Y , such that, −H ν (η) > −h ν (η). Consequently, −h ν (η) = +∞.
First, we claim that there exists a Lipschitz function ϕ : X × Y → R, such that, for any probability π on X × Y ,
The proof of this claim follows the same lines of the proof of Theorem 3 in [1] (see also [10] chap. 1). We consider the weak* topology on the space of finite signed-measures and we extend H ν and h ν as the value −∞, if π is not a probability.
As −H ν is convex, non negative and lower semi-continuous, its epigraph epi(−H ν ) = {(π, t) | − H ν (π) ≤ t} is convex and closed. As (η, −h ν (η)) / ∈ epi(−H ν ), it follows from Hahn-Banach theorem that there is c ∈ R and a linear functional (π, t) → g dπ + at,
where g is a fixed continuous function and a ∈ R is fixed, such that, for any (π, t) ∈ epi(−H ν ) we have
Observe that necessarily a > 0. We denote ϕ = − g a . If a probability π satisfies −H ν (π) < +∞, then (π, −H ν (π)) ∈ epi(−H ν ), and, finally, we get
Even in the case −H ν (π) = +∞ these inequalities remain valid. Finally, as the Lipschitz functions are dense in the set of continuous functions (in the uniform convergence) we can assume that for a Lipschitz function ϕ we have
for any probability π. This finishes the proof of the claim.
Let Q be the y-marginal of η andφ(y) = log( e ϕ(x,y) dν(x)). The function ψ(x, y) = ϕ(x, y) −φ(y) is Lipschitz, ν−normalized and for any probability π on X × Y , with y−marginal Q, we have
Let π = π ψ be defined by
Then, as π ψ has y− marginal Q and H ν (π ψ ) = − ψ dπ ψ , we get that
This is a contradiction because, by definition of h ν , ψ dη + h ν (η) ≤ 0.
The next results will be necessary in the direction of getting a different point of view for the concept of information gain.
Proposition 20. Let X and Y be compact metric spaces and suppose that there exists a continuous/Lipschitz function φ : X × Y → R, such that, J = e φ is a ν-Jacobian of π. Let P and Q be the marginals of π. Then, P is equivalent to ν (each one is absolutely continuous with respect to each other) and dP dν (x) = e φ(x,y) dQ(y), which is also continuous/Lipschitz. There exist constants c 2 > c 1 > 0, such that, c 1 < dP dν < c 2 , ∀x ∈ X. Finally, defining ψ := φ − log( dP dν ), we have that e ψ is a P −Jacobian of π.
Proof. If a measurable and bounded function g depends only of the first coordinate, then, using Fubini's theorem, we get
It follows that dP dν (x) = e φ(x,y) dQ(y) is a density. Clearly the function dP dν is continuous/Lipschitz and there are constants c 2 > c 1 > 0, such that,
∀x ∈ X. This shows that P and ν are equivalent and that log( dP dν ) is continuous/Lipschitz. Let ψ(x, y) := φ(x, y) − log( dP dν )(x). Then, for any measurable and bounded function g : X × Y → R we have e ψ(x,y) g(x, y) dP (x) = e φ(x,y) g(x, y)dν(x).
By integrating both sides with respect to Q and using the fact that e φ is a ν−Jacobian of π, we get [ e ψ(x,y) g(x, y)) dP (x)]dQ(y) = g(x, y)dπ(x, y).
This shows that ψ is a P −Jacobian of π.
Proposition 21. Suppose that X and Y are compact metric spaces. Let ν be a probability on X with supp(ν) = X and φ : X × Y → R be a continuous function. Let π 0 be a probability on X × Y with ν-Jacobian J = e φ . If π 0 is positive on open sets of X × Y , then φ is the unique continuous function, such that, e φ is a ν−Jacobian of π 0 .
Proof. Let Q be the y-marginal of π 0 and φ 2 be a continuous function, such that, e φ 2 is a ν−Jacobian of π 0 . Then, dπ 0 (x, y) = e φ(x,y) dν(x)dQ(y) and dπ 0 (x, y) = e φ 2 (x,y) dν(x)dQ(y).
This shows that the positive functions e φ 2 and e φ satisfy e φ 2 (x,y) = e φ(x,y) , π 0 -a.e. (x, y) ∈ X × Y . As π 0 is positive on open sets and φ, φ 2 are also continuous, we get φ 2 (x, y) = φ(x, y), for all (x, y) ∈ X × Y .
Definition 22 (Information Gain for compact spaces). Let X and Y be compact metric spaces and π 0 be a probability on X × Y which is positive on open sets and has x−marginal P 0 . Suppose there exists a continuous function ψ 0 : X × Y → R, such that, e ψ 0 is a P 0 −Jacobian of π 0 . For any probability π on X × Y we define the information gain of π with respect to π 0 as IG(π, π 0 ) = − ψ 0 dπ − H P 0 (π).
Suppose that π 0 has y−marginal Q 0 and dπ 0 (x, y) = e ψ 0 (x,y) dP 0 (x)dQ 0 (y). Observe that in the expression − ψ 0 dπ − H P 0 (π) of (16) appears ψ 0 and P 0 but not Q 0 . By considering the transverse functionν y (dx) = e ψ 0 (x,y) dP 0 (x) the next result shows that this definition is coherent with Definition 15.
Proposition 23. Under the assumptions of Definition 22, we defineν y (dx) = e ψ 0 (x,y) dP 0 (x). Then, IG(π, π 0 ) = IG(π,ν).
Proof. It is a consequence of corollary 18.
The next proposition shows that the above interpretation of information gain does not depend, in a sense to be explained, of the choice of the a priori probability ν. Proposition 24. Let X and Y be compact metric spaces and π 0 be a probability on X ×Y which is positive on open sets. Let ν be an a priori probability on X. Suppose there exist a continuous function φ, such that, e φ is a ν-Jacobian of π 0 . Let π be any probability on X × Y . Then,
Proof. Let P and Q be the marginals of π 0 . From lemma 20, P is equivalent to ν, with dP dν (x) = e φ(x,y) dQ(y). Furthermore, the continuous function ψ := φ−log( dP dν ) is such that e ψ is the P −Jacobian of π 0 . Clearly, e ψ−φ = dν dP , and so a Lipschitz function c is ν-normalized,if and only if, c + ψ − φ is Pnormalized.
It follows that for any probability π we get
Therefore,
It is natural to consider that (16) generalizes (4). The next example shows that (16) also generalizes (8) in a certain sense. 
When considering the a priori probability ν as the counting measure on X, we get that a ν−Jacobian of an invariant probability π is given by
for π a.e. x ∈ Ω (it can be extended for any point of Ω by taking J π = 1 d in a set of zero measure). Furthermore, the Kolmogorov-Sinai entropy of π coincides with H ν (π). A measurable function φ : Ω → R is normalized if a e φ(|a,x 2 ,x 3 ,...)) = 1, for all |x 2 , x 3 , ...). If φ is Lipschitz with corresponding equilibrium measure π φ , then the unique continuous Jacobian of π φ is e φ and the pressure of φ is zero. It follows from (8) and Proposition 24 that for any invariant probability π we have h(π, π φ ) = IG(π, π φ ).
Specific information gain in the generalized XY model
In this section we introduce a dictionary connecting the definitions and results of previous sections with analogous ones for the generalized XY model. This will allow us to introduce the specific information gain in this setting which will be necessary in order to introduce the concept of entropy production in the next section. First we will remember some of the main definitions and results about the generalized XY model described in [16] which will be used here. Let (M, d) be a compact metric space and denote by Ω = Ω + the space M N . Elements in Ω will be written in the form
. We also consider the Borel sigma-algebra in Ω.
The relation of the setting of this section with the previous ones can be clarified by considering X = M, Y = M {2,3,4,5,...} and identifying Ω with X × Y , using the homeomorphism given in (17) . Observe that Y can be also identified with X × Y using the homeomorphism |x 2 , x 3 , x 4 , ...) → (x 2 , |x 3 , x 4 , x 5 , ...)). From this identification the shift map σ : Ω → Ω given by σ(|x 1 , x 2 , x 3 , ...)) = |x 2 , x 3 , ...) can be also interpreted as the projection on Y . We say that a probability µ on Ω = M N is invariant for the shift map σ (or, shift-invariant), if for any continuous function f : Ω → Ω, we have f dµ = f • σ dµ. Assume we fixed an a priori probability ν on M satisfying supp(ν) = M. For each Lipschitz function A : Ω → R we consider the linear operator L A,ν : C(Ω) → C(Ω) defined by L A,ν (f )(x) = e A(|a,x 1 ,x 2 ,x 3 ,...)) f (|a, x 1 , x 2 , x 3 , ...)) dν(a), x = |x 1 , x 2 , x 3 , ...).
We call L A,ν the Ruelle operator (or, transfer operator) associated to the Lipschitz potential A and the a priori probability ν (we refer the reader to [16] for general properties of this operator).
For this operator there exists a unique (simple) positive eigenvalue λ A associated to a positive eigenfunction h = h A . If a continuous function h > 0 satisfies L A,ν (h) = λ A · h, then h is Lipschitz. If h 1 and h 2 are eigenfunctions associated to λ A , then h 2 = c · h 1 for some constant c. There exists a unique probability measure ρ A on Ω satisfying L * A,ν (ρ A ) = λ A · ρ A , which means that
for any continuous function f : Ω → R. For convenience we fix the eigenfunction h A which satisfies h A dρ A = 1.
We point out that in the case the space of symbols M is not countable you really need to introduce an a priori probability in order to get a transfer operator.
A Lipschitz function A is called ν-normalized if LĀ ,ν (1) = 1, that is,
is ν-normalized. The associated eigenprobability ρĀ is shift-invariant and it will be denoted also by µ A . It also satisfies dµ A = h A dρ A and L * Ā ,ν (µ A ) = µ A . The relative entropy of an invariant probability µ on Ω with respect to the a priori probability ν on M is defined in [16] as
Considering the above identification of Ω and X ×Y and applying Proposition 19 we see that this definition is consistent with the previous definition of H ν . Let us formally enunciate this result (using also Theorem 5).
Theorem 26. Denote by π the probability on X × Y , which corresponds to the shift-invariant probability µ on Ω, we get that the relative entropy h ν (µ), as defined in [16] , coincides with H ν (π). Furthermore, if Q is the y−marginal of π (which is identified with π because µ is shift invariant), then we have
In [1] it is proved that h ν (µ) coincides with the so called specific entropy of Statistical Mechanics (see [12] ).
For any Lipschitz function
The number P ν (A) is called the ν−pressure of A. A probability µ attaining the supremum value P ν (A) is called an equilibrium probability for A. In [1] it is proved that µ A is the unique equilibrium probability for A.
If M is a finite set with d elements and the a priori probability ν is set to be the counting measure (which is not a probability), then the relative entropy h ν (µ) above defined coincides with the Kolmogorov-Sinai entropy h(µ) (see prop.7 in [16] and lemma 7 in [17] ). If we set the a priori probability ν as the normalized counting measure on M (which is a probability), then h ν (µ) = h(µ) − log d ≤ 0.
We will call an invariant probability µ on Ω of Gibbs probability if there exists an a priori probability ν satisfying supp(ν) = M and a Lipschitz νnormalized function A such that L * (A,ν) (µ) = µ. In this case the probability µ is the ν-equilibrium measure for the normalized potential A. If A is a Lipschitz function which is not normalized we can apply the construction given by (18) and we get an associated normalized potentialĀ (which is also Lipschitz). The probability µ is the ν-equilibrium measure for both functions A andĀ.
Let A : Ω → R be a ν−normalized Lipschitz function. We will call e A of a ν−Jacobian of the shift-invariant probability µ if for any continuous function g : Ω → R we have e A(|a,x 2 ,x 3 ,...)) g(|a, x 2 , x 3 , ...))dν(a)dµ(|x 2 , x 3 , ...)) = g(x)dµ(x).
The following statements are equivalent for a ν−normalized Lipschitz function A and a shift-invariant probability µ on Ω: i. e A is a ν−Jacobian of µ ii. µ is the ν-equilibrium measure A iii. L * (A,ν) (µ) = µ. Given a Gibbs measure µ we denote by P µ the projection of µ on the first coordinate. This means that for any continuous function g : Ω → R, which depends only of the first coordinate, we have M g(a)dP µ (a) := Ω g(x 1 )dµ(|x 1 , x 2 , x 3 , ...)).
The next result is a corollary of Proposition 20.
Proposition 27. Suppose that µ is a Gibbs measure and let P µ be the projection of µ on the first coordinate. If µ is the ν-equilibrium measure for the Lipschitz normalized potential A, then ν is equivalent to P µ , and dP µ dν (a) = e A(|a,x 1 ,x 2 ,x 3 ...)) dµ(|x 1 , x 2 , x 3 , ...)),
which is also Lipschitz.
It is knwon that any Gibbs measure µ is positive on open sets of Ω = M N (see [7] ). Therefore, the next result is a corollary of Proposition 21.
Proposition 28. Let µ be a Gibbs measure and let ν be an a priori probability. Suppose A is a Lipschitz ν−normalized function, such that, µ is the ν−equilibrium for A, then A is the unique Lipschitz ν−Jacobian of µ.
The next definition is inspired by (8) and (16) .
Definition 29. Let η be a shift-invariant probability and µ be a Gibbs measure. Then, we define the specific information gain of η with respect to µ as
where B is any Lipschitz function, such that, µ is the P µ -equilibrium measure of B.
Observe that by the variational principle the information gain is ≥ 0. There exists a unique P µ -normalized functionB, such that, µ is the P µequilibrium forB. If B is not normalized then there exists a positive function h B and a positive number λ B , such that,
It follows that
This shows that h(η, µ) is well defined (it does not change if either B is P µnormalized, or not). We remark that if B is (the unique possible) normalized potential, then B dµ+h Pµ (µ) = 0, and, therefore, we get the following result which is a particular version of (16):
Proposition 30. If µ is a Gibbs measure and e B is the Lipschitz P µ −Jacobian of µ, then
The above definition considers, for a Gibbs measure µ, the a priori probability P µ . In this way the previous definition of specific information gain does not allow a choice of ν. The next result, which is a corollary of Proposition 24 shows that if we exchange P µ by another a priori probability ν then it is true a similar formula for h(η, µ), that is, the information gain does not depend of the particullar choice of ν, as long as µ is a ν-equilibrium measure.
Proposition 31. Consider any a priori probability ν and any Lipschitz function A, such that, µ is the ν-equilibrium measure for A. Let η be any invariant probability. Then, h(η, µ) as defined in (19) , satisfies
Proof. First note that if we replace A by its normalizationĀ then the value on the right hand side of the above expression does not change. Then, we can suppose that A is ν−normalized. Then, it is necessary just to prove that h(η, µ) = − A dη − h ν (η) . But, this follows from Proposition 24.
Example 32. Consider any a priori probability ν and the Lipschitz function A = 0. We observe thatν = ν × ν × ν × ... is the ν-equilibrium measure for A = 0. Given any invariant probability η, then
Therefore, the specific information gain generalizes the concept of relative entropy in [16] .
Now we propose an interpretation of the information gain by using transfer operators defined from a priori transverse functions.
Remark 33. Let µ be a Gibbs measure and suppose that e B is the Lipschitz ν−Jacobian of µ. Consider the identification of Ω and X × Y given by (17) , and, then define an a priori transverse function on Ω byν y (da) = e B(a,y) dν(a), y = |·, x 2 , x 3 , x 4 , ...). For a fixedν−normalized function A let H A be the operator acting on bounded and measurable functions f : Ω → R by H A (f )(y) = e A(a,y) f (a, y)ν y (da), y = |x 1 , x 2 , x 3 , ...).
Let η be a shift-invariant probability on Ω and suppose there exists aνnormalized function A such that H * A (η) = η, that means, for any measurable function f we have e A(a,y) f (a, y) dν y (da)dη(y) = f (y) dη(y).
Then, IG(η, µ) = −Hν(η) = A dη. Furthermore,
We finish this section by considering the exposition given in [1] . Let η, µ be two probabilities on Ω. For each Γ ⊂ N consider the canonical projection π Γ : Ω → M Γ and for each n ∈ N denote by Λ n the set {1, ..., n} and by A n the σ-algebra on Ω generated by the projections {π Γ , Γ ⊂ Λ n }. Denote also
The next result is a consequence of Theorems 1 and 3 in [1] . From this result we get an alternative and equivalent way of extending the concept of specific information gain for the generalized XY model by considering (7) instead (8) and (16) .
Proposition 34. If µ is a Gibbs measure and η is shift-invariant on Ω, then lim n→∞ 1 n H Λn (η | µ) = h(η, µ).
The Involution kernel and the Entropy production in the generalized XY model
In the same way as in last section we assume that M is a compact metric space. We denote by Ω − the space M N with elements written in the form (..., y 3 , y 2 , y 1 |, y i ∈ M, and with the same metric as the one previously defined in Ω = Ω + . Points inΩ = Ω − × Ω + are written in the form (..., y 3 , y 2 , y 1 |x 1 , x 2 , x 3 , ...). The shift mapσ :Ω →Ω was defined by (11) . The restrictions ofσ to Ω + and Ω − are denoted, respectively, by σ and σ − .
Observe that (Ω − , σ − ) can be identified with (Ω, σ) from the conjugation θ : Ω − → Ω, given by θ((..., z 3 , z 2 , z 1 |) = |z 1 , z 2 , z 3 , ...). Using this conjugation any result previously stated for (Ω, σ) has an analogous claim for (Ω − , σ − ).
Consider a Lipschitz function A : Ω − × Ω → R, which does not depend of y ∈ Ω − . Then, it is naturally expressed as A ( |x 1 , x 2 , x 3 , ...) ). One can show that there exists a (several, in fact) Lipschitz function W : Ω − × Ω → R, which is called an involution kernel, and a Lipschitz function A − , such that
where the function A − does not depend on x ∈ Ω (see [2] , [16] ). A − is naturally expressed in coordinates (..., y 3 , y 2 , y 1 |.
All this can be written in the form:
A − ((..., y 3 , y 2 , y 1 |) = A(|y 1 , x 1 , x 2 , x 3 , ...) ) + W (..., y 3 , y 2 |y 1 ,
for any (..., y 3 , y 2 , y 1 |x 1 , x 2 , x 3 , ...) ∈Ω.
Following [2] and [16] we state two propositions.
Proposition 35. Let A : Ω + → R be a Lipschitz function and W :Ω → R be a Lipschitz involution kernel for A. Consider the function A − which was defined by (22) . Fix an a priori probability ν on M. Then, for any x ∈ Ω + , y ∈ Ω − , and any function f :Ω → R,
Proposition 36. Let A : Ω + → R be a Lipschitz function and W :Ω → R be a Lipschitz involution kernel for A. Consider the function A − as defined by (22) . Fix an a priori probability ν on M. Let ρ A and ρ A − be the eigenmeasures for L * A,ν and L * A − ,ν , respectively. Suppose c is such that e W (y|x)−c dρ A − (y)dρ A (x) = 1 and denote K(y|x) := e W (y|x)−c . Then, 1. The probability
is invariant forσ and it is an extension of the ν-equilibrium measure µ A . 2. The function h A (x) = K(y|x) dρ A − (y) is the main eigenfunction for L A,ν , and the function h A − (y) = K(y|x) dρ A (x) is the main eigenfunction for L A − ,ν .
Now we apply these results to the study of the entropy production. We start by refining item 1. of the last proposition.
Proposition 37. The probability dμ A = K(y|x) dρ A − (y) dρ A (x) is the uniquê σ-invariant extension toΩ of the equilibrium measure µ A on Ω.
Proof. Letμ be anyσ-invariant probability onΩ satisfying g dμ = g dµ A , when g(y|x) does not depend of y. Consider any continuous function f onΩ.
We claim that f dμ = f dμ A . Indeed, asΩ is compact, the function f is uniformly continuous. Fix any point y 0 ∈ M and define the functions f n on Ω, n ∈ N, by f n (y|x) = f (y n |x), where y n = (..., y 0 , y 0 , y 0 , y n , y n−1 , ..., y 2 , y 1 |.
It follows that {f n } converges uniformly to f , and moreover, the function f n ((..., y 3 , y 2 , y 1 |x 1 , x 2 , x 3 , ...)) does not depend of y k , for k > n.
From,
we conclude that f dμ = f dμ A .
Notation 38. Let µ be a Gibbs measure on Ω + . We denote byμ the uniquê σ-invariant extension toΩ of µ and by µ − the restriction ofμ to Ω − . Proposition 39. Let A : Ω + → R be a Lipschitz function, W be any Lipschitz involution kernel for A. Now, consider the function A − on Ω − as defined by (22) . Fix an a priori probability ν on M. Let µ A be the ν−equilibrium of A and let (µ A ) − defined as above. Then,
Proof. From the above
and h A − (y) = K(y|x) dρ A (x) is the main eigenfunction for L A − ,ν . Then, for any continuous function f :
Definition 40. The entropy production of the Gibbs measure µ is defined as
where θ * µ − on Ω + is the push-forward of µ − by the conjugation θ : Ω − → Ω + given by (12) .
Observe that as a consequence of the variational principle we get e p (µ) ≥ 0, and it is zero, if and only if, µ − = µ. As the specific information gain h(µ, µ − ) "does not depend of ν", the above definition also "does not depend of ν". In fact, by definition we should have to consider the a priori probability P µ − , but, if for some a priori probability ν the measure µ is a ν-equilibrium measure, then get that the probability µ − also is. Now, applying Proposition 31 we get an alternative formula for computing the same expression e p (µ), but now using the a priori probability ν. From now on we will exhibit other alternative ways for computing the entropy production.
Letθ :Ω →Ω be given bŷ θ(..., y 3 , y 2 , y 1 |x 1 , x 2 , x 3 , ...) = (...x 3 , x 2 , x 1 |y 1 , y 2 , y 3 , ...).
Observe thatθ −1 =θ andθ •σ −1 =σ •θ.
Proposition 41. Let A : Ω → R be a Lipschitz function, W :Ω → R be any Lipschitz involution kernel for A and let A − : Ω − → R be defined by (22) . Let µ be any Gibbs measure on Ω and considerμ and µ − defined as above. Then,
Proof. In order to prove item 1. we observe that
Now we will prove item 2.
Proposition 42. Let µ be a Gibbs measure and ν be an a priori probability. Then, h ν (µ) = h ν (µ − ).
Proof. For each Lipschitz function A : Ω + → R we can consider a Lipschitz involution kernel W , and then, we get an associated Lipschitz function A − :
For the fixed a priori probability ν we have λ A = λ A − . Then,
In order to get the opposite inequality we follow a similar argument. We exchange the reasoning byθ: for each Lipschitz function B − : Ω − → R, we take an involution kernel, and, an associated Lipschitz function B + : Ω + → R. Now, we just have to proceed in the same way as before.
As a consequence we get the following claim for the entropy production:
Proposition 43. Suppose that µ is a Gibbs measure and consider the associated probability µ − . Suppose that for an a priori probability ν and for a Lipschitz function A − we have that µ − is the ν-equilibrium measure for A − . Now, assume that µ − and A − are defined on Ω + via the conjugation θ. Then, the entropy production of µ satisfies
We can take A − such that J − = e A − is the ν−Jacobian of µ − .
Proposition 44. Suppose that µ is the ν-equilibrium measure for the Lipschitz function A : Ω + → R. Let W be any Lipschitz involution kernel for A and A − : Ω − → R be the function defined by (22) . Suppose that A − is defined on Ω + using the conjugation θ. Then,
Proof. It follows from the previous result and Proposition 41.
Proposition 45. Suppose that µ is a Gibbs probability. Then,
Proof. It follows from Proposition 36 and 37 that (µ − ) − = µ. Consider an a priori probability ν, such that, µ is the ν−equilibrium measure for a Lipschitz function A. Let A − defined by (22) using any involution kernel. From Proposition 43 we get
Now, from proposition 41 we get
This concludes the proof.
The next example consider the more simple case where M = {1, 2, ..., d} is a finite set.
Example 46. Take M = {1, 2, ..., d} and take as the a priori measure ν the counting measure on M.
Any invariant probability µ for (Ω, σ) can be extended to aσ-invariant probabilityμ onΩ by defininĝ µ([a m , ..., a 1 |b 1 , ..., b n ]) := µ( |a m , ..., a 1 , b 1 , ..., b n ] ), and using the extension theorem. The restriction ofμ to Ω − satisfies µ − ( [a m , ..., a 2 , a 1 | ) = µ( |a m , ..., a 2 , a 1 ] ). Now, using the conjugation θ : Ω − → Ω in order to transfer µ − to Ω + , we get θ * µ − (|a 1 , a 2 ....a m ]) = µ(|a m , ..., a 2 , a 1 ]).
As the Kolmogorov-Sinai entropy of µ is given by h(µ) = lim n→∞ − 1 n i 1 ,...,in µ(|i 1 , ..., i n ]) log(µ(|i 1 , ..., i n ])),
we conclude that h(µ) = h(µ − ).
Suppose now, that µ is the equilibrium measure for the Lipschitz normalized potential A. Then, e A = J is the Jacobian of µ, that is, e A (|x 1 , x 2 , x 3 , ...)) = J(|x 1 , x 2 , x 3 , ...)) = lim n→∞ µ(|x 1 , x 2 , x 3 , ..., x n ]) µ(|x 2 , x 3 , ..., x n ]) .
Let J − be the Jacobian of µ − and define A − := log(J − ). Then, using (26), e A − (..., y 3 , y 2 , y 1 |) = J − (..., y 3 , y 2 , y 1 |) = lim n→∞ µ(|y n , ..., y 2 , y 1 ]) µ(|y n , ..., y 2 ]) .
The next example compute the entropy production for a Markov measure µ. Our estimate is coherent with expression (1) in [13] .
Example 47. Consider the line stochastic matrix M = (p ij ) and the initial probability vector P = (π i ), such that, P M = P .
We denote by µ the associated Markov measure, that is, for any cylinder |x 1 , x 2 , ..., x n ] we set µ(|x 1 , x 2 , ..., x n ]) = π x 1 · p x 1 x 2 · · · p x n−1 xn .
Then, J(|i, j, x 3 , ...) = π i p ij π j .
We also get J − (..., y 3 , j, i|) = lim n→∞ µ(|y n , ..., y 3 , j, i]) µ(|y n , ..., y 3 , j]) = lim n→∞ π yn · p yny n−1 · · · p y 3 j · p ji π yn · p yny n−1 · · · p y 3 j = p ji .
As J − depends only of two coordinates, µ − is also a Markov measure.
Considering the conjugation θ, we get, µ(|i, j]) = π i p ij and µ − (|i, j]) = µ(|j, i]) = π j p ji .
Taking A = log(J) and A − = log(J − ), we also get e A(|i,j,x 3 ,...) = π i p ij π j and e A − (|i,j,z 3 ,z 4 ,...)) = p ji .
Then, using the Proposition 44, we derive
The case with just two symbols is quite special as we will see now.
Example 48. Entropy production zero -Suppose Ω = {1, 2} N and assume that µ is a Markov measure (as defined above). Then, e p (µ) = 0. Indeed, as µ is invariant we get µ(|1, 2)) = µ(|2, 1)), and therefore, µ − (|i, j)) = µ(|j, i)) = µ(|i, j), for any i, j ∈ {1, 2}. It follows that J − = J + , and therefore, µ − = µ.
Consequently,
That is, the entropy production is zero.
It follows from Corollary 2.3 in [28] that this result -entropy production zero -also happen for equilibrium probabilities of a more general class of functions defined on Ω = {1, 2} N (see [28] ).
The probability described in [19] also has entropy production zero (see section 2 in [19] ).
Markov measures on Ω = {1, 2, 3} N may have non zero entropy production.
Apendix: Examples in information theory
This section is intended to illustrate the theoretical results we previously described concerning Shannon entropy S(P ) and information gain IG(π, P ) via examples taken from Information Theory (a nice general reference on the topic is [8] ). We believe that this short presentation will be helpful for mathematicians that do not have much familiarity with these concepts.
We start by considering the Shannon entropy which is called alternatively of mean information.
Example 49. Suppose that a box has balls of 4 possible different colors. Two people will play a game with the following rules: one ball is picked of the box by one of them and the other person must discover the color of this ball by making questions of the type "yes or not".
If this game is repeated several times, the balls are picked randomly according with the probability P = (p 1 , p 2 , p 3 , p 4 ) = ( 1 4 , 1 4 , 1 4 , 1 4 ) and the strategy used for the questions is optimal, what is the mean value of the number of questions which are necessary?
We will replace the colors by symbols of the set {1, 2, 3, 4}. One can consider the following strategy of questions: Q1: is the picked symbol 1 or 2?
-with the answer "yes" it can be considered the question Q2: is the symbol 1?
-with the answer "no" it can be considered the question Q2': is the symbol 3? Using this strategy it is necessary exactly two questions in order o discover the picked symbol (color). It coincides with the Shannon entropy (the mean information)
Observe that the set of symbols {1, 2, 3, 4} can be encoded as the answers (yy, yn, ny, nn). Replacing y by 0 and n by 1 we can encode {1, 2, 3, 4} as (00, 01, 10, 11) in binary expansion, which is optimal.
Example 50. Proceeding as in above example, but now assuming that the colors of the balls are picked randomly according to the probability P = (p 1 , p 2 , p 3 , p 4 ) = ( 1 2 , 1 4 , 1 8 , 1 8 ), one can use the following strategy of questions: Q1: is the symbol (color) 1? (with probability (frequency) 1 2 this unique question solves the problem) -with the answer "yes" we finish.
-with the answer "no" we consider the question Q2: is the symbol 2?
-with the answer "yes" we finish.
-with the answer "no" again, we then consider the question Q3: is the symbol 3? If this game is repeated several times, using this strategy the mean number of questions is:
(1 question) In this case {1, 2, 3, 4} can be encoded as {0, 10, 110, 111} in binary expansion, being this one optimal.
Example 51. Proceeding as above and supposing that there are only two colors of balls which are picked randomly according with the probability P = (p 1 , p 2 ) = ( 2 3 , 1 3 ) one can consider the following question: Q1: is the color (symbol) 1? With this strategy the mean number of questions is exactly 1 which is bigger than the Shannon entropy S(P ) ≈ 0, 918. In this case {1, 2} can be encoded as {0, 1} in binary expansion.
We refer to [8] chap. 5 for a more complete discussion of the topic. Our intention above was just to illustrate -with introductory and simple examples -the fact that the Shannon entropy is as a lower bound for the average number of questions and how one can introduce an binary code for a set of symbols {1, ..., d}.
From now we will discuss the concept of the Information Gain IG(π, P ). We refer to [24] (see p. 89-90) for a more detailed discussion of this topic in the context of Information Theory.
Example 52. Consider -in a similar way as before -a box with a collection of 100 objects being 30 of them of the color blue and 70 of them of the color red. It's also known that: a. 10 of the blue objects are balls and 20 of them are cubes b. 45 of the red objects are balls and 25 of them are cubes.
Considering all this set of information we can construct probabilities P and π in the following way: We consider that π is defined in a Cartesian product X × Y and has x−marginal P = ( 30 100 , 70 100 ) (adding in the lines of π) and y−marginal Q = ( 55 100 , 45 100 ) (adding in the rows of π).
We will consider two kind of different games.
Game one: One object is randomly picked of the box and we shall discover its color by asking questions of the type yes or no. In this case the Shannon's entropy, or mean information, is equal to S(P ) = − 30 100 log( 30 100 ) + 70 100 log( 70 100 ) .
Game two: In this game -in a similar was as in game one -we have the same goal. However, in the present game, after the object was picked we receive a partial information about the result, which is: "it is a cube" or "it is a ball".
In this game, with probability (or, frequency) 55 100 , the information to be received it will be that it was picked a ball. Using this information we must concentrate our attention for such class of objects and so the colors are distributed according to the probability ( 10 55 , 45 55 ). Similarly, with probability (frequency) 45 100 , the information received will be that a cube was picked. In this case, we consider the colors distributed according to the probability ( 20 45 , 25 55 ). Therefore, the mean information in this game is given by a weighted mean of two Shannon's entropies, that is, 45 ) .
Finally, we observe that the information gain IG(π, P ) given in (1) is the difference between the mean information in game one and the mean information in game two, IG(π, P ) = S(P ) − H(π).
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