Abstract. We consider the Cauchy problem for the Chern-Simons-Dirac system on R 1+1 with initial data in H s . Almost optimal local well-posedness is obtained. Moreover, we show that the solution is global in time, provided that initial data for the spinor component has finite charge, or L 2 norm.
Introduction
The Chern-Simons action was first studied from a geometric point of view in [6] . Subsequently, it was proposed as an alternative gauge field theory to the standard Maxwell theory of electrodynamics on Minkowski space R 1+2 [8] . As well as being of interest theoretically, it has also been successfully applied to explain phenomena in the physics of planar condensed matter, such as the fractional quantum Hall effect [13] . Recently, much progress has been made on the Cauchy problem for the Chern-Simons action coupled with various other field theories such as Chern-Simons-Higgs, [4, 10] , and Chern-Simons-Dirac [10] .
In the current article we consider the Cauchy problem for the Chern-Simons-Dirac (CSD) system in R 1+1 . This system was first studied by Huh in [11] as a simplified version of the more standard CSD system on R 1+2 . The CSD system on R 1+1 is given by
with initial data ψ(0) = f , A(0) = a, where the spinor ψ is a C 2 valued function of (t, x) = (x 0 , x 1 ) ∈ R take the standard representation of the Gamma matrices The system (CSD) is interesting from a mathematical point of view for a number of reasons. Firstly solutions to (CSD) satisfy conservation of charge, i.e. we have ψ(t) L 2 = f L 2 for any t ∈ R. This is similar to the Dirac-Klein-Gordon (DKG) equation where conservation of charge also holds. We remark that conservation of charge forms a crucial component in the study of global existence for DKG [17, 19] .
On the other hand, conservation of charge fails for other quadratic Dirac equations which have been studied in the literature [3, 15, 16] . Secondly, there is substantial null structure in the nonlinear terms in (CSD), in the sense that (CSD) is roughly equivalent to a system of nonlinear wave equations of the form Ψ = Q(Ψ, Ψ)
where Q(Ψ, Ψ) is a combination of the null forms
Moreover the structure of the equation means that in the mass free case m = 0, the spinor ψ can be explicitly solved in terms of the initial data ψ 0 and the gauge A. This idea was used in [11] to derive a number of interesting observations on the asymptotic behaviour of solutions to (CSD) as t → ∞.
Currently the best known results for the Cauchy problem for (CSD) are due to Huh in [11] where it was shown that the (CSD) system is locally well-posed for initial data in the charge class
and globally well-posed for (ψ 0 , a 0 ) ∈ H 1 × H 1 . To prove the local in time result, Huh rewrote (CSD) as a system of nonlinear wave equations and showed that the nonlinear terms contained null structure. The null form estimates of Klainerman and Machedon [12] then completed the proof.
In the current article we use a different approach. Instead of rewriting (CSD) as a wave equation, we factor the Dirac and Gauge components into null-coordinates x ± t and use Sobolev spaces adapted to these coordinates. In one space dimension, Sobolev spaces based on null coordinates seem to behave better than the closely related X s,b
± type spaces of Bourgain-Klainerman-Machedon which have been used in many other low-regularity results on Dirac equations in one dimension, see for instance the results in [5, 14] . Our main result is the following. 2 . Moreover, it should be possible to show that (CSD) is ill-posed in some sense outside of the range given in Theorem 1 by using the techniques in [14] , but we do not consider the problem of ill-posedness here. We have local existence inside the lines s = r and s = r + 1 for r > − 1 2 . Global existence holds inside the shaded region.
The local existence portion of Theorem 1 will follow by the standard iteration argument, using estimates contained in [14] . The proof of uniqueness is more difficult and does not follow directly from the existence proof, primarily because the spaces used to prove existence do not scale nicely on the domain [−T, T ] × R. Instead we will need to prove a more precise version of an energy inequality from [14] .
See Proposition 10 below. Finally the persistence of regularity is quite interesting as it allows both the regularity of the spinor, ψ, and the gauge, A, to be varied independently, provided that we remain in the region of well-posedness.
We now turn to the question of global well-posedness. In the case s 0 we can exploit the conservation of charge together with a decomposition argument from [5] to obtain the following. 
We now give a brief outline of this article. In Section 2 we gather together the estimates we require in the proof of Theorem 1. The local existence component of Theorem 1 is proven in Section 3. The proof of uniqueness is contained in Section 4. Finally in Section 5 we prove Corollary 2.
Notation. Throughout this paper C denotes a positive constant which can vary from line to line. The notation a b denotes the inequality a Cb. We let L p (R n ) denote the usual Lebesgue space. Occasionally we write L p (R n ) = L p when we can do so without causing confusion. This comment also applies to the other function spaces which appear throughout this paper. If X is a metric space and I ⊂ R is an interval, then C(I, X) denotes the set of continuous functions from I into X. For s ∈ R, we define H s to be the usual Sobolev space defined using the norm
where f denotes the Fourier transform of f and ξ = (1 + |ξ| 2 ) 1 2 . The space-time Fourier transform of a function ψ(t, x) is denoted by ψ(τ, ξ). We also use the notation F y (f ) to denote the Fourier transform of f with respect to the variable y.
If X is a Banach space of functions defined on R n , then for an open set Ω ⊂ R n we define the restriction space X(Ω) by restricting elements of X to Ω. If we equip X(Ω) with the norm
is also a Banach space. Finally, for a, b, c ∈ R we use the notation c ≺ {a, b} to denote that
Note that c ≺ {a, b} implies that the following product inequality for Sobolev spaces holds
Estimates
The main estimates we require in the proof of Theorem 1 have already been proven in [14] . Define
± is just the product Sobolev space in the null directions
± space is enough to control the nonlinear terms in (CSD). However for s close to ± by using the norm
It is easy to see that
We remark that spaces of the form Y s,b
± have been used previously to augment the standard X s,b spaces for b = 1 2 in the periodic case in [2] , see also [9] . The first result we will need is the following energy type inequality.
where the infimum is over all
The previous energy inequality is sufficient to prove existence of solutions to (CSD), however to obtain uniqueness we will require a slightly more refined version of Lemma 3 which we leave to Section 4.
To close the iteration argument we will need the following nonlinear estimate contained in [14] .
Then we have
We also have the following well known product estimates for Sobolev spaces.
Finally we will need the following Lemma which will help simplify the arguments leading to uniqueness.
with constant independent of T . Consequently
with constant independent of T .
Proof. The inequality (3) is well-known. For the convenience of the reader we sketch the proof in the appendix. To prove (4) we use a change of variables
and then apply (3).
Local Existence
We start by noting that if we let u ± = ψ 1 ± ψ 2 and A ± = A 0 ∓ A 1 , we can rewrite (CSD) in the form
and
where f ± = f 1 ± f 2 , a ± = a 0 ∓ a 1 , and we use ℜ(z) to denote the real part of z ∈ C. The formulation (5), (6) is much easier to work with than (CSD) as the null structure is more apparent. Namely all the nonlinear terms involve products of the form ψ + φ − which behave far better than the product ψ + φ + , see
for instance the estimates in [18] . The fact that the nonlinear terms in (5) and (6) are all + -products
The time of existence given by the rescaled version of Theorem 7 at regularity H s ×H r , only depends on the size of the initial data at the regularity H r ×H s−1 (provided
is a reflection of the null structure present in the (CSD) system.
We will deduce Theorem 1 from the following.
Then there exists ǫ > 0 such that if |m| < ǫ and
Moreover solution depends continuously on the initial data and if we let u ± = ψ 1 ± ψ 2 and
for any b > Suppose the initial data has additional smoothness (f, a) ∈ H 
then we also have lim sup
This is done in steps as follows. We first deduce by the rescaled version of Theorem 7 that lim sup
for any sufficiently small ǫ > 0. Since if not, then we can choose some sequence of points t n → T * with sup n ψ(t n ) H r * + A(t n ) H max{s * −1, −1 2 +ǫ} < ∞. Taking t n sufficiently close to T and applying a rescaled version of Theorem 7 with initial data (ψ(t n ), A(t n )), we can extend our solution beyond T * , contradicting (7). Thus provided T * < ∞ and (7) holds, we must have (9) .
Repeating this argument again with (7) replaced with (9) we obtain lim sup
We now continue in this manner and observe that after k iterations, the H
norm must blowup as we approach T * . Taking k such that s * − k s and r * − k r we obtain (8) as required.
We now come to the proof of small data local well-posedness for (CSD).
Proof of Theorem 7. Let 
To obtain the estimate (10), an application of Lemma 4 reduces the problem to showing that there exists 
These inequalities also hold in view of the assumptions (10) and (11) both hold.
It suffices to consider the system (5) and (6) with the assumption ± f ± H r + a ± H r * < ǫ.
Let S = [−1, 1] × R and define the Banach space
± (S) with norm
Define the map S : X ǫ −→ X ǫ by letting S(u, A) = (v, B) be the solution to
Then using Lemma 3 together with (10) and (11) we obtain
The assumption (u, A) ∈ X ǫ then gives the inequalities
Therefore, provided ǫ is sufficiently small, depending only on the constants in (10), (11), and (1), we see that S is well defined. A similar argument shows that S is a contraction mapping, consequently we have existence, uniqueness in X ǫ , and continuous dependence on the initial data.
Uniqueness
In this section we will complete the proof of Theorem 1 and show that the solution obtained in Section 3 is unique. More precisely, we will prove the following. (5) and (6) 
The proof of Proposition 8 is slightly involved as we need to understand the behaviour of the energy inequality Lemma 3 on the domain S T for small T . For the Y s,b component this is reasonably straightforward.
Lemma 9. Let s ∈ R, 0 < T < 1, and 0 < ǫ < 1. Suppose ψ is a solution to
Proof. It is easy to see that (13) follows from the estimate
Note that by scaling it is sufficient to consider the case T = 1. Consequently min{1, |τ ± ξ|
and so (15) follows from Lemma 3.2 in [14] . The remaining inequality (14) then follows by observing that since 0 < T < 1,
It remains to control Z 
with the implied constant independent of T .
Proof. We only prove the + case as the − case is similar. Note that since σ T (t) = 1 on supp ρ T we may simply write ψ = σ T ψ. Let Ω ⊂ R 2 and define
.
We break R 2 into different regions and estimate each region separately. We first consider the set
and split this into the regions 2|τ − ξ| |ξ| and 2|τ − ξ| |ξ|. In the former region, since s 0 and
On the other hand if 2|τ − ξ| |ξ| then |τ | ≈ |ξ| ≈ |τ + ξ| T −1 . Hence
We now consider the region Ω 2 = {|τ + ξ| T −1 }. Note that
and so, using the fact that |τ + ξ| T −1 ≫ 1 implies |τ + ξ| ≈ τ + ξ , we have
We estimate each of these terms separately. For the first term we follow the Ω 1 case and decompose Ω 2 into 2|τ − ξ| |ξ| and 2|τ − ξ| |ξ|. In the former region we use the fact that τ + ξ
On the other hand for 2|τ − ξ| |ξ| we have |τ + ξ| ≈ |ξ| and so
To control the ∂ t ρ term we use
and so we can estimate the first term in (17) .
Finally, to estimate the remaining term in (17), we write
In the region 2|τ + ξ| |λ + ξ| we have |λ + ξ| ≈ |τ − λ| and so, using the fact that |τ + ξ| T −1 , λ + ξ b−1+ǫ followed by another application of Lemma 6.
Therefore we have
and consequently the result follows.
We remark that the factor T is not a huge problem, as if we can take b sufficiently close to Corollary 11. Let 
Proof. Follows from Lemma 9 and Proposition 10.
We now come to the proof of Proposition 8. 
A standard argument using Corollary 11 reduces the problem to obtaining the estimates
We start with (20). By Lemma 5 we need
The first condition is straight forward since s > 
which all hold in view of the assumptions (18) and (19) .
To prove (21), we observe that by an application of the triangle inequality on the Fourier transform side, it suffices to show that
By letting a 0 = s and b 0 = r − 4ǫ in Lemma 4, we can reduce this to showing s ≺ {s, b}, r − 4ǫ ≺ {b − 2ǫ, r − 2ǫ}, s ≺ {s, r + 1 − 4ǫ}
The first condition is obvious. For the second condition we need
which all follow from (18) and (19) . The third condition in (23) can be written as
and again each of these inequalities follows from (18) , (19) and r s < 0. The remaining conditions in (23) are also easily seen to be satisfied and so (21) follows.
Finally to prove (22) we use Holder's inequality to obtain
Global Existence
Here we prove Corollary 2.
Proof of Corollary 2. The persistence of regularity in Theorem 1 shows that it suffices to prove global existence in the case s = 0 and −1 2 < r 0. Let (u ± , A ± ) be the solution to (5) and (6) given by Theorem 1 with initial data (f ± , a ± ) ∈ L 2 × H r . We extend (u ± , A ± ) to some maximal interval of existence (−T, T ). To show the solution is global in time, it is enough to show that if T < ∞ then we have the bound
Since supposing (24) holds, we can extend the solution past (−T, T ) by using the L 2 conservation of u ± , together with the local well-posedness of Theorem 1. Thus contradicting the fact that (−T, T ) was the maximal time of existence. Consequently we must have T = ∞.
To obtain the bound (24) we make use of the following decomposition first used in [5] based on an idea due to Delgado [7] . We split the Dirac component of our solution u ± into a mass free part u
and a term u N ± with vanishing initial data
and, via the Duhamel formula
To obtain the bound (24), we note that the equation for A ± easily leads to A + (t) H r 
The terms involving u N ± are straightforward by (26), while for the remaining term Holder's inequality followed by a change of variables gives
Therefore the required bound (24) follows.
Appendix -Proof of (3) Here we will sketch the proof of (3). This result is essentially well-known, but for the readers convenience we will give the outline of the proof.
Proof of estimate 3. We start by noting that the inequality (3) 
where f as well as the Trichotomy formula
where the sum is over dyadic numbers M ∈ 2 N . We estimate each of these terms separately. For the first term we observe that
and so
To estimate the term f N g ≪N a similar computation gives
Now since s < 
