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For a ring R , we investigate and determine “minimal” right
essential overrings (right ring hulls) belonging to certain classes
which are generated by R and subsets of the central idempotents
of Q (R), where Q (R) is the maximal right ring of quotients
of R . We show the existence of and characterize a quasi-Baer
hull and a right FI-extending hull for every semiprime ring. Our
results include: (i) RB(Q (R)) (i.e., the subring of Q (R) generated
by {re | r ∈ R and e ∈ B(Q (R))}, where B(Q (R)) is the set
of all central idempotents of Q (R)) is the smallest quasi-Baer
and the smallest right FI-extending right ring of quotients of
a semiprime ring R with unity. In this case, various overrings of
RB(Q (R)), including all right essential overrings of R containing
B(Q (R)), are also quasi-Baer and right FI-extending; (ii) lying over,
going up, and incomparability of prime ideals, various regularity
conditions, and classical Krull dimension transfer between R and
RB(Q (R)); and (iii) the existence of a boundedly centrally closed
hull for every C∗-algebra and a complete characterization for an
intermediate C∗-algebra between a C∗-algebra A and its local
multiplier C∗-algebra Mloc(A) to be boundedly centrally closed.
© 2009 Elsevier Inc. All rights reserved.
0. Introduction
Throughout this paper all rings are associative with unity unless indicated otherwise and R de-
notes such a ring. Subrings and overrings preserve the unity of the base ring. Ideals without the
adjective “right” or “left” mean two-sided ideals. All modules are assumed to be unital.
In general, for a given ring R , neither the injective hull E(RR) of RR nor the maximal right ring of
quotients Q (R) of R provides us with an overlying structure which allows for an effective transfer of
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the following examples. First take R = (Z Q
0 Z
)
, where Z and Q denote the ring of integers and the ﬁeld
of rational numbers, respectively. The ring R is neither right nor left Noetherian and its prime radical
is nonzero. However, Q (R) is simple and Artinian. Next, take R to be a domain which does not satisfy
the right Ore condition. Then Q (R) is a simple right self-injective (von Neumann) regular ring which
has an inﬁnite set of orthogonal idempotents and an unbounded nilpotent index. The vast disparity
between R and Q (R) in these examples limits the transfer of information between them.
This disparity has motivated us to consider rings from a “distinguished” class that are intermediate
between the base ring R and Q (R) or E(RR). Such an intermediate ring T from a distinguished class
possesses the (desirable) properties that identify the class, and since it is “intermediate” it is generally
closer to R than either Q (R) or E(RR). Hence there is some hope that the desirable properties of the
speciﬁc class and the closeness of T to R will enable a signiﬁcant transfer of information. Usually
this information transfer can be enhanced by: (1) choosing a distinguished class that generalizes
some property (or properties) or is related to the class of right self-injective rings; (2) ﬁnding (if it
exists) a “minimal” element (right ring hull) from the distinguished class; or (3) ﬁnding (if they exist)
elements of the distinguished class that are “minimally” generated by R and some subset of E(RR)
(pseudo right ring hull).
In this paper, using the general approach and the theory of ring hulls introduced in [19], we fo-
cus on ring hulls belonging to the class of quasi-Baer rings or the class of right FI-extending rings
and investigate RB(Q (R)) (i.e., the subring of Q (R) generated by {re | r ∈ R and e ∈ B(Q (R))}, where
B(Q (R)) is the set of all central idempotents of Q (R)). When R has unity, RB(Q (R)) is the idempo-
tent closure deﬁned in [6] and [7].
The transfer of information between R and certain overrings of R including RB(Q (R)) is investi-
gated in Section 2. We prove that information about prime ideals is transferred via the GU (going up),
LO (lying over), and INC (incomparability) relations. Moreover information about the classical Krull
dimension, radicals, as well as, various types of regularities are shown to transfer between R and
RB(Q (R)). By restricting to the class of semiprime rings in Section 3, we are able to show that if R
is a semiprime ring then RB(Q (R)) is both its quasi-Baer right ring hull and its right FI-extending
right ring hull (Theorem 3.3). Since the right FI-extending property extends to all right essential over-
rings of a ring, this allows us to conclude that any right essential overring of a semiprime ring R
that contains B(Q (R)) must be quasi-Baer and right FI-extending (see Theorem 3.15); hence, for a
semiprime ring R , the symmetric ring of quotients, the Martindale right ring of quotients, and Q (R)
are all quasi-Baer and right FI-extending. Recently Osofsky’s longstanding open question (i.e., If the
injective hull E(RR) of RR has a ring multiplication extending its R-module scalar multiplication, must it be
a right self-injective ring?) [50, p. 412] was answered in the negative by Camillo, Herzog, and Nielsen
in [23]. This motivates a further question for such an E(RR): Are there any interesting ring properties,
weaker than right self-injectivity satisﬁed by E(RR)? Since the right FI-extending condition generalizes
the right self-injectivity condition, our Corollary 3.18 provides an answer to the previous question by
showing that if E(RR) has a ring multiplication extending its R-module scalar multiplication, then
E(RR) is a right FI-extending ring for the case when R is right FI-extending or Q (R) is semiprime.
Further applications of Theorems 3.3 and 3.15 yield results on right extending, Baer, and quasi-Baer
group rings. We note that the quasi-Baer and FI-extending hulls of a semiprime ring are well behaved
with respect to various ring extensions (e.g., group rings, matrix rings, etc.) [21].
The ﬁnal section of the paper is devoted to applications of our results to a ring with involution—
in particular to a C∗-algebra. The study of the local multiplier algebra, Mloc(A), for a C∗-algebra A
was initiated by Elliott in [31] and Pedersen in [52] to study ∗-automorphisms and derivations. Ara
and Mathieu carried out a thorough investigation of Mloc(A) in [2], and they made extensive use of
the concept of boundedly centrally closed C∗-algebras that are somewhat analogous to the centrally
closed semiprime rings. We show the existence of a boundedly centrally closed hull of a C∗-algebra A
and completely characterize the boundedly centrally closed intermediate C∗-algebras between A and
Mloc(A) in terms of B(Q (A)) (Theorem 4.15).
We use MR to denote a right R-module. If NR is a submodule of MR , then NR is essential (resp.,
dense also called rational) in MR if for any 0 = x ∈ M , there exists r ∈ R such that 0 = xr ∈ N (resp.,
for any x, y ∈ M with x = 0, there exists r ∈ R such that xr = 0, and yr ∈ N). Recall that a right
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intermediate rings between R and E(RR). We say T is a right essential overring of a ring R if T is an
overring of R such that RR is essential in TR . Note that, for an overring T of a ring R , if RR is dense
in TR then RR is essential in TR while the converse is not true. Thereby a right essential overring T
of a ring R can be considered as a “generalized version” of a right ring of quotients of R . Similarly a
left ring of quotients of R and a left essential overring of R can be deﬁned.
Recall the deﬁnitions of some of the classes that generalize the class of right self-injective rings or
the class of (von Neumann) regular right self-injective rings. A ring R is: right (FI-) extending if every
(ideal) right ideal of R is essential in a right ideal generated by an idempotent; right quasi-continuous
if R is right extending and if AR and BR are direct summands of RR with A ∩ B = 0, then AR ⊕ BR
is a direct summand of RR ; (quasi-) Baer if the right annihilator of every (ideal) nonempty subset of
R is an idempotent generated right ideal. The classes of Baer, quasi-Baer, right extending, and right
FI-extending rings are denoted by B,qB,E, and FI, respectively. (See [8,25,42] for B, [10–12,14,21,
26,53] for qB, [24,25,30] for E, and [14,18,32] for FI.)
For a right R-module MR , we use NR  MR ,NR  MR , NR ess MR , and NR den MR to denote
that NR is a submodule of MR , NR is a fully invariant submodule of MR , NR is an essential sub-
module of MR , and NR is a dense submodule of MR , respectively. We let Z(MR) denote the singular
submodule of MR .
The notion I  R means that I is an ideal of a ring R . For a ring R , we use P(R), I(R), B(R),
Cen(R), and Matn(R) to denote the prime radical of R , the set of all idempotents of R , the set of
all central idempotents of R , the center of R , and the n-by-n matrix ring over R , respectively. For
a nonempty subset X of a ring R , 〈X〉R , R(X), and rR(X) denote the subring of R generated by X ,
the left annihilator of X in R , and the right annihilator of X in R , respectively. If R is a ring, we
let S(R) = {e ∈ R | e = e2 and ae = eae for all a ∈ R}. Elements of S(R) are called left semicentral
idempotents of R [10]. Similarly, the set Sr(R) of all right semicentral idempotents of R can be deﬁned.
Note that B(R) = S(R) ∩ Sr(R).
We use ER to denote the endomorphism ring End(E(RR)). Let QR = End(ER E(RR)). Note that
Q (R) = 1 · QR (i.e., the canonical image of QR in E(RR)) and that B(QR) = B(ER) [44, pp. 94–96].
Also, B(Q (R)) = {b(1) | b ∈ B(QR)} [43, p. 366]. Thus RB(ER) = RB(Q (R)). Recall that the ex-
tended centroid of R is Cen(Q (R)). If R is semiprime, then Cen(Q (R)) = Cen(Q m(R)) = Cen(Q s(R))
[43, pp. 389–390], where Q m(R) and Q s(R) denote the Martindale right ring of quotients of R and
the symmetric ring of quotients of R , respectively.
1. Notions of ring hulls
Since our overall goal is to determine the right essential overrings of a ring R which are in
a class K, we recall from [19] the notions of a K right ring hull and of a C pseudo right ring hull
of a ring R , where K is an arbitrary class of rings. To accomplish our goal, we use these ring hull
concepts in conjunction with the classes of rings which have some closure properties with respect to
right rings of quotients or right essential overrings.
Henceforth, we assume that all right essential overrings of R are R-submodules of a ﬁxed injective
hull E(RR) of RR and all right rings of quotients of R are subrings of a ﬁxed maximal right ring of
quotients Q (R) of R .
Deﬁnition 1.1. (See [19, Deﬁnition 2.1].) Let K denote a class of rings.
(i) The smallest right ring of quotients S of a ring R which belongs to K (when it exists) is called
the K absolute to Q (R) right ring hull of R . We denote S = Q̂K(R).
(ii) The smallest right essential overring S of a ring R which belongs to K (when it exists) is called
the K absolute right ring hull of R . We denote S = QK(R).
(iii) A minimal right essential overring of a ring R which belongs to K (when it exists) is called a K
right ring hull of R .
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right ideals of the rings in the classes, we recall the following deﬁnition.
Deﬁnition 1.2. (See [19, Deﬁnition 1.6].) Let R be a class of rings, K a subclass of R, and X a class
containing all sets of subsets of every ring. We say that K is a class determined by a property on right
ideals if there exist an assignment DK : R → X such that DK(R) ⊆ {right ideals of R} and a property
P such that each element of DK(R) has P if and only if R ∈ K.
We note that this deﬁnition appears in [19] but the authors had inadvertently omitted the words
“sets of” after the word “all”.
If K is a class determined by the particular property P such that a right ideal is essential in an
idempotent generated right ideal, then we say that K is a D-E class and use C to designate an arbitrary
D-E class. Note that every D-E class contains the class of right extending (hence right self-injective)
rings. Such classes of rings are the focus of our study in the remainder of this paper.
Some examples illustrating Deﬁnition 1.2 are (see [19]):
(1) K is the class of right Noetherian rings, DK(R) = {right ideals of R}, and P is the property that a
right ideal is ﬁnitely generated.
(2) K is the class of right Artinian rings, DK(R) = {right ideals of R}, and P is the property that a
right ideal I is ﬁnitely generated and for I = R , Soc((R/I)R) = 0. This follows from the fact that
R is right Artinian if and only if R is right Noetherian and right semiartinian [57, p. 189].
(3) K is the class of (von Neumann) regular rings, DK(R) = {principal right ideals of R}, and P is the
property that a right ideal is generated by an idempotent.
(4) K = B (resp., K = qB), DB(R) = {rR(X) | ∅ = X ⊆ R} (resp., DqB(R) = {rR(I) | I R  RR}), and P
is the property that a right ideal is generated by an idempotent.
(5) C = E (resp., C = FI), DE(R) = {I | I R  RR} (resp., DFI(R) = {I | I  R}).
In general, the classes of Baer and quasi-Baer rings are not D-E classes. To include these classes
in many of our results, we recall a deﬁnition and several results from [19]. A ring R is called right
essentially Baer (resp., right essentially quasi-Baer) if the right annihilator of any nonempty subset (resp.,
ideal) of R is right essential in a right ideal generated by an idempotent [19, Deﬁnition 1.1]. We use
eB and eqB to denote the class of right essentially Baer rings and the class of right essentially quasi-
Baer rings, respectively. We note that DeqB(R) = {rR(I) | I  R} for a ring R . In [19] it was shown
that eB (resp., eqB) properly contains E (resp., FI) and B (resp., qB).
Proposition 1.3. (See [19, Proposition 1.2].) Assume that R is a right nonsingular ring.
(i) If R ∈ eB (resp., R ∈ eqB), then R ∈ B (resp., R ∈ qB).
(ii) If R ∈ FI, then R ∈ qB.
Proposition 1.4. (See [9, Lemma 2.2] and [14, Theorem 4.7].) Let R be a semiprime ring. Then R ∈ FI if and
only if R ∈ qB if and only if R ∈ eqB if and only if for any I  R, there is e ∈ B(R) such that I R ess eRR .
Using [33], we say that an overring S of a ring R is (a right intrinsic extension) an ideal intrinsic
extension of R if every nonzero (right) ideal of S has a nonzero intersection with R . Note that if S is
a right essential overring of R then S is a right intrinsic extension of R . However a division ring is a
right intrinsic extension of each of its subrings but, in general, it is not a right essential overring (e.g.,
the real quaternion division algebra is a right intrinsic extension of Z, but it is not a right essential
overring). The next result generalizes [19, Corollary 1.8(i)].
Proposition 1.5. If RR is FI-extending. Then we have the following.
(i) If S is a right intrinsic extension of R, then S S is FI-extending.
(ii) If R is semiprime and S is an ideal intrinsic extension of R such that B(R) ⊆ B(S), then S is semiprime
and SS is FI-extending.
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I = eI ⊕ (1 − e)I . If (1 − e)I = 0, then 0 = (1 − e)I ∩ R ⊆ I ∩ R ⊆ eR , a contradiction. Hence I ⊆ eS .
Now let 0 = V S  eS S . Then 0 = V ∩ R ⊆ eS ∩ R = eR and so 0 = (V ∩ R) ∩ (I ∩ R) ⊆ V ∩ I . Therefore
I S ess eS S , so S ∈ FI.
(ii) Clearly, S is semiprime. The proof of part (i) can be adapted to this part by observing that in
the semiprime case the idempotent e is central in R (hence central in S) and that V can be taken to
be an ideal of S (see [14, Theorem 4.7] for more details). 
Next, we consider generating a right essential overring in a class K from a base ring R and some
subset of ER . In [19], to develop the theory of pseudo ring hulls for D-E classes C, we ﬁx DC(R) for
each ring R and deﬁne
δC(R) =
{
e ∈ I(ER)
∣∣ XR ess eE(RR) for some X ∈ DC(R)}.
Set δC(R)(1) = {e(1) | e ∈ δC(R)}. To ﬁnd a right essential overring S of R such that S ∈ C, one might
naturally look for a right essential overring T of R with δC(R)(1) ⊆ T and take S = 〈R ∪ δC(R)(1)〉T .
Deﬁnition 1.6. (Cf. [19, Deﬁnition 2.2].) Let S be a right essential overring of R . If δC(R)(1) ⊆ S and
〈R ∪ δC(R)(1)〉S ∈ C, then we call 〈R ∪ δC(R)(1)〉S the pseudo right ring hull of R with respect to S and
denote it by R(C, S). If S = R(C, S), then we say that S is a C pseudo right ring hull of R.
We notice that if δC(R)(1) ⊆ Q (R) and R has a C pseudo right ring hull, then the C pseudo right
ring hull is uniquely determined and it is R(C, Q (R)). In fact, if δC(R)(1) ⊆ Q (R) and T is a right
essential overring of R such that R(C, T ) exists, then R(C, T ) = R(C, Q (R)) by [19, Lemma 2.5].
The following example illustrates Deﬁnitions 1.1 and 1.6. In [19] we develop, in detail, the general
consequences of Deﬁnitions 1.1 and 1.6. The independence of these deﬁnitions is beneﬁcial in the
sense that they provide distinct tools for analyzing interconnections between a ring and its right
essential overrings relative to a class K. Also the following example shows that there is a quasi-Baer
ring R (hence R itself is a quasi-Baer right ring hull), but R does not have a unique right FI-extending
right ring hull.
Example 1.7. Let F be a ﬁeld. Consider the following subrings of Mat3(F ):
R =
{(a 0 x
0 a y
0 0 b
) ∣∣∣ a,b, x, y ∈ F} , H1 = ( F 0 F0 F F
0 0 F
)
,
H2 =
{(a+ b a x
0 b y
0 0 c
) ∣∣∣ a,b, c, x, y ∈ F} , and H3 = {(a+ b a xa b y
0 0 c
) ∣∣∣ a,b, c, x, y ∈ F} .
Then the following facts are illustrated in [19, Example 3.19].
(i) Z(RR) = 0 and R ∈ qB, but R is not right FI-extending.
(ii) H1, H2, and H3 are right FI-extending right ring hulls of R with H1 ∼= H2, but H1  H3 for
appropriate choices of F .
(iii) H1 is not a right FI-extending pseudo right ring hull of R .
(iv) R(FI, Q (R)) =
( F F F
F F F
0 0 F
)
.
The following example also illustrates Deﬁnition 1.1. In fact, there is a ring R which has mutually
isomorphic right FI-extending right ring hulls, but R has no quasi-Baer right essential overring.
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that extends its R-module scalar multiplication (i.e., E(RR) has a ring structure that is compatible
with its R-module scalar multiplication).
Example 1.8. Assume that n = pm , where p is a prime integer and m  2. Let A = Zn , the ring of
integers modulo n and let
R =
(
A A/J(A)
0 A/J(A)
)
,
where J(A) is the Jacobson radical of A. Then Q (R) = R by [15]. Further, from [15, Theorem 1]
E =
(
A ⊕ A/J(A) A/J(A)
A/J(A) A/J(A)
)
is an injective hull of RR , where the addition is componentwise and the R-module scalar multiplica-
tion is given by (
s + a b
c d
)(
t x
0 y
)
=
(
st + at sx+ ax+ by
ct cx+ dy
)
,
where a, x ∈ A/J(A), etc. denote canonical images of a, x ∈ A.
It is shown in [15, Theorem 1] that the ring R is right Osofsky compatible. Let Soc(A) denote the
socle of A. By a direct computation using the associativity of multiplication and the distributivity of
multiplication over addition, we get that {(E,+,◦(α,β)) | α,β ∈ Soc(A)} is the set of all compatible ring
structures on E(RR), where the addition is componentwise and the multiplication ◦(α,β) is deﬁned by(
s1 + a1 b1
c1 d1
)
◦(α,β)
(
s2 + a2 b2
c2 d2
)
=
(
x y
z w
)
,
where
x = s1s2 + αa1a2 + βc1a2 + (−β)s1c2 + αb1c2 + βd1c2 + a1a2 + a1s2 + s1a2 + b1c2,
y = a1b2 + s1b2 + b1d2, z = c1a2 + c1s2 + d1c2, and w = c1b2 + d1d2.
Thus E has exactly |Soc(A)|2 = p2 ring structures extending the R-module scalar multiplication (i.e.,
compatible ring structures). Deﬁne θ(α,β) : (E,+,◦(α,β)) → (E,+,◦(0,0)) by
θ(α,β)
[(
s + a b
c d
)]
=
(
s + a+ (−α)a + (−β)c b
c d
)
.
Then θ(α,β) is a ring isomorphism. Hence (E,+,◦(α,β)) are all isomorphic. Let e =
( 1−1 0
0 0
) ∈
(E,+,◦(0,0)) and f =
( 1 0
0 1
) ∈ (E,+,◦(0,0)). Then e and f are central idempotents in (E,+,◦(0,0)) and
e+ f = 1. Thus (E,+,◦(0,0)) ∼= e(E,+,◦(0,0))⊕ f (E,+,◦(0,0)) ∼= A⊕Mat2(A/J(A)). Hence (E,+,◦(0,0))
is a QF-ring, and so all (E,+,◦(α,β)) are QF-rings for α,β ∈ Soc(A). Let
T =
(
A ⊕ A/J(A) A/J(A)
0 A/J(A)
)
.
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is compatible with its R-module scalar multiplication. Also, {(T ,+,◦(α,0)) | α ∈ Soc(A)} is the set
of all compatible ring structures on T , where the multiplication ◦(α,0) is the restriction of ◦(α,β)
on E to T for β ∈ Soc(A). Hence (T ,+,◦(α,0)) is a subring of (E,+,◦(α,β)) for each β ∈ Soc(A).
Deﬁne λ(α,0) : (T ,+,◦(α,0)) → (T ,+,◦(0,0)) by λ(α,0)[
( s+a b
0 d
)] = ( s+(−α)a+a b
0 d
)
. Then we see that λ(α,0)
is a ring isomorphism.
We note that all right essential overrings of R are {(E,+,◦(α,β)) | α,β ∈ Soc(A)},
{(T ,+,◦(α,0)) | α ∈ Soc(A)}, and R itself.
Take g = ( 1 0
0 0
) ∈ R . Then g = g2 ∈ R and gRg ∼= A. Note that A is not quasi-Baer. Thus R is
not quasi-Baer by [26, Lemma 2] or [18, Theorem 3.2]. Next observe that e = ( 1−1 0
0 0
) ∈ T . Then
e(T ,+,◦(0,0))e ∼= A, which is not quasi-Baer. Thus (T ,+,◦(0,0)) is not quasi-Baer by [26, Lemma 2]
or [18, Theorem 3.2]. So all (T ,+,◦(α,0)) with α ∈ Soc(A) cannot be quasi-Baer since (T ,+,◦(α,0)) ∼=
(T ,+,◦(0,0)). Further, e(E,+,◦(0,0))e ∼= A is not quasi-Baer, so (E,+,◦(0,0)) is not quasi-Baer again
from [26, Lemma 2] or [18, Theorem 3.2]. Thus (E,+,◦(α,β)) cannot be quasi-Baer for α,β ∈ Soc(A)
since (E,+,◦(α,β)) ∼= (E,+,◦(0,0)). Hence R has no quasi-Baer right essential overring.
Finally, let I = ( J(A) 0
0 0
)
 R . Then there is no h = h2 ∈ R with I R ess hRR . Hence R is not
right FI-extending. Note that f = ( 1 0
0 1
) ∈ T . Thus (T ,+,◦(0,0)) = e(T ,+,◦(0,0)) ⊕ f (T ,+,◦(0,0)) ∼=
A ⊕ T2(A/J(A)), where T2(−) is the 2-by-2 upper triangular matrix ring over a ring. From [14, Theo-
rem 1.3 and Corollary 2.5], (T ,+,◦(0,0)) is right FI-extending. Thus all (T ,+,◦(α,0)) with α ∈ Soc(A)
are right FI-extending. Therefore the (T ,+,◦(α,0)) with α ∈ Soc(A) are right FI-extending right ring
hulls of R .
2. Transference of properties between R and overrings
In this section, we show how various types of information transfer between R and RB(Q (R)).
Indeed, we prove that the properties of lying over, going up, and incomparability of prime ideals
hold between R and RB(Q (R)) and so do the π -regularity and classical Krull dimension properties.
Moreover, we show that 	(R) = 	(RB(Q (R))) ∩ R , where 	 is a special radical. This transference of
information is useful to obtain various results in Sections 3 and 4 (e.g., Corollary 3.6, Theorem 3.8,
and Theorem 3.13, etc.). We use LO, GU, and INC for “lying over”, “going up”, and “incomparability”
[56, p. 292], respectively.
Lemma 2.1. Assume that R is a subring of a ring T and E ⊆ S(T )∪ Sr(T ). Let S be the subring of T generated
by R and E.
(i) If K is a prime ideal of S, then R/(K ∩ R) ∼= S/K .
(ii) LO, GU, and INC hold between R and S. In particular, LO, GU, and INC hold between R and RB(Q (R)).
Proof. (i) Deﬁne θ : R → S/K by θ(r) = r + K . Note that for e ∈ E, the idempotent e+ K of the prime
ring S/K is either left or right semicentral. So e + K is central, hence it is either 0 or 1 in S/K . Thus
θ is a ring epimorphism. Also Ker(θ) = K ∩ R . Thus R/(K ∩ R) ∼= S/K .
(ii) (LO) Assume that P is a prime ideal of R . By Zorn’s lemma, there exists an ideal K of S
maximal with respect to K ∩ R ⊆ P . Then K is a prime ideal of S . By (i), R/(K ∩ R) ∼= S/K . Since
P/(K ∩ R) is a prime ideal of R/(K ∩ R)(∼= S/K ), there is a prime ideal K0 of S such that K ⊆ K0,
K0/K is a prime ideal of S/K , and K0 ∩ R = P . Therefore LO holds.
(GU) Suppose that P1 ⊆ P2 are prime ideals of R and K1 is a prime ideal of S such that
K1 ∩ R = P1. Then as in (LO), R/P1 ∼= S/K1. By the same argument for (LO), there is a prime ideal K2
of S such that K1 ⊆ K2 and K2 ∩ R = P2. Thus GU holds.
(INC) Suppose that K1, K2 are prime ideals of S and P is a prime ideal of R such that K1 ∩ R =
K2 ∩ R = P . Assume to the contrary that K1 ⊆ K2. Then 0 = (K2 ∩ R)/P ∼= K2/K1 as in the argument
for (LO). So K1 = K2. 
334 G.F. Birkenmeier et al. / Journal of Algebra 322 (2009) 327–352We note that Lemma 2.1 generalizes results of Beidar and Wisbauer [6, pp. 89–90] for RB(Q (R)).
Recall that a ring R is left π -regular if for each a ∈ R there exist b ∈ R and a positive integer n such
that an = ban+1. Observe from [29] that the class of special radicals includes most well known radicals
(e.g., the prime radical, the Jacobson radical, the Brown–McCoy radical, the nil radical, the generalized
nil radical, etc.). For a ring R , the classical Krull dimension kdim(R) is the supremum of all lengths of
chains of prime ideals of R .
Theorem2.2. Assume that R is a subring of a ring T andE ⊆ S(T )∪Sr(T ). Let S be the subring of T generated
by R and E. Then we have the following.
(i) 	(R) = 	(S) ∩ R, where 	 is a special radical. In particular, 	(R) = 	(RB(Q (R))) ∩ R.
(ii) R is left π -regular if and only if S is left π -regular. Hence, R is left π -regular if and only if RB(Q (R)) is
left π -regular.
(iii) kdim(R) = kdim(S). Thus, kdim(R) = kdim(RB(Q (R))).
(iv) If S is (von Neumann) regular, then so is R.
Proof. (i) Let K be a prime ideal of S such that S/K is in the special class of 	. By Lemma 2.1(i),
R/(K ∩ R) is in the special class of 	. Thus 	(R) ⊆ 	(S) ∩ R . In an analogous fashion using the proof
of LO in Lemma 2.1, we obtain 	(S) ∩ R ⊆ 	(R).
(ii) It is a consequence of Lemma 2.1 and [35, Theorem 2.1].
(iii) This follows immediately from Lemma 2.1(ii).
(iv) Since S is (von Neumann) regular, R is semiprime by (i). Let I1 ⊆ I2 ⊆ · · · be a chain of
semiprime ideals of R , and let Jn be the intersection of all prime ideals of S containing In for n =
1,2, . . . . Clearly J1 ⊆ J2 ⊆ · · · is a chain of semiprime ideals of S . From Lemma 2.1, LO guarantees
that Jn ∩ R = In . Since S/(⋃ Jn) is semiprime, left or right semicentral idempotents of S/(⋃ Jn)
are central. By applying Lemma 2.1 and part (i) to S/(
⋃
Jn) and its subring (R + (⋃ Jn))/(⋃ Jn), it
follows that (R+ (⋃ Jn))/(⋃ Jn)(∼= R/(⋃ In)) is semiprime, hence ⋃ In is a semiprime ideal. Next, let
P be a prime ideal of R . Then, by LO in Lemma 2.1, there is a prime ideal K of S such that P = K ∩ S
and R/P ∼= S/K . Since S/K is (von Neumann) regular, so is R/P . By [35, Theorem 1.1], the ring R is
(von Neumann) regular. 
For simplicity, we have chosen E as indicated in Lemma 2.1 and Theorem 2.2; however these
results remain valid, more generally, if E is a set of idempotents each taken from some set of left
(or right) triangulating idempotents of T (see [10]). To see this, note that if R is semiprime, then
S(R) = Sr(R) = B(R). Since an idempotent from a set of left (or right) triangulating idempotents is
deﬁned using semicentral idempotents (see [10]), such an idempotent is central if R is semiprime.
It can be seen that the proofs of Lemma 2.1 and Theorem 2.2 are true for this more general choice
of E. The following example illustrates Lemma 2.1 and Theorem 2.2 in a natural way, where E is a
collection of triangulating idempotents (not all of which are semicentral).
Example 2.3. Let T be the ℵ0-by-ℵ0 upper triangular matrix ring over a ring A. Let E be a subset
of {Ki ∈ T | Ki has 1 in the (i, i)-position, 0 or 1 in the (i, j)-position for i < j, and 0 elsewhere}. To
see that each Ki is in some set of left triangulating idempotents of T , let X be the matrix with 1 in
the (h,h)-position for 1 h < i and 0 elsewhere. Then X ∈ S(T ). Let Y be the matrix with 1 in the
( j, j)-position for i < j, −1 in the (i, j)-position whenever 1 appears in the (i, j)-position of Ki , and
0 elsewhere. Then Y ∈ Sr(T ). Then {X, Ki, Y } is a set of left triangulating idempotents of T . Let R be
the subring of T consisting of diagonal matrices with the same entry from A in all main diagonal
positions. Take S to be the subring of T generated by R and E.
From Theorem 2.2(i), one might expect that 	(R)S = 	(S). But this does not hold. Let S be the
2-by-2 upper triangular matrix ring over a ﬁeld and R the diagonal subring of S . Then S is generated
by R and S(S) ∪ Sr(S). But 0 = P(R)S = P(S). Moreover, this example shows that the converse of
Theorem 2.2(iv) is not true.
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In Example 1.7 of Section 1, we have seen that, in general, C right ring hulls and C pseudo right
ring hulls are distinct and may not be unique (when they exist) even if the ring is right nonsingular.
Also in Example 1.8, there is a ring where all right FI-extending ring hulls are mutually isomorphic,
but it does not have a quasi-Baer right essential overring. However, the semiprime condition on the
ring rescues us from this somewhat chaotic situation, for the classes C = FI or C = eqB. By apply-
ing our results from previous sections, we prove in Theorem 3.3 that when R is a semiprime ring,
Q̂FI(R) = Q̂qB(R) = R(FI, Q (R)) = RB(Q (R)). Through its corollaries, this result connects disparate
classes of rings. For example: (1) it generalizes Mewborn’s characterization of a Baer hull for a com-
mutative semiprime ring [47, Proposition 2.5]; (2) it allows us to quickly obtain Yoshimura’s key
result on the description of Q (R), where R is a right nonsingular right GFC ring [60, Theorem 2.8];
(3) it completes a result of Parmenter and Zhou on a right extending group ring [51, Theorem 2.9];
and (4) it yields that if Q (R) is semiprime then E(RR) is a right FI-extending ring whenever E(RR)
has a ring multiplication which extends its R-module scalar multiplication. Examples are provided to
delineate our results.
Also we investigate the passage of various conditions between a ring R and certain right essential
overrings containing Q̂qB(R). We show that a semiprime ring R is (von Neumann) regular if and only
if Q̂qB(R) is (von Neumann) regular. Moreover, we prove that a semiprime ring R has bounded index
at most n if and only if Q̂qB(R) has bounded index at most n. When R is semiprime, we provide
examples showing that Q̂qB(R) is an optimal choice among the right essential overrings of R for
which the transference of certain properties occurs.
The following result is useful for the proof of Theorem 3.3. It is also of independent interest.
Proposition 3.1. Let R be a semiprime ring. Then rQ (R)(Q (R)I Q (R)) = rQ (R)(I) for any I  R.
Proof. Let I  R . Clearly rQ (R)(I Q (R)) ⊆ rQ (R)(I). Let a ∈ rQ (R)(I) and ∑ xiqi ∈ I Q (R) with xi ∈ I
and qi ∈ Q (R), and assume that (∑ xiqi)a = 0. Since RR den Q (R)R , there exists s1 ∈ R with
(
∑
xiqi)as1 = 0 and as1 ∈ R . So as1 ∈ R ∩ rQ (R)(I) = rR(I) = R(I) since R is semiprime. Also there
is s2 ∈ R with 0 = (∑ xiqi)as1s2 ∈ R . Let y = (∑ xiqi)as1s2. Then (yR)2 = yRyR ⊆ yR I Q (R) = 0,
a contradiction. Thus rQ (R)(I) = rQ (R)(I Q (R)) = rQ (R)(Q (R)I Q (R)). 
Lemma 3.2. If R is a right Osofsky compatible ring, then Cen(Q (R)) ⊆ Cen(E(RR)).
Proof. Let q ∈ Cen(Q (R)) and v ∈ E(RR). Deﬁne hq,hv ∈ ER = End(E(RR)) by hq(x) = qx and
hv(x) = vx for x ∈ E(RR). Since Q (R) can be identiﬁed with the double commutatant of E(RR)
[43, pp. 366–367], Cen(Q (R)) = Cen(ER). So qv = q(v(1)) = (hq ◦hv)(1) = (hv ◦hq)(1) = v(q(1)) = vq.
Thus Cen(Q (R)) ⊆ Cen(E(RR)). 
In the following theorem, we establish the existence and uniqueness of quasi-Baer and right
FI-extending right ring hulls of a semiprime ring. This result indicates the ubiquity of the right
FI-extending and quasi-Baer ring hulls by showing that every nonzero ring R has a nontrivial ho-
momorphic image, R/P(R), which has each of these hulls. Mewborn [47] showed the existence of a
Baer (absolute) hull for a commutative semiprime ring. Our next theorem also generalizes Mewborn’s
result since a commutative quasi-Baer ring is a Baer ring.
Theorem 3.3. Let R be a semiprime ring. Then we have the following.
(i) Q̂FI(R) = RB(Q (R)) = R(FI, Q (R)).
(ii) Q̂qB(R) = Q̂ eqB(R) = RB(Q (R)) = R(eqB, Q (R)).
(iii) If R is right Osofsky compatible, then RB(Q (R)) = QFI(R) = QqB(R) = Q eqB(R).
Proof. (i) and (ii) First we show that RB(Q (R)) = R(FI, Q (R)). For this, take I  RB(Q (R)). From
[1, Theorem 7], I RB(Q (R)) ess eQ (R)RB(Q (R)) for some e ∈ B(Q (R)). Hence RB(Q (R)) ∈ FI. Let T
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RB(Q (R)) = Q̂FI(R). From Proposition 1.4, RB(Q (R)) = Q̂qB(R) = Q̂ eqB(R). Also from [1, Theo-
rem 7] and [19, Lemma 2.16(i)], B(Q (R)) ⊆ δFI(R)(1). Using [19, Theorem 2.17(i)], where we take
C = FI, T = Q (R), and δ(1) = B(Q (R)), yields that RB(Q (R)) = R(FI, Q (R)).
To prove that RB(Q (R)) = R(eqB, Q (R)), let g ∈ δeqB(R). Then there exists J  R such that
rR( J )R ess gQ (R)R . By [1, Theorem 7], rR( J )R ess cQ (R)R for some c ∈ B(Q (R)). Hence from
[19, Lemma 2.16(i)], g(1) = c. So δeqB(R)(1) ⊆ B(Q (R)).
Next take c ∈ B(ER) and let e = c(1). Note that e ∈ B(Q (R)). Let I = R ∩ (1 − e)Q (R). Since
I R ess (1 − e)Q (R)R , Q (R)I Q (R)Q (R) ess (1 − e)Q (R)Q (R). So Q (R)I Q (R)R ess (1 − e)Q (R)R by
[19, Lemma 1.4(i)] because RR den Q (R)R . Since RB(Q (R)) ∈ FI, Q (R) ∈ qB by Propositions 1.4
and 1.5. So there is f ∈ S(Q (R)) with rQ (R)(Q (R)I Q (R)) = f Q (R). Notice that eQ (R) ⊆ f Q (R). As-
sume that (1− e) f = 0 and let K = (1− e)Q (R)∩ f Q (R). Then 0 = (1− e) f ∈ K since f ∈ S(Q (R)).
Now K ∩ Q (R)I Q (R) = 0 since Q (R) is semiprime. But Q (R)I Q (R)R ess (1 − e)Q (R)R . Hence
K = 0, a contradiction. Thus (1 − e) f = 0, so f = ef = f e = e. From Proposition 3.1, rQ (R)(I) =
rQ (R)(Q (R)I Q (R)) = f Q (R). Hence rR(I)R = (rQ (R)(I) ∩ R)R ess f Q (R)R = eQ (R)R = cQ (R)R . So
c ∈ δeqB(R). Hence δeqB(R) = B(ER). Therefore δeqB(R)(1) = B(ER)(1) = B(Q (R)).
Consequently, RB(Q (R)) = R(eqB, Q (R)) and the proof of parts (i) and (ii) is complete.
(iii) Let T be a right FI-extending right essential overring of R such that T is a subring
of E(RR). Hence TT ess E(RR)T . By [9, Lemma 3.10], B(E(RR)) ⊆ T . From Lemma 3.2, B(Q (R)) ⊆ T .
Now [19, Lemma 2.5] yields that T is right essential overring of RB(Q (R)). Using Proposition 1.4,
RB(Q (R)) = QFI(R) = QqB(R) = Q eqB(R). 
Theorem 3.3 motivates us to raise the following question.
Question. If R is semiprime, then is RB(Q (R)) = QFI(R)?
In Example 1.7, Q (R) is semiprime, however RB(Q (R)) is not right FI-extending. On the other
hand, in [13, Example 2.4], there is a ring R with Q (R) semiprime, but RB(Q (R)) is not quasi-Baer.
Thus the hypothesis of Theorem 3.3 that “R is semiprime” cannot be relaxed to “Q (R) is semiprime”
for either the quasi-Baer condition or the right FI-extending condition.
Since idempotents as well as various properties lift modulo the prime radical, Theorem 3.3 pro-
vides a mechanism for transferring information between an arbitrary ring R and Q̂qB(R/P(R)) (or
Q̂FI(R/P(R))) via R
μ−→ R/P(R) ι↪→ Q̂qB(R/P(R)), where μ is the natural homomorphism and ι is
the inclusion. Corollary 3.14 illustrates this mechanism.
Recall from [9] that a ring R is said to be generated by faithful right cyclics (right GFC), if every
faithful cyclic right R-module generates the category of right R-modules. This concept generalizes
that of a right FPF ring [32]. Our next corollary contains the key result of [60, Theorem 2.8].
Corollary 3.4. Let R be a semiprime right GFC ring. Then we have the following.
(i) QqB(R) = RB(Q (R)) and it is right GFC.
(ii) Q (R) is a (von Neumann) regular right self-injective FPF ring with bounded index.
Proof. (i) By [59, Corollary 6], Z(RR) = 0. Thus QqB(R) = Q̂qB(R) = RB(Q (R)) from Theorem 3.3.
Let T = QqB(R) and YT  TT such that Y contains no nonzero ideal of T . So Y ∩ R contains no
nonzero ideal of R . By the proof of [19, Theorem 1.7(ii)], R(Y ) = R(Y ∩ R). Since R is right GFC,
R(Y ∩ R)R = R from [9, Lemma 1.1]. So T (Y )T = T . Hence QqB(R) is right GFC.
(ii) Since QqB(R) is right GFC, Q (R) = Q (QqB(R)) is a (von Neumann) regular right self-injective
FPF ring with bounded index by [9, Theorems 2.8 and 3.5]. 
Lemma 3.5. Let T be an overring of a ring R and { f1, . . . , fk} ⊆ B(T ). Then there exists a set of orthogonal
idempotents {e1, . . . , em} ⊆ B(T ) such that∑ki=1 f i R ⊆∑mi=1 ei R.
Proof. The proof is similar to that of [48, Lemma 3.2]. 
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and RB(Q (R)) is biregular. Also in [6, Proposition 4.4] they show that R is (von Neumann) regular
and biregular if and only if RB(Q (R)) is (von Neumann) regular and biregular. The following corollary
complements their results.
Corollary 3.6. For a ring R, the following are equivalent.
(i) R is (von Neumann) regular.
(ii) RB(Q (R)) is (von Neumann) regular.
(iii) R is semiprime and Q̂qB(R) is (von Neumann) regular.
Proof. Assume that R is (von Neumann) regular. Let q ∈ RB(Q (R)). By Lemma 3.5, q = a1e1 + · · · +
amem ∈ RB(Q (R)), where ai ∈ R , ei ∈ B(Q (R)), and ei are mutually orthogonal. Since R is (von Neu-
mann) regular, there is bi ∈ R with ai = aibiai for each i. Let p = b1e1 + · · · + bmem ∈ RB(Q (R)). Then
q = qpq, so RB(Q (R)) is (von Neumann) regular. The rest of the proof follows from Theorem 2.2(iv)
and the fact that Q̂qB(R) = RB(Q (R)) by Theorem 3.3(ii) when R is semiprime. 
Lemma 2.1 and Corollary 3.6 show a transference of properties between R and RB(Q (R)) or
Q̂qB(R). Our next example indicates that this transference, in general, fails between R and its right
rings of quotients which properly contain RB(Q (R)) or Q̂qB(R).
Example 3.7. Let Z[G] be the group ring of the group G = {1, g} over the ring Z. Then Z[G] is
semiprime and Q (Z[G]) = Q[G]. Note that B(Q[G]) = {0,1, (1/2)(1 + g), (1/2)(1 − g)}. Thus, using
Theorem 3.3(ii), Z[G]  Q̂qB(Z[G]) = {(a+ c/2+d/2)+ (b+ c/2−d/2)g | a,b, c,d ∈ Z}  Z[1/2][G] ⊆
Q[G], where Z[1/2] = 〈Z ∪ {1/2}〉Q .
In this case, for example, LO does not hold between Z[G] and Z[1/2][G]. Assume to the contrary
that LO holds. From [54, Theorem 4.1], LO holds between Z and Z[G]. Hence there exists a prime ideal
P of Z[G] such that P ∩Z = 2Z. By LO, there is a prime ideal K of Z[1/2][G] such that K ∩Z[G] = P .
Now K ∩ Z[1/2] = K0 is a prime ideal of Z[1/2]. So K0 ∩ Z = K ∩ Z[1/2] ∩ Z = K ∩ Z = 2Z. Thus
2 ∈ K0. But since K0 is an ideal of Z[1/2], 1 = 2 · (1/2) ∈ K0, a contradiction.
Next, Q[G] is (von Neumann) regular but Z[G] is not, so Corollary 3.6 does not hold for right rings
of quotients properly containing RB(Q (R)) or Q̂qB(R).
By [39, Proposition 4] a semiprime ring R with bounded index is right and left nonsingular. Thus
in this case Q̂qB(R) = QqB(R).
Theorem 3.8. Let R be a semiprime ring. Then R has bounded index at most n if and only if QqB(R) has
bounded index at most n. In particular, if R is reduced, then QqB(R) = QB(R) and it is reduced.
Proof. Assume that R has bounded index at most n. Let q ∈ QqB(R). Then from Lemma 3.5, q =
a1e1 + · · · + atet, where ai ∈ R , ei ∈ B(Q (R)), and ei are mutually orthogonal. Suppose that qk = 0.
So qk = ak1e1 + · · · + akt et = 0. Thus aki ei = 0 for all i. Note that B(Q (R)) = B(Q m(R)). Hence there is
Ii  R with R(Ii) = 0 and ei Ii ⊆ R . Therefore aki ei Ii = 0 and ei Ii ⊆ rR(aki ). Since R has bounded index
at most n, rR(aki ) = rR(ani ) by [39, Proposition 2], so ei Ii ⊆ rR(ani ). Thus ani ei Ii = 0, hence ani ei = 0 for
each i. Therefore qn = (a1e1 + · · ·+ atet)n = an1e1 + · · ·+ ant et = 0. Thus QqB(R) has bounded index at
most n. The converse is clear.
If R is reduced, then QqB(R) is a reduced quasi-Baer ring, so it is a Baer ring. Let T be an
intermediate ring between R and E(RR)(= Q (R)) such that T ∈ B. Then T ∈ qB. Hence QqB(R) ⊆ T
by Theorem 3.3. Therefore QqB(R) = QB(R). 
We note that if R is a domain which is not right Ore, then R = QqB(R) has bounded index 1, but
Q (R) does not have bounded index. So we cannot replace “QqB(R)” with “Q (R)” in Theorem 3.8.
An immediate consequence of Corollary 3.6 and Theorem 3.8 is the next result which generalizes
[48, Proposition 3.3].
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In Theorem 3.3, for every semiprime ring R , we show that Q̂qB(R) and Q̂FI(R) exist. Also as we
see in Theorem 3.8, a semiprime ring with bounded index 1 (i.e., a reduced ring) always has a Baer
absolute right ring hull. However a Baer absolute right ring hull does not exist even for prime PI-rings
with bounded index 2, as shown in our next example.
Example 3.10. For a ﬁeld F and a positive integer k > 1, let R = Matk(F [x, y]), where F [x, y] is the
ordinary polynomial ring over F . Then R is a prime PI-ring with bounded index k. (In particular, if
k = 2, then R has bounded index 2.) Now R has the following properties (observe that Q (R) = E(RR),
hence Q̂K(R) = QK(R) for any class K of rings).
(i) QB(R) does not exist.
(ii) QE(R) does not exist.
Since R is prime, R = QqB(R) = QFI(R). We claim that QB(R) does not exist (the same ar-
gument shows that QE(R) does not exist). Assume to the contrary that QB(R) exists. Note that
F (x)[y] and F (y)[x] are Prüfer domains. So Matk(F (x)[y]) and Matk(F (y)[x]) are Baer rings [42, p. 17,
Exercise 3] (and right extending rings [30, pp. 108–109]). Note that Q (R) = Matk(F (x, y)). Hence
QB(R) ⊆ Matk(F (x)[y]) ∩ Matk(F (y)[x]) = Matk(F (x)[y] ∩ F (y)[x]). To see that F (x)[y] ∩ F (y)[x] =
F [x, y], let
γ (x, y) = f0(x)/g0(x) +
(
f1(x)/g1(x)
)
y + · · · + ( fm(x)/gm(x))ym
= h0(y)/k0(y) +
(
h1(y)/k1(y)
)
x+ · · · + (hn(y)/kn(y))xn ∈ F (x)[y] ∩ F (y)[x]
with f i(x), gi(x) ∈ F [x], h j(y),k j(y) ∈ F [y], and gi(x) = 0,k j(y) = 0 for i = 0,1, . . . ,m, j = 0,1, . . . ,n.
Let F be the algebraic closure of F . If deg g0(x) 1, then there is α ∈ F with g0(α) = 0. So γ (α, y)
cannot be deﬁned. But γ (α, y) = h0(y)/k0(y) + (h1(y)/k1(y))α + · · · + (hn(y)/kn(y))αn , a contra-
diction. Thus g0(x) ∈ F . Similarly, g1(x), . . . , gm(x) ∈ F . Hence γ (x, y) ∈ F [x, y]. Therefore F (x)[y] ∩
F (y)[x] = F [x, y]. Hence QB(R) = Matk(F (x)[y] ∩ F (y)[x]) = Matk(F [x, y]). Thus Matk(F [x, y]) ∈ B,
a contradiction because F [x, y] is a non-Prüfer domain [42, p. 17, Exercise 3].
A ring is called right Utumi [57, p. 252] if it is right nonsingular and right cononsingular. (Recall
that a ring R is called right cononsingular if any right ideal I of R with R(I) = 0 is right essential
in R .) The existence of Baer right ring hulls shown in [47] for the case of commutative semiprime
rings and in [41] for the case of reduced Utumi rings, now follow directly from the next corollary
(see [49] for the existence of Baer right ring hulls of commutative (von Neumann) regular rings by a
sheaf theoretic method). We use qCon to denote the class of right quasi-continuous rings.
Corollary 3.11. A reduced ring R is right Utumi if and only if RB(Q (R)) = QE(R) = QqCon(R) = QB(R).
Proof. Since R is reduced, RB(Q (R)) = QqB(R) = QB(R) by Theorem 3.8. Since Q (R) =
Q (RB(Q (R)), if R is right Utumi, then RB(Q (R)) is right Utumi by [57, p. 254, Proposition 5.2].
From [25, Theorem 2.1], RB(Q (R)) ∈ E, so RB(Q (R)) ∈ qCon because RB(Q (R)) is reduced by
Theorem 3.8 or [57, p. 254, Proposition 5.2]. From Theorem 3.3, RB(Q (R)) = QFI(R). Hence
RB(Q (R)) = QE(R) = QqCon(R). Conversely, if RB(Q (R)) = QE(R), then RB(Q (R)) is right conon-
singular [25, Theorem 2.1]. Hence RB(Q (R)) is right Utumi. Since Q (R) = Q (RB(Q (R)), [57, p. 254,
Proposition 5.2] yields that R is right Utumi. 
There is a non-reduced right Utumi ring R for which the equalities RB(Q (R)) = QqCon(R) and
QE(R) = QqCon(R) in Corollary 3.11 do not hold, as the following example shows.
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R is right Utumi by [57, p. 252, Proposition 4.9]. We show that R is not right quasi-continuous.
For this, let Eij denote the matrix in R with 1 in the (i, j)-position and 0 elsewhere. Take f1 =
xE11 + (1 − x)E12 + xE21 + (1 − x)E22 and f2 = xE12 + E22 in R . Then f1 = f 21 , f2 = f 22 and
f1R ∩ f2R = 0. Also ( f1R ⊕ f2R)R ess f RR since the uniform dimension of f RR is 2, where
f = E11 + E22 ∈ R . If there is an idempotent g ∈ R such that f1R ⊕ f2R = gR , then gRR ess f RR .
So gR = f R by the modular law. But this is impossible because (x2 + 1)E11 + E12 ∈ f R \ gR . There-
fore R is not right quasi-continuous. Now RB(Q (R)) = R = QqCon(R). Also by [30, Lemma 12.8 and
Corollary 12.10], R ∈ E, so R = QE(R). Thus QE(R) = QqCon(R).
From [22, Theorem 3.15], we obtain the following structure theorem for Q̂qB(R) when R is
a semiprime ring with only ﬁnitely many minimal prime ideals. It is used for a characterization
of C∗-algebras with only ﬁnitely many minimal prime ideals in [22, Section 4].
Theorem 3.13. Let R be a ring. Then the following are equivalent.
(i) R is semiprime and has exactly n minimal prime ideals.
(ii) Q̂qB(R) is a direct sum of n prime rings.
(iii) Q̂qB(R) ∼= R/P1 ⊕ · · · ⊕ R/Pn, where each Pi is a minimal prime ideal of R.
Corollary 3.14. Let R be a ring and n a positive integer. Then the following are equivalent.
(i) R has exactly n minimal prime ideals.
(ii) Q̂qB(R/P(R)) is a direct sum of n prime rings.
In either case, Q̂qB(R/P(R)) ∼= R/P1 ⊕ · · · ⊕ R/Pn, where {P1, . . . , Pn} is the set of all minimal prime
ideals of R.
Theorem 3.15. Let T be an overring of RB(Q (R)), where R is a semiprime ring. If T satisﬁes any of the
following conditions, then T is semiprime, quasi-Baer and right FI-extending.
(i) T is a right essential overring of R.
(ii) T is a right intrinsic extension of R.
(iii) X ∩ R = 0 for any nonzero (R, T )-subbimodule X of T .
(iv) T is an ideal intrinsic extension of R and B(Q (R)) ⊆ B(T ).
Proof. Note that (i) ⇒ (ii) ⇒ (iii) and that T is semiprime under each of (i)–(iv). So assume that
condition (iii) holds. First to prove that T is right FI-extending, let 0 = I  T . By [1, Theorem 7], there
is e ∈ B(Q (R)) with (I ∩ R)R ess eQ (R)R . We claim that I ⊆ eT . For this, assume to the contrary
that (1 − e)I = 0. Since (1 − e)I is an (R, T )-subbimodule of T , 0 = V = R ∩ (1 − e)I . If V I = 0,
then 0 = R ∩ V I because V I is an (R, T )-subbimodule of T . Now 0 = R ∩ V I ⊆ R ∩ I ⊆ eQ (R), a
contradiction. Hence V I = 0, so V 2 = 0, contrary to R is semiprime. Therefore (1− e)I = 0, so I ⊆ eT .
Let X = eT ∩T (I). If X = 0, then X∩R = 0 because X is an (R, T )-subbimodule of T . Since X∩R ⊆
eQ (R), 0 = X ∩ R ∩ I ⊆ eT ∩ T (I) ∩ I , a contradiction. Thus eT ∩ T (I) = 0. Since T is semiprime,
IT ess eTT . Therefore T is right FI-extending. By Proposition 1.4, T is quasi-Baer.
(iv) By Proposition 1.5(ii), T is semiprime right FI-extending. Hence, from Proposition 1.4, T is
quasi-Baer. 
From Theorems 3.3 and 3.15, we get the following result which generalizes [47, Proposition 2.2].
Corollary 3.16. Let R be a semiprime ring and T a right ring of quotients of R. Then T is quasi-Baer (hence
right FI-extending) if and only if B(Q (R)) ⊆ T .
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(i) If R is a semiprime ring, then the central closure of R, the normal closure of R, Q m(R), Q s(R), and Q (R)
are all quasi-Baer and right FI-extending.
(ii) Assume that Q (R) is semiprime. Then Q (R) is quasi-Baer and right FI-extending. Also there exists a right
essential overring of R containing Q (R) which is maximal with respect to being quasi-Baer (or right FI-
extending).
Proof. It follows from Theorem 3.15, Proposition 1.4, Proposition 1.5, and Zorn’s lemma. 
In [34, p. 1516], Ferrero has shown that Q s(R) ∈ qB for a semiprime ring R . There is a semiprime
ring R for which neither Q m(R) nor Q s(R) is Baer. In fact, there is a simple ring R given by Zalesski
and Neroslavskii [36] which is not a domain and 0, 1 are its only idempotents. Then Q m(R) = R (and
hence Q s(R) = R). In this case, Q m(R) is not a Baer ring.
In [50, p. 412] Osofsky poses the question: If E(RR) has a ring multiplication which extends its right R-
module scalar multiplication, must E(RR) be a right self-injective ring? Example 3.19 below shows that this
is not true in general. We can, however, show that the ring E(RR) does satisfy the right FI-extending
property—a generalization of right self-injectivity, for the case when the ring R is right FI-extending
or when Q (R) is semiprime.
Corollary 3.18. Let R be a right Osofsky compatible ring. If R has a right FI-extending right essential overring
which is a subring of E(RR), then E(RR) is a right FI-extending ring. In particular, if Q (R) is semiprime, then
E(RR) is a right FI-extending ring.
Proof. If R has a right FI-extending right essential overring which is a subring of E(RR), then E(RR)
is a right FI-extending ring by Proposition 1.5. From [45, Proposition 3], Q (R) is a subring of E(RR).
If Q (R) is semiprime, then Q (R) is right FI-extending by Corollary 3.17(ii). Therefore, from Proposi-
tion 1.5, E(RR) is a right FI-extending ring. 
The following example, due to Camillo, Herzog, and Nielsen [23] illustrates Corollary 3.18. In fact,
in the following example, there exists a right Osofsky compatible ring R which is right extending,
but the compatible ring structure on E(RR) is not right self-injective. However, by Proposition 1.5 or
Corollary 3.18, the compatible ring structure on E(RR) is right FI-extending.
Example 3.19. Let R{X1, X2, . . .} be the free algebra over the ﬁeld R of real numbers with in-
determinates X1, X2, . . . . Let R = R{X1, X2, . . .}/〈Xi X j − δi j X21〉, where 〈Xi X j − δi j X21〉 is the ideal
of R{X1, X2, . . .} generated by Xi X j − δi j X21 with i, j = 1,2, . . . and δi j the Kronecker delta. We denote
the canonical image of Xi by xi in R . Set V = Rx1 ⊕ Rx2 ⊕ · · ·, P = Rx21 and let the bilinear form on
V be given by B(xi, x j) = δi j . Then B is non-degenerate and symmetric. Hence we see that
R =
{( k v p
0 k v
0 0 k
) ∣∣∣ k ∈ R, v ∈ V , and p ∈ P} ,
where the addition is componentwise and the multiplication is deﬁned by
(k1 v1 p1
0 k1 v1
0 0 k1
)(k2 v2 p2
0 k2 v2
0 0 k2
)
=
⎛⎝k1k2 k1v2 + k2v1 k1p2 + k2p1 + B(v1, v2)x210 k1k2 k1v2 + k2v1
⎞⎠ .
0 0 k1k2
G.F. Birkenmeier et al. / Journal of Algebra 322 (2009) 327–352 341Let ER = [HomR(RR,RR)]R . Then it is shown in [23] that ER is an injective hull of RR . Further, ER has
a compatible ring structure with its R-module scalar multiplication, but it is not right self-injective.
Note that R is a commutative local ring. Also(0 0 P
0 0 0
0 0 0
)
is the smallest nonzero ideal of R and it is essential in R . Hence R is uniform, so it is extending. Thus
by Proposition 1.5 or Corollary 3.18, the compatible ring structure on the injective hull ER is right
FI-extending.
The next two results are applications of Theorems 3.3 and 3.15 to group rings. These results de-
scribe some quasi-Baer or right FI-extending group rings.
Corollary 3.20.
(i) Assume that R[G] is a semiprime group ring of a group G over a ring R. If R[G] ∈ qB, then |N|−1 ∈ R for
any ﬁnite normal subgroup N of G.
(ii) Assume that R[G] is a semiprime group ring and G is ﬁnite. If R[G] ∈ qB (resp., R[G] ∈ B, R[G] ∈ E),
then |G|−1 ∈ R and R ∈ qB (resp., R ∈ B, R ∈ E).
(iii) Assume that R is a subdomain of Q and G is a ﬁnite group. Then R[G] ∈ qB if and only if |G|−1 ∈ R. In
addition, if G is Abelian, then R[G] ∈ E if and only if |G|−1 ∈ R.
Proof. (i) Let N be a ﬁnite normal subgroup of G . Then R has no |N|-torsion by Connell [44, p. 162,
Proposition 8] because R[G] is semiprime. Take f = |N|−1∑h∈N h ∈ Q (R)[G] ⊆ Q (R[G]). Then f λ =
λ f for all λ ∈ R[G] since N is normal in G . So f ∈ B(Q (R[G])). Since R[G] ∈ FI, R[G] ∈ qB by
Proposition 1.2. Thus from Theorem 3.3, f ∈ R[G]. Hence |N|−1 ∈ R .
(ii) Assume that R[G] ∈ qB (resp., R[G] ∈ B, R[G] ∈ E). By part (i), |G|−1 ∈ R . Let e =
|G|−1∑g∈G g . Then e ∈ B(R[G]) and eR[G]e ∼= R . Thus R ∈ qB (resp., R ∈ B, R ∈ E).
(iii) We only need to prove the suﬃciency by part (i). Suppose that |G|−1 ∈ R . Then by [27, p. 236,
Theorem 33.8], B(Q (R[G])) = B(Q[G]) ⊆ R[|G|−1][G] = R[G], where R[|G|−1] = 〈R ∪ {|G|−1}〉Q , the
subring of Q generated by R and |G|−1. Thus R[G] ∈ qB by Theorem 3.15. 
Corollary 3.20(ii) is sharpened in [58]. Indeed, it is proved in [58] that if a group ring R[G] ∈ qB
(semiprime or not) and the group G is ﬁnite, then |G|−1 ∈ R and R ∈ qB. Hirano [40] posed the
question: Let R ∈ qB and G a ﬁnite group. If |G|−1 ∈ R, then is R[G] ∈ qB? By Yi and Zhou [58], it
is answered in the negative. But, Corollary 3.20(iii) provides an instance when R[G] ∈ qB for the
case when R is a subdomain of Q. It is of interest to note that replacing “quasi-Baer ring” by “Baer
ring” in Hirano’s question above, also yields a question with a negative answer. For example, let
R = C[x, y], where C is the ﬁeld of complex numbers. Then R is Baer and right extending. Let G be a
ﬁnite non-Abelian group. Then C[G] ∼= Matn1 (C)⊕· · ·⊕Matnk (C) for some positive integers n1, . . . ,nk
because C is algebraically closed. Since G is non-Abelian, there is some ni > 1. Now |G|−1 ∈ R and
R[G] ∼= C[G][x, y] ∼= Matn1 (C[x, y]) ⊕ · · · ⊕ Matnk (C[x, y]) is quasi-Baer and right FI-extending. But
note that Matni (C[x, y]) is neither Baer nor right extending since ni > 1 and C[x, y] is a non-Prüfer
domain (see [43, p. 17, Exercise 3] and [30, p. 109, Corollary 12.10]). Therefore R[G] is neither Baer
nor right extending.
In [51, Theorem 2.9], Parmenter and Zhou show the suﬃciency in the following corollary. However
our result provides both necessity and suﬃciency.
Corollary 3.21. Assume that R is a commutative domain with no 2-torsion and G is the group of order 2. Then
R[G] ∈ E if and only if 2−1 ∈ R.
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Let G = {1, g}. Then B(Q (R[G])) = B(Q (R)[G]) = {0,1, (1/2)(1+ g), (1/2)(1− g)} ⊆ R[G]. Since R[G]
is commutative semiprime, R[G] ∈ E by Theorem 3.15. 
Corollary 3.22. Let T be a PI-overring of a semiprime ring R. If S is a semiprime subring of T such that Cen(S)
is an ideal intrinsic extension of 〈Cen(R) ∪ B(Q (R))〉Q (R) , then S is quasi-Baer.
Proof. From [5, Theorem 2.5], Cen(Q (R)) = Q (Cen(R)). Then Λ := 〈Cen(R) ∪ B(Q (R))〉Q (R) is a right
essential overring of Cen(R). By Theorem 3.15(i), Λ is right FI-extending. Thus Cen(S) is right FI-
extending from Proposition 1.5(ii). Since S is semiprime PI, [57, Theorem 2] yields that S is an ideal
intrinsic extension of Cen(S). Again by Proposition 1.5(ii), S is right FI-extending, so S is quasi-Baer
from Proposition 1.4. 
4. Applications to rings with involution
In this section, C∗-algebras are assumed to be nonunital unless indicated otherwise. Recall from [8]
and [42] that a ring with an involution ∗ is called a Baer ∗-ring if the right annihilator of every
nonempty subset is generated by a projection (i.e., an idempotent which is invariant under ∗) as
a right ideal. (Recall that an ideal I of a ring R with an involution ∗ is called self-adjoint if I∗ = I .)
This condition is naturally motivated in the study of Functional Analysis. For example, every von
Neumann algebra is a Baer ∗-algebra. With an eye toward returning to the roots of the theory of Baer
and Baer ∗-rings (i.e., Functional Analysis), in this section we apply some of our previous results to
rings with an involution.
In the ﬁrst part of this section, we show that a ring R with a certain (i.e., semiproper) involution
has a quasi-Baer ∗-ring absolute to Q (R) right ring hull. For a reduced ring this hull coincides with a
Baer ∗-ring absolute right ring hull. The section culminates with applications to C∗-algebras. We show
that a unital C∗-algebra is boundedly centrally closed if and only if it is quasi-Baer. The existence of
the boundedly centrally closed hull of a C∗-algebra A (i.e., the smallest boundedly centrally closed
intermediate C∗-algebra between A and its local multiplier algebra Mloc(A)) is established. Moreover,
it is shown that for an intermediate C∗-algebra B between A and Mloc(A), B is boundedly centrally
closed if and only if BB(Q (A)) = B .
Deﬁnition 4.1. Let R be a ring with an involution ∗.
(i) R is a quasi-Baer ∗-ring if the right annihilator of every ideal is generated by a projection as
a right ideal ([12] or [16]).
(ii) We say that ∗ is semiproper if xRx∗ = 0 implies x = 0.
As in the case for a Baer ∗-ring, the involution can be used to show that the deﬁnition of a quasi-
Baer ∗-ring is left–right symmetric. If ∗ is a proper involution (i.e., xx∗ = 0 implies x = 0 [8, p. 10]),
then it is semiproper. Thus all C∗-algebras have a semiproper involution since they have a proper one
[8, p. 11]. There is a semiproper involution on a prime ring which is not proper [16, p. 4266]. If R is a
(quasi-) Baer ∗-ring, then ∗ is a (semi-) proper involution [8, p. 13] and [16, Proposition 3.4]. Part (ii)
of the next lemma is known, but we include it for reader’s convenience.
Lemma 4.2.
(i) Let ∗ be a semiproper involution on a ring R. Then R is semiprime and every central idempotent is a pro-
jection. If R is reduced, then ∗ is a proper involution.
(ii) If ∗ is a proper involution on a ring R, then R is right and left nonsingular.
Proof. (i) Assume that xRx = 0 with x ∈ R . Then 0 = xrx∗Rxr∗x∗ = (xrx∗)R(xrx∗)∗ for all r ∈ R .
Hence xRx∗ = 0, so x = 0. Thus R is semiprime. Now let e ∈ B(R). Then (e∗e − e)R(e∗e − e)∗ =
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that yy∗ = 0. Then yRy∗ = 0, so y = 0. Therefore ∗ is proper.
(ii) Assume to the contrary that there is 0 = x ∈ Z(RR). Then rR(x)R ess RR . So, there exists s ∈ R
with 0 = x∗s ∈ rR(x). Hence (s∗x)(s∗x)∗ = s∗x(x∗s) = 0 because x∗s ∈ rR(x). But, since ∗ is proper,
s∗x= 0, a contradiction. Thus Z(RR) = 0. Similarly, R is left nonsingular. 
Since many rings from Functional Analysis have a (semi-) proper involution (e.g., C∗-algebras),
Lemma 4.2 and Theorem 3.3 guarantee that such rings have quasi-Baer right ring hulls.
Proposition 4.3. Let R be a ∗-ring (resp., reduced ∗-ring). Then the following are equivalent.
(i) R is a quasi-Baer ∗-ring (resp., Baer ∗-ring).
(ii) R is a quasi-Baer ring (resp., Baer ring) in which ∗ is a semiproper (resp., proper) involution.
(iii) R is a semiprime quasi-Baer ring and every central idempotent is a projection.
Thereby the center of a quasi-Baer ∗-ring is a Baer ∗-ring.
Proof. The proof follows from Lemma 4.2 and [16, Propositions 1.1 and 3.4]. If R is reduced quasi-
Baer, then every idempotent is central, so R is Baer. The center of a quasi-Baer ∗-ring is Baer by the
above proof and [11, Proposition 1.8]. Thus it is a Baer ∗-ring. 
Note that Baer ∗-rings are quasi-Baer ∗-rings. But the converse does not hold as follows.
Example 4.4. (i) (See [12, Example 2.2].) Let R = Mat2(C[x]). Then R is a Baer ring. We can extend
the conjugation on C to that on C[x]. Let ∗ denote the conjugate transpose involution on R . Then ∗
is a proper involution. The right annihilator rR [
( x 2
0 0
)] cannot be generated by a projection as a right
ideal. So R is not a Baer ∗-ring; but, by Proposition 4.3, R is a quasi-Baer ∗-ring.
(ii) Let − be the conjugation on C. If G is a polycyclic-by-ﬁnite group and ∗ is the involution on
the group algebra C[G] deﬁned by (∑ag g)∗ =∑ag g−1, then the involution ∗ is proper. From [17,
Corollary 1.9], C[G] ∈ qB. So C[G] is a quasi-Baer ∗-ring by Proposition 4.3. But in general C[G] is
not a Baer ∗-ring. In fact, let G = D∞ × C∞ , where D∞ is the inﬁnite dihedral group and C∞ is the
inﬁnite cyclic group. Then the group G is polycyclic-by-ﬁnite. By [17, Example 1.10] C[G] is not a
Baer ∗-ring.
There is a quasi-Baer ring R with an involution such that R has only ﬁnitely many minimal prime
ideals, but not all minimal prime ideals are self-adjoint. For example, let F be a ﬁeld and R = F ⊕ F ,
where ∗ is the exchange involution (i.e., (a,b)∗ = (b,a)) (see [14, Example 1.3]). Then R is a Baer ring
with only ﬁnitely many minimal prime ideals which are not self-adjoint.
Proposition 4.5. Let R be a semiprime ∗-ring with only ﬁnitely many minimal prime ideals. Then Q̂qB(R) is
a quasi-Baer ∗-ring if and only if every minimal prime ideal of R is self-adjoint.
Proof. Assume that Q̂qB(R) is a quasi-Baer ∗-ring. Let P1, . . . , Pn be all the minimal prime ide-
als of R . Then as in the proof of [22, Theorem 3.15], there are minimal prime ideals K1, . . . , Kn of
Q̂qB(R) such that Ki ∩ R = Pi and Ki = ei Q̂qB(R) with ei ∈ B(Q̂qB(R)). From Proposition 4.3, ei is
a projection, so each Ki is self-adjoint. Hence if x ∈ Pi , then x∗ ∈ ei Q̂qB(R) ∩ R = Pi . Therefore Pi is
self-adjoint for each i.
Conversely, assume that all the minimal prime ideals P1, . . . , Pn are self-adjoint. Then by Theo-
rem 3.13, Q̂qB(R) =⊕ni=1 Si , where each Si is a prime ring. Let Ki =⊕ j =i S j for each i. Since each
Pi is self-adjoint, K ∗i ∩ R = P∗i = Pi for each i. In this case, Ki, K ∗i ∈ MinSpec(QqB(R)), so Ki = K ∗i
for each i by the proof (ii) ⇒ (iii) of [22, Theorem 3.15] since Ki ∩ R = Pi and K ∗i ∩ R = Pi . Next we
prove that S∗i = Si for each i. For this, we check ﬁrst that S∗1 = S1. Let s1 ∈ S1. Since Ki =
⊕
j =i S j ,
s∗1 ∈ K ∗2 = K2, s∗1 ∈ K ∗3 = K3, . . . , and s∗1 ∈ K ∗n−1 = Kn−1. Hence s∗1 ∈ K2 ∩ K3 ∩ · · · ∩ Kn−1 = S1, so
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∗-ring by [16, Corollary 1.2]. Therefore Q̂qB(R) is a quasi-Baer ∗-ring. 
Proposition 4.6. Let R be a ∗-ring and T a right essential overring of R.
(i) If ∗ extends to T and ∗ is semiproper on R, then ∗ is semiproper on T .
(ii) If ∗ extends to T , then ∗ is proper on R if and only if ∗ is proper on T .
Proof. (i) Assume to the contrary that there exists 0 = t ∈ T such that tT t∗ = 0. Then there is x ∈ R
with 0 = tx ∈ R . So txR(tx)∗ = t(xRx∗)t∗ = 0. Hence tx= 0, a contradiction.
(ii) The proof is similar to part (i). The converse is obvious. 
Theorem 4.7. Let R be a ring (resp., reduced ring) with a semiproper involution ∗ and T be a right ring of
quotients of R. If ∗ extends to T , then the following are equivalent.
(i) T is a quasi-Baer ∗-ring (resp., Baer ∗-ring).
(ii) Q̂qB(R) is a subring of T .
(iii) B(Q (R)) ⊆ T .
Thus Q s(R) is a quasi-Baer ∗-ring. Also Q̂qB(R) is the quasi-Baer ∗-ring absolute to Q (R) right ring hull
of R. If R is reduced, then Q̂qB(R) is the Baer ∗-ring absolute right ring hull of R.
Proof. By Lemma 4.2, R is semiprime, hence (i) ⇒ (ii) ⇒ (iii) are consequences of Theorem 3.3.
For (iii) ⇒ (i), from Proposition 4.6, note that ∗ is also semiproper on T . By Theorem 3.15 and
Proposition 4.3, T is a quasi-Baer ∗-ring. From [4, p. 55, Remark 2.1.12], ∗ can be extended to Q s(R)
because R is semiprime. (Thus ∗ can also be extended to Q̂qB(R).) Hence Q s(R) is a quasi-Baer
∗-ring. The rest of the proof follows immediately from the previous arguments. 
In the remainder of this section, we focus on C∗-algebras. Recall that for a C∗-algebra A, the
algebra of all double centralizers on A is called its multiplier algebra, M(A), which coincides with the
maximal unitization of A in the category of C∗-algebras. It is an important tool in the classiﬁcation
of C∗-algebras and in the study of K -theory and Hilbert C∗-modules.
For a C∗-algebra A, recall that A1 = {a + λ1Q (A) | a ∈ A and λ ∈ C}. Then A1 = {a + λ1M(A) | a ∈
A and λ ∈ C} because 1Q (A) = 1M(A) . Note that M(A) and A1 are C∗-algebras. For X ⊆ A, X denotes
the norm closure of X in A.
Let A be a C∗-algebra. Then the set Ice of all norm closed essential ideals of A forms a ﬁlter
directed downwards by inclusion. The ring Qb(A) denotes the algebraic direct limit of {M(I)}I∈Ice ,
where M(I) denotes the C∗-algebra multipliers of I; and Qb(A) is called the bounded symmetric al-
gebra of quotients of A in [4, p. 57, Deﬁnition 2.23]. The norm closure, Mloc(A), of Qb(A) (i.e., the
C∗-algebra direct limit Mloc(A) of {M(I)}I∈Ice ) is called the local multiplier algebra of A [4, p. 65,
Deﬁnition 2.3.1]. The local multiplier algebra Mloc(A) was ﬁrst used by Elliott in [31] and Pedersen
in [52] to show the innerness of certain ∗-automorphisms and derivations. Its structure has been
extensively studied in [4]. Since A is a norm closed essential ideal of A1, Mloc(A) = Mloc(A1) by
[4, p. 66, Proposition 2.3.6]. Also note that Qb(A) = Qb(A1). See [4,31,52] for more details on Mloc(A)
and Qb(A).
Lemma 4.8. Let A be a C∗-algebra. Then we have the following.
(i) B(Mloc(A)) = B(Q (A)) = B(Q s(A)) = B(Qb(A)).
(ii) Cen(Mloc(A)) is the norm closure of the linear span of B(Q (A)).
Proof. (i) This part follows from [43, p. 390, Proposition 14.17], [4, p. 59, Remark 2.2.9], and [4, p. 72,
Lemma 3.1.2].
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Cen(Mloc(A)) is the norm closure of the linear span of B(Q (A)). 
When A is a unital C∗-algebra, Theorem 3.3, Lemma 4.2, and Theorem 4.7 yield that AB(Q (A)) =
Q̂qB(A) = QqB(A) exists and is the quasi-Baer ∗-ring absolute right ring hull of A. Thus it is of
interest to consider unital C∗-algebras which are quasi-Baer ∗-rings.
Recall from [8] that a C∗-algebra is called an AW ∗-algebra if it is a Baer ∗-ring. In analogy, we say
that a unital C∗-algebra A is a quasi-AW ∗-algebra if it is a quasi-Baer ∗-ring. Thus by Proposition 4.3,
a unital C∗-algebra A is a quasi-AW ∗-algebra if A ∈ qB.
The next lemma shows that Qb(A) is a quasi-Baer ∗-algebra for any C∗-algebra A.
Lemma 4.9. Let A be a C∗-algebra. Then we have the following.
(i) QqB(A1) is a ∗-subalgebra of Qb(A).
(ii) Qb(A) is a quasi-Baer ∗-algebra.
Proof. Note that Qb(A) = Qb(A1). By Theorem 4.7, QqB(A1) is a ∗-algebra. From Lemma 4.8(i),
B(Q (A)) ⊆ Cen(Qb(A)). Hence QqB(A1) is a ∗-subalgebra of Qb(A). Also since Qb(A) ⊆ Q s(A) from
[4, p. 60, Theorem 2.2.12], Qb(A) is a quasi-Baer ∗-algebra by Theorem 4.7. 
By Lemma 4.9, if A is a unital C∗-algebra, then QqB(A) is a ∗-subalgebra of Mloc(A).
Deﬁnition 4.10. (See [4, p. 73, Deﬁnition 3.2.1].) For a C∗-algebra A, the C∗-subalgebra A Cen(Qb(A))
(the norm closure of A Cen(Qb(A)) in Mloc(A)) of Mloc(A) is called the bounded central closure of A. If
A = A Cen(Qb(A)), then A is said to be boundedly centrally closed.
A boundedly centrally closed C∗-algebra and the bounded central closure of a C∗-algebra are the
C∗-algebra analogues of a centrally closed subring and the central closure of a semiprime ring, respec-
tively. They have been used to obtain a complete description of all centralizing additive mappings on
C∗-algebras [2] and for investigating the central Haagerup tensor product of multiplier algebras [3].
Boundedly centrally closed algebras are important for studying local multiplier algebras and have been
treated extensively in [4].
It is shown in [4, pp. 75–76, Theorem 3.2.8 and Corollary 3.2.9] that Mloc(A) and A Cen(Qb(A)) are
boundedly centrally closed. Every AW ∗-algebra and every prime C∗-algebra are boundedly centrally
closed [4, pp. 76–77, Example 3.3.1]. Moreover, A is boundedly centrally closed if and only if M(A) is
so [4, p. 74, Proposition 3.2.3]. However, there exists A which is boundedly centrally closed, but A1 is
not so [4, p. 80, Remarks 3.3.10]. Hence it is of interest to investigate the boundedly centrally closed
intermediate C∗-algebras between A and Mloc(A).
Deﬁnition 4.11. Let A be a C∗-algebra. We call the smallest boundedly centrally closed C∗-subalgebra
of Mloc(A) containing A the boundedly centrally closed hull of A.
The following lemma shows that a unital C∗-algebra A is boundedly centrally closed if and only if
A ∈ qB. It is shown that the boundedly centrally closed hull of A is QqB(A). Moreover, this lemma
is a unital C∗-algebra analogue of Theorems 3.3 and 3.15. It generalizes [4, pp. 72–73, Lemma 3.1.3
and Remark 3.1.4].
Lemma 4.12. Let A be a unital C∗-algebra. Then we have the following.
(i) A is boundedly centrally closed if and only if A ∈ qB (i.e., a quasi-AW ∗-algebra).
(ii) QqB(A) = A Cen(Qb(A)).
(iii) QqB(A) is the boundedly centrally closed hull of A.
(iv) Let B be an intermediate C∗-algebra between A and Mloc(A). Then B is boundedly centrally closed if and
only if B(Q (A)) ⊆ B.
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B(Q (A)) ⊆ Cen(Qb(A)) by Lemma 4.8(i), A = AB(Q (A)). Thus Theorem 3.3 yields A = QqB(A),
so A = QqB(A) ∈ qB. Conversely, assume that A ∈ qB. Let I be a norm closed ideal of A. Then
rA(I) = eA for some e ∈ S(A). Since A is semiprime, e ∈ B(A), so e is a projection by Proposi-
tion 4.3(iii). Therefore A is boundedly centrally closed from [4, p. 75, Remark 3.2.7].
(ii) By Lemma 4.8(ii), Cen(Mloc(A)) ⊆ Cen(AB(Q (A)). Hence Cen(Qb(A)) ⊆ Cen(Mloc(A)) ⊆
Cen(AB(Q (A)) ⊆ QqB(A) ⊆ A Cen(Qb(A)). Thus QqB(A) = A Cen(Qb(A)).
(iii) By part (ii), QqB(A) is boundedly centrally closed. Let B be a boundedly centrally closed
intermediate C∗-algebra between A and Mloc(A). Then B ∈ qB by part (i). Take 0 = e ∈ B(Q (A)).
Then (eQqB(A) ∩ A)A ess eQqB(A)A . Since B is semiprime and B ∈ qB, there is c ∈ B(B) with
B(eQqB(A) ∩ A)BB ess cBB by Proposition 1.4. Note that, by [4, p. 74, Lemma 3.1.2], c ∈ B(Mloc(A)).
From Lemma 4.8(i), B(Mloc(A)) = B(Q (A)) ⊆ Qb(A), so c ∈ B(Q (A)). Hence (eQqB(A) ∩ A)A 
ceQqB(A)A  eQqB(A)A . Since (eQqB(A) ∩ A)A ess eQqB(A)A , ceQqB(A) = eQqB(A), so ce = e.
Now observe that B(eQqB(A)∩ A)BBess (eMloc(A)∩ B)Bess cBB . Since c, e ∈ B(Mloc(A)) and ce = e,
cMloc(A) = eMloc(A) ⊕ c(1− e)Mloc(A) by the modular law.
We claim that c(1 − e)Mloc(A) = 0. Assume to the contrary that c(1 − e)Mloc(A) = 0. Note
that c(1 − e)Mloc(A) is a norm closed ideal since c(1 − e) ∈ B(Mloc(A)). Thus c(1 − e)Mloc(A) =
c(1− e)Mloc(A) ∩ Qb(A) by [4, p. 38, Lemma 1.2.31], so c(1 − e)Mloc(A) ∩ Qb(A) = 0. There-
fore c(1 − e)Mloc(A) ∩ A = 0, thus 0 = (c(1 − e)Mloc(A) ∩ B)B  cBB , a contradiction since
(eMloc(A) ∩ B)B ess cBB . So c(1 − e)Mloc(A) = 0. Hence cMloc(A) = eMloc(A), so e = c ∈ B . Thus
QqB(A) = AB(Q (A)) ⊆ B , hence QqB(A) ⊆ B . So QqB(A) is the boundedly centrally closed hull
of A by Deﬁnition 4.11.
(iv) If B is boundedly centrally closed, then QqB(A) ⊆ B by part (iii). So B(Q (A)) ⊆ B . Conversely,
if B(Q (A)) ⊆ B , then part (ii) yields A Cen(Qb(A)) ⊆ B . Thus from [4, p. 75, Theorem 3.2.8] B is
boundedly centrally closed. 
From Proposition 4.3 and Lemma 4.12(i), the center of a quasi-AW ∗-algebra (i.e., a unital bound-
edly centrally closed C∗-algebra by Lemma 4.12(i)) is an AW ∗-algebra. The next example shows that
the class of quasi-AW ∗-algebras encompasses more variety than its subclass of AW ∗-algebras.
Example 4.13. (i) (See [8, p. 15, Example 1].) There is a quasi-AW ∗-algebra which is not an AW ∗-
algebra. Let A be the set of all compact operators on an inﬁnite dimensional Hilbert space over C.
Then the heart of A1 is the set of bounded linear operators with ﬁnite dimensional range space. So
A1 is subdirectly irreducible. Since A1 is semiprime, A1 is prime and so A1 ∈ qB. Hence A1 is a
quasi-AW ∗-algebra. But as shown in [8, p. 15, Example 1], A1 is not a Baer ∗-ring, thus A1 is not an
AW ∗-algebra.
(ii) Every unital prime C∗-algebra is a quasi-AW ∗-algebra. There are prime ﬁnite Rickart unital
C∗-algebras (hence quasi-AW ∗-algebras) which are not AW ∗-algebras [37, pp. 150–158].
(iii) From [8, p. 43, Corollary] and [42, p. 10], C is the only prime projectionless unital AW ∗-
algebra. Various unital prime projectionless C∗-algebras (hence quasi-AW ∗-algebras) are provided in
[28, pp. 124–129 and 205–214].
Our next example provides a nonunital C∗-algebra A such that both A and Mloc(A) are boundedly
centrally closed, but A1 is not so.
Example 4.14. Let A be the C∗-direct sum of ℵ0 copies of C. Then Mloc(A) is the C∗-direct product
of ℵ0 copies of C. So both A and Mloc(A) are boundedly centrally closed, but A1 is not so.
Thus Example 4.14 motivates one to seek a characterization of the boundedly centrally closed (not
necessarily unital) intermediate C∗-algebras between A and Mloc(A). Our next result provides such a
characterization in terms of B(Q (A)) and shows the existence of the boundedly centrally closed hull
of a C∗-algebra A.
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have the following.
(i) B(Q (A)) ⊆ Cen(Qb(B1B(Q (A)))) = Cen(Qb(B)) ⊆ Cen(Mloc(A)).
(ii) BB(Q (A)) = B Cen(Qb(B)).
(iii) B is boundedly centrally closed if and only if B = BB(Q (A)).
(iv) AB(Q (A)) is the boundedly centrally closed hull of A.
Proof. (i) Note that the left (resp., right) multiplication by 1Mloc(A) on B is the identity map as a
left (resp., right) B-module homomorphism of B . Hence 1Mloc(A) = 1M(B)(= 1Mloc(B)). Therefore B1 ={b + λ1Mloc(A) | b ∈ B and λ ∈ C}, the subalgebra of Mloc(A) generated by B and 1Mloc(A) .
Also observe that B(Q (A)) = B(Mloc(A)) by Lemma 4.8(i). First we prove that
B1
A1
ess B1B(Q (A))A1 . For this, take 0 = α ∈ B1B(Q (A)) ⊆ Mloc(A). Then α = b1e1 + · · · +
bnen , where 0 = bi ∈ B1 and 0 = ei ∈ B(Q (A)) ⊆ Qb(A). Since Q (A) = Q (A1) and Qb(A) =
Qb(A1), there exist norm closed essential ideals Ii of A1 such that ei Ii ⊆ A1. Hence I :=
I1 ∩ · · · ∩ In is a norm closed essential ideal of A1 and α I ⊆ b1A1 + · · · + bn A1 ⊆ B1. By
[4, p. 66], Mloc(A1) = Mloc(A) is an essential Ice-enlargement of A1. Thus α I = 0. Hence B1A1 ess
B1B(Q (A))A1 , so B
1
B1
ess B1B(Q (A))B1 . Since B1 is right nonsingular, Z(B1B(Q (A))B1 ) = 0. From
[43, p. 274, Proposition 8.7(3)], B1
B1
den B1B(Q (A))B1 . Therefore Q (B1B(Q (A))) = Q (B1) = Q (B),
hence Cen(Q s(B1B(Q (A)))) = Cen(Q s(B1)) = Cen(Q s(B)). The elements of B(Q (A)) are bounded.
Thus from [4, p. 56] and by noting that Cen(Qb(B)) = Cen(Q s(B)) ∩ Qb(B), etc, we have that
B(Q (A)) ⊆ Cen(Qb(B1B(Q (A)))) = Cen(Qb(B1)) = Cen(Qb(B)).
The involution ∗ of A1 (which is a unique extension of that of A) can be uniquely extended to
Q s(A1) by [4, p. 55, Remark 2.1.12] since A1 is semiprime. So ∗ can be uniquely extended to Qb(A1),
hence it can be uniquely extended to Mloc(A1) = Mloc(A). So the involutions on B , B1, and B1B(Q (A))
are induced from the involution of Mloc(A). Now since B ⊆ B1 ⊆ B1B(Q (A)) ⊆ Qb(B1), the involu-
tions deﬁned on Mloc(A) and on Mloc(B) agree on B1B(Q (A)). Hence the norms deﬁned on Mloc(A)
and on Mloc(B) agree on B1B(Q (A)) (see [4, p. 56] for the norms deﬁned on Qb(A) and Qb(B)).
Thus B1B(Q (A))Mloc(A) = B1B(Q (A))Mloc(B) , where (−)Mloc(A) (resp., (−)Mloc(B)) denotes the norm clo-
sure in Mloc(A) (resp., Mloc(B)). By Lemma 4.12(iv), B1B(Q (A))Mloc(A) is boundedly centrally closed in
Mloc(A). So, from Lemma 4.12(i), B1B(Q (A))Mloc(B) = B1B(Q (A))Mloc(A) ∈ qB. Hence B1B(Q (A))Mloc(B)
is boundedly centrally closed in Mloc(B) by Lemma 4.12(i). Thus from Lemma 4.12(ii) and (iii),
B1 Cen(Qb(B))Mloc(B) ⊆ B1B(Q (A))Mloc(B) . So Cen(Qb(B)) ⊆ B1B(Q (A))Mloc(B) = B1B(Q (A))Mloc(A) ⊆
Mloc(A). Since the elements of Cen(Qb(B)) commute with each element of A, Cen(Qb(B)) ⊆
Cen(Mloc(A)).
(ii) Lemma 4.8(ii) and part (i) yield that BB(Q (A)) ⊆ B Cen(Qb(B)) ⊆ B Cen(Mloc(A)) ⊆ BB(Q (A)).
(iii) If B is boundedly centrally closed, then B = B Cen(Qb(B)) by Deﬁnition 4.10. Thus B =
BB(Q (A)) by part (ii). Since B ⊆ BB(Q (A)), BB(Q (A)) ⊆ BB(Q (A)) and so B = BB(Q (A)). Con-
versely, if B = BB(Q (A)), then B = B = BB(Q (A)). Since BB(Q (A)) = B Cen(Qb(B)) by part (ii),
B = B Cen(Qb(B)). So B is boundedly centrally closed by Deﬁnition 4.10.
(iv) Clearly A ⊆ AB(Q (A)). By part (ii), AB(Q (A)) is boundedly centrally closed. Suppose that
B is a boundedly centrally closed intermediate C∗-algebra between A and Mloc(A). From part (iii),
AB(Q (A)) ⊆ B . So AB(Q (A)) is the boundedly centrally closed hull of A by Deﬁnition 4.11. 
Assume that A is a C∗-algebra and B is an intermediate C∗-algebra between A and Mloc(A).
Then M(B) may not be contained in Mloc(A), however, the next corollary characterizes M(B) to be
boundedly centrally closed via B(Q (A)). Moreover, parts (i) and (ii) are of interest in their own rights.
Corollary 4.16. Let A be a C∗-algebra and B an intermediate C∗-algebra between A and Mloc(A). Then we
have the following.
(i) B(Q (B)) = B(Q (A)).
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(iii) M(B)Cen(Qb(M(B))) = M(B)B(Q (A)).
(iv) M(B) is boundedly centrally closed if and only if B(Q (A)) ⊆ M(B).
Proof. (i) If f ∈ B(Q (B)), then f ∈ Cen(Qb(B)), so f ∈ B(Mloc(A)) = B(Q (A)) by Theorem 4.15(i)
and Lemma 4.8(i). Conversely, if e ∈ B(Q (A)), then e ∈ Cen(Qb(B)) by Theorem 4.15(i). Therefore
e ∈ B(Q (B)).
(ii) As in the proof of Theorem 4.15(i), the norm closure of the linear span of B(Q (A)) and that of
the linear span of B(Q (B)) is the same in both Mloc(A) and Mloc(B) because B(Q (A)) = B(Q (B)) by
part (i). Thus Cen(Mloc(B)) = Cen(Mloc(A)) by Lemma 4.8(ii).
(iii) Lemma 4.12(ii), Theorem 3.3, and part (i) yield that M(B)Cen(Qb(M(B))) = QqB(M(B)) =
M(B)B(Q (M(B))) = M(B)B(Q (B)) = M(B)B(Q (A)).
(iv) This part follows from part (iii). 
Surprisingly, the next result shows that under a mild ﬁniteness condition, QqB(A1) is norm closed.
Corollary 4.17. Let A be a C∗-algebra and n a positive integer. Then the following are equivalent.
(i) A has exactly n minimal prime ideals.
(ii) QqB(A1) is a direct sum of n prime C∗-algebras.
(iii) The extended centroid of A is Cn.
(iv) Mloc(A) is a direct sum of n prime C∗-algebras.
(v) Cen(Mloc(A)) = Cn.
(vi) Some boundedly centrally closed intermediate C∗-algebra between A and Mloc(A) is a direct sum of n
prime C∗-algebras.
(vii) Every boundedly centrally closed intermediate C∗-algebra between A and Mloc(A) is a direct sum of n
prime C∗-algebras.
Proof. The equivalence of (i)–(v) follows from [22, Corollary 4.10].
(iv) ⇒ (vii) Let B be a boundedly centrally closed intermediate C∗-algebra between A and Mloc(A).
We prove that B is a direct sum of n prime C∗-algebras. For this, ﬁrst assume that B is unital. Then
B(Q (A)) ⊆ B by Lemma 4.12(iv) and B ∈ qB from Lemma 4.12(i). Also QqB(A1) = A1B(Q (A)) ⊆ B .
Since QqB(A1) = A1 Cen(Qb(A)) by Lemma 4.12(ii), Cen(Qb(A)) ⊆ B . From [4, p. 82, Proposi-
tion 3.4.3], Cen(Q (B)) = Cen(Q (Mloc(A))) = Cn . By the proof of (ii) ⇔ (iii), B(= QqB(B)) is a direct
sum of n prime C∗-algebras.
Next assume that B is not necessarily unital. Since B is boundedly centrally closed, B = BB(Q (A))
by Theorem 4.15(iii). Then B1 = {b + λ1Mloc(A) | b ∈ B and λ ∈ C} as in the proof of Theorem 4.15(i).
Thus B = BB(Q (A)) B1B(Q (A)), so B = BB(Q (A)) = BB(Q (A)) B1B(Q (A)). Since the C∗-algebra
B1B(Q (A)) is unital and boundedly centrally closed by Lemma 4.12(iv), it is a direct sum of n prime
C∗-algebras from the previous argument. Say
B1B
(
Q (A)
)= e1B1B(Q (A))⊕ · · · ⊕ enB1B(Q (A)),
where each ei B1B(Q (A)) is a prime C∗-algebra and e1, . . . , en are nonzero orthogonal central idempo-
tents in B1B(Q (A)) with 1 = e1 +· · ·+ en . Hence ei ∈ Cen(Mloc(A)), so ei ∈ B(Q (A)) by Lemma 4.8(i).
Therefore Mloc(A) = e1Mloc(A) ⊕ · · · ⊕ enMloc(A). Since each eiMloc(A) is a C∗-algebra, it is a
norm closed ideal of Mloc(A). Hence eiMloc(A) ∩ A = 0 as in the proof of Lemma 4.12(iii). Thus
ei B1B(Q (A)) ∩ B = eiMloc(A) ∩ B = 0. Since B  B1B(Q (A)),
B = (e1B1B(Q (A))∩ B)⊕ · · · ⊕ (enB1B(Q (A))∩ B).
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prime. For this, let I and J be ideals in ei B with I J = 0. Then CIB(Q (A)) and C JB(Q (A)) are
ideals of ei B1B(Q (A)). Also we see that [(CIB(Q (A)))][(C JB(Q (A)))] ⊆ CIB(Q (A))C JB(Q (A)) =
C(I J )B(Q (A)) = 0. Since ei B1B(Q (A)) is prime, CIB(Q (A)) = 0 or C JB(Q (A)) = 0. Thus I = 0 or
J = 0. So each ei B is prime. Therefore B is a direct sum of n prime C∗-algebras.
(vii) ⇒ (vi) It is obvious.
(vi) ⇒ (iv) Let D be a boundedly centrally closed intermediate C∗-algebra between A and Mloc(A)
such that D is a direct sum of n prime C∗-algebras. Then by Theorem 4.15(iii), D = DB(Q (A)).
Say D = D1 ⊕ · · · ⊕ Dn , where each Di is a prime C∗-algebras. Note that D1 = {d + λ1Mloc(A) |
d ∈ D and λ ∈ C} as in the proof of Theorem 4.15(i). Then M := D1B(Q (A)) is boundedly centrally
closed by Lemma 4.12(iv). Since D = DB(Q (A)), we see that D  M . Moreover, take α ∈ M(D). Then
α ∈ Mloc(A) and αA = Aα = 0. Therefore α = 0, so M(D) = 0. Hence DM ess MM .
Since D  M , MDi ⊆ D and DiM ⊆ D for each i. Again since D is semiprime, MDi ⊆
D(
⊕
j =i D j) = Di and DiM ⊆ D(
⊕
j =i D j) = Di . Thus Di  M for each i. By Lemma 4.12(i),
M is semiprime quasi-Baer. Thus, from Proposition 1.4, there exists ei = e2i ∈ Cen(M) such that
DiM ess eiMM for each i. Now ei is a central projection in Mloc(A), so ei ∈ B(Q (A)) by Lemma 4.8(i).
Thus eiM is a C∗-algebra. Since DM ess MM , a routine argument shows that eiM is prime, so eiM is
a prime C∗-algebra. Note that DM ess (e1M ⊕ · · · ⊕ enM)M = eMM for some e = e2 ∈ Cen(M). Again
since DM ess MM , it follows that e = 1. Therefore M = e1M ⊕ · · · ⊕ enM , so M has exactly n minimal
prime ideals. Thus by (i) ⇔ (iii), Cen(Q (M)) = Cn .
Finally, note that Cen(Qb(A)) ⊆ Cen(Mloc(A)). By Lemma 4.8(ii), Cen(Mloc(A)) is the norm clo-
sure of the linear span of B(Q (A)), thus Cen(Qb(A)) ⊆ M . By [4, p. 82, Proposition 3.4.3], the
extended centroids of M and of Mloc(A) coincide. So the extended centroid of Mloc(A) is Cn . Since
Mloc(A) ∈ qB, from the proof of (ii) ⇔ (iii) Mloc(A) is a direct sum of n prime C∗-algebras. 
For a C∗-algebra A, in general, AA is not essential in Mloc(A)A . However, there may exist inter-
mediate rings between A and Mloc(A) which are quasi-Baer ∗-rings but not subalgebras of Mloc(A).
For example, let T be the set of all bounded sequences of complex numbers whose imaginary parts
approach zero. Then, in Example 4.14, T is an intermediate quasi-Baer ∗-ring between A and Mloc(A),
but T is not a complex subalgebra of Mloc(A). Thus, motivated by Theorem 3.3, Theorem 3.15, and
Lemma 4.12, it is natural to ask: If T is any semiprime intermediate ring (not necessarily a C∗-algebra)
between A and Mloc(A) is the condition, B(Q (A)) ⊆ T , necessary and/or suﬃcient for T to be quasi-Baer?
Our next two results provide some aﬃrmative answers to this question.
Proposition 4.18. Let A be a C∗-algebra. If T is a semiprime quasi-Baer intermediate ring between A and
Mloc(A), then B(Q (A)) ⊆ T .
Proof. First we show that B(T ) ⊆ B(Mloc(A)). For this, let f ∈ B(T ). Take q ∈ Qb(A). Then there is
I ∈ Ice with qI + Iq ⊆ I by deﬁnition of Qb(A). (Recall that Ice is the set of all norm closed essential
ideals of A.) Thus for a ∈ I , (qf − f q)a = q( f a) − f (qa) = (qa) f − (qa) f = 0. So (qf − f q)I = 0. Note
that Mloc(A) is an Ice-essential enlargement of A (see [4, p. 66]). Thus qf − f q = 0. Hence qf = f q
for q ∈ Qb(A). So f ∈ Cen(Mloc(A)). Therefore f ∈ B(Mloc(A)).
Let e ∈ B(Q (A)) and X = T ∩ eMloc(A). By Proposition 1.4, there is c ∈ B(T ) with XT ess cTT .
Note that B(T ) ⊆ B(T ). From [4, p. 74, Lemma 3.2.2] and Lemma 4.8(i), B(T ) ⊆ B(Mloc(A)) =
B(Q (A)). So e, c ∈ B(Mloc(A)) and X ⊆ eT ∩ cT = ceT . Thus X ⊆ ceMloc(A) ⊆ eMloc(A). Hence
eMloc(A) = ceMloc(A)⊕Y by the modular law, where Y = eMloc(A)∩(1−ce)Mloc(A). If Y = 0, then as
in the proof of Lemma 4.12(iii), 0 = A∩ Y ⊆ T ∩ Y ⊆ T ∩ eMloc(A) = X ⊆ ceT ⊆ ceMloc(A), a contradic-
tion. Thus Y = 0, so e = ce. Hence eMloc(A) ⊆ cMloc(A). Then cMloc(A) = eMloc(A) ⊕ W again by the
modular law, where W = cMloc(A) ∩ (1 − e)Mloc(A). If W = 0, then 0 = A ∩ W ⊆ T ∩ cMloc(A) = cT
again as in the proof of Lemma 4.12(iii). Since XT ess cTT , 0 = (A ∩ W ) ∩ X = A ∩ cMloc(A) ∩
(1− e)Mloc(A) ∩ X = 0, a contradiction. Thus W = 0, so e = c ∈ T . Therefore B(Q (A)) ⊆ T . 
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ring hull of A, where K is the class of semiprime quasi-Baer rings (see Deﬁnition 1.1).
Corollary 4.19. Let A be a C∗-algebra and T an intermediate ∗-algebra between A and Mloc(A). Then T is a
quasi-Baer ∗-algebra if and only if B(Q (A)) ⊆ T .
Proof. If T is a quasi-Baer ∗-algebra, then by Proposition 4.3, T is semiprime. From Proposition 4.18,
B(Q (A)) ⊆ T . Conversely, if B(Q (A)) ⊆ T , then T is a quasi-AW ∗-algebra from Lemma 4.12(iv).
Let V  T . Then T (V ) = eT with e ∈ B(T ). By [4, p. 74, Lemma 3.2.2] and Lemma 4.8(i), B(T ) ⊆
B(Mloc(A)) = B(Q (A)). Hence e ∈ B(T ) ⊆ B(Q (A)) ⊆ T . But T (V ) = T (V ). So T (V ) = eT . Thus
T ∈ qB. By Proposition 4.3, T is a quasi-Baer ∗-algebra. 
Proposition 4.20. Let A be a C∗-algebra satisfying a PI. If S is any C∗-subalgebra of Mloc(A) such that Cen(S)
is an ideal intrinsic extension of Cen(Mloc(A)), then S is a quasi-AW ∗-algebra.
Proof. From [46, Theorem 2], Qb(A) is a PI-algebra, so is Qb(A) = Mloc(A). Hence S is a PI-algebra.
By [55, Theorem 2], S is an ideal intrinsic extension of Cen(Mloc(A)). Thus Proposition 1.5(ii) yields
the result since Cen(Mloc(A)) is an AW ∗-algebra [4, p. 73, Proposition 3.15]. 
Let A be a C∗-subalgebra of a C∗-algebra B . Then B is called a closed-ideal intrinsic extension of A
if every nonzero norm closed ideal of B has nonzero intersection with A. By [4, p. 65, Lemma 2.3.2(i)]
and Theorem 4.15, Mloc(A) is a quasi-AW ∗-algebra which is a closed-ideal intrinsic extension of A.
So one may ask: Does A have a C∗-overalgebra which is maximal with respect to being a quasi-AW ∗-algebra
closed-ideal intrinsic extension of A? Our last proposition gives a partial answer to this question.
Recall that from Gelfand–Naimark theorem, every C∗-algebra (in particular, Mloc(A)) can be faith-
fully represented as a norm closed C∗-subalgebra of the bounded linear operators on a Hilbert space.
So in our next result S can be taken to be such a norm closed C∗-subalgebra of bounded linear
operators on a Hilbert space.
Proposition 4.21. Let A be a C∗-algebra and S a C∗-overalgebra of Mloc(A). Then there exists an intermediate
quasi-AW ∗-algebra K between Mloc(A) and S, which is maximal with respect to being a closed ideal intrinsic
extension of A and B(Q (A)) ⊆ B(K ).
Proof. Let M = Mloc(A). Note that B(Q (A)) = B(M) from Lemma 4.8(i). A Zorn’s lemma argument
yields an intermediate C∗-algebra K between M and S which is maximal with respect to being a
closed-ideal intrinsic extension of A and B(M) ⊆ B(K ). Take 0 = V  K . If aK ∩ V = 0 with a ∈ V ,
then aK V = 0, so aK ⊆ K (V ) = rK (V ) = rK (V ). Thus VaK = 0. Hence Va = 0 since K is semiprime.
Thus a ∈ rK (V ) ∩ V = 0. So V K ess V K .
Now M ∩ V = 0. Since MM is FI-extending by Proposition 1.4, Lemma 4.8(i), and Corollary 4.19,
there is e ∈ B(M) with (M ∩ V )M ess eMM from Proposition 1.4. Note that e ∈ B(K ) and V =
eV ⊕ (1 − e)V . If (1 − e)V ∩ M = 0, then 0 = (1 − e)V ∩ M ⊆ V ∩ M ⊆ eM , a contradiction. Thus
(1− e)V ∩ M = 0. Since 1− e ∈ B(K ), it is a projection, so (1− e)V is a norm closed ideal of K . Thus
(1− e)V = 0, so V = eV ⊆ eK .
Let 0 = W  eK with W ∩V = 0. Since e ∈ B(K ), W  K . From W ∩V = 0, W ⊆ rK (V ) = rK (V ), so
WV = 0. Similarly, WV = 0, hence W ∩ V = 0. Since e is a projection, eK is norm closed. So W ⊆ eK
from W ⊆ eK and 0 = W ∩ M ⊆ eK ∩ M = eM . Since (M ∩ V )M ess eMM , (W ∩ M) ∩ (M ∩ V ) = 0,
a contradiction. Hence W ∩ V = 0, so V K ess eKK since eK is a semiprime ring. Hence KK is FI-
extending. So K is quasi-Baer by Proposition 1.4. 
Note that from Hamana [38] the injective C∗-injective envelope of A is a closed-ideal intrinsic
extension of A which is an AW ∗-algebra when A is commutative. So a further question we may ask
is: Is the C∗-injective envelope a maximal closed-ideal intrinsic extension of A?
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