Abstract: It is of crucial importance to develop risk-averse models for multicriteria decision making under uncertainty. A major stream of the related literature studies optimization problems that feature multivariate stochastic benchmarking constraints. These problems typically involve a univariate stochastic preference relation, often based on stochastic dominance or a coherent risk measure such as conditional value-at-risk (CVaR), which is then extended to allow the comparison of random vectors by the use of a family of scalarization functions: All scalarized versions of the vector of the uncertain outcomes of a decision are required to be preferable to the corresponding scalarizations of the benchmark outcomes. While this line of research has been dedicated almost entirely to linear scalarizations, the corresponding deterministic literature uses a wide variety of scalarization functions that, among other advantages, offer a high degree of modeling flexibility. In this paper we aim to incorporate these scalarizations into a stochastic context by introducing the general class of min-biaffine functions. We study optimization problems in finite probability spaces with multivariate stochastic benchmarking constraints based on min-biaffine scalarizations. We develop duality results, optimality conditions, and a cut generation method to solve these problems. We also introduce a new characterization of the risk envelope of a coherent risk measure in terms of its Kusuoka representation as a tool towards proving the finite convergence of our solution method. The main computational challenge lies in solving cut generation subproblems; we develop several mixed-integer programming formulations by exploiting the min-affine structure and leveraging recent advances for solving similar problems with linear scalarizations. We conduct a computational study on a well-known homeland security budget allocation problem to examine the impact of the proposed scalarizations on optimal solutions, and illustrate the computational performance of our solution methods.
Introduction
Multicriteria stochastic optimization problems, which involve decisions leading to uncertain outcomes that can be evaluated according to multiple stochastic performance measures of interest, find natural applications in a wide variety of fields including humanitarian logistics, medical (radiation) treatment planning, agriculture revenue management (see, e.g., Noyan, 2012; Armbruster and Luedtke, 2015, respectively) . In such decision making problems it is often desirable to find a solution that results in a random outcome which is preferable to an existing reference, or benchmark. Optimization with the arising multivariate stochastic benchmarking constraints has been receiving increasing attention in the literature. These constraints are based on preference relations between random vectors, and thus generalize two widely studied notions: the stochastic ordering of scalar-valued random variables, and preference relations between deterministic vectors of multiple performance criteria.
The literature on optimization with multicriteria stochastic preference constraints primarily focuses on two types of benchmarking relations: the multivariate second-order stochastic dominance (SSD) relation, and multivariate CVaR relations. While dominance constraints are intuitively appealing and have a well-developed theoretical background (see, e.g., Dentcheva and Ruszczyński, 2009; Homem-de-Mello and Mehrotra, 2009; Dentcheva and Wolfhagen, 2015; , it is well-known that they are often overly demanding and conservative in practice, and can even lead to infeasible problems. As a remedy, one may instead enforce more relaxed preference relations based on risk measures. In particular, Noyan and Rudolf (2013) highlight the use of CVaR-based preferences as a way to provide flexible, meaningful, and tractable relaxations for SSD relations; this approach is further developed in Kucukyavuz and Noyan (2016) and Liu et al. (2015) . Moreover, Noyan and Rudolf (2013) extend their CVaR-based methodology to optimization problems with benchmarking constraints that feature a wider class of coherent risk measures. Following suit, while in this paper we detail optimization with the multivariate preference relations based both on SSD and coherent risk measures, our primary focus is the latter problem (with a special emphasis on CVaR).
A large proportion of existing studies extend univariate SSD and CVaR-based relations to the multivariate case by utilizing scalarization functions (for an overview of non-scalarizing methods see, e.g., Gutjahr and Pichler, 2013) . This scalarization approach typically considers a family of linear (weighted-sum) scalarization functions, parametrized by a scalarization set of weight vectors, and requires all scalarized versions of the random vectors to conform to the univariate preference relation of interest. Introducing the scalarization set proves to be a useful way to address ambiguities and inconsistencies in the weight vectors which represent the relative subjective importance of the decision criteria; for detailed discussions we refer the reader to and Liu et al. (2015) . One common approach (which the present paper will also follow), is to allow arbitrary polyhedra as scalarization sets, providing a good balance between flexibility and computational tractability.
While the aforementioned methods feature a variety of underlying univariate stochastic preference relations and scalarization sets, the scalarization functions are almost exclusively of the linear type (one exception, albeit not in an optimization context, is the work of Burgert and Rüschendorf, 2006) . This is in sharp contrast to the deterministic multicriteria optimization literature, which has seen a proliferation of scalarization methods due to several important factors. Firstly, the wide variety of available scalarizations offers a high degree of modeling flexibility, with many functions (such as the achievement scalarization functions introduced in Wierzbicki, 1980) having natural interpretations for decision makers. Secondly, scalarization functions with favorable analytical properties such as Lipschitz continuity can enable the use of efficient numerical methods. Thirdly, different scalarization functions typically lead to different optimal solutions, and the use of appropriate scalarizations often makes it possible to capture the Pareto-efficient frontier. We note that in a deterministic context scalarization is commonly employed in the objective, in contrast to our benchmarking approach where the choice of a suitable scalarization function can be used to shape the feasible region.
The goal of the present paper is to incorporate the variety of non-linear scalarization functions that exist in the deterministic literature into multicriteria optimization problems with stochastic preference constraints. The primary challenge in doing so lies in the fact that all available solution methods to these highly computationally demanding problems depend heavily on linear formulations. Our main contribution is to introduce a novel class of scalarization functions that is sufficiently general to include popularly used scalarizations, yet still allows tractable solution methods in a stochastic context. Analogously to the well-known notion of min-affine and max-affine functions, we propose the use of minbiaffine functions with two vector variables (where the scalarization vector is the first variable, and the outcome vector the second). These are the functions that can be expressed as the minimum of finitely many mappings that are affine in both of the variables. Two important factors make min-biaffine functions uniquely suited for use in our context. Firstly, they form a sufficiently rich family containing a wide range of scalarizations such as linear scalarization (see, e.g., Ehrgott, 2005) , weighted worst-case scalarization and weighted Chebyshev scalarization (see,e.g., Kaya and Maurer, 2014) , and a variety of achievement scalarizing functions (ASFs) including classical ASFs (see, e.g., Wierzbicki, 1999) , two-slope ASFs (Luque et al., 2012) , and parameterized ASFs (Nikulin et al., 2012) ). Secondly, their affine structure makes it possible to incorporate them into optimization problems in a fashion that allows us to adapt and extend many of the tools and formulations that are available for linear scalarization functions.
In addition to providing a tractable solution method we also develop a theoretical background to optimization problems with stochastic preference constraints that involve our new class of min-biaffine scalarizations.
We obtain duality formulations and optimality conditions which generalize the results of Dentcheva and Ruszczyński (2009) for the SSD-based constraints, and the results of Noyan and Rudolf (2013) for the risk measure-based constraints. Some of the arising side results also prove to be of independent interest, including a characterization of the maximal risk envelope in terms of the Kusuoka representation for coherent risk measures. In addition, our solution algorithms are made more efficient by a new method to exploit scenario proximity in the data.
The rest of the paper is organized as follows. In Section 2, we recall some fundamental definitions and results. Section 3 focuses on our new class of min-biaffine scalarization functions, and establishes corresponding multivariate preference relations based on coherent risk measures and SSD. We provide basic theoretical results, including a finite representation theorem, and introduce optimization problems with benchmarking constraints using our new class of preference relations. Section 4 is dedicated to the important special case where the outcome mappings are linear, presenting duality results and optimality conditions. This is followed in Sections 5 and 6 by finitely convergent cut generation-based solution methods for risk measure-and SSD-based models, respectively. Section 7 presents a brief computational study, while Section 8 contains our concluding remarks.
Preliminaries
We begin by establishing some notation and conventions used throughout the paper. We consider larger values of random variables to be preferable and quantify the risk associated with a random variable either via risk measures (where higher values correspond to riskier random outcomes) or via acceptability functionals (where higher values indicate less risky outcomes).
The cumulative distribution function of a random variable X is denoted by F X . All random variables in this paper are assumed to be defined on a finite probability space (Ω, 2 Ω , P) with Ω = {ω 1 , . . . , ω n } and P(ω i ) = p i > 0, i ∈ {1, . . . , n}. We denote the (finite) set of all non-zero probabilities of events by
The set of the first n positive integers is denoted by [n] = {1, . . . , n}, while the positive part of a number x ∈ R is denoted by [x] + = max(x, 0). Given an optimization problem PR we denote the objective function value at a decision vector v by OBF PR (v).
Coherent risk measures
Unless specified otherwise, the definitions and results in this section are presented specifically for finite probability spaces. For a more general treatment of these topics we refer to Pflug and Römisch (2007) and Shapiro et al. (2009) .
Consider the set V = V(Ω, 2 Ω , P) of all random variables on a finite probability space. We say that a mapping ρ : V → R is a coherent acceptability functional, equivalently, that −ρ is a coherent risk measure, if ρ has the following properties (for all V, V 1 , V 2 ∈ V):
• Superadditive:
• Positive homogeneous: ρ(λV ) = λρ(V ) for all λ ≥ 0.
• Translation equivariant:
The definition of a coherent risk measure given above was first introduced in the influential work of Artzner et al. (1999) ; our presentation follows along the lines of Pflug and Römisch (2007) and Pflug and Wozabal (2009) .
We now introduce an important family of coherent acceptability functionals. The conditional value-at-risk (Rockafellar and Uryasev, 2000; at confidence level α ∈ (0, 1] for a random variable X is defined as
The optimization problem in (2) can equivalently be formulated as the following linear program
where x 1 , . . . , x n are the (not necessarily distinct) realizations of X with corresponding probabilities p 1 , . . . , p n . It is well known that the maximum in these formulations is attained when η = VaR α (X), where VaR α (X) = min{γ : F X (γ) ≥ α} is the value-at-risk at confidence level α (also known as the α-quantile). Accordingly, CVaR α (X) can also be expressed via the following trivial minimization:
CVaR is of particular importance because it is coherent (Pflug, 2000) and serves as a fundamental building block for other coherent risk measures. Kusuoka (2001) has shown that (under very general conditions) coherent acceptability functionals can be represented as the infimum of continuous convex combinations of CVaR at various confidence levels. The functionals which have finite such representations form a rich and computationally tractable class: We say that −ρ is a finitely representable coherent risk measure if it has a representation of the form
for some integers H and K, confidence levels α 1 , . . . , α K ∈ (0, 1], and weight vectors µ
We can assume without loss of generality that the confidence levels in the above representation are selected from the set K, see, e.g., Noyan and Rudolf (2015) , who also prove that finitely representable measures can provide an arbitrarily close approximation to any coherent risk measure that can be evaluated on all finite probability spaces. Additional details about finding such approximations, along with explicit bounds on the approximation error, can be found in Haskell et al. (2016) . It was also shown in Noyan and Rudolf (2015) that the class of risk measures −ρ that have a representation of the form (5) with H = 1, i.e., can be expressed as
coincides with the class of spectral risk measures. For the original definition of spectral risk measures we refer to Acerbi (2004) . These risk measures have received significant attention in a financial context due to the so-called comonotone additive property, which states that risk pooling is not rewarded for "worst-case" dependence structures.
To conclude this section, we present an alternative dual representation for coherent risk measures on finite probability spaces (Artzner et al., 1999) .
2.2 Univariate stochastic dominance Stochastic dominance relations compare random variables with respect to the pointwise values of a performance function constructed from the distribution function. In particular, in the first order dominance (FSD) relation the performance function is the CDF itself, while the SSD relation, which has received significant attention due its correspondence with risk-averse preferences, is based on the so-called second-order distribution function. We refer the reader to Müller and Stoyan (2002) for a detailed review on stochastic dominance relations. 
The definition remains valid if in (8) the inequality is only required for possible values η ∈ Range(Y ) of Y ; see Dentcheva and Ruszczyński (2003) . It is well-known (see, e.g., Ogryczak and Ruszczyński, 2002) that the SSD relation can be equivalently defined by the following inverse formulation:
The definition remains valid if in (9) the inequality is only required whenever α is the probability of an event, i.e., for α ∈ K; see Noyan and Rudolf (2013) .
Geometric preliminaries. Let us call a vector
it can be extended into a vertex, i.e., if there exists some v ∈ R h such that (c, v) is a vertex of P . Given a
we introduce the following series of "liftings":
The next theorem shows that this lifting procedure can only introduce a finite number of new d-vertices. 
Multivariate Stochastic Preference Relations
Preference relations among scalar-valued random variables, such as the SSD relation or the relations induced by risk measures, can be extended to vectorvalued variables by the use of scalarization functions. In multiobjective optimization, scalarization functions are introduced in the context of either minimization or maximization problems (in an essentially equivalent fashion). In this paper we use the latter convention; all definitions and notations below have been adapted accordingly whenever necessary. 
Similarly, we say that the random vector X dominates Y in second order with respect to φ and C, denoted as X The majority of mathematical and methodological difficulties in this line of research arise from the presence of joint risk expressions such as ρ(φ(c, X)). A natural alternative idea would be to replace these by φ(c, ρ(X)), i.e., by the scalarization of the component-wise risk measures ρ(X) = (ρ(X 1 ), . . . , ρ(X d )). In this case even large-scale problems typically become immediately tractable via simple linear programming formulations. However, the expression φ(c, ρ(X)) only depends on the random vector X through the marginal distributions of X 1 , . . . , X d , and thus ignores entirely their joint behavior. This is highly undesirable because the canonical coherent risk measures CVaR α , which can be viewed as the fundamental building blocks of all coherent risk measures, are designed to describe the behavior of a system in the "worst" α proportion of possible scenarios. Therefore using the aforementioned alternative formulation would only be intuitively justified in the trivial case when the random outcomes X 1 , . . . , X n are comonotone, and thus their worst-case scenarios coincide. Similar considerations apply for the case of SSD-based preference relations.
Min-biaffine scalarization functions
In this paper we focus on the class of scalarization functions that can be represented as a minimum of finitely many biaffine functions:
. (13) If a function φ has a representation of the form (13), we say that it is a min-biaffine function. The class of such functions, denoted by Φ, is quite general and includes most scalarization functions that are commonly used in the deterministic multiobjective optimization literature, as the following representations show:
• Linear (weighted-sum) scalarization (see, e.g., Steuer, 1986; Ehrgott, 2005) :
-Min-affine representation:
• Weighted worst-case scalarization (note that this function is based on the Chebyshev norm, as we have φ(c,
• Weighted Chebyshev scalarization function (see, e.g., Kaya and Maurer, 2014) :
, where u = (r 1 , . . . , r d ) is a fixed reference vector (often chosen to be the so-called utopian point).
• The class of achievement scalarizing functions (ASFs) includes a variety of similar functions (see, e.g., Wierzbicki, 1999 , for a detailed overview); the following is a typical example:
• Two-slope ASFs introduced by Luque et al. (2012) use one of two different scalarization weights for each decision criterion, depending on whether or not the objective value exceeds the corresponding reference (cf. Remark 3.1):
• The parameterized ASFs introduced by Nikulin et al. (2012) for parameters q ∈ [d]: 
2 is concave in both of its variables, it does not have tight biaffine majorants at (c, x) = (0, 0).
In a deterministic multiobjective context scalarization functions are often discussed in relation to the efficient frontier. In particular, it is well-known that linear scalarization functions can be used to capture the efficient frontier of a convex region, and under appropriate conditions ASFs can be shown to produce all (properly or weakly) Pareto-optimal solutions (see,e.g., Miettinen, 1999) even in the non-convex case. While there is no unique widely accepted definition of an efficient frontier for sets of random vectors (see, e.g., the notion of stochastic dominance-based Pareto optimality in Liu et al. (2015) and the earlier related work of Ben Abdelaziz (2012)), it remains true that stochastic preference relations based on different scalarization functions give rise to different sets of non-dominated points. Accordingly, choosing an appropriate scalarization function plays an important role in shaping the feasible regions of problems with the multivariate stochastic preference constraints. We now present a small-scale example to illustrate the impact of using different scalarization methods. 
In addition, we define the scalarization polyhedron • Component-wise preference: X Y if X 1 (i) Y 1 and X 2 (i) Y 2 . Note that this corresponds to using a linear scalarization approach with the discrete scalarization set {(0, 1), (1, 0)}.
Figure 1 shows feasibility regions of the form
• Preference based on linear scalarizations:
• Preference based on weighted worst-case (Chebyshev norm) scalarizations:
Finiteness results
If the scalarization function is continuous in c, we can assume without loss of generality that the scalarization set C is compact. For the case of polyhedral scalarization sets this implies that we can assume C is a polytope. The proof of the following result is analogous to the proof of Proposition 2 in Noyan and Rudolf (2013) for the case of linear scalarization functions. In the remainder of this paper we also assume that all scalarization vectors are non-negative. This assumption is without loss of generality because if a compact scalarization set
For any nontrivial polyhedron C of scalarization vectors the corresponding ρ-preferability constraint (11) is equivalent by definition to a collection of infinitely many scalar-based constraints, one for each scalarization vector c ∈ C. The next theorem shows that, for the case of finitely representable coherent risk measures in finite probability spaces, it is sufficient to consider a finite subset of these vectors. These vectors can be obtained as projections of the vertices of a higher dimensional polyhedron. (i ) There exists a polyhedron P such that, for any d-dimensional random vector X with realizations
with
(ii ) If the risk measure −ρ is spectral, then the above equivalence holds with the choice of the lifted poly-
, with the polyhedron P (φ, C, Y) defined as follows:
where A 1 , . . . , A T are the affine mappings in the representation (13) of φ.
(iii ) In the case ρ = CVaR α the equivalence holds with P = P (φ, C, Y) for any confidence level α ∈ (0, 1].
Proof. Let us first assume that the relation X φ,C ρ Y does not hold, implying that the optimal objective value of the following cut generation problem
is negative. Since ρ is finitely representable, it can be written in the form (5) for some confidence levels α 1 , . . . , α K ∈ (0, 1] and weight vectors µ (1) , . . . , µ (H) . Using the representation (3) of CVaR and the representation (13) of φ, we can therefore express the minimum in (16) as the optimum of the following problem:
We first observe that the objective function in (17a) is concave. Indeed, as ρ is coherent, it is monotone and concave. Furthermore, by our assumptions the mapping c → φ(c, X) is a minimum of affine functions, and therefore also concave. It immediately follows that the mapping c → ρ(φ(c, X)) is concave for any random vector X.
Let P denote the feasible set of the above problem. As P is a polyhedron, the concave minimization problem (17) has a vertex optimal solution, i.e., a solution of the form (c (14) is violated. On the other hand, notice that for every vector (c, η, w, z) ∈ P we have c ∈ C, therefore the d-vertices of the polyhedron P form a subset of C. Thus, the relation X φ,C ρ Y trivially implies (14), which completes the proof of part (i).
To show part (ii), let us consider a spectral risk measure −ρ, and recall that it has a representation of the form (6). Therefore, in this case the minimum in (16) can be expressed as the optimum of the following problem:
Since the second term of the objective function is linear, we again have a concave minimization problem. The feasible set is the polyhedron P (K) (C, Y), so there exists a vertex optimal solution (c
Part (iii) follows similarly by observing that for ρ = CVaR α the representation (6) holds with K = µ 1 = 1 and α 1 = α. 
where the acceptability functionals ρ 1 and ρ 2 can be defined on different finite probability spaces.
Since, as discussed in Section 2.2, in finite probability spaces the SSD relation is equivalent to a finite collection of CVaR inequalities, part (iii) of Theorem 3.1 immediately implies that the results extend to the SSD case. 
Optimization models
We are now ready to introduce the class of multicriteria stochastic decision making problems that are the main object of our study. In these problems a decision z is selected from some feasible set Z, leading to a random outcome vector G(z). This outcome vector represents the multiple random performance measures associated with the decision z, and is determined according to some mapping
Our goal is to maximize the continuous objective function f : Z → R while ensuring that the random outcome vector G(z) is preferable to some benchmark random outcome vector Y according to a scalarization-based multivariate relation (as introduced in Definition 3.1). Let us fix a scalarization function φ :
Then for a coherent risk measure ρ : V → R we consider the following problem:
Similarly, we introduce the SSD-constrained variant
(GeneralP SSD )
We remark that the benchmark Y is often constructed as Y = G(z) from some benchmark decisionz ∈ Z. For ease of exposition, we present GeneralP ρ and GeneralP SSD with a single multivariate preference relation. However, our methods and results extend naturally to the case of multiple constraints featuring different benchmarks and scalarization sets. Furthermore, in GeneralP ρ one can replace preference constraints by those of the more general form (18).
Linear Programming Formulations and Duality
In this section we focus on the important special case where the mappings f and G are linear, the scalarization function φ is min-biaffine, and the set Z is polyhedral. Let us introduce the following notation:
• f (z) = f ⊤ z for some vector f ∈ R r1 .
• G(z, ω) = Γ(ω)z for a random matrix Γ : Ω → R d×r1 .
• φ(c, x) = inf
Using the above notation, (GeneralP ρ ) becomes
Working under the assumption that C is a polytope we can formulate (LinearP ρ ) as a linear program (LP). For a finite setC = {c (1) , . . . ,c (L) } consider the following LP:
The next proposition, which shows that for suitable choices ofC the above LP is equivalent to (LinearP ρ ), is an easy consequence of Theorem 3.1. 
We next discuss how to obtain similar linear formulations for (GeneralP SSD ). Keeping in mind the inverse formulation (9) of the SSD relation, (GeneralP SSD ) can be written as
When C is a polytope, (LinearP SSD ) can also be formulated as a finite LP. It is an easy consequence of Corollary 3.1 that for finite setsC satisfyingĈ ⊂C ⊂ C the following LP is equivalent to (LinearP SSD ) in the sense established by Proposition 4.1.
Remark 4.1 Alternatively, it is also possible to use the shortfall representation (8) instead of (9) to rewrite the SSD constraint in (GeneralP SSD ), in which case the dominance constraint in (LinearP SSD ) is replaced by the inequalities
for all c ∈ C and η ∈ R. Similar to the CVaR-based case, Corollary 3.1 implies that the arising problem can be equivalently formulated as a finite linear program.
In practice linear programming formulations such as (FiniteP ρ (C)) and (FiniteP SSD (C)) do not immediately offer a tractable way to solve to our optimization problems, as they can feature an exponential number of constraints. We now proceed to show that these formulations do, however, provide an important direct way to derive strong duality results and optimality conditions.
Duality -risk measure-based models
Before we can formulate the dual of the optimization problem (LinearP ρ ) we need to establish some additional notation.
• The family of finitely supported non-negative measures on a set S is denoted by M F + (S).
• If µ 1 and µ 2 are measures on the sets S 1 and S 2 , respectively, then µ 1 × µ 2 denotes their product measure on the set
• If ν is a measure on S 1 × S 2 then we let Π S2 ν denote its marginal measure on S 2 , defined by the
• For a measure µ on a set S and an integrable function f :
We now present a strong duality result and the corresponding optimality conditions. Assume that the risk measure −ρ is given by its Kusuoka representation (5) and the scalarization function is given in the form (13). Let us consider the following dual to problem (LinearP ρ ):
The proof of the next duality theorem, which is similar to that of Theorem 3 in Noyan and Rudolf (2013) , is relegated to Appendix A. We remark that while our dual formulation is analogous to Haar's dual for semiinfinite linear programs (see, e.g., Bonnans and Shapiro, 2000) , we obtain our strong duality result without any constraint qualification. 
We mention here that for the special case ρ = CVaR α the above theorem generalizes previous duality results for problems with linear scalarization functions (given in Noyan and Rudolf, 2013) to problems with min-affine scalarization functions.
Lagrangian Duality
The duality results established in Theorem 4.1 admit a simple Lagrangian interpretation. As the preference constraints in (GeneralP ρ ) are indexed by the scalarization set C, measures on C are a natural choice to use as Lagrange multipliers. Accordingly, let us introduce the Lagrangian function
L(z, λ), while the corresponding Lagrangian dual problem is
The following strong duality result is a direct consequence of Theorem 4.1. The proof, which follows the same pattern as the upcoming derivation of Theorem 4.4 from Theorem 4.3, is omitted here for the sake of brevity. 
4.2 Duality -SSD-based models Recalling Definition 2.1, an SSD constraint for scalar-valued random variables can be viewed either as a continuum of shortfall constraints or as a continuum of CVaR constraints. Dentcheva and Ruszczyński (2003) showed that, for SSD-constrained optimization problems formulated via the shortfall representation, a dual optimal solution can be interpreted as a risk-averse utility function (the so-called "implied utility function" of the benchmark). Analogously, the CVaR-based representation of the SSD relation leads to dual solutions interpreted as mixed-CVaR risk measures. A form of this result appears in Dentcheva and Ruszczyński (2006) , where the dual solutions are viewed as rank-dependent dual utility functions (Yaari, 1987) ; a correspondence between Yaari's dual utility functions and spectral representations of mixed-CVaR risk measures is established, for example, in . Dentcheva and Ruszczyński (2009) extend the above shortfall representation-based duality result to the case of multivariate SSD constraints with linear scalarization, showing that dual optimal solutions arise from certain operators that assign utility functions to scalarization vectors. In this section we generalize this result to SSD constraints with min-affine scalarizations, and provide an analogous statement for formulations that use the CVaR-representation of SSD. We point out that the previous strong duality results mentioned above require additional technical conditions such as the uniform dominance condition in Dentcheva and Ruszczyński (2003) and the uniform inverse dominance condition in Dentcheva and Ruszczyński (2006) . In contrast, for the case of finite probability spaces our approach will establish strong duality without the need for constraint qualification. Let us begin by considering the following dual problem to (LinearP SSD ):
The proof of the next theorem essentially replicates that of Theorem 4.1, replacing the LP dual of (FiniteP ρ (C)) with that of (FiniteP SSD (C)) to establish strong duality. 
, and an additional term
appears in the dual objective function.
Lagrangian duality
Along the lines of the framework established in Dentcheva and Ruszczyński (2009) , given a scalarization function φ :
• Let R be the family of operators ρ : c → ρ c that assign a spectral acceptability functional ρ c to each scalarization vector c ∈ C. For a finitely supported measure γ on C we define ϕ
• Let U be the family of operators u : c → u c that assign a concave non-decreasing utility function u c to each scalarization vector c ∈ C. For a finitely supported measure γ on C we define ϕ
We next prove that the families Φ R and Φ U are indeed generators for ≼ φ,C (2) .
Proposition 4.2 The three conditions below are equivalent for any two random vectors
Proof. We outline the proof for (i) ⇔ (ii); the proof for (i) ⇔ (iii) is essentially identical. To show (ii) ⇒ (i), for a scalarization vector c ∈ C and α ∈ (0, 1] let δ c be the Dirac measure concentrated on c, and let , Y) ) holds for all c ∈ C and α ∈ (0, 1], which is equivalent to the SSD condition X ≽ φ,C (2) Y in (i). On the other hand, if the SSD condition holds, then for any γ and any ρ ∈ R with mixed-CVaR representations , Y) ).
To conclude this section we show that, for finite probability spaces, the strong duality established in Theorem 4.3 and Remark 4.2 fits naturally into the Lagrangian framework of Dentcheva and Ruszczyński (2009) 
According to Proposition 4.2 we have L(z, ϕ) ≥ f ⊤ z for any feasible solution z of (LinearP SSD ) and any ϕ in the generator Φ R or Φ U . It immediately follows that weak duality holds: the optimal values of (LagrangianD R ) and (LagrangianD U ) are greater than or equal to the optimal value of (LinearP SSD ). The next theorem establishes strong duality and provide optimality conditions. 
Proof. Below we present the proof of the theorem for the dual problem (LagrangianD R ) using the strong duality between the CVaR-based formulations (LinearP SSD ) and (LinearD SSD ). The claim for (LagrangianD U ) follows analogously from the shortfall-based primal-dual pair detailed in Remarks 4.1 and 4.2.
We prove the theorem by showing the following three claims:
(i) If the equations (28)- (29) hold for some primal primal feasible z * and dual feasibleφ, then these solutions are simultaneously optimal, and the objective values coincide.
(ii) For any given optimal solution z * of (LinearP SSD ) there exists a corresponding feasible solution ϕ * of (LagrangianD R ) such that the equations (28) and (29) are satisfied for the choiceφ = ϕ * .
(iii) If z * is primal optimal andφ is dual optimal, then they satisfy the equations (28)- (29).
Let us denote the optimum values of (LinearP SSD ) and (LagrangianD R ) by OPT P and OPT D , respectively.
Since weak duality holds, we have OPT P ≤ OPT D . On the other hand, (28)-(29) immediately imply
which proves claim (i).
To prove claim (ii), let us consider an optimal solution z * of (LinearP SSD ). According to Theorem 4.3 there exists an optimal solution (λ * , δ * , ζ * ) of (LinearD SSD ) with the same optimal value. We introduce the following notation and definitions:
• For a vector c ∈ C let the measure λ *
• Let us define the measure γ
• Note that c ∈ support(γ * ) holds if and only if λ * c ((0, 1]) > 0; in this case we define the spectral risk measure ρ * c by ρ *
Using the above expression for ϕ * , the condition (28) 
does not depend on the decision vector z, when we substituteφ = ϕ * into (29), we can replace the ex-
for all z ∈ Z, and the Lagrange multiplier ζ * is nonnegative, the final complementary slackness condition
Therefore it suffices to show that the inequal-
which can be equivalently written as
, is valid for all z ∈ Z. To this end, we will prove that the following chain of inequalities holds for any z ∈ Z, and that all inequalities hold with equality for z = z * .
The equality (31) follows from (24) and (30). We then expand the expected value and projection operators in the first term, and substitute definition (4) of CVaR into the second term to arrive at (32). To verify (33), we apply the equality (22) to replace λ * in the second term and note that by definition we have φ(c, 
Finally, to prove claim (iii), let us consider a primal optimal solution z * and a dual optimal solutionφ.
According to claim (ii) there exists some ϕ
As the set Z is compact and the Lagrangian function L is continuous, there also exists someẑ such that
On the other hand, we havê
which implies (28). Therefore, keeping in mind that z * andφ are both optimal and have the same objective value, (29) follows:
Solution Algorithm
In this section we present an algorithm to solve the optimization problem (GeneralP ρ ). Throughout the section we assume that the risk measure −ρ is given by a finite Kusuoka representation (5), while the scalarization function φ is given in the form (13). According to Theorem 3.1 it is sufficient to consider finitely many scalarization vectors to ensure that the multivariate preference relation (11) holds for X = G(z). However, as these scalarization vectors correspond to the vertices of a higher dimensional polyhedron, enumerating them is a hard problem and potentially leads to an exponential number of constraints. To address these concerns, we propose using a cut generation method.
We begin by solving the relaxed master problem, a relaxation of (GeneralP ρ ) obtained by replacing the set C with a (possibly empty) finite subsetC. Under the linearity assumptions of Section 4 this master problem takes the form of the LP (LinearP ρ ), while in the general case the linear outcome term Γ(ω i )z and the linear constraint U z ≤ u can be replaced, respectively, by an arbitrary outcome mapping G(z, ω i ) and a feasibility constraint of the form z ∈ Z. We then iteratively augment the subsetC by adding to it scalarization vectors for which the corresponding risk constraint is violated. At each iteration, given an optimal solution z * of the relaxed master problem, we attempt to find such a violating scalarization vector by solving the corresponding cut generation problem of the form
If the optimal objective value is non-negative, it follows that z * is an optimal solution of (GeneralP ρ ). Otherwise, Theorem 3.1 guarantees that there exists an optimal solution c * which is a d-vertex of a certain polyhedron P . We provide a formal description of our proposed solution method in Algorithm 1. if the optimal objective value of (CutGen) is negative then
7
Let c * be an optimal solution;
8
Given c * find a d-vertex optimal solutionc (L+1) of (CutGen);
9
SetC =C ∪ {c (L+1) } and L = L + 1.
10
else Optimality detected, break;
11 else Infeasibility detected, break;
The finite convergence of our algorithm follows directly from Theorem 3.1 and the continuity of coherent risk measures in the L 1 -norm (Ruszczyński and Shapiro, 2006) . The proof of the following theorem is essentially identical to that of the analogous result for optimization with the multivariate polyhedral CVaR constraints (Theorem 4, Noyan and Rudolf, 2013).
Theorem 5.1 Algorithm 1 terminates after a finite number of iterations, and provides either an optimal solution of (GeneralP ρ ), or a proof of infeasibility.
As we have seen, the master problem is a non-linear program, which under appropriate linearity assumptions becomes the LP (FiniteP ρ (C) ). The remainder of this section is dedicated to solving the typically more challenging cut generation problem. To keep our presentation accessible, we initially provide formulations for the case ρ = CVaR α in Section 5.1, and introduce some novel computationally efficient enhancements in Section 5.1.2. Using Kusuoka representations these results extend in a straightforward fashion from CVaR to all finitely representable measures, as detailed in Section 5.1.3.
Cut generation
In this section we assume ρ = CVaR α , and focus on solving (CutGen) given two d-dimensional random vectors X = G(z * ) and Y. As CVaR α is defined for all finite probability spaces, we do not require the random vectors X and Y to be defined on the same space. Accordingly, let us denote their realizations and the corresponding probabilities by x 1 , . . . , x n , y 1 , . . . , y m and p 1 , . . . , p n , q 1 , . . . , q m , respectively. The problem (CutGen) then takes the following form:
Since CVaR α (φ(c, X)) is concave in c, the cut generation problem requires the minimization of a concave objective function. The challenge therefore lies in expressing the risk CVaR α (φ(c, X)) associated with the decision-based random outcome X. A similar structure appears when tackling optimization with the multivariate CVaR constraints based on linear (weighted-sum) scalarization; Noyan and Rudolf (2013) and Kucukyavuz and Noyan (2016) develop computationally tractable mixed integer programming (MIP) formulations for the arising cut generation problems. In particular, the computational study in Kucukyavuz and Noyan (2016) shows that their formulation, which utilizes an alternative representation of VaR, generally outperforms other approaches. We therefore adapt some ideas from the aforementioned papers to formulate (CutGen) as a MIP. We will also frequently make use of the following simple LP representations of minima and maxima:
Observation 5.1 Given n values q 1 , . . . , q n ∈ R we have v = max i∈ [n] q i if and only if the system (37) or, equivalently, the system (39) is feasible. Similarly, v = min i∈ [n] q i can be represented either by (38) or by (40).
• Disjunction-based representations:
where M is a sufficiently large constant (M ≥ max i∈ [n] q i − min i∈ [n] q i ). In both cases we have v = q i * , where
is the unique index with a i * = 1.
• Convex combination-based representations:
These representations remain valid if the vector a is required to be binary. In this case we again have
We will initially use the disjunction-based representations, as these lead to a simpler (although not necessarily stronger) MIP formulation than their convex combination-based counterparts. We note that when q i are fixed parameters, it is natural to prefer a convex combination-based representation as it does not introduce any additional binary variables. However, this advantage does not apply to our study because we are interested in calculating maxima and minima of decision variables, not parameters. In fact, we will see that it becomes necessary to enforce the binary restriction on the a i variables in order to be able to linearize the bilinear terms q i a i . For the remainder of this section we assume that the values A t (c, x i ), and consequently the realizations φ(c,
This assumption is without loss of generality because adding a sufficiently large common constant term to all of the biaffine functions A t does not affect our optimization problems (due to the translation equivariance of coherent risk measures).
Let us represent VaR α (φ(c, X)) by the variable ϑ, the realization of φ(c, X) under scenario i ∈ [n] by the variable λ i , and the corresponding shortfall [ϑ − λ i ] + by the variable v i . We can now formulate (CutGen) as the following MIP:
This formulation involves several new constants. Throughout this section we assume that all Big-M coefficients are sufficiently large to ensure that, whenever they are multiplied by a non-zero term, the constraints they appear in become redundant; we discuss the appropriate choice for the parameters M i· , M ·i , andM it in Section 5.1.2 and Appendix B. Also, the positive constant ϵ should be sufficiently small to ensure that the constraint (41g) is equivalent to the strict inequality ∑ i∈ [n] p i β i − ∑ i∈ [n] p i u i < α; this is clearly the case if ϵ < min {α − κ : κ ∈ K ∪ {0}, κ < α} holds.
We now verify that the formulation (41) is indeed equivalent to the original (CutGen). To this end let us first note that, by Observation 5.1, constraints (41c)-(41e) mean that we have
Similarly, constraints (41i)-(41l) simply state that ϑ = max{λ i : β i = 1} = λ i * holds, where i * is the unique index with u i * = 1. If in place of the disjunctive representation (37) of the maximum we were to use the convex combination-based (39), the constraint (41l) would equivalently be replaced by ϑ = ∑ i∈ [n] u i λ i . Introducing the new variables ζ i ∈ R + to represent the bilinear terms u i λ i , this new constraint can in turn be linearized as follows (keeping in mind that λ is assumed to be non-negative):
We again point to Appendix B regarding the appropriate choice of the Big-M coefficientsM i . Theorem 3.1 in Kucukyavuz and Noyan (2016) immediately implies that constraints (41f)- (41k) Kucukyavuz and Noyan (2016) , which leads to a slightly more complex model where the constraints (41n)-(41o) are equivalently expressed by introducing the auxiliary variables
Our implementation in Section 7 is based on a direct adaptation of the ideas in
We mention that the MIP formulation (41) can be strengthened by adding the valid inequality
to replace the constraints (41h) and (41l), which are trivially implied by (44).
Alternative formulations
In the MIP (41) the maximum ϑ = max{λ i : β i = 1} and the minima λ i = min t∈ [T ] A t (c, x i ) are both expressed using the disjunction-based representations in Observation 5.1, therefore we refer to this formulation as "disjunctive-disjunctive". It is of course also possible to use the equivalent convex combination-based representations (39) and (40) in place of (37) and (38), leading to four equivalent alternative formulations of our problem. More precisely, as we have seen above, one can replace the constraint (41l) by (43) to obtain a "convex-disjunctive" formulation. Similarly, to obtain a "disjunctiveconvex " formulation from (41) we replace the constraint (41d) with
, which, introducing new variables ϱ it ∈ R + to represent the bilinear terms a it A t (c, x i ), can in turn be linearized as follows (under our non-negativity assumptions for the A t (c, x i ) values):
Finally, the "convex-convex " formulation is obtained by replacing both (41l) with (43), and (41d) with (45). We will compare the computational performance of these four alternative formulations in Section 7.
We briefly mention here that, for the special case where each scenario has equal probability, it is possible to obtain simpler formulations that utilize the well-known risk envelope-based dual representation of CVaR (cf. Noyan and Rudolf, 2013) , and, as proposed in Liu et al. (2015) , the VaR representation by Kucukyavuz and Noyan (2016) .
Enhancements to the cut generation method
It is well-known that the choice of Big-M coefficients is crucial in obtaining stronger MIP formulations. For problem (41) one could simply set , x k ) ; each of these values is easily calculated by solving an LP. On the other hand, the following more detailed formulas find the tightest possible coefficient values. We introduce the quantities
and for i ∈ [n] we set
An added benefit of this approach lies in the fact that, as Kucukyavuz and Noyan (2016) demonstrate, when M ik values are known to be non-positive, it is often possible to fix a large proportion of binary variables during the preprocessing stage, and further strengthen the MIP formulations by the addition of ordering constraints. These enhancements can dramatically improve the performance of the cut generation subproblem, which is confirmed by our computational study in Section 7. The convex maximization involved in calculating an exact M ik value can be carried out by solving T linear programs (see Appendix B). However, it is possible to obtain high quality bounds with significantly lower computational effort whenever multiple scenarios lead to similar outcomes. Notably, this is often the case both for scenarios constructed from historical data, and for scenario sets generated by sampling from a continuous distribution. The idea that will allow us to exploit scenario proximity is the following: when multiple scenarios lead to similar outcome vectors, the scalarizations of these outcome vectors will also be close to one another. By consequence, if one replaces the scenarios i and k in (46) with a similar pair, it is possible to bound the resulting change in the Big-M values by using an appropriate measure of distance between the original and the new scenarios.
In order to keep our presentation compact, during the remainder of this section we restrict our attention to the case of the Chebyshev norm-based weighted worst-case scalarization where T = d and A t (c, x) = c t x t . Using this scalarization function the formula (46) becomes
where x ji denotes the realization of the outcome X j under scenario i.
c ∈ C} denote the maximal and minimal j-coordinates in the scalarization set, respectively.
Since C is a polyhedron,M j andM j can be calculated by solving an LP, or, if the vertices of C are known, by simple enumeration. Given a random vector X we now introduce the following (non-symmetric) notion of distance between its realizations:
If upper and lower bounds are available for a parameter M i1,k1 , the following lemma allows us to obtain bounds on another parameter M i2,k2 . The closer the pairs of realizations x i1 , x i2 and x k1 , x k2 are according to ∆, the tighter our new bounds will be.
Lemma 5.1 The following inequalities hold for any indices
Proof. We only prove (50), because by switching the roles of (i 1 , k 1 ) and (i 2 , k 2 ) the inequality (51) will immediately follow. Let c * be maximizer in the defining equation (48) for M i2k2 , and let j * ∈ arg min
be a corresponding minimizer of the second term. Furthermore, letĵ ∈ arg min j∈ [d] c * j x jk1 . Then we have:
Combining the two inequalities above we finally obtain (50) as required:
where the final inequality follows from the observation (49).
For the purposes of our enhanced methods we need to determine, for every pair of scenarios i, k ∈ [d], whether M ik ≤ 0 or M ik > 0 holds; in the latter case we also require an upper bound on M ik . To accomplish this, we first calculate the distances ∆(i, k) and initialize upper and lower bounds M
. Then we repeat the following procedure until the answer is known for all pairs:
• Select a pair i 1 , k 1 ∈ [n] for which the answer is not yet known (i.e., for which M 
• Use the newly calculated value M i1k1 to update the bounds for all other pairs i 2 , k 2 ∈ [d] in accordance with (50) and (51):
Cut generation for finitely representable risk measures
We now briefly outline how to modify the cut generation MIP (41) when the acceptability functional ρ is not CVaR α , but is instead given by a representation of the form (5).
Let us first consider a spectral risk measure −ρ given in the form (6). We introduce K copies of the variables ϑ and v, with ϑ (j) representing VaR αj (φ(c, X)), and v
. Similarly, η (j) and w (j) are used in relation to the benchmark outcome Y , and we also introduce copies β (j) , u (j) of our auxiliary binary variables. All constraints that involve the aforementioned variables are also replaced by K corresponding copies. Finally, to express ρ (φ(c, X)) − ρ (φ(c, Y)), we replace the objective function in (41a) by
Let us now consider an arbitrary finitely representable risk measure of the form (5). We can rewrite the representation (5) as ρ(V ) = min h∈ [H] 
It is easy to see that the problem (CutGen) has a negative optimum if and only if at least one of the H problems min c∈C ρ h * (φ(c, X)) − ρ (φ(c, Y) ) does, where h * ∈ [H]. Therefore we can solve these H problems one by one until we either find a negative optimum (which provides a cut) or verify that they all have non-negative optima (which proves the optimality of our current decision). To solve the problem for any given h * ∈ H, we again introduce copies of the variables ϑ, v, η, w, β and u, along with the constraints involving them, in the same fashion as before. The objective function will now take the form
with the additional constraint
to ensure that the new variable z represents ρ (φ(c, Y) ).
Remark 5.2 Burgert and Rüschendorf (2006) introduce a class of scalar-valued risk measures for random vectors given by the representation
where 
parametric families of risk measures and scalarization functions, respectively; the authors' primary focus is on instances featuring either linear or weighted worst-case scalarizations. Our methods can be naturally adapted to solve problems with benchmark constraints of the form ρ(G(z)) ≥ρ(Y) for the important special case when ρ

Finding a d-vertex optimal solution
The MIP formulations we have discussed so far provide a way to obtain an optimal solution c * to the cut generation problem (16). We recall that Theorem 3.1 guarantees the existence of an optimal solution which is a d-vertex of a certain polyhedron P . We now describe how to use c * to construct such a d-vertex optimal solution. Our approach, which highlights the connection between the risk envelope representation and the Kusuoka representation of coherent risk measures, provides an alternative to the subset-based method outlined in Noyan and Rudolf (2013) .
According to Theorem 2.1 there exists a risk envelope Q that provides a dual representation of the form (7) for the acceptability functional ρ. We can assume without loss of generality that Q = {Q ∈ V : Q ≥ 0, E(Q) = 1, E(QV ) ≥ ρ(V ) for all V ∈ V} is the maximal risk envelope. Since Q is a compact set, for any random variable V there exists someQ ∈ Q such that
holds. The following results provide a way to obtain such a 'tight' elementQ of the risk envelope for V = φ(c * , X), as a first step toward finding the desired d-vertex solution.
Lemma 5.2 Let Q be a random variable on a finite probability space, and let −ρ be a finitely representable coherent risk measure given by its Kusuoka representation (5). The inequalities
hold if and only if we have
the following conditions:
where
Proof. Let us denote the probabilities of the elementary events by p 1 , . . . , p n . For random variables Q and V let us denote their corresponding realizations by q 1 , . . . , q n and v 1 , . . . , v n . Taking into account the representation (5) it is easy to see that (56) 
is infeasible. In accordance with (3) we can rewrite (59) as
By Farkas' lemma the above system is infeasible if and only if the following system is feasible:
We introduce the random variables R (j) with realizations r
b ij holds for all j ∈ [H] we can now equivalently rewrite (60) as follows, which immediately proves our claim.
As c * is an optimal solution of (63), the above problem has an optimal solution of the form (c
Note that, due to the presence of the index variables τ i , (64) is not a linear program. However, by fixing the indices τ = τ * and dropping the constraints (64e)-(64f) we obtain the LP (62). Since the feasible set of this LP is the polyhedron P , for a vertex optimal solution (ĉ,ẑ,η,ŵ) the vectorĉ is a d-vertex of P (i.e.,ĉ = c (ℓ) for some ℓ ∈ [N ]).
If we setτ such thatτ i ∈ arg min
A t (ĉ, x i ) for all i ∈ [n], then (ĉ,ẑ,η,ŵ,τ ) satisfies the constraint (64e) and is thus a feasible solution of (64). We now show that it is in fact an optimal solution, which in turn implies thatĉ is an optimal solution of (16), completing our proof. Our claim follows from the chain of inequalities below.
= OBF (62) (ĉ,ẑ,η,ŵ) (66)
To see that the inequality (65) holds, we first observe that by the definition ofτ we have
. Taking into account that both p andQ are non-negative, we obtain
The equalities (66) and (68) reflect the fact that problem (62) is obtained from (64) by fixing τ = τ * . Finally, (67) holds because (ĉ,ẑ,η,ŵ,τ ) and (c * , z * , η * , w * ) are, respectively, an optimal and a feasible solution of (62).
To summarize, given an optimal solution c * of the cut generation problem (16), in step 8 of Algorithm 1 we can obtain a solutionĉ that is a d-vertex of P as follows:
1. Solve the linear system (61) to find a random variableQ.
Set the indices τ
3. Solve the LP (62) to obtainĉ. 
Optimization with Multivariate SSD Constraints
In this section we briefly discuss how to solve SSD-constrained optimization problems of the form (GeneralP SSD ). Recalling Definition 2.1, the SSD relation X ≽ (2) Y can be expressed either via a collection of CVaR constraints, or via a collection of expected shortfall constraints. While both involve similar shortfall expressions, the latter approach is significantly more efficient because it utilizes fixed shortfall thresholds without the need to identify the value-at-risk. Accordingly, we can replace the SSD constraint in (GeneralP SSD ) by
and again employ a cut generation algorithm as outlined in Section 5 to solve the arising problem. We note that under our usual linearity assumptions the master problem becomes an LP, because (69) can be expressed with linear constraints by introducing auxiliary variables v ≥ 0, that are required to satisfy the inequalities
, to represent the shortfalls on the left-hand side.
Cut generation
The SSD constraint in (GeneralP SSD ) is violated if and only if the shortfall inequality in (69) is violated for some scalarization vector c ∈ C and at least one l ∈ [m]. Accordingly, to find such a violating c ∈ C we define a separate cut generation subproblem for each realization of the benchmark vector. The cut generation problem associated with the lth realization of the benchmark Y is given by
where X = G(z * ) again denotes the random outcome associated with the current optimal solution z * of the relaxed master problem. If all of the m cut generation subproblems have a non-negative optimum, then z * is an optimal solution of (GeneralP SSD ), otherwise the optimal solution to any of the cut generation problems with a negative optimum will provide a new cut. As the scalarization function φ is min-biaffine, the problem (CutGenSSD) involves the minimization of a difference of convex functions. However, difference-of-convex programming methods only guarantee locally optimal solutions, which might lead to premature termination of the cut generation algorithm. We therefore develop a MIP formulation instead, along the lines of the work done for the case of linear scalarization in Homem-de-Mello and Mehrotra (2009) and Kucukyavuz and Noyan (2016) . 
The newly introduced Big-M coefficients function similarly to their counterparts in earlier sections, and should be set to satisfyM i ≥ max
To verify that (70) is indeed equivalent to (CutGenSSD) it is sufficient to observe that the values of the variables λ, µ l , v, and w are determined as intended by constraints (70a)- (70c), (70d)- (70f), (70g)- (70i), and (70j), respectively.
We remark that the minima in (70) were expressed via the disjunctive representation in Observation 5.1. Similarly to our arguments in Section 5.1.1, it is possible to obtain alternative formulations by utilizing convex combination-based representations instead.
Finding a d-vertex optimal solution
We have seen in Section 5 that Theorem 3.1 implies the finite convergence of our cut generation method for risk measure-constrained problems. To see that Corollary 3.1 similarly implies finite convergence for the SSD-constrained problems, we will show (analogously to our arguments in Section 5.1.4) that, given a solution c * of (CutGenSSD) with a negative objective value, it is possible to find another such solutionĉ which is also the d-vertex of the polyhedron P (φ, C, Y) introduced in 
family of the probabilities of level sets.
Since the number of level sets is trivially bounded by the number of realizations, we can now find a suitable α * by checking at most n + m inequalities of the form CVaR α (φ(c * , X)) < CVaR α (φ(c * , Y)).
Computational Study
We designed our computational study with two main goals in mind. From a modeling point of view, we would like to demonstrate the value of our proposed approach. To this end, we analyze the effect of linear and weighted worst-case scalarizations on the solutions of a budget allocation problem. From a computational point of view, we aim to investigate the performance of our cut generation MIP formulations, and of the overall cut-generation-based algorithm.
All the optimization problems are modeled with the AMPL mathematical programming language, and solved using CPLEX 12.2 with its default set of options and parameters. All experiments were carried out on 4 threads of a Lenovo(R) workstation with two Intel R ⃝ Xeon R ⃝ 2.30 GHz CE5-2630 CPUs and 64 GB memory running on Microsoft Windows Server 8.1 Pro x64 Edition. All reported times are elapsed times, and the time limit is set to 3600 seconds.
An illustrative example -Homeland security budget allocation
We test the impact of alternative scalarization functions, along with the computational effectiveness of our proposed methods, on a homeland security budget allocation (HSBA) problem presented in Hu et al. (2011) . The description, given below, is adopted from the relevant existing studies (see, e.g., Kucukyavuz and Noyan, 2016) . The main problem is to allocate a fixed budget to ten urban areas, which are classified in three groups: higher risk (New York), medium risk (Chicago, San Francisco Bay Area, Washington DC-MD-VA-WV, and Los Angeles-Long Beach); lower risk (Philadelphia PA-NJ, Boston MA-NH, Houston, Newark, and Seattle-Bellevue-Everett). The risk share of each area is based on four criteria: property losses, fatalities, air departures, and average daily bridge traffic. The penalty for allocations under the risk share is expressed by a budget misallocation function associated with each criterion, and these functions are used as the multiple random performance measures of interest.
In order to be consistent with our convention of preferring large values, we construct random outcome vectors of interest from the negative of the budget misallocation functions. More precisely, the random outcome vector G(z) = (G 1 (z), . . . , G 4 (z)) associated with the allocation decision z ∈ Z = {z ∈ R 10 + :
where A :
is a random risk share matrix with A ij denoting the proportion of losses in urban area j relative to the total losses for criterion i. Hu et al. (2011) model this HSBA problem using optimization under multivariate polyhedral SSD constraints based on linear (weighted-sum) scalarization. Two different benchmarks are considered, including one based on suggestions in the RAND report by Willis et al. (2005) and denoted by G(z R ). As an alternative to restrictive SSD constraints, Noyan and Rudolf (2013) replace it with CVaR-based ones. We follow this line of research, but also consider the use of the weighted worst-case scalarization function, which leads to the following optimization model:
where we have either φ(c,
For the sake of brevity, in the remainder of Section 7 we restrict our attention to these CVaR-constrained problems, as they prove to be significantly more challenging computationally than their SSD-constrained counterparts. We follow the scheme described in Hu et al. (2011) to generate sets of equal-probability scenarios, and focus on the base case described in Noyan and Rudolf (2013) . The scalarization polyhedron is of the form C = {c ∈ R 4 + : 
Effect of alternative scalarizations
The choice of scalarization function has a significant impact on the optimal solutions. In Table 1 we compare the benchmark provided by the RAND corporation with four different solutions to the HSBA problem outlined above: The optimal solutions that are CVaR 0.1 -preferable to the RAND benchmark, using either linear or weighted worst-case scalarization (both in the objective and in the risk constraint), along with the optimal solutions when no risk constraints are enforced. All four models are solved for a variety of scalarization polyhedra parametrized by θ, ranging from a single scalarization vector at θ = 0 to the unit simplex (i.e., all possible scalarizations) at θ = 0.75.
As Figure 2 shows, for smaller scalarization sets the use of a risk constraint with weighted worst-case scalarization leads to more balanced allocations than linear scalarization. For large scalarization sets the two risk-constrained models both arrive at allocations close to the benchmark solution, which heavily favors regions with higher risk. The models without risk constraints provide similar solutions to their constrained counterparts for small scalarization sets. As the value of θ increases, the allocations by the unconstrained model with weighted worst-case objective remain essentially unchanged, and the solutions from the variant with linear scalarization in the objective approach these balanced allocations. As Table 1 shows, the use of weighted worst-case scalarization (and, by extension, a min-biaffine scalarization involving non-trivial minimization) leads to significantly more challenging optimization problems than linear scalarization. This can be seen clearly from the "Time" column, which gives the running times when using the disjunctive-disjunctive cut generation MIP (41) in conjunction with the enhancements outlined in Section 5.1.2. As the case of linear scalarization has been extensively investigated in Noyan and Rudolf (2013) and Kucukyavuz and Noyan (2016) , in the remainder of this section we restrict our attention to problems involving weighted worst-case scalarization. It is worth noting that in practice a significant amount of the running time is dedicated to verifying optimality. In particular, when the scalarization set is initialized with the vertices of the scalarization polyhedron C, the master problem often immediately finds an optimal solution, but the cut generation problem cannot always verify optimality within the prescribed time limit for instances with a large number of scenarios. As the last column of Table 1 illustrates, the four initial scalarization vectors (which collapse to a single vertex when θ = 0) account for the majority of the cuts reported in the last column. This observation is confirmed by the performance data in Table 2 ; in fact, in the second half of the table (for θ = 0.25) the number of cuts is not reported because the four initial cuts are always sufficient. Table 2 also shows the effect that the parameters n and α have on the computational performance, which is not detailed here as the findings are consistent with those drawn from the more extensive Tables 3-4 below.
Computational performance
In order to obtain apples-to-apples comparisons between the various MIP formulations, in Tables 3 and  4 we provide performance data when solving single instances of the cut generation subproblem (as opposed to executing the entirety of Algorithm 1). Optimality gaps are not reported, because the optimal objective value was zero for all instances that reached the time limit. Table 3 details the performance of the four alternative MIP formulations of (CutGen) as outlined in Section 5.1.1, for the fundamental case ρ = CVaR α . While there is no clear-cut "winner" among the four cut generation MIPs, the convex-disjunctive (CD) and disjunctive-disjunctive (DD) formulations (i.e., those that use a disjunctive representation to express scalarization function) appear to consistently outperform the other two on the more challenging instances. Similarly to what was observed in Noyan and Rudolf (2013) , confidence values α that are farther from the extreme values of 0 and 1 lead to increased combinatorial complexity when identifying VaR α . This fact accounts for the significant performance decrease seen when the value of α is increased from 0.01 to 0.05. It is also clear that the main computational bottleneck for all formulations is the number of scenarios, which is again consistent with previous studies. Table 4 shows the performance improvements that result from the enhanced preprocessing methods proposed in Kucukyavuz and Noyan (2016) : bounding, variable fixing, and a class of valid ordering inequalities on the β variables. The bounding method introduces upper and lower bounds on the decision variable ϑ that represents VaR α (φ(c, X) ). The variable fixing method identifies realizations of X for which φ(c, x i ) is guaranteed to be larger than VaR α (φ(c, X) ) for every c ∈ C, and fixes the corresponding β i variables to zero (a similar method to fix a it variables is discussed in Appendix B). In addition, we include a set of ordering inequalities for the remaining β variables. Both the fixing of the β variables and the ordering inequalities rely on the bounding of big-M parameters; in particular, we need to identify pairs (i, k) of scenarios for which M ik ≤ 0 holds. While the preprocessing procedure is computationally demanding (unlike in the case of linear scalarizations), it benefits significantly from using Lemma 5.1 to bound the M ik values. Among all pairs (i, k) for which the sign of M ik is known, the proportion of those pairs that were identified using this lemma is shown in the final column of Table 4 . The total preprocessing time increases polynomially with the number of scenarios, and, as the table confirms, constitutes only a small proportion of the total running time when solving the most challenging instances. We remark here that the preprocessing time is taken up almost entirely by the bounding of the M ik values as described in Appendix B; in order to isolate the effects of the enhancements mentioned above, the same big-M values were also used for the non-enhanced variants of the model.
As discussed before, the problems become more complex for higher confidence levels. Table 4 shows that while for α = 0.01 a significant majority of the binary β i variables could be fixed during the preprocessing stage, this proportion drops to around 50% for α = 0.05. However, this effect is partially compensated for by the larger number of valid ordering inequalities that can be found for the remaining variables. The previous observation that (CD) and (DD) are preferable to the other MIP formulations remains valid when we use enhanced preprocessing, with (DD) providing the best overall performance on larger instances. A comparison between Tables 3 and 4 shows that the enhancements lead to significant improvements in computational efficiency, and make problems with up to 300 scenarios consistently tractable under an hour on a single workstation. 
Conclusions
We introduced the class of min-biaffine functions, and showed for an extensive variety of scalarization functions from the deterministic multicriteria optimization literature that they belong to this new class. We then examined multicriteria stochastic optimization problems with benchmarking constraints based on min-biaffine scalarizations. Under appropriate conditions both SSD-and risk measure-constrained variants of such problems can be expressed as semi-infinite linear programs. We proved finiteness results guaranteeing that only a finite number of constraints are needed in these formulations, which in turn led to Haar-type strong duality results and optimality conditions without the need for constraint qualifications. We also showed that the dual problems have a natural Lagrangian interpretation. Under this interpretation, in the SSD-constrained case, the dual variables were seen to establish an assignment of either risk-averse utility functions or coherent risk measures to the scalarization vectors. This generalizes important previous duality results for the multivariate SSD-constrained stochastic optimization.
The finiteness result also provides the basis of a cut generation algorithm to solve our problems. Although the algorithm itself is largely straightforward, it is non-trivial to ensure that the cuts produced by cut generation subproblems are of the type indicated in the finiteness theorem. To overcome this difficulty we proved, and made use of, a lemma of independent interest that characterizes the elements of a risk envelope in terms of correctness of the formulations. On the other hand, avoiding excessively high big-M values is known to improve computational performance, and, as mentioned in Sections 5.1.2 and 7.3, bounds on the minimal acceptable values can be used for variable fixing and to provide valid ordering inequalities. We now briefly outline the bounding scheme for big-M variables that was used in our implementation in place of exact calculations.
• We first set the big-M coefficientsMit for i ∈ [n], t ∈ [T ] at their lowest possible values asMit = max c∈C
At(c, xi).
When the vertices of the scalarization polyhedron C are known, as is the case in our HSBA test problems, these values can be calculated by simple enumeration (without the need to directly solve an LP).
• The smallest possible value ofMi is max c∈C min t∈ [T ] 
