This paper considers two inter-related questions: (i) Given a wireless ad-hoc network and a collection of source-destination pairs {(si, ti)}, what is the maximum throughput capacity of the network, i.e. the rate at which data from the sources to their corresponding destinations can be transferred in the network? (ii) Can network protocols be designed that jointly route the packets and schedule transmissions at rates close to the maximum throughput capacity? Much of the earlier work focused on random instances and proved analytical lower and upper bounds on the maximum throughput capacity. Here, in contrast, we consider arbitrary wireless networks. Further, we study the algorithmic aspects of the above questions: the goal is to design provably good algorithms for arbitrary instances. We develop analytical performance evaluation models and distributed algorithms for * The work is supported by the Department of Energy under routing and scheduling which incorporate fairness, energy and dilation (path-length) requirements and provide a unified framework for utilizing the network close to its maximum throughput capacity.
INTRODUCTION

Two central questions in communication networks are:
what is the throughput capacity of the network, and how can one utilize the network close to the capacity? In other words, given a collection of source-destination pairs {(si, ti)}, what is the maximum rate (throughput) at which the network can transfer data from the sources to their corresponding destinations? There are many factors affecting this question such as interference, fairness and energy constraints. For a wired network, some of these constraints can be formulated easily as a simple linear program (LP), but this problem is non-trivial to solve in the case of wireless networks due to interference. An influential result on the capacity of wireless networks is that of Gupta and Kumar [9] . They show that, given n identical randomly distributed nodes on a unit square, with each node having an independent randomly chosen destination, the uniform per node throughput capacity in bit-meters/second, is Θ( 1 √ n log n ): this is sublinear in the number of nodes, in contrast with the wired setting. Several extensions of this basic result have recently been considered, see Section 8 for additional discussion.
Here, building on the earlier results in [16] , [13] , and [17] , we study the algorithmic aspects of both the inter-related questions posed earlier, namely: (i) What is the maximum throughput capacity of the network? (ii) How to design of network protocols that jointly route the packets and schedule transmissions at rates close to the maximum throughput capacity? In contrast to the results in [9] , we focus on (a) arbitrary instances rather than just random node distributions, (b) allow nodes to have varying transmission ranges instead of uniform ranges, (c) consider not only the uniform node throughput metric but other natural linear functionals of node throughputs and (d) consider linear constraints such as total energy consumed and path length.
Key technical contributions of our work include a novel definition for congestion which captures the central properties of wireless interference, linear models for a wide class of wireless throughput maximization problems, and the notion of rate competitiveness of scheduling algorithms. Our techniques can accommodate a variety of path selection constraints such as low energy, low hop-count, etc. as well as incorporate wireless technologies such as multiple channels and directional antennas. The algorithmic and analytical techniques introduced here are applicable to a variety of interference models including the Protocol Model and could be of independent interest. The main contributions of this paper include the following:
1. Given an arbitrary wireless network G = (V, E), where each node can have a different transmission range, and a set of k arbitrary source-destination pairs, we describe a polynomial time approximation algorithm that computes the maximum achievable throughput in G to within a constant factor. Thus, this is an algorithmic version of the Gupta and Kumar [9] result, and gives a way of quantifying the capacity for an arbitrary wireless network. In contrast the work of [9] focuses on a random wireless network. As noted and empirically shown in [13] , the capacity of an arbitrary wireless network could differ substantially from a random network. Our results are based on a linear programming formulation of the problem and crucially use the properties of wireless interference models. The results hold for various interference models and for variable power levels at individual transceivers. Recently, there has been substantial work in the use of directional antennas to improve the overall capacity of ad hoc networks [29] . Our techniques can be easily extended to the case of directional antennas as well. A new stability measure is introduced that provably bounds the optimium capacity to within constant factors.
2.
The approach outlined here, allows us to incorporate the per flow end-to-end fairness constraints in the throughput maximization problem. The resulting linear programming (LP) formulation can enforce any given (long term) fairness objective that can be expressed by linear constraints; our scheduling algorithm guarantees that the total throughput is within a constant factor of the optimal, for such a fairness constraint. The contrast between fairness and total throughput objectives have been studied extensively, e.g., [22] , but these results have not formally quantified such a tradeoff. As radio devices become cheaper and smaller, sensor and ad hoc networks are becoming more and more prevalent. This is leading to a new challenge: how to design protocols such that radio devices do not drain battery power very quickly. There has been much research on all aspects of routing and scheduling with low energy requirements; see, e.g., [26, 14] and the references therein. Using our approach, one can easily add constraints to bound the energy into the formulation: given such a bound on the energy, we aim to maximize throughput. In fact, we can add any set of requirements that can be modeled by linear constraints. Our LP-formulations differ from the formulations presented in [13, 16] as follows: although [16] presents constant factor approximate LP formulations for a class of scheduling problems, they do not handle wireless interference constraints in their formulations, thus limiting the utility of their approach to most realistic wireless network scenarios. The approach of [13] can model arbitrarily complex interference models; however, they do not discuss how close their computed throughput is to the optimal throughput. Our modeling techniques overcome both these limitations.
3.
Computing LP solutions exactly is pretty expensive to be practical. Kodialam and Nandagopal [16] describe a combinatorial way to obtain approximate LP solutions having structure similar to the ones we study, but their algorithm involves multiple phases (as does that of [8] ), and cannot be used immediately within the framework of standard routing protocols, such as AODV. In this context, we study simple "congestion aware" path selection heuristics, motivated by the techniques and lower bounds used in the LP formulations. These heuristics basically involve computing shortest paths dynamically using appropriate congestion aware-link metrics; after any path is chosen, edge lengths are modified to reflect the current congestion. Because of this structure, standard routing protocols such as AODV can be easily modified to incorporate such link-metrics. We study the empirical performance of these path selection heuristics. This approach yields a unified protocol for MAC, routing and (aspects of) transport layers in a wireless network which gives good throughput and does not require too many changes from existing routing protocols. As pointed out earlier, it is not clear whether the algorithm of [16] can be used in this manner. As shown in [3, 6, 24, 27] , there is a significant interaction between individual layers of a OSI protocol stack and plugging in optimal protocols for each layer does not lead to optimal overall performance [6] . As a result, recent work has focused on designing unified protocols for wireless networks [23] . The unified routing+scheduling protocols developed here overcome this performance loss.
4.
Extensive simulations are performed to study the per-formance of our algorithm and the shortest path heuristics. The empirical results yield an explicit tradeoff between fairness and total throughput. In addition, our results also quantify this tradeoff, i.e., by what fraction does the throughput increase for a given loss in fairness. Similarly, we also study such a relationship between the energy consumed and throughput. Our simulations also indicate that routes obtained using our congestion-aware shortest path heuristics have much better throughput in every instance than the routes obtained using the hop-count based shortest path algorithm.
Organization The rest of the paper is organized as follows. In Section 2 we introduce some basic definitions of network flows, network and interference models. In Section 3, we present our centralized and distributed algorithms and related stability results for link-flow scheduling. In Section 4, we present our end-to-end flow scheduling algorithms and analyze their performance using the notion of rate-competitiveness. In Section 5 we present our linear programming formulations for the various flow problems and discuss how to incorporate wireless interference and fairness, energy and dilation constraints. In Section 6, we present our congestion-aware path selection strategies. In Section 7, we present the results of our simulations which measure the impact of various constraints and path selection strategies on the network throughput. Finally, we describe our conclusions and some open problems in Section 9.
PRELIMINARIES
This section contains basic definitions and concepts used in the rest of the paper. We consider multi-hop wireless networks. The network is modeled as a directed graph G = (V, E). The nodes of the graph correspond to individual transceivers and a directed edge (u, v) denotes that u can transmit to v directly. An edge (link) (u, v) is said to be active at time t if there is an ongoing transmission from u to v at time t. Each edge in G = (V, E) has a capacity cap(e) bits/sec and denotes the maximum data that can be carried on e in a second. We assume that the system operates synchronously in a time slotted mode. Each time slot is τ seconds long. Therefore, if a link e is active in a time slot then τ · cap(e) bits of information can be transmitted over that link.
Given a set of flows, with flow i starting at a source node si and ending at a destination node ti, we will be concerned with the rates at which data can be sent along these flows. Let r denote the rate vector. Then ri denotes the rate for flow i in bits per second, and in one time slot, riτ bits are sent. In our LP formulations, rates for each flow i will translate to a per edge rate, x(e, i) for edge e. As in [16] , we assume an infinitesimally divisible flow model for data transmission -this leads to flow conservation constraints for the data.
A schedule S describes the specific times at which data is moved over the links of the network. In other words, let Xe,t be the indicator variable which is defined as follows:
1 if e transmits successfully at time t 0 otherwise (
A schedule S is a 0 − 1 assignment to the variables Xe,t, e ∈ E, 0 ≤ t. We will focus on periodic schedules in this paper. A schedule S is periodic with period T , if ∀e, t, i:
Xe,iT +t = X e,(i+1)T +t . For a given rate vector r, we will show how to approximate an optimal schedule S by a near optimal schedule S with a slightly smaller throughput. In wireless networks, links can be scheduled to carry flow in the same time slot only if they do not interfere. The precise notion of interference will be made clear in the following subsection. For ease of exposition, here we will assume that cap(e) is 1 and τ is also 1. All the results generalize directly, when we relax these constraints.
Network and Interference Models
We assume that vertices V are embedded in the plane R 2 . Each vertex (transceiver) u has an associated range denoted by range(u). A necessary (but not sufficient) condition for a transceiver v to hear u is that v be within a distance range(u) of u. Specifically, if transmission is not feasible from u to v either because v is outside the range of u or because of other reasons (such as the presence of an obstruction between u and v), then the edge (u, v) is not present in the graph G = (V, E). This is an important consideration for modeling realistic network scenarios such as indoor wireless networks or even outdoor networks in the presence of obstructions. We assume that all antennas are omnidirectional for ease of exposition although generalization to various path loss models and directional antennas is possible and is omitted in this paper.
Since the medium of transmission is wireless, simultaneous transmissions on proximate edges may interfere with each other resulting in collisions. Formally, we say that edges e1, e2 ∈ E interfere with each other if edges e1 and e2 cannot both transmit successfully during the same time slot. Let I(e) denote the set of edges which interfere with edge e, i.e., e cannot transmit successfully whenever an edge f ∈ I(e) is transmitting. An Interference Model defines the set I(e) for each edge e in the network. Several such models have been studied, because of variations in the underlying technology, protocol, etc. We consider three interference models in this paper; in the first two models below, ∆ ≥ 0 is a constant that is a parameter of the models.
In the transmitter model (Tx-model) a transmission from u is successful (i.e. e is heard by all nodes in its range) if and only if, for any other transmitter w, d(u, w) ≥ (1 + ∆) · (range(u) + range(w)). This model was introduced by Yi et al. [30] to analyze capacity of random ad hoc networks. Throughout this work, we focus on obtaining good performance guarantees for the Tx-model. We also show how to extend our constant factor approximation guarantees to two popular receiver-based models described below. In the protocol model [9] , if a node u transmits to node v, this transmission is successfully received by v iff d(u, v) ≤ range(u), and for any other trans- (u, v) . Finally, consider the transmitter-receiver Model (Tx-Rx model) [4, 17] : let e1 = (u, v) ∈ E be an edge along which there is a transmission and let D() denote the network distance (in terms of hop-count) between the edges and nodes in the network. This transmission is successful if and only if for any other transmission along an edge e2 ∈ E, D(e1, e2) ≥ 2. In all the three models above, a node can either receive a message or transmit a message (and not both) at the same time. Thus for any edge e = (u, v), all other edges which are incident on u or v are also included in the set I(e).
We note that the restriction that all nodes lie on a 2-dimensional plane is only for ease of analysis. The modeling and algorithmic techniques developed here easily extend to 3-dimensions as well, as we show for instance in the protocol model.
Network Flows
Given a directed graph G(V, E) and a collection of sourcedestination pairs {(si, ti)}, the goal is to find the rates at which the sources si can inject data in the network without violating individual edge capacities so as to maximize the total rate of injection for these pairs, subject to additional constraints; we will be concerned with fixed injection rates and periodic schedules in this paper, and so the problem is equivalent to assigning fixed flow values to each link. Two of the fundamental "maximum throughput" problems we will consider, are maximum multicommodity flow, and maximum concurrent flow [1] . In maximum multicommodity flow (as defined in the context of wired networks), there are no additional constraints on the relative rates for different source-destination pairs, and the goal is to simply maximize the total sum of rates. It is another problem to schedule packets that arrive at such rates; it is comparatively easier in a wired network, since the only constraints are the edge capacities. Note that this formulation does not consider any notion of fairness among the different flow values.
The problems we consider here for wireless networks are variations of these classical multi-commodity flow problems wherein, flow on the links that interfere with each other cannot be scheduled simultaneously. Thus the task of finding optimal multi-commodity flows in wireless networks becomes considerably more complicated.
In any such problem involving dynamic packet injections, a central question is that of stability: a protocol is said to be stable if every packet incurs a bounded delay, and consequently, all buffers have bounded sizes. Analyzing stability is pretty non-trivial, and even reasonable strategies might perform badly; for instance, [25] showed that a FIFO strategy could be unstable under certain traffic and network conditions.
LINK-FLOW SCHEDULING
In this section, we develop a link-flow scheduling algorithm to schedule a set of flows specified on the links of the network. We also develop necessary and sufficient conditions for link flow stability.
Link-Flow Stability: Necessary Conditions
Recall that for an edge e = (u, v) ∈ E, I(e) denotes the set of edges which interfere with e. Let I ≥(e) be defined as follows.
In other words, I ≥ (e) is the subset of edges in I(e) which are greater than or equal to e in length. Let Xe,t be the indicator variable defined earler in 1. The following claim holds.
Claim 2. In any link schedule,
where c is a fixed constant that depends only on the interference model.
We note that for the Tx-model, the value of c is at most 5. The proof of this claim is in the Appendix, but the intuition behind this claim is as follows. Partition the set of edges in I ≥ (e) ∪ {e} into at most c subsets such that c is a fixed constant and within each subset, each edge interferes with all other edges. Thus, at most one edge can successfully transmit from each subset at any time slot, i.e., only c edges in I ≥ (e) ∪ {e} can be active simultaneously, as stated in the claim.
Let x be a link-flow vector which specifies a link rate x(e) with edge e. We define the congestion on a link e to be c(e) = x(e) + È f ∈I ≥ (e) x(f ). A link flow vertor x is said to be stable if there is some stable schedule S that achieves the link rates of x. The following lemma imposes a simple necessary condition for link-flow stability.
Lemma 3. Let c be the constant in Claim 2. x is a stable link-flow only if the following holds:
Proof. Assume that the flow vector x is stable, i.e., there exists a stable schedule S which achieves the linkrates specified by x. In this schedule, for any edge e, let Xe,t represent the indicator variable which is defined as in (1), which is 1 if a transmission is done on e at step t. Then,
is the link-rate associated with edge e. Hence, the lemma follows by summing up equation (2) over all times upto T and taking this average. Again, it follows from Lemma 2 that c ≤ 5 for the Tx-model.
Link-Flow Scheduling Algorithm
In this section we present both centralized and distributed algorithms (in a synchronized model) for scheduling a linkflow vector x. In Section 3.3, we analyze conditions under which this algorithm yields a stable schedule (and hence sufficient conditions for link-flow stability). The algorithm works as follows: time is divided into uniform and contiguous windows or frames of length w, where w is a sufficiently large positive integer (we assume w.l.o.g. that w is such that for all e, w · x(e) is integral). The algorithm employs a subroutine called frame-scheduling which specifies a schedule for each edge e within each frame. This schedule is repeated periodically for every frame to obtain the final schedule. We now present the details of the frame-scheduling algorithm whose pseudo-code is presented in Algorithm 1.
Consider a single frame W whose time slots are numbered {1, . . . , w}. For each edge e, the subroutine assigns a subset of slots s(e) ⊆ W such that the following hold:
1. |s(e)| = w · x(e), i.e., each edge receives a fraction x(e) of time slots.
∀f ∈ I(e), s(f ) ∩ s(e)
= φ, i.e., two edges which interfere with each other are not assigned the same time slot.
For all edges e ∈ E, the set s(e) (set of time slots in W which are currently assigned to e) is initialized to Φ. Edges in E are processed sequentially in the decreasing order of their lengths. Let the current edge being processed be e. Let s (e) denote the set of time slots in W which have already been assigned to edges in I(e) (and hence cannot be assigned to e): s (e) = Ë f ∈I ≥ (e) s(f ). In the remaining slots W \s (e), we choose any subset of w·x(e) time slots and assign them to s(e). Lemma 5 shows later that the right number of slots can indeed be chosen for each edge. Also, note that choosing the edges in a different order, for instance in an increasing order of lengths might not work -there might be many "short" noninterfering edges in the neighborhood of a "long" edge, and a wrong choice of the slots for these short edges might leave no choice for the long one.
Algorithm 1 SCHEDULE( x, w)
1: for all e ∈ E do 2:
s(e) = φ 3: end for 4: Sort E in decreasing order of edge-lengths. 5: for i = 1 to |E| do 6:
s
s(e) = any subset of W \ s (e) of size w · x(e) 9: end for Distributed Frame Scheduling We now present a synchronized distributed implementation of the centralized scheduling algorithm which terminates in polylogarithmic number of rounds. Our distributed algorithm is based on the ideas sketched in [17, 4] . Each edge in the network has a target for the number of time slots it needs to be assigned within a time window. We view the distributed scheduling problem as a variant of the distributed edge coloring problem: the only difference in our context is that edges are weighted and the number of slots needed by an edge is proportional to its weight. The pseudo-code for the distributed algorithm is presented in Algorithm 2. Recall that range(u) denotes the transmission range of u. Let N (v) denote the set of all nodes which can potentially interfere with v in the network. We say that a node v is finished if slots have been chosen for all its incident edges. The distributed algorithm proceeds in rounds, and the maximum radius of a node that is yet to be finished decreases with each round of the algorithm. We now present the details of our distributed algorithm in Algorithm 2.
Link-Flow Stability: Sufficient Conditions
In this section, we analyze conditions under which the link-flow scheduling algorithm achieves stability; hence this also yields sufficient conditions for link-flow stability. Recall that s(e) is the set of time slots assigned to edge e within a single frame. The following lemma states that our scheduling algorithm produces a conflict-free schedule.
Lemma 4. Algorithm 1 and its distributed implementation produce a conflict-free schedule, i.e., for any two interfering edges
Proof. Assume w.l.o.g. that e1 is processed before e2 by the algorithm. Since e1 and e2 interfere, it follows that e1 ∈ I ≥ (e2), and hence If v elects to be a candidate, and some other w ∈ N (v) also elects to be a candidate, v will not participate in this round.
7:
If node v participates in this round, it chooses slots greedily for each edge (v, w) for which s(v, w) = φ, in the same way as in steps 7-8 of Algorithm 1.
8: end for
The following lemma proposes a sufficient condition for which the link-flow scheduling algorithm yields a valid schedule, i.e., sufficient number of slots are chosen for each edge within a frame.
Lemma 5. The link-flow scheduling algorithm and its distributed implementation produce a valid schedule for x if the following holds:
Suppose we have a set of flows fi between each si, ti pair, with fi(e) denoting the amount of the ith flow on edge e. For each e ∈ E, let x(e) = È i fi(e) denote the total flow on link e. If x satisfies the conditions of lemma 5, the following result shows that we get a stable schedule, i.e., each packet is delivered in a bounded amount of time. Proof. Assume that W is such that W fi(e) is integral for each i and e. Consider any flow i. The number of packets injected for this flow during the window of W is exactly riW . For each edge e, partition the W x(e) slots into fi(e)W slots for each i. Then, it is clear that for each flow i, each packet will move along one edge in W steps.
SCHEDULING END-TO-END FLOWS
In this section, we discuss efficient algorithms for scheduling end-to-end flows. Specifically, given a collection of paths and an associated rate vector R * , our goal is to find a stable schedule whose rate is αR * , where α is the scaling factor whose value we seek to maximize. The basic idea behind the end-to-end scheduling algorithm is as follows. Let the vector R * induce a set of link flows x * . Let κ denote the maximum congestion on any edge: i.e., κ = maxe(x * (e)+ È e ∈I ≥ (e ) x * (e )). If κ ≤ 1, then Lemma 5 implies that the induced link rate x * (and hence the end-to-end rate R * ) can be stably scheduled by the link scheduling algorithm. Hence, we can achieve a stable end-to-end scheduling by simply repeating the link schedule periodically, with the period being the length of the frame. However, if κ > 1, then we scale the end-to-end rate vector (and hence the link rates too) by a factor κ −1 . Crucially, the new rates allow us to stably schedule the scaled end-to-end flows by repeating the link scheduling algorithm periodically. How good is the scaling factor of α = κ −1 ? We now turn to the notion of competitiveness of scheduling algorithms to answer this question.
Competitiveness of Scheduling Algorithms
We now introduce the notion of competitiveness for scheduling algorithms; as will be explained next, this metric plays a key role in understanding the end-to-end efficiency of such algorithms. Let P be a collection of paths, and for each p ∈ P , let r(p) denote the rate associated with the path p. These end-to-end flows induce a link-flow vector x which specifies the a rate x(e) for each edge e ∈ E: x(e) = È p:e∈p r(p). In general, the end-to-end flow vector may not be stable, i.e., there might not exist any scheduling algorithm which achieves the rates specified by the flow vector. Given a endto-end flow scheduling algorithm A, define its throughput fraction to be the maximum scalar value q = q(A) such that a rate of q · r(p) can be scheduled by A for each p ∈ P. Let q * be the optimal throughput fraction, i.e., q * is the maximum throughput fraction achievable by any scheduling algorithm. The competitiveness of the scheduling algorithm A is defined as q(A)/q * . The following lemma states that our scheduling algorithm is α-competitive where α is a constant (which depends only on the interference model). To our knowledge, this is the first such guarantee known; such a worst-case guarantee rigorously proves the utility of our algorithms. Proof. Given a link rate vector x, let q * be the optimal throughput fraction. Thus, the vector q * x can be scheduled by an optimal scheduling algorithm. By Lemma 3, q * is such that for all edges e, q 
LINEAR PROGRAMMING FORMULA-TIONS
We now present the linear programming (LP) formulations for the maximum flow and the maximum concurrent flow problems in wireless networks. See Section 2.2 for the relevant definitions. Let C = {1, 2, . . . , k} denote a set of commodities. For each commodity i, let si and ti represent the source and destination for the commodity.
Let Pi denote the set of all paths between source si and destination ti of commodity i. For any p ∈ Pi, let r(p) denote the data rate associated with the path p: this is the rate at which data is transferred from si to ti along p. Let ri denote the total rate at which source si injects packets for destination di: i.e., thus ri = È p: p∈P i r(p). For any edge e ∈ E, x(e) denotes the total rate at which data is transferred across edge e: i.e., x(e) = È p: e∈p r(p). As noted in Section 2.2, in the maximum flow problem (MFP), we would like to maximize the sum of all rates ri subject to the wireless interference constraints. In the maximum concurrent flow problem (MCFP), we would like to maximize the sum of the rates ri subject to the additional constraint that all the ri's are equal.
We now present a generalized LP -formulation, called the MAXFLOWLP which captures both these problems by incorporating end-to-end fairness constraints. The central notion in this formulation is that of the fairness index λ. The fairness index λ ∈ [0, 1] denotes the ratio between the minimum and maximum rates: λ = min i r i max i r i . Note that λ equal to 0 and 1 correspond to the special cases of MFP and MCFP respectively. Our formulation is as follows:
We make the following observations about this LP formulation. First, we note that the stability conditions derived in Lemmas 3 and 5 are crucial for modeling the effect of interference in the LP and still guarantee a constant-factor performance ratio. This is a significant distinction between our techniques and those of [13] and [16] : the former does not guarantee good performance bounds and the latter does not model wireless interference; Next, we observe that the size of this program may not be polynomial in the size of the network G as there could be exponentially many paths Pi. However, using standard techniques, the same program could be equivalently stated as a polynomial-size network flow formulation [1] ; we choose to present this standard formulation here for ease of exposition.
The first set of constraints define the total rate ri for each commodity. The second set of constraints are the fairness constraint which ensure that the ratio between the minimum and maximum end-to-end rates is at least λ. The third set of constraints define the link rates x(e) for each link e. The fourth set of constraints capture wireless interference. These constraints along with the end-to-end scheduling algorithm discussed in Section 4 ensure that the flows computed by the LP can be feasibly scheduled. Finally, the objective value of this LP is at most a constant factor away from an optimal solution because of the following reason that the optimal schedule induces a rate x * (e) on each link e; further the rates x * also satisfy the conditions of Lemma 5. Hence, scaling down the optimal end-to-end rates and hence the link rates by a factor c (the constant which appears in Lemma 3) results in a feasible solution. The following theorem formalizes the last two observations. 
The constant β is the exponent that relates the energy needed to transmit over a given distance. Similarly, for bounding the total hops used in a flow by some number D, the following constraint can be added for each i:
HEURISTICS FOR PATH SELECTION
Several ad hoc routing protocols such as AODV, DSR, and DODV use hop-count as the path metric for selecting routes: whenever a route needs to be established between a source and destination, amongst all the available routes, the protocol selects the one with the shortest number of hops. In general, hop-count based shortest paths do not optimize network throughput since several shortest paths could potentially pass through a small region in the network, resulting in "hot-spots" or regions of heavy congestion in the network. Several recent approaches have been proposed for devising path metrics to avoid hot-spots (see [20] for instance).
Motivated by the theoretical techniques developed in this paper, we propose some congestion aware path selection strategies to alleviate hot-spots. The basic idea behind our path selection strategies is as follows: each link e in the network is associated with a length function l(e) which is an increasing function of the link-congestion c(e). Recall that the congestion c(e) as defined in Section 3 takes into account, the load on e as well as the load on the edges which interfere with e. In practical settings, this can be estimated at the MAC layer by passively hearing the transmissions by neighboring nodes. A simple alternative would be to use the number of end-to-end flows through a link as a substitute for the load on the link. The length of the path is the sum of all the length of its edges. Whenever we need to choose a route between two nodes s and t, we choose the route with the least length according to this metric.
Two functions suggest themselves naturally for the length metric: the linear length metric and the exponential length metric. In the linear length metric, the length of an edge l(e) = α c(e) + β , where α > 0 and β ≥ 0 are protocol parameters; a similar metric has been used in [16] for approximately solving LPs, but involving multiple phases. In the exponential length metric, the length of an edge l(e) = e c(e) , where > 0 is a protocol parameter. In Section 7, we experiment with these link metrics as well as the hop-count based link metric. Our simulations indicate that both the linear and exponential link metric which takes into account congestion from interfering links, significantly outperform the hop-count based link metric in terms of network throughput.
SIMULATIONS
This section deals with the experimental performance evaluation of our algorithms and LP formulations through simulations. There are two main goals of our simulations: (i) Understand the absolute capacity of a random geometric network, as determined by the LP solution, and the impact of various constraints such as fairness, energy, and dilation on it, and (ii) A comparison of different path selection heuristics motivated by the LP framework, which gives a single path solution, in contrast with the LP based multi-path solution -this also helps in quantifying the single path vs multi-path tradeoff. Our simulation setup is described in Figure 1 .
Impact of Network Constraints
We now present our simulations which deal with the impact of the network conditions on the throughput. All the experiments here were performed on the uniformly random distribution. We study the unconstrained network throughput as well as throughput subject to fairness, energy and dilation constraints. For each simulation experiment, the objective, the results and discussion of these results is described below. Experiment #1: Study the variation of the maximum throughput (sum over all rates) as a function of the number of end-to-end flows subject to wireless interference constraints, without any other additional constraints. Figure 2 plots the total throughput as a function of the number of flows. The maximum aggregate throughput, on an average increases steadily with the number of end-to-end pairs. However, observe that the for a single run of the experiment, the throughput exhibits a step-like behavior w.r.t. to the number of end-to-end flows. This is due to the fact that the maximum network throughput is achieved at the cost of assigning a rate of zero to certain end-to-end flows. In other words, certain flows could be completely starved so that the maximum possible aggregate throughput can be achieved by the remaining flows. Also, the total throughput flattens out, as the number of flows is increased-signifying that the absolute bound on the total capacity for the instances is reached at that point. Experiment #2: Study, the variation of aggregate throughput as a function of end-to-end fairness. Recall the definition of the fairness index λ from Section 5: λ is the ratio between the minimum rate and the maximum rate across all flows; λ = 0 implies complete starvation of flows would be allowed while λ = 1 implies that all flows have identical throughput. Results and Explanation: Figure 3 plots the maximum aggregate throughput as a function of the fairness index λ. As expected, the aggregate throughput decreases monotonically as a function of λ; the "fair" throughput is almost half of the maximum total throughput for the current choice of parameters. The results of this experiment should be contrasted with those of Experiment # 1; they provide a trade-1. Network type: We consider the networks resulting from two types of point distributions. The first is a random distribution of 245 points in a 7 × 7 square. The second corresponds to a distribution of cars in a region of downtown Portland, OR, obtained by running the TRANSIMS simulation [28] . Figure 6 (a) presents a map of the node distribution in this network. This consists of 500 points in a 3km by 3km region . We will denote it by real-network.
Results and Explanation:
Number of flows:
We experiment with varying number of end-to-end flows, each of which has a randomly chosen source and destination node. Also denoted by k.
Edge Capacities:
All edges have a transmission rate of one unit of data per time unit.
4. Radius: All nodes have a unit transmission radius.
5. Number of runs: All data points are averaged over ten runs of the experiment. off between system and user optimum. The variation with k is also interesting -for low fairness, the throughput increases with k, but for high fairness, some of the curves start intersecting. In both these plots, note how the throughput increases as a concave function of energy and dilation and reaches an upper limit. The similarity in the trends observed in these two plots can be explained by the fact that the constraints which model energy consumption as well as dilation are both packing constraints and are similar in structure (see Section 5) . Also, in both of these plots, the throughput flattens out at some point after which allowing longer paths or paths with more energy does not make any difference to the throughput. The throughput increases with k, as would be expected.
Impact of Path Selection Strategies
We now discuss the impact of various path selection strategies on the throughput. In all the measurements in this subsection, the fairness index λ = 1, i.e., we maximize aggregate throughput subject to the constraint that all end-to-end flows have equal rates. Experiment #4: Study the impact of three different path selection strategies on the aggregate throughput. The three strategies considered here are the simple hop-count based shortest path strategy (marked dij; stands for Dijkstra), the shortest path strategy based on the linear link-metric (marked lin) and shortest path based on the exponential link-metric (marked exp). Figures 5(a) and (b) summarize the results. Figure 5 (a) plots the aggregate throughput w.r.t. the number of flows for the three path selection strategies. Clearly, both the linear and exponential congestion based strategies outperform the hop-count based shortest path algorithm significantly. Further, between the linear and the exponential link metrics, the linear metric seems to be slightly better than the exponential link metric as the number of flows increase. It is interesting to compare this plot with the LP solution in Figure 3 . Both these plots are for the same scenario, but Figure 3 allows multi-path routing while Figure 5 (a) only considers single path routing. This comparison shows that the capacity drops by more than a factor of five by restricting to routes to a single paths; however, multi-path routing protocols clearly incur more overhead in terms of route maintenance, size of the routing table, etc. and these factors need to be taken into consideration for any serious comparison between single-path and multi-path routing. Figure 5 (b) measures the sensitivity of the throughput to the value of the exponent (denoted epsilon) in the exponential link metric. In general, note how the throughput initially increases as a function of epsilon, reaches a peak, and starts decreases as a function of epsilon. Further, when the number of flows is higher, observe that the peak value is attained for a smaller value of epsilon. Intuitively, this implies that a lower value of epsilon is more effective during times of heavy traffic than a higher value of epsilon.
1
Results and Explanation:
Impact of Network Structure
In this subsection, we describe our simulations on realistic ad-hoc network topologies. The network we consider is described earlier and is henceforth referred to as real-network. Experiment #5: Study the impact of path selection strategy on the total throughput in real-network. Figure 6 (a) presents a map of the node distribution in this network. Contrast the node densities with those obtained by random distribution of nodes. Figures 6(b) and (c) summarize our results. Once again, both the linear and exponential link-metric based strategies significantly outperform the shortest-path algorithm. In general, the results for this realistic network seem to be qualitatively similar to those for the random network.
Results and Explanation:
RELATED WORK
There has been much research on determining the optimal rates to maximize throughput via LP formulations. The first attempts can be traced back to Hajek and Sasaki [11] , and to Baker et al. [2] . Jain et al. [13] propose LP-formulations for max-flow and related problems in a wireless network; in fact, they formulate their constraints in terms of arbitrary conflict graphs which can incorporate any interference model. Their formulations do not fully exploit the properties of wireless interference constraints; further, they do not discuss how close their LP-formulations are with respect to the optimal solution, or how actual scheduling protocols can be derived from the LP solution. Additionally, the results from [17] imply that the routing+scheduling problem can be very hard to approximate on arbitrary graphs -therefore, the geometric structure of the conflict graph is crucial.
Over the last few years, the capacity of random wireless ad-hoc networks has been a subject of active research; see [5, 15, 10, 9, 18, 19, 21, 17, 22] and the references therein. Researchers have considered random ad-hoc networks, hybrid networks wherein one has infrastructure support, energy constraints, maximum power range constraints and mobility effects.
Our paper builds upon two different results: [16] and [17] , and can be viewed as a synthesis of these two results. The approach of formulating the interaction between the MAC, routing and transport layers using linear programming was first considered by Kodialam and Nandagopal [16] , who propose similar LP-formulations and a scheduling algorithm for determining the maximum transmission rates for a given network, and for three specific interference models (PCA, RCA, TRCA). They also show how to use the approach in [8] for solving the LPs using a sequence of shortest-path computations. They do not show how to use the LP solution to get an actual schedule with provable performance guarantees. Solving LPs is very time consuming, and an LP based method is generally impractical, especially for mobile computing applications. To remedy this, Kodialam and Nandagopal show how to use the framework of Garg and Konemann [8] to device a combinatorial method of solving such an LP, within any desired level of accuracy. The work in [17] formulates the problem of minimizing latency for the MAC and routing layers together and develops efficient distributed algorithms for this problem in geometric graphs, which are a commonly used abstraction of radio transmission. However, this work only deals with a static setting, i.e., when packets are not injected continuously into the network, and obtaining provable results for the unified protocol design problem with continuous packet injections has been a very interesting open problem. De Couto et al. [7] present a link-metric for shortest-path based routing algorithms which optimizes the total expected number of transmissions of a packet. Our link-metrics differ from the one presented in [7] by accounting for interference between links which may belong to different routes and by adapting to load changes on a link and the set of links which interfere with it. In practice, the problem of transmitting packets between each source-destination pair in a OSI protocol stack based model is broken down into sub-problems, the most important of which are: (i) choosing routes for each such paira protocol like AODV chooses some sort of (single) shortest path for each pair, (ii) MAC scheduling of the packets along these paths -this resolves contention, and determines which nodes transmit at a given time slot, (iii) actual transmission of the packets on the physical channel, and (iv) choosing rates of transmission for each source-destination pair -this is achieved dynamically by a TCP like protocol, which uses feedback from the network to regulate the flow. While this modularity is useful in designing the network, it is almost impossible to determine the quality of the performance of such protocols, and how to improve the performance. In fact, there is a significant interaction between protocols at different layers [6] , and plugging in optimal protocols for each layer does not lead to optimal overall performance [3, 6, 24, 27] . This has motivated the study of unified protocols, and unified measures that capture the overall performance. The results of [17] present unified algorithms for routing+scheduling with provable guarantees for wireless networks under static packet injections.
CONCLUSIONS
We study a new theoretical framework that can be viewed as an algorithmic extension of the rfesults of Gupta and Kumar [9] . This framework allows us to compute a provable approximation of the maximum throughput of arbitrary wireless networks, under several interference models. The framework can be extended to compute approximate throughput in the presence of any set of linear constraints such as fairness, path length and energy. Based on the insights yielded by the theoretical results, we also develop and empirically study the performance of natural path selection heuristics
We conclude with a brief discussion of directions for future research. The interference models we consider are commonly studied in practice (and are a good first approximation). Extension of our results to models that take better take into account the signal to noise ratio, e,g. the SIR model would be interesting. Another limitation of our results is that we only consider steady, constant input rates, and a synchronized model of communication. Removing either of these restrictions would lead to more practical results.
Tx-Model:
We first note that unlike the other two models, in the transmitter model we may treat interference as occuring between nodes (senders) rather than edges, since the interference condition depends solely on the transmission ranges of the senders and the distance between them. For any node u, define I(u) and I ≥ (u) analogous to the definition for edges as follows: I(u) = {w : d(u, w) < (1+∆)·(range(u)+range(w))}. I ≥ (u) = {w : range(w) ≥ range(u) and w ∈ I(u)}. For any edge e = (u, u ), I(e) is now defined as follows: I(e) = {e = (w, v) : w ∈ I(u)}. Similarly, I ≥ (e) = {e = (w, v) : w ∈ I ≥ (u)}. We now show that for any node u, at most five nodes in I ≥ (u) can simultaneously transmit in any time slot without interfering with each other.
Consider any node u and a large disc C centered at u which contains all the nodes in the network. Consider any sector which subtends an angle of . Hence, there can be at most five successful transmitters from this set which proves the claim. Protocol Model: Consider an edge e = (u, v) of length r. Let C be a disk of radius r(1 + ∆) centered at v. We now pack the disk C with a set of disks S of radius r∆ 2 such that the following hold:
1. The centers of all disks in S are within C.
No disk in S is such that its center is within another disk in S.
3. The union of all the disks in S cover the region covered by C.
It is easy to construct such a covering: start with the empty set S; as long as the current set of disks in S do not completely cover disk C, choose an uncovered point in C, draw a disk of radius r∆ 2 around this point and add this disk to S. Let e1 = (p, q) and e2 = (r, s) belong to I ≥ (e). We claim that if p and r belong to the same disk in S, then e1 and e2 cannot both transmit successfully in the same time slot. To see this, observe that if p and r belong to the same disk in Hence, by the definition of the protocol model, edges e1 and e2 interfere with each other.
We now bound the number of disks within S. Imagine shrinking each disk in S to a smaller disk of radius r∆ 4 . It is easy to see that the areas of the shrunken disks do not overlap with each other. Also, the total area covered by the shrunken disks is O(r 2 (1 + ∆) 2 ). Since each of the shrunken disk is of area π( r∆ 4 ) 2 , the total number of disks in S is at most O((1 + 1 ∆ ) 2 ), which is the required constant c. Hence, the claim holds.
We note that the above arguments can be easily extended to 3-dimensions (3d) in the following way. The disks of radii r, r 2 and r 4 in the 2d arguments above are replaced by spheres of the respective radii in 3d. The total number of spheres which can be packed within S is now bound by O((1 + 1 ∆ ) 3 ), which is a constant. Hence, the claim extends to 3d wireless networks as well. Finally, for sake of completeness, we note that the above arguments can also be extended to higher dimensions with the constant on the R.H.S. depending exponentially on the number of dimensions.
Proof. (for Lemma 5)
The schedule produced by the link-flow scheduling algorithm is stable if step 8 in Algorithm 3.2 is well defined, i.e., there are always w·x(e) slots available in the set W \ s (e). We now show that this is the case for all edges. Assume otherwise, i.e., there exists an edge e such that |W \ s (e)| < w · x(e). Hence, x(f ) > 1 which contradicts our assumption.
It is also easy to see that the frame-scheduling algorithm produces a conflict-free schedule, i.e., no two interfering edges e and f are assigned the same time slot. To show this, let e and f be interfering edges and assume w.l.o.g. that f ∈ I ≥ (e). In this case, e would be processed after f and will not be assigned any time slot in s(f ). This completes the proof of the lemma.
