Abstract. We investigate the seasonal sea surface height (SSH) variability on large spatial scales in the North Atlantic by using both a numerical simulation and in situ data. 
where we will evaluate to which extent the balance between the first two terms holds. A has a seasonal cycle, and because the average seasonal temperature variability is mostly annual in the North Atlantic [Levitus, 1984] , A also varies mostly at the annual harmonic. This will induce a contribution due to nonlinear combination between 1/A and the steric height which will be mostly semiannual. We also checked that nonlinear combinations of semiannual harmonics of these components produce only negligible annual variability. We will only discuss the annual harmonic of the different terms of (1), so that at each individual location A can be taken as a constant (this was tested in the model simulation; see also the discussion in the appendix). We decided not to consider the semi-annual harmonic because of the large error on the sea level semiannual harmonic resulting from aliased tides in the TOPEX-Poseidon data set [Schlax and Chelton, 1994] . Finally, at midlatitudes the semiannual contribution to sea level observations is small and not easily extracted from the background variability.
The results from (1) can be presented in heat flux units (W m-2). Here we chose to integrate the equation in time and to present the budget in equivalent sea level units (cm), i.e., the unit of the sea level observation that is central to the study:
A/(p ct, ) f (< Q >) dt = < SSH > -< (h s + hbc + hot ) > -,• f (< fADVrdz >) dt. (2)
The integration constant has been chosen such that the annual mean of each term is zero. Different spatial scales have been considered. We will present the results for spatial averages in 5 ø x 7 ø latitude by longitude boxes, after removing data on shelves shallower than 300 m. This smooths the fields retaining the main large-scale structures. At midlatitudes this averages out most of the baroclinic wave activity at seasonal to annual periods. The seasonal vertical motions depend on the wind forcing, which has some errors, and the simulation of diffusive processes, especially in the extratropics, certainly lacks realism. After presenting the model simulation used and the data sets from which we estimate the heat budget, we will successively present the different terms of (2) in the model simulation, focusing on whether they are representative of the real ocean. We will then discuss the comparison of TP sea surface height and the heat fluxes for the period from October 1992 to September 1997.
Numerical Simulation and Data Sets

Numerical Simulation
The ocean model is derived from the high-resolution (1/3 ø x 2/5 ø latitude by longitude) version of the Community Modeling Effort (CME) primitive equation model [Bryan and Holland, 1989 ]. The domain is the North Atlantic between 15øS and 65øN with relaxation near the boundaries to the climatological temperature and salinity fields of Levitus [1982] . The average deviation of modeled SST from the observed SST is presented for the average winter and summer (Figure 4) . It indicates that the differences are larger in winter (except near the equator), an expected result because during the summer, with shallow mixed layers, the relaxation term will be more effective in bringing the SST close to observations. The winter pattern in particular clearly indicates the path of the Gulf Stream being too far to the north, and the resulting strong advection of warm water toward the Irminger and Labrador Seas. Rather large SST deviations are found in the upwelling areas, where the relaxation term has little effect on the sea surface temperature. There is a seasonal cycle in the temperature corrective term, which is much less than the amplitude of the ECMWF heat fluxes. The data have been gridded on a 0.5 ø x 2 ø latitude by longitude grid, which captures a large part of the structure in the average currents and their quasi-stationary meanders or eddies (for instance, in the NAC, east of the Grand Banks). These boxes are large enough so that most of them north of 25øN have at least 15 days of drifter data, which we find to be an absolute minimum to approach the average circulation in the presence of the energetic eddy field. An illustration of the resulting circulation in the eastern Atlantic is presented in Figure 5 , which shows few currents >5 cm s -]. The NAC is well represented with strong eastward current branches at 34.5 ø (the Azores Current), 45 ø, and 52øN. We also decided to substract an averaged Ekman component of the current at 15 m using a method described by van Meurs and Niiler [1997] . The wind stress used for this computation is taken from the ERS weekly wind stress product.
To reconstruct the current field at any given time, we add to this average current the geostrophic current deviations based on smoothed altimetric sea level fields and an Ekman velocity distributed over the 150 m layer which is estimated from the ERS weekly wind stress product. In order to justify the calculation of due to an undersampling of mean velocity by drifting buoys in this area and to an incorrect description of the vertical structure of the temperature gradients. The uncertainty on this estimate from data is difficult to ascertain, as it originates also from systematic errors in the average current field and in the estimate of the vertical structure of currents and horizontal temperature gradients.
Deeper Steric Contribution
In the tropics the deeper steric contribution h bc in the model simulation (Figure 8a We will now discuss whether the total uncertainty associated with the random and/or systematic errors of the different data sets used could explain these remarkably coherent differences found in the eastern North Atlantic (scc Figure 12a) . We have focused on this particular region because the components of the budget are thought to be known there with the smallest uncertainties. In spite of some model shortcomings we expect advection, hs, hot, and hoe to be small, as they are in the model. These errors are split into an "analysis" part, which is associated with the data analysis method (in this study, a harmonic least squares fit) and an "intrinsic" part associated with the measurement error in the altimetric data used for sea level, undersampling, and deficiencies of the physical parameterization used (bulk formulae of heat fluxes, equation of state of seawater, etc.).
The analysis error is the term easiest to evaluate. For this the covariance matrix of the residuals terms of the harmonic least squares fit gives an estimate of the rms uncertainty in .4 cos(q>) and .4 sin(q>), where .4 is the amplitude and q> is the phase [see, e.g., Wunsch, 1996] . The resulting error (the sum of these two terms) is displayed in Table 1 . The second component of the error budget is more difficult to estimate. Instead of trying to determine a specific error bar associated with each estimate of the budget (h s, hbo hbt , and ADV r in (2)), we decided to treat all errors the same way by assuming simply that the uncertainty has the same magnitude as the seasonal cycle, which is probably an overestimation of the error. Estimating the measurement error of sea level from altimetry or of heat fluxes from meteorological models is a hard task, the sources of errors being multiple and their seasonal component not well documented. An usual estimate of the rms error on T/P sea level anomaly is 2-3 cm on Here we will try to estimate the uncertainty of altimetry and surface heat fluxes as a by-product of our error analysis. The resulting error budget is presented in Table 1 . All errors are considered to be mutually uncorrelated and each variance results from the uncertainty on the phase and amplitude, that is to say on A cos(q) and A sin(q), where A is the amplitude and q0 is the phase of the harmonic. The total uncertainty on the budget is of the order of 0.9 cm rms and is due to a large extent to "intrinsic" errors (70% of the total variance). They originate from uncertainties on the seasonal cycle of deep ocean steric height variability and bottom pressure. The harmonic least squares fit introduces only weak uncertainties, and all terms are known with nearly the same accuracy except sea level, which contains a large "noise" resulting from high-frequency variability, as indicated by the enhanced variance (0.352 cm2). If we compare the total uncertainty found in this error analysis (0.9 cm rms) with the difference between steric height induced by heat fluxes and altimetry (see Figure 12a and Table 2) There is also the possibility of remaining seasonal biases in the sea surface height from satellite altimetry. For example, the electromagnetic bias correction has a seasonal cycle and its uncertainty probably also has a seasonal cycle. The net ocean , and north of 50øN) . However, the difference increases in some other regions, especially in the eastern North Atlantic, as shown on Figure 12c (to compare with Figure 12a ). These comparisons are summarized in Table 2 , which gives the rms amplitude of the difference between the annual harmonics of the sea surface height and the heat induced steric height for the individual comparisons. These spatial averages were computed for specific areas: the equatorial band (10øS -10øN), the subtropical band (10ø-25øN) , the Gulf Stream region (80ø-30øW, 25ø-50øN Chao and Fu, 1995] in so far as the seasonal cycle amplitude of the simulated sea level is often too low when compared with the observations. This, however, could also result from defects in the models due, for example, to the parameterization of vertical mixing or lateral diffusivity or the too coarse vertical resolution. Such potential error sources are considerably reduced in the present study by using a higher-resolution OGCM with a more appropriate parameterization of turbulent mixing.
Although uncertainties subsist on some components of the sea level budget (2), this study supports the hypothesis that the heat flux products are the most likely source for the discrepancy. In particular, the spatially coherent phase difference between heat flux induced steric change and sea level (see Figure 12a) could be due to deficiencies of the physical parameterizations used in meteorological models. Studies suggest that errors resulting from the cloud schemes are present in the radiative fluxes of ECMWF and NCEP reanalyses, which affects the seasonal cycle of the net heat flux [Wild et al., 1998; Jacob, 1999] and, indirectly, the surface winds as well as the latent and sensible fluxes [Bergman and Hendon, 1998 ].
We have found differences between the model estimation and the data for the terms of the sea surface height budget that suggest possible shortcomings of the model simulation. Of course, part of the difference originates from the different periods simulated and observed. However, we think that the annual variability of these different terms should have remained fairly stationary, as heat fluxes from the reanalysis suggest a rather similar seasonal variability for the two periods. On the other hand, ht, c and hbt annual cycles will be largely a response to the seasonal changes in the wind and its curl. These can have a significant year to year variability (mostly due to the winter season), for example, associated with the North Atlantic Oscillation. However, there is certainly also an effect of the model shortcomings. Although the OGCM is "eddy-permitting," the resolution is not fine enough to correctly reproduce the eddy variability generated, in particular, by baroclinic instability. This is true both in the eastern North Atlantic and in more energetic regions (in the Gulf Stream). The poor representation of eddy processes, fronts, and boundary currents probably impacts the model heat transport and therefore the advection term [Bryan et al., 1998 ; Bdining and Budich, 1992].
We could not check the bottom pressure variability from data, but from our model result it seems to be small in the eastern Atlantic. It could, however, be larger near topographic features or in the northwestern Atlantic according to barotropic models of the response to wind forcing.
Conclusions
We have presented in this study a synthetic view of all the components having an impact on the sea level variability at the seasonal timescale. This confirms that in large parts of the North 
