Abstract. In our previous work BSZ2], we proved that the correlation functions for simultaneous zeros of random generalized polynomials have universal scaling limits and we gave explicit formulas for pair correlations in codimensions 1 and 2. The purpose of this paper is to compute these universal limits in all dimensions and codimensions. First, we use a supersymmetry method to express the n-point correlations as Berezin integrals. Then we use the Wick method to give a closed formula for the limit pair correlation function for the point case in all dimensions.
Introduction
This paper is a continuation of our articles BSZ1, BSZ2, BSZ3] on the correlations between zeros of random holomorphic polynomials in m complex variables and their generalization to holomorphic sections of positive line bundles L ! M over general K ahler manifolds of dimension m and their symplectic counterparts. These correlations are de ned by the probability density K N nk (z 1 ; : : : ; z n ) of nding joint zeros of k independent sections at the points z 1 ; : : : ; z n 2 M (see x2). To obtain universal quantities, we re-scale the correlation functions in normal coordinates by a factor of p N. Our main result from BSZ2, BSZ3] is that the (normalized) correlation functions have a universal scaling limit 
which is independent of the manifold M, the line bundle L and the point z 0 ; e K 1 nkm depends only on the dimension m of the manifold and the codimension k of the zero set. The problem then arises of calculating these universal functions explicitly and analyzing their small distance and large distance behavior. In BSZ1], BSZ2], we gave explicit formulas for the pair correlation functions e K 1 2km (z 1 ; z 2 ) in codimensions k = 1; 2, respectively. The purpose of this paper is to complete these results by giving explicit formulas for e K 1 nkm in all dimensions and codimensions.
Our rst formula expresses the correlation as a supersymmetric (Berezin) integral involving the matrices (z); A 1 (z) used in our prior formulas, as well as a matrix of fermionic variables described below. (1 p; p 0 n; 1 j; j 0 k; 1 q; q 0 m) ; (2) where the j ; j are anti-commuting (fermionic) variables, and d = Q j;p d p j d p j . The integral in Theorem 1.1 is a Berezin integral, which is evaluated by simply taking the coe cient of the top degree form of the integrand det I + (z) ] ?1 (see x3). Hence the formula in Theorem 1.1 is a purely algebraic expression in the coe cients of (z) and A 1 (z), which are given in terms of the Szeg o kernel of the Heisenberg group and its derivatives (see x2). We remark that supersymmetric methods have also been applied to limit correlations in random matrix theory by Zirnbauer Zi] .
In the case n = 2, e K 1 2km (z 1 ; z 2 ), depends only on the distance between the points z 1 ; z 2 , since it is universal and hence invariant under rigid motions. Hence it may be written as: e K 1 2km (z 1 ; z 2 ) = km (jz 1 ? z 2 j) :
We refer to BSZ2] for details. In BSZ1] we gave an explicit formula for 1m (using the \Poincar e-Lelong formula"), and in BSZ2] we evaluated 2m . (The pair correlation function 11 (r) was rst determined by Hannay Ha] in the case of zeros of SU (2) 
We prove Theorem 1.3 in x4 without making use of supersymmetry. Our proof uses instead the Wick formula expansion of the Gaussian integral representation of the correlation. It is interesting to observe the dimensional dependence of the short distance behavior of mm (r). When m = 1; mm (r) ! 0 as r ! 0 and one has \zero repulsion." When m = 2, mm (r) ! 3=4 as r ! 0 and one has a kind of neutrality. With m 3, mm (r) % 1 as r ! 0 and there is some kind of attraction between zeros. More precisely, in dimensions greater than 2, one is more likely to nd a zero at a small distance r from another zero than at a small distance r from a given point; i.e., zeros tend to clump together in high dimensions. Indeed, in all dimensions, the probability of nding another zero in a ball of small scaled radius r about another zero is r 4 . We give below a graph of 33 ; graphs of 11 and 22 can be found in BSZ2]. Remark: Theorem 1.3 says that the expected number of zeros in the punctured ball of scaled radius r about a given zero is R r 0 mm (t)t 2m?1 dt r 4 . But, one can show that for balls of small scaled radii r, the expected number of zeros approximates the probability of nding a zero.
Background
We begin by recalling the scaling limit zero correlation formula of BSZ2]. We consider k-tuples s = (s 1 ; : : : ; s k ) of i.i.d. random polynomials (or sections) s j (1 k m). The zero correlation density K N nk (z 1 ; : : : ; z n ) is de ned as the expected joint volume density of zeros of sections of L N at the points z 1 ; : : : ; z n . In the case k = m, where the zero sets are discrete points, K N nk (z 1 ; : : : ; z n ) can be interpreted as the probability density of nding simultaneous zeros at these points. For instance, the zero density function K N 1k (z) c k N k as N ! 1, where c k is independent of the point z (see SZ1]).
In BSZ2, BSZ3], we gave generalized forms of the Kac-Rice formula Kac, Ri], which we used to express K N nk (z 1 ; : : : ; z n ) in terms of the joint probability distribution (JPD) of the random variables s(z 1 ); : : : ; s(z n ); rs(z 1 ); : : : ; rs(z n ). We then showed that the scaling limit correlation function e K 1 nkm given by (1) can be expressed in terms of the scaling limit of the JPD.
The central result of BSZ2] is that the limit JPD is universal and can be expressed in terms of the Szeg o kernel H 1 for the Heisenberg group: H 1 (z; ; w; ') = 1 m e i( ?'+=z w)? 1 2 jz?wj 2 = 1 m e i( ?')+z w? 1 2 (jzj 2 +jwj 2 ) :
To be precise, the limit JPD is a complex Gaussian measure with covariance matrix 1 given by: (Here A 1 ; B 1 ; C 1 are n n; n mn; mn mn matrices, respectively.) In the sequel, we shall use the matrix 1 (z) := C 1 (z) ? B 1 (z) A 1 (z) ?1 B 1 (z) :
(9) We note that A 1 (z) and 1 (z) are positive de nite whenever z 1 ; : : : ; z n are distinct points.
In BSZ2], we gave the following key formula for the limit correlation functions: 
where A(r) = A 1 (z 1 ; z 2 ) ; (r) = (z 1 ; z 2 ) ; jz 1 ? z 2 j = r :
The computations in this paper are all based on formula (10).
3. Supersymmetric approach to n-point correlations We now prove Theorem 1.1 using our formula (10) for the limit n-point correlation function, which we restate as follows: 
Our approach is to represent the determinant in (14) as a Berezin integral and then to exchange the order of integration. We introduce anti-commuting (or \fermionic") variables p j ; p j (1 j k; 1 p n), which can be regarded as generators of the Grassmann algebra 
To obtain the explicit formula for 11 (r) Ha, BSZ1], we set z 1 = (r; 0; : : : ; 0); z 2 = 0 and substitute in (23) the resulting values of p p 0 and det A (see (24){(26) below). To obtain formulas for km (r) for higher k; m, we again set z 1 = (r; 0; : : : ; 0); z 2 = 0. Using (6), (8) and (9), we see that pjq p 0 j 0 q 0 = 0 for (j; q) 6 = (j 0 ; q 0 ) and 
We let (r) = R d (r) denote the expected value with respect to the Gaussian probability measure (r) . Thus G m (r) = D det ( 1 ) det ( 2 ) det ( 1 ) det ( ; (35) where the sum is over all 4-tuples ; ; ; 2 S m (= permutations of f1; : : : ; mg), and (?1) stands for the sign of the permutation . We shall compute the terms of (35) using the Wick formula rather than directly from the Berezin integral formula. The computations simpli es considerably since the matrix (r) is sparse. In fact, we shall see that the sign (?1) + + + is positive whenever the corresponding moment is nonzero. Let us now evaluate the moments of order 4m in ( 
Recall that the Wick formula expresses M as a sum of products of second moments with respect to the Gaussian measure (r) . Since this Gaussian is complex, these second moments come from pairings of 's with 's. We write 
(Recall that permanent(V ij ) = P Q i V i i , where the sum is over all permutations .) To compute mm (r), we can set z 1 = (r; 0; : : : ; 0); z 2 = 0, as before. Recalling (24) and the fact that pjq p 0 j 0 q 0 = 0 for (j; q) 6 = (j 0 ; q 0 ), we observe that (38) 
In particular, M vanishes unless f q ; q g = f q ; q g for 1 q m :
(40) We now claim that (40) implies that (?1) + + + = 1: First of all, by multiplying the four permutations by ?1 on the left, we can assume without loss of generality that i = i for all i. Now write as a product of disjoint cycles. Then one sees that is a product of some of these cycles and is a product of the other cycles, and the positivity of the product of signs easily follows.
Hence equation (35) To verify (42), we can assume without loss of generality that = (1 : : : i). Recall that we need only consider permutations that are products of some of the cycles in (and is determined by the pair ( ; ), since is the product of the other cycles of when M e 6 = 0). The computation of the Q 2 terms is similar, and hence (42) 
Substituting (25){(26) into (44), we obtain (4). Finally, to verify (5), we note by (25) that P = 1 2 r 2 + ; Q = 1 2 r 2 + ; R = 1; S = 1 + , and hence mm = 2f m (1; 1)(r 4 =4) + mr 2m + = f m (1; 1) 2m r 4?2m + = m + 1 4 r 4?2m + : The following proposition yields the remainder estimate of (5). 
