This paper presents a theoretical study of the behaviour of the Univariate Marginal Distribution Algorithm for continuous domains (UMDAc) in dimension n. To this end, the algorithm with tournament selection is modelled mathematically, assuming an infinite number of tournaments.
Introduction
Estimation of Distribution Algorithms (EDAs) are a new and promising paradigm for Evolutionary Computation [11, 15] . EDAs emerge as a generalization of Genetic Algorithms (GAs), for the purpose of overcoming the two main problems: poor performance in certain deceptive problems and the difficulty of mathematically modelling a huge number of algorithm variants.
Introduced by Mühlenbein and Paaβ [15] , EDAs constitute an example of stochastic heuristics based on populations of individuals, each of which encodes a possible solution of the optimization problem. These populations evolve in successive generations as the search progresses, organized in the same way as most Evolutionary Computation heuristics. In contrast to GAs, which consider the crossover and mutation operators as essential tools to generate new populations, EDAs replace those operators by estimating and sampling the joint probability distribution of the selected individuals.
However, the bottleneck of this new heuristic lies in estimating the joint probability distribution associated with the database containing the selected individuals. To avoid this problem, several authors have proposed different algorithms where simplified assumptions concerning the conditional dependencies between the variables of the joint probability distribution are made. A review of the different approaches in the combinatorial and numerical fields can be found in [8, 9, 10, 16] .
During recent years much effort has been devoted to creating new EDAs and EDA applications. However this development has not been accompanied by mathematical analysis. There are very few works devoted to a mathematical modelling of EDAs in the literature.
Reviewing the literature, we can distinguish between papers that analyze EDAs in discrete domains and those that consider continuous domains.
In discrete domains the most general results are given by González et al. [5] and by Mühlenbein et al. [14] . In the first paper the authors not only unify most of the theoretical results found in the discrete EDA literature, but present a new general convergence theorem for these algorithms. In the second paper an EDA that uses Boltzmann selection is introduced: Boltzmann Estimation of Distribution Algorithm (BEDA). Furthermore the convergence for infinite populations of a general BEDA is shown.
There are other works that analyze particular instances of discrete EDAs. In [13] , it is shown that UMDA (Univariate Marginal Distribution Algorithm) with infinite population and proportional selection can only reach local optima. In addition, there are papers that analyze the PBIL algorithm (Population Based Incremental Learning Algorithm). Höhfeld and Rudolph [7] study the behaviour of PBIL in linear functions. González et al. [6] model this algorithm by means of Markov chains to show that the convergence of PBIL, applied to the OneMax function in two dimensions, has a strong dependence on the initial parameters. In [4] , the authors associate a discrete dynamical system with PBIL, and demonstrate that the algorithm follows the iterates of that discrete dynamical system, concluding that all the points of the search space are fixed points of the dynamical system, and that the local optimum points coincide with the stable fixed points. Berny [2] shows that the PBIL algorithm can be derived from a gradient dynamical system. Furthermore he carries out a stability analysis of the cited system, showing that PBIL can only converge to local solutions.
Finally we mention papers devoted to a mathematical analysis of EDAs in continuous domains. In [1] the PBIL c algorithm (Population Based Incremen-tal Learning Algorithm for continuous domains) is examined, carrying out an analysis for real continuous functions similar to the analysis made in [2] . However, in this case the author does not offer stability results. In [17] the FDA (Factorized Distribution Algorithm) is theoretically analyzed and convergence results are given.
The purpose of this paper is to contribute a mathematical analysis of a continuous EDA, the UMDA c . The UMDA is the simplest version of EDAs. The discrete version was introduced by Mühlenbein [12] , while the first continuous version was given by Larrañaga et al. [8, 10] . This algorithm does not take into account dependencies among the variables, therefore it is assumed that the n-dimensional joint probability density factorizes as a product of n independent univariate marginal densities.
It was of particular interest to see how the UMDA c algorithm with tournament selection performs. To this end we mathematically modelled the application of this algorithm to the minimization of two kinds of functions. First n-dimensional linear functions were used to model the algorithm when far from the optimum. Next quadratic function was used to analyze the algorithm when near the optimum.
The remainder of this paper is organized as follows: Section 2 introduces in detail UMDA c with tournament selection. Section 3 is devoted to the mathematical modelling of the algorithm. Section 4 analyzes the modelling of linear functions, while Section 5 analyzes the case of quadratic functions. Finally, we draw conclusions in Section 6.
2 The UMDA c algorithm with tournament selection
This section describes in detail how the UMDA c algorithm with tournament selection works. The algorithm works as follows. At each step t, an n-dimensional random variable X t = (X t 1 , . . . , X t n ) is maintained. In the literature related to UMDA c it is usual to assume that the joint probability distribution of X t follows an n-dimensional normal distribution which is factorized by a product of n unidimensional and independent normal densities. This assumption will be made here. Therefore each component of X t is distributed as a unidimensional normal, that is X
) (x i ) denotes the density function of a unidimensional normal with mean µ t i and standard deviation σ t i in point x i . Drawing the above n-dimensional random variable, two individuals are obtained, and the better one is selected, i.e. a tournament selection is made. This process is repeated N times, obtaining the population of selected individuals, after which this population is used to obtain the means and standard deviations of the random variable X t+1 . These parameters are estimated by using their corresponding maximum likelihood estimators. In this way the new unidimen-sional distributions at step t + 1 are achieved. Figure 1 shows a pseudocode for this algorithm for the minimization of function G(x).
Obtain randomly the parameters of a normal probability distribution for each variable while no convergence do begin for (j = 1; j ≤ N ; j + +) begin Drawing X t obtain 2 individuals:
Select the better one:
begin Estimate the parameters of the new density functions: 
Mathematical modelling
To model the UMDA c algorithm with tournament selection for continuous optimization problems with n variables, we take a case in which at each step an infinite number of tournaments is made. The mathematical model will depend on the function being optimized. At first we try to model the algorithm as generally as possible, hence we assume that the function to minimize is:
However, as we will see later, at some point it will be necessary to particularize the function we are analyzing.
As noted above, we assume that at each step t, each variable follows a unidimensional normal distribution, and has associated the following density function:
where f X t i (x i ) denotes the density function of the random variable X t i . As we are working with UMDA c these variables are independent. Hence at each step t we have an n-dimensional random variable X t = (X t 1 , . . . , X t n ) following the density f X t (x) with:
To simplify notation, each density function associated with each variable X t i will henceforth be denoted by:
Likewise, its associated distribution function will be denoted by:
We use the usual notation not only in the case of the standard normal density:
but also in the case of its associated distribution function:
At each step t the random variable X t (1:2) is considered, i.e. the random variable of the better of 2 variables X t . Thus:
after which, the new distributions at time t + 1 are obtained. Hence each
As we want to model the behaviour of the algorithm, we need to know explicitly the expressions of µ t ∈ IN , and to study how they evolve when the number of iterates increases. In other words, we study the limits:
In order to calculate µ , we have to obtain the density function associated with the best individual of each tournament. We denote this density function by f t (1:2) (x 1 , . . . , x n ). Notice that the previous density will depend on G, the objective function that we are considering.
Calculation of
In order to calculate the density function f t (1:2) (x 1 , . . . , x n ) we proceed as follows. First we obtain its associated distribution function, F t (1:2) (x 1 , . . . , x n ). Then we derive this distribution function and obtain the density function f
. . , X t 1,n ) be the random variable associated with the first individual obtained in the tournament at step t, and X t 2 = (X t 2,1 , . . . , X t 2,n ) the random variable corresponding to the second individual. Thus, the distribution function
To make the calculus easier, we express the random variable associated with the best individual in each tournament as a sum of random variables:
where the random variable I A denotes the characteristic function of the event A, hence:
The event described in (10) is written as the following union of events:
where:
We denote by U t the event U
, and since:
Hence, given that we have disjoint events, we can state that:
Taking into account that P (U t ) = P (V t ) (G is a continuous function), it is enough to obtain P (U t ). In order to do so we find the conditional probability
,n ) and then we integrate over the rest of the variables:
To simplify the notation we write:
Therefore:
Hence, the distribution function of X t (1:2) is:
Deriving the above expression we obtain the density function as:
Calculation of µ t+1 i
and σ t+1 i
To obtain µ t+1 i
we must first calculate each marginal density function f t (1:2),i (x i ) with i = 1, . . . , n:
The marginal densities can be expressed as follows:
As can be seen in (19) the calculations of µ are closely related to the objective function G. For this reason, our analysis will now focus on the following two cases:
• The case of linear functions.
• The case of quadratic functions.
Linear functions
We shall start by studying the simplest case, where the function L(x) under consideration is:
This will help us to see how the algorithm performs far from the optimum.
t+1 i
As the calculations are analogous for each component, they will only be given for the first component:
To simplify the notation, in the following calculations the superscript corresponding to the step is left out. It is, however, written in the final expression of µ 
since each X i is a random variable with density function f N (µi,σi) (x i ), we know that the random variable T = n j=1 a j X j has density function:
Now we can calculate h 1 (x 1 ):
using the following notation:
with k = 2, . . . , n, we know that:
We are going to prove by induction on k that:
First this is demonstrated when k = 2, after which we use as inductive hypothesis case k and demonstrate that (29) is fulfilled in case k + 1.
Before proving equation (29), we must first take into account the following results borrowed from [3] , which will help us to make the calculations:
Now we verify that (29) is satisfied when k = 2:
Making the transformation of variable x2−µ2 σ2
= s we find that:
Taking into account the result (30):
By the inductive hypothesis, we assume that (29) is true for k, let us now see whether it is true for k + 1:
Taking into account the change of variable
= s, we find that:
By again using the result (30), we find that:
Substituting the corresponding value of I 0 in this point:
So we have proven that (29) is fulfilled, therefore:
Now we can calculate µ t+1 1 :
Using the new variable s = x1−µ1 σ1 , we obtain:
Equations (30) and (31) help us to express the above integrals as follows:
Using the results (30) and (31):
Summarizing:
The expression for the expectation in any component i is obtained analogously:
Calculation of σ t+1 i
As done before in calculating µ t+1 i
, we only make the calculations for i = 1, after which we generalize the result:
We start by obtaining E (X
Making the change of variable x1−µ1 σ1
= s, we have:
Taking into account expressions (30), (31) and:
the integrals in (43) can be written as follows:
Using (30), (31) and (44) we obtain:
Now the superscripts corresponding to the step are written in order to obtain the full expression:
Finally:
An analogous expression for any component i can be given:
Analyzing the algorithm's behaviour
Having obtained the expressions of µ t+1 i
, we now try to predict the algorithm's behaviour when t increases. This is done by analyzing each sequence of means {µ t i } t and each sequence of standard deviations {σ t i } t with t ∈ IN . To prove that the algorithm performs properly we must show that:
because if so, the algorithm would improve at each step, minimizing unboundedly the value of the objective function.
Unfortunately means sequences {µ t i } t with t ∈ IN are difficult to study when standard deviations σ t i are not equal in each component. However, we can state that the improvement at each step and in each component can be written as follows:
t i } t decrease for all i (see equation (48), with a i > 0), the improvement in each component decreases when t increases.
Given the difficulty of analyzing the sequences {µ t i } t and {σ t i } t with t ∈ IN , we are going to study a particular case, in which the function to optimize is:
and the sequence of variances meets the condition:
First of all we study the sequence of variances {σ t } t with t ∈ IN . Given that:
we can write σ t+1 as a function of σ 0 . Therefore, solving the recurrence, the sequence of standard deviations can be written as follows:
The above expression helps us to analyze the means sequence {µ t } t with t ∈ IN . After substituting this expression in equation (41) we obtain:
We can also express µ t in terms of µ 0 and σ 0 :
which yields:
This new form of writing µ t makes it easier to analyze the means sequence. This sequence decreases and has a finite limit.
Therefore, although the mean values decrease at each step, this decrease is not unbounded. This fact implies poor algorithm performance, leading us to conclude that this algorithm does not work as expected when we are far from the optimum and the number of tournaments at each step is infinite.
To see how the algorithm performs with a finite number of tournaments, we carried out a number of experiments. Having chosen the number of tournaments, we ran the algorithm with the linear function:
The initial density functions used were:
We ran the algorithm 50 times for different number of tournaments (10, 50, 100, 1000, 10000). After which we calculated the average value of the mean at each generation. Here we only show the results for the mean values in the first component (the values for the second are analogous). The results can be seen in Figure 2 .
The experiments show that a low number of tournaments does not guarantee an unbounded decrease in the mean values. In fact, as can be seen in Figure  2 , the mean values block for a low number of generations when the number of tournaments is small.
The experiment shows that the algorithm performs worse the smaller the number of tournaments made.
Quadratic function
This section deals with our analysis of the case in which the function considered is This function is used in the literature to study the algorithm's behaviour near the optimum.
We attempted to make a similar analysis to the one made in the linear case. However, during the study of this function, problems arose in calculating some integrals. These problems forced us to make certain simplifications in order to obtain as much information as possible concerning the algorithm's behaviour.
Calculation of µ t+1 i
As in the previous case we make the calculation for the first component:
First we need to know the value of A (Q(x)):
Since each X i is a random variable with density function f N (µi,σi) (x i ), we know that:
where
n }. Here we encounter the first problem: to solve the above integral. To do so we make the following simplification: assuming that each X i is a random variable distributed as a normal with mean µ i = 0 and deviation σ i = σ, in other words with density function f N (0,σ) (x i ). This is the only case where we find the above integrals solvable.
Using these kind of density functions implies studying the algorithm's behaviour when the density functions are centered on the optimum, so we are really very near the optimum. But here we wonder: is the optimum actually reached? If the answer is yes, what is the speed of convergence as the dimension increases?
In order to answer these questions we carry out the following analysis:
1. To ensure that at each step we do not move away from the optimum, we have to demonstrate that:
2. To prove that the optimum is reached we have to see whether:
3. We study the speed of convergence as dimension increases. This study allows us to compare the difficulty in approaching the optimum as dimension increases.
Calculation of µ t+1 and σ t+1
First of all, as in the linear case, in order to calculate µ t+1 and σ t+1 we need to find the expression of A t (Q(x)):
Taking into account the change of variable ui σ = t i , with i = 1, . . . , n, we obtain:
This integral can be solved thanks to the generalization to n dimensions of the spherical change of variable in dimension three. This change can be seen in detail in the Appendix. Here we give the essential information:
• The variables (t 1 , . . . , t n ) are changed to the variables (ρ, α n−1 , α n−2 , . . . , α 2 , α 1 ).
• The range of variation of each new variable is:
• The Jacobian of the transformation is :
Using this change the integral is modified to:
is the constant associated with the spherical change of variable in n dimensions (see the Appendix). Therefore, substituting the value of S(n) above:
Let I n denote indefinite integral ρ n−1 e −ρ 2 /2 dρ, and I n (u, v) denote definite
has different values when n is odd or even. When n is odd I 1 ( Q(x)/σ, ∞) is an incomplete Gamma function (it has no explicit expression), meaning that from here we only work with even dimension. We emphasize this fact writing A t 2n (Q(x)). Therefore:
In order to solve integral I 2n we write:
so that:
substituting the expressions of I 2n−j , with j = 2, . . . , 2n − 2:
Taking into account equation (75), integral A t 2n (Q(x)) can be expressed as follows:
The next step is to calculate integral h 1 (x 1 ):
= . . .
. .
Changing the variable, xi σ = t i , and taking into account that (Q(x))
k , the expression of h 1 (x 1 ) can be written as:
Making again the generalization to 2n−1 dimensions of the spherical change of variable in dimension three:
Unfortunately to compute integrals
2 n−j dρ, with j = 1, . . . , 2n is not an easy task, hence to find an explicit general expression for h 1 (x 1 ) is difficult. Therefore we have solved this integral for some finite cases (by parts). It allows us to give a general idea concerning the algorithm's performance as the problem dimension increases.
Analyzing the algorithm's behaviour
As explained above we solve h 1 (x 1 ) in some finite cases. Although our analysis will not be so general as in the linear case, however we do obtain some information about the algorithm's behaviour near the optimum.
The finite cases are: As can be seen in Table 1 , for these finite cases we can write σ t+1 = a 2n σ t . The factor of decrease a 2n is represented in Figure 3 .
Having the {a 2n } data we consider convenient to find a formula that approximates it, in other words, to fit a curve through the points in {a 2n } data. It allows us to estimate the speed of convergence. We find the following leastsquares fit to data: Figure 4 shows that g(n) fit properly the {a 2n } data.
The results indicate that:
1. The value of σ t → 0 as t → ∞ in the analyzed dimensions, therefore the algorithm reaches the optimum.
2. Due to g(n) seems to fit properly the points in {a 2n } data, the speed of convergence decreases with the dimension as O
Therefore we can conclude that in the finite cases studied, the algorithm reaches the optimum, but the speed of convergence decreases as the dimension of the problem increases.
Conclusions
This work is one of the few that deal with mathematical modelling of EDAs. We have modelled the UMDA c algorithm with tournament selection applied to linear and quadratic functions when an infinite number of tournaments is performed. Based on this modelling we have analyzed its behaviour in n-dimensional linear functions and in an n-dimensional quadratic function. In the case of linear functions we conclude that the algorithm does not work correctly in linear function L 1 (x) = n i=1 x i , with x = (x 1 , . . . , x n ) ∈ IR n . After doing certain assumptions in the case of quadratic function Q(x) = n i=1 x 2 i , we have proved for some finite dimensions that the algorithm reaches the optimum. Moreover, the speed of convergence is slower when the dimension increases.
The obtained results are closely related to the distributions chosen (unidimensional normals). It will be helpful to study the behaviour of the algorithm when other distributions are used. Now our main objective is to arrive at an analogous model and analysis for the UMDA algorithm in the discrete case.
This section explains in detail the generalization to n dimensions of the spherical change of variable in dimension three.
The first step is to solve the problem for n = 4. In spherical coordinates the position of a point P (x 1 , x 2 , x 3 , x 4 ) in the space is determined by four numbers ρ, α 1 , α 2 , α 3 , where:
• ρ is the distance from point P to the origin.
• α 3 is the angle formed by the vector OP and its projection (denoted by r 1 ) upon the plane OX 1 X 2 X 3 .
• α 2 is the angle formed by the projection of r 1 (denoted by r 2 ) upon the plain OX 1 X 2 .
• α 1 is the angle formed by axis X 1 and r 2 .
Taking these facts into account, we can write the old coordinates depending on the new ones:
x 4 = ρ sin α 3 (80) x 3 = ρ cos α 3 sin α 2 (81) x 2 = ρ cos α 3 cos α 2 sin α 1 (82)
x 1 = ρ cos α 3 cos α 2 cos α 1 (83)
For any point P (x 1 , x 2 , x 3 , x 4 ) ∈ IR 4 , each new variable varies in:
Jacobian of the change J 4 is:
Therefore after making this change of variable in integral:
we obtain: Taking into account the above arguments, we can say that using the generalization to n dimensions of the spherical change of variable in dimension four, integral I S n = . . . f (ρ, α n−1 , . . . , α 1 )ρ n−1 cos α 2 · cos 2 α 3 · · cos n−3 α n−2 · . . . · cos n−2 α n−1 dα 1 dα 2 dα 3 . . . dα n−2 dα n−3 dα n−1 dρ.
In the integrals we have to solve in this article using this change of variable, function f only depends on ρ (f (ρ)). Therefore, the above integral can be written as follows: 
To solve this integral it will be useful to calculate the constant:
where Γ is the Gamma function. Simplifying:
