Abstract. We prove Schauder estimates in generalized Hölder spaces C ψ (R d ). These spaces are characterized by a general modulus of continuity ψ, which cannot be represented by a real number. We consider linear operators L between such spaces. The operators L under consideration are integrodifferential operators with a functional order of differentiability ϕ which, again, is not represented by a real number. Assuming that L has ψ-continuous coefficients, we prove that solutions
Introduction
Schauder estimates are a central tool in the study of classical solutions to differential equations with Hölder continuous coefficients. In short, the idea of this approach is to view these equations on a small scale as perturbations to equations with constant coefficients. This approach allows to use ideas from potential theory when treating equations with variable coefficients. An exposition of this method can be found in any serious textbook on partial differential equations.
For differential operators of second order, the main assertion in this field is an estimate of the form
for all solutions u to elliptic equations of second order Lu = f [GT83, Theorem 6.2] with some positive generic constant c, depending on the ellipticity of L, the dimension d and the number α ∈ (0, 1). The order 2 and the value α are independent quantities in this estimate. The estimate holds for different values of α but, as shown in [Bas09, DK13, ROS14, JX14], it holds analogously for solutions to integrodifferential equations where the driving operator is an integrodifferential operator with fractional order of differentiability β ∈ (0, 2). The prototype of such an operator is provided by the fractional Laplace operator (−∆) β/2 , which can be defined for u ∈ C 2 c (R d ) by
where C β,d is an appropriate constant. Note that F((−∆) β/2 u)(ξ) = |ξ| β F(u)(ξ), where F denotes the Fourier transform. Hence the name is "fractional Laplace operator".
The aim of this article is to prove Schauder estimates for a finer scale of function spaces and of operators at the same time. Let us explain this idea step by step. The Hölder space C α (R d ) is characterized by the number α ∈ (0, 1) which appears in the bound of the modulus of continuity: We will study estimates in more general space C ψ (R d ) where a function ψ : (0, 1] → (0, ∞) is used to replace |x − y| α in the above expression by ψ(|x − y|). In this sense, we study a much finer scale of function spaces. This scale is of particular interest when studying mapping properties of integrodifferential operators because for them such scales turn out to be natural. Note that generalized Hölder spaces have been studied in various settings and for very long. We mention several articles in Section 2 when we define and discuss these spaces.
Schauder estimates for integrodifferential operators are proved in [Bas09, DK13, ROS14, JX14, KK15] in different contexts. Our approach is inspired by the straightforward approach in [Bas09] . We also make use of recent developments in potential theory obtained in [KKK13] when studying the translation invariant case. The new contribution of this work is twofold.
On the one hand, we allow the integration kernels to have general singularities at h = 0. On the other hand, we study the resulting a priori estimates in a much finer scale of function spaces. Although these developments could be approached separately, the main new finding of our work is that they naturally belong together. This phenomenon does not exist in the study of differential equations of second order.
Let us first discuss the function spaces C ψ (R d ). We assume lim r→0+ ψ(r) = 0. In order to describe the order of differentiability induced by a particular function ψ, we need to introduce two indices. We define indices M ψ and m ψ by See the definition for the almost monotonicity in Section 2. Note that if ψ is a regularly varying function of order α ∈ (0, 1) at zero like ψ(r) = r α or ψ(r) = r α | ln( 2 r )| we find M ψ = m ψ = α. We denote the closed interval [m ψ , M ψ ] by I ψ . This interval describes the range of the functional order of differentiability induced by ψ. For example, the condition I ψ ⊂ (0, 1) implies that
On the other hand, cases I ψ ∩ N = ∅ lead to well-known technical difficulties which we want to avoid. See Section 2 for a more detailed discussion of the spaces C ψ (R d ) including appropriate norms.
Our ultimate goal is to study integrodifferential operators which are not translation invariant, i.e., which have state dependent kernels. As it is usually done in the theory of Schauder estimates, we first study the translation invariant case, i.e., we study integrodifferential operators with constant coefficients. Since, in this case, our assumptions imply that these operators satisfy the maximum principle and generate Lévy processes, we can employ techniques from potential theory.
Let us define the integrodifferential operators under consideration. Let ϕ : (0, ∞) → (0, ∞) be a smooth function with ϕ(1) = 1. We assume that the function φ defined by φ(r) = ϕ(r −1/2 ) −1 is a Bernstein function, i.e., satisfies (−1) n φ (n) (r) ≤ 0 for every n ∈ N. Furthermore, we assume the scaling condition
or, equivalently,
for some constants 0 < δ 1 ≤ δ 2 < 1, a 1 ∈ (0, 1], and a 2 ∈ [1, ∞). Typical examples are given by ϕ(s) = s α or ϕ(s) = s α ln(1 + s β ) for α, β, α + β ∈ (0, 2). In particular, we point out
Let a 0 be a measurable function on
and in the case M ϕ ∈ (0, 1) by
for all continuous functions u : R d → R for which the integral is well defined for every point x ∈ R d . Note that this domain D(L 0 ) includes functions u ∈ C 2 (R d ) which we assume to be bounded. The class of operators L 0 is significantly larger than those of (1.1). The main difference is that the order of differentiability of L 0 is represented by the function ϕ and cannot be represented by a single number. Note that ϕ may be chosen as not regularly varying at zero. As we will see, our scale of function spaces C ψ is well suited to formulate mapping properties of such operators.
Our Schauder estimate for translation invariant operators reads as follows. Theorem 1.1. Let ϕ and ψ be functions described above. Suppose I ψ ⊂ (0, 1) and
satisfying L 0 u = f , the following estimate holds:
We prove this result in Section 3 using a semigroup approach. In our proofs we benefit from ideas in [Bas09] and [KKK13] . Once Theorem 1.1 is established, we can use a perturbation argument to treat integrodifferential operators with variable coefficients a :
when M ϕ ∈ [1, 2) and by
when M ϕ ∈ (0, 1) for all continuous functions u : R d → R for which the integral is well defined for every point
for some positive constant Λ 3 ≥ 1. This condition requires the function x → a(x, h) to be ψ-continuous uniformly in h.
We have already mentioned that the definition of Hölder and Hölder-Zygmund spaces is delicate when the order of differentiability is an integer. In order to formulate our main result we need to exclude this case. We assume further:
Let us formulate the main result of this work. Theorem 1.2. Assume that, in addition to the assumptions of Theorem 1.1, condition (1.11) is satisfied. In the case 1 ∈ I ϕ , we assume a(x, h) = a(x, −h) for all x, h ∈ R d . Then there exists a positive constant C 2 such that for every f ∈ C ψ (R d ) and every solution u ∈ C ϕψ (R d ) to the equation Lu = f the following estimate holds:
Let us make a few comments. Note that Theorem 1.2 trivially implies Theorem 1.1. The assumption a(x, h) = a(x, −h) for all x, h ∈ R d in the case 1 ∈ I ϕ is natural due to the appearance of the gradient term in the definition of L. Note that this assumption needs to be added to [Bas09, Corollary 5.2] in order for the corollary to be correct. The first part of (1.11) is natural and resembles the fact that Lipschitz function space is not equal to the space
The other parts of (1.11) would vanish if we restricted ourselves to the (large) class of regularly varying functions ψ and ϕ.
It is important to note that the a priori estimate provided by Theorem 1.2 is the best possible. This follows from the mapping properties of L, which are given in the following theorem. We defer the proof of this result to Section 5.
(1.9), and (1.10). Furthermore, if 1 ∈ I ϕ we assume that a(
The article is organized as follows. In Section 2 we define and study the generalized Hölder spaces C ψ (R d ). The proof of Theorem 1.2 relies on a perturbation technique. First, we study the operator L 0 which is obtained by "freezing" the coefficients via a 0 (h) = a(x 0 , h) for some arbitrary but fixed point x 0 ∈ R d . In Section 3 we derive estimates on the transition density for the semigroup generated by L 0 . Section 3 also contains the proof of Theorem 1.1. In Section 4 we prove our main result, Theorem 1.2. The proof of Theorem 1.3 is given in Section 5.
Generalized Hölder spaces
In this section we define the function spaces We denote by C 0 (R d ) the Banach space of real-valued, bounded, and continuous functions on 
and a vector space of functions C −j;ψ (R d ) by
We abuse the notation [u] C 0;ψ = [u] C ψ for the convenience. Following [BGT89] , for a subinterval I on (0, ∞) we call a function ψ : I → (0, ∞) almost increasing if there is a constant c ∈ (0, 1] such that cψ(r) ≤ ψ(R) for r, R ∈ I, r ≤ R. On the other hand, we call such ψ almost decreasing if there is C ∈ [1, ∞) such that ψ(R) ≤ Cψ(r) for r, R ∈ I and r ≤ R. Recall the definition of the indices M ψ and m ψ from (1.2) and (1.3). Now we can finally define the function spaces
In the case of m ψ ∈ (k, k + 1] for some k ∈ N, let C ψ (R d ) be defined by
In the case of m ψ ∈ (k, k + 1] for some k ∈ N 0 , the ψ-Hölder norm · C ψ is defined by
Here, we use the notation D 0 f = f and denote the maximum of C 0 -norms and
In particular, when k = 1, we omit the exponent for the sake of brevity.
If there is no ambiguity, then we write
Let us start with some observations. Note that for α ∈ (0, 1) the two seminorms
(1)
(2)
are equivalent. We prove an analogous property in our more general function spaces. The condition α ∈ (0, 1) translates to I ψ ⊂ (0, 1) in our setting. To shorten notation, let us write first-order and second-order differences as follows:
For the sake of brevity we use the notation
Triangle inequality gives the trivial inequality
We will show in the following lemma that the seminorm [f ] C ψ is bounded above by the sum of f C 0 and a seminorm [[f ]] C ψ . Summing up we get the equivalence between the two norms f C ψ and
Proof. From the definition of m ψ and M ψ we choose constants c 1 ∈ (0, 1] and c 2 ∈ [1, ∞) such that
Let n be an integer greater than (2c 2 ) 2/(1−M ψ ) . For every 0 < |h| ≤ 1, we have
Dividing by ψ(|h|), we obtain
Using (2.1) with R = |h| and r = |h|/n and taking supremum over x ∈ R d and 0 < |h| ≤ 1, we get
Therefore, from the choice of n we obtain
which implies the result. ✷ This equivalence is allowed for the case I ψ ⊂ (1, 2) by the following lemmas.
The case when
We may only consider the first case because the proof for the other case is the same. By the mean value theorem, there exists x ′ on the line segment between x and x + N e i such that
With the fact ψ(N ) ≤ c 
Taking the supremum over x ∈ R d and then applying the inequality
. By the scaling argument we get (2.2). Now, we assume I ψ ⊂ (2, 3). Let c 2 be a constant such that
By the above argument used to obtain (2.4), we have
Thus it suffices to show the second result for the left hand side replaced by D 2 f C 0 . The same argument for (2.4) we get
By the scaling argument we get (2.3). ✷ Lemma 2.4.
Proof: Defineψ(r) := r −1 ψ(r). Then Iψ ⊂ (0, 1). First note that it is shown in Lemma 2.2 that the seminorm
We claim that
for some constant c 2 not depending on f . If we prove the claim, then the following estimate from Lemma 2.3 below
In order to prove (2.7) we only consider the case i = 1. The remaining cases can be dealt with analogously. For k, h ∈ R d we obtain
If |k| ≤ |h| ≤ 1 then the sum of the first three terms is bounded by
and the sum of the last two terms is bounded by
Using (2.6), (2.9) and (2.10) we have
Dividing both sides by εψ(|h|) and using (2.8), we obtain
for |h| ≤ 1. Taking supremum to (2.11) over x ∈ R d and 0 < |h| ≤ 1 we have an inequality
which implies (2.7) with c 2 = 1 + 4(8c 1 c
By summing up the results in Lemma 2.2, Lemma 2.3 and Lemma 2.4 we get the following equivalence.
Proposition 2.5.
Proof. We first consider the case I ψ 2 ⊂ (0, 1). Let c 1 and c 2 be the constants such that
Combining the above two inequalities and taking supremum, we have
Now we consider the case I ψ 2 ⊂ (1, 2). When I ψ 1 ⊂ (0, 1), it follows from (2.2) that
When I ψ 1 ⊂ (1, 2), it also follows from (2.2) that
Since [Df ] C −1;ψ = [Df ] C 0;ψ , whereψ(r) = r −1 ψ(r), applying (2.12) to Df withψ 1 andψ 2 follows that
The remaining case I ψ 2 ⊂ (2, 3) is also proved by the same argument combined with (2.3). ✷
The product rule of derivatives gives us the following lemma.
Lemma 2.7.
Proof. By the product rule and the fact that [D j f ] C −k;ψ ≤ c 2 D j+1 f C 0 for j ≤ k we can obviously obtain the result. ✷
The translation invariant case
The aim of this section is to prove Theorem 1.1. Let us recall the main assumptions from the introduction. As explained in (1.6), (1.7) we study operators of the form
where
is a measurable function and Λ 1 , Λ 2 are positive numbers. The domain of this operator L 0 contains bounded and smooth functions, e.g., u ∈ C 2 (R d ). Recall that we assume that ϕ : (0, ∞) → (0, ∞) is a smooth function with ϕ(1) = 1 and the function φ defined by φ(r) = ϕ(r −1/2 ) −1 is a Bernstein function, i.e., satisfies (−1) n φ (n) (r) ≤ 0 for every n ∈ N. Furthermore, we assume the scaling condition (1.4) or, equivalently, (1.5).
Our main idea is to apply methods from potential theory. Note that
defines a Lévy measure with respect to a centering function ½ {|h|≤1} . This measure ν induces a strongly continuous contraction semigroup (P t ) on the Banach space C ∞ (R d ) of continuous functions from R d to R that vanish at infinity. We write C ∞ instead of C ∞ (R d ). In fact, (P t ) is also a semigroup on C 0 but not strongly continuous in general. Denote by C 2 ∞ = C 2 ∞ (R d ) the space of functions from C ∞ with the property that all derivatives up to order 2 are elements from C ∞ . The infinitesimal generator (A, D(A)) of the semigroup (P t ) satisfies Au = L 0 u for every u ∈ C 2 ∞ . Our aim is to study the semigroup (P t ). To do this, we first consider a subordinate Brownian motion X with subordinator whose Laplace exponent is φ, see Section 3.1. If we denote by (Q t ) the semigroup of X, i.e., if
The values of the so-called jumping function J(h) are known to be comparable to |h| −d φ(|h| −2 ). Since ϕ(r) = φ(r −2 ) −1 , these values are also comparable to
appearing in the definition of L 0 in (3.1). That is why estimates of the semigroup (Q t ) and its derivatives imply estimates of the semigroup (P t ).
3.1. Semigroup of subordinate Brownian motion. Let S = (S t , t ≥ 0) be a subordinator that is a nonnegative valued increasing Lévy process starting at zero. It is characterized by its Laplace exponent φ via
The Laplace exponent φ can be written in the form
where b ≥ 0 and µ is a measure on (0, ∞) satisfying´( 0,∞) (1 ∧ t)µ(dt) < ∞, called the Lévy measure. Here, b and µ(A) describes the drift of S t and the intensity of its jumps of size A. In this paper we assume that b = 0, φ(1) = 1 and lim λ→∞ φ(λ) = ∞. Thus
Let W = (W t : t ≥ 0) be the d-dimensional Brownian motion with the transition density
The characteristic function of X is given by
and X has the transition density
Furthermore, if we denote the distribution of S t by η t (dr) = P(S t ∈ dr) then q d (t, x) is the same asˆ(
Thus q d (t, x) is smooth in x. Moreover, its Lévy measure has a rotationally symmetric density J(x) = j(|x|) with respect to the Lebesgue measure given by
Note that J is the same function as in (3.2).
In order to obtain the necessary estimates on the semigroup of subordinate Brownian motion we make use of estimates on the transition density and its derivatives. In [KKK13] the authors obtain upper bounds of spatial derivatives of q d (t, x) when φ has a certain scaling condition. For our purposes a weaker version than [KKK13, Lemma 4.1] is sufficient. We formulate this result without a proof.
Theorem 3.1. Suppose φ satisfies condition (1.4). There exists a constant C ≥ 1 such that the following inequalities hold:
4)
for every k ∈ N and for all (t, x) ∈ (0, ∞) × R d .
Corollary 3.2. Suppose φ satisfies condition (1.4) and k ∈ N. There exists a constant C depending only on k, a 1 , a 2 , δ 1 , δ 2 and d such that for every multi-index γ with |γ| = k, and every bounded function f
Proof. Comparability of the heat kernel q d (t, x) and φ −1 (t −1 ) d/2 ∧ tφ(|x| −2 )|x| −d from (3.3) and estimate (3.4) imply
for every multi-index γ with |γ| = k. ✷ 3.2. Proof of Theorem 1.1. The aim of this subsection is to prove Theorem 1.1. Recall that (P t ) is the semigroup corresponding to the infinitesimal generator A. Let C 0 ≥ 1 be the constant that ensures
An immediate consequence is that
The derivative estimates of (Q t ) from Corollary 3.2 imply estimates of (P t ) as the next result shows.
for t > 0 and for each multi-index γ with |γ| = k, there exists C > 0 (depending on k) such that
Proof. We define
Let Q 1 t and Q 2 t be the semigroups whose infinitesimal generators are L 1 and L 2 respectively. Then P t = Q 1 t Q 2 t . Since Q 1 t is the semigroup of the deterministic time changed process considered in Theorem 3.1, we can apply it to Q 1 t . Using the contraction property of Q 2 t , we get
✷
Recall that we denote the interval of scaling orders of ψ by
We define the potential operator as
when the function t → P t f (x) is integrable. We want to prove that R takes functions in C ψ into functions in C ϕψ , provided that both I ψ and I ϕψ contain no integer and Rf is bounded. 
Proof. (3.5) follows from
In the last inequality we used the fact that r −m ψ /2 ψ(r) is almost increasing. Using´R d D γ ρ(y)dy = 0 for |γ| ≥ 1, we can get (3.6) from
for every x ∈ R d and |γ| = k. ✷ Proposition 3.5. Suppose I ψ ⊂ (0, 1) and I ϕψ ⊂ (0, 1) ∪ (1, 2). If f ∈ C ψ and Rf C 0 < ∞, then Rf ∈ C ϕψ and there exists C not depending on f such that
Proof. By Proposition 2.5 it is enough to show that
By the Taylor's theorem, Theorem 3.3, and (3.5),
Since ∆ 2 h and P s commute and P s is a contraction semigroup, (3.6) implies
Letting ε = ϕ −1 (s) and combining with (3.8), we obtain (3.7).
Let σ be a small number such that M ϕ + M ψ + 2σ < 2. Using (3.7) and noting M ϕ + M ψ < 2, we have that for |h| < 1,
Also the Hölder continuity of f gives
and thusˆϕ
Adding (3.10), (3.11), and (3.12) we conclude
Finally we consider the case when I ϕψ ⊂ (2, 3).
Proposition 3.6. Suppose I ψ ⊂ (0, 1), and I ϕψ ⊂ (2, 3). If f ∈ C ψ and Rf C 0 < ∞, then Rf ∈ C ϕψ and there exists C not depending on f such that
. In view of Proposition 2.5 it suffices to show
Note that Q s is translation invariant. As the proof of Proposition 3.5 we assume |h| ≤ 1. Analogously to (3.8) and (3.9),
Integrating the right hand side with respect to s over the interval [ϕ(|h|), 1) yields c 7φ (|h|)ψ(|h|) f C ψ .
On the other hand,
and integrating this bound over the interval (0, ϕ(|h|)) yields c 9φ (|h|)ψ(|h|) f C ψ ; we use which yields (3.13) . ✷ Now, the proof of Theorem 1.1 follows by the preceding propositions.
Proof. [Proof of Theorem 1.1] According to the assumptions of Theorem 1.1 the function u is an element of
Without loss of generality we may assume that u belongs to C 2 ∞ (R d ) ∩ C ϕψ (R d ) and thus to the domain D(A) of the infinitesimal generator (A, D(A)) of the semigroup (P t ). Because we may convolve u with a mollifier ρ ε like in Lemma 3.4. Then u ε = u * ρ ε is a smooth function vanishing at infinity and satisfies the equation L 0 u ε = f * ρ ε . We would then obtain the estimate claimed in Theorem 1.1 for u ε . Since the three norms in this estimate converge for ε → 0, the desired estimate for u would follow.
Recall that the infinitesimal generator (A, D(A) ) of the semigroup (P t ) satisfies Av = L 0 v for every v ∈ C 2 ∞ (R d ) and L 0 as in (3.1). Denote by (R, D(R)) be the potential operator of (P t ), i.e.,
Note that in general the potential operator is not identical with the zero-resolvent operator (R 0 , D(R 0 )). However, the property that
from the translation invariance implies that (R, D(R)) is densely defined and R = R 0 = −A −1 [BF75, Proposition 11.9]. Hence u = −Rf and we can apply Proposition 3.5 and Proposition 3.6 from above. ✷
Proof of Theorem 1.2
The aim of this section is to prove Theorem 1.2 using Theorem 1.1 and a well-known perturbation technique. Let us first establish some auxiliary results.
We show that (1.5) impliesˆ∞
where C is some positive constant. The second inequality in (1.5) with λ = s/r implies ϕ(s) ≥ a 1 (s/r) 2δ 1 ϕ(r) .
The above observation (4.1) now follows from
.
Let B(x, r) denote the ball of radius r centered at x. Letη ∈ C ∞ c (R d ) be a cut-off function which equals 1 on B(0, 1), equals 0 on B(0, 2) c and satisfiesη
When there is no ambiguity we write η instead of η r,x 0 .
Suppose that for each ε > 0 there exist r > 0 and c 1 ≥ 1 depending on ε such that
for all x 0 ∈ R d . Then there exists a constant C such that
Proof. First, we consider the case I ϕψ ⊂ (0, 1) ∪ (1, 2). Set ε = 1/2 and choose r and c 1 satisfying (4.2). For any
, and (4.2) yields
On the other hand, if r ≤ |h| ≤ 1 then the fact that ϕ(s)ψ(s) ≥ c 2 for any s ∈ [r, 1] yields
Combining the above two inequalities we obtain
Therefore we obtain
Now we consider the case when I ϕψ ⊂ (2, 3). Letφ(r) = r −1 ϕ(r). By the definition of C ϕψ and Proposition 2.5 it is enough to show that
For ε = 1/4 choose r satisfying (4.2). We use the same argument above to obtain that if |h| < r then
for any x 0 ∈ R d . On the other hand, if r ≤ |h| ≤ 1 then the fact thatφ(s)ψ(s) ≥ c 6 for any s ∈ [r, 1] yields
Du C 0φ(|h|)ψ(|h|).
Combining above two inequalities and we get
By Proposition 2.6 we have
which implies
Therefore we obtain the desired estimate
✷
Before proving the main theorem, we give an auxiliary inequality, which we will often apply.
There exists a constant C > 0 such that for any 0 < r ≤ 1,
By the definition of I ϕ and I Ψ , there exists a constant c 1 > 0 such that for 0 < |h| < r,
It follows thatˆ|
Combining this with (4.1), we get the result. ✷ Let H be a function defined by
Lemma 4.3. Let ε > 0 be a small constant. Assume that condition (1.11) is satisfied. If u ∈ C ϕψ , then there exists a constant C = C(r, ε) > 0 such that
Proof. Observe that
and
(4.5)
When I ϕψ ⊂ (0, 1), using (4.4) and (4.5) we get
We used (4.3) with Ψ(t) = (ϕψ)(t/r) in the last inequality. When I ϕψ ⊂ (1, 2) ∪ (2, 3), by (4.4), (4.5), and (4.3) with Ψ(t) = (t/r) 2 , we get
By Proposition 2.6, we can find a constant c 3 = c 3 (r, ε) > 0 such that
Now, we consider |∆ k H(x)| in order to estimate the ψ-Hölder seminorm of H. We may assume
Thus it suffices to show that
for some constant c 5 = c 5 (r, ε) > 0.
For |I 1 |, it follows from the facts u ∈ C ϕψ and η ∈ C ∞ that
for some constant c 6 > 0, where σ is a function on (0, 1] defined by
Note that the exponent of σ is greater than both 1 and M ϕ . Since r is less than one, we can apply Lemma 4.2 with Ψ 1 (t) = t/r, Ψ 2 (t) = σ(t/r), and Ψ 3 (t) = (t/r) 2 for each cases. Then we have
for some constant c 7 > 0. By the fact |k| ≤ c 8 ψ(|k|) and Proposition 2.6, there exists a constant c 9 = c 9 (r, ε) > 0 such that
For |I 2 | + |I 3 |, we first consider the case I ϕψ ⊂ (0, 1).
Similarly, the facts that |∆ h η(x)| ≤ c 11 |h| r ∧ 1 and (1.10) implies
By integrating (4.7), (4.8), and then applying Lemma 4.2 with Ψ(t) = t/r, we can obtain
for some constant c 12 > 0. When I ϕψ ⊂ (1, 2) ∪ (2, 3), we just use
and apply Lemma 4.2 with Ψ(t) = (t/r) 2 . Finally, we use Proposition 2.6 to obtain (4.6) whenever
When M ϕ ≥ 1, we define Bv(x) by adding a gradient term as
Lemma 4.4. Let ε > 0 be given. Assume M ϕ < 1, I ϕψ ⊂ (0, 1) ∪ (1, 2), and that condition (1.11) is satisfied. Then there exists r = r(ε) ∈ (0, 1/4) such that for every v ∈ C ϕψ with its support in B(x 0 , 2r),
Proof. Let v be a function with its support in B(x 0 , 2r) for 0 < r < 1/4. We first obtain a bound of the C 0 -norm of Bv. If x / ∈ B(x 0 , 3r), then v(x) = 0 and v(x + h) = 0 for |h| ≤ r. Thus (4.1) yields
Let us look at the case x ∈ B(x 0 , 3r). Note that, in this case, |b(x, h)| ≤ c 2 Λ 3 ψ(r) for every h ∈ R d . Observe that
where σ is a function on (0, 1] defined by
Note that M ϕ < m σ = (M ϕ + m ϕ + m ψ )/2. Applying Lemma 4.2 to its integration with Ψ(t) = σ(t) when I ϕψ ⊂ (0, 1), and with Ψ(t) = t when I ϕψ ⊂ (1, 2), we get
It follows from (4.9) and Proposition 2.6 that
for some constant c 4 = c 4 (r, ε) > 0.
In the next step we estimate the ψ-Hölder seminorm of Bv. If r/2 < |k| ≤ 1, then (4.9) and (4.11) yield
By the fact ψ(r) ≤ c 6 ψ(r/2) and Proposition 2.6, the quotient
(4.13)
Now consider the case |k| ≤ r/2. First suppose x / ∈ B(x 0 , 3r). 
By Proposition 2.6 we get
(4.14)
Now suppose x ∈ B(x 0 , 3r). We decompose the integral into two parts as follows
For I 4 , we observe that x + k ∈ B(x 0 , 4r) and |b(x + k, h)| ≤ c 10 ψ(r) since |k| ≤ r/2. When I ϕψ ⊂ (0, 1), by the inequality
and (4.3) with Ψ(t) = (ϕψ)(t), we obtain
If I ϕψ ⊂ (1, 2), the following inequality is used instead of (4.15),
By the integration and Proposition 2.6 we obtain
Since |∆ k (b(·, h))(x)| ≤ 2Λψ(|k|) for every h ∈ R d , (4.10) and the continued argument yields
whenever I ϕψ ⊂ (0, 1) ∪ (1, 2). Combining (4.12), (4.13), (4.14), (4.16) and (4.17), we have
Choosing r such that c 12 ψ(r) ≤ ε/5, we can obtain the result. ✷ Lemma 4.5. Let ε > 0 be given. Assume M ϕ ≥ 1, I ϕψ ⊂ (1, 2) ∪ (2, 3), and the condition (1.11) is satisfied. In the case 1 ∈ I ϕ we further assume a(x, h) = a(x, −h) for all x, h ∈ R d . Then there exists r = r(ε) ∈ (0, 1/4) such that for every v ∈ C ϕψ with its support in B(x 0 , 2r),
Proof. For the C 0 -norm of Bv, the only difference from the proof of Lemma 4.4 is that we replace (4.10) with
whereσ is a function on (0, 1] defined bỹ
Then we have from (4.2) and Proposition 2.6 that
For the ψ-Hölder seminorm of Bv, firstly we can use the inequality (4.13) without any change. We can also use (4.14) as it is, because ∇v(x + k) = ∇v(x) = 0 for |k| ≤ r/2 and x / ∈ B(x 0 , 3r). Now suppose x ∈ B(x 0 , 3r). This implies |b(x + k, h)| ≤ c 2 ψ(r) for any h ∈ R d and |k| ≤ r/2. We have , h) )(x) dh |h| d ϕ(|h|) = I 6 + I 7 .
If I ϕψ ⊂ (1, 2), then we have
if |h| ≤ |k|, v C ϕψ |h| For the case 1 ∈ I ψ , the additional assumption that a(x, h) = a(x, −h) for x, h ∈ R d allows for the integrand over the region {h ∈ R d : |k| < |h| ≤ 1} to be reduced to |∆ k ∆ h v(x)| ≤ 2 v C ϕψ |k|(ϕψ)(|h|) |h| .
If I ϕψ ⊂ (2, 3), then we just replace (4.19) with Hence applying Proposition 2.6 to · C ψ and · C ϕψ implies |I 6 | ≤ c 4 ψ(r)( v C 0 + v C ϕψ )ψ(|k|), whenever I ϕψ ⊂ (1, 2) ∪ (2, 3).
For I 7 , we use |∆ k (b(·, h))(x)| ≤ 2Λ 3 ψ(|k|) and (4.18) to get
for some constant c 5 = c 5 (r, ε) > 0. By summing up the above result and choosing r such that c 4 ψ(r) ≤ ε/5, we get the result. ✷
Remark. In the proof of Lemma 4.4 and Lemma 4.5, the fact that b(x, h) = a(x, h) − a(x 0 , h) is only used to estimate I 4 and I 6 . It allows us to find r depending on ε. If we fix ε as a number, then we can replace b(x, h) with a(x, h) and obtain for a constant C depending on r.
We are finally ready to prove our main result.
Proof. [Proof of Theorem 1.2] By Proposition 4.1 it is enough to show that for any ε > 0 there exist positive constants r and c 1 such that for all x 0 ∈ R d uη r,x 0 C ϕψ ≤ c 1 f C ψ + c 1 u C 0 + ε u C ϕψ . (4.21)
First we consider the case M ϕ < 1. We define a freezing operator
and B = L − L 0 . Let v(x) = u(x)η r,x 0 (x). As we mentioned at the beginning of this section we write η instead of η r,x 0 . Observe that the identity ∆ h (uη)(x) = η(x)∆ h u(x) + u(x)∆ h η(x) + ∆ h u(x)∆ h η(x), yields Lv(x) = η(x)Lu(x) + u(x)Lη(x) + H(x), where H is defined by
Then we have Choose r > 0 from Lemma 4.4 such that
It is obvious that ηf C ψ ≤ c 4 f C ψ . It follows from (4.20) and Proposition 2.6 that uLη C ψ ≤ c 6 u C 0 + (4c 2 ) −1 ε u C ϕψ .
Finally, (4.3) implies that for a given ε > 0, there exists a constant c 7 = c 7 (r, ε) > 0 such that
Hence Using Lemma 4.5 instead of Lemma 4.4, we get the result from the same argument above. ✷ When 1 ∈ I ϕ , it is easily shown I ϕψ ⊂ (1, 2), and we can replace the indicator function ½ {|h|≤1} in (5.1) with ½ {|h|≤|k|} from the symmetry of h → a(x, h). Thus we replace (5.1) with
(ϕψ)(|h|), |h| ≤ |k|, (ϕψ)(|h|) |h| |k|, |k| < |h| ≤ 1, ψ(|k|), |h| > 1.
Calculations similar to the case M ϕ < 1 give rise to the result. ✷
