We measure the near-resonant transmission of light through a dense medium of potassium vapor confined in a cell with nanometer thickness in order to investigate the origin and validity of the collective Lamb-shift. A complete model including the multiple reflections in the nano-cell accurately reproduces the observed strong asymmetry of the line shape and allows extraction of a density dependent shift of the atomic resonance. We observe an additional, unexpected dependence of this shift with the thickness of the medium. This extra dependence demands further experimental and theoretical investigations.
When many light emitters are subjected to an electromagnetic field with a wavelength λ, they may react collectively to the field [1, 2] . A well-known example of collective response is the enhancement of the decay rate of an atomic ensemble with respect to the individual atom case. Owing to the coupling of atoms via resonant dipole-dipole interactions, it becomes important when the volume of interaction is smaller than (λ/2π) 3 . Collective effects in light scattering have gained a renewed interest recently with the recognition that they can bias the accuracy of atom-based sensors such as optical clocks by introducing unwanted energy level shifts [3] [4] [5] . Alternatively, the collective response can be an asset if properly handled and several recent works suggest how it can be used to enhance light-matter interfaces [6] [7] [8] [9] .
The resonant dipole-dipole interactions between atoms should lead to a collective frequency shift of the atomic lines [10] . This shift, unfortunately named the cooperative or collective Lamb-shift (CLS) despite its classical nature, depends on the shape of the sample. In the case of an atomic slab of thickness L and density N it was predicted to be [10] :
where ∆ LL = −π(N/k 3 )Γ is the Lorentz-Lorenz shift, k = 2π/λ is the wave vector and Γ is the natural linewidth of the relevant atomic transition. Four decades later, the first measurements of the CLS were reported using a layer of Fe atoms [11] and a slab of hot alkali vapor [12] . Following these experiments it was pointed out that Eq.(1) is valid only in the low density limit (N/k 3 1 with N the density of the vapor [13, 14] ), a condition not met by the experiment of [12] for which N/k 3 ∼ 100. Reference [15] suggested that this CLS should only be present when large inhomogeneous broadening is present, such as in hot vapor. However, subsequent experiments on ultracold atoms (insignificant inhomogeneous broadening) either reported a shift consistent with the CLS prediction [16] , or a negligible shift [17] . Recently, theoretical work highlighted that the CLS in a slab geometry [13] should merely arise from cavity interferences between the boundaries of the medium. In contrast to the original suggestion [10] , in the cavity viewpoint, the CLS would not be related to the Lorentz local field. Clearly, the situation is confusing and further work is needed to clarify it.
In this letter, we present a new investigation of the origin and validity of the CLS. To do so, we measure the transmission resonance line shape of a dense hot vapor of potassium atoms confined in a slab with nanometer thickness. We develop a new model to interpret the data based on standard mean-field electromagnetism. It includes the multiple reflections due to the cavity formed by the two layers of sapphire enclosing the atomic vapor. We show in particular that Eq. (1) is valid only in the limit of a low-density atomic slab surrounded by vacuum, neither conditions being fulfilled here. Furthermore, using the model, we deconvolve the cavity effect from the measured transmission and extract the shift of the atomic resonance line as a function of density and thickness. We observe an unexpected oscillatory dependence of the shift with the slab thickness, which indicates that further refinement of the theory is needed in order to fully account for the optical properties of dense media.
We first give a simple derivation of the CLS [Eq. (1) ] that highlights the roles of the boundaries and of the dipole-dipole interactions between atoms, as well as its range of applicability. We consider an atomic slab (thickness L, susceptibility χ, refractive index n = √ 1 + χ) placed in vacuum and illuminated by a plane wave E 0 exp[ikz] with frequency ω = ck. As the light propagates in the medium, the fields radiated by the induced dipoles interfere with the incident field and in turn excite new atoms: the dipole-dipole interaction, which is the interaction of the field radiated by an atomic dipole with another dipole [18] , is thus included in the description of the propagation. The field scattered at position z by a slice of thickness dz λ located at position z is [18, 19] . Here P (z ) is the polarization vector related to the total field E(z ) inside the medium by P (z ) = 0 χE(z ). Consequently, the superposition principle yields the field transmitted by the slab:
To calculate the total field inside the slab, we neglect the multiple reflections at the boundaries between the medium and vacuum. Therefore E(z ) ≈ tE 0 e inkz + rtE 0 e ink(2L−z ) , with n ≈ 1 + χ/2, t = 2/(n + 1) ≈ 1 − χ/4 and r = (n − 1)/(n + 1) ≈ χ/4, for χ 1. Using these expressions in Eq. (2) we get, up to second order in χ:
The susceptibility of the dilute slab consisting of atoms with polarizability α = i(6πΓ/k 3 )/(Γ t − 2i∆) (∆ = ω − ω 0 with ω 0 the resonant frequency, Γ the radiative linewidth and Γ t the total homogeneous linewidth) is χ = N α. Using 1 + x ≈ 1/(1 − x) for |x| 1 in the parenthesis of Eq. (3), we obtain the transmission coefficient:
with the thickness dependent shift ∆ c = − N α/3 ). This derivation therefore shows that (i) the CLS is a frequency shift of the position of the transmission minimum and not a shift of the resonance ω 0 of the bulk medium characterized by χ; (ii) it is a consequence of the reflection of the field at the boundaries of the slab; (iii) it includes the dipole-dipole interactions in the propagation and, (iv) Eq. (1) is only valid in a medium for which χ 1 at resonance, i.e. (N/k 3 )(Γ/Γ t ) 1. To extend the model beyond the dilute regime we include the multiple reflections in the cavity produced by the interface between the atomic medium and its environment (index n s ). Using a textbook interference argument [13] , we calculate the transmission coefficient of the field amplitude and get:
For n s = 1, Eq. (5) predicts that the frequency of the minimum transmission ∆ min does follow Eq. (1), but only when (N/k 3 )(Γ/Γ t ) 1 (see Fig. 4 in [14] ). This is no longer the case for n s = 1.76 for which ∆ min never follows Eq. (1) even at low density (see details in [21] ).
We now describe our experimental investigation of the CLS using a nano-cell [22] . The nano-cell (Fig. 1a) consists of two 1 mm-thick sapphire wedge plates (n s = 1.76) filled with a vapor of potassium [23] . The resulting atomic slab has a thickness L varying between 50 nm and 1.5 µm [24] . The atomic density is controlled by heating the cell from room temperature up to 380
• C, achieving similar densities as in [12] . Compared to the earlier measurements performed in rubidium [12] , potassium has the advantage of a smaller hyperfine splitting in the ground state, which results into a single atomic line at lower densities. The optical set-up is shown in Fig. 1(b) . We measure the transmission of a laser beam nearly resonant with the D2 transition of 39 K (λ ≈ 767 nm, Γ = 2π × 6 MHz). The beam is produced by a commercial external cavity laser diode, focused on the cell sapphire windows with a waist w ≈ 40 µm L. We use the interferometric techniques described in [25] to measure the local thickness. The laser is scanned across the resonance over a range of about 30 GHz. The intensity is stabilized using a PID-controlled acousto-optic modulator [26] . The frequency of the laser is calibrated by standard saturated absorption spectroscopy in a 7.5 cm potassium reference cell.
Figure 1(c) shows the measured optical density OD, extracted from the transmission T via OD = − ln(T ), as a function of the laser detuning ∆ for three values of the atomic density N . We plot ∆ min , defined as the detuning at which the OD is the largest, as a function of density for various thicknesses L in Fig. 1(d) . At high density (N/k 3 20) we observe a red-shifted, linear variation of ∆ min with N for all L. At low N , for L > λ/2, ∆ min exhibits a pronounced blueshift, and turns into a red-shift at higher density. For thicknesses L λ/2, ∆ min features a plateau at low N , as also seen in [12] . Similar blue-shifts of the minimal transmission were observed in a nano-cell of cesium [27] , although much smaller than here, and recently in a slab of ultra-cold rubidium atoms [17] , where an evolution from the blue to the red side of the resonance was also measured.
To explain the data, we now develop a model that deconvolves the effect of the cavity produced by the interface between the sapphire windows and the atomic medium, and the bulk properties of the atomic medium. This was also the approach used in Ref. [12] . However, the model used there to extract the shift took only partially the cavity effect into account (see details in [21] ). Furthermore, as explained above Eq. (1) is irrelevant for the experimental situation of a nano-cell: the atomic slab should be dilute and surrounded by vacuum for the formula to hold. The agreement between the measured shift as a function of the cell thickness and Eq. (1) must therefore be considered as fortuitous.
Our new model incorporates the multiple reflections in the cavity by using Eq. (5). As for the atomic slab, it is described by a continuous resonant medium with a refractive index n. Ascribing a refractive index to a hot vapor confined in a nanocell is far from being obvious, as has been studied in great details (e.g. [28] [29] [30] [31] ). First, the Doppler effect leads to a nonlocal refractive index, and second, the small thickness of the cell results in a non-steady state response of most atoms but the ones flying parallel to the cell surface. However, when the density is as large as the ones used here, the collisional broadening of the line Γ p exceeds the Doppler width ∆ω D (see below and Fig. 2d ): the atomic dipoles reach their steadystate over a distance ∼ ∆ω D /(kΓ p ), much smaller than L and λ. It then becomes possible to define a steady-state, local refractive index [29] .
We relate the refractive index of the atomic slab to the electric susceptibility χ by n(∆) = 1 + χ(∆). Here we take χ = N α p with α p (∆, N ) the polarizability of the atoms, including the influence of the density at the single atom level through a broadening and a shift. It is calculated by summing the contribution of all hyperfine transitions of the D2 line with Lorentzian profiles, weighted by the corresponding ClebschGordan coefficients [32] (Γ is the radiative decay rate of the strongest transition):
Here, we do not integrate over the velocity distribution, as Doppler broadening is negligible with respect to the homogeneous broadening [33] . In Eq. (6), Γ t = Γ + Γ p is the sum of the radiative linewidth Γ and a width Γ p that accounts in a phenomenological way for any broadening mechanism inside the gas beyond the cavity-induced broadening. In the same way, the detuning ∆ t = ∆ + ∆ F F + ∆ p , with ∆ F F the hyperfine splitting and ∆ p a phenomenological shift inside the gas beyond the cavity-induced shift. The quantities ∆ p (N, L) and Γ p (N, L) therefore contain the physics not included in the model: (i) the interaction of the atoms with the cell walls (only dependent on the thickness L), (ii) the collisional dipole-dipole interactions between the light-induced dipoles (only dependent on the density N ), and (iii) any extra effects that may depend both on L and N . Finally, to compare our model to the data, we normalize the transmission coefficient in intensity to the non-resonant case (n = 1): Figures 2(a-b) show a comparison of the model's prediction and the measured line shape. The agreement is very good. In particular, the model reproduces the observed asymmetric line shape, and the blue shift of the maximum optical depth observed in Fig. 1(d) (see more details in [21] ). To demonstrate the importance of the sapphire layers in the optical response, we also plot in Fig. 2(a) 
To fit the data by the model and obtain the good agreement shown in Figs. 2(a,b) , we let the density N (or equivalently the temperature Θ [34]), the line shift ∆ p and the broadening Γ p as free parameters. In Figs. 2(c,d) we plot the fitted values of ∆ p and Γ p as a function of the fitted N , for various thicknesses. Both ∆ p and Γ p have an offset at asymptotically low density, that increases when the thickness of the cell decreases. Its origin lies in the interaction between the atoms and the walls of the nano-cell, as was measured in Ref. [35] : when the thickness decreases, the fraction of atoms interacting significantly with the cell walls increases. Figure 2(d) indicates that Γ p is much larger than the Doppler width and the broadening is dominated by the density-dependent contribution coming from the collisional dipole-dipole interactions. For the range of densities explored here, the vapor is thus homogeneously broadened with (N/k 3 )(Γ/Γ t ) 1. To remove the influence of the surface on the shift (an effect depending on L only), we fit the data presented in Figs. 2(c,d) by a linear function and extract the slopes (∂∆ p /∂N )(L) and (∂Γ p /∂N )(L). We plot in Figs. 3(a,b) these slopes as a function of the thickness L. Both quantities feature an offset that we attribute to collisional dipole-dipole interactions between atoms. For example, the offset on ∂Γ p /∂N extracted from Fig. 2(d) is close to the calculated self-broadening coefficient resulting from the collisional dipole-dipole interactions β = 2π √ 2 Γ/k 3 [36] (dotted line in Fig. 3b ). However we also observe a residual oscillation of the shift slope with a period (0.5 ± 0.02)λ (the error bars are discussed in [21] ). This oscillation is unexpected: all known dependences of ∆ p with the cell thickness is included and should result in a shift slope being a bulk property of the medium, independent of L.
We finally examine possible explanations for the residual shift shown in Fig. 3(a) . A first possibility could be a non-Maxwellian velocity distribution due to the cell surface [37] . Dicke coherent narrowing [38] , which depends on the cell thickness is also expected in nano-cells. However the measured line width Γ p is much larger than the expected Doppler width and any modifications of the velocity distribution should have a negligible effect on the extracted value of ∆ p . A second possibility could be the influence of the correlations among dipoles induced by the interactions. They are ignored in our treatment of the configuration-averaged field and in all the models developed so far [10, 13-15, 39, 40] . This assumption is valid for dilute gases but it could fail at higher densities such as the ones explored here. Going beyond a mean-field approach by including them could lead to a non-local response of the gas. The models presented here or in Refs. [10, [13] [14] [15] , which assume a local susceptibility, would then fail -and including the correlations would be a highly non-trivial undertaking.
In conclusion, we have performed a new series of measurements of the transmission of near-resonant light through an alkali vapor with nanometer scale thickness in order to investigate the origin and validity of the collective Lamb-shift. A model, deconvolving the cavity effect from the atomic properties of the slab, accurately reproduces the observed strong asymmetry of the line shape. Using this model we extract from our data a shift of the bulk atomic medium resonance, which oscillates with the thickness of the medium. The origin of this oscillation is not understood and we have formulated a few directions that should be explored theoretically.
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I. MODEL USED IN REF. [1] TO EXTRACT THE CLS SHIFT
The model developed in [1] relies on two ingredients. First, a model to calculate the susceptibility χ of the atomic slab, and therefore its refractive index. This model is the same as the one we used in the present work, with the same free parameters ∆ p and Γ p and density N . Second, a model to include the cavity surrounding the slab, which we now describe.
The cavity model used the following formula for the transmission of the atomic slab (refractive index n)
contained between the two sapphire plates (refractive index n s ):
Here, T (∆) was assumed to follow a Beer-Lambert attenuation: T (∆) = e −2n (∆)kL where k = 2π/λ is the wave vector of light in vacuum, L is the cell thickness and n = Im[ √ 1 + χ] with χ the susceptibility of the atomic vapor. The susceptibility was calculated using the multilevel model described in the main text.
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The reflection coefficient in intensity R[n(∆)] was calculated using the formalism developed in Ref. [2] :
with
In this last equation, Z n = 1/n(∆), with n = √ 1 + χ, and Z s = 1/n s . The factor 1 − R[n(∆)] was phenomenologically introduced to account for the light reflected by the cavity formed by the two sapphire plates. When using Eq.(2), Ref. [1] assumed that the refractive index of the atomic slab was equal to 1.
Although this approximation is very good for dilute system, it is not valid close to the resonance for the densities reached in the experiment, where Re[n] can be as high as 1.3 [3] . Consequently the approximation made in [1] did not include the cavity effects in an accurate way.
Using this cavity model, Ref. [1] , fitted the data to extract ∆ p and Γ p , as we did in the present work.
The authors plotted the gradient ∂∆ p /∂N as a function of the cell thickness L and found that it agreed with the CLS formula [Eq.
(1) of main text]. However, considering the facts that (i) the cavity effect being independently taken into account, ∆ p cannot be compared to the CLS, which only originates from the cavity,
(ii) the cavity model used to extract ∆ p was not accurately taken into account, and (iii) the CLS formula does not apply to an atomic slab placed between two sapphire plates (see also Sec. III), the agreement between the shift measured in [3] and the CLS formula must be considered fortuitous. We note here that if we apply the model described in this section (used in Ref. [1] ) to our new potassium data, we find the same dependence of the shift slope ∂∆ p /∂N with L as the one obtained in Ref. [1] using rubidium. This indicates that our new measurements are compatible with the ones on rubidium.
II. TRANSITION FROM BLUE TO RED SHIFT IN THE CAVITY MODEL
In this second Section we show that the cavity model introduced in the main text reproduces the transition of the frequency ∆ min of the largest optical depth from the blue to the red side of the resonance.
For each measured transmission spectra, we fit the data by the cavity model and extract the three parameters (N, Γ p , ∆ p ). We then calculate from these best theoretical spectra the frequency detunings ∆ min corresponding to the largest optical depths. Examples of results are plotted in Fig. 1 between measured and calculated values of ∆ min is nonetheless smaller than a tenth of the linewidth of the line, making it sensitive to possible systematic errors, such as the normalization procedure that we detail in Section IV. However, as we show in Section IV, the oscillations observed in ∆ p in Fig. 3 (a) are robust against these systematics.
Finally, one way to understand qualitatively the asymmetry of the line and the blue shift observed at low densities uses the complex susceptibility χ of the vapor. It has a Lorentzian profile and is proportional to N . When N increases the imaginary part n of the index of refraction n = √ 1 + χ, is a combination of the real and imaginary parts of χ. This is enough to lead to an asymmetry of the line and a blue shift of n , and hence of the transmission line.
III. COMPARISON OF AN ATOMIC SLAB IN VACUUM AND BETWEEN TWO SAPPHIRE PLATES
In this third section, we compare the situation of an atomic slab placed in vacuum or between two plates of refractive index n s , as is the case for a nano-cell. We model the atomic vapor by a continuous medium with a susceptibility given by χ = N α, where α = i(6πΓ/k 3 )/(Γ t − 2i∆) is the polarizability of the atoms, and a refractive index n = √ 1 + χ.
We use Eq. (5) of the main text for the transmission coefficient. We calculate the frequency ∆ theo min /|∆ LL | corresponding to the minimum of transmission for different values of the density and cell thickness. We plot in Fig. 2 We observe that at low density and for a slab immersed in vacuum, the frequency of the minimum of transmission follows the prediction of the CLS formula (the agreement is perfect at asymptotically low density). However, when the slab is confined between sapphire plates, this is no longer the case: there the multiple reflections induced by the cavity cannot be neglected, as is the case to derive the CLS formula (see main text). At higher density, the frequency of the minimum of transmission deviates from the prediction of the CLS formula. The frequency ∆ theo min becomes independent of the thickness of the cell when the density increases and is nearly identical for the case of vacuum and sapphire.
Experimentally, however, it is not possible to check directly this prediction by studying the frequency of the transmission minimum ∆ exp min : ∆ exp min also depends on the cell thickness via the surface interaction (offset of ∆ p in Fig.2c of main text) , adding an extra dependence with L.
IV. DISCUSSION OF SYSTEMATIC ERRORS AND CALCULATION OF THE ERROR BARS ON
∂∆ p /∂N AND ∂Γ p /∂N In this last Section we explain how we calculate the error bars on the slopes ∂∆ p /∂N and ∂Γ p /∂N shown in Figs. 3(a,b) of the main text. We show in particular that the oscillations observed in Fig. 3(a) To test the influence of a residual variation of intensity during the scan on the result of the fit yielding ∆ p and Γ p , we study two different ways of normalizing the data: (1) normalization by a linear function interpolating the first and last points of the spectrum, (2) normalization by the first value of the transmission of the spectrum, which therefore yields T = 1. We fit the lines, normalized by the two procedures, by the cavity model and extract ∆ p and Γ p , together with their error bars. We finally extract the slopes ∂∆ p /∂N and ∂Γ p /∂N , together with the error bars from the fit. Figure 3 shows the results for the slopes as a function of the cell thickness L for both procedures. We observe that the variations are similar, but that the results arising from the two normalizations differ by more than the error bars from the fit. Consequently, we calculate the error bars corresponding to the systematic effects from the normalization as being the half difference between the results for the two procedures, for a given thickness. In the main text we show the results corresponding to the second normalization procedure that does not depend on any normalization slope. The final error bars displayed in Figs. 3(a,b) of the main text are the quadratic sum of the systematic and statistical errors (extracted from a set of 5 measurements) as well as of the errors from the fit.
