.Filtered backprojection (FB) is widely used as a reconstruction algorithm for computed tomography. It can be implemented in a computationally efficient manner and has been found to be reasonably robust in practical applications. While these properties of FB make it an attractive algorithm, its derivation does not explicitly take into account the statistical nature of the observations. This has lead to considerable interest in developing reconstruction algorithms based on explicit statistical models.
While these algorithms can be expected to be more or less statistically optimal, they are computationally intensive. This leads to the question: Is the improvement in statistical efficiency worth the increased computational burden? To answer this question, it is necessary to understand the statistical efficiency of FB. In this paper, we propose a framework for understanding the statistical efficiency of FB in the context of emission tomography (ET).
Our analysis shows that FB is just one of many possible unbiased estimators for the image. This multiplicity of unbiased estimators is related to the fact that not all functions on the observation space are Radon transforms of functions on the image space. In general, one can use this fact to build unbiased estimators that are more statistically efficient than FB.
Outline of Paper
In section 2, we propose a simple statistical model of ET. In section 3, we review concepts related to FB. In section 4, we show that the FB estimator has the form of a linear estimator and derive its statistical properties. In section 5, we derive statistically efficient estimators for the ET problem. In section 6, we discuss concrete representations of the estimators constructed in section 5 with examples. Some concluding remarks are given in section 7.
INTRODUCTION
4 Remark 1.1 Many of the results discussed in this paper are taken from a previous paper by the author [Kur95] . This paper is largely an attempt to explain these results and their significance in a more accessible way. We refer the reader to [Kur95] for mathematically precise versions of these results.
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Statistical Model of ET
We start by proposing a simple statistical model of ET. The model is highly idealized in that it ignores numerous secondary physical effects that occur in practice. However, it abstracts the basic problem of ET. "
In essence, ET is the problem of estimating the density, f, of a radioactive tracer in a subject as a function of position by external detection of emitted photons. We will consider the simple case where f describes the tracer density on the unit (radius) disk
De JR 2 , where JR 2 denotes 2-dimensional Euclidean space. A radioactive disintegration occurring at xE D results in the emission of one or two photons that travel along a random line through x with uniformly distributed orientation. (Positron emitters
give off two photons that travel in antipodal directions, hence along the same line.)
In. most imaging systems, only the lines lylng in the plane of D are detected. We will therefore consider the observations in ET to consist of these lines. In other words, we will ignore the 3-dimensional aspect of the problem and treat it as a problem in 2 dimensions.
We assume that f is normalized to integrate to 1. (This is a result of our assumption that f is normalized to unit integral.) Similarly, the data are taken to be a sequence of elements of IL; there is no time information.
Thus the way we have set up the problem defines away the problem of estimating the total count rate. This explains why the familiar Poisson distribution does not appear in our model. In practice, one would like to know the total count rate, but good estimates for this quantity are easy to construct. Curiously, this slight change in definition of the model seems to have a substantial effect on the form of the resulting analysis, cf. [VSK85] .
. .
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Filtered Backprojection
In this section, we review the FB algorithm. We start by con~idering the filtering and backprojection operations for functions on lL.
Filtering on JL
The first step of the FB algorithm involves a filtering operation on the observations, which are considered _as a function on lL. In preparation for this, we review the standard convention for performing filtering operations on functions on lL. 
J~2
If a is concentrated around the origin, then a*f(x) is a weighed average of the values of f around x.
An alternative description of this operation may be given using the Fourier trans- 
Backprojection
The second step of the FB algorithm is backprojection.
Definition 3.3 The backprojection operator, which we denote by RT, is a linear operator that takes functions on lL to functions on ~2 , i.e., it goes in the opposite direction of R. It maps the function g on lL to the function RT g on ~? defined by
The notation RT is used to indicate that the backprojection operator is the adjoint operator of R. This means that the equality Remark 3.4 The matrix analog to the adjoint of a linear operator is the transpose.
'
The matrix analog of equation 3.2 is the matrix identity y ·Ax = AT y · x. In equation In practice, Rf is not known exactly, but is measured with some statistical error.
As a result, direct use of equation 3.3 is not feasible since the ramp filter H will result in unacceptable amplification of the high-frequency components of the statistical errors.
To counteract this problem, the ramp filter His usually combined in series with a low pass filter. We express this low pass filter as convolution by the function won JL. The effect of adding the low-pass· filter on the resulting reconstruction may be understood from the formula In what follows, we will assume that the filter function w is a smooth function on 1L that is symmetric ins and independent of 0. Then a is a radial function on lR 2 , i.e., a( 
where T = 1/27ru, which also has a Gaussian functional form. 
FILTERED BACKPROJECTION
where in the last equality we use the assumed symmetry of w = Ra.
Let x E ~2 .. We will now show that the FB estimate of a* f(x) is linear in the sense that it can be written in the form n-1 2:::7= 1 bx(li) for a function bx on lL. Define the translation of the aperture function a by x E IR 2 by ax(x') = a(x' -x), Then, using the shifting property of the Radon transform, Rax(B, s) = Ra(B, s-x·8) [Dea83,  eq. 3.5.1], equation 3.6 can be rewritten as
Define the function bx: lL -+ IR by (3.7)
Then our estimate of a* f(x) can be written as n-1 2::~1 bx(li)· In other words, our estimate of a* f(x) is the ·average value of the function bx at the observation points.
We shall call the function bx the observation-space representation of the FB estimator at x. 
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Statistical Properties of FB
As discussed in section 3, it is impractical to estimate arbitrary features off by filtered backprojection when Rf is measured with statistical errors. To obtain a statistically well-posed problem, we instead.estimate a* f, where a is an aperture function. For x E IR 2 , the value of the FB estimate at x niay be thought of as an estimate of
.
JH?_2
(4.1)
For notational convenience, we define ax· f = fJRz ax(x')f(x') dx', using the analogy of the integral fiRz ax(x')f(x') dx' to an inner product.
To assess the statistical properties of FB, we consider the value of the FB estimate at x E IR 2 as an estimate of ax .f! The representation of FB as a linear estimator given in section 3.4 makes it easy to compute the statistical properties of this estimate. We denote mathematical expectation when the true image density is f by Ef. Since the li are independent, the expected value of the estimator when the true image density is f is given by n Efn~1 2:::
where we used equations 3.2 and 3.3. Thus FB has the desirable property that it is an unbiased estimator of ax · f.
The variance at f 'is given by 
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Efficient Estimators for ET
Now that we have characterized the statistical performance of FB, it is natural to ask how it compares to other estimators. To make this concrete, we will compare the performance of various estimators for the task of estimating 'ax · f. We have just seen that FB is an unbiased estimator of ax· f. A natural figure of merit for unbiased estimators is variance. Since the variance of estimators will vary as a function of f, it is necessary to fix some f 0 . We then ask: among all unbiased estimators of ax · f, which estimator has the smallest variance at f 0 . This estimator is termed the efficient estimator at f 0 . We can then define the statistical efficiency of FB at f 0 as the ratio of the variance of the efficient estimator to the variance of FB at f 0 .
We saw in section 4 that the FB estimate for ax ·f has the form of a linear estimator,
i.e., the estimator is of the form n- Its expected value at f is given by
Thus the condition that the estimator generated by b is unbiased amounts to the Thus there are many unbiased linear estimators for ax · f and we are thus lead to the problem of finding which one has the least variance . We will now prove that the efficient linear estimator is generated by P.Af(RT).L bx.
EFFICIENT ESTIMATORS FOR ET
We first note that p .Af(RT).L bx generates an unbiased estimator since it differs from bx by an element in N(RT) and hence satisfies the unbiasedness condition given by 
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Construction of Projection Operators
In section 5, we saw that the linear estimator generated by Pn(Rr
an efficient estimator for ax· f at f 0 in the ET problem. In this section, we will express the projection operator Pn.(Rro) in a concrete way.
Recall from linear algebra that it is easy to compute the projection of a vector onto 
The Uniform Distribution
We will now give orthonormal bases for n(RfJ
begin by establishing some notation. As the name implies, the Um are indeed polynomials; Um is a polynomial of order m.
CONSTRUCTION OF PROJECTION OPERATORS
The first few are 1, 2s, 4s 2 -1, and 8s ,..
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Discussion
To summarize, the fact· that not all functions on the observation space are Radon transforms of functions on the image space means that ET is, in a sense, an overdetermined problem. To construct an efficient estimator, it is necessary to weight the information obtained from the observations according to its statistical un<;:ertainty.
The resulting estimator is analogous to a weighted least squares procedure. Moreoever, since the statistical uncertainties depend on the unknown image, a practical estimator must estimate these uncertainties from the observations, making the overall estimation procedure nonlinear.
The results in this paper give best-possible lower bounds on the variance of unbiased estimators in ET. They can be used as a benchmark in assessing the performance of image reconstruction and quantification algorithms. Appropriately generalized, they can also be used as a design tool for assessing the performance that is achievable by new imaging devices.
The numerical results given in section 6 show that, at least in some cases, the efficient estimator has significantly less variance than the FB estimator. More extensive evaluation of the bound should help delineate the conditions under which significant improvement over FB is possible.
We want to say a few words about how one might construct a practical version of our efficient estimator. In practice, observations are usually collected as binned data, resulting in a discrete, finite-dimensional obser;ation space. This finite- The obvious estimate is the observation vector itself. We are currently investigating estimators based on this scheme. 
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