Cold rain processes simulated with a nonhydrostatic cloud-resolving model developed by the Japan Meteorology Agency/Meteorological Research Institute and run at 1 km horizontal resolution (1-km-NHM) with a two-moment bulk parameterization scheme are validated using in situ aircraft observations for orographic snow clouds. To statistically validate cold rain processes simulated by the 1-km-NHM, aircraft observations collected during two winter seasons (March and December 2007, a total of 21 flights) over the Echigo Mountains are analyzed and compared with the model.
Introduction
Recently, comprehensive kinematic and cloud microphysical datasets for various types of cloud systems have been collected in several field campaigns to understand the inner (microphysical and kinematic) structures of cloud systems. These datasets have been used to validate cloud microphysical parameterization schemes for cloud-resolving models (CRMs) (Guan et al. 2001 (Guan et al. , 2002 Colle et al. 2005 Colle et al. , 2008 Mavromatidis and Kallos 2003; Garvert et al. 2005a, b; Vaillancourt et al. 2003; Zhang et al. 2007; Luo et al. 2008a, b; Milbrandt et al. 2008; Morrison et al. 2008 ).
In the IMPROVE-2 project (Stoelinga et al. 2003) , Garvert et al. (2005b) compared the numerical simulations by their CRM with aircraft observations for orographic snow clouds. They reported that the CRM overestimated the moderate-to-large-sized snow particle number concentration and underestimated the small particle number concentration. Colle et al. (2008) also validated simulation results using aircraft observation data for an IMPROVE-2 case and indicated that the liquid water content (LWC) was overestimated over the mountain range although their CRM realistically predicted the observed vertical wind over the mountain range. In the MPACE project (Verlinde et al. 2007) , simulation results for low-level mixedphase clouds over the Arctic Sea were compared with aircraft observations. The comparison indicated that the simulated cloud ice number concentration was underestimated, although the simulated snow number concentration reasonably agreed with the observed one Morrison et al. 2008; Luo et al. 2008a, b; Solomon et al. 2009 ).
CRMs have been validated using aircraft observation datasets collected over a variety of regions worldwide (e.g., mountain regions and/or coastal regions). However, in many previous studies, the performance of CRMs has been validated through case-study-based comparisons. Numerical simulations with CRMs still have some spatial and temporal forecast errors, and such forecast errors sometimes cause false differences between the simulations and observations or even false coincidences between them. To mitigate the adverse effect of forecast errors on individual simulations, numerical simulations are validated with observations through ensemble-study-based comparisons in this paper and are hereafter referred to as "statistical validation."
Aircraft observation data used in this study were collected by the Meteorological Research Institute of the Japan Meteorology Agency (MRI/JMA) during intensive observation periods in two winter seasons (March and December 2007) as a part of the Japanese Cloud Seeding Experiment for Precipitation Augmentation project (JCSEPA) (Murakami 2008; Hashimoto et al. 2008; Yoshida et al. 2009 ) to investigate the dynamical and microphysical processes of orographic snow clouds (i.e., cold rain processes) over the Echigo Mountains in central Japan.
The nonhydrostatic cloud-resolving model (NHM) developed by MRI/JMA (Saito et al. 2006 ) and employed in this study has been used in many previous studies. However, there has not been a validation study of the JMA-NHM using in situ aircraft observation data in terms of the dynamical and microphysical processes.
This study seeks to validate the performance of JMA-NHM with a horizontal resolution of 1 km (1-km-NHM) using aircraft observations, focusing on cold rain processes simulated by the 1-km-NHM. A statistical validation approach is applied using in situ aircraft observations (covering 21 flights).
Section 2 describes the aircraft instruments and quality control of the aircraft-observed datasets. The processing of the aircraft data is also described. The specifications of the 1-km-NHM and experiment design of the numerical simulations are presented in Section 3. The results of model validations using the aircraft observation data are discussed in Section 4, followed by a summary in Section 5.
Aircraft observations

Instrumentation
During the JCSEPA field campaigns in March and December 2007, in situ observations of orographic snow clouds were conducted using a research aircraft (MU-2; Diamond Air Service Co., Ltd.) over the Echigo Mountains in central Japan. Total 21 observation flights were performed from 05 to 15 March 2007 (10 flights; a total of 33 h 40 m) and 02 to 20 December 2007 (11 flights; a total of 34 h 05 m) using Niigata airport as a base. Most of the flights were performed in winter-monsoon pressure patterns.
The data collected during two types of geographically fixed flight patterns (Fig. 1c) are used in the following analysis. One, the back-and-forth flight pattern, was conducted along the line between the Toukamachi and Naramata sites to investigate the orographic effects on cloud structures. The back-andforth pattern basically consisted of two or three level flights at different heights, a shallow saw-tooth flight pattern near cloud tops, and smoothed-out terrain-following flights at least 600 m above the topography. The other type was a descending figure-eight flight pattern over the Senjyoji site (the main ground-based remote sensing site) to collect vertical profiles of microphysical and kinematic cloud structures to validate remote sensing data. The flight patterns were not adjusted to maximize in-cloud time or to penetrate bumpy cloud tops that extruded from the orographic clouds so that neither biasing to small-scale (sub-gridscale) cloud features above average cloud tops nor overestimation of cloud depth, as well as possibly cloud intensity are expected.
Three components of wind speed relative to the King et al., 1978) , Nevzorov hot-wire liquid/total (ice + liquid) water content probe (Nevzorov LWC/TWC probe; Korolev et al., 1998 Korolev et al., , 2008 Strapp et al., 2003) , and Particle Volume Monitor (PVM-100, Gerber et al., 1994) were also installed on the research aircraft. The quality control of these microphysical datasets will be described in the next section.
Data processing a. Filtering observed datasets
In situ aircraft observation data were collected at 1 Hz and/or 10 Hz while the horizontal resolution of the numerical simulations was 1 km, as described in the next section. To bring the horizontal resolution of the aircraft observation data close to that of the numerical simulations, a 10-s running mean (corresponding to a horizontal scale of 1km) of the aircraft data was calculated and compared with the simulation results.
Three components of wind relative to the aircraft frame and three components of the aircraft velocity and angular velocity were measured with the gust probe and POS system on the research aircraft. Three components of wind relative to the ground were calculated using combined data from the gust probe and POS system, irrespective of the aircraft attitude angles, linear velocity and acceleration, and angular velocity. However, to minimize measurement errors in the wind velocity, only wind data acquired when the roll angles were relatively small (less than 5°) are used in the following analysis. Typical accuracies of wind speed measurements are ±0.5 m s −1 for horizontal wind and 0.1 m s −1 for vertical wind (NCAR/ RAF Bulletin 23, available online at www.eol.ucar. edu/raf/Bulletins/bulletin23.html). During the JCSEPA field campaigns, cloud seeding experiments were also conducted. Therefore, observation data contaminated by cloud seeding are excluded from this analysis.
b. Baseline correction of water content
One-second averaged LWC and TWC data were calculated from the original raw datasets, which were measured at 10 Hz with a PMS KLWC-5 and Nevzorov LWC/TWC probe. The LWC and TWC measured by the Nevzorov LWC/TWC probe are denoted by NevzorovLWC and NevzorovTWC, respectively. The raw data measured with the PMS KLWC-5 probe and Nevzorov LWC/TWC probe needed a baseline correction. For this correction, we first defined a cloud region with significant (or detectable) LWC as a place where the cloud droplet concentrations measured by FSSP exceed 5 cm −3 . Similarly, a cloud region with significant (or detectable) TWC was defined by the following threshold values: cloud droplet concentrations measured with FSSP exceed 5 cm −3 or the ice and snow particle concentrations measured with 2DC exceed 2.0 L −1 . We took the baseline values outside the cloud region, interpolated them temporally, and subtracted them from the measured values to obtain accurate LWC and TWC. The ice water content (IWC) was not measured directly, so IWC was calculated by subtracting LWC from TWC, i.e., IWC = TWC − LWC.
A recent study reported that the collection efficiency of the original, shallow cone of the Nevzorov TWC probe for ice particles smaller than 4 mm was approximately two or three times lower than that of the improved, deep cone of the Nevzorov TWC probe (Korolev et al. 2008 ). Therefore, it should be noted that the IWC measured with our Nevzorov TWC probe with its shallow cone might be underestimated by a factor of 2 to 3.
Numerical model
A CRM developed by MRI/JMA (JMA-NHM) is used in this study. Saito et al. (2006) provided a comprehensive description of the model. The initial and boundary conditions of the JMA-NHM with a horizontal resolution of 5 km (5-km-NHM) were taken from the JMA mesoscale objective analysis data (MANAL; a horizontal resolution of 10 km) at 0000, 0600, 1200, and 1800 Z. The forecast of the 5-km-NHM is used as the initial and boundary conditions for the JMA-NHM with a horizontal resolution of 1 km (1-km-NHM). Figures 1a and 1b indicate the model domains of the 5-km-NHM and 1-km-NHM, respectively. The model domain size of the 5-km-NHM (1-km-NHM) is 1250 × 1000 × 21.8 km (500 × 400 × 21.8 km) in the x, y, and z directions.
The domains of both models consist of 50 vertical levels with stretched intervals from 40 m near the surface to 886 m near the top of the model domains. The domain of the 5-km-NHM covers the entire Sea of Japan and most of the main island of Japan. The domain of the 1-km-NHM covers parts of the Sea of Japan and the central part of the main island of Japan, including the Echigo Mountains. Figure 1c presents a close-up view of the observation area enclosed by the rectangle in Fig. 1b . In this region, the Echigo Mountains, with peak heights of 2000 m, extend from the southwest to the northeast.
The 5-km-NHM is implemented with a modified Kain-Fritsch convective parameterization (Ohmori and Yamada 2004) , whereas the 1-km-NHM is run without convective parameterization. In terms of cloud microphysical processes, both models have five categories of hydrometeors: cloud water, rain, cloud ice, snow, and graupel, as described in Ikawa and Saito (1991) . A two-moment bulk parameterization scheme, which predicts both the mixing ratio and number concentration, is applied to the solid hydrometeors (cloud ice, snow, and graupel), while a one-moment scheme, which predicts only the mixing ratio, is applied to the liquid hydrometeors (cloud water and rain). The size distributions of rain, snow, and graupel are assumed to be inverse-exponential while cloud water and cloud ice are assumed to have a monomodal size distribution with prescribed distribution widths. In addition, the treatment of ice nucleation processes follows the Meyers et al. (1992) scheme, which is modified to account for the effect of the vertical wind velocity. Hashimoto et al. (2008) explained the details of numerical experiments on orographic snow clouds over the Echigo Mountains in the winter season and their modification by cloud seeding. However, it should be noted that cloud seeding experiments were not conducted in this study.
The 5-km-NHM was integrated for 12 h and 1-km-NHM for 9 h, starting from the 3-h simulation time of the 5-km-NHM. This paper analyzes simulation results from the 1-km-NHM, which are output every 6 min for the last 6 h of each simulation.
Results
Winter-monsoon pressure patterns are rather stable, and orographic snow clouds forming under such winter-monsoon pressure patterns are, in general, well simulated by the 1-km-NHM. However, when a synoptic-scale low or mesoscale disturbance embedded within the winter-monsoon weather system passes by the observation area, numerical simulations with the 1-km-NHM still have some spatial and temporal forecast errors in terms of cloud and precipitation patterns. The position and pattern of orographic clouds are mainly determined by wind direction and speed.
Cloud top temperatures greatly control the number concentrations of ice and snow particles through the ice nucleation rate and consequently, influence the supercooled cloud water content through depletion of cloud water and excess water vapor produced by updrafts. Thus, microphysical characteristics of orographic clouds are very much dependent on cloud top temperature and updraft velocity. Although somewhat arbitrary, large forecast errors are defined as those where the cloud top height (temperature) difference exceeds 500 m (~3 °C); data (flights) associated with these large errors are excluded from the following analysis. For the orographic snow clouds, the cloud top temperature difference of 3 °C corresponds to an ice crystal concentration difference of a factor of 2 or so, which is much smaller than the natural variation in the relation between cloud top temperature and ice crystal concentration. To properly validate the performance of cloud microphysics parameterization used in the 1-km-NHM, cases with large forecast errors in cloud top height (and/or temperature) are excluded from the following analysis (Section 4.1). The reproducibility of the wind field, especially updraft velocity, in orographic snow clouds simulated with the 1-km-NHM will be examined in Section 4.2.
To obtain a sufficient volume of data to statistically analyze the numerical simulation results and to mitigate the adverse effect due to offsets of the exact timing and/or position of simulated cloud development, 30 datasets output at 6-min intervals over a 3-h period, including aircraft observation times, are used. The simulated and aircraft-observed data were compared over 500-m height interval from 2.0 to 3.5 km over four analysis areas, "Toukamachi," "Senjyoji," "Shimizu," and "Naramata" from the windward (northwestward) to the leeward (southeastward) to investigate the effect of the topography around the Echigo Mountains (Fig. 1c) and to examine the height dependence of the dynamical and microphysical parameters.
Screening of datasets with large forecast errors
A cloud region is defined as follows. For aircraft observations, cloud regions are defined as places where ice and snow particle concentrations measured with 2DC exceed 2.0 L −1 , cloud droplet concentrations measured with FSSP exceed 5 cm −3 , or the total water content measured with the Nevzorov TWC probe exceeds 0.01 g m −3 , considering the detection limit of each microphysical instrument. The total mixing ratio (cloud water (Qc) + rain (Qr) + cloud ice (Qci) + snow (Qs) + graupel (Qg)) > 0.05 g kg −1 is adopted as a threshold for cloud regions in numerical simulations in this paper.
In the numerical simulations, the cloud top height is often changeable and a few temporally and spatially localized clouds with tops significantly higher than the surroundings are produced because of embedded convection, especially on the leeward side of the mountains. The research aircraft did not chase specific clouds with higher tops, but rather performed level flights or gentle ascent/descent flights crossing tops of typical clouds with average top heights. Therefore, the top 5 % of in-cloud flight altitudes is defined as the height of typical cloud tops for the aircraft observations based on the cumulative frequency of flight altitudes over each analysis area, whereas the top 5 % of cloud top heights is discarded and the second 5 % is defined as a typical cloud top height in the numerical simulations. Figure 2 compares the average cloud top heights and cloud top temperatures between the simulations and aircraft observations over the Senjyoji area (on the windward side of the Echigo Mountains). Each symbol in this figure denotes a flight. The solid circles (bars) indicate the average values (standard deviations (±1σ)). Figure 2a plots cloud top heights obtained from the simulations and aircraft observations only for the cases where cloud top height differences are within ±500 m. For these cases, the corresponding relation between the simulated and observed cloud top temperatures is given in Fig. 2b . The forecast errors in cloud top temperatures are within ±3 °C, which means that the 1-km-NHM reasonably reproduced the thermodynamic structures of orographic snow clouds for the cases shown in Fig. 2 .
The cases in Fig. 2 , in which the forecast errors are thought to be relatively small, are used in the following analysis.
Validation of wind fields
To validate the kinematic structures simulated with the 1-km-NHM, this subsection investigates occurrence frequencies of the horizontal wind directions and speeds and the vertical wind velocities. As discussed in Section 4.1, cases with relatively small forecast errors were selected and analyzed in this study. Figure 3 compares the frequency distributions of the horizontal wind directions between the numerical simulations and aircraft observations. The simulated and aircraft-observed data over each analysis area are divided into the upper (3.0-3.5 km above sea level ASL, Figs. 3a-d) , middle (2.5-3.0 km ASL, Figs. 3e-h), and lower (2.0-2.5 km ASL, Figs. 3i-l) parts of the clouds and compared with each other to investigate their height dependence. The areas on the windward and leeward sides of the Echigo Mountains are illustrated from left to right in Fig. 3 for investigating the effect of the topography around the Echigo Mountains. The number on the top of each panel represents the number of data points used to create the frequency distribution (i.e., the total number for aircraft observations (numerical simulations) corresponds to the in-cloud aircraft observation time in seconds (the number of grid points in clouds multiplied by the number of time slices). Over the Naramata area, no data are available for the lowest cloud layer since aircraft observations were not performed owing to flight safety considerations (Fig. 3l) .
In the upper and middle parts of the clouds (Figs. 3a-d and Figs. 3e-h), the aircraft-observed horizontal wind directions ranged from west-southwesterly to northwesterly and their occurrence frequency distribution showed bimodal distributions. On the other hand, in the lower parts of the clouds (Figs. 3i-l) , they ranged from west to northwesterly and their occurrence frequency indicated monomodal distributions, probably because of a preferential selection of northwesterly by the deep valley oriented northwest-southeast. These features are well reproduced by the 1-km-NHM, although the standard deviations of aircraft-observed wind directions over the Shimizu and Naramata areas are slightly larger than those of the simulated ones.
For aircraft observations, the horizontal wind speed increases with height in the cloud layer. Although the simulated horizontal wind speed exhibits a tendency similar to the aircraft-observed one, the simulated horizontal wind speed in the whole cloud layer is greater than the aircraft-observed one by 2-3 m s −1 (Fig. 4) . It should be noted that the interpretation of the results for the lower cloud layer is less reliable since the number of data points is relatively small.
The frequency distribution of the vertical wind velocities was investigated at every height interval and over every analysis area. In the upper part of the clouds (Figs. 5a-d) , the simulated vertical wind velocities over the Toukamachi, Senjyoji, and Shimizu areas (on the windward side of the Echigo Mountains) agree well with those of the aircraft observations. The peaks in the frequency distributions of the aircraft-observed vertical wind velocities over the windward areas are not exactly located at the center (w = 0 m s −1 ) but are slightly shifted toward positive values, reflecting upslope flow over the topography. The frequency distribution of the vertical wind velocities over the Naramata area (on the leeward side of the Echigo Mountains) is broader than that over the Toukamachi, Senjyoji, and Shimizu areas and relatively strong updrafts (exceeding 2 m s −1 ) are also found (Figs. 5d, h ). The simulation results exhibited a similar tendency, which suggests that the numerical simulations reproduce the growth of vertical wind velocity on the leeward side of the Echigo Mountains. The frequency distribution of the simulated vertical wind velocities in the middle and lower parts of the clouds is similar to that in the upper part of the clouds. These simulated features of the vertical wind velocity are roughly confirmed by the aircraft-observed ones, although the agreement between the simulations and observations degrades in the lower part of the clouds because of the small dataset used for lower altitudes.
From the above results, the simulated horizontal wind direction and speed, as well as the vertical wind velocity at each height interval and over each analysis area, mostly agreed with the aircraft observations although the simulated horizontal wind speed in the cloud layer (<3.5 km ASL) was slightly overestimated. These results indicate that for the cases shown in Fig. 2 , the 1-km-NHM captured the basic features of the actual topography-induced airflow around the Echigo Mountains and roughly reproduced the dynamical processes in orographic snow clouds over the Echigo Mountains.
Cold rain processes
In this subsection, cloud microphysical structures and cold rain processes of orographic snow clouds simulated with the 1-km-NHM are validated using the aircraft observations. To focus on the performance of cloud microphysics parameterization, validations are made for the selected cases where the forecast errors are thought to be relatively small in terms of cloud top temperatures and kinematic structures (especially updraft velocities). Figure 6 compares the frequency distributions of the simulated and aircraft-observed LWCs at every height interval over every analysis area. KLWC datasets are used in this analysis. Previous studies indicated that the collection efficiency of a King hot-wire probe for droplets exceeding 100 µm was low (Biter et al. 1987; Korolev et al. 1998) . Therefore, the simulated cloud water content is compared with the aircraft-observed LWC in this figure. The comparison indicates that the 1-km-NHM considerably underestimated the aircraft-observed LWC at every height interval over every analysis area, although both the simulated and aircraft-observed LWCs increased with decreasing height. Since the air temperatures of cloud volumes observed by the instrumented aircraft were generally below 0 °C, the above results imply that the 1-km-NHM failed to reproduce the supercooled liquid water content in the orographic snow clouds.
a. Validation of LWC and IWC
The simulated IWCs were roughly equal to the aircraft-observed ones in the upper part of the clouds and larger than the aircraft-observed ones in the middle and lower parts of the clouds (Fig. 7) . The occurrence frequencies of the simulated IWCs showed broader distributions, with maximum values exceeding 2 g m −3 in the lower part of the clouds compared with those of the aircraft-observed ones even after applying a correction factor of 2; probably, owing to a large difference between the sizes of the simulated and aircraft-observed datasets. Both the simulated and aircraft-observed IWCs gradually decreased with increasing height, although the frequency distribution of aircraft-observed IWCs was far from an inverse-exponential one.
The results mentioned above suggest that the underestimation of the simulated LWC in the orographic snow clouds tends to be statistically significant. Taking into account the underestimation of IWC measured with the old version of the Nevzorov TWC probe, the simulated IWCs exhibited a slight underestimation in the upper and middle parts of the clouds and a reasonable agreement in the lower parts of the clouds.
b. Validation of ice and snow particle concentrations The frequency distribution of the simulated total solid particle number concentrations (TNCs) (i.e., cloud ice number concentration Nci + snow number concentration Ns + graupel number concentration Ng) was also validated against the aircraft observations (Fig. 8) . The quality-controlled solid particle number concentrations measured with OAP-2DC were compared with the total number concentrations of solid particles simulated by the 1-km-NHM.
The simulated TNCs increase with decreasing altitude. The aircraft-observed TNCs also showed a slight increase when descending from the upper to the middle layers but a decrease in the lower parts of the clouds. The simulated TNCs showed an underestimation, slight underestimation, and slight overestimation in the upper (Figs. 8a-d) , middle (Figs. 8e-h ), and lower (Figs. 8i-l) cloud layers, respectively, relative to the aircraft observations. In the lower part of the clouds on the windward side of the Echigo Mountains (Figs. 8i-k) , the simulated TNCs tend to be overestimated relative to the aircraft-observed ones. It should be noted that data are not available for the lower parts of the clouds over the Naramata area. Figure 9 compares the ratio of the aircraft-observed cloud ice number concentration (Nci) to snow number concentration (Ns) with that of the simulated ones. The threshold size for the conversion from cloud ice to snow is set to 100 µm in the 1-km-NHM so that the aircraft-observed solid particles are also classified as cloud ice (D < 100 µm) and snow (D ≥ 100 µm, including graupel) in accordance with the threshold size of 100 µm. The ratio of the simulated cloud ice and snow number concentrations (Nci/Ns) was much less than unity at every height interval and was considerably underestimated compared with the aircraft observations, where the ratio often exceeded unity.
In calculating the number concentrations of particles measured with the 2DC probe, the sample area for each particle size is fixed to 48.8 mm 2 , although the sample area of the 2DC probe should be corrected for the depth of field of the particles, which decreases with decreasing particle size, especially below 100 µm. This means that the aircraft-observed Nci/Ns ratio was considerably underestimated, taking the size dependence of the depth of field into consideration.
It was recently found that shattering of ice and snow particles during sampling with 2DC and 2DP probes might cause overestimation of the number concentrations of small particles (Kolorev et al. 2005) . In this paper, such shattered particles are rejected using an algorithm based on the inter-arrival time between successive particles.
Considering these points, the comparison strongly suggests that the overall conversion from cloud ice to snow, which happens mainly via depositional growth in the 1-km-NHM occurs very fast compared with the aircraft observations.
Summary
The cold cloud physics of a nonhydrostatic cloud-resolving model with a horizontal resolution of 1 km (1-km-NHM), which was developed by the Japan Meteorology Agency, were validated using aircraft observation data for orographic snow clouds. The aircraft observations were performed during two winter seasons (a total of 21 flights) over the Echigo Mountains. Since numerical model simulations usually have some amount of spatial and temporal forecast errors, both the simulation and aircraft observation data were analyzed as an ensemble of all available flights (statistically) rather than as a case study in order to mitigate the adverse effects of the temporal and spatial forecast errors.
When the differences in the cloud top height and/ or temperature between the numerical simulations and aircraft observations were relatively small (i.e., where the forecast errors of the 1-km-NHM simulations are relatively small), the frequency distribution of the simulated horizontal wind directions at each height interval and over each analysis area agreed reasonably well with the data obtained from the aircraft observations. The frequency distribution of the simulated horizontal wind speeds in the whole cloud layer tended to be slightly larger than the aircraft-observed one. The aircraft-observed and model-simulated vertical velocities were broader on the leeward side of the Echigo Mountains, indicating that the vertical wind velocity tended to become stronger owing to the effect of the mountain lee wave. Although the horizontal resolution of the model was 1 km, the 1-km-NHM reasonably reproduced the topography-induced wind field and dynamical processes of orographic snow clouds.
The frequency distribution of microphysical parameters, (liquid water content (LWC), ice water content (IWC), and total solid particle number concentration (TNC)), simulated by the 1-km-NHM were compared with that obtained from the aircraft observations. In general, the simulated LWC tends to be underestimated at every height interval and over every analysis area relative to the aircraft observations. In particular, the underestimation of the simulated LWC in the upper and middle parts of the clouds (above 2.5 km ASL) was significant. Considering that the IWC measured by a Nevzorov probe with a shallow cone can be underestimated by a factor of 2 to 3 (Korolev et al. 2008) , the simulated IWCs were less than the observed ones except for in the lower part of the clouds, where it showed a reasonable agreement with the aircraft observations. The simulated TNCs in the upper and middle parts of the clouds (above 2.5 km ASL) were lower than the aircraft-observed ones, while the simulated TNCs in the lower parts of the clouds (below 2.5 km ASL) were slightly overestimated. The ratio of cloud ice number concentration (Nci) to snow number concentration (Ns) simulated with the 1-km-NHM indicated that Nci is generally much less than Ns. On the other hand, the aircraft observations indicated that the number concentrations of solid particles smaller than 100 µm and larger than 100 µm were comparable with each other at every height interval, suggesting that the overall conversion from cloud ice to snow, which happens mainly through depositional growth, occurred much faster in the numerical simulations than in the natural clouds.
The causes of such discrepancies might include inaccurate treatment of ice nucleation, depositional and accretional growth (equivalent to the depletion rate of supercooled droplets) and terminal fall velocity of ice crystals, and the conversion scheme from cloud ice to snow in the 1-km-NHM. Intensive sensitivity experiments would be needed to improve both the significant underestimation of supercooled LWC and the ratio of Nci to Ns. However, this is beyond the scope of this study and will be addressed in a follow-on paper.
