Abstract: Consider the Delaunay graph and the Voronoi tessellation constructed with respect to a planar Poisson point process. The sequence of nuclei of the Voronoi cells that are crossed by a line de nes a path on the Delaunay graph. We show that the evolution of this path is governed by a Markov chain. We study the ergodic properties of the chain and nd its stationary distribution. As a corollary we obtain the ratio of the mean path length to the Euclidean distance between the end points, and hence a bound for the mean asymptotic length of the shortest path.
The Voronoi tessellation and Delaunay triangulation are classical objects in many branches of applied mathematics: computational geometry, image analysis, networks (see Okabe et al. (1992) and references therein). They are de ned as follows.
Let be an at most countable set of points in R 2 . A Delaunay graph constructed with respect to the vertex set = fZ i ; i 2 Ng connects all the pairs of points fZ i1 ; Z i2 g such that there exists a disc having Z i1 and Z i2 on its boundary and no points of in its interior.
The Delaunay graph is unique whenever all the points of are in general position, namely no three points are co-linear, and no four points are co-circular. In this case the graph is planar and constitutes a triangulation of the plane.
The Voronoi cell of nucleus Z i is a domain V Zi that consists of the points of the plane which are closer to Z i than to any other Z j 2 . The collection of all Voronoi cells forms the Voronoi tessellation with respect to the set . The Delaunay graph and the Voronoi tessellation are dual: there is an edge between Z i and Z j in the Delaunay graph if and only if the cells V Zi and V Zj share an edge.
The main object of this paper are certain paths on the Delaunay graph. A path p(Z i ; Z j ) between two nodes Z i and Z j of the Delaunay graph is a sequence of segments Z i ; Z i1 ]; Z i1 ; Z i2 ]; : : : ; Z in?1 ; Z j ] ; where each segment is an edge of the graph. The length jp(Z i ; Z j )j of the path is the sum of the lengths of all of its segments.
We say that a class of paths t-approximates the Euclidean distance (respectively, asymptotically t-approximates the Euclidean distance) if for each path p(Z i ; Z j ) in this class jp(Z i ; Z j )j tkZ i ? Z j k;
(1) (respectively, lim sup kZi?Zjk!1 jp(Z i ; Z j )j=kZ i ? Z j k t ) ; (2) where k k is the Euclidean norm in R 2 . Such approximations of the Euclidean distance have several potential applications, some of which will be outlined in Section 4 below.
Let be a homogeneous Poisson point process of intensity 1 in R 2 . In this case the graphs and the paths constructed with respect to are random closed sets. The lengths of the paths are random variables, and we will speak of t-approximation in mean if (1) holds for the expectation of jpj, and of asymptotic t-approximation if (2) holds with probability one.
The aim of the present paper is to give a probabilistic analysis of a class of short paths on the Delaunay graph which approximate the Euclidean distance well, both asymptotically and in mean.
The paper is structured as follows. In Section 2 we introduce the class of paths and show that their segments form a Markov chain. We then study the asymptotic behavior of this chain, establish its convergence to the stationary regime and nd its stationary distribution. As a corollary we show that the class of Markov paths 4= -approximates in mean and asymptotically the Euclidean distance. This and other other mean characteristics are obtained in Theorem 3. The proofs are relegated to Section 5. In Section 3 we describe two modi cations of the Markov path that lead to shorter paths at the cost of additional complexity. Finally, in Section 4 we discuss possible applications to routing in mobile communication networks; we introduce a distributed routing algorithm based on a local view of the network and we use the analytical results to characterize its mean performance.
The Markov path algorithm
The following notation is used throughout the paper:
For any Borel set B, (B) denotes the number of points of in B; By T(x; y) we denote the point at which the bisector of the segment x; y] crosses the abscissa axis l; By B r (x) we denote an open disc of radius r centered at x. Let s and t be two points in R 2 . Let Z i and Z j be the two points of which are the closest to s and t, respectively. Consider the sequence V Zi ; V Zi 0 ; : : : ; V Zj of cells successively crossed by the segment s; t]. The sequence of nuclei of these cells de nes a pathp =p(s; t; ) on the Delaunay graph from Z i to Z j (see Figure 1 ). This path is the main object of our study.
Another way to de ne the end-points of a random path is to add two xed points s and t to the vertex set and consider the pathp(s; t; 0 ) with 0 = fsg ftg. Relation (8) at the end of this section shows that both paths have the same asymptotic behavior. n+1 ) = 0. Therefore, the event (B n+1 ) = 0 has the same conditional probability as the event f (B n+1 \ D n+1 ) = 0g = f (B n+1 n B n ) = 0g:
Note that the shape of D n+1 and the form of Condition (3) depend only on the pair (Z n?1 ; Z n ), and not on the whole history of the process.
We now introduce a parameterization ofp(0; 1; ) (see Figure 2 
Since the sign of k coincides with the sign of k?1 , the rst n segments of the patĥ p(0; 1; ) are completely de ned by the parameters R 0 ; 0 ; 1 ; 1 ; : : : ; n ; n :
Proposition 2. The sequence f(R n ; n ; n )g is a Markov chain in the state space X = R + , where = f( ; ) : 0 < j j < < g. The transition probabilities are given by (12) and (13).
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We study the limiting behavior of the chain by applying the Foster Lyapunov criterion to test for various forms of stochastic stability. The criterion relies on the mean drift properties of the chain with respect to certain test functions and sets. The next theorem uses the standard formalism described, e. g., in Meyn and Tweedie (1993) . Theorem 1. The Markov chain f(R n ; n ; n )g is regular, positive Harris recurrent, and V-uniformly ergodic for the function V de ned in (23). Various limit theorems hold for V-uniformly ergodic chains; see, for example Theorem 17.0.1 in Meyn and Tweedie (1993) .
To nd the stationary distribution, consider the process N = fT n ; n 2 Zg of cell border crossings by the abscissa axis l. The parameterization introduced above extends naturally to the pathp(0; ?1; ). The sequence of marks fM n = (R n ; n ; n ); n 2 Zg associated with the points of N coincides with the Markov chain f(R n ; n ; n ); n 0g. Since the generating Poisson process is stationary, the marked point process f(T n ; M n ); n 2 Zg is also stationary with respect to shifts along the abscissa axis. Therefore, the stationary distribution of the embedded Markov chain f(R n ; n ; n ); n 0g coincides with the Palm distribution P 0 N of the process N, which can be found using Palm calculus. Theorem 2. The stationary distribution ( ) of the Markov chain f(R n ; n ; n ); n 0g is given by 
(see, e. g., Baccelli and Br maud (1994) ). The path length is probably the most important of the mean path characteristics which can be obtained from this formula :
Theorem 3. For each s; t 2 R 2 Ejp(s; t; )j = 4 ks ? tk: Simple scaling arguments show that the mean path length Ejp(s; t; )j does not depend on the intensity of the generating Poisson process. Some other mean characteristics of p(s; t; ) can also be obtained from (7) like the number of segments, the inclination of a typical segment, etc.
As for the length of the pathp(s; t; 0 ), de ned in the beginning of this section, it can be shown that Ejp(s; t; )j ? Ejp(s; t; 0 )j < C (8) for some constant C. See the proof of Theorem 3 in Section 5 for details.
Other short paths on the Delaunay graph
The shortest path Since each realization of is locally nite, for each pair of points Z i ; Z j there exists a shortest path p (Z i ; Z j ). We call the quantity jp (Z i ; Z j )j the Delaunay distance between Z i and Z j . In Keil and Gutwin (1992) it was shown that, for an arbitrary vertex set, the ratio Delaunay distance/Euclidean distance does not exceed the distance between its endpoints. However the examples of Delaunay graphs exhibiting such an extreme behavior seem rather arti cial. This makes one believe that for more or less regular Delaunay graphs, the above ratio should be far less than 1:57. This claim is supported by the result of Theorem 3 which implies that for the Delaunay graph constructed with respect to the Poisson process , this ratio is asymptotically less than 4= .
Let s and t be two xed points. Denote by p (s; t; ) the shortest path between the two vertices of which are the closest to s and t respectively. The value of jpj also facilitates the computation of the shortest path itself. Indeed, all the paths between Z i and Z j of length smaller than jp(Z i ; Z j )j lie within the ellipse E de ned by the focuses Z i , Z j , and the larger semi-axis jp(Z i ; Z j )j=2. Since is stationary and has intensity 1, the number of vertices of this graph has the order of the area of E. For each realization, the number of points of in E is nite; hence, one of the algorithms for nding the shortest path on a nite graph can be applied (see, e. g., Gondran and Minoux (1979) ).
First-passage percolation It is worth noting that the constant (p ) corresponds to the so-called time constant arising in rst-passage percolation models. In these models a non-negative variable, the passage time, is associated with each edge of an in nite connected graph. The passage time along a path on the graph is the sum of the passage times of all the edges belonging to this path.
In many models, under appropriate conditions the limit (9) Modi cations of the Markov path For applications, it is important that the paths can be built in an incremental way. Here is an algorithm for constructing the Markov path:
start from Z i0 , the point of which is the closest to s. Suppose that the path has been constructed to Z in . If t 6 2 V Zi n , then choose among the neighbors of V Zi n the next Voronoi cell that is crossed by the segment s; t]. Take for Z in+1 the nucleus of this cell.
Several other algorithms for constructing short paths on the Delaunay graph can be derived from the Markov path algorithm. We consider here two simple modi cations:
1. Take as Z in+1 the nucleus of the neighboring cell that is the closest to the destination t (see Figure 3 .1).
2. Take as Z in+1 the nucleus of the neighboring cell that is last crossed by s; t] (see Figure 3. 2). For each realization of , the length of the path constructed in this way cannot exceed jp(s; t; )j, because the set of vertices of this path is contained in the set of vertices ofp(s; t; ).
(2) Note that the paths constructed with these modi ed algorithms do not satisfy the subadditivity conditions of Kingman's theorem, and thus the limit (9) for these paths may not exist. Simulations nevertheless show that the asymptotic ratio path length / Euclidean distance is approximately 1:05 for the shortest path, 1:09 for the rst modi cation, and 1:15 for the second.
Routing algorithms for mobile communication networks
Consider a mobile communication network that transfers packetized information using the mobile stations as intermediate relays. The packets between two stations are transmitted via communication links (e. g., radio channels).
A routing algorithm is a procedure for nding a path between two stations on the graph of links. The aim of this algorithm is usually to minimize the path length (or the number of intermediary hops). In networks where the positions of the stations are xed, the shortest INRIA path to each destination can be pre-calculated and stored in a database (routing table) stored in each station. If the stations are mobile, the routing table requires frequent updates. Therefore it is desirable to have a routing algorithm that would work well with a rapidly changing graph of links and still yield reasonably short paths, without a total knowledge of the network.
Assume that each mobile station can determine its own location on the plane, and the locations of its closest neighbors, so that it can reconstruct its own Voronoi cell and Delaunay edges with respect to the point process of mobile stations at any time. Assume that each packet carries information on the locations of both the source and the destination endstations, and that the network con guration changes that might occur during the period of transfer of a single packet can be neglected.
In this case, the Markov path algorithm (or one of its modi cations) could be applied. The routing procedure for each mobile station can be described as follows:
1. The source sends a packet to the closest mobile routing station; 2. The mobile station receives a packet and extracts the positions of the source and the destination; If the cell of the current station contains the destination the packet is relayed to it. Else, the packet is relayed to the mobile station whose cell is crossed next by the source destination line. The advantage of this algorithm is that the decision on where to relay the packet is based only on the position of the closest neighbors, that is only on the local geometry of the network. Also note that if the mobile stations can be modeled by a Poisson point process, Theorem 3 gives explicitly the mean path length and the mean number of hops. The Markov property could also be used to determine variances or large deviations from this mean behavior.
Proofs
Proof of Proposition 1. Condition (i) for some k 1 is equivalent to saying that the cells V Zi k?1 and V Zi k are adjacent and that their common border is crossed by the abscissa axis at point T k . For k = 0, this condition means that Z i0 is the nucleus of the cell containing 0. Condition (ii) is satis ed if and only if 0 < T 1 0 < T 1 1 < : : : < T 1 n?1 , which means that the cells are crossed in the same order as their nuclei appear in the sequence q n . Proof of Proposition 2. We rst determine the distribution of the rst n segments of the pathp(0; 1; ), de ned by the random vector fZ 0 ; Z 1 ; : : : ; Z n g 2 R 2(n+1) . Denote by z 1 0 ; z 2 0 ; : : : ; z 1 n ; z 2 n the coordinates of z 2 R 2(n+1) . From Proposition 1 it follows that the distribution of fZ 0 ; Z 1 ; : : : ; Z n g admits a density d(z) with respect to the Lebesgue measure in R 2(n+1) , with ; k = 0; 1; : : : ; n ? 1:
In Section 2 we introduced a parameterization of the path, such that J k (r 0 ; 0 ; 1 ; 1 ; : : : ; i ; i ): (11) The conditional density d of ( n+1 ; n+1 ) at point ( ; ), given fR 0 = r 0 ; 0 = 0 ; k = k ; k = k ; k = 1; 2; : : : ; ng is equal to d n+1 = d n . Since ? n+1 k=0 B k n ( n k=0 B k ) = B n+1 n B n ;
from (11) we obtain d( ; r 0 ; 0 ; 1 ; 1 : : : ; n ; n ) = exp f? 2 (B n+1 n B n )g J n+1 (r 0 ; 0 ; 1 ; 1 ; : : : ; n ; n ; ; ): To show that the process f(R n ; n ; n )g is a Markov chain, let us verify that the condition of the density d depends only on on r n and n . Indeed, for the rst term 2 (B n+1 n B n ) = (r n sin n ) 2 (v( ) ? v( n )); where v(y) = jyj ? 1 2 sin j2yj sin 2 y :
For the second term, the relation (4) for R n gives J n+1 (r 0 ; 0 ; 1 ; 1 ; : : : ; n ; n ; ; ) = 2(r n sin n ) 2 cos ? cos
Hence f(R n ; n ; n )g is a Markov chain. Its one-step transition distribution is de ned in the space X (see Proposition 2) by the following two components: the conditional density of f n+1 ; n+1 g given fR n = r n ; n = n g: f( ; r n ; n ) = 2(r n sin n ) 2 cos ? cos sin 3 exp ?(r n sin n ) 2 (v( ) ? v( n )) 1I( > j n j); (12) and the relation for R n+1 R n+1 = r n sin j n j sin n+1 :
By Fubini's theorem, the conditional density of ( n+1 ; n+1 ) admits decomposition into a product of two conditional densities f( ; r n ; n ) = f 1 ( ) f 2 ( r n ; n );
where f 1 ( ) = cos ? cos 2(sin ? cos ) 1I(j j < );
f 2 ( r n ; n ) = @F(r n ; n ; ) @ 1I(j n j < < );
with F(r n ; n ; ) = ? exp ?(r n sin n ) 2 (v( ) ? v( n )) :
This remark concludes the proof of Proposition 2.
The proof of Theorem 1 is divided into several lemmas. Denote by B(X) the Boreleld on X. The next lemma shows that the chain is irreducible with respect to the Lebesgue measure on X.
Lemma 1. For each B 2 B(X) such that 3 (B) > 0, the two-step transition probability P 2 (u; B) considered as a function of u = (r; ; ) is strictly positive.
Proof. The two-step transition probability has the form Corollary 4. The chain f(R n ; n ; n )g is -irreducible. (see Meyn and Tweedie (1993) , p. 89).
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Lemma 2. The set C M = fu = (r; ; ) 2 X : r M or r > M; r sin j j M; j j =2g is i -small for i 3 (see the de nition in Meyn and Tweedie (1993), p. 106) . This means that for all i 3, there exists a non-trivial measure i on B(X) such that for each B 2 B(X), 
As B 0 C M , this will also imply that Since r 1 = r sin j j= sin 1 , the integrand in (22) di ers from zero only within the interval 1 2 1 ; 2 ]. Thus, the integral in (22) is equal to Pf n+1 2 1 ; 2 ] R n = r; n = g.
Using (16) and (17) Corollary 5. The Markov chain f(R n ; n ; n )g is aperiodic.
Let V : X ! R + be a measurable function. Denote PV(r; ; ) = E h V(R n+1 ; n+1 ; n+1 ) R n = r; n = ; n = i : 
From the geometrical viewpoint the inequalities j j > =2 and R n+1 > x > 2R n imply that no points of the Poisson process lie in the domain B n+1 n B n , and that the surface of this domain is greater than the surface of a disc of radius x=2. Hence, the probability in the last integral of (25) (Meyn and Tweedie (1993), p. 191) , i. e. its level sets C V (K) = fu 2 X : V(u) Kg; K > 0 are small. Indeed, any subset of a small set is small, and each set C V (K) is contained in some C M(K) de ned in Lemma 2. On the other hand, on C M , the function V is bounded.
The assertion of Theorem 1 results from di erent modi cations of the Foster Lyapunov criteria. By Corollary 4 the chain f(R n ; n ; n )g is -irreducible. By Lemma 2, the condition of a geometrical (and hence uniform) drift towards a petite set is satis ed. Moreover, the test function V is bounded on this set and nite everywhere. Therefore the chain f(R n ; n ; n )g is Harris recurrent and admits an invariant probability measure (see Meyn and Tweedie (1993) Theorem 11.3.4) . The regularity of the chain follows from Theorem 11.3.15 in Meyn and Tweedie (1993) . In addition to these properties, f(R n ; n ; n )g is aperiodic. This implies V-uniform ergodicity (see Meyn and Tweedie (1993) , Theorem 16.1.2) and geometric rate of convergence of the transition probabilities P n (u; ) to the invariant probability measure in the metric induced by V (see Meyn and Tweedie (1993) ). Proof of Theorem 2. Denote by t the shift of the probability space on which the process N is de ned, so that t N = fT n ? tg n2N . It can be shown that the Palm probability is invariant with respect to the shift Tn (see, e. g., Baccelli and Br maud (1994) , p. 18), and therefore, P 0 N (M n 2 ) = P 0 T 1 N (M n 2 ) = P 0 N (M n+1 2 ): From the other hand, if P(u; ) is the transition probability of the Markov chain fM n = (R n ; n ; n )g, then P 0 N (M n+1 2 ) = Z X P(M n+1 2 M n = (r; ; ))P 0 N (M n 2 d(r; ; )): Therefore, P 0 N is the stationary distribution of the chain f(R n ; n ; n )g (the uniqueness follows from Theorem 1).
To nd the explicit form of the Palm probability, we use its local interpretation (see, e. g., Baccelli and Br maud (1994) Normalizing c(0; r; ; ) we obtain the density of the Palm distribution. Proof of Theorem 3. The intensity N can be computed as the expectation of T 1 with respect to the Palm distribution of the process N. As it was mentioned in Section 3, N = 4= .
The path length is obtained directly from (6) and (7) 
Finally, let us estimate the di erence of length betweenp(s; t; ) andp(s; t; 0 ). We will show that with large probability, the two path merge when de ned in the same probability E 1 = f9 Z 2 : (B 1 (s; t; Z)) = 0g ; E 2 = f9 Z; Z 0 2 : (B 2 (s; t; Z; Z 0 )) = 0g ; E 3 = f9 Z; Z 0 2 \ B(s; t) : (B 3 (s; t; Z; Z 0 )) = 0g ; E 4 = f9 Z 2 \ B(s; t) : (B 4 (s; t; Z)) = 0g : The events E 1 and E 2 imply that jp(s; t; )j = ks ? tk. On E 1 , s and t belong to V Z , and jp(s; t; )j = 0. On E 2 , the pathp(s; t; ) lies in the closure of the disc of radius r(s; t; Z; Z 0 ) = ks ? Zk + 3 2 ks ? tk + kt ? Z 0 k; centered in T(s; t). Event E 3 implies that the points Z and Z 0 belong both top(s; t; ) and p(s; t; 0 ), which means that between these two points, the two paths coincide. Moreover, the remaining two parts ofp(s; t; ) lie in the closures of B ks?Zk (s) and B kt?Z 0 k (t), respectively, whereas the two remaining parts ofp(s; t; 0 ) are just two segments of lengths ks ? Zk and kt ? Z 0 k. Now, to estimate the expectation of D(s; t) = Ejp(s; t; )j ? Ejp(s; t; 0 )j ;
we make use of the total probability formula and the following fact: if some path p on the Delaunay graph lies in a closed disc of radius r, then Ejpj 2 r 3 :
Therefore, E h D(s; t) E 3 ; Z = z; Z 0 = z 0 i C(s; t; z; z 0 ) 2 kz ? sk 3 + kz ? sk + 2 kz 0 ? tk 3 + kz 0 ? tk: (32) Similarly, in the case E 4 , when the common path consists of a single point E h D(s; t) E 4 ; Z = z i C(s; t; z; z):
The point Z from E 1 has a density f(z E 1 ). In Cartesian coordinates f(z E 1 ) P(E 1 ) = exp f? 2 (B 1 (s; t; z))g 1I R 2 nB(s;t) (z): 
The rst two integrals vanish as ks ? tk becomes large. The second two are bounded by constants. Hence, ED(s; t) is bounded by a constant.
