Abstract. In this paper, we study two families of normal subgroups of Γ 0 (2) with abelian quotients and their associated modular curves. They are similar to Fermat groups and Fermat curves in some aspects but very different in other aspects. Almost all of them are non-congruence subngroups. These modular curves are either projective lines or hyperelliptic curves. There are few modular forms of weight 1 for these groups. We also determine their cuspidal divisor class groups and show that these groups are finite.
Introduction

Let f i be the three famous Weber functions defined by ([YZ97])
f 0 (τ ) = q (1 + q n ) = √ 2 · η(2τ ) η(τ ) .
Here ζ n = e 2πi n is a n-th primitive root of unity, q = e 2πiτ , and is the well-known eta function. They are all modular functions for the main congruence subgroup Γ(48) and are 24-th roots of three other Weber functions (∆(η) = η(τ ) 24 )
ω 0 (τ ) = q (1 + q n ) 24 = 2 12 · ∆(2τ ) ∆(τ ) .
According to the CM (complex multiplication) theory, the CM values f i (τ ) are defined over the ray class field of Q( √ d) of modulus 48 for any imaginary quadratic number τ ∈ H of fundamental discriminant d < 0. A surprising and amusing fact, discovered by Yui and Zagier [YZ97] , is that when d ≡ 1 (mod 8) and 3 d, the number
belongs to the much smaller Hilbert class field of
where O d is the ring of integers of K d . Moreover, they conjectured and Gee proved [Gee99] that the Galois conjugates of f (O d ) are given by similarly twisted CM values of some f i at other ideal classes ( [YZ97, Proposition] , where they are denoted by f (Q) using the associated binary quadratic forms). A natural question is whether f i are actually modular functions for much bigger subgroups of SL 2 (Z) (than Γ(48)). Another question is: why the 24-th roots? What about the N -th roots? In this paper, we study the modular groups, modular curves, and modular forms related to these questions. Let 2 , is a subgroup of Γ 0 (2) of index 24 and is thus much bigger than Γ(48).
Notice also that groups Φ 0 (N ) are similar to the Fermat groups Φ(N ), the subgroup of Γ(2) generated by Γ(2) , T 2N , and B N , which are well studied by Rohrlich ([Roh76] , [Roh77] ) and others. They are called the Fermat groups as their associated modular curves are the famous Fermat curves x N + y N = 1. For a subgroup Γ of SL 2 (Z) of finite index, its associated modular curve is defined to be X Γ = Γ\H * , where H * is the union of the upper half plane H and the rational projective line P 1 (Q). A cool theorem of Fricke ([Fri86] ) and Rohrlich ([Roh76, Appendix] ) asserts that Φ(N ) is a congruence subgroup if and only if N |8.
The Fermat curve has natural quotients for −1 ≤ s < N − 1
which are associated to the subgroups of Γ(2) generated by Φ(N ) and T 2 B s+1 , studied by Gross and Rohrlich [GR78] , and also one of the authors [Yan96] . For example, Gross and Rohrlich constructed infinitely many quadratic fields of p-rank bigger than zero using these curves. In [Yan96] , one of the authors showed that the dimension of the space of weight 1 modular forms for Φ p−2 (p) assumes the maximal possible dimension.
In this paper, we study the modular groups Φ 0 (N ) and Φ This is perhaps the main reason for some of the main difference between our results in this paper and those for the Fermat groups. Now we briefly summarize the main results of this paper. In Section 2, we study when these groups are congruence subgroups, following [Roh76] , and prove the following theorem which combines Theorems 2.7 and 2.10. N ) . So the condition N |4s in (2) of the above theorem is not restrictive. In Section 3, we study the cusps and elliptic points of these groups and compute the genus of the associated modular curves. The main result is the following theorem (restatement of Theorems 3.1 and 3.4), which is quite different from the Fermat curves and their quotients. In particular, we have constructed a family of non-congruence subgroups of SL 2 (Z) whose modular curves have genus 0. .
We remark that when N is odd, Φ 0 (N ) = Φ 0 0 (N ). In Section 4, we determine the function fields of these modular curves and give explicit affine equations for these modular curves.
Let λ(τ ) be the modular Lambda function for Γ(2) given by
In particular, λ(τ ) = 0, 1 in the upper half plane. The following theorem is a restatement of Theorems 4.3 and 4.4.
2 ). The modular curve X Φ 0 (N ) has the following affine equation:
(2) Assume N |4s.
(a) When N |s, the function field of
2 ), and
2 ), and the modular curve X Φ 0 s (N ) has the following affine equation:
(c) When N |4s and N 2s, the function field of
+1 .
In Section 5, we study the space of modular forms of weight 1 for Φ 0 (N ) and Φ
when 4|N (they are the only ones not containing −1). The space of modular forms of weight 1 is special. For example, its dimension is not covered by the Riemann-Roch theorem and is very small in the congruence subgroup case (see for example [Duk95] , [Ser77] ). For congruence subgroups, it is also closely related to the complex Galois representations ( [DS74] , [Ser77] ). For non-congruence subgroups, the space could be big as shown in [Yan96] although we don't know the general picture. The following theorem shows that it could also be very small.
and
is even,
is odd,
is a modular form of weight 1 for the free subgroup of Γ(2) generated by T 2 and B.
Notice that the dimensions do not depend on N at all. The method can also be used to construct spaces of modular and cusp forms of any weight without modification, which we also do in Section 5 (Theorems 5.5 and 5.6).
Finally, we study the cuspidal divisor class groups for these modular curves following suggestion of David Rohrlich in Section 6. For a subgroup Γ of SL 2 (Z) of finite index, let X It is a pleasure to dedicate this paper to Professor Wen-Ching Winnie Li, who is inspirational and has a lot of positive influence to one of the authors (T.Y.). We thank David Rohrlich for his very helpful comments and suggestions. In particular, Section 6 is added at his suggestion. We thank Matija Kazalicki and the anonymous referee for their comments. Finally, we thank the referee and his/her friend for patiently checking and correcting numerous English errors in the previous version.
Non-congruence subgroups
In this section, we will study the subgroups Φ 0 (N ) and Φ 0 s (N ) and determine when they are congruence subgroups. We need some preparations.
Let Γ be a subgroup of SL 2 (Z) with finite index and let f be a modular function of Γ. Let c be a cusp of Γ, and let m be the smallest positive integer such that γT m γ −1 ∈ Γ and γ∞ = c. Then order Γ c f is defined to be the number k/2 such that (2.1)
We write order c f instead of order 
As in [Roh76, section 1], we take the logarithm of ω 2 by log ω 2 = 12 log 2 + 2πiτ + 24 n>0 log(1 + q n ).
Here log denotes the principal branch of the logarithm. We define
We similarly define ω 1 N i for i = 0, 1. Using (2.2), we can understand ω 1 N i once we understand ω 1 N 2 . It is thus enough to focus on ω 1 N 2 in this paper. Suppose f is modular with respect to Γ, holomorphic and never zero in the upper half plane. Then Proposition 1.1 in [Roh76] states that
Here m is the same as defined just before (2.1). Proof. We have that
It is easy to see from this that
2 is a modular function for the subgroup Φ 0 0 (N ). From (2.2), we can see that the stabilizer of ω 2 (in SL 2 (Z)) is generated by T and B, and hence Γ 0 (2). Since
Proof. It is a well-known fact. Indeed, we have abstractly
with x = S and y = ST . So SL 2 (Z) ab is the abelian group generated by x and y with the same condition as above, i.e., x 2 = y 3 = −1. Now the conclusion is clear.
One character χ : SL 2 (Z) → µ 12 is given by
So η 2 (z) is a cusp form of SL 2 (Z) of weight 1 with character χ.
Lemma 2.3. We have
Proof. First notice that (T B) 2 = −1 and (T B) 3 = −T B. Case 1. We first assume N ≡ 1, 3 (mod 4). There exist integers x, y with xN + 4y = 1. So
Case 2. Next we assume N ≡ 2 (mod 4). Then we have xN + 4y = 2 for some integers x, y, and so
In this case, T N , B N , and Γ 0 (2) stabilize ω 0 , but T B changes ω 0 to ω 1 . So T B cannot belong to Φ 0 (N ). Case 3. Finally we assume N ≡ 0 (mod 4). If −1 ∈ Φ 0 (N ), then
2 , which is a contradiction. So −1 / ∈ Φ 0 (N ) and T B of course cannot be in Φ 0 (N ).
Lemma 2.4. We have
Proof. Every element of Γ 0 (2) can be written as a product of T and B. So the elements of 
Finally, we note that if
Corollary 2.5. For a subgroup Γ of SL 2 (Z), we write Γ for its image in SL 2 (Z)/±1. Then we have
. and
Remark 2.6. From the proof of Lemma 2.4, we can see that Γ 0 (2) has infinite index in
Theorem 2.7. Φ 0 (N ) is a congruence subgroup if and only if N |24.
Proof. We follow the method of Rohrlich [Roh76, Appendix] closely in the proof. Suppose Φ 0 (N ) is a congruence subgroup, i.e., Γ(2 r M ) ⊂ Φ 0 (N ) for some integers r ≥ 1 and positive odd integer M . Since Γ 0 (2)/Φ 0 (N ) is abelian, the surjective map
Step 1: First we prove the following claim: when M is odd and r ≥ 1 is an integer,
. Moreover, they are equal for r ≥ 4. (2) we have
So to prove the claim (*), it is enough to prove (
Now to prove the claim (*), it suffices to verify that
It was proved by Rohrlich that Φ(8) = Γ(2) Γ(16) [Roh76, Page 100](Note that in Rorhlich's thesis, he defined −1 in Φ(8) while we did not), so
and thus
by Lemma 2.4. The claim (*) is true.
Step 2:
Step 3: Finally we prove that Φ 0 (24) is a congruence subgroup. Recall that Φ 0 0 (24) is the stabilizer of f 2 (Lemma 2.1). Since f 2 is a modular function for Γ(48), we have
is cyclic of order 4, generated by T B. On the other hand, we have by Lemma 2.3
So −1 / ∈ Γ 0 (2) Γ(48) and T B has also order 4 in Φ
is a congruence subgroup.
. There are integers a and b such that d = 4as + bN , and so
By this lemma, we may and will assume N |4s. 
The isomorphisms follow easily from Corollary 2.5.
(2) Assume N |2s and N s.
To prove the isomorphisms, first notice that ) and by (1)
So B has order at least N/2. Now the isomorphism follows from the claim
(N ). This proves (2).
(3) The case N |4s and N 2s can be proved similarly. In this case, s = N 4 (4k ± 1),
(N ),
To prove the isomorphisms, first notice that 
The genus of the modular curves
For a subgroup Γ of SL 2 (Z) of finite index, let X Γ = Γ\H * be the associated projective modular curve as in the introduction. We first recall that the well-known formula for the genus g(X Γ ) of X Γ as given by ([Shi94, Theorem 1.40])
, e 2 and e 3 are the numbers of elliptic points ofΓ of order 2 and 3 respectively, and e ∞ is the number of cusps ofΓ. − 1 depending on whether N is odd or even.
Proof. First Corollary 2.5 implies
Next the same lemma implies that
Since Γ 0 (2) has no elliptic point of order 3, neither has its subgroup Φ 0 (N ). So e 3 = 0. Finally, Γ 0 (2) has exactly one elliptic point τ 0 = Γ 0 (2) 
can be chosen to be two representative sets of Φ 0 s (N )\Γ 0 (2). The set {B n | 0 ≤ n ≤ N − 1} fixes 0 and the set {(T B) (N ). In both cases,
can be chosen to be two representative sets of Φ 0 s (N )\Γ 0 (2). The set {B n | 0 ≤ n ≤ Combining Lemma 3.3 and Formula (3.1), we obtain the following theorem. .
modular functions and explicit equations
In this section, we determine the modular functions for Φ 0 (N ) and Φ 0 s (N ). As a consequence, we give explicit affine equations for the associated modular curves. It turns out that they are either projective lines or hyperelliptic curves. Recall that the function field of X(2) = X Γ(2) is generated by the lambda function λ(τ ) (see (1.5)), which has value 0, 1, and ∞ at the cusps 0, 1, and ∞, respectively. Proof. Assume
Letting B act on the equation N − 1 times, we get a linear system of equations:
The determinant of the matrix is nonzero, so f n (λ) = 0 for all n.
Theorem 4.3. The function field of
2 ) depending on whether N is odd or even. In particular, when N is odd, X Φ 0 (N ) is isomorphic to the projective line P 1 , and when N is even, it is hyperelliptic with affine equation
Proof. It is well known that the function fields of X Γ 0 (2) and X Γ(2) are C(ω 2 ) and C(λ),
respectively. Lemma 2.1 asserts that ω 1 N 2 is a rational function on X Φ 0 (N ) . When N is odd, the cover map φ 1 :
When N is even, the cover map φ 2 :
It is clear that X Φ 0 (N ) is isomorphic to the projective line P 1 when N is odd. We assume that N is even. By (1.2) and (1.5), one can see that
Thus,
and y = λ, then we get
Similarly, we have 
(N ) is isomorphic to the curve
Proof.
(1) By Lemma 2.9,
2 ) and that X Φ 0 0 (N ) is isomorphic to the projective line P 1 . (2) We have
Since N is even, it is easy to check that (1 − 2λ)ω ). By Lemma 2.9,
We know that By Lemma 2.9,
We know that C(Φ 
+1
,
On the other hand, B
(N ) are the same.
Remark 4.6. Since the modular curves X Φ 0 (N ) and X Φ 0 s (N ) are either projective lines or hyperelliptic curves, their genera are easy to compute. This would give another proof of Theorem 1.2.
Modular forms for
As mentioned in Section 1, the space of modular forms of weight 1 is mysterious in general. Its dimension is not known in general although it is expected to be very small for congruence subgroups. In this section, we study the question for Φ 0 (N ) and Φ 0 ± N 4 (N ) for 4|N and prove Theorem 1.4. Actually we will mainly focus on the case Φ 0 (N ) until the end. Since the method is general, we obtain a basis for the space of modular (respectively cusp) forms of any integral weight k ≥ 1.
Recall that the theta function θ(τ ) defined in Theorem 1.4 is a weight one holomorphic modular form for ∆ = T 2 , B ⊂ Γ(2). Notice that Γ(2) = ∆ × {±1}. It is well known that θ has a unique zero at the cusp 1 of order 1 2 (see for example [Yan96] ). There are four cusps {0, 1, ∞, . We list the orders of the modular functions of Φ 0 (N ) at the cusps as follows: Table 1 . Orders of functions at cusps
Recall that Φ 0 (N ) ⊂ Γ(2). We have the following lemma similar to [Yan96, Corollary 1.2].
Lemma 5.1. Assume 4|N and let k be a positive integer. The map h → hθ k gives isomorphisms
Here N 2 k · 1 means that the divisor is supported at the cusp 1 with multiplicity
associated line bundle is denoted by O(D).
Lemma 5.2. Any modular (meromorphic) function f of Φ 0 (N ) with poles only at the cusp 1 can be written as
(1 − λ) m for some m ≥ 0 and some polynomials f n (λ) of λ.
Proof. By Theorem 4.3, we can write
, where g(λ) and f n (λ) are all polynomials on λ with the common divisor 1. Suppose g(λ) = c(1 − λ) m for some m ≥ 0 and some c = 0, g(λ) = 0 has a root λ 0 = λ(τ 0 ) = 1 .
If λ 0 = 0, then τ 0 is the cusp 0 for Γ(2). Since ω 1 N 2 has a pole at the cusp 0, we see that f n (λ) are all multiples of λ, contradicting to the assumption that they are prime to g.
So we may assume λ(τ 0 ) = λ 0 = 0. Then the point τ 0 ∈ X(2) is unique. For 0 ≤ i ≤ N − 1, let
, and λ i = λ(τ i ). Then λ i = λ 0 , and that all α i are distinct. Indeed, τ i ∈ X Φ 0 (N ) are distinct preimages of τ 0 as the projection X Φ 0 (N ) → X(2) is unramified outside cusps. If α i = α j , then
which imply that τ i = τ j ∈ X Φ 0 (N ) . By assumption that f has only one pole at the cusp 1 and g(λ(τ i )) = g(λ 0 ) = 0, we see that
So f n (λ 0 ) = 0 for all n, again contradicting to the assumption that f n and g are relatively prime. This proves the lemma.
It is clear from Lemma 5.2 that any function
k · 1)) can be written as a linear combination of monomials
(1−λ) m . From Table 1 , we can see that
if and only if l, m, and n satisfy the following inequalities:
with (l, m, n) satisfying the inequalities (5.1)-(5.3).
Proof. By Lemma 5.2, we write f as
where
(1−λ) p . We also assume f n (λ) = g n (λ)λ an (1 − λ) bn , with g n (0) = 0 and g n (1) = 0.
(I) Let t n = order 0 h n (τ ) = N a n − n. Because 0 ≤ n ≤ N − 1, it follows that t j = t i if and only if j = i. Then order 0 f ≥ 0 if and only if t n ≥ 0 for every n, i.e.
(5.4) N a n − n ≥ 0.
(II) Let r n = order 1 h n (τ ) = N b n − n − pN. (III) Let
Then s i = s j with i > j if and only if i = j + N 2
and degf i (λ) = degf j (λ) + 1, since 0 ≤ n ≤ N − 1. Assume that s k is the smallest number in {s n }. If s j > s k for any j = k, then order ∞ f ≥ 0 if and only if s n ≥ 0 for every n, i.e.
Otherwise, without loss of generality, we can assume that s k+ 
We assume that both sets are nonempty. k · 1)) given below.
(1) If k is even, a basis of
) is given by the union of the following three sets of elements: (a)
) is given by the union of the following four sets of elements: (a)
Proof. The equations (5.1)-(5.3) and m ≥ 0 imply that
(1 − λ) m | (l, m) satisfy (5.10) and (5.10) .
Then Lemmas 5.2 and 5.3 imply that
k·1)). Let T n be a maximal linearly independent subset of S n . It follows from Lemma 4.2 that T = T n is also linearly independent and thus a basis of
In the following, we try to find such a set T n for each 0 ≤ n ≤ N − 1.
(i) Assume k is even. We divide this into three cases.
(1) n = 0, then 0 ≤ m ≤ 
is maximal linearly independent for each fixed n. There is a total of (
− 1) linearly independent elements in this case. 
is maximal linearly independent for each fixed n. There is a total of
linearly independent elements in this case.
Putting the elements together, we have the basis in the theorem. Moreover,
(ii) Assume that k is odd. We divide this into four cases.
(1) n = 0, then 0 ≤ m ≤ k−1 2 and 0 ≤ l ≤ m. By Lemma 5.4,
is maximal linearly independent. There are 
is maximal linearly independent for each fixed n. There is a total of 
is maximal linearly independent. There is a total of k−1 2 + 1 linearly independent elements in this case. (
− 1) linearly independent elements in this case. Putting the elements together, we have the basis in the theorem. Moreover,
Similarly we have the following theorem by replacing ≥ with > in (5.1)-(5.3).
Theorem 5.6. We have a basis {f i θ k } for the space S k (Φ 0 (N )) (4|N ) of cusp forms of weight k for Φ 0 (N ), where {f i } is a basis for
is given by the union of the following three sets of elements:
is given by the union of the following four sets of elements:
In particular, This proves Theorem 1.4.
Cuspidal divisor class groups
In this section, we study and determine the divisor class groups CL(Φ 0 (N )) and CL(Φ 0 s (N )) defined in the introduction. In particular, we prove that they are finite. Let us first consider the group Φ 0 (N ). We may assume that N is even as the odd case is trivial. Let 
