ABSTRACT
INTRODUCTION
The identification of natural frequencies and their in--operational changes is important for many engineering structures. It is well known that natural frequencies depend on structural mass and stiffness. Both of the physical parameters are often constant over the entire life of the structures. However, changes in mass and stiffness are quite common during the construction or operation of structures. A stiffness gain due to the concrete curing process over the time of construction or mass gain due to additional non-structural systems and components (e.g. precast cladding) can lead to changes in the natural frequencies that are often observed during the construction process (Memari et al. 1999 , Ni et al. 2011 . Sudden mass additions (due to structural redesign or placement of heavy interior equipment) and stiffness reduction (that builds up over a long period of time due to structural deterioration) are also common during the operation of many structures, and these result in changes in the natural frequencies (Butt, Omenzetter 2011) . The dynamics of such phenomena can be easily captured using experimental modal analysis and operation modal analysis.
Various input-output and output-only approaches can be used for the identification of time-variant systems. Altogether, these approaches can be divided into two major groups: parametric and non-parametric methods. The former methods are based on models that are often of the form of polynomials with unknown coefficients. A good review of these methods is given in (Poulimenos, Fassois 2006; Spiridonakos, Fassois 2009 ). The latter group of methods for the analysis of time-variant systems -i.e., non-parametric -assumes no a priori information about such systems. These methods usually involve the analysis of both the time and frequency contents of excitation and/or response. Therefore, Cohen's class of time-frequency representations (Cohen 1995) provides a natural non-parametric framework for the non--parametric time-variant approaches. The continuous wavelet transform (Carmona et al. 1998 ) is a time-scale method that is qualitatively different from all other members. Wavelet-based methods employ different types of shifted and dilated wavelet functions to analyze and/or decompose signals. Various wavelet-based approaches have been developed for time-variant system identification, as reviewed in (Nagarajaiah, Basu 2009; Robertson, Basu 2009 ).
The wavelet-based FRF proposed in (Staszewski, Giacomin 1997; Staszewski, Robertson 2007 ) has been recently extended to give a theoretical background along with a physical interpretation and to provide a full framework for modal analysis and system identification (Dziedziech et al. 2014; Staszewski, Wallace 2014; Dziedziech et al. 2015) .
The structure of the paper is as follows. Classical time--invariant methods are given in Section 2. The wavelet spectra and wavelet-based FRF are briefly described in Section 3. Numerical implementation of the method used is presented in Section 4. The proposed methodology for detecting changes in natural frequencies of time-variant systems is illustrated in experimental examples in Sections 5. The experimental work utilizes the model of a three-floor--building structure. The results presented in Section 5 demonstrate the good performance and practicality of the approach used. Finally, the paper is concluded in Section 6.
ANALYSIS OF TIME-INVARIANT SYSTEMS
Different methods can be used for signal analysis. The two most-common approaches utilize time responses and power spectra. Analysis of a time response leads to information on signal amplitude and the localization of events in time. Simplicity is the major advantage of this approach. Relatively little signal post-processing is required to obtain basic information. In contrast, analysis in the frequency domain (based, for example, on the power spectra) provides information about the frequency content of the analyzed signal.
The well-known Fourier transform defined as:
can be used to obtain the power spectra. In modal analysis, the FRF defined as the frequency-domain ratio between output (or response) Y(ω) and input (or excita-
This allows modal parameters (natural frequency, damping and mode shapes) to be estimated.
The major disadvantage of the classical method described in this section is the fact that the Fourier Transform is capable of properly analyzing only time-invariant signals. The application of this approach to time-variant systems may lead to incorrect FRFs and identified physical/ modal parameters. This is the reason why other approaches are required.
ANALYSIS OF TIME-VARIANT SYSTEMS
Analysis of time-variant systems is a very challenging task due to the high complexity of the phenomena itself. Mechanical properties of systems can be observed in the frequency domain, while its time-variant nature requires observation of a system in the time domain. In order to observe the time-variant nature of mechanical systems, one needs to involve the advanced signal processing method, which enables us to analyze the system in both the time and frequency domains. There are a number of time-frequency methods that can be utilized for this purpose; e.g., Short Time Fourier Transform (STFT), Continuous Wavelet Transform (CWT). The work presented in this paper will utilize STFT, which can be defined as:
where W(τ, ω) is the time-frequency spectrum of input signal x and w(t -τ) is the sliding window that enables the localization of time.
A simple approach to the analysis of time-variant mechanical systems will utilize an analysis of the output signal's amplitude in the time-frequency domain. It is straightforward that a system's natural frequency will be located in the neighborhood of the highest values on a time-frequency distribution. For this purpose, the autopower spectrum should be calculated as:
where G YY is the auto-power spectrum of output signal y. Such an obtained time-frequency distribution does not require additional processing and can be interpreted directly; however, this can lead to the wrong conclusions, even if the excitation signal was white noise (Dziedziech et al. 2014) . It is possible to overcome this problem (at a cost of additional post-processing) by defining the Time-Variant Frequency Response Function (TVFRF). The classical FRF can be intuitively extended for time--variant systems to provide time-frequency localization capability. When the analysis is limited to small periods of time that exhibit time-invariant behavior, time-variations are negligibly small. The TVFRF can then be defined as:
where H(τ, ω) is TVFRF. Equation (5) presents a definition of TVFRF. The calculation procedure is a little bit different. More information about this ratio and its calculation procedure can be found in (Dziedziech et al. 2014; Staszewski, Wallace 2014; Dziedziech et al. 2015) . Equation (5) is relatively simple, yet it is often not easy to use in practice. For values of X(τ, ω) that are close to zero, H(τ, ω) tends to reach infinity. This makes it very difficult to interpret. That is why additional post-processing is required to avoid the problem above.
"CRAZY CLIMBERS" ALGORITHM
The TVFRF defined by Equation (5) does not involve any data averaging in the time domain. Additionally, when the data analyzed is noisy and close vibration modes are involved, the process of ridge extraction and ridge chaining can lead to significant numerical errors and a difficult interpretation. Various post-processing algorithms can be applied to avoid such difficulties. The so-called "Crazy Climbers" algorithm is one of the possible methods that can be used in practice. This method is based on Monte Carlo Markov Chain (MCMC) simulations. The main idea of the method is to use the TVFRF to generate a random walk on the time-frequency plane in such a way that the random walker is attracted by the ridges of the hills. In addition, the random walk is done at a given "temperature," which changes over time. The temperature is gradually decreased in the process, as in the simulated annealing algorithm. However, contrary to the simulated annealing procedure, the motion of the walker is unrestricted in one direction, and the walker is never stuck on a ridge. Thanks to the temperature schedule, each climber is expected to spend most of his time walking along one ridge involved or another. Therefore, there are a number of walkers instead of just one, and the entire procedure is suitable for multi-degree-of-freedom (MDOF) systems. Thanks to these random walks, one can create the so-called occupation measures. These occupation measures are created for each point on the time-frequency plane. They represent numbers of time when certain points were visited by walkers. The occupation measures are expected to have higher values near the ridges, as they are more attractive for the climbers. The "Crazy Climbers" algorithm has a great advantage in terms of possible mode separation when closed vibration modes are involved. A more detailed description of the entire algorithm can be found in (Carmona et al. 1998) . When occupation measures are created, the results are chained to obtain skeletons. The chaining procedure consists of two major steps. First, a thresholding of the occupation measures is performed. Values below the pre-defined fixed value λ are forced to zero; i.e.,
where ρ is the occupation measure obtained by means of the "Crazy Climbers" algorithm. The second step considers chaining the relevant ridges into a number of skeletons in such a way that the maximal points are connected together when moving along the time direction. The entire procedure allows for ridge extraction, which is essential for system identification.
EXPERIMENTAL VALIDATION
A simple experiment was conducted to obtain vibration data from a time-variant system. The system analyzed was the time-variant three-floor-building model shown in Figure 1. The building model consisted of three 10 × 10 × 0.3 cm plates connected with four 1 mm diameter rods. On top plate empty tank was installed into which 200 ml of water was poured in during the experiment, this forced change of structures mass. Three-floor building model was excited using an electrodynamic shaker with band-limited white noise excitation signal up to 25 Hz. PCB 288D01 impedance head was connecting electrodynamic shaker with the base of the three-floor building structure and was measuring the force and acceleration signals. PCB 333B30 accelerometer was attached to the second floor plate and was measuring acceleration signal. Sampling frequency was set to 200 Hz. Although a number of tests were conducted to check the repeatability, data from only one test was used for further analysis. In other words, averaging was not applied (as explained in Section 3).
Before and after the time-variant experiment, a classical time-invariant experiment was conducted. Results of these experiments revealed, among others, one frequency mode of particular interest. This vibration mode was observed in the empty-tank state at 20.36 Hz and in the full-tank state at 20.17 Hz.
The data acquired during the time-variant experiment was subjected to a classical analysis. Figure 2 presents the classical FRF from time-variant experiment. A vibration mode of interest was found at 20.12 Hz. Clearly, a classical analysis failed to identify the time-variant nature of the structure.
After applying the procedures described in Section 3, the TVFRF was obtained (presented in Figure 3) . Although a high level of uncertainty is present due to numerical problems with the calculation procedure, these characteristics provide a rough idea of the time-variant nature of the three-floor-building model. 
CONCLUSIONS
The TVFRF based on the STFT was used for the identification of time-variant systems. The "Crazy Climbers" algorithm was applied to reveal the varying natural frequencies of a three-floor-building model. The results show that the method can be used to reveal the time--variant behavior of the system and to extract its varying natural frequencies. It is important to note that the identification performance of the method has been presented on one identified modal parameter.
