On classification capability of neural networks: a case study with otoneurological data.
We investigated the capability of multilayer perceptron neural networks and Kohonen neural networks to recognize difficult otoneurological diseases from each other. We found that they are efficient methods, but the distribution of a learning set should be rather uniform. Also it is important that the number of learning cases is sufficient. If the two mentioned conditions are satisfied, these neural networks are similarly efficient as some other machine learning methods. The conditions are known in the theory of neural networks [1,2], but not often taken seriously in practice. Both networks functioned as well, excluding the case with several input variables, where the Kohonen neural networks surpassed the perceptron.