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Re´sume´
Complexite´ des dynamiques des jeux
par Xavier Zeitoun
Complexity theory allows to classify problems by their algorithmic hardness. The classical
framework in which it applies is the one of a centralized algorithm that knows every informa-
tion. With the development of networks and decentralized architectures, distributed dynamics
was studied. In many problems, in optimization or economy, actions and computations are
made by independant agents that don’t share the same objective whose realization depends
on the actions of other agents. Game theory is a natural framework to study solutions of this
kind of problem. It provides solution concepts such as the Nash equilibrium.
A natural way to compute these solutions is to make the agents react ; if an agent sees the
actions of the other player, or more generally the state of the game, he can decide to change
his decision to reach his objective and updates the state of the game. We call dynamics this
kind of algorithms.
We know some dynamics converges to a stable solution. We are interested by the speed of
convergence of these dynamics. Some solution concepts are even complete for some complexity
classes which make unrealistic the existence of fast converging dynamics. We used three
ways to obtain a fast convergence : improving dynamics (using random bits), finding simple
subcases, and finding an approximate solution.
We extent fast convergence results to an approximate Nash equilibria in negative congestion
games. However, we proved that finding an approximate Nash equilibrium in a congestion
games without sign restriction is PLS-complete. On matching game, we studied the speed of
concurrent dynamics when players have partial information that depends on a social network.
Especially, we improved natural dynamics for them to reach an equilibrium in O(log(n))
rounds (with n is the number of players).
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Re´sume´
Complexite´ des dynamiques des jeux
par Xavier Zeitoun
La the´orie de la complexite´ permet de classifier les proble`mes en fonction de leur difficulte´.
Le cadre classique dans lequel elle s’applique est celui d’un algorithme centralise´ qui dispose
de toutes les informations. Avec l’essor des re´seaux et des architectures de´centralise´es, l’algo-
rithmique distribue´e a e´te´ e´tudie´e. Dans un grand nombre de proble`mes, en optimisation et
en e´conomie, les de´cisions et les calculs sont effectue´s par des agents inde´pendants qui suivent
des objectifs diffe´rents dont la re´alisation de´pend des de´cisions des autres agents. La the´orie
des jeux est un cadre naturel pour analyser les solutions de tels proble`mes. Elle propose des
concepts de stabilite´, le plus classique e´tant l’e´quilibre de Nash.
Une manie`re naturelle de calculer de telles solutions est de  faire re´agir les agents ; si un
agent voit quelles sont les de´cisions des autres joueurs ou plus ge´ne´ralement un  e´tat du
jeu, il peut de´cider de changer sa de´cision pour atteindre son objectif faisant ainsi e´voluer
l’e´tat du jeu. On dit que ces algorithmes sont des dynamiques.
On sait que certaines dynamiques convergent vers un concept de solution. On s’inte´resse a` la
vitesse de convergence des dynamiques. Certains concepts de solutions sont meˆme complets
pour certaines classes de complexite´ ce qui rend peu vraisemblable l’existence de dynamiques
simples qui convergent rapidement vers ces solutions. On a utilise´ alors trois approches pour
obtenir une convergence rapide : ame´liorer la dynamique (en utilisant par exemple des bits
ale´atoires), restreindre la structure du proble`me, et rechercher une solution approche´e.
Sur les jeux de congestion, on a e´tendu les re´sultats de convergence rapide vers un e´quilibre
de Nash approche´ aux jeux ne´gatifs. Cependant, on a montre´ que sur les jeux sans contrainte
de signe, calculer un e´quilibre de Nash approche´ est PLS-complet. Sur les jeux d’appariement,
on a e´tudie´ la vitesse de dynamiques concurrentes lorsque les joueurs ont une information
partielle parame´tre´e par un re´seau social. En particulier, on a ame´liore´ des dynamiques
naturelles afin qu’elles atteignent un e´quilibre en O(log(n)) tours (avec n le nombre de
joueurs).
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Re´sume´
Avec le de´veloppement des re´seaux, de nombreux algorithmes distribue´s sont apparus pour
re´soudre des proble`mes d’optimisation. La the´orie des jeux est un cadre naturel pour l’analyse
de ces algorithmes ou` chaque agent est mode´lise´ par un joueur. Un e´quilibre du jeu correspond
a` la situation que l’on cherche a` atteindre et il est alors naturel d’e´tudier la complexite´
des e´quilibres. L’e´tude des e´quilibres de Nash [1] a permis d’isoler de nouvelles classes de
complexite´, telles que PLS et PPAD des sous-classes de TFNP [2], la famille des proble`mes de
recherche NP pour lesquels il existe toujours une solution. Dans certains jeux, la recherche
d’e´quilibres de Nash est un proble`me complet pour ces classes, et donc algorithmiquement
difficiles.
Une solution possible pour la recherche d’e´quilibres est un algorithme qui re´pe`te le jeu,
et simule les re´actions des joueurs. A chaque tour, les joueurs peuvent mettre a` jour leur
strate´gie en fonction de l’historique des ite´rations du jeu. Une dynamique de jeux de´termine
comment les joueurs re´agissent. Certaines dynamiques, dans certains cas convergent vers un
e´quilibre. Nous nous inte´ressons alors a` la vitesse de convergence, en fonction du nombre de
joueurs et de la taille de l’espace des strate´gies.
Un cas classique est la dynamique du jeu fictif dans les jeux a` somme nulle [3, 4]. Cette dy-
namique de´terministe converge lentement vers l’e´quilibre [5, 6]. On peut se poser la question
de savoir s’il existe des dynamiques randomise´es plus efficaces.
La difficulte´ algorithmique des e´quilibres exacts a motive´ l’e´tude des e´quilibres approche´s.
Des e´quilibres de Nash approche´s ont e´te´ de´finis et e´tudie´s a` la fois dans un mode`le d’ap-
proximation additive [7–13] et dans un mode`le d’approximation multiplicative [14, 15].
La the´orie de la complexite´ a montre´ que la combinaison de l’approximation et de la randomi-
sation permet parfois de re´soudre des proble`mes difficiles. Ainsi le test de proprie´te´ permet de
re´soudre des proble`mes NP-durs, PESPACE-durs et meˆme inde´cidables, en introduisant ces
deux notions. Un parame`tre ε fixe l’approximation et un parame`tre δ la probabilite´ d’erreur.
Souvent 1− δ est la confiance, c’est-a`-dire la probabilite´ d’atteindre une solution approche´e.
Il est donc naturel d’e´tudier des dynamiques randomise´es pour approximer des e´quilibres.
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On e´tudie certaines dynamiques dans des jeux a` information partielle. L’information partielle
dans les cas e´tudie´s vient du fait que les joueurs font partie d’un re´seau social, et n’apprennent
des informations sur le jeu qu’en e´changeant et cre´ant des liens sur le re´seau.
Notre travail se situe dans ce cadre. Certains re´sultats portent sur la complexite´ des e´quilibres
et d’autres sur la convergence rapide de certaines dynamiques, qui peuvent dans certains cas
eˆtre randomise´es :
– comme re´sultat ne´gatif, nous avons montre´ que trouver un e´quilibre approche´ sur les jeux
de congestion sans contrainte de signe et a` sauts borne´s est PLS-complet.
– Comme re´sultat positif, nous avons exhibe´ une dynamique qui converge en temps poly-
nomial vers un e´quilibre approche´ sur les jeux de congestion ne´gatifs a` sauts borne´s. Sur
les jeux d’appariements, nous avons exhibe´ des dynamiques concurrentes qui convergent
tre`s rapidement (O(log(n)) tours avec n le nombre de joueurs) sur les jeux de suiveurs sur
re´seau social et dans les jeux de couplage sur re´seau social.
Le chapitre 1 pre´sente les notions utilise´es, en particulier les jeux et les notions d’e´quilibres
e´tudie´es dans les chapitres suivants.
Le chapitre 2 pre´sente une ame´lioration de la dynamique classique du jeu fictif pour les
jeux a` deux joueurs a` somme nulle propose´e par a` Grigoriadis et Khachian[16]. Ce chapitre
ne comprend pas de nouveaux re´sultats, mais la me´thode dite des poids multiplicatifs [17]
montre comment approximation et randomisation permet de passer d’une convergence en
Ω(2n) tours a` une convergence en O(log(n)) tours.
Les chapitres 3 et 4 sont consacre´s aux jeux de congestion, pour lesquels Fabrikant et all [18]
ont montre´ que trouver e´quilibre de Nash pur est PLS-complet. La litte´rature fournit cepen-
dant des sous-classes des jeux de congestion dans lesquelles trouver un e´quilibre est faisable
en temps polynomial [18–20]. On conside`re une approximation multiplicative d’un e´quilibre
de Nash, c’est-a`-dire des profils de strate´gies dans lesquels les joueurs ne peuvent ame´liorer
leur utilite´ d’un certain facteur. Dans ce contexte, Chien et Sinclair [14, 21] exhibent des con-
ditions pour que la dynamique -Nash converge rapidement vers un e´quilibre. Skopalick
et Vo¨cking [22] ont cependant montre´ que dans le cas ge´ne´ral, trouver un e´quilibre de Nash
approche´ reste PLS-complet. Le chapitre 3 pre´sente le versant complexite´ du proble`me. En
particulier, nous montrons comment e´tendre les re´sultats ne´gatifs de Skopalik et Vo¨cking aux
de jeux de congestion sans contrainte de signe. Le chapitre 4 pre´sente le versant dynamique
du proble`me. En particulier, nous y e´tendons les re´sultats de Chien et Sinclair aux jeux de
congestion ne´gatifs.
Dans le chapitre 5, on s’inte´resse aux jeux d’appariement dans lesquels le but des joueurs
est de former des liens avec les autres joueurs. Les proble`mes classiques du mariage stable
ou de la collocation stable peuvent eˆtre repre´sente´s dans ce formalisme. Gale et Shapley [23]
ont expose´ un algorithme qui re´sout le proble`me du mariage stable en temps polynomial.
Pour des ge´ne´ralisations du proble`me comme la collocation stable, l’existence d’une solution
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n’est pas garantie, voire NP-comple`te [24]. La re´solution de ces jeux par des dynamiques a
e´te´ e´tudie´e par [25, 26]. Dans un article tre`s inte´ressant [27] Hoefer a pre´sente´ un mode`le
de jeux sur re´seau social dans lequel les joueurs ont une information partielle ; les joueurs
sont des membres d’un re´seau social et n’ont connaissance des autres joueurs qu’a` travers
ce re´seau. Dans ce cadre on s’inte´resse a` deux types de jeux : les jeux de suiveurs et les
jeux de couplage. Les jeux de suiveurs peuvent eˆtre interprete´s comme un mode`le simpliste
de Twitter. Sans re´seau social (c’est-a`-dire si les joueurs ont une information comple`te), la
dynamique de Nash concurrente converge en 1 tour sur ces jeux. Cependant, on montre
que la dynamique de Nash concurrente ne´cessite Ω(n) tours sur les jeux de suiveurs sur
re´seau social. On propose alors une extension de la dynamique dans laquelle les joueurs
effectuent une forme de diffusion. On pre´sente une dynamique avec diffusion qui converge
vers un e´quilibre en O(log(n)) tours sur les jeux de suiveurs sur re´seau social.
Hoefer a montre´ que les dynamiques d’ame´liorations par paire (AP-dynamiques) sur les
jeux de couplage atteignent un e´quilibre en 2Ω(n) tours avec n le nombre de joueurs. On a
exhibe´ des conditions qui garantissent que sans le re´seau social, les AP-dynamiques concur-
rentes gloutonnes convergent en O(log(n)). Cependant meˆme avec ces conditions, les AP-
dynamiques ne´cessitent Ω(n) tours pour atteindre un e´quilibre dans les jeux de couplage
sur re´seau social. On propose alors une extension des dynamiques dans laquelle les joueurs
effectuent une forme d’exploration qui permet d’atteindre un e´quilibre en O(log(n)) tours.
Chapitre 1
Pre´liminaires : allocation de
ressources et jeux
Ce chapitre introduit les proble`mes et les concepts de solution e´tudie´s dans les chapitres
suivants.
La section 1.1 pre´sente des concepts de base sur des jeux. Les sections 1.2 et 1.3 pre´sentent
les jeux de congestion et les jeux de couplage.
1.1 Ge´ne´ralite´s sur les Jeux
Il est naturel de repre´senter les proble`mes d’allocation de ressources en utilisant deux ensem-
bles : un ensemble de ressources et un ensemble d’utilisateurs. La de´finition des proble`mes
d’allocation de ressources est ge´ne´ralement comple´te´e par un ensemble de contraintes que
l’allocation doit satisfaire et une fonction objectif a` maximiser.
Prenons comme illustration le proble`me qui se pose chaque anne´e aux responsables des
UFR : affecter des cours a` des enseignants. Les ressources sont les enseignants, tandis
que les utilisateurs sont les cours. Une solution au proble`me est une affectation des cours
aux enseignants qui ve´rifie les contraintes (limite de charge d’enseignement, compe´tences de
l’enseignant, couverture de tous les cours, contentement des enseignants...).
Une solution qui re´sout un proble`me d’allocation de fac¸on centralise´e ne´cessite, pour eˆtre
applicable, qu’il y ait une autorite´ qui controˆle ce que font les utilisateurs et ce que font les
ressources. Dans cette the`se nous conside´rons le cas ou` l’on n’a pas de telle autorite´ et que les
utilisateurs que l’on appelle a` partir de maintenant joueurs sont e´go¨ıstes ; c’est-a`-dire qu’ils
ne cherchent pas a` optimiser un objectif global, mais a` optimiser une fonction d’utilite´ qui
leur est propre. Le proble`me devient alors un jeu. Des solutions aux jeux sont des allocations
qui ve´rifient une notion de stabilite´.
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1.1.1 Jeux sous forme strate´gique
Les jeux e´tudie´s dans cette the`se sont sous forme strate´gique. Cela signifie qu’ils sont de´finis
par un triplet < N, (Si)i∈N , (ui)i∈N > avec :
– N = {1 . . . n} est un ensemble de joueurs ;
– pour chaque joueur i, Si est un ensemble de strate´gies  pures  ;
– on appelle profil de strate´gies σ = (σi)i∈N un n-uplet qui contient la strate´gie de chaque
joueur. On note σ−i = (σ1 . . . σi−1, σi+1 . . . σn) le profil de strate´gies auquel il manque la
strate´gie du joueur i ;
– pour chaque joueur i, ui : (S1 × . . . × Sn) → R est une fonction d’utilite´ de´finie sur les
profils de strate´gies.
Le but des joueurs est de maximiser leur utilite´. Dans certains jeux, l’objectif des joueurs est la
minimisation d’une fonction de couˆt. On note alors pour chaque joueur i, ci : (S1×. . .×Sn)→
R la fonction de couˆt du joueur i de´finie sur les profils de strate´gies.
Le jeu se de´roule en un coup. Les joueurs re´ve`lent leur strate´gie simultane´ment. Ils con-
statent alors quelle est leur utilite´ sur le profil de strate´gies de´voile´.
1.1.2 La repre´sentation matricielle
La repre´sentation matricielle stocke l’utilite´ de chaque joueur pour tous les profils de strate´gies
possibles. La taille de cette repre´sentation est prohibitive lorsque le nombre de joueurs ou
le nombre de strate´gies est grand. Dans un jeu a` n joueurs, tel que chaque joueur a deux
strate´gies diffe´rentes, il y a 2n profils de strate´gies diffe´rents.
On s’inte´resse aux jeux sous forme matricielle a` 2 joueurs, appele´s jeux bimatriciels. On
appelle les deux joueurs I et II. Un jeu bimatriciel est de´crit par un couple de matrices
< A = (ai,j)i≤n,j≤m, B = (bi,j)i≤n,j≤m > avec n le nombre de strate´gies de I et m, le nombre
de strate´gies de II. Les coefficients repre´sentent les utilite´s des joueurs ; c’est-a`-dire que
uI(i, j) = ai,j et uII(i, j) = bi,j .
L’exemple le plus ce´le`bre de cette repre´sentation est probablement le dilemme du pris-
onnier : les deux joueurs sont suspecte´s d’avoir commis un de´lit grave. Les preuves en
possession des enqueˆteurs ne permettent cependant que de les inculper pour un de´lit mineur.
I et II sont interroge´s se´pare´ment par les enqueˆteurs et n’ont pas de moyen de communiquer
entre eux. Ils ont deux strate´gies : se taire ou de´noncer. S’ils se taisent tous les deux, ils sont
inculpe´s pour le de´lit mineur et purgent chacun un an de prison. S’ils se de´noncent tous les
deux, ils purgent chacun 5 ans de prison. Si l’un des deux de´nonce l’autre, les enqueˆteurs
passent l’e´ponge sur le de´lit mineur du de´lateur et l’autre purge 10 ans de prison. Ce jeu est
repre´sente´ figure 1.1. Les strate´gies du joueur I sont sur les lignes et celle du joueur II sur
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se taire de´noncer
se taire (-1 ; -1) (-10 ;0)
de´noncer (0 ;-10) (-5 ;-5)
Figure 1.1: Repre´sentation matricielle du dilemme du prisonnier
pierre feuille ciseaux
pierre (0 ; 0) (-1 ;1) (1 ;-1)
feuille (1 ;-1) (0 ;0) (-1 ;1)
ciseaux (-1 ;1) (1 ;-1) (0 ;0)
Figure 1.2: Repre´sentation matricielle de pierre,feuille,ciseaux
les colonnes. Pour chaque couple de coefficients, le premier membre repre´sente l’utilite´ du
joueur I, le second repre´sente l’utilite´ du joueur II.
Un premier concept de solution : l’E´quilibre de Nash pur [40]. Un profil de
strate´gies est un E´quilibre de Nash Pur (NEP) si aucun joueur ne peut ame´liorer son utilite´
en changeant sa strate´gie unilate´ralement ; c’est-a`-dire, σ est un NEP si pour tout joueur i
et pour toute strate´gie σ′i, ui(σ) ≥ ui(σ−i, σ′i).
Les NEP sont des solutions convaincantes meˆmes pour des jeux qui se de´roulent en un coups ;
en effet, sur un tel profil, si les joueurs de´cidaient de se communiquer leur strate´gie avant de
jouer, aucun joueur ne changerait sa strate´gie puiqu’il ne pourrait ame´liorer son utilite´.
Meˆme sans communication, dans certains jeux, les joueurs peuvent constater que quelles que
soient les strate´gies choisies par les autres joueurs, une strate´gie est toujours meilleure que les
autres. Par exemple dans le dilemme du prisonnier, quelle que soit la strate´gie de II, l’utilite´
de I est toujours meilleure s’il choisit la strate´gie de´noncer que s’il choisit la strate´gie se
taire. Si les deux joueurs font cette remarque, il semble raisonnable qu’ils choisissent tout les
deux de de´noncer. Le profil (de´noncer, de´noncer) est un NEP (le seul) de ce jeu.
La proce´dure dite  d’e´limination des strate´gies domine´es  permet e´galement dans certains
jeux de trouver un NEP.
Tous les jeux ne posse`dent pas de NEP. Le jeu pierre, feuille, ciseaux n’en posse`de pas. Il
est de´fini par les re`gles suivantes : chaque joueur choisit un e´le´ment parmi {pierre, feuille, ciseaux} ;
la pierre bat les ciseaux, les ciseaux battent la feuille et la feuille bat la pierre. Si les deux
joueurs choisissent la meˆme strate´gie il y a e´galite´.
Par exemple, si le joueur I choisit la strate´gie pierre et que le joueur II choisit ciseaux,
l’utilite´ de I est 1 et l’utilite´ de II est -1. Si les deux joueurs choisissent la meˆme strate´gie,
leur utilite´ est 0.
Ce jeu est repre´sente´ figure 1.2.
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Le lecteur peut ve´rifier en regardant exhaustivement tous les profils de strate´gies qu’aucun
n’est un NEP ; c’est-a`-dire qu’au moins un joueur a` inte´reˆt a` changer de strate´gie. Par
exemple sur le profil (pierre, feuille), l’utilite´ du joueur I est -1. Il peut ame´liorer son utilite´
en changeant de strate´gie pour ciseaux.
E´quilibre de Nash, strate´gie mixte, et repre´sentation vectorielle des strate´gies.
Le re´sultat de John Nash stipule que tous les jeux (finis) ont un e´quilibre de Nash (NE).
Cependant, cet e´quilibre n’est pas ne´cessairement constitue´ de strate´gies pures. Il peut
ne´cessiter que les joueurs utilisent des strate´gies randomise´es appele´es aussi strate´gies mixtes ;
c’est-a`-dire une strate´gie qui de´finit une distribution de probabilite´ sur les strate´gies pures.
Une strate´gie mixte est repre´sentable par un vecteur a` coefficients positifs de dimension e´gale
au nombre de strate´gies du joueur et dont la somme des coefficients vaut 1.
La repre´sentation matricielle prend alors tout son sens. L’utilite´ d’un joueur sur un profil
de strate´gies mixtes est de´finie comme l’espe´rance de l’utilite´ sur les profils tire´s selon la
distribution de´finie par les strate´gies mixtes des joueurs. Dans un jeu matriciel < A,B >,
l’utilite´ du joueur I sur un profil mixte (σI , σII) est e´gale a` σ
t
IAσII .
Par exemple, l’unique NE du jeu pierre, feuille, ciseaux est le profil sur lequel les deux
joueurs jouent chaque strate´gie avec probabilite´ 13 . Sur ce profil l’utilite´ des deux joueurs est
0. Cependant, aucun joueur ne peut ame´liorer cette utilite´ en changeant unilate´ralement de
strate´gie.
1.1.3 Dynamiques
Les dynamiques forment une classe d’algorithmes pour calculer une solution d’un jeu. Elles
consistent a` re´pe´ter le jeu et a` faire effectuer des mouvements aux joueurs, c’est-a`-dire
des changements de strate´gie en fonction de l’historique.
Cette the`se e´tudie des dynamiques discre`tes ou` les e´volutions se font par tour, par opposi-
tion aux dynamiques continues [28] ou` les mouvements sont spe´cifie´s par des e´quations aux
de´rive´es partielles. Sur une dynamique discre`te, un historique est une se´quence de profils
σ(1) . . . σ(t) avec σ(t) le profil des strate´gies joue´es par les joueurs au tour t. Une dynamique
discre`te est repre´sentable par une fonction de mise a` jour qui de´termine a` partir de l’his-
torique les mouvements pour le prochain tour.
Nous nous inte´ressons dans cette the`se a` prouver la convergence rapide de dynamiques vers
un e´quilibre. Pour cela il convient de´ja` de savoir quelles dynamiques convergent (et vers
quoi). Il y a diffe´rentes notions de convergence.
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Convergence. Le premier exemple d’utilisation d’une dynamique pour le calcul d’e´quilibre
est a` ma connaissance la dynamique du jeu fictif propose´e par Brown [3] pour les jeux a`
deux joueurs a` somme nulle. Dans cette dynamique, chaque joueur se´lectionne a` chaque
tour la strate´gie qui maximise l’utilite´ par rapport a` la moyenne statistique des strate´gies
joue´es par l’autre joueur dans l’historique ; c’est-a`-dire un vecteur qui contient pour chaque
strate´gie, une probabilite´ proportionnelle au nombre de tours sur lesquels elle est se´lectionne´e
(la dynamique est de´taille´e plus pre´cise´ment au chapitre 2). Robinson [4] a prouve´ que le
profil constitue´ des moyennes statistique des strate´gies joue´es par les deux joueurs converge
vers un profil de strate´gies optimales sur les jeux a` deux joueurs a` somme nulle (ce qui
est correspond a` un e´quilibre de Nash). Monderer et Shapley [29, 30] ont e´galement prouve´
que cette dynamique convergeait vers un e´quilibre de Nash sur les jeux de potentiel (de´finis
section 1.3 ).
Lorsque le jeu n’est pas a` deux joueurs et a` somme nulle, la dynamique du jeu fictif ne con-
verge plus vers un e´quilibre de Nash [31]. Il n’existe d’ailleurs pas de dynamique  naturelle qui
converge vers un e´quilibre de Nash dans le cas ge´ne´ral. Calculer un e´quilibre de Nash dans ces
jeux est PPAD-complet. Calculer un NE dans un jeu a` somme nulle mais avec trois joueurs
est PPAD-complet [1]. Cet e´nonce´ est un corollaire de la PPAD-comple´tude d’un jeu matriciel
a` deux joueurs : un NE d’un jeu a` deux joueurs est e´quivalent a` un NE d’un jeu a` 3 joueurs
a` somme nulle tel que l’utilite´ du troisie`me joueur, qui n’a qu’une strate´gie, est de´finie de
telle sorte que la somme des utilite´s vaut 0.
Nous nous sommes inte´resse´s a` une classe particulie`re de jeux, les jeux de congestion (de´finis
section 1.2), pour lesquels des dynamiques tre`s simples, ou` la mise-a`-jour au tour t ne de´pend
pas de l’historique complet mais uniquement du tour pre´ce´dent, convergent vers un NEP.
Convergence Rapide. Bien que la dynamique du jeu fictif converge dans les jeux a` somme
nulle, le nombre de tours ne´cessaires a` la convergence peut eˆtre exponentiel dans le nombre de
strate´gies [5, 6]. Grigoriadis et Khachiyan [16] ont propose´ une ame´lioration de la dynamique
qui permet de converger en un nombre de tours logarithmique dans le nombre de strate´gies
vers un e´quilibre approche´. Cette ame´lioration est pre´sente´e au chapitre 2.
Sur les jeux de congestion la situation est similaire. La dynamique simple e´voque´e pre´ce´demment
converge en un nombre exponentiel de tours. Calculer un e´quilibre est complet pour la classe
de complexite´ PLS, ce qui rend peu vraisemblable l’existence d’une dynamique qui con-
verge rapidement. Chien et Sinclair [14] ont cependant exhibe´ des conditions pour qu’une
dynamique simple converge rapidement vers un e´quilibre approche´. Les re´sultats sur la com-
plexite´ des e´quilibres dans les jeux de congestion sont pre´sente´s au chapitre 3, tandis que les
re´sultats sur la convergence rapide sont pre´sente´s au chapitre 4.
Notation. On classifie les dynamiques en fonction des crite`res suivants :
– mises a` jour de´pendantes de l’historique complet ou de´pendante uniquement du profil
courant ; la dynamique du jeu fictif par exemple, de´pend de l’historique complet (on peut
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cependant l’imple´menter en ne conservant a` chaque tour que la moyenne statistique des
strate´gies joue´es). Les dynamiques de Nash e´tudie´es sur les jeux de congestion en revanche
n’ont besoin que du profil courant.
– mises a` jour de´terministes ou probabilistes : dans une dynamique probabiliste la mise
a` jour fait appel a` des bits ale´atoires. Cela permet une certaine flexibilite´ sur la notion
de convergence. Les re´sultats obtenus e´tablissent la convergence rapide avec une grande
probabilite´.
– mises a` jour concurrentes ou se´quentielles : dans une dynamique se´quentielle, un seul
joueur par tour change de strate´gie, alors que dans une dynamique concurrente, plusieurs
joueurs par tour peuvent changer de strate´gie. La dynamique de Nash sur les jeux de
congestion est se´quentielle alors que les dynamiques e´tudie´es pour les jeux a` somme nulle
a` deux joueurs et les jeux d’appariements sont concurrentes. Comme plusieurs joueurs
effectuent des mouvements a` chaque tour, les dynamiques concurrentes peuvent ne´cessiter
un nombre de tours sous-line´aire dans le nombre de joueurs pour converger.
1.1.4 Dynamiques pour des jeux a` information partielle
Un jeu est dit a` information comple`te si tous les joueurs connaissent tous les espaces de
strate´gies et toutes les fonction d’utilite´s. Sinon le jeu est dit a` information partielle. Les
enche`res peuvent eˆtre vues comme un exemple des jeux a` information partielle. Les joueurs
sont les acheteurs. Ils ne connaissent pas a` combien l’objet mis en vente est e´value´ par les
autres acheteurs. Ces jeux ont une place centrale dans le domaine de la  conception de
me´canismes (mechanism design).
La notion d’information comple`te est diffe´rente de la notion d’information parfaite dans un
jeu sous forme extensive [32]. Dans un jeu sous forme extensive les joueurs jouent l’un apre`s
l’autre et non simultane´ment. Un jeu est a` information parfaite si au moment ou` un joueur
prend sa de´cision, il connaˆıt toutes les de´cisions ante´rieures.
Nous nous inte´ressons a` un type d’information partielle un peu particulier ; les joueurs ne
connaissent pas toutes les strate´gies qu’ils peuvent choisir comme dans un jeu sous forme
strate´gique standard. L’espace des strate´gies qu’ils connaissent et peuvent donc se´lectionner
est de´termine´ par un profil  courant . Le chapitre 5 pre´sente les re´sultats obtenus sur
l’impact de l’information partielle de ce type sur la vitesse de convergence de dynamiques
sur les jeux d’appariement (de´finis section 1.3).
1.1.5 Efficacite´ des solutions
La question de l’efficacite´ des solutions n’est pas centrale dans document, mais nous y faisons
occasionnellement re´fe´rence.
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Un objectif global standard est d’optimiser le bien-eˆtre global, de´fini par la somme des
utilite´s des joueurs. Les solutions, bien que satisfaisant une notion de stabilite´, ne sont pas
ne´cessairement optimales pour un objectif global.
Papadimitriou et Koutsoupias [33] ont nomme´ prix de l’anarchie d’une classe de jeux C le
rapport suivant :
MaxG∈C
bien-eˆtre global sur l’optimum de G
bien-eˆtre global sur le pire NE de G
Ce rapport mesure la de´te´rioration entre une solution trouve´e par des agents laisse´s libres et
une solution trouve´e par un dictateur bienveillant et tout puissant qui chercherait a` optimiser
le bien-eˆtre global. Le prix de l’anarchie est dans le cas ge´ne´ral non borne´. Il a e´te´ e´tudie´
dans les jeux de congestion [34, 35], et les jeux de partages de re´seau [36].
Une litte´rature florissante depuis [37–39] s’inte´resse a` borner et a` comparer ce type rapport
d’efficacite´ sur diffe´rents jeux et concepts d’e´quilibres et aux me´canismes de coordination.
1.2 Jeux de congestion
On pre´sente dans cette section les jeux de congestion auxquels les chapitres 3 et 4 sont
consacre´s.
1.2.1 Des jeux a` n joueurs avec une repre´sentation succincte
Ces jeux ont e´te´ expose´s pour la premie`re fois par Rosenthal [40]. Ce sont des jeux a` n joueurs
repre´sentables de fac¸on succincte qui ont la particularite´ de toujours posse´der un NEP.
Il s’agit de jeux sous forme strate´gique dans lesquels les joueurs doivent utiliser des ressources.
Une strate´gie est un sous-ensemble de l’ensemble des ressources. L’utilisation d’une ressource
est soumise a` un de´lai. Le de´lai d’une ressource est de´termine´ par une fonction qui prend en
argument un entier. Cet entier repre´sente le nombre de joueurs qui utilisent la ressource. Les
joueurs doivent payer les de´lai des ressources dans leur strate´gie qui sont de´pendants de la
strate´gie des autres joueurs.
Ce mode`le peut repre´senter par exemple le trafic routier. Les joueurs sont des conducteurs
qui cherchent a` aller d’une origine du re´seau a` une destination. L’ensemble des strate´gies
d’un joueur est l’ensemble des chemins de son origine a` sa destination. Les fonctions de de´lai
sur les axes repre´sentent le temps ne´cessaire pour les traverser. L’objectif des joueurs est de
minimiser leur temps de trajet, ce qui correspond a` minimiser la somme des de´lais des axes
utilise´s.
Sur l’exemple de la figure 1.3, si un joueur souhaite aller de Porte de Bagnolet a` Porte
d’Auteuil, on peut extraire 3 strate´gies :
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Figure 1.3: jeux de congestion a` Paris
– passer par le boulevard pe´riphe´rique Sud ;
– passer par le boulevard pe´riphe´rique Nord ;
– passer par l’inte´rieur de Paris.
La meilleure strate´gie de´pend du niveau de congestion des diffe´rentes routes. Les routes de
l’inte´rieur de Paris, plus petites ont une fonction de de´lai qui augmente plus vite que les
tronc¸ons du boulevard pe´riphe´rique.
On donne formellement la de´finition d’un jeu de congestion :
Definition 1.1. Un jeu de congestion est un 4-uplet < N,R, (dr)r∈R, (Si)i∈N > avec :
– N = [n] est l’ensemble des joueurs ;
– R est l’ensemble des ressources ;
– pour chaque r ∈ R, dr : [n]→ Z est une fonction de de´lai ;
– pour chaque i ∈ N ; Si contient des sous-ensembles de R ;
– La fonction de couˆt ci, que chaque joueur cherche a` minimiser est de´finie par
ci(σ) =
∑
r∈σi
dr(]r(σ))
avec ]r(σ) le nombre de joueurs dont la strate´gie contient r sur le profil σ.
On dit qu’un jeu de congestion est positif si les fonctions de de´lai de toutes les ressources du
jeu sont toujours positives. De la meˆme manie`re, on dit qu’un jeu de congestion est ne´gatif
si les fonctions de de´lai de toutes les ressources sont toujours ne´gatives. Si un jeu pre´sente
des fonctions de de´lai positives et ne´gatives, on dit que le jeu est sans contrainte de signe
Jeux de congestion ne´gatifs : maximiser une utilite´. L’exemple du trafic routier ne
semble pas re´aliste pour motiver l’e´tude des jeux de congestion ne´gatifs. En effet, une route
a` de´lai ne´gatif serait dans cette exemple une route qui permet de remonter dans le temps...
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Un jeu de congestion ne´gatif est en fait un jeu de maximisation d’utilite´ qui serait constitue´ de
la somme de  profits  repre´sente´ par l’oppose´ des de´lais. Les jeux de partage de marche´s
propose´s par [41] rentrent dans ce cadre de maximisation de profits. Dans les jeux de partage
de marche´s, les ressources sont des marche´s et les joueurs sont des vendeurs ambulants. Les
strate´gies des joueurs repre´sentent les marche´s sur lesquels les joueurs souhaitent vendre
leurs produits tandis que les  de´lais ne´gatifs repre´sentent les profits re´alise´s dont il faut
minimiser la somme. Chaque marche´ a une valeur qui repre´sente le profit qui peut eˆtre
obtenu sur ce marche´. On suppose que si plusieurs joueurs vendent sur un meˆme marche´, ils
se partagent la valeur du marche´ e´quitablement.
Formellement la de´finition est la suivante :
Definition 1.2 (Jeux de partage de marche´s). Un jeu de partage de marche´s est un 4-uplet
< N,M, (vm)m∈M, (Si)i∈N > avec :
– N est un ensemble de joueurs ;
– M est un ensemble de marche´s ;
– pour tout marche´ m, vm ∈ R repre´sente la valeur du marche´ m ;
– pour tout i, Si contient des sous-ensembles de M ;
– l’utilite´ ui que les joueurs souhaitent maximiser est de´finie par ui(σ) =
∑
m∈σi
vm
]m(σ)
avec
]m(σ) : le nombre de joueurs dont la strate´gie contient m sur le profil σ.
Exemple 1.1 (Partage de marche´s parisiens). Les joueurs sont des vendeurs de le´gumes
sur des marche´s parisiens. La figure 1.4 repre´sente les 4 ressources du jeu. Chaque marche´ a
une valeur qui correspond a` la demande en le´gume des clients du marche´. Les marche´s ont
e´galement des jours d’ouverture. Un vendeur ne peut pas eˆtre pre´sent sur plusieurs marche´s
qui ouvrent le meˆme jour. On conside`re que quand un vendeur se´lectionne un marche´ dans
sa strate´gie, il doit eˆtre pre´sent tous les jours ou` le marche´ est ouvert. Ainsi, un vendeur
ne peut se´lectionner le marche´ 1 et le marche´ 4 qui ouvrent tous deux le lundi. Se´lectionner
le marche´ 3 et le marche´ 4 est un exemple de strate´gie correcte. Quand plusieurs vendeurs
se´lectionnent un meˆme marche´, ils se partagent (e´quitablement) la demande de ce marche´.
De la meˆme manie`re, un jeu sans contrainte de signe peut eˆtre vu comme un jeu ou` les
joueurs doivent optimiser leur utilite´ tout en ayant a` ge´rer des de´lais et des profits. On
pourrait e´tendre par exemple le jeu de partage de marche´ parisiens pour inclure les couˆts lie´s
aux de´placements entre les marche´s et obtenir un exemple de jeu a` de´lais positifs et ne´gatifs.
Variantes. Ce mode`le connaˆıt les variantes suivantes :
– dans les jeux de congestion non atomiques [42, 43], les joueurs ne sont plus en nombre
fini. Cela signifie que les fonctions de de´lai prennent en argument un re´el qui repre´sente
la proportion de joueurs qui utilisent la ressource. Ce mode`le est adapte´ pour repre´senter
des flux de joueurs ;
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Figure 1.4: Partage de marche´s parisiens
– dans les jeux de congestion ponde´re´s [44, 45], les joueurs posse`dent des poids diffe´rents ;
c’est-a`-dire que le de´lai d’une ressource de´pend de la somme des poids des joueurs qui
l’utilisent. Un jeu de congestion classique est un jeu de congestion ponde´re´ tel que le poids
de chaque joueur vaut 1. Ces jeux comme les variantes expose´s ci-dessous n’admettent pas
toujours de NEP.
– dans les jeux de congestion a` fonctions de couˆt spe´cifiques [46, 47], chaque joueur
endure un de´lai qui lui est propre pour l’utilisation d’une ressource ;
– dans les jeux de congestion a` goulot d’e´tranglement [48, 49] la fonction d’utilite´ est
le maximum des de´lais des ressources utilise´es (et non plus la somme comme dans les jeux
de congestion classiques).
1.2.2 Existence d’un NEP et fonction de potentiel
Monderer et Shapley ont de´fini la notion de fonction de potentiel (exacte) d’un jeu.
Definition 1.3 ([50]). Une fonction Φ de´finie sur les profils de strate´gies d’un jeu
< N, (Si)i∈N , (ui)i∈N > est une fonction de potentiel exacte si et seulement si
∀i ∈ N, ∀σ ∈ S1 × . . .× Sn,∀σ′i ∈ Si, Φ(σ)− Φ(σ−i, σ′i) = ui(σ)− ui(σ−i, σ′i) (1.1)
Un jeu de potentiel est un jeu qui admet une fonction de potentiel ;
Proposition 1.4 ([29]). Tout jeu de potentiel posse`de un NEP.
De´monstration. On note Φ la fonction de potentiel du jeu. Adoptons, sans perte de ge´ne´ralite´
la convention que le but des joueurs est de minimiser leur couˆt note´ ci pour un joueur i. Un
profil σ∗ est un minimum local de Φ si ∀σ′ obtenu en changeant la strate´gie d’un seul joueur
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par rapport a` σ∗,
Φ(σ∗) ≤ Φ(σ′). La preuve quasi imme´diate, consiste a` remarquer que les minimums locaux
du potentiel sont exactement les NEP. En effet, soit σ un minimum local de Φ. Supposons
que σ n’est pas un NEP, cela signifie qu’un joueur peut faire de´croˆıtre sont couˆt. En faisant
cela il ferait e´galement de´croˆıtre le Φ, ce qui contredit que σ est un minimum local. Cette
preuve est constructive. On peut en de´duire une proce´dure qui, tant que l’on n’est pas sur un
NEP, se´lectionne un joueur qui ame´liore sont couˆt et fait donc de´croˆıtre Φ. Cette proce´dure
s’arreˆte car le nombre de profils est fini. Lorsqu’elle s’arreˆte, elle a atteint un NEP.
The´ore`me 1.5 ([40]). Les jeux de congestion posse`dent un NEP.
Ce the´ore`me est e´tabli en montrant que la fonction Φ(σ) =
∑
r
∑]r(σ)
t=1 cr(t) est une fonction
de potentiel exacte.
Monderer et Shapley montrent dans ce meˆme article pour tout jeu de potentiel il existe un
jeu de congestion  e´quivalent. La notion d’e´quivalence adopte´e stipule que deux jeux sont
e´quivalents s’ils pre´sentent  la meˆme structure de meilleure re´ponse ; c’est-a`-dire que deux
jeux J1 et J2 sont e´quivalents s’il existe une bijection f entre les strate´gies de J1 et de J2
telle que : si σ′i ame´liore l’utilite´ du joueur i sur σ, alors f(σ
′
i) ame´liore l’utilite´ du joueur
i sur (f(σ1), ...f(σn)). Par exemple un jeu de potentiel est e´quivalent a` un jeu dans lequel
tous les joueurs ont la meˆme fonction d’utilite´ qui est la fonction de potentiel.
1.3 Jeux d’appariement
Les jeux d’appariement sont des jeux a` n joueurs sous forme strate´gique. dans lesquels
les joueurs forment des liens entre eux. L’utilite´ des joueurs de´pend de l’ensemble des liens
forme´s.
On rappelle qu’un graphe est de´fini par un couple < S,E > avec :
– un ensemble de sommets S ;
– un ensemble d’areˆtes E ⊆ S × S.
Une areˆte non-oriente´e de´signe deux areˆte (i, j) et (j, i).
Un graphe G =< S,E > est dit non oriente´ si toutes les areˆtes dans E sont non-oriente´es ;
c’est-a`-dire que pour toute areˆte (i, j) appartenant a` E, l’areˆte (j, i) appartient e´galement a`
E.
Dans le cas contraire G est dit oriente´.
Un chemin d’un sommet i a` j dans un graphe est une se´quence d’areˆtes du graphe (i, j1)(j1, j2) . . . (jk, j).
La longueur d’un chemin est donne´ par le nombre d’areˆtes qui le compose.
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Figure 1.5: i suit j
Liens et formation de liens. On conside`re dans ce document deux types de liens : les
liens asyme´triques et les liens syme´triques.
– un lien asyme´trique est une areˆte entre deux joueurs. Un lien asyme´trique est forme´ uni-
late´ralement a` l’initiative de la cible du lien ; c’est-a`-dire que (j, i) est forme´ si la strate´gie
de i contient j ;
– un lien syme´trique est une areˆte non-oriente´e (donc 2 areˆtes) entre deux joueurs ; on de´finit
qu’un lien syme´trique est forme´ par consentement mutuel ; c’est-a`-dire que (j, i) est forme´e
si la strate´gie de i contient j et que la strate´gie de j contient i.
Soit σ un profil de strate´gies sur un jeu d’appariement, on note C(σ) l’ensemble des liens
forme´s sur le profil σ.
Remarque 1.6. Les jeux de congestion peuvent eˆtre repre´sente´s comme des jeux d’appariement
asyme´triques ou` les ressources seraient des  joueurs qui n’ont qu’une strate´gie vide.
1.3.1 Jeux d’appariement a` liens asyme´triques : jeux de suiveurs
Les jeux de suiveurs peuvent eˆtre vus comme un mode`le simpliste de Twitter. Ce n’est
en re´alite´ pas vraiment un mode`le de jeu car l’utilite´ d’un joueur de´pend uniquement de
sa strate´gie et pas de celle des autres joueurs. Le but de mode`le est d’illustrer comment
l’information partielle peut conside´rablement ralentir des dynamiques meˆme dans des jeux
tre`s simples.
On de´finit tout d’abord la version a` information comple`te. Le but des joueurs est de suivre
d’autres joueurs qui parlent de sujets qui les inte´ressent. Les joueurs peuvent donc se´lectionner
les joueurs qu’ils souhaitent suivre, mais un joueur ne peut pas se´lectionner ses  suiveurs
. Les liens forme´s dans ces jeux sont asyme´triques. S’il existe un lien de j vers i, on dit que
i suit j (illustre´ par la figure 1.5).
Une strate´gie d’un joueur j contient l’ensemble des joueurs que j suit. Pour illustrer la notion
avec Twitter, si j suit i, j rec¸oit les tweets de i.
Soit N l’ensemble des joueurs. Une valuation v est une fonction sur les couples de joueurs,
v : N × N → R. Cette valuation repre´sente le gain d’utilite´ d’un joueur a` suivre un autre
joueur ; c’est-a`-dire que v(i, j) repre´sente l’utilite´ gagne´ par le joueur j a` suivre du joueur i.
On donne formellement la de´finition d’un jeu de suiveurs :
Definition 1.7. Un jeu de suiveurs est de´fini par un couple < N, v > avec :
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– N = {1 . . . n} est l’ensemble de joueurs ;
– l’ensemble des strate´gies d’un joueur contient tous les sous-ensembles de N ;
– v est une valuation sur les couples de joueurs ;
– la fonction d’utilite´ ui du joueur i est de´finie par : ui(σ) =
∑
j∈σi v(j, i) .
L’ensemble des liens forme´s sur le profil σ note´ C(σ) est l’ensemble des (i, j) tels que i ∈ σj .
Notez que < N,C(σ) > est un graphe oriente´.
Remarque 1.8. Le NEP de ce jeu contient tous les liens a` valuation positive. Il peut e´ventuellement
y en avoir plusieurs si il existe des liens a` valuation nulle (car ils ne perturbent pas l’utilite´).
La somme des utilite´s des joueurs est une fonction de potentiel exacte pour ces jeux. Les
liens a` valuation ne´gative ou nulle peuvent eˆtre ignore´s car les joueurs n’ont pas de raison de
les former.
On rapproche ce mode`le de Twitter car la de´cision de suivre un autre membre du re´seau est
unilate´rale.
Jeux des suiveurs sur un re´seau social. Ces jeux sont a` information partielle de´termine´e
par un profil courant. On appelle re´seau social un graphe dont l’ensemble de sommets est
l’ensemble des joueurs. L’impacte de cette information partielle a` e´te´ e´tudie´ par Hoefer [27]
pour les jeux de couplage (qui sont de´crits dans la section suivante) et Arcaute et Vassilvitskii
[26] dans le cas particulier de couplages entre des employe´s et des entreprises.
Definition 1.9 (Vision sur graphe). Soit G =< N,E > un graphe. Soit i ∈ N et j ∈ N . On
de´finit que i voit j sur G s’il existe un chemin de longueur infe´rieure ou e´gale a` 2 de j vers i
dans G.
Remarque 1.10. L’orientation des liens et de la vision est choisie pour repre´senter la propa-
gation de messages dans le re´seau social ; c’est-a`-dire que s’il existe un chemin (a, b), (b, c),
c voit a car b diffuse les messages de a a` ses voisins dont c fait partie. On pourrait de´finir
que les joueurs voient plus loin qu’a` distance 2. Cela a un impact ne´gatif sur la convergence
des dynamique e´tudie´es et les re´sultats obtenus sont pour cette distance. En revanche si on
fixe la distance de visibilite´ a` 1, l’espace des strate´gies ne peut plus e´voluer au cours d’une
dynamique.
Dans les jeux de suiveurs sur re´seau social, une strate´gie est toujours un sous ensemble
de l’ensemble des joueurs, cependant l’espace de strate´gies qu’un joueur peut se´lectionner
de´pend d’un profil de strate´gie σ  courant de la manie`re suivante : un joueur peut en
suivre un autre s’il le voit sur le graphe qui contient le re´seau social et les liens forme´s sur
σ. On conside`re donc le re´seau social comme un ensemble de liens fixes, et les liens de suivis
comme des liens de´pendants des de´cisions des joueurs. Les deux contribuent a` la vision.
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Figure 1.6: Vision limite´e dans un jeu de suiveurs
Definition 1.11. Un jeu de suiveurs sur un re´seau social est un 3-uplet < N, v,E > pour
lequel :
– N = {1 . . . n} est l’ensemble de joueurs ;
– Soit σ un profil de strate´gies courant. L’ensemble des strate´gies d’un joueur i sur le profil
σ contient tous les sous-ensembles de joueurs que i voit dans le graphe G(σ) =< N,E ∪
C(σ) > ;
– v est une valuation sur les couples de joueurs ;
– la fonction d’utilite´ ui du joueur i est de´finie par : ui(σ) =
∑
j∈σi v(j, i) .
Exemple : La vision a` distance 2 repre´sente une situation dans laquelle les membres du
re´seau  retwitte  les messages de leurs voisins directes (depuis lesquels il existe un chemin
de longueur 1) a` leurs suiveurs ; ainsi, sur la figure 1.6, a suit b et b suit c. Le joueur a voit
donc le joueur c puisqu’il existe un chemin de c vers a de longueur 2L˙e chemin peut utiliser
e´galement des areˆtes du re´seau social, ainsi, f et e voit d.
1.3.2 Jeux a` liens syme´triques : les jeux de couplage
On utilise e´galement une valuation v sur les couples de joueurs. On dit qu’une valuation v
est syme´trique si pour tout couple de joueurs (i, j), on a v(i, j) = v(j, i).
Dans les jeux de couplage, le but des joueurs est de cre´er un unique lien syme´trique. La
strate´gie d’un joueur contient donc un unique joueur avec lequel cre´er ce lien. On appelle
couple ce lien syme´trique forme´ par consentement mutuel entre deux joueurs ; l’ensemble des
couples forme´s sur un profil σ note´ C(σ) contient l’ensemble des (i, j) tels que i ∈ σj et
j ∈ σi.
On appelle couplage tout graphe sur l’ensemble des joueurs tel que tout joueur a au plus 1
lien syme´trique avec un autre joueur.
Un couplage est dit maximal sur un graphe si pour toute areˆte du graphe, un des deux
sommets de l’areˆte appartient au couplage. Un couplage sur un graphe est maximum s’il est
de taille maximum parmi les couplages sur ce graphe.
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On rappelle une proprie´te´ classique qui relie la taille d’un couplage maximum et celle d’un
couplage maximal : un couplage maximum est au plus deux fois plus grand qu’un couplage
maximal.
Definition 1.12. Un jeu de couplage est un 2-uplet < N, v > pour lequel :
– N est l’ensemble de joueurs ;
– pour tout joueur i, l’ensemble des strate´gies de i, note´ Si = N ;
– v est une valuation sur les couples de joueurs ;
– la fonction d’utilite´ ui du joueur i est de´finie comme suit
ui(σ) =
{
v(i, j) si le lien {i, j} ∈ C(σ)
0 sinon
Remarque 1.13. – si σ est un profil de strate´gies d’un jeu de couplage, la strate´gie σi de´signe
un joueur.
– si la strate´gie du joueur i e´gale i, il ne forme pas de lien ;
– un joueur n’a jamais inte´reˆt a` former un lien si la valuation est ne´gative.
NEP, une solution peu convaincante.
Proposition 1.14. Il existe toujours un NEP dans un jeu de couplage.
De´monstration. Le profil de strate´gies σ sur lequel pour chaque joueur i, σi e´gale i est un
NEP. En effet comme la formation d’un couple ne´cessite un consentement mutuel, si un
joueur change seul de strate´gie, il ne peut former un lien et ame´liorer son utilite´ qui vaut
pourtant 0.
Ce n’est toutefois pas un profil  efficace au sens du prix de l’anarchie puisque l’utilite´ de
chaque joueur est 0. Le prix de l’anarchie dans ce jeu est donc infini.
Les NEP peuvent eˆtre inefficaces meˆme sur les profils sur lesquels les joueurs  essayent de
cre´er des liens ; c’est-a`-dire les profils sur lesquels pour tout joueur i σi 6= i.
Dans le jeu de couplage repre´sente´ par la figure 1.7, les lignes dessine´es repre´sentent les liens
dont la valuation syme´trique est e´gale a` 1. Pour tout autre lien la valuation est 0.
Conside´rons le profil σ tel que :
– σ1 = 2 ;
– σx = 1 pour tout x diffe´rent de 1.
Le couple (1, 2) est le seul forme´ sur ce profil. Cependant aucun joueur ne peut ame´liorer son
utilite´ en changeant sa strate´gie unilate´ralement, puisqu’il ne peut former de couple.
Escoffier et all [51] ont montre´ que le prix de l’anarchie d’un jeu de couplage a` valuation
syme´trique dans {0, 1} est e´gal a` max( 2N , 1d) ou` d est le degre´ maximum des joueurs dans le
graphe ou` les areˆtes sont les liens a` valeur 1.
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Figure 1.7: Un jeu avec un NEP peu convaincant
Existence des EP. Comme les liens sont forme´s par consentement mutuel, il est plus
naturel de s’inte´resser aux profils stables pour des de´viations par paires de joueurs (appele´s
e´galement  e´quilibre 2-stable).
Definition 1.15. un profil de strate´gies σ est un e´quilibre par paires (EP) d’un jeu
< N, (Si)i∈N , (ui)i∈N > si pour toute paire de joueurs {i, j},
et pour tout σ′i, σ
′
j , ui(σ−i,−j , σ
′
iσ
′
j) > ui(σ) =⇒ uj(σ−i,−j , σ′iσ′j) ≤ uj(σ)
Un jeu de couplage ne posse`de pas ne´cessairement d’EP. Le jeu de couplage expose´ ci-dessous
n’en posse`de pas :
– 3 joueurs : A, B et C ;
– v(A,B) = v(B,C) = v(C,A) = 2 ;
– v(B,A) = v(C,B) = v(A,C) = 1 .
Quel que soit le profil de strate´gies, au plus un couple est forme´. Aucun couple n’est forme´ si
le profil est de la forme d’une permutation cyclique de longueur 3 sur l’ensemble des joueurs.
Par exemple si la strate´gie de A contient B, la strate´gie de B contient C et la strate´gie de C
contient A. Si le profil contient une permutation de longueur 2, un unique couple est forme´.
Cependant, quel que soit le couple forme´, un de ses membres peut ame´liorer son utilite´ en
formant un couple avec le troisie`me joueur. Par exemple si le couple (A,B) est forme´, B et C
peuvent ame´liorer leur utilite´ en formant (B,C) a` la place de (A,B) car B gagnerait 2 ce qui
est mieux que 1 et C, 1 ce qui est mieux que 0.
Abraham et all [52] ont observe´ que si la valuation est syme´trique, il existe toujours un EP.
Un mot sur l’efficacite´. Escoffier et all [51] pre´cisent que le rapport d’efficacite´ entre un
EP et l’optimum est 12 . Cela correspond au rapport de taille entre un couplage maximal et
un couplage maximum.
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Jeux de couplage sur re´seau social. Les joueurs ont dans ces jeux une notion de vision
limite´e semblable a` celle de´finie pour les jeux des suiveurs ;
Definition 1.16 (Vision sur un graphe). Soit G =< N,E > un graphe non oriente´. Soit
i ∈ N et j ∈ N . On de´finit que i voit j sur G s’il existe un chemin de longueur infe´rieure ou
e´gale a` 2 entre i et j dans G.
Dans les jeux de couplage sur re´seau social, l’espace de strate´gies des joueurs de´pend d’un
profil de strate´gie σ de la manie`re suivante : un joueur peut en se´lectionner un autre s’il le
voit sur le graphe qui contient le re´seau social et les couples forme´s sur σ.
Definition 1.17. Un jeu de couplage sur un re´seau social est un 3-uplet < N, v,E > pour
lequel :
– N = {1 . . . n} est l’ensemble de joueurs ;
– soit σ un profil de strate´gie, l’ensemble des strate´gies d’un joueur i sur le profil σ contient
tous les joueurs que i voit dans le graphe G(σ) =< N,E ∪ C(σ) > ;
– v est une valuation sur les couples de joueurs ;
– la fonction d’utilite´ ui du joueur i est de´finie par : ui(σ) =
∑
j∈σi v(j, i) .
Chapitre 2
Dynamique du jeu fictif randomise´e
sur les jeux a` somme nulle
Ce chapitre pre´sente la dynamique du jeu fictif randomise´ qui converge rapidement pour
les jeux matriciels a` somme nulle a` deux joueurs. La preuve de convergence rapide partage
l’utilisation de l’approximation et l’utilisation d’un potentiel comme similarite´ avec celles
expose´ dans les chapitres suivants. Elle a cependant des diffe´rence notables : la solution
recherche´e dans les chapitres suivant est un e´quilibre pur, ce qui n’est pas le cas dans ce
chapitre, car les jeux a` somme nulle ne pre´sentent pas toujours de solution en strate´gie pur.
De plus, ce n’est pas le profil des strate´gies joue´es par les joueurs qui converge vers un
e´quilibre mais la moyenne statistiques des strate´gies joue´es.
La dynamique pre´sente´e converge en temps logarithmique dans le nombre de strate´gies et
est une ame´lioration de la dynamique de jeu fictif. Cette ame´lioration est une application
de la me´thode par mise a` jour multiplicative des poids (MPM). Cette me´thode utilise la
randomisation de manie`re tre`s efficace. Il y a d’ailleurs une borne infe´rieure qui stipule qu’un
algorithme de´terministe ne peut pas eˆtre aussi rapide.
La preuve de convergence rapide est tire´e de [53].
2.1 Jeux matriciels a` deux joueurs a` somme nulle
Dans un jeu a` deux joueurs a` somme nulle, les joueurs sont des adversaires ; cela signifie
que ce que gagne un joueur, l’autre le perd.
Ces jeux sont repre´sentables sous forme matricielle avec une seule matrice A = (ai,j)i≤n,j≤m
avec n le nombre de strate´gies de I et m le nombre de strate´gies de II. Les fonctions d’utilite´
des joueurs sont de´finies comme suit : pour tout i ≤ n et j ≤ m, uI(i, j) = ai,j et uII(i, j) =
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−uI(i, j). On note u la fonction uI . On rappelle qu’une strate´gie mixte est un vecteur de
probabilite´ sur un ensemble de strate´gies pures. Une strate´gie pure est une strate´gie mixte
dont les coefficients sont des 0 et un 1. Si I utilise une strate´gie mixte σI , et II utilise une
strate´gie mixte σII , alors u(σI , σII) = σ
t
IAσII .
On note MRI(σ) (resp. MRII), une meilleure re´ponse du joueur I (resp. du joueur II) si le
joueur I (resp. II) joue σ ; c’est-a`-dire une strate´gie pure s qui maximise (resp. minimise)
u(s, σ) (resp. u(σ, s)).
2.1.1 Solution des jeux a` somme nulle
Von Neumann a de´montre´ l’existence d’un profil de strate´gies optimales (cette notion est
e´quivalente aux e´quilibres de Nash pour les jeux a` deux joueurs a` somme nulle). Un profil
(σI , σII) est constitue´ de strate´gies optimales si u(MRI(σII), σII) ≤ u(σI , σII) ≤ u(σI ,MRII(σI)).
La valeur du jeu est de´finie comme l’utilite´ du joueur I sur un profil de strate´gies optimales.
Le saut de dualite´ d’un profil (σI , σII) note´ τ(σI , σII) est de´fini comme suit :
τ(σI , σII) = u(MRI(σI), σII)− u(σI ,MRII(σII))
Remarque 2.1. Sur un profil de strate´gies optimales le saut de dualite´ vaut 0.
On peut calculer un profil de strate´gies optimales par programmation line´aire mais on va se
focaliser dans ce chapitre sur une la dynamique du jeu fictif a e´te´ propose´e par Brown [3].
Bien qu’assure´e de converger [4], la dynamique peut ne´cessiter un nombre exponentiel de
tours pour atteindre un e´quilibre [5, 6].
On s’inte´resse alors a` une approximation additive d’une solution. On dit qu’un profil de
strate´gies (σI , σII) contient des strate´gies -optimales (additivement) si
u(MRI(σII), σII)−  ≤ u(σI , σII) ≤ u(σI ,MRII(σI)) + 
.
Remarque 2.2. Si le saut de dualite´ d’un profil (σI , σII) est infe´rieur a` , (σI , σII) est un
profil de strate´gies -optimales.
2.1.2 La dynamique du jeu fictif
Dans la dynamique du jeu fictif, de´crite figure 2.1, le jeu est re´pe´te´ et les joueurs choisissent
une strate´gie pure a` chaque tour. Pour la choisir, les joueurs font comme si l’adversaire
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Figure 2.1: Dynamique du jeu fictif
INITIALISATION DES ESTIMATIONS
1. θI(0) et θII(0) := le vecteur nulle
2. Tant que (θI(t), θII) n’est pas optimale{
CHOIX DE LA STRATEGIE AU TOUR t
(a) σI(t) = MRI(θII(t))
(b) σII(t) = MRII(θI(t))
MISE A JOUR DES ESTIMATEURS AVEC LES
STRATEGIES JOUEES AU TOUR t
(c) θI(t+ 1) := θI(t).
t
t+1 +
σI(t)
t+1 ;
(d) θII(t+ 1) := θII(t).
t
t+1 +
σII(t)
t+1
}
3. Retourner (θI(t), θII(t))
avait une strate´gie randomise´e fixe. Chaque joueur estime cette strate´gie fixe de la manie`re
suivante :
Sur un historique de profils de strate´gies pures [(σI(1), σII(1))....(σI(T ), σII(T ))], l’estimation
du joueur I au tour T+1 la strate´gie fixe du joueur II note´e θII(T ), est la moyenne statistique
des strate´gies joue´es par II ; c’est-a`-dire que θII(T ) =
∑T
t=1 σII(t)
T
De la meˆme manie`re θI(T ) =
∑T
t=1 σI(t)
T .
Pour le tour suivant, les joueurs choisissent la meilleure re´ponse face a` leurs estimations.
Robinson [4] a montre´ que la se´quence des estimations des deux joueurs converge vers un
profil de strate´gies optimales dans le sens suivant : Pour tout  > 0,∃ T tel que ∀ T ′ > T ,
(θI(T
′), θII(T ′)) est un profil de strate´gies -optimales.
2.2 Dynamique du jeu fictif randomise´e : une application de
la me´thode de mise a` jour multiplicative des poids
On pre´sente dans cette section une version randomise´e de la dynamique du jeu fictif due a`
Grigoriadis et Khachian [16] qui trouve un e´quilibre approche´ en O(log(n.m)) tours, avec
n et m le nombre de strate´gies des deux joueurs. La complexite´ totale de l’algorithme est
O((n+m).log(n.m)). Grigoriadis et Khachian ont d’ailleurs remarque´ qu’il s’agissait la` d’un
cas ou` l’utilisation de bits ale´atoires est ne´cessaire ; aucun algorithme de´terministe ne peut
trouver un e´quilibre approche´ en temps infe´rieur a` Ω(m.n).
L’ide´e est la suivante : plutoˆt que jouer la meilleure re´ponse face a` l’estimation, les joueurs
jouent une meilleure re´ponse bruite´e ; c’est-a`-dire qu’ils tirent leur strate´gie en suivant
une distribution qui met beaucoup de poids sur les bonnes strate´gies.
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Cette meilleure re´ponse bruite´e correspond a` une application de la me´thode par mise a` jour
multiplicative de poids (Multiplicative Weight Update Me´thod), que l’on notera MPM [17].
2.2.1 Proble`me des experts et MPM
Conside´rons comme une illustration du proble`me des experts le cas d’un parieur sur des
courses de chevaux compulsif et ignare. Le parieur doit (il est compulsif) a` chaque course
de´cider sur quel cheval parier. Il n’a aucune connaissance des courses de chevaux. Cependant
le parieur a acce`s a` un ensemble d’experts qui avant chaque course lui proposent une de´cision.
Le parieur de´cide a` chaque course de suivre la de´cision propose´e par un des experts. Apre`s
chaque course, le parieur constate le vainqueur. Il peut constater combien il aurait gagne´ s’il
avait suivi la de´cision propose´e par un autre expert.
Le proble`me des experts est repre´sentable par un couple < N, (ut)t=1...T > avec :
– N est un ensemble d’experts ;
– ut : N → [−1, 1], est une fonction telle que ut(i) est l’utilite´ obtenue en suivant l’expert i
au temps t ;
Le proble`me est en ligne, c’est-a`-dire qu’a` chaque tour t, le parieur doit choisir un expert a`
suivre sans connaˆıtre ut. Cependant, le parieur connaˆıt l’historique, c’est-a`-dire la se´quence
des ut′ pour t
′ < t.
La MPM de´termine de fac¸on randomise´e a` chaque tour un expert a` suivre. Avec cette
me´thode, en un temps relativement court, le parieur gagnera autant que le meilleur expert.
L’algorithme fonctionne en attribuant a` chaque tour t et a` chaque expert i un poids note´ pi(t).
A chaque tour, l’expert suivi est tire´ ale´atoirement selon une distribution proportionnelle aux
poids des experts ; c’est a` dire que i est choisi avec probabilite´ pi(t)∑
i′ pi′ (t)
.
Apre`s chaque tour, l’algorithme met a` jour les poids multiplicativement en fonction des
performances des experts.
La mise a` jour des poids La mise a` jour de´pend d’un parame`tre re´el  > 0. Les experts
commencent avec un poids initial e´gal a` 1. Le poids est mise a` jour selon la re`gle suivante :
pi(t+ 1) = pi(t).e
ut(i).
On exprime maintenant le the´ore`me qui garantit les performances obtenues en suivant la
MPM.
The´ore`me 2.3 ([17]). Soit σ1..σt les experts suivis aux tours {1 . . . t} de´termine´s en suivant
la MPM de parame`tre , pour tout T > 3ln(n)
2
on a :
∀ i ,E(
∑T
t ut(σ(t))
T
) ≥
∑T
t ut(i)
T
− 
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Figure 2.2: Jeu fictif Randomise´ ()
– INITIALISATION DES POIDS
∀i ∈ SI , pi(0) = 1 , ∀j ∈ SII , qj(0) = 1
– Pour t de 0 a` 6.ln(2.n.m
2
) {
TIRAGE DE LA STRATEGIE PURE A JOUER
1. σI(t) tire´ ale´atoirement selon p(t)
2. σII(t) tire´ ale´atoirement selon q(t)
MISE A JOUR DES POIDS
3. pour tout i,pi(t+ 1) = pi(t).e

2
u(i,σII(t))
4. pour tout j, qj(t+ 1) = qj(t).e
− 
2
u(σI(t),j) }
– Retourner (
∑
t σI(t)
6.ln( 2.n.m
2
)
,
∑
t σII(t)
6.ln( 2.n.m
2
)
)
2.2.2 Jeu fictif randomise´ : l’application aux jeux a` somme nulle
Dans l’application de la me´thode aux jeux a` somme nulle, on conside`re que chaque joueur a
un expert par strate´gie pure qui conseille toujours cette strate´gie pure.
La dynamique du jeu fictif randomise´ est de´crite figure 2.2.
La moyenne statistique des coups joue´s (θI(t), θII(t)) converge, comme sur la dynamique du
jeu fictif, vers un profil de strate´gies optimales.
Au lieu de jouer la meilleure re´ponse face a` ces estimations, les joueurs jouent une strate´gie
pure en suivant une distribution calcule´e par la MPM de parame`tre ε :
On note pi(t) le poids de la i
eme strate´gie du joueur I et qi(t), le poids de la i
eme strate´gie
du joueur II, au tour t, σI(t) = i avec probabilite´
pi(t)∑
i′ pi′ (t)
. De la meˆme manie`re, σII(t) = j
avec probabilite´
qj(t)∑
j′ qj′ (t)
. On note p(t) et q(t) ces distributions sur les strate´gies.
La mise a` jour est effectue´e selon la re`gle suivante :
– pi(t+ 1) = pi(t).e

2
u(i,σII(t)
– qj(t+ 1) = qj(t).e

2
u(σII(t),j)
Remarque 2.4. La distribution calcule´e par la MPM peut eˆtre exprime´e en fonction des
estimation θ(t) de la manie`re suivante.
– pi(t) = e
t
2
u(i,θII(t))
– qj(t) = e
t
2
u(θI(t),j)
Cette distribution attribue un poids aux de´pendant des performances strate´gies performantes
face a` l’estimation. Ce poids relatif est de´pendant du facteur t2 . Si t =∞, tout le poids est
mis sur la meilleure re´ponse. Si t = 0, la distribution est uniforme. Au cours de la dynamique
le bruit diminue, et la distribution se rapproche de la meilleure re´ponse.
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The´ore`me 2.5. Dans un jeu matriciel a` 2 joueurs a` somme nulle pour lequel les joueurs ont
strate´gies de dimension n×m, a` utilite´s sont dans [-1 ;1], pour tout  > 0, la dynamique du
jeu fictif randomise´ avec mise a` jour des poids parame´tre´e par  renvoie un profil de strate´gie
-optimal au tour T = 6log(2nm)
ε2
avec probabilite´ supe´rieure ou e´gale a` 12
De´monstration. La preuve consiste a` montrer que le saut de dualite´ du profil atteint est
infe´rieur a` . Pour ce faire on s’appuie sur la fonction suivante qui a le roˆle d’un potentiel :
Φ(t) = (
n∑
i=1
pi(t)).(
m∑
j=1
qj(t))
.
En de´veloppant Φ(t) on a :
Φ(t) =
∑
i,j
e

2
t.[u(i,θII(t))−u(θI(t),j)]
Il existe un couple (i, j) tel que u(i, θII(t))− u(θI(t), j) soit e´gal au saut de dualite´ du profil
(θI(t), θII(t)).
Comme tous les termes de la somme sont positifs on a :
Φ(t) ≥ e 2 .t.τ(θI(t),θII(t)).
On en de´duit l’ine´quation suivante :
τ(θI(t), θII(t)) ≤ ln(Φ(t)). 2
.t
(2.1)
On remarque alors que pour garantir la convergence vers un profil de strate´gie -optimal, il
suffit de montrer que ln(Φ(t)) croit moins vite que t.
On utilise alors le lemme suivant :
Lemme 2.6. pour tout t, E(Φ(t+ 1)) ≤ (1 + 26 )2E(Φ(t))
Application du lemme
E(Φ(t)) ≤ (1 + 
2
6
)2E(Φ(t− 1))
≤ E[Φ(0)].(1 + 2/6)2t
≤ E[Φ(0)].e 
2t
3
Chapitre 2. Exemple de dynamique 27
On passe de la premie`re ine´galite´ a` la seconde en ite´rant le lemme de t fois. La troisie`me
ine´galite´ est obtenu en utilisant que pour tout re´el x, 1 + x ≤ ex.
On rappelle l’ine´galite´ de Markov :
Prob[X ≥ 2E(X)] ≤ 1
2
(2.2)
Ce qui applique´ a` Φ(t), donne : 12 , Φ(t) ≤ 2Φ(0).e
ε2t
3
On a alors d’apre`s l’e´quation 2.1 ; avec probabilite´ supe´rieur a` 12 :
τ(θI(t), θII(t)) ≤ ln[2Φ(0)e ε
2t
3 ]
2
t
≤ [ln(2.Φ(0)) + ε
2t
3
]
2
t
≤ 2ln(2Φ(0)
t
+
2
3
Or Φ(0) = n.m. Donc :
τ(θI(t), θII(t)) ≤ 2ln(2nm)
t
+
2
3
On a donc avec probabilite´ supe´rieure 12 , si t est supe´rieur a`
6ln(2.n.m)
2
,
τ(θI(t), θII(t)) < .
Conclusion On a vu dans ce chapitre comment l’utilisation de l’approximation et de la
randomisation pouvaient ame´liorer la vitesse de convergence d’une dynamique. La borne sur
la vitesse de convergence est e´tablie en montrant qu’une fonction qui joue le roˆle de potentiel
de´croˆıt rapidement. Cette de´marche va eˆtre utilise´e dans les prochains chapitres.
Chapitre 3
Complexite´ des e´quilibres sur les
jeux de congestion
Ce chapitre pre´sente des re´sultats qui stipulent que les e´quilibres de Nash purs sur les jeux
de congestion sont difficiles a` calculer. Cette difficulte´ s’exprime en e´tablissant que calculer
un e´quilibre de Nash dans un jeu de congestion est un proble`me complet pour la classe de
complexite´ PLS. S’il n’existe pas d’algorithme qui calcule efficacement un e´quilibre de Nash,
il n’y a pas non plus de dynamique raisonnable qui converge rapidement.
La section 3.1 revient sur le re´sultat de Fabrikant et all [18] qui relie le proble`me du calcul d’un
NEP dans un jeu de congestion et la classe PLS. La section 3.2 pre´sente les deux approches
utilise´es dans la litte´rature pour de´cortiquer les parame`tres qui rendent le proble`me difficile :
de´terminer des sous-proble`mes re´solubles en temps polynomial, et rechercher une solution
approche´e. Les re´sultats e´voque´s dans ces sections portent sur les jeux de congestion positifs.
La section 3.3 pre´sente nos re´sultats qui e´tendent les pre´ce´dents aux les jeux sans contrainte
de signe [54].
3.1 PLS et NEP
3.1.1 La classe PLS : Polynomial Local Search
La difficulte´ du proble`me SAT (NP-complet) vient-elle uniquement du fait que l’on cherche
un optimum global ? Un optimum local serait-il plus simple a` trouver ? C’est en tentant de
re´pondre a` cette question que Johnson, Papadimitriou et Yannakakis [55] ont de´fini la classe
PLS. Un optimum local est une solution qui est optimale dans son voisinage.
La classe de complexite´ PLS contient les proble`mes de recherche d’optimum local pour lesquels
le voisinage d’une solution peut eˆtre explore´ efficacement. Il s’agit d’une sous-classe de TFNP,
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la famille des proble`mes de recherche dans NP pour lesquels il est garanti qu’il existe une
solution. Bien que PLS soit incluse dans NP∩ coNP, il est globalement admis que cette classe
n’est pas re´soluble en temps polynomial.
Un proble`me de recherche d’optimum local est de´fini par un quadruplet
< I, F, (cI)I∈I , (NI)I∈I > avec :
– I est un ensemble d’instances du proble`me ;
– F (I) pour I ∈ I est l’ensemble des solutions faisables pour l’instance I ;
– cI : F (I)→ Z est une fonction de couˆt calculable en temps polynomiale de´finie sur F (I) ;
– NI : F (I)→ 2F (I) est une fonction qui de´finit le voisinage d’une solution dans F (I).
Soit Π :< I, F, (cI)I∈I , (NI)I∈I >, une solution s ∈ F (I) est un minimum local de Π si pour
toute solution s′ ∈ NI(s), cI(s) ≤ cI(s′).
Un proble`me de recherche d’optimum local Π :< I, F, (cI)I∈I , (NI)I∈I > appartient a` PLS
s’il existe deux fonctions INITIALISE, et AMELIORE calculables en temps polynomial telles
que :
– INITIALISE prend en argument une instance et renvoie une solution faisable ;
– AMELIORE : F (I)→ (F (I) ∪ VRAI) avec
AMELIORE(s) =
{
VRAI si s est un optimum local
s′ ∈ Ni(s) telle que ci(s) > ci(s′) sinon
La classe est structure´e a` l’aide d’une notion de re´duction qui stipule :  si un proble`me Π1
se re´duit a` un proble`me Π2, alors s’il existait un moyen de trouver un optimum local de Π2
en temps polynomial, on pourrait trouver un optimum local de Π1 en temps polynomial.
On note PLS la notion de re´duction associe´e a` la classe PLS. Soient Π1 =< I1, F1, c1, N1 >
et Π2 =< I2, F2, c2, N2 > deux proble`mes de recherche d’optimum local, on a Π1 PLS Π2 s’il
existe deux fonctions f : I1 → I2 et g : F (f(I1)) → F (I1) calculables en temps polynomial
telles que :
– f renvoie une instance de Π2 pour toute instance de Π1 ;
– si s est un minimum local de f(I) alors g(s) est un minimum local de I.
Un proble`me Π est PLS-complet s’il est dans PLS et que pour tout proble`me Π′ ∈ PLS,
Pi′ PLS Π.
On donne maintenant un exemple de proble`me dans PLS.
Max SAT FLIP ponde´re´ :
– Entre´e :
– X un ensemble de variables boole´ennes ;
– C un ensemble de clauses sous forme normale conjonctive sur X ;
– ∀c ∈ C un entier wc qui repre´sente le poids de la clause c ;
– l’ensemble des solutions faisables est l’ensemble des valuations sur X ;
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– le voisinage d’une valuation σ, appele´ voisinage par flip note´ FLIP (σ) contient toutes
les valuations σ′ qui diffe`rent de σ sur au plus une variable.
– Sortie : une valuation σ telle que pour toute valuation σ′ ∈ FLIP (σ),∑c|σ0cwc ≤∑
c|σ′0cwc.
Ce proble`me est prouve´ PLS-complet par une re´duction depuis CIRCUIT-FLIP [55]. Max
SAT FLIP est dans P si tous les poids sont e´gaux.
CIRCUIT-FLIP
– Entre´e :
– Un circuit boole´en C qui prend une suite de n bits en entre´e et dont la sortie est sur m
bits ;
– La sortie d’une entre´e x est interpre´te´e comme la notation binaire d’un entier que l’on
note evalC(x) ;
– L’espace des solutions faisables est l’ensemble des entre´es possibles (donc de taille 2n) ;
– Le voisinage est le voisinage par flip.
– Sortie : une entre´e x telle que pour tout x′ dans le voisinage par flip, evalC(x) ≤ evalC(x′).
Des versions locales d’autres proble`mes d’optimisation classique sont PLS-comple`tes :
– des versions locales de MAX CUT et du proble`me du voyageur de commerce [56] ;
– des proble`mes de type Max SAT ponde´re´ avec des formes de clauses particulie`res [57].
3.1.2 La difficulte´ d’un NEP dans un jeu de congestion
On expose la preuve de PLS-comple´tude du calcul d’un NEP dans un jeu de congestion
comme un exemple de PLS-re´duction.
The´ore`me 3.1 ([18]). Trouver un NEP dans un jeu de congestion est PLS-Complet
De´monstration. La preuve est obtenue par une re´duction depuis le proble`me 3NAE-SAT
ponde´re´(Not-All-Equal) dont la PLS-comple´tude est prouve´e par Schaffer et Yannakakis [57].
3NAE-SAT ponde´re´ FLIP
– Entre´e :
– un ensemble de variables X ;
– un ensemble C de 3NAE-clauses sur X. Une 3NAE-clause est de´termine´e par un triplet
de litte´raux (x1, x2, x3). Elle est ve´rifie´e de`s lors qu’il existe un litte´ral parmi les trois
qui n’a pas la meˆme valuation que les deux autres (c’est-a`-dire, 2 litte´raux a` VRAI et 1
a` FAUX,ou 2 a` FAUX et un a` VRAI) ;
– pour chaque clause c dans C, un poids entier wc ;
– Sortie : une valuation σ sur les variables telle que dans le voisinage par FLIP de cette
valuation, la somme des poids des clauses non satisfaites ne diminue pas.
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Verification que le calcul d’un NEP est dans PLS L’ensemble des solutions faisables
est l’ensemble des profils. Le voisinage d’un profil σ contient tous les profils σ′ sur lesquels
la strate´gie d’un seul joueur diffe`re par rapport a` σ. En sortie, on recherche un profil qui est
un minimum local du potentiel de Rosenthal, ce qui est e´quivalent a` un NEP. La proce´dure
INITIALISE peut eˆtre imple´mente´e en prenant pour chaque joueur la premie`re strate´gie
de son espace de strate´gies. La proce´dure AMELIORE, peut eˆtre imple´mente´e de`s lors que
le nombre de strate´gies est borne´ polynomialement dans la taille de la description du jeu, en
ve´rifiant exhaustivement pour chaque joueur et chaque strate´gie si elle ame´liore son couˆt.
La re´duction La PLS-re´duction construit a` partir d’un ensemble de clauses un jeu de
congestion pour lequel, si l’on dispose d’un NEP, on peut trouver une valuation qui est un
minimum local.
Soit une instance de 3NAE-Sat ponde´re´e avec, d1, . . . , dm un ensemble de 3NAE-clauses sur
l’ensemble de variables X = {x1, . . . , xn} assorties des poids w1, . . . , wm.
Pour de´finir le jeu de congestion, il faut et il suffit de de´finir :
1. un ensemble de joueurs ;
2. un ensemble de ressources avec leurs fonctions de de´lai ;
3. les espaces de strate´gies de joueurs.
– les joueurs : a` chaque variable xi correspond un joueur i ;
– les ressources : pour chaque clause dj , on construit deux ressources e
1
j et e
0
j . Les fonctions
de de´lai pour ces deux ressources sont identiques et de´finies ainsi :
de1j
(x) = de0j
(x) =
{
0 si x < 3
wj si x = 3
– les strate´gies : chaque joueur xi a deux strate´gies, la strate´gie 1 et la strate´gie 0. La
strate´gie 1 du joueur i contient toutes les clauses e1j telles que dj contient la variable xi.
De la meˆme manie`re, la strate´gie 0 du joueur i contient toutes les clauses e0j telle que dj
contient la variable xi ;
La transformation d’un profil de strate´gies σ du jeu de congestion en une valuation val(σ)
sur X se fait en attribuant a` chaque variable xi VRAI si le joueur i choisit la strate´gie 1 et
FAUX s’il choisit la strate´gie 0.
Il reste a` montrer que pour tout NEP σ, val(σ) est un minimum local pour la somme des
poids des clauses non satisfaites. Pour cela on remarque avec les e´quations suivantes que la
fonction de potentiel de ce jeu de congestion ( voir section 1.2) est e´gale a` la somme des
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poids des clauses non satisfaites :
Φ(σ) =
∑
ej
∑]ej
t=1 dej (x) (3.1)
Φ(σ) =
∑
{ej |]ej=3}
wj (3.2)
Φ(σ) =
∑
{dj | val(σ) 6`dj}
wj (3.3)
Sur un NEP, aucun joueur ne peut faire baisser ce potentiel. Donc sur la valuation corre-
spondante, aucun changement sur une seule variable ne peut ame´liorer la somme des poids
des clauses non satisfaites.
3.2 Approfondir l’e´tude de la complexite´ du calcul d’un NEP
dans un jeu de congestion
Dans cette section, on pre´sente les approches utilise´es pour analyser plus finement quels
parame`tres rendent le calcul d’un NEP difficile. Dans la sous-section 3.2.1, on pre´sentera
les sous-proble`mes pour lesquels il existe des algorithmes qui trouvent un NEP en temps
polynomial. Dans la sous-section 3.2.2 on s’inte´ressera a` une relaxation du proble`me : trouver
un NEP approche´.
Dans toute cette section, qui regroupe des re´sultats de la litte´rature, on prend pour hypothe`se
que les de´ls de´lais ressources sont positifs.
3.2.1 Restreindre la structure
La recherche de sous-cas simples est inhe´rente a` tout proble`me prouve´ difficile. Cette recherche
permet de mieux appre´cier ce qui fait la difficulte´ d’un proble`me. Le paralle`le peut eˆtre fait
avec le proble`me du calcul d’un NE dans les jeux matriciels [58]. Pour les jeux de congestion,
on va pre´senter deux re´sultats instructifs de la litte´rature.
Les jeux de congestion syme´triques sur re´seau
Les jeux de congestion sur re´seaux sont de´crits par un graphe non oriente´ G(V,E),
un ensemble de joueurs, et pour chaque joueur i, un couple de sommets origine-destination
(oi, di). Les ressources sont les areˆtes de G. Les strate´gies d’un joueur sont les chemins dans
G qui permettent de connecter son origine et sa destination.
Un jeu est syme´trique si pour tout profil σ et tout couple de joueurs (i, j), ci(σ) = cj(σ−i,j , σ′i, σ
′
j)
avec σ′i = σj et σ
′
j = σi.
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Informellement, la syme´trie signifie que les joueurs sont identiques. Dans les jeux de conges-
tion, la fonction de couˆt implique que pour eˆtre syme´trique, il faut et il suffit que les joueurs
aient le meˆme espace de strate´gies. Sur un jeu de congestion sur re´seau, cela signifie que les
joueurs ont le meˆme couple origine-destination.
Fabrikant et all [18] ont remarque´ que trouver un minimum global du potentiel dans un jeu
de congestion syme´trique sur re´seau revenait a` re´soudre un proble`me de flot de de´lai minimal
(re´soluble en temps polynomial par programmation line´aire). Or il suffit d’un minimum local
du potentiel pour trouver un NEP, et un minimum global est a fortiori un minimum local.
Si on prend ces deux contraintes se´pare´ment, la syme´trie et le fait que les strate´gies soient des
chemins dans un graphe, obtient on un jeu pour lequel calculer un e´quilibre de Nash est fais-
able temps polynomial ? Les auteurs re´pondent par la ne´gative en montrant que le proble`me
est PLS-complet dans les jeux de congestion syme´triques et dans les jeux de congestion sur
re´seau.
La re´duction pour le cas syme´trique est simple, on ne va donc pas se priver de l’exposer. Elle
se fait depuis le cas d’un jeu de congestion asyme´trique. On re´duit un jeu avec un espace
de strate´gies spe´cifique a` chaque joueur, a` un jeu ou` tous les joueurs ont le meˆme espace de
strate´gies.
Tout d’abord on modifie l’espace de strate´gies de chaque joueur i en ajoutant a` chaque
strate´gie dans Si une ressource ei. On note S˜i cet espace de strate´gie modifie´. Le de´lai des
ressources ei est de´fini comme suit :
dei(x) =
{
0 si x = 1
M si x ≥ 2
avec M une valeur prohibitive qui garantit qu’aucun joueur n’a inte´reˆt a` payer ce de´lai.
L’espace de strate´gie commun a` tous les joueurs est
⋃
i S˜i.
Les de´lais des ressources ei garantissent que sur un NEP, l’espace de strate´gie de chaque
joueur est utilise´ exactement une fois. En effet, un joueur a toujours inte´reˆt a` changer de
strate´gie pour un espace de strate´gie non utilise´ plutoˆt que payer M . On peut alors canon-
iquement convertir le NEP trouve´ en un NEP du jeu original en assignant au joueur i la
strate´gie du joueur qui utilise la ressource ei dans le jeu modifie´. Sur un NEP ce joueur
existe et est unique. En effet s’il n’existe pas, c’est que deux joueurs utilisent une ressource
ej . Ce n’est donc pas un NEP puisque les deux joueurs paient au moins M , ce qui est une
valeur prohibitive, dont ils pourraient s’exempter en utilisant la ressource ei. Ce joueur est
unique pour la meˆme raison.
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Figure 3.1: Dynamique de meilleure re´ponse
A chaque tour, s’il existe un joueur j qui peut ame´liorer son couˆt :
– σ = (σ−j , σ′j) avec σ
′
j = MRj(σ−j)
Retourner σ
Jeux avec des ressources inde´pendantes
Les matro¨ıdes sont des structure qui se caracte´risent par une notion d’ inde´pendance entre
ses e´le´ments.
Definition 3.2. Un couple < S,R > est un matro¨ıde si R est un ensemble fini de ressources
et S est une famille non vide de sous ensemble de R telle que si s ∈ S et s′ ⊆ s alors s′ ∈ S,
et si pour tout s, s′ ∈ S avec |s′| < |s|, il existe un e ∈ s′ − s tel que s′ ∪ e ∈ S.
Une base d’un matro¨ıde est un e´le´ment de taille maximal. Cette taille est appele´ rang du
matro¨ıde.
Ackermann et all [19] ont de´fini les jeux de congestion sur matro¨ıde comme e´tant des
jeux de congestion pour lesquels l’espace de strate´gies des joueurs est constitue´ de l’ensemble
des bases d’un matro¨ıde sur l’ensemble des ressources.
Ieong et all [20] ont montre´ que si les strate´gies des joueurs ne contiennent qu’une ressource,
alors on peut trouver un NEP en temps polynomial a` l’aide de la dynamique de meilleure
re´ponse de´crite figure 3.1.
La meilleure re´ponse d’un joueur i a` un profil σ−i note´ MRi(σ−i), la strate´gie σ′i de Si qui
minimise ci(σ−i, σ′i).
Ce re´sultat a e´te´ e´tendue par Ackermann et all [19] aux jeux de congestion sur matro¨ıde.
Remarque 3.3. La dynamique de meilleure re´ponse termine car le potentiel de´croˆıt a` chaque
tour. Cependant, le potentiel peut ne de´croˆıtre que tre`s le´ge`rement et ne´cessiter un nombre
de tours exponentiel dans le nombre de joueurs avant d’atteindre un NEP.
Proposition 3.4 ([59]). Soit s1 et s2 deux base d’un matroid (R,S). On note G(s1∆s2) le
graphe bipartite (V,E) tel que V = s1−s2∪s2−s1 et E = {r1, r2|r1 ∈ s1−s2 et r2 ∈ s2−s1}.
1. soit r2 ∈ s2− s1, il existe r1 in s1− s2 tel que s1− r1 ∪ r2 ∈ S ;
2. il existe un couplage parfait dans G(s1∆s2).
Ces proprie´te´s permettent d’e´tablir le lemme suivant :
Lemme 3.5. La fonction suivante de´croˆıt a` chaque tour de la dynamique de meilleure
re´ponse
Φ˜(σ) =
∑
r∈R
]r(σ)∑
t=1
d˜r(t) (3.4)
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avec d˜r(t), la position de dr(t) dans une liste qui contiendrai les de´lais {dr′(k)}r′,k∈N×N trie´s
par ordre croissant.
De´monstration. On pose que depuis un profil σ, le joueur i change de strate´gie pour sa
meilleure re´ponse σ′i. Soit R = {r1...rk} l’ensemble des ressources qui sont dans σi − σ′i et
R′ = {r′1...r′k}, l’ensemble des ressources dans σ′i − σi. Les deux proprie´te´s suivantes sont
ve´rifie´es :
– il existe une fac¸on de construire un couplage parfait entre les ressources de R et R′ de telle
sorte pour tout (r, r′) dans le couplage on ait dr′(]r′j (σ)) ≤ dr(]rj (σ)) ;
– pour au moins un couple (r, r′) du couplage , dr′(]r′j (σ)) < dr(]rj (σ)).
Si la premie`re proprie´te´ n’est pas ve´rifie´e, alors σ′ n’est pas la meilleur re´ponse. Si la seconde
n’est pas ve´rifie´e alors σ′ n’ame´liore pas le couˆt.
The´ore`me 3.6 ([19]). Dans un jeu de couplage sur matro¨ıde a` n joueurs, la dynamique de
meilleure re´ponse passe au plus n2.m.k fois par la boucle avec m le nombre de ressources et
k le nombre de ressources maximum dans une strate´gie.
De´monstration. Le nombre de de´lais diffe´rents est infe´rieur ou e´gal a` m.n donc c˜r(σ) ≤ m.n.
On peut donc e´tablir que pour tout σ, Φ˜(σ) < n2.m.k D’apre`s le lemme 3.5, Φ˜ de´croˆıt au
moins de 1 a` chaque passage dans la boucle. Cette valeur correspond a` un profil dans lequel
tous les joueurs utilisent k ressources ayant le plus fort de´lai possible.
3.2.2 Approcher la solution
Un NEP e´tant difficile a` calculer, la communaute´ a cherche´ a` calculer un profil  approximativement sta-
ble. On peut concevoir cette approximation comme une tole´rance des joueurs vis-a`-vis de leur
couˆt sur leur meilleure re´ponse.
Un e´tat est approximativement stable si les joueurs ne peuvent ame´liorer leur couˆt par un
terme additif dans le cas d’une approximation additive, ou par un facteur dans le cas d’une
approximation multiplicative.
Cette approche re´ve`le des diffe´rences selon le type d’approximation choisi.
Sur les jeux bimatriciels, il existe un sche´ma d’approximation en temps quasi-polynomial
pour trouver un EN (mixte) approche´ additivement [8] tandis que trouver un EN approche´
multiplicativement reste PPAD-complet et ce, quel que soit le facteur d’approximation [60].
Sur les jeux de congestion, le constat est plutoˆt oppose´. L’approximation additive ne per-
met pas d’avance´e significative sur la complexite´, tandis que l’approximation multiplicative
permet d’obtenir de nouveaux cas re´solubles en temps polynomial.
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Approximation additive
Soit  > 0, on dit qu’un profil de strate´gies σ est un -NEP additif si pour tout joueur i et
pour tout σ′i ∈ Si, ci(σ) ≤ ci(σ−i, σ′i) + .
Proposition 3.7. Pour tout  > 0, calculer -NEP additif dans un jeu de congestion est
PLS-complet.
De´monstration. Calculer d’un NEP est de´ja` PLS-complet de´ja` si les de´lais sont des entiers.
Soit G =< N,R, (dr)r∈R,(Si)i∈N > un jeu de congestion a` de´lais entiers.
Soit G˜ =< N,R, (d˜r)r∈R,(Si)i∈N > avec pour tout x, d˜r(x) = dr(x).(+ δ) avec δ > 0.
Tout -NEP additif de G˜ est un NEP de G. Comme trouver un NEP dans G est PLS-complet,
c’est le cas e´galement pour un -NEP dans G˜
Approximation multiplicative
Soit  ≥ 1, un profil de strate´gies σ est un -NEP si pour tout i et pour tout σ′i ∈ Si,
ci(σ) ≤
{
ci(σ) si ci(σ) ≥ 0
ci(σ)
 si ci(σ) < 0
Skopalik et Vo¨cking [22] ont montre´ que si l’on ne restreint pas la structure du jeu, cette
approximation ne peut donner lieu a` une re´solution en temps polynomial a` moins que PLS ⊆
P.
The´ore`me 3.8 ([22]). Pour tout  > 1, calculer un -NEP dans un jeu de congestion est
PLS-complet.
La preuve de ce the´ore`me est obtenue a` l’aide d’une re´duction fort complexe depuis le
proble`me CIRCUIT-FLIP que nous n’exposerons pas ici.
Cette preuve laisse tout de meˆme de la place a` des sous-cas polynomiaux. Cette place avait e´te´
en partie e´claire´e par les re´sultats de Chien et Sinclair en 2006 [14] : Si le jeu est syme´trique
et que les fonctions de de´lai sont positives et a` sauts borne´s, la dynamique -Nash (de´crite
dans le chapitre 4) converge en temps polynomial vers un -NEP. Balghat et all [21] montrent
que cette meˆme dynamique converge rapidement si les ressources ont des fonctions de de´lai
 similaires , c’est-a`-dire des fonctions e´gales a` un facteur polynomial pre`s pour chaque
niveau de congestion. Une fonction de de´lai d positive a des sauts α-borne´, pour α ≥ 1 si
pour tout x ≥ 1, d(x+ 1) ≤ αd(x).
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La PLS-comple´tude du calcul d’un -NEP est maintenue si le jeu est syme´trique. On re´duit
le cas asyme´trique au cas syme´trique en utilisant la meˆme re´duction que pour le calcul d’un
NEP exact ; c’est-a`-dire que l’on rajoute une ressource pour chaque espace de strate´gies dont
le de´lai dissuade l’utilisation d’un meˆme espace par deux joueurs.
3.3 Re´sultats sur les jeux sans contraintes de signes
Les re´sultats e´voque´s pre´ce´demment portent sur les jeux positifs. Ceux-ci ne s’e´tendent pas
trivialement aux jeux sans contrainte de signe. Cette section comment notre extension des
re´sultats de Skopalik et Voeking [54].
Nous avons montre´ que sans la contrainte de positivite´ des fonctions de de´lai, les contraintes
de syme´trie et de sauts borne´es ne suffisent pas a` e´tendre les re´sultats positifs de [14].
Pour cela, on de´finit ce qu’est une fonction a` sauts borne´s lorsque les de´lais peuvent eˆtre
positifs et ne´gatifs. On pre´sente deux cas : dans le premier on n’autorise pas les changements
de signe, et dans le second on les autorise.
Une fonction de de´lai d positive ou ne´gative est a` sauts α-borne´s sans changement de signe
pour α ≥ 1 si pour tout x ≥ 1, c(x) ≤ αc(x+ 1).
d(x+ 1) ≤
{
αd(x) si d(x) ≥ 0
d(x)
α si d(x) < 0
Si les fonctions de de´lai peuvent changer de signe, trouver un -Nash est de´ja` PLS-complet
pour des fonctions tre`s simples : fonctions flip.
Une fonction de de´lai est une fonction flip s’il existe des entiers D et 1 ≤ k ≤ n tels que
d(x) =
{
−D si x < k
D si x ≥ k
Les fonctions flip sont 1-borne´es avec changement de signe. Ce sont les fonctions les plus
simples possibles a` sauts borne´s avec changement de signe. Dans un jeu de congestion a`
fonction flip, toutes les fonctions de de´lai sont des fonctions flip.
On montre que le calcul d’un -NEP est difficile sur les jeux de congestion syme´triques a`
sauts borne´s avec changement de signe. Pour ce faire, on montre que c’est de´ja` le cas pour
les jeux de congestion a` fonctions flip.
The´ore`me 3.9. Pour tout  > 1, calculer un -NEP, sur un jeu de congestion syme´trique a`
fonctions flip, sans contraintes de signe est PLS-complet.
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De´monstration. Comme stipule´ pre´ce´demment, trouver un ε-NEP dans un jeu de congestion
positif meˆme syme´trique est PLS-complet [22]. On propose la re´duction suivante :
-NEP dans un jeu de congestion positif syme´trique PLS -NEP dans un jeu de congestion
syme´trique a` fonctions flip.
Soit G = (n,R, (dr)r∈R,S) un jeu de congestion syme´trique et positif, et soit α > 1 une
constante. Dans cette re´duction, on fait correspondre G a` un jeu syme´trique a` fonctions
flip G˜ = (n, R˜, (dr)r∈R˜, S˜) que l’on de´fini maintenant. Pour tout ressource r ∈ R, on pose
Rr = {r1, r+2 , r−2 , . . . , r+n , r−n }, et pour toute strate´gie s ⊆ S, on de´finit s˜ =
⋃
r∈σ Rr (et
par conse´quent, R˜ = ⋃r∈RRr). L’ensemble des strate´gies est de´fini comme S˜ = {s˜|s ∈ S}.
Enfin les fonctions de de´lai sont de´finies comme suit : le de´lai dr1 est simplement la fonction
constante e´gale a` dr(1). Pour k ≥ 2, on pose
dr+k
(t) =
dr(k)− dr(k − 1)
2
et
dr−k
(t) =
{ −(dr(k)−dr(k−1))
2 if t < k,
(dr(k)−dr(k−1))
2 if t ≥ k.
Le jeu G˜ est clairement a` fonctions flip.
Notez la bijection entre les profils de G et de G˜. En effet, les profils de G˜ sont de la forme
σ˜ = (σ˜1, . . . , σ˜n), ou` σ = (σ1, . . . , σn) ∈ Sn est un profil de G. Pour la re´duction on montre
que si s′ est un -NEP dans G˜ alors σ est un -NEP dans G. On montre en fait un e´nonce´
plus fort sur les fonctions de de´lai : pour tout profil σ, et pour tout joueur i, le couˆt du joueur
i sur σ dans G est la meˆme que le couˆt du joueur i sur σ˜ dans G˜.
Les ressources r+k et r
−
k sont telles que la somme de de´lais de leurs fonctions simule le saut
dr(k) − dr(k − 1) quand t ≥ k. Par conse´quent la somme des de´lais des ressources dans Rr
est simplement dr, ce qui est e´nonce´ dans le lemme suivant.
Lemme 3.10. Pour toute ressource r ∈ R, et pour tout 1 ≤ t ≤ n,
∑
r′∈Rr
dr′(t) = dr(t).
De´monstration. Il est imme´diat depuis leur de´finition que les de´lais satisfont pour tout 2 ≤
k ≤ n, et 1 ≤ t ≤ n,
dr+k
(t) + dr−k
(t) =
{
0 si t < k,
dr(k)− dr(k − 1) si t ≥ k.
Chapitre 3. Complexite´ des e´quilibres dans les jeux de congestion 39
Par conse´quent,
∑
r′∈Rr
dr′(t) = dr(1) +
t∑
k=2
(dr+k
(t) + dr−k
(t))
= dr(1) +
t∑
k=2
(dr(k)− dr(k − 1))
= dr(t).
Ce qui implique la relation forte entre les couˆts des joueurs dans les deux jeux.
Lemme 3.11. Pour tout profil σ = (σ1, . . . , σn) de G, et tout joueur i, on a
ci(σ˜) = ci(σ),
ou` σ˜ = (σ˜1, . . . , σ˜n).
De´monstration. On ve´rifie directement la se´quence d’e´galite´ suivante :
ci(σ˜) =
∑
r′∈σ˜i
dr′(]r′(σ˜))
=
∑
r∈σi
∑
r′∈Rr
dr′(]r′(σ˜))
=
∑
r∈σi
∑
r′∈Rr
dr′(]r(σ))
=
∑
r∈σi
dr(]r(σ))
= ci(σ).
En effet, la premie`re et la dernie`re e´galite´s re´sultent des de´finitions des fonctions de de´lai, et
la deuxie`me est ve´rifie´e par de´finition de σ˜i. La troisie`me e´galite´ est ve´rifie´e car pour tout
r ∈ R, tout r′ ∈ Rr, et tout joueur i, la strate´gie σi contient r si et seulement si σ˜ contient
Rr, et par conse´quent, pour tout r
′ ∈ Rrn ]r′(σ˜) = ]r(σ). La quatrie`me e´galite´ provient du
lemme 3.10.
Par le lemme 3.11 on peut trivialement obtenir un -NEP pour G, a` partir d’un -NEP pour
G′.
The´ore`me 3.12. Pour tout α > 1, pour tout  > 1, calculer un -NEP, sur un jeu de
congestion syme´trique a` sauts α-borne´s sans changement de signe, et sans contrainte de
signe est PLS-complet.
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Remarque 3.13. Les fonctions 1-borne´es sans changement de signe sont les fonctions con-
stantes. C’est pourquoi la PLS-comple´tude ne s’e´tend pas au cas α = 1 sans changement de
signe. Dans ce cas la dynamique de meilleure re´ponse converge en n tours puisque lorsqu’un
joueur a choisi sa meilleure strate´gie, il ne va pas plus changer puisque les couˆts des strate´gies
ne changent pas.
De´monstration. La preuve se fait a` l’aide d’une re´duction qui partage le meˆme squelette de
preuve que la preuve du the´ore`me 3.9. On adapte juste les nouvelles fonctions de de´lai des
ressources :
dr+k
(t) =
{
(dr(k)− dr(k − 1) αα2−1 si t < k,
(dr(k)− dr(k − 1) α2α2−1 si t ≥ k.
et
dr−k
(t) =
{
−(dr(k)− dr(k − 1) αα2−1 si t < k,
−(dr(k)− dr(k − 1) 1α2−1 si t ≥ k.
Chapitre 4
Dynamiques sur les jeux de
congestion
Dans ce chapitre, on de´crit des dynamiques a` mises a` jour de´terministes, se´quentielles,
de´pendantes uniquement du profil courant. Chien et Sinclair [14] ont montre´ que la dy-
namique -Nash converge vers un -NEP en un nombre de tours polynomial sur les jeux de
congestion positifs, syme´triques a` fonctions de couˆt croissantes a` sauts borne´s. Nous avons
montre´ que la convergence rapide s’e´tends aux jeux de congestion ne´gatifs, syme´triques a`
fonctions de couˆt croissantes a` sauts borne´s. De plus, nous e´tendons la preuve de conver-
gence rapides sur les jeux ne´gatifs, syme´triques, a` fonctions de couˆts monotones a` sauts
borne´s.
4.1 Sur les jeux positifs
Dans cette section on pre´sente les dynamiques e´tudie´es puis, on expose les re´sultats de Chien
et Sinclair [14] sur les jeux de congestion positifs.
4.1.1 Dynamiques de Nash
On appelle mouvement d’ame´lioration un changement de strate´gie d’un joueur tel que le couˆt
de ce joueur diminue apre`s le changement ; c’est-a`-dire que sur un profil σ, le changement
de strate´gie du joueur i de σi vers σ
′
i est un mouvement d’ame´lioration si et seulement si
ci(σ) > ci(σ−i, σ′i).
La classe des dynamiques de Nash comprend les dynamiques telles que chaque mise a` jour de
strate´gie est le re´sultat d’un mouvement d’ame´lioration. La dynamique de meilleure re´ponse
du chapitre pre´ce´dent est dans cette classe de dynamique.
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On appelle mouvement d’-ame´lioration (-mouvement) un changement de strate´gie d’un
joueur tel que le couˆt de ce joueur diminue apre`s le changement d’un facteur (1− ) ; c’est-a`-
dire que sur un profil σ, le changement de strate´gie du joueur i de σi vers σ
′
i est un mouvement
d’-ame´lioration si et seulement si ci(σ)(1− ) > ci(σ−i, σ′i).
La classe des dynamiques -Nash comprend les dynamiques telles que chaque mise a` jour de
strate´gie est le re´sultat d’un mouvement d’-ame´lioration.
Dans un tour de la dynamique -Nash gloutonne, le mouvement se´lectionne´ est celui qui
maximise la diffe´rence de couˆt gagne´e parmi les -mouvements ; c’est-a`-dire que depuis un
profil σ, le joueur i effectue le mouvement σ′i dans un tour de la dynamique -Nash gloutonne
si pour tout j ayant un mouvement d’-ame´lioration, et tout σ′j , ci(σ)− ci(σ−i, σ′i) ≥ cj(σ)−
cj(σ−j , σ′j).
4.1.2 Convergence rapide de la dynamique -Nash
Chien et Sinclair ont montre´ le the´ore`me suivant qui stipule que la dynamique -Nash glou-
tonne converge rapidement.
The´ore`me 4.1. Pour tout α ≥ 1 et 0 <  < 1, dans un jeu de congestion a` n joueurs,
syme´trique, a` fonction de de´lai positives croissantes et a` sauts α-borne´s, la dynamique -
Nash gloutonne converge depuis n’importe quel profil initial en O(nα−1 log(nmD)) tours,
ou` m = |R|, et D = max{dr(n) : r ∈ R} est une borne supe´rieure sur les de´lais.
Remarque 4.2. L’approximation est ne´cessaire afin d’obtenir une convergence rapide. En
effet, meˆme sur un jeu syme´trique a` de´lais positifs et a` sauts borne´s, calculer un NEP exact
reste PLS-complet. La preuve est obtenue en modifiant les fonctions de de´lai de la re´duction
depuis 3NAE-Sat, pour qu’elles soient a` sauts borne´s.
De´monstration. La preuve s’appuie sur le lemme suivant :
Lemme 4.3. Soit i le joueur qui change de strate´gie depuis le profil σ, pour tout j ci(σ) >
cj(σ)
α
Preuve du lemme 4.3. Soit σ′i la strate´gie de i sur son -mouvement. Puisque le jeu est
syme´trique, j peut utiliser la strate´gie σ′i. Or on sait que :
cj(σ−j , σ′i) =
∑
r∈σ′i
dr(]r(σ−j , σ′i))
≤
∑
r∈σ′i
dr(]r(σ−i, σ′i) + 1)
≤
∑
r∈σ′i
α.dr(]r(σ−i, σ′i))
= α.ci(σ−i, σ′i)
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Pour la premie`re ine´galite´ on remarque que pour tout r ∈ σ′i, ]r(σ−j , σ′i) ≤ ]r(σ−i, σ′i) + 1
Pour la seconde ine´galite´, on utilise le fait que les fonctions de de´lai ont des sauts α-borne´s.
Supposons maintenant que cj(σ) > α.ci(σ), alors
cj(σ)− cj(σ−j , σ′i) > ci(σ)− ci(σ−i, σ′i)
Il y a alors contradiction avec le fait que i est le joueur qui change de strate´gie.
Remarquez que nmD est une borne supe´rieure du potentiel sur le profil initial. La preuve
du the´ore`me consiste a` montrer que le potentiel de´croˆıt exponentiellement vite. Il de´croˆıt
en fait a` chaque tour d’une fraction plus grande que α.n ce qui permet d’aboutir au temps
de convergence du the´ore`me. En utilisant le fait que les couˆts des ressources sont positifs et
croissants, on a :
Φ(σ) ≤
∑
i
ci(σ) (4.1)
Il existe donc un joueur j dont le couˆt est supe´rieure a` la moyenne ; c’est-a`-dire telle que
cj(σ) ≥ Φ(σ)n . En utilisant le lemme 4.3, on a, si i est le joueur qui change de strate´gie depuis
σ, ci(σ) ≥ Φ(σ)α.n . Comme i effectue un -mouvement vers σ′i, on a :
Φ(σ)− Φ((σ−i, σ′i)) = ci(σ)− ci((σ−i, σ′i)) >

α.n
Φ(σ) (4.2)
Ce the´ore`me de convergence rapide s’e´tend sur les -Nash dynamiques pour lesquelles le
joueur qui change de strate´gie est choisi diffe´remment :
– le joueur qui change de strate´gie est celui qui maximise le facteur de couˆt gagne´. On peut
e´galement dans ce cas ve´rifier que le joueur qui change de strate´gie a` chaque tour a un
couˆt e´leve´ compare´ au potentiel ;
– tous les T tours tous les joueurs ont l’opportunite´ de changer de strate´gie au moins une
fois Cela permet de garantir que les joueurs qui ont un couˆt e´leve´ par rapport au potentiel
effectuent un mouvement tous les T tours.
La convergence rapide est maintenue pour les jeux asyme´triques pour lesquels il existe un
nombre constant de  type de joueurs ; c’est-a`-dire que le nombre d’espaces de strate´gies
diffe´rents est constant. La borne supe´rieure sur le nombre de tours avant de converger est
exponentielle dans ce nombre de types. Nous donnons l’intuition de la preuve pour 2 types
de joueurs que l’on note a et b. Si les joueurs de type a et ceux de type b ont des couˆts e´gaux
a` un facteur polynomial pre`s, le potentiel de´croit rapidement car on peut a` nouveau trouver
un joueur avec un couˆt e´leve´ par rapport au potentiels dans les deux types. Le cas qui diffe`re
est celui ou` les joueurs de type a, ont des couˆts beaucoup plus e´leve´s que les joueurs de
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type b. Quand un joueur de type a effectue un -mouvement, il fait effectivement baisser le
potentiel d’une fraction polynomiale. Cependant ce n’est pas le cas lors-qu’un joueur de type b
effectue un -mouvement. Mais si les joueurs de type b effectuent tous les mouvements durant
O(nα−1 log(nmD)) tours, ils sont sur un -NEP (par le the´ore`me 4.1), sauf si un joueur de
type a dispose alors d’un -mouvement. Les joueurs de type a effectue donc un mouvement
au moins tous les O(nα−1 log(nmD)) tours, ce qui signifie que le potentiel de´croˆıt d’une
fraction polynomiale tous les O(nα−1 log(nmD)) tours. La convergence vers un -NEP pour
deux types de joueurs est obtenue en O((nα−1 log(nmD))2) tours.
S’il y a plus de types, on peut toujours construire une chaˆıne de types de telle sorte que chaque
maillon effectue un mouvement lorsque le maillon pre´ce´dent a effectue´ O(nα−1 log(nmD))
mouvements, ce qui nous donne la complexite´ exponentielle dans le nombre de types.
4.2 Convergence rapide sur les jeux ne´gatifs
La dynamique -Nash converge-t-elle rapidement lorsque les de´lais des ressources sont ne´gatifs ?
Dans le chapitre pre´ce´dent nous avions re´pondu par la ne´gative a` cette question sur des jeux
sans contrainte de signe. En effet, les the´ore`mes 3.12 et 3.9 montrent que si le jeu comporte
a` la fois des ressources a` de´lai positif et a` de´lai ne´gatif, calculer un -NEP est PLS-complet.
La question reste le´gitime pour les jeux ne´gatifs.
4.2.1 Avec des couˆts croissants
Nous avons montre´ le the´ore`me suivant :
The´ore`me 4.4. Pour tout α ≥ 1, dans un jeu de congestion ne´gatif a` n joueurs syme´trique
avec des fonctions croissantes, et a` sauts α-borne´s, la dynamique -Nash converge depuis un
e´tat initial arbitraire en O((αn2+nm)−1 log(nmD)) tours ou` m = |R|, et D = max{−dr(1) :
r ∈ R} est une borne supe´rieure sur la valeur absolue des de´lais.
De´monstration. On suppose sans perte de ge´ne´ralite´ que toute ressource apparaˆıt dans une
strate´gie (sinon cette ressource pourrait eˆtre supprime´e de R). On commence par de´finir un
potentiel plus approprie´ a` la mesure de la progression de la dynamique -Nash dans le cas de
couˆts ne´gatifs. Soit ψ de´fini sur les profils de strate´gie comme ψ(σ) = −∑r∈R∑nt=]r(σ)+1 dr(t).
Cette fonction est clairement positive, et nous affirmons qu’il s’agit d’une fonction de potentiel
c’est-a`-dire que ψ(σ)−ψ(σ′) = di(σ)−di(σ′) si les profils σ et σ′ diffe`rent uniquement sur la
strate´gie du joueur i. Cette proprie´te´ de´coule du fait que pour tout profil σ, ψ(σ) = φ(σ)−k,
ou` φ(s) est la fonction de potentiel classique, et k est la constante −∑r∈R∑nt=1 dr(t). Re-
marquez que ψ(σ) est borne´ supe´rieurement par nmD, pour tout profil σ.
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Soit un profil initial σ(0), soit σ(k) le keme profil atteint par la dynamique d’-Nash. Nous
affirmons que ψ(σ(k+1)) ≤ ψ(σ(k))(1−/4(αn2+nm)), pour tout k, ce qui implique clairement
le the´ore`me. Supposons que σ(k) = σ = (σ1, . . . , σn) n’est pas un -Nash, et soit i le joueur
qui peut effectuer le -mouvement qui maximise la diffe´rence de couˆt. Afin de prouver notre
affirmation, on va montrer qu’il existe une strate´gie σ′i pour le joueur i telle que ci(σ) −
ci(σ−i, σ′i) ≥ ψ(σ)/4(αn2 + nm).
La premie`re ide´e consiste a` prouver, de manie`re analogue au cas des jeux a` couˆts positifs,
que pour un joueur j, l’oppose´ de son couˆt −cj(σ) est une fraction polynomiale de ψ(σ).
Ce n’est en re´alite´ pas toujours ve´rifie´. La somme
∑n
j=1 cj(σ) n’est pas ne´cessairement une
fraction polynomiale de ψ(σ) car les ressources non utilise´es dans σ ne contribuent pas a` la
somme des couˆts, mais contribuent au potentiel. C’est pourquoi nous introduisons la fonction
ψ′ comme e´tant ψ restreinte aux ressources utilise´es par au moins un joueur ce qui conduit
a` l’expression suivante : ψ′(σ) = −∑]r(σ)6=0∑nt=]r(σ)+1 dr(t).
Le lemme suivant montre qu’il existe un cj(σ) qui est au moins une fraction polynomiale de
ψ′(σ).
Lemme 4.5. Il existe un joueur j tel que
−cj(σ) ≥ ψ′(σ)/n2.
De´monstration. Nous affirmons l’e´quation :
−n
n∑
j=1
dj(σ) ≥ ψ′(σ),
depuis laquelle l’e´nonce´ de´coule clairement.
Afin de prouver cette affirmation, on proce`de a` la se´rie d’ine´galite´s suivante :
−n
n∑
j=1
cj(σ) = −n
∑
]r(σ)6=0
]r(σ).dr(]r(σ))
≥ −n
∑
]r(σ)6=0
dr(]r(σ))
≥ −
∑
]r(σ)6=0
n∑
t=]r(σ)+1
dr(t)
= ψ′(σ),
La seconde ine´galite´ est ve´rifie´e car les fonctions de de´lai sont croissantes.
On fixe un joueur j qui satisfait le lemme 4.5 pour le reste de la preuve. Afin de borner
supe´rieurement ψ(s), on doit aussi conside´rer les ressources telles que ]r(σ) = 0, en plus des
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ressources qui contribuent a` ψ′(s). On a, en utilisant la croissance des couˆts :
ψ′(s)− n
∑
]r(σ)=0
dr(1) ≥ ψ(s),
Cela implique que soit ψ′(σ) ≥ ψ(σ)/2, soit−n∑]r(σ)=0 dr(1) ≥ ψ(σ)/2, et la preuve s’e´tablit
en distinguant ces deux cas.
Cas 1 : ψ′(σ) ≥ ψ(σ)/2. On raisonne alors en deux sous cas qui comparent ci(σ) a` ψ′(σ)/2αn2.
Si −ci(σ) ≥ ψ′(σ)/2αn2, alors soit σ′i la strate´gie qui produit la plus grande diffe´rence de
couˆt pour le joueur i. On a alors :
ci(σ)− ci(σ−i, σ′i)) ≥ −ci(σ)
≥ ψ(σ)/4αn2,
La premie`re ine´galite´ de´coule du fait que le mouvement de i est un -mouvement, et la seconde
ine´galite´ est ve´rifie´e a` cause des hypothe`ses. Si −ci(σ) < ψ′(σ)/2αn2, alors soit σ′i = σj , la
strate´gie du joueur j dans le profil σ. Observez que σj est une strate´gie valable pour le joueur
i car le jeu est syme´trique. Alors,
ci(σ)− ci(σ−i, σ′i)) ≥ ci(σ)− cj(σ)/α
≥ ψ′(σ)/αn2 − ψ′(σ)/2αn2
≥ ψ(σ)/4αn2.
Ici, la premie`re ine´galite´ est ve´rifie´e parce que les de´lais sont a` sauts α-borne´s. La seconde
ine´galite´ de´coule des hypothe`ses et du fait que cj(σ) ≥ ψ′(σ)/n2. Enfin, la troisie`me ine´galite´
est ve´rifie´e car ψ′(σ) ≥ ψ(σ)/2.
Cas 2 : −n∑]r(σ)=0 dr(1) ≥ ψ(σ)/2. Alors il existe une ressource r telle que ]r(σ) = 0, et
−dr(1) ≥ ψ(σ)/2nm. On fixe une telle ressource r. On distingue a` nouveau deux sous-cas
en comparant les valeurs de ci(σ) a` dr(1)/2. Si ci(σ) ≤ dr(1)/2 alors soit σ′i la strate´gie qui
maximise la diffe´rence de couˆt pour le joueur i. Ensuite, de manie`re similaire au premier sous
cas du cas 1, en utilisant les hypothe`ses et le fait que le joueur i accomplit un -mouvement,
on a :
ci(σ)− ci(σ−i, σ′i)) ≥ −ci(σ)
≥ ψ(σ)/4nm.
Si ci(σ) > dr(1)/2 alors on note σ
′
i une strate´gie qui contient r. Une telle strate´gie existe car
sinon la ressource aurait e´te´ supprime´e de R. On a alors ]r(σ−i, σ′i)) = 1 car ]r(σ) = 0 et σ
ne diffe`re de (σ−i, σ′i) que sur le joueur i. Cela, implique que ci(σ−i, σ
′
i)) ≤ dr(1), comme les
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couˆts sont ne´gatifs. Par conse´quent
ci(σ)− ci(σ−i, σ′i)) ≥ ci(σ)− dr(1)
≥ −dr(1)/2
≥ ψ(σ)/4nm,
Les deux dernie`res ine´galite´s de´coulent des hypothe`ses.
On peut directement appliquer ce the´ore`me aux jeux de partage de marche´s (de´crits au
chapitre 1).
Corollaire 4.6. La dynamique -Nash converge depuis un e´tat initial arbitraire en O((n2 +
nm)−1 log(nmD)) tours ou` m = |R|, et D = max{−dr(1) : r ∈ R} est une borne supe´rieure
sur la valeur absolue des de´lais.
De´monstration. Les fonctions de de´lai des jeux de partage de marche´s sont a` sauts 2-borne´s.
4.2.2 Sur les jeux a` couˆts monotones
Une fonction est monotone si elle est soit croissante, soit de´croissante. Nous avons e´tendu
le the´ore`me 4.4 au cas ou` l’ensemble des ressources R est partitionnable en deux ensembles
R↑ qui contient les ressources a` couˆts croissants et R↓ qui contient les ressources a` couˆts
de´croissants.
Remarque 4.7. Si R↑ est vide, alors trouver un e´quilibre de Nash devient trivial. En effet, le
profil σ∗ sur lequel tous les joueurs se´lectionnent la strate´gie s qui minimise
∑
r∈s dr(n) est
un NEP.
The´ore`me 4.8. Pour tout α ≥ 1 et tout  > 0, dans un jeu de congestion a` n joueur
syme´trique, a` fonctions de couˆt ne´gatives, monotone et a` saut α-borne´s, la dynamique -
Nash converge depuis un e´tat initial arbitraire en O((αn2 + nm) − 1log(nmD)) tours ou`
m = |R|, et D = max{−dr(t) : r ∈ R, t ∈ [n]} est une borne supe´rieur de la valeur absolue
des couˆts.
De´monstration. La preuve repose sur un autre potentiel qui combine le potentiel original
pour les ressources de´croissantes et le potentiel de la preuve pre´ce´dente pour les ressources
de´croissantes :
ψ(σ) =
∑
r∈R↑
n∑
t=]r(σ)+1
−dr(t) +
∑
r∈R↓
]r(σ)∑
t′=1
dr(t
′)
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.
On de´finit e´galement ψ′ ainsi :
ψ(σ) =
∑
r∈R↑
n∑
t=]r(σ)+1
−dr(t) +
∑
r∈R↓ et ]r(σ)≥1
]r(σ)∑
t′=1
dr(t
′)
.
Ce potentiel peut avoir une valeur ne´gative. On doit donc (le´ge`rement) modifier le lemme
4.5 pour s’adapter au fait que ψ′ peut prendre une valeur ne´gative.
Lemme 4.9. Il existe un joueur j tel que
−cj(σ) ≥ |ψ′(σ)|/n2
Les arguments du the´ore`me 4.4 s’appliquent et montrent que le potentiel de´croˆıt au moins
d’une fraction ε
αm.n2
a` chaque tour. Il convient de pre´ciser que si le potentiel peut eˆtre ne´gatif,
il reste infe´rieur a` nmD en valeur absolue. Ainsi on peut observer deux phases, une premie`re
durant laquelle le potentiel est positif et de´croit en valeur absolue, et une seconde durant
laquelle le potentiel est ne´gatif et croit en valeur absolue.
Remarque 4.10. Nous n’avons pas pu e´tendre la convergence rapide pour les fonctions mono-
tones positives. Le cas 2 ne fonctionne plus. En effet une ressource non utilise´e qui a un de´lai
e´leve´ en valeur absolue n’est plus une ressource que le joueur aurait inte´reˆt a` utiliser pour
faire de´croˆıtre son couˆt.
4.2.3 Re´sume´ des re´sultats sur la complexite´ des NEP approche´s
Le tableau ci-dessous re´sume les re´sultats e´nonce´s dans ce chapitre et le pre´ce´dent sur la
complexite´ du calcul d’un -NEP dans un jeu de congestion.
Conditions sur le jeu Re´sultat
Syme´trique+Positif+sauts borne´s -Nash dynamiques rapide [14]
Syme´trique+Ne´gatif+sauts borne´s -Nash dynamiques rapide [54]
Syme´trique+Positif PLS-complet [22]
Syme´trique+sauts bornes PLS-complet [54]
Le principal cas ouvert porte sur les jeux de congestion positifs a` sauts borne´s mais asyme´triques.
Ce cas n’est que partiellement traite´ :
– la dynamiques -Nash n’est pas rapide sur ces jeux [22]
– si les fonctions de couˆt sont des polynoˆmes a` coefficients positifs de degre´ borne´ par d, il
existe un algorithme qui trouve un -Nash pour  = dO(d)[61]
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4.2.4 Question : jeux a` couˆts sans contrainte de signe inde´pendants ?
On pose maintenant une question qui semble abordable.
On rappelle les re´sultats suivants :
– dans un jeu syme´trique, sans contrainte de signe, a` sauts borne´s, trouver un -NEP est
PLS-complet ;
– dans un jeu positif, syme´trique, a` sauts borne´s, la dynamique -Nash gloutonne convergent
rapidement [14] ;
– dans un jeu ne´gatif, syme´trique, a` sauts borne´s, la dynamique -Nash gloutonne convergent
rapidement (the´ore`me 4.4)
– dans un jeu a` ressources inde´pendantes, la dynamique de Nash converge rapidement
On souhaiterait incorporer cette notion d’inde´pendance pour la convergence des dynamiques
-Nash dans les jeux sans contrainte de signe.
On appelle fusion de jeu inde´pendante la fonction qui associe a` deux jeux< N,R, (dr)r∈R,S〉i∈N >
et N,R′, (c′r)r∈R′ ,S ′〉i∈N > le troisie`me jeu suivant : < N,R”, (c”r)r∈R”,S”〉i∈N > avec :
– R” = R∪R′ ;
– les fonctions de couˆt ne changent pas ;
– pour tout joueur i, la strate´gie σ”i ∈ S”i si et seulement si σ”i = σi ∪ σ′i avec σi ∈ Si et
σ′i ∈ S ′i.
La fusion de jeux inde´pendante consiste pour les joueurs a` jouer a` deux jeux diffe´rents et a`
additionner leurs gains.
Question La fusion inde´pendante d’un jeu syme´trique positif a` sauts borne´s et d’un jeu
ne´gatif syme´trique a` saut borne´ produit-elle un jeu sur lequel la dynamique -Nash dynamique
converge rapidement ?
Plus ge´ne´ralement, la convergence rapide des dynamiques -Nash est elle pre´serve´e par la
fusion inde´pendante ?
E´le´ments de re´ponse Tout d’abord, on ne peut plus construire la re´duction qui prouve
le the´ore`me 3.12.
De plus, si< N,R”, (dr)r∈R”, (S”i)i∈N > est obtenu par fusion inde´pendante de< N,R, (dr)r∈R, (Si)i∈N >
et < N,R′, (dr)r∈R′ , (S ′i)i∈N >, on peut montrer que l’on converge rapidement vers un
profil σ∗ = (σ∗1, ..., σ∗n) avec σ∗i = σi ∪ σ′i tel que σ = (σ1, ...;σn) est un  − Nash de <
N,R, (dr)r∈R, (Si)i∈N > et (σ′) = (σ′1, ..., σ′n) est un -Nash de < N,R′, (dr)r∈R′ , (S ′i)i∈N >.
Le proble`me est que cela ne garantit pas que σ∗ soit un -Nash de< N,R”, (dr)r∈R”, (S”i)i∈N >
car la somme de couˆts ne´gatifs et positifs peut se compenser pour eˆtre tre`s petite en valeur
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absolue. Ainsi un mouvement qui n’est pas un -mouvement sur < N,R, (dr)r∈R, (Si)i∈N >
peut en eˆtre un sur < N,R”, (dr)r∈R”, (S”i)i∈N >.
Chapitre 5
Dynamiques sur les jeux
d’appariement
Ce chapitre pre´sente des dynamiques sur les jeux d’appariement. Nous nous sommes inte´resse´s
en particulier a` la vitesse de convergence de dynamiques sur des jeux d’appariement sur re´seau
social, sur lesquels les joueurs ont une information partielle sur le jeu. Les mises a` jour des
dynamiques conside´re´es sont concurrentes, de´pendantes uniquement du profil courant et ont
parfois recours a` la randomisation.
La section 5.1 exhibe l’impact de l’information partielle sur la vitesse de convergence de dy-
namiques de Nash concurrentes sur les jeux de suiveurs sur re´seaux social. Sur ces jeux tre`s
simples, on constate de´ja` que la vision limite´e est susceptible de ralentir conside´rablement
(Ω(n) tours) des dynamiques pourtant extreˆmement rapides sans limitation de vision. Nous
proposons alors une extension de la dynamique que l’on nomme avec diffusion pour con-
trecarrer les effets de la vision limite´e. Notre re´sultat de convergence rapide pour la dy-
namique avec diffusion ne´cessite cependant une hypothe`se sur les valuations des liens :
qu’elles soient de´termine´es a` l’aide d’un nombre borne´ de cate´gories. On re´capitule dans
le tableau ci-dessous les re´sultats obtenus sur le nombre de tours ne´cessaire aux dynamiques
e´tudie´es avant d’atteindre un profil stable sur les jeux de suiveurs sur re´seaux social :
Nash avec diffusion
sans contrainte Ω(n) Ω(n)
k cate´gories Ω(n) O(log(n).k)
La section 5.2 pre´sente les dynamiques d’ame´lioration par paire (AP-dynamiques) qui con-
vergent vers un EP sur les jeux de couplage a` valuation syme´trique. Ces dynamiques sont
similaires aux dynamiques e´tudie´es dans les articles suivants [25, 62]. Hoefer [27] a ex-
hibe´ des jeux sur re´seau social pour lesquels les AP-dynamiques ne´cessitent 2Ω(n) AP-
mouvements (avec n le nombre de joueurs) pour atteindre un EP. Notre objectif est
de de´terminer des conditions pour que des dynamiques concurrentes atteignent un EP en
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O(log(n)) tours. Pour comprendre ce qui permet a` une dynamique concurrente de converger
vite, nous e´tudions d’abord la vitesse de convergence de dynamiques simples sur les jeux de
couplages a` information comple`te. Nous montrons en nous appuyant sur un potentiel ordinal
que si on limite le nombre de valeurs que peuvent prendre les valuations, les AP-dynamiques
atteignent un EP en O(n) AP-mouvements. On peut alors espe´rer que les AP-dynamiques
concurrentes ont une vitesse de convergence plus rapide (en terme de nombre de tours) si
beaucoup d’AP-mouvements sont effectue´s a` chaque tour sur ces dynamiques. Nous proposons
alors les AP-dynamiques gloutonnes sur lesquelles a` chaque tour, si une paire de joueur peut
ame´liorer son utilite´, au moins un des deux joueurs effectue un mouvement. Nous montrons
que les AP-dynamiques gloutonnes atteignent un EP en O(log(n)) tours dans les jeux de
couplage a` information comple`te.
Cependant dans les jeux de couplage sur re´seau social les AP-dynamiques meˆme concurrentes
ne´cessitent Ω(n) tours pour atteindre un EP. Nous pensons avoir cerne´ les deux structures
qui ralentissent la convergence que nous nommons  chemins concate´ne´s  et  goulots
d’e´tranglements . En effet, lorsque l’on neutralise ces deux structures on retrouve une
convergence en O(log(n)). Pour neutraliser les goulots d’e´tranglements, nous restreignons la
classe de jeux e´tudie´s ; si le graphe de re´seau social a un degre´ borne´, il ne peut plus y avoir de
goulot d’e´tranglement. Pour neutraliser les chemins concate´ne´s, nous proposons d’e´tendre les
dynamiques en ajoutant des mouvements d’exploration. Nous montrons en appliquant
un de nos re´sultats sur les dynamiques gloutonnes pour les jeux a` information comple`te
que la dynamique de se´lection ale´atoire avec exploration atteint un EP O(log(n).Poly(d))
tours avec d le degre´ maximum d’un sommet sur le re´seau social. On re´capitule dans le
tableau ci-dessous les re´sultats obtenus sur le nombre de tours ne´cessaire aux dynamiques
e´tudie´es avant d’atteindre un profil stable sur les jeux de couplage sur re´seaux social :
gloutonnes se´lection ale´atoire avec exploration
Information comple`te Ω(k), O(log(n).2k) /
sur re´seau social Ω(n) Ω(n)
sur re´seau de degre´ borne´ par d Ω(n) O(log(n).d2k)
avec k le nombre de valeurs diffe´rentes que peuvent prendre les valuations des couples.
Une partie des re´sultats de ce chapitre a e´te´ pre´sente´e a` la confe´rence ROADEF’13 [63].
5.1 Dynamiques sur les jeux de suiveurs
On s’inte´resse dans cette section aux jeux de suiveurs (de´finis au chapitre 1 section 1.3).
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5.1.1 Dynamique de Nash concurrente
Un changement de strate´gie d’un joueur i depuis un profil σ vers (σ−i, σ′i) est un mouvement
d’ame´lioration si ui(σ) < ui(σ−i, σ′i). Dans un jeu de suiveurs un mouvement d’ame´lioration
d’un joueur i depuis un profil σ peut eˆtre la combinaison de deux actions de base :
– suivre de nouveaux joueurs j 6∈ σi tels que v(j, i) > 0 ;
– arreˆter de suivre des joueurs j′ dans σi tels que v(j′, i) < 0.
Le mouvement d’ame´lioration optimal d’un joueur i depuis un profil σ, consiste a` suivre tous
les joueurs j tels que v(j, i) > 0 et ne plus suivre les joueurs j′ tels que v(j′, i) < 0.
On conside`re pour ces jeux la dynamique de Nash concurrente. A chaque tour de cette
dynamique, tous les joueurs effectuent leur mouvement d’ame´lioration optimal.
La dynamique de Nash concurrente atteint un NEP en un tour. Le temps de convergence
des dynamiques de Nash concurrentes est plus inte´ressant a` analyser sur les jeux de suiveurs
sur re´seau social.
Remarque 5.1. La dynamique de Nash concurrente de converge pas en ge´ne´ral vers un NEP
sur les jeux de congestion. Conside´rez par exemple le jeu de congestion syme´trique suivant :
– deux joueurs ;
– deux ressources r1 et r2 avec la meˆme fonction de de´lai d telle que d(1) = 0 et d(2) = 1 ;
– deux strate´gies, s1 = {r1} et s2 = {r2} ;
La dynamique de Nash concurrente cycle sur jeu si le profil initial place les deux joueurs
sur la meˆme strate´gie. En effet, supposons que les deux joueurs utilisent la strate´gie s1 sur
le profil s1. Ils ont tous deux inte´reˆt a` choisir la strate´gie s2 et comme la dynamique est
concurrente, au tour suivant ils seront tous les deux sur s2. De la meˆme manie`re, ils vont
au troisie`me tour tous les deux retourner sur s1. Ainsi la dynamique oscille sans atteindre le
NEP.
The´ore`me 5.2. Pour tout n, il existe un jeu de suiveurs a` n joueurs sur un re´seau social
tel que la dynamique de Nash concurrente ne´cessite Ω(n) tours pour atteindre un NEP.
De´monstration. Conside´rons le jeu illustre´ par la figure 5.1. Le re´seau social consiste en une
ligne A,X1 . . . , Xn. Pour tout i ; les liens (A,Xi) (en rouge sur la figure) ont une valuation
e´gale a` 1. Tout autre lien a une valuation e´gale a` -1.
Dans le profil initial, aucun lien n’est forme´.
Au premier tour, X1 et X2 peuvent effectuer un mouvement d’ame´lioration en suivant A.
Lorsqu’un lien (A,Xt) est forme´, Xt+1 voit le joueur A. Ainsi, a` chaque tour de la dynamique,
A gagne un unique nouveau suiveur. La dynamique ne´cessite donc n− 1 tours pour que tous
les joueurs X1 . . . Xn suivent le joueur A.
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Figure 5.1: Exemple de convergence lente dans un jeu de suiveurs sur re´seau social
5.1.2 Dynamiques avec diffusion
Sur un re´seau tel que Twitter, les utilisateurs ne voient pas seulement les messages produits
directement par les utilisateurs qu’ils suivent. La force de ces re´seaux est leur pouvoir de
diffusion ; les utilisateurs  retwittent des messages. Quand un utilisateur rec¸oit un message
retwitte´ par un des utilisateurs qu’il suit, il peut de´cider de suivre l’e´metteur initial du
message.
On mode´lise le retwitte en e´tendant les strate´gies ; elles contiennent deux ensemble de joueurs,
un ensemble des joueurs suivis, et un ensemble de joueurs  retwitte´s. Ce second ensemble
de joueurs ne modifie pas l’utilite´, cependant, si a  retwitte b, les suiveurs de a voient
alors b.
La preuve de convergence lente du the´ore`me 5.2 repose sur un chemin de longueur line´aire
en n. On va montrer comment la diffusion peut permettre de parcourir rapidement ces longs
chemins.
Remarque 5.3. Les joueurs sont retwitte´s dans ce mode`le car les messages ne sont pas
repre´sente´s.
Une strate´gie avec diffusion si d’un joueur i depuis un profil courant σ est un couple d’ensem-
bles de joueurs (ssuiti , s
dif
i ) tel que :
– l’ensemble ssuiti est l’ensemble des joueurs suivis par i ;
– l’ensemble sdifi est l’ensemble des joueurs retwitte´s par i ;
– pour inclure un joueur j dans ces ensembles i doit voir j sur σ. La vision introduite au
chapitre 1 est e´tendue selon la de´finition 5.4 ;
– l’utilite´ d’un joueur sur un profil de strate´gies σ˜ avec diffusion est de´finit comme suit :
ui(σ˜) =
∑
(j,i)∈C(σ˜) v(j, i) avec C(σ˜) (et par conse´quent l’utilite´ des joueurs) est calcule´ a`
partir de cet ensemble de joueurs ; c’est-a`-dire que (j, i) ∈ C(σ˜) ⇐⇒ j ∈ σ˜suiti ;
Definition 5.4 (Vision sur un profil avec diffusion). Sur un jeu de suiveurs sur re´seau social
< N, v,E > un joueur i voit un joueur j sur un profil de strate´gies avec diffusion σ si l’une
des conditions suivantes est satisfaite :
– il existe un chemin de longueur 2 de j vers i dans le graphe < N,E ∪ C(σ) > ;
– il existe un joueur j′ tel que (j′, i) ∈ E ∪ C(σ) et j ∈ σdifj′ .
Chapitre 5. Dynamiques sur les jeux d’appariement 55
Figure 5.2: Exemple : vision avec diffusion
Exemple 5.1. La figure 5.2 pre´sente un jeu dont les joueurs sont a,b,c et d sur deux profils
de strate´gies diffe´rents ;
– sur le premier profil, σsuita = {b} et σdifa = ∅. Pour tout autre joueur x, sigmasuitx = σdifx =
∅. Le joueur a voit donc b et c car il existe un chemin de longueur infe´rieure ou e´gale a` 2
de c a` a et de b a` a. Cependant a ne voit pas d. Le joueur b voit c et d.
– sur le second profil, σdifb = {d} . Ainsi, a voit d via b.
On propose la dynamique de Nash concurrente avec diffusion sur un jeu de suiveur sur re´seau
social. On note σ(t) le profil atteint au tieme tour. La mise a` jour du profil est effectue´e comme
suit :
1. pour tout joueur i, le joueur j ∈ σdifi (t+ 1) si i voit j sur σ(t) ;
2. pour tout joueur i, le joueur j ∈ σsuiti (t+ 1) si i voit j sur σ(t) et que v(j, i) > 0.
On dit qu’un profil d’un jeu d’appariement est stable pour une dynamique s’il existe un tour
t a` partir duquel C(σt) n’est plus modifie´.
Remarque sur la dynamique avec diffusion .
– Avec la diffusion , quel que soit le profil initial, le nombre de tours ne´cessaire pour qu’un
joueur j voit un autre joueur i est borne´ supe´rieurement par la taille du plus court chemin
de i vers j ;
– S’il existe un chemin dans le re´seau social de i vers j et que v(i, j) > 0, alors j suit i dans le
profil stable. En effet, la diffusion permet a` j de connaˆıtre i par ce chemin. La dynamique
se stabilise donc sur le meˆme NEP que si l’information e´tait comple`te si tous les joueurs
sont dans une meˆme composante fortement connexe.
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Une valuation a` base de cate´gories. Nous proposons d’exprimer les valuations en fonc-
tion de cate´gories. L’utilisation du terme cate´gorie se rapproche de celle faite dans un article
de Eppstein et all [64] qui s’inte´resse au phe´nome`ne  petit monde dans les re´seaux soci-
aux. Dans cet article, les cate´gories de´signent des caracte´ristiques des agents. Ils de´crivent des
conditions pour qu’un algorithme de routage base´ sur ces cate´gories permette de retrouver
efficacement un agent dans le re´seau. On utilise ici le terme cate´gorie pour de´signer les sujets
des  tweets envoye´s.
Soit Cat un ensemble de cate´gories. Chaque joueur i est caracte´rise´ par un ensemble de
cate´gories d’entre´e in(i) ⊆ Cat qui repre´sentent les sujets qui l’inte´ressent, et par un ensemble
de cate´gories de sortie out(i) ⊆ Cat qui repre´sentent les sujets sur lesquels il  twitte.
On suppose que pour tout joueur i, out(i) 6= ∅ et out(i) ⊆ in(i). Cette restriction signifie que
tous les joueurs twittent et le font sur des sujet qui les inte´ressent.
Definition 5.5. Un jeu de suiveurs avec des cate´gories sur re´seau social est de´fini par un
5-uplet < N,Cat, (in(i))i∈N , (out(i))i∈N , E > tel que < N, v,E > est un jeu de suiveurs sur
re´seau social avec v une valuation de´finie comme suit :
v(j, i) =
{
1 si il existe une cate´gorie c ∈ in(i) ∩ out(j)
−1 sinon
Remarque 5.6. On peut repre´senter tout jeu de suiveurs a` valuation dans {−1, 1} par un jeu
de suiveurs avec cate´gories de la manie`re suivante : pour tout couple (i, j) si v(i, j) = 1 on
introduit une cate´gorie ci,j telle que ci,j ∈ out(i) et ci,j ∈ in(j).
La dynamique avec diffusion peut ne´cessiter Ω(n) tours dans un jeu avec cate´gories. Un
exemple est obtenu a` partir de celui de la preuve du the´ore`me 5.2. On le modifie pour que
ce soit un jeu avec cate´gories avec la me´thode de la remarque 5.6. Cette me´thode construit
un jeu avec n cate´gories.
Le the´ore`me suivant exprime que meˆme si le nombre de cate´gories est borne´ par une con-
stante, la dynamique de Nash concurrente ne converge pas rapidement (Ω(n) tours).
The´ore`me 5.7. Pour tout n, il existe un jeu de suiveurs a` n joueurs avec 6 cate´gories
sur un re´seau social tel que la dynamique de Nash concurrente ne´cessite Ω(n) tours avant
d’atteindre un NEP.
De´monstration. On construit un jeu et un re´seau social dans lequel il faut former n liens
pour atteindre un NEP et dans lequel un seul lien est forme´ a` chaque tour. Il faut alors n
tours pour atteindre le NEP.
Le jeu est illustre´ figure 5.3.
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Figure 5.3: Jeu avec une dynamique de Nash concurrente lente
L’ensemble des cate´gories est {1, . . . , 6}. Dans ce jeu, il y a 6 types de joueurs note´s a, b, c, d, e
et f . Deux joueurs du meˆme type ont les meˆmes cate´gories d’entre´e et de sortie ; c’est-a`-dire
que les cate´gories de a1 et ax sont identiques pour tout x.
Les cate´gories d’entre´e et de sortie des joueurs sont de´crites dans le tableau ci-dessous.
a b c d e f
cate´gories d’entre´e 1 1 ;2 ;3 3 3 ;4 ;5 5 1 :5 :6
cate´gorie de sortie 1 2 3 4 5 6
L’assignation des cate´gories stipule que :
– v(a, a) = 1, pour tout x de type diffe´rent de a, v(x, a) = −1.
– v(a, b) = v(b, b) = v(c, b) = 1, pour tout x dont le type n’est pas dans {a, b, c}, v(x, b) = −1
– v(c, c) = 1, pour tout x de type diffe´rent de c, v(x, c) = −1.
– v(c, d) = v(d, d) = v(e, d) = 1, pour tout x dont le type n’est pas dans {c, d, e}, v(x, d) = −1
– v(e, e) = 1, pour tout x de type diffe´rent de e, v(x, e) = −1.
– v(f, e) = v(f, f) = v(a, f) = 1, pour tout x dont le type n’est pas dans {e, f, a}, v(x, f) =
−1
Cela implique que les joueurs ont inte´reˆt a` suivre des joueurs du meˆme type qu’eux et donc
a` se suivre.
Profil initial : Dans le profil initial, seul b1 suit a1. Le joueur b1 dispose du seul mouvement
d’ame´lioration depuis ce profil qui consiste a` suivre c1.
Mise a` jour : A chaque fois qu’un lien est forme´, il donne la vision sur un nouveau lien
ce qui permet un mouvement d’ame´lioration.
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– lorsque (ai, bi) est forme´, bi voit ci ;
– lorsque (ci, bi) est forme´, di voit ci ;
– lorsque (ci, di) est forme´, di voit ei ;
– lorsque (ei, di) est forme´, fi voit ei ;
– lorsque (ei, fi) est forme´, fi voit ai+1 ;
– lorsque (ai+1, fi) est forme´, bi+1 voit ai+1 ;
A chaque tour de la dynamique une seul mouvement d’ame´lioration est disponible. Il faut
donc Ω(n) tours pour former les n liens du NEP local (dessine´ en rouge).
On exprime maintenant un re´sultat de convergence rapide.
The´ore`me 5.8. Dans un jeu de suiveurs avec cate´gories sur re´seau social < N,Cat, in(i), out(i), E >,
tel que |Cat| = k , la dynamique de Nash avec diffusion est stabilise´e en O(log(n).k) tours.
Avant de donner la preuve, on donne l’intuition sur une dynamique plus simple (sans diffu-
sion).
On conside`re la dynamique de suivi total (puis filtrage). On note σ(t) le profil atteint au tieme
tour. La mise a` jour du profil est effectue´e comme suit :
1. (suivi total) pour t = 0 a` log(n),pour tout joueur i, si i voit j sur σ(t) alors j ∈ σi(t+1) ;
2. (filtrage) au tour t = log(n), si i voit j sur σ(t) et que v(j, i) > 0 alors j ∈ σi(t + 1),
sinon j 6∈ σi(t+ 1).
La diffe´rence entre la dynamique de suivi total (puis filtrage) et la dynamique avec diffusion
est que sur la premie`re, les joueurs n’optimisent pas leur utilite´ a` chaque tour.
The´ore`me 5.9. Pour tout jeu de suiveurs a` n joueurs sur re´seau social < N, v,E > , la
dynamique de suivi total (puis filtrage) atteint un profil stable au tour 2log(n).
De´monstration. On suppose sans perte de ge´ne´ralite´ que pour tout i, σi(0) = ∅. En effet, si
un lien est forme´ au de´part, il est soit supprime´ au premier tour si il a une valuation ne´gative,
soit toujours conserve´, ce qui fait qu’il est e´quivalent a` un lien du re´seau social. On note G(t)
le graphe < N,E ∪ C(σ(t)) >.
Tout d’abord on remarque que si a` un moment, un joueur i voit un joueur j, c’est qu’il existe
un chemin de i vers j dans G(0). En effet les liens forme´s sont ajoute´s entre deux joueurs
pour lesquels il existe de´ja` un chemin. Il ne modifient donc pas la proprie´te´ d’accessibilite´.
La preuve consiste a` remarquer que la taille du plus court chemin entre deux joueurs est
divise´ par 2 a` chaque tour. En effet, supposons qu’au tour t, le plus court chemin de i vers
j soit i = X1, X2 . . . Xm = j (de longueur m). Pour tout 1 ≤ p ≤ m, Xp+2 voit Xp puisqu’il
existe un chemin de longueur 2. Donc au tour t + 1, pour tout p, Xp ∈ σXp+2 et le lien
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(Xp, Xp+2) est forme´. Au tour t + 1 il y a donc de i vers j le chemin suivant X1, X3 . . . Xm
qui ne contient que les Xp d’indice impair. La taille de ce chemin est dm2 e.
Comme la longueur du plus court chemin entre 2 joueurs initialement est borne´e supe´rieurement
par n, en log(n) les chemins entre tous les joueurs sont de longueur 1 (ou ∞). Les joueurs
voient donc tous les joueurs qui sont dans la meˆme composante connexe. Ils peuvent alors
se´lectionner uniquement ceux dont la valuation est positive ce qui forme un profil stable.
De´monstration du the´ore`me 5.8. La preuve est similaire. On utilise le lemme suivant pour
montrer que la taille du plus court chemin entre deux joueurs, si elle est supe´rieur a` 4k, elle
diminue d’un facteur 2 tous les 4k.
Lemme 5.10. Dans un jeu de suiveurs avec cate´gories sur re´seau social < N,Cat, in(i), out(i), E >,
tel que |Cat| = k, si la taille du plus court chemin de A vers B est e´gale a` 4k, apre`s 4k tours
le plus court chemin de A vers B est de taille infe´rieure a` 2k.
Remarque 5.11. La diffusion n’est pas comptabilise´ comme une areˆte d’un chemin, mais
permet de rapidement construire des liens de suiveurs.
Application du lemme Soit X1, X2 . . . XD−1, XD (avec X1 = A et XD = B) le plus court
chemin chemin de A vers B. Remarquez tout d’abord qu’une fois qu’un lien est cre´e´ il ne
sera pas supprime´. Par conse´quent, la longueur du plus court chemin de A vers B ne fait que
de´croˆıtre.
On de´compose ce chemin en sous-chemins de longueurs 4k. En utilisant le lemme 5.10, on
obtient qu’apre`s 4k tours de la dynamique, le chemin le plus court de Xm vers Xm+4k est
de taille au plus 2k. Le chemin le plus court de X1 vers XD est de taille infe´rieure a` la
concate´nation des chemins les plus courts entre les Xm et Xm+4k. La longueur de chacun de
ces segments est au moins divise´ par deux en 4k tours. C’est donc aussi le cas du plus court
chemin entre A et B.
Le plus court chemin entre deux joueurs est au de´part de taille borne´e par n. Comme la taille
du plus court chemin entre deux joueurs est divise´e par 2 tout les 4k tours jusqu’a` eˆtre de
longueur infe´rieure a` 2k. En O(log(n).k) tours le plus court chemin de A vers B est de taille
infe´rieure a` 2k et la diffusion permet alors a` B de voir A en 2k tours.
Pour montrer le lemme 5.10, on commence par remarquer une borne sur la taille du plus
court chemin entre deux joueurs dans un profil stable de la dynamique de Nash concurrente
avec diffusion .
Lemme 5.12. Soit un jeu de suiveurs avec cate´gories sur re´seau social
< N,Cat, in(i), out(i), E >, avec |Cat| = k. Soit σ∗ un profil stable pour la dynamique de
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Figure 5.4: AP-mouvement
Nash concurrente avec diffusion. Soit deux joueurs i et j tels qu’il existe un chemin de i vers
j. Le plus court chemin entre i et j dans E ∪ C(σ∗) est de longueur infe´rieure a` 2k.
De´monstration. Supposons qu’il existe A et B tels que X1, X2 . . . XD−1, XD (avec X1 = A
et XD = B) soit le plus court chemin entre A et B de longueur D > 2k. Puisqu’il n’y a que k
cate´gories diffe´rentes, il existe au moins trois joueurs Xa, Xb, Xc avec a < b < c qui ont une
cate´gorie de sortie en commun. Si Xc voit Xa, Xc devrait suivre Xa. Or il y a un chemin de
Xc a` Xa donc si la dynamique e´tait stabilise´e Xc devrait suivre Xa et le plus court chemin
ne passerait pas par Xb puisqu’il y aurait un lien directe de Xa vers Xc.
De´monstration du lemme 5.10. On note A = X1 . . . X4k = B le plus court chemin entre A
et B de longueur 4k − 1 Au bout de 4k tours, pour tout a > b, Xa voit un Xb (au moins
par la diffusion sur le chemin Xb . . . Xa). On peut alors appliquer le meˆme raisonnement que
pour le lemme 5.12 et e´tablir qu’au bout de 4k tours, la longueur du plus court chemin entre
A et B est de longueur infe´rieure a` 2k.
5.2 Dynamiques sur les jeux de couplage
On s’inte´resse dans cette section a` des dynamiques sur les jeux de couplage a` valuation
syme´trique (de´finis au chapitre 1 section 1.3).
5.2.1 Dynamiques sur les jeux de couplage a` information comple`te
Un changement de strate´gies d’une paire de joueurs est un mouvement d’Ame´lioration par
Paire (AP-mouvement) sur un profil σ si les deux joueurs ame´liorent strictement leur utilite´
en formant un couple ensemble ; c’est-a`-dire que depuis un profil σ, les joueurs i et j ont
un AP-mouvement que l’on de´signe par le couple (i, j) si ui(σ−{i,j}, σ′i, σ
′
j) > ui(σ) et
uj(σ−{i,j}, σ′i, σ
′
j) > uj(σ) avec σ
′
i = j et σ
′
j = i.
Un AP-mouvement peut de´truire deux couples dont la valuation est infe´rieure a` celle du
couple forme´. La figure 5.4 pre´sente une situation dans laquelle les joueurs 2 et 3 peuvent
effectuer l’AP-mouvement en (2, 3), ce qui de´truirait les couples (1, 2) et (3, 4).
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On de´finit pour un profil σ, l’ensemble AP (σ) comme l’ensemble des couples qui sont des
AP-mouvements sur le profil σ.
La classe des dynamiques d’ame´lioration par paire (AP-dynamiques) est constitue´e de dy-
namiques pour lesquelles les mises a` jour du profil de strate´gies re´sultent d’AP-mouvements
par rapport au profil du tour pre´ce´dent.
Remarquez qu’un EP correspond par de´finition a` un profil sur lequel il n’y a aucun AP-
mouvement. Les EPs sont donc des point fixes des AP-dynamiques. Le the´ore`me suivant
stipule que celles-ci convergent de`s lors que la valuation est syme´trique.
The´ore`me 5.13. Dans un jeu de couplage a` valuation syme´trique, les AP-dynamiques con-
vergent vers un EP.
De´monstration. On note Seuls(σ) l’ensemble des joueurs qui ne forme pas de couple sur
σ. La preuve consiste a` montrer que la fonction Φ de´finie ci-dessous est une fonction de
potentiel ordinal pour les AP-dynamiques ; c’est-a`-dire qu’a` chaque AP-mouvement, cette
fonction croit strictement.
Φ(σ) =
∑
(i,j)∈C(σ)
2v(i,j) + |Seuls(σ)| (5.1)
Sans perte de ge´ne´ralite´, on suppose que les valuations des couples sont des entiers positifs.
Sans cette hypothe`se, la preuve est similaire, mais on remplace dans le potentiel la valuation
par le rang de la valuation du couple forme´ par le joueur si on ordonnait les valuations selon
un ordre croissant.
Cette fonction de potentiel est inspire´e du  potentiel lexicographique  de [25].
Soit un AP-mouvement (i, j) depuis le profil σ. On note σ′ le profil obtenu par ce mouvement
depuis σ. On suppose sans perte de ge´ne´ralite´ que sur σ, les joueurs i et j forment les couples
(i, i′) et (j, j′).
Φ(σ′)− Φ(σ) = 2v(i,j) + 2v(j,i) + 2− 2v(i,i′) − 2v(i′,i) − 2v(j,j′) − 2v(j′,j)
= 2(2v(i,j) + 1− 2v(i,i′) − 2v(j,j′) + 1)
On la premie`re e´quation est obtenue en utilisant le fait que i′ et j′ ne forment plus de couple
avec d’autre joueurs apre`s le mouvement. Ils sont alors dans Solo(σ), ce qui ajoute donc 2 au
potentiel sur σ′. La troisie`me e´quation est obtenue en utilisant la syme´trie de la valuation.
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Posons que v(i, i′) ≥ v(j, j′). On a alors
Φ(σ′)− Φ(σ) ≥ 2(2v(i,j) − 2.2v(i,i′) + 1)
Les valuations e´tant entie`res et v(i, j) > v(i, i′), on alors v(i, j) > v(i, i′)− 1. D’ou` :
Φ(σ′)− Φ(σ) ≥ 2(2v(i,j) − 2.2v(i,j)−1)
> 2
Le potentiel augmente strictement d’au moins 2 sur un AP-mouvement.
Ce the´ore`me permet e´galement d’extraire une borne supe´rieure sur le nombre d’AP-mouvements
ne´cessaire avant d’atteindre un EP. Si les valuations des couples sont dans {0 . . . k}, on
peut borner line´airement en n (mais exponentiellement en k) le nombre maximum d’AP-
mouvements avant d’atteindre un EP. En effet, chaque AP-mouvement incre´mente le poten-
tiel Φ d’au moins 2. De plus la valeur maximale de Φ est n.2k. Cette valeur est atteinte sur
un couplage parfait constitue´ de couples a` valuation e´gale a` k. Le nombre d’AP-mouvements
avant d’atteindre un EP est donc borne´ supe´rieurement par 2
k.n
2 .
Hoefer [27] a exhibe´ des se´quences d’AP-mouvements de longueur 2Ω(n) avec des valuations
sont dans {0 . . .Ω(n)}.
AP-dynamiques gloutonnes. Une AP-dynamique concurrente se´lectionne a` chaque tour
depuis un profil σ une liste de mouvements dans AP (σ), tel qu’un joueur dispose d’au plus
un mouvement dans cette liste. Le profil au tour suivant est de´termine´ en effectuant ces
mouvements ; c’est-a`-dire que depuis un profil σ(t), le profil de strate´gies au tour suivant
σ(t+ 1) est de´fini comme suit :
– pour tout (i, j) qui fait partie de la liste d’AP-mouvements se´lectionne´s par la dynamique,
σi(t+ 1) = j et σj(t+ 1) = i ;
– pour tout i qui ne fait pas partie d’un mouvement de la liste σi(t+ 1) = σi(t).
On propose comme exemple l’AP-dynamique GLOUTON de´crit figure 5.5.
On repose alors sur le principe suivant : si plusieurs AP-mouvements sont effectue´s en un
tours, le potentiel de´croit plus vite que si ces AP-mouvements e´taient effectue´s en plusieurs
tours. On cherche alors a` de´terminer des proprie´te´s sur les AP-dynamiques concurrentes qui
permettent d’e´tablir des garanties en terme de nombre de mouvements par tours effectue´s.
Definition 5.14 (Dynamiques gloutonnes). On dit qu’une AP-dynamique est gloutonne
si pour tout profil σ, pour tout AP-mouvement d’une paire de joueurs (i, j) ∈ AP (σ), la
dynamique sur un profil σ se´lectionne un AP-mouvement pour le joueur i ou pour le joueur
j.
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Figure 5.5: Un tour de la dynamique GLOUTON depuis un
profil σ(t)
1. stocker dans E l’ensemble AP (σ(t)) ;
2. initier la liste d’AP-mouvements a` effectuer L = ∅ ;
3. Tant que l’ensemble E n’est pas vide
(a) ajouter un mouvement (i, j) de E a` L ;
(b) supprimer E les mouvements impliquant les joueurs i
ou j ;
4. effectuer les AP-mouvements dans L ;
Figure 5.6: Un tour de la dynamique de se´lection ale´atoire
depuis un profil σ
1. chaque joueur choisit un autre joueur choisi ale´atoirement
uniforme´ment ;
2. si deux joueurs i et j se choisissent mutuellement et que
(i, j) ∈ AP (σ), le mouvement (i, j) est se´lectionne´ dans la
liste de mouvement a` effectuer.
Une AP-dynamique (probabiliste) est (p, τ)-gloutonne pour p ∈]0, 1] et t ∈ N∗ si pour
tout σ(t) et pour tout AP-mouvement (i, j) ∈ AP (σ(t)), la dynamique se´lectionne un AP-
mouvement pour i ou pour j durant les τ prochains tours avec probabilite´ supe´rieure a` p ;
c’est-a`-dire pour tout σ(t) si σ(t + 1)....σ(t + τ) sont les profils obtenu en τ tours par la
dynamique, on a pour tout AP-mouvement (i, j) sur σ(t), qu’avec probabilite´ supe´rieure a` p,
il existe un t′ ∈ [t, t+ τ ] tel que la dynamique se´lectionne un AP-mouvement sur σ(t′) pour
i ou pour j.
Si une dynamique est gloutonne, alors l’ensemble des AP-mouvements se´lectionne´s sur un
profil σ est un couplage maximal dans AP (σ).
Par exemple, la dynamique GLOUTON de la figure 5.5 est clairement gloutonne.
La dynamique de se´lection ale´atoire de´crite par la figure 5.6 est ( 1
(n−1)2 , 1)-gloutonne. En
effet chaque paire de joueurs a une probabilite´ de se choisir mutuellement e´gale a` 1
(n−1)2 .
Objectif : on va montrer que les AP-dynamiques gloutonnes et (p, t)-gloutonnes convergent
en O(log(n)) tours dans les jeux de couplages a` information comple`te (the´ore`mes 5.13 et
5.17). On applique le the´ore`me 5.17 pour obtenir le re´sultat de convergence rapide sur les
jeux de couplage sur re´seau social (the´ore`me 5.28).
Une borne infe´rieure simple. On note que les AP-dynamiques dynamiques meˆme con-
currentes convergent en Ω(k) tours si k < O(n).
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Figure 5.7: jeu en e´chelle
Dans le jeu de´crit par la figure 5.7, toute AP-dynamique ne´cessite 5 tours avant d’atteindre
un EP. Dans le profil initial, le seul AP mouvement est (9, 10). Les autres mouvements ne sont
pas des AP-mouvements ; par exemple (7, 9) n’est pas un AP-mouvement car 8 n’ame´liorerait
pas son utilite´. Cependant une fois que 9 et 10 ont forme´ un couple, 8 est seul. Les joueurs 7
et 8 peuvent alors former un couple, ce qui libe`re le joueur 6... On peut ge´ne´raliser ce graphe
 en e´chelle pour n’importe quel k.
Convergence rapide des dynamiques gloutonnes. On montre maintenant que les AP-
dynamiques gloutonnes atteignent des EP dans des jeux de couplage a` valuation dans {0 . . . k}
en O(log(n)) tours. La borne exhibe´e est exponentielle en k. On ne pense pas que cette borne
soit atteinte.
Une exe´cution d’une dynamique est une se´quence de profil σ(1)...σ(t) produite par la cette
dynamique.
On de´finit le potentiel Ψ respectivement a` une exe´cution d’une AP-dynamique : Ψ(σ) =
Φ(σ∗)− Φ(σ) ou` σ∗ est l’EP atteint par l’exe´cution de la dynamique et Φ est la fonction de
potentiel introduite dans la preuve du the´ore`me 5.13.
On e´nonce le lemme principal permettant d’e´tablir la convergence rapide des dynamiques
gloutonnes.
Lemme 5.15. Dans un jeu de couplage a` valuation dans {0 . . . k}, pour tout profil σ, la
taille du couplage maximum dans AP (σ) est supe´rieure a` Ψ(σ)
22k+1
.
Application du lemme 5.15
Chapitre 5. Dynamiques sur les jeux d’appariement 65
The´ore`me 5.16. Les AP-dynamiques gloutonnes, sur un jeu de couplage a` valuation dans
{0...k}, convergent vers un EP en O(log(n+ k).22k) tours avec n le nombre de joueurs.
De´monstration. On montre que Ψ de´croit d’un facteur (1 − 1
22k
) a` chaque tour. On note
que Ψ de´croit de deux unite´s pour chaque AP-mouvement effectue´ (car Φ augmente de deux
unite´s pour chaque mouvement effectue´). On montre alors que le nombre d’AP-mouvements
effectue´s a` chaque tour est supe´rieur a` Ψ(σ)
2.22k+1
. La borne du the´ore`me est obtenue en remar-
quant que pour les meˆmes raisons que Φ, Ψ(σ) < n.2k pour tout σ.
Comme la dynamique est gloutonne, l’ensemble des mouvements effectue´s est un couplage
maximal dans AP (σ). On rappelle que la taille d’un couplage maximal est supe´rieure a` la
moitie´ de la taille d’un couplage maximum.
Le lemme 5.15 stipule que le couplage maximum est de taille supe´rieure a` Ψ(σ)
2.22k
.
On obtient donc que le nombre d’AP-mouvements effectue´s est supe´rieur a` Ψ(σ)
2.22k+1
.
Nous e´tendons ce re´sultat de convergence rapide aux dynamiques (p, τ)-gloutonnes.
The´ore`me 5.17. Les AP-dynamiques (p, τ)-gloutonnes sur des jeux de couplage a` valuation
dans {0..k} atteignent un EP en O(τ.Poly(1p).log(n).22k) tours avec probabilite´ supe´rieure a`
p
3 .
Pour tout δ > 0, on peut rendre la probabilite´ d’atteindre un EP supe´rieure a` 1−δ en ite´rant
ce nombre de tours de la dynamique encore O(1p .log(
1
δ )) fois.
Esquisse de preuve : On montre que :
1. (en utilisant l’ine´galite´ de Markov) que le nombre de mouvements effectue´s durant le
bloc de τ tours suivant un profil σ est supe´rieur a` une O( p
2
2k
)-fraction de Ψ(σ) avec
probabilite´ O(p) ;
2. on dit ensuite qu’un bloc de τ tours est efficace si Ψ de´croit d’un facteur (1−O( p2
2k
)).
Comme Ψ est infe´rieure a` n.2k, le nombre de blocs efficaces pour atteindre un EP est
en O(log(n)2
k
p2
)) ;
3. (en utilisant a` nouveau l’ine´galite´ de Markov) en ite´rant durant suffisamment de tours la
dynamique, on a suffisamment de blocs efficaces pour atteindre un EP avec probabilite´
Ω(p).
Lemme 5.18. Pour tout profil σ, soit σ′ le profil atteint en τ tours par une AP-dynamique
(p, τ)-gloutonne, Ψ(σ′) ≤ Ψ(σ)(1− p2
22k+2
) avec probabilite´ supe´rieure a` p1+p .
De´monstration. Soit M∗ un couplage maximum dans AP (σ).
On de´finit pour tout (i, j) ∈M∗ la variable ale´atoire X(i,j)(σ) comme suit :
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X(i,j)(σ) =
{
1 si i ET j n’effectuent pas d’AP-mouvement durant les τ tours suivant σ
0 sinon
Comme la dynamique est (p, τ)-gloutonne, E[X(i,j)(σ)] ≤ 1− p pour tout (i, j) ∈M∗.
Soit X(σ) =
∑
(i,j)∈M∗ X(i,j). On a par line´arite´ de l’espe´rance que E[X(σ)] ≤ (1− p).|M∗|.
On rappelle l’ine´galite´ de Markov : Pour X > 0, Prob[X > a] ≤ E[X]a .
Applique´e a` la Xt(σ) on a que :
Prob[X(σ) > (1 + p)(1− p).|M∗|] ≤ 1
1 + p
d’ou` :
Prob[X(σ) > (1− p2).|M∗|] ≤ 1
1 + p
(5.2)
Cela signifie qu’avec probabilite´ supe´rieure a` p1+p , on a p
2|M∗| joueurs effectuent un AP-
mouvement. Ce qui implique que le nombre d’AP-mouvements effectue´s en τ tours est
supe´rieur a` p
2|M∗|
2 avec probabilite´ supe´rieure a`
p
1+p (car un AP-mouvement implique deux
joueurs).
Le lemme 5.15 stipule que |M∗| ≥ Ψ(σ)
22k+1
. Le nombre d’AP-mouvements effectue´s en τ tours
depuis σ est donc supe´rieur a` p
2Ψ(σ)
2.22k+1
avec probabilite´ p1+p .
Ψ(σ) de´croˆıt donc en τ tours d’un facteur (1− p2
22k+2
) avec probabilite´ supe´rieur a` p1+p .
De´monstration du the´ore`me 5.17. . Soit σ0 le profil initial. On de´compose maintenant le
temps en blocs de τ tours. On dit qu’un bloc de τ tours est efficace si le facteur de de´croissance
(1− p2
22k+2
) est atteint. Le nombre de blocs efficaces ne´cessaires avant d’atteindre un EP est
infe´rieure a` log 1
(1− p2
22k+2
)
[Ψ(σ0)] ≤ log1+ p2
22k+2
[Ψ(σ0)]. Or Ψ(σ0) ≤ n.2k, donc le nombre de
blocs efficaces ne´cessaires avant d’atteindre un EP est infe´rieure a` k.log
1+ p
2
22k+2
log(n), ce qui
lorsque p ∈ [0, 1] est infe´rieur a` k.log(n).22k+3
p2
.
On pose Yi une variable ale´atoire qui vaut 0 si le i
eme bloc de τ mouvements est efficace et
1 sinon. On utilise cette variable ale´atoire pour majorer le nombre de blocs qui ne sont pas
efficaces dans une se´quence de T blocs.
Comme un bloc est efficace avec probabilite´ supe´rieure a` p1+p (par le lemme 5.18), on a pour
tout i,
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E(Yi) ≤ 1− p1+p . En utilisant la line´arite´ de l’espe´rance, on a, sur T blocs de τ tours :
E[
T∑
z=1
Yi] ≤ (1− p
1 + p
).T
On applique alors l’ine´galite´ de Markov pour obtenir
Prob[
T∑
z=1
Yi > (1− ( p
1 + p
)2)T ] ≤ 1
1 + p1+p
(5.3)
Cela signifie que sur T blocs, le nombre de blocs efficaces est supe´rieur a` ( p1+p)
2T avec
probabilite´ supe´rieure a`
p
1+p
1+ 1
1+p
> p3 (car p ∈]0; 1]).
Si T > (1+pp )
2 × k.log(n).22k+3
p2
, le nombre de blocs efficaces est supe´rieur a` k.log(n).2
2k+3
p2
avec
probabilite´ supe´rieure a` p3 .
Les dynamiques (p, τ)-gloutonne atteignent donc un EP avec probabilite´ supe´rieure a` p/3 en
O(Poly(2k.1p).log(n).τ) tours.
Remarque 5.19. Des conditions plus fortes d’inde´pendances des tirages effectue´s a` chaque
tours permettent certainement d’obtenir une preuve plus courte.
Preuve du lemme 5.15 On montre maintenant le lemme principal.
De´monstration du lemme 5.15. Soit M∗ un couplage maximum dans AP (σ) et σ∗ l’EP at-
teint par la dynamique. On remarque que la taille de M∗ est supe´rieure a` la taille du couplage
C(σ∗)∩AP (σ) (qui est un couplage quelconque dans AP (σ)). On va montrer que le nombre
de couples dans C(σ∗) ∩AP (σ) repre´sente une 1
22k+1
-fraction de Ψ(σ).
On appelle poids (dans le potentiel) d’un couple (i, j) la valeur 2v(i,j). Le poids d’un ensemble
de couples est la somme des poids de cette ensemble de couples.
On pose Ψ˜(σ) =
∑
(i,j)∈C(σ∗)−C(σ) 2
v(i,j). On a que Ψ˜(σ) = Ψ(σ) +
∑
(i,j)∈C(σ)−C(σ∗) 2
v(i,j).
Donc Ψ˜(σ) ≥ Ψ(σ).
On de´compose Ψ˜(σ) en deux parties :
Ψ˜(σ) = Ψ˜AP (σ) + Ψ˜¬AP (σ) (5.4)
avec Ψ˜AP (σ) =
∑
(i,j)∈C(σ∗)∩AP (σ)
2v(i,j)) et Ψ˜¬AP (σ) =
∑
(i,j)∈C(σ∗)−C(σ)−AP (σ)
2v(i,j)).
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Comme les valuations sont infe´rieures ou e´gales a` k, le poids d’un couple est infe´rieur a` 2k
On en de´duit que :
|C(σ∗) ∩AP (σ)| ≥ Ψ˜AP (σ)
2k
(5.5)
On cherche alors a` e´tablir que Ψ˜AP (σ) ≥ Ψ˜(σ)2k+1 . On suppose pour cela, l’existence d’une
relation R (que l’on construit plus tard) telle que pour tout (i, j) ∈ C∗(σ), R(i, j) est un
ensemble de couples dans C∗(σ). La relation R ve´rifie le lemme suivant.
Lemme 5.20. Dans un jeu de couplage a` valeur dans {0...k}, pour tout σ, et tout EP σ∗
atteint par une AP-dynamique depuis σ la relation R ve´rifie :
1. Pour tout (i, j) ∈ C(σ∗)− C(σ)− AP (σ) il existe un (i∗, j∗) ∈ C(σ∗) ∩ AP (σ) tel que
(i, j) ∈ R(i∗, j∗)
2. Pour tout (i, j), (2k+1 − 1).2v(i,j) ≥∑(i′,j′)∈R(i,j)) 2v(i′,j′)
De la proprie´te´ 1 du lemme on de´duit que :
∑
(i′,j′)∈C(σ∗)−C(σ)−AP (σ)
2v(i
′,j′) ≤
∑
{(i∗,j∗)∈C(σ∗)∩AP (σ)}
∑
{(i”,j”)∈R(i∗,j∗)}
2v(i”,j”)
On de´duit alors en appliquant la proprie´te´ 2 du lemme l’ine´galite´ suivante :
(2k+1 − 1)
∑
(i,j)∈C(σ∗)∩AP (σ)
2v(i,j) ≥
∑
(i′,j′)∈C(σ∗)−C(σ)−AP (σ)
2v(i
′,j′) (5.6)
Ce qui se re´e´crit ainsi :
(2k+1 − 1)Ψ˜AP (σ) ≤ Ψ˜¬AP (σ) (5.7)
d’ou` par la de´composition donne´e dans l’e´quation 5.4.
Ψ˜(σ) ≤ 2k+1Ψ˜AP (σ)
≤ 22k+1|C(σ∗) ∩AP (σ)|
Et comme |M∗| ≥ |C(σ∗) ∩AP (σ)| et que Ψ˜(σ) ≥ Ψ(σ), en de´duit que |M∗| ≥ Ψ(σ)
22k+1
Construction de la relation R. On dit qu’un couple (i, j) bloque un couple (i, j′) si
v(i, j) ≥ v(i, j′). On de´finit qu’un chemin de couples (ame´liorants) est une se´quence de
couple (jt, j
′
t) telle que jt+1 ∈ {jt, j′t} et v(jt+1, j′t+1) > v(jt, j′t).
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Soit un couple (i∗, j∗) de C(σ∗)−C(σ)−AP (σ). Si (i∗, j∗) n’est pas un AP-mouvement sur σ,
c’est par de´finition qu’un couple de C(σ) bloque (i∗, j∗). On rappelle que σ∗ est atteint depuis
σ. Le couple (i∗, j∗) doit donc eˆtre un AP-mouvement a` un moment durant la dynamique.
Cela signifie donc que le couple qui bloque (i∗, j∗) est de´truit a` un moment afin de former
un couple avec une plus grande valuation. Ce nouveau couple peut a` son tour eˆtre e´galement
de´truit pour un autre avec encore une meilleure valuation ce qui de´finit un chemin de couples.
Ce chemin de couples finit ne´cessairement sur un couple que ne sera pas de´truit ; c’est-a`-dire
un couple de C(σ∗). On peut dont relier les couples (i, j) dans C(σ∗) − C(σ) − AP (σ) a`
d’autres couples de C(σ∗) en suivant le chemin de couples qui commence par le couple qui
bloque (i, j). On utilise cette relation pour construire R.
On de´finit H(i, j) l’ historique d’un couple (i, j) dans C(σ∗) comme e´tant l’ensemble des
couples qui sont dans un chemin de couples parcouru par la dynamique qui aboutit a` (i, j)
depuis σ ; c’est-a`-dire que si on note σ1 . . . σT l’ensemble des profils de strate´gies se´lectionne´s
au cours de la dynamique depuis le profil σ, (i′, j′) ∈ H(i, j) si il existe t tel que (i′, j′) est
forme´ sur sσt et le chemin de couple forme´ par la dynamique depuis (i
′, j′) se termine sur
(i, j) ;
Sur un AP-mouvement, il est possible que deux couples soient supprime´s pour en former un
seul. L’historique d’un couple a donc la forme d’un arbre binaire dont les feuilles sont des
couples de C(σ).
On de´finit maintenant la relation suivante pour tout (i, j) ∈ C(σ∗) ∩ AP (σ), R(i, j) =⋃k
i=0R
i(i, j) avec :
– R0((i, j)) = {(i′, j′) ∈ C(σ∗)| le couple qui bloque (i′, j′) est dans H(i, j)}
– ∀x > 0, Rx(i, j) = {(i′, j′) ∈ C(σ∗)|∃(i”, j”) le couple qui bloque (i′, j′) est dans H(i”, j”)
et (i”, j”) ∈ Rx−1(i, j)}
Informellement la relation exprime : (i′, j′) ∈ R(i, j) si (i′, j′) est bloque´ par un couple qui
va eˆtre de´truit pour former le couple (i, j) ;
De´monstration de la proprie´te´ 1 du lemme 5.20. Soit un couple (i, j) dans C(σ∗) − C(σ) −
AP (σ). Par de´finition il y a une couple (i′, j′) qui bloque (i, j). Si on suit le chemin de couples
qui part de (i′, j′) selon l’historique, on aboutit a` un couple de (i′, j′) ∈ C(σ∗). Si (i′, j′) est
dans AP (σ) alors (i, j) ∈ R0(i′, j′). Sinon cela signifie que (i′, j′) est bloque´ dans σ. On
ite`re alors le proce´de´ qui consiste a` suivre le chemin depuis le couple bloquant. On remarque
que la se´quence des couples atteints par ce proce´de´ ne peuvent former de cycle puisque la
valuation augmente strictement lorsque l’on suit un chemin de couples. Ce proce´de´ s’areˆte
lorsqu’il atteint un couple de C(σ∗) non bloque´ par un couple C(σ) ; c’est-a`-dire un couple
de C(σ∗) ∩AP (σ).
Ve´rification la proprie´te´ 2 du lemme 5.20
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On borne tout d’abord le rapport de poids entre R0(i, j) et (i, j)
Lemme 5.21. Pour tout (i, j) ∈ σ∗ ∩AP (σ), ∑
(i′,j′)∈R0(i,j)
2v(i
′,j′) ≤ 2.2v(i,j).
De´monstration. Le potentiel est construit de telle sorte que le poids des couples forme´s
compense le poids des couples de´truits. Les couples bloquants sont de´truits pour ultimement
former (i, j). Le poids des couples bloquant les couples de R0(i, j) est donc infe´rieur ou e´gal
au poids de (i, j). Chaque couple bloquant est susceptible de bloquer jusqu’a` 2 couples de
poids infe´rieur ou e´gal. Le poids des couples de R0(i, j) peut donc eˆtre jusqu’a` 2 fois supe´rieur
au poids de (i, j).
Demonstration de la proprie´te´ 2 du lemme 5.20. En appliquant le lemme 5.21, on a que pour
tout t et pour tout (i′, j′) ∈ Rt(i, j), ∑
(i”,j”)∈R0(i′,j′)
2v(i”,j”) ≤ 2.2v(i′,j′). D’ou` pour tout (i, j),∑
(i”,j”)∈Rt(i,j)
2v(i”,j”) ≤ 2t2v(i,j)
Or a` chaque fois que l’on passe de Rt a` Rt+1, les valeurs diminuent puisque l’on a suivi au
moins un AP-mouvement pour de´truire une areˆte bloquante. On a donc pour tout t > k, Rt
est donc vide.
Ainsi pour tout (i, j), 2v(i,j) ≥ 1
2k+1
∑
(i′,j′)∈R(i,j) 2
v(i′,j′)
5.2.2 Comment la vision limite´e ralentit la convergence
Dans cette section, on pre´sente deux jeux de couplage sur re´seau social pour lesquels la
convergence des AP-dynamiques, meˆme gloutonnes, est lente (Ω(n) tours). Cela nous permet
dans la section suivante de modifier la dynamique de fac¸on a` neutraliser le ralentissement
duˆ a` ces jeux.
Avant cela, regardons quels couples peuvent eˆtre forme´s par une AP-dynamique dans un jeu
de couplage sur re´seau social.
On de´finit qu’un chemin de couples (ame´liorant) locaux dans un jeu de couplage sur re´seau
social est une se´quence de couple (jt, j
′
t) telle que jt+1 ∈ (jt, j′t) et v(jt+1, j′t+1) > v(jt, j′t). De
plus, pour tout t, (jt+1, j
′
t+1) sont a` distance au plus 2 dans le graphe contenant le re´seau
social (non oriente´) et (jt, j
′
t). Cela implique que jt+1 et j
′
t+1 se voient si (jt, j
′
t) est forme´ et
que (jt+1, j
′
t+1) est un AP-mouvement qui peut alors eˆtre effectue´.
Exemple 5.2. La figure 5.8 pre´sente un exemple de chemin de couples locaux. Par exemple
si (1,2) est forme´, alors 2 et 3 sont a` distance 2. De plus la valuation de (2,3) est supe´rieure
a` celle de (1,2).
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Figure 5.8: Chemin de couples locaux : (1,2),(2,3),(3,4),(4,5)
On de´finit qu’un couple (i, j) est atteignable dans un jeu de couplage sur re´seau social depuis
un profil σ si une AP-dynamique qui de´marre sur le profil σ peut former le couple (i, j).
Remarque 5.22. Pour tout mouvement (i, j) atteignable depuis un profil σ, il existe un chemin
de couples locaux dont le premier couple est un couple de joueurs a` distance 2 dans le graphe
contenant le re´seau social et C(σ). Cependant un tel chemin peut eˆtre bloque´ par un couple
de C(σ) comme on va le voir avec l’exemple des chemins concate´ne´s. Les couples atteignables
sont les couples qui sont susceptibles d’eˆtre forme´s au court d’une AP-dynamique dans un
jeu sur re´seau social, apre`s e´ventuellement la de´le´tion d’un couple bloquant.
L’exemple des  chemins concate´ne´s Dans les exemples de Hoefer [27], les se´quences
d’AP-mouvements de longueur exponentielle exhibe´es reposent sur un chemin de couples de
taille Ω(n) qui comporte des  remises a` 0, ce qui permet de construire un  compteur
binaire . Avec des valuations dans {0...k}, les chemins de couples sont de taille borne´e par
k. La valeur maximum que peut alors atteindre le compteur est 2k.
Cependant, on peut construire un exemple qui  concate`ne des chemins de couples locaux
de taille constante.
The´ore`me 5.23. Pour tout n, il existe un jeu de couplage a` n joueurs a` valuation dans
{0 . . . 4} sur un re´seau social G, tel que, depuis un profil donne´ σ, toute AP-dynamique
ne´cessite Ω(n) tours pour atteindre un EP.
De´monstration. La structure de l’exemple est de´crite par la figure 5.9. De courts chemins de
couples locaux sont se´pare´s par le couple (Xi, Yi). Tous les chemins sont de longueur borne´e
mais, pour commencer le ieme chemin, les AP-dynamiques doivent finir le chemin pre´ce´dent
pour de´truire le couple (Xi, Yi) .
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Figure 5.9: Structure de l’exemple des chemins concate´ne´s
Figure 5.10: Exemple des chemins concate´ne´s de´taille´
Un exemple complet est de´crit par la figure 5.10. Les chemin de couples locaux sont de la
forme (Yi, Ai) → (Ai, Bi) → (Bi, Xi+1). Cependant pour commencer ce chemin, les AP-
dynamiques doivent de´truire le couple (Xi, Yi), ce qui ne´cessite de finir le pre´ce´dent chemin.
Toute AP-dynamique qui commence par le profil dans lequel les couples (Xi, Yi) sont forme´s
pour tout i, ne´cessite donc Ω(n) tours pour former le couple (Bn, Xn+1).
Remarque 5.24. En incorporant comme court chemin la structure de l’exemple de Hoefer, on
obtient un exemple sur lequel il faut Ω(n.2
k
4 ) tours pour atteindre un EP.
L’exemple du goulot d’e´tranglement. La seconde structure qui ralentit la dynamique
est le goulot d’e´tranglement ; dans cet exemple tous les chemins de couples locaux passent
par un meˆme joueur x.
The´ore`me 5.25. Pour tout n, il existe un jeu de couplage a` n joueurs a` valuation dans
{0, 1, 2} sur un re´seau social G, tel que, depuis un profil initial sur lequel aucun couple n’est
forme´, toute AP-dynamique ne´cessite Ω(n) tours pour atteindre un EP local.
L’exemple est de´crit par la figure 5.11. Dans ce jeu le seul EP local contient tous les couples
 verticaux (i, i′). Le roˆle du joueur x est de ”conduire” les joueurs ”du bas” aux joueurs
”du haut” ; en effet le seul AP-mouvement que voit tout joueur i′ du bas est le couple (x, i′).
Une fois (x, i′) forme´, i et i′ se voient et peuvent former un couple. Comme x ne peut conduire
qu’un joueur a` la fois, le temps de convergence est line´aire.
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De´monstration.
Figure 5.11: congestion gadget
On va montrer que si l’on neutralise ces deux exemples, les AP-dynamiques convergent
rapidement. Pour neutraliser les goulots d’e´tranglements, on restreint la classe de jeux e´tudie´e
aux jeux tel que le re´seau social a` un degre´ borne´ par une constante. Pour neutraliser les
chemins concate´ne´s, on modifie la dynamique de telle sorte que les joueurs effectuent une
forme d’exploration
5.2.3 Dynamiques avec exploration
De la meˆme manie`re que l’on a e´tendu les strate´gies des jeux de suiveurs pour incorporer
de la diffusion, on propose d’e´tendre les strate´gies des jeux de couplage pour incorporer de
l’exploration. Cette exploration est effectue´e par les joueurs en formant un second couple
d’exploration qui leur permet d’augmenter leur vison mais ne modifie pas leur utilite´. Ces
couples d’exploration sont e´galement forme´s par consentement mutuel. Cette forme d’exten-
sion semble moins puissante que la diffusion pre´sente´e au chapitre pre´ce´dent. Cependant, on
montre qu’elle est suffisante pour neutraliser les exemples des chemins concate´ne´s.
Une strate´gie avec exploration si d’un joueur i sur un profil σ contient deux joueurs (s
couple
i , s
exp
i )
tel que :
– le joueur scouplei est celui avec lequel i essaye de former un couple. L’ensemble des couples
forme´s sur un profil σ˜ note´ C(σ˜) est de´termine´ a` partir des σ˜couplei de la manie`re suivante :
(i, j) ∈ C(σ˜) si et seulement si i ∈ σ˜couplej etj ∈ σ˜couplei ;
– le joueur sexpi est celui avec lequel i essaye de former un couple d’exploration. L’ensemble
des couples d’exploration forme´s sur un profil σ˜ note´ Cexp(σ˜) est de´termine´ a` partir des
σ˜expi de la manie`re suivante : (i, j) ∈ Cexp(σ˜) si et seulement si i ∈ σ˜expj etj ∈ σ˜expi ;
– pour se´lectionner un joueur j dans sa strate´gie, i doit voir j sur σ. La vision est cependant
e´tendue par rapport a` la notion pre´ce´dente comme spe´cifie´e dans la de´finition 5.26 ;
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Figure 5.12: Exemples de couples d’exploration
– l’utilite´ d’un joueur i sur un profil σ˜ est calcule´ comme suit :
ui(σ˜) =
{
v(i, j) si {i, j} ∈ C(σ˜)
0 sinon
Definition 5.26. Dans un jeu de couplage sur re´seau social < N, v,E >, un joueur i voit
un joueur j sur un profil de strate´gies avec exploration σ si l’une des conditions suivantes est
satisfaite :
– il existe un chemin de longueur 2 de j vers i dans E ∪ C(σ)
– il existe un chemin de longueur 2 de j vers i dans E ∪ Cexp(σ)
Pour un profil de strate´gies avec exploration σ d’un jeu de couplage sur re´seau social, on dit
qu’un couple (i, j) est un couple d’exploration ame´liorante si l’une des conditions suivantes
est satisfaite :
– il existe un chemin de longueur 2 entre i et j dans E ;
– il existe un chemin de longueur 2 entre i et j dans E ∪ C(σ) ou dans E ∪ Cexp(σ) tel que
(i′, i) ∈ C(σ) ∪ Cexp(σ) et v(i, j) > v(i, i′).
Remarque 5.27. La premie`re condition implique qu’un couple de faible valeur peut eˆtre
un couple d’exploration ame´liorante meˆme si les deux joueurs explore de´ja` quelqu’un. Cette
de´finition n’est pas naturelle et est construite pour permettre a` notre dynamique de converger
rapidement. Elle a tout de meˆme le be´ne´fice d’eˆtre totalement locale. Un joueur est capable
de savoir quels sont les couples d’exploration ame´liorante en ayant uniquement une vision a`
distance 2.
Exemple 5.3 (Vision avec exploration et exploration ame´liorante). L’exemple est de´crit par
la figure 5.12. Sur cet exemple le profil courant contient les couples (1,2), (6,7) et le couple
d’exploration (8,9). Sur ce profil :
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Figure 5.13: Dynamique de se´lection ale´atoire avec explo-
ration ame´liorante depuis σ(t)
1. chaque joueur choisit un autre joueur uniforme´ment
ale´atoirement parmi les joueurs qu’il voit sur σ(t) ;
2. si deux joueurs i et j se choisissent mutuellement et que :
– (i, j) ∈ AP (σ), ils forment ce couple ; c’est-a`-dire que sur
σ(t+ 1), σcouplei (t+ 1) = j et σ
couple
j (t+ 1) = i ;
– sinon si (i, j) est un couple d’exploration ame´liorante,
ils forment ce couple d’exploration ; c’est-a`-dire que sur
σ(t+ 1), σexpi (t+ 1) = j et σ
exp
j (t+ 1) = i.
– bien que le couple (1, 2) soit forme´, (2, 3) est un couple d’exploration ame´liorante car il
existe un chemin de longueur 2 dans le re´seau social. Si le couple d’exploration (2, 3)
e´tait forme´, 3 pourrait alors former un (vrai) couple avec 4 car il le verrait par le chemin
(3, 2), (2, 4) ;
– bien que (6, 7) soit forme´, (7, 8) est e´galement un couple d’exploration ame´liorante ; en
effet 7 et 8 se voient car (7, 9), (9, 8) est un chemin de longueur 2 dans le profil courant
(qui utilise un couple d’exploration). De plus le couple (7, 8) a une valuation supe´rieure au
couple d’exploration (9, 8), c’est donc un couple d’exploration ame´liorante ;
– Notez bien que le chemin de longueur 2 doit impliquer un couple du re´seau social pour
permettre la vision. Par exemple, si le couple (5, 8) est forme´, et que le couple d’exploration
(8, 9) est forme´, les joueurs 9 et 5 ne se voient pas.
On propose la dynamique de se´lection ale´atoire avec exploration ame´liorante dont les mou-
vements sont se´lectionne´s selon la dynamique de´crit figure 5.13.
L’intuition derrie`re la dynamique avec exploration ame´liorante : elle est construite de telle
sorte qu’elle suit des chemins d’ame´liorations locaux, mais n’est pas bloque´e par un couple
de´ja` forme´.
The´ore`me 5.28. La dynamique de se´lection ale´atoire avec exploration ame´liorante dans un
jeu de couplage sur re´seau social < N, v,E > a` valuation dans {0 . . . k} et tel que le degre´
maximum dans E est d atteint un EP local en O(log(n).Poly(d4k)log(1δ )) avec probabilite´
supe´rieure a` 1− δ.
De´monstration. La preuve consiste a` montrer que la dynamique est (k, 1
(d+2)4k
)-gloutonne
sur le jeu de couplage a` information comple`te restreint aux couples atteignables ; c’est-a`-dire
que pour tout AP-mouvement (i, j) atteignable, la dynamique se´lectionne un AP-mouvement
pour i ou pour j en k tours avec probabilite´ supe´rieure a` 1
(d+2)4k
. Cela provient du fait que
comme le degre´ et les valeurs sont borne´s, l’ensemble des couples atteignables, qui est contenu
dans une  boule de rayon k autour du joueur est de taille e´galement borne´e.
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En effet, si un couple n’est pas atteignable, il ne sera pas forme´ par la dynamique. Soit (i, j) un
couple atteignable depuis le profil courant et (X1, X2) . . . (Xk, Xk+1) avec (Xk, Xk+1) = (i, j)
le chemin de couples ame´liorants locaux qui atteint (i, j).
La probabilite´ qu’en k tours ce chemin soit parcouru par des AP-mouvements ou des couples
d’exploration ame´liorante est supe´rieure a` 1
(d+2)4k
. En effet, si (Xt, Xt+1) est forme´, la prob-
abilite´ que Xt+1 et Xt+2 se choisissent est supe´rieure a` (d+ 2)
4. En effet, comme (Xt, Xt+1)
est forme´, Xt+1 et Xt+2 se voient (par de´finition d’un chemin de couples ame´liorant locaux).
De plus, l’ensemble de joueurs qu’un joueur voit est l’ensemble des joueurs a` distance 2 dans
le graphe contenant le re´seau social, les couples d’exploration et les couples forme´s. Le re´seau
social e´tant a` degre´ borne´, cette ensemble est de taille infe´rieure ou e´gale (d + 2)2 (d pour
les areˆtes du re´seau social et 2 de plus pour les e´ventuels couples et couples d’exploration).
Comme la dynamique est (k, 1
(d+2)4k
)-gloutonne sur le jeu restreint aux couples atteignables,
on peut alors appliquer le the´ore`me 5.17 pour borner le temps de convergence.
Si on relaˆche la condition de degre´ borne´, l’exemple du gouloˆt d’e´tranglement (figure 5.11)
peut alors apparaˆıtre. Les dynamiques avec exploration de´crites ici convergent en Ω(n) tours.
En effet le joueur au milieu doit toujours construire un nombre de couples line´aire en n pour
que la dynamique atteignent un EP alors qu’il ne peut en construire que 2 a` chaque tour.
Remarque sur des extensions. Si on autorise les joueurs a` former plusieurs couples, ou
qu’ils ont une vision a` distance 3, les AP-dynamiques ne suivent plus des chemins de couples
locaux. On ne peut donc plus appliquer le re´sultat de convergence rapide des strate´gies avec
exploration.
Conclusion
On a montre´ dans ce chapitre que les dynamiques standard pour les jeux de couplage et les
jeux de suiveurs e´taient lentes a` converger lorsque l’information dont disposent les joueurs
est parame´tre´e par un re´seau social. Pour les jeux de suiveurs, on propose une extension de
la dynamique dans laquelle les joueurs diffusent l’information. La dynamique propose´e est
cependant assez peu re´aliste car elle demande a` ce que tous les joueurs participent sans limi-
tation a` la diffusion. Or lire des messages et e´ventuellement les  retwitter prend du temps
et un utilisateur peut de´dier un temps borne´ a` son activite´ sur le re´seau. Cette proble´matique
est d’ailleurs cohe´rente avec la limitation de la taille des messages a` 255 caracte`res sur Twit-
ter. Cette limitation permet aux membres d’optimiser ce temps borne´ en de´cidant tre`s vite
quoi faire d’un message : poursuivre les liens hypertextes inclus dans le message pour avoir
plus d’informations, le diffuser a` ses suiveurs ou l’ignorer.
Chapitre 5. Dynamiques sur les jeux d’appariement 77
On souhaiterait alors e´tudier les parame`tres qui de´terminent la vitesse de convergence d’une
dynamique avec une diffusion plus raisonnable que celle pre´sente´e dans ce chapitre. En parti-
culier peut-on obtenir des garanties de vitesse de convergence sur des graphes ale´atoires qui
ressemblent a` des re´seaux sociaux concrets. Peut-eˆtre que les techniques sur les protocoles de
propagation de rumeurs peuvent eˆtre applique´es dans ce cadre [65]. Il faudrait probablement,
pour poursuivre dans cette direction, de´terminer un mode`le de ge´ne´ration des messages.
Sur les jeux de couplage, on montre que les AP-dynamiques gloutonnes, convergent rapide-
ment. La borne obtenue est logarithmique dans le nombre de joueurs. Cependant elle est
exponentielle dans le nombre de valeurs. On ne pense pas que la borne soit atteinte. On
cherche e´galement comment obtenir une dynamique distribue´e qui soit gloutonne sur n’im-
porte quel jeu. Lorsque le jeu est sur un re´seau social, on montre qu’une exploration permet
d’acce´le´rer la convergence lorsque le graphe a un degre´ borne´. Dans le cas contraire, cette
forme d’exploration n’est pas efficace. On souhaiterait caracte´riser les jeux pour lesquels on
dispose d’une exploration efficace mais tout de meˆme limite´e.
Les exemples sur lesquels sont base´es les bornes infe´rieures sur le temps de convergence des
dynamiques reposent sur le fait que les valuations sont arbitraires et de´connecte´es du re´seau
social. Il serait inte´ressant de caracte´riser des conditions reliant les valuations et le re´seau qui
permettent de converger rapidement. Dans cet esprit, on peut conside´rer que le re´seau social
< N,E > est le re´sultat d’un premier jeu d’appariement J1. Peut-on e´valuer la vitesse de
convergence d’une dynamique sur un second jeu d’appariement sur le re´seau social < N,E >
en fonction de la corre´lation entre les utilite´s de J1 et de J2 ?
Conclusion
On a expose´ des outils qui permettent d’e´valuer la vitesse de convergence de dynamiques
vers des e´quilibres dans des jeux a` n joueurs.
Sur les jeux de congestion, on a montre´ que trouver un e´quilibre approche´ est un proble`me
PLS-complet dans les jeux de congestion syme´triques sans contrainte de signe avec des fonc-
tions de couˆt a` sauts borne´s. Cependant, on a montre´ dans dans les jeux de congestion
ne´gatifs syme´triques avec des fonctions de couˆt a` sauts borne´s, la dynamique -Nash con-
verge en un nombre de tours polynomial. Cela reste vrai dans les jeux a` fonctions des couˆts
monotones et non plus croissantes.
On montre´ que les dynamiques  standard sur les jeux d’appariement sur re´seau social,
c’est-a`-dire les dynamiques de Nash pour les jeux de suiveurs et les AP-dynamiques pour les
jeux de couplage, convergent lentement (en Ω(n) tours) meˆme avec des contraintes fortes sur
les valuations et sur la structure du re´seau social. On a montre´ que la diffusion et l’exploration
sont des composantes qui permettent parfois une convergence rapide (en O(log(n)) tours)
avec ces meˆmes contraintes.
Bien entendu, une premie`re direction de recherches futures consiste a` e´largir la porte´e de ces
outils et e´valuer la vitesse de convergence de dynamiques sur d’autres sous-classes de jeux.
Sur les jeux de congestion, il faudrait e´lucider quel est exactement l’impact du sens de
variation des fonctions de couˆts sur la complexite´ des -NEP. Peut-on trouver un -NEP effi-
cacement sur les jeux sans contrainte de signe mais constitue´s de deux parties inde´pendantes
de signes oppose´s ?
Sur les jeux d’appariement sur re´seau social, la vitesse de convergence des dynamiques de´pend
a` la fois de la valuation et du re´seau social. On peut relier ces deux conditions en prenant
pour hypothe`se que le re´seau social est un e´quilibre pour un premier jeu, et que la valuation
est corre´le´e a` ce premier jeux. Peut-on e´valuer la vitesse de convergence d’une dynamique
sur deuxie`me jeu a` partir d’une mesure de la corre´lation entre les deux jeux ?
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Une autre possibilite´ consiste a` e´tudier des dynamiques avec conseils. Ces conseils seraient
fournis par un superviseur qui a une connaissance globale du re´seau. Cependant cette con-
naissance global repre´sente des donne´es massives. Le superviseur peut-il calculer des conseils
efficacement, c’est-a`-dire avec des requeˆtes locales sur ces donne´es massives ?
Enfin, les mode`les de jeux sur re´seau social pre´sente´s ne s’inte´ressent pas aux messages
e´change´s. Si les messages sont ge´ne´re´s par les joueurs selon un jeu a` parame`tres dont la
valeur n’est pas connue, peut-on estimer la valeur de ces parame`tres a` partir d’observations
partielles de ces messages ? En particulier, si l’on conside`re que les messages re´sultent d’une
situation d’e´quilibre du jeu.
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