Abstract. We establish bounds for the coefficient e1(I) of the Hilbert function of the integral closure filtration of equimultiple ideals. These values are shown to help control all algorithmic processes of normalization that make use of extensions satisfying the condition S2 of Serre.
Introduction
Let R be a Noetherian ring and let I be an R-ideal. The integral closure of I is the ideal I consisting of all z ∈ R which are solutions of equations of the form z n + a 1 z n−1 + . . . + a n = 0, a i ∈ I i .
The authors are not aware of any direct algorithm that builds I from I, a situation that is aggravated by the lack of numerical measures to distinguish between the two ideals. A satisfying the condition S 2 of Serre. Recall that if one chooses A 1 to be the S 2 -ification of
, then the algorithm of [25] indeed produces such chains of S 2 algebras, provided R is denoting the first Hilbert coefficient of the ideal filtration {A n } arising from A, we prove in Theorem 2.2 that e 1 (A) < e 1 (B), provided A satisfies S 2 and is properly contained in
B.
The monotonicity of the function e 1 (−) on these algebras yields the crucial role of Thus one is led to search for effective upper bounds on e 1 (I). Notice that any such inequality also bounds the first Hilbert coefficient e 1 (I), an issue that has been addressed in [12, 6, 7, 23] for instance. The bounds we are looking for should estimate e 1 (I) in terms of the multiplicity e 0 (I) of the ideal I. The link between these two Hilbert coefficients is provided by the Briançon-Skoda number b(I) of I, which is the smallest integer b such that I n+b ⊂ J n for every n and every reduction J of I. Indeed, in Theorem 3.2(c) we prove that
where λ(−) denotes length. Furthermore, motivated by this result we estimate the Briançon-Skoda number of I in Proposition 3.7. In a regular local ring the above inequality reads and I is integrally closed we obtain the equalities e 1 (I) = e 1 (I) = e 0 (I) − λ(R/I), which in turn imply the well-known facts that I has reduction number at most one and R[It] is Cohen-Macaulay and normal.
In Section 3 we also establish bounds for e 1 (I) that avoid any reference to the Briançon-Skoda number and instead only involve the multiplicities of I and of I modulo an element in the Jacobian of R. Our proofs are based on a general Briançon-Skoda type theorem due to Hochster and Huneke that applies to non regular rings as well. In Theorem 3.2(a), (b) we show that if R is an algebra essentially of finite type over a perfect field k and δ is a non zerodivisor in Jac k (R), then e 1 (I) ≤ t t + 1 (d − 1)e 0 (I) + e 0 (I + δR/δR) and e 1 (I) ≤ (d − 1) e 0 (I) − λ(R/I) + e 0 (I + δR/δR).
In Section 4 we extend these results to arbitrary equimultiple ideals.
Normalization of Rees algebras
The computation (and its control) of the integral closure of a standard graded algebra over a field benefits greatly from Noether normalizations and of the structures built upon
is the Rees algebra of an ideal I in a Noetherian ring R, it does not allow for many such constructions. We would still like to develop some tracking of the complexity of the task required to build A (assumed A-finite) through sequences of graded extensions
where A i+1 is obtained from a specific procedure applied to A i . As in [26] , if the A i satisfy the condition S 2 of Serre, we will call such chains divisorial. At a minimum, we would want to bound the length of divisorial chains. In this section we show how this can be realized for Rees algebras of ideals.
We now review some definitions and basic facts. For ideals J ⊂ I in a Noetherian ring one says that J is a reduction of I if I = J. If in addition R is local with infinite residue field, we define minimal reductions of I to be reductions minimal with respect to inclusion.
The minimal number of generators of every minimal reduction of I is the analytic spread of I, which is bounded below by the height of the ideal I and above by the dimension of the ring R. Thus if I is an m-primary ideal every minimal reduction of I is generated by dim R elements. Finally, we say that I is equimultiple if every minimal reduction of I is generated by ht I elements.
Let (R, m) be a Noetherian local ring of dimension d > 0 and let I be an m-primary ideal.
For any such algebra we consider the Hilbert-Samuel function λ(R/D n ). For n ≫ 0 this function is given by the Hilbert-Samuel polynomial of Serre and A = B.
Proof. Part (a) is obvious. To prove (b) and (c) notice that C is a finite graded module over a Noetherian standard graded algebra over an Artinian ring. Hence it has a Hilbert polynomial whose degree is dim C − 1. On the other hand the exact sequences 
and assume that A satisfies the condition S 2 of Serre. Then
Proof. Let J be a minimal reduction of I, and notice that e 1 (J) = 0 since R is Cohen- 
Corollary 2.5. Let (R, m) be an analytically unramified local Cohen-Macaulay ring of dimension ≥ 2 with a canonical module and infinite residue field, and let I be an m-primary We discuss the role of Briançon-Skoda type theorems (see [1] , [16] ) in determining some relationships between the coefficients e 0 (I) and e 1 (I). We will use a Briançon-Skoda theorem that works in non-regular rings. We are going to provide a short proof along the lines of [16] for the special case we need: m-primary ideals in a local Cohen-Macaulay ring. The Theorem 3.1. Let k be a perfect field, let R be a reduced local Cohen-Macaulay k-algebra essentially of finite type, and let I be an equimultiple ideal of height g > 0. Then for every integer n,
Proof. We may assume that k is infinite. Then, passing to a minimal reduction, we may suppose that I is generated by a regular sequence of length g. Let S be a finitely generated k-subalgebra of R so that R = S p for some p ∈ Spec(S), and write S = k[x 1 , . . . , x e ] = k[X 1 , . . . , X e ]/a with a = (h 1 , . . . , h t ) an ideal of height c. Notice that S is reduced and equidimensional. Let K = (f 1 , . . . , f g ) be an S-ideal with K p = I, and consider the extended Rees ring B = S[Kt, t −1 ]. Now B is a reduced and equidimensional affine kalgebra of dimension e − c + 1.
to f i t and U to t −1 . Its kernel has height c + g and contains the ideal b generated by
Consider the Jacobian matrix of these generators,
. Thus Jac k (S)Kt −g+2 is contained in the conductor of B.
Localizing at p we see that Jac k (R)It −g+2 is in the conductor of the extended Rees ring
. Hence for every n, Jac k (R) I I n+g−1 ⊂ I n+1 , which yields
as (gr I (R)) + has positive grade. 2
We now use Theorem 3.1 to sharpen the bound on e 1 given in Theorem 2.2. (a) If in addition R is an algebra essentially of finite type over a perfect field k with type t, and δ ∈ Jac k (R) is a non zerodivisor, then e 1 (I) ≤ t t + 1 (d − 1)e 0 (I) + e 0 (I + δR/δR) .
(b) If the assumptions of (a) hold, then
(c) If R is analytically unramified and R/m is infinite, then
Proof. We may assume that R/m is infinite. Then, passing to a minimal reduction we may suppose that I is generated by a regular sequence f 1 , . . . X ij f j . Notice that S is also a birational extension of a localization of a polynomial ring over R, and hence is analytically unramified according to [18, 36.8] and [22, 1.6] . Furthermore S is a one-dimensional local ring and the S-ideal IS is generated by a single non zerodivisor, say IS = f S. From [14, Theorem 1] one has
The last fact combined with the genericity of a 1 , . . . , a d−1 yields e 1 (I) = e 1 (IS). Moreover e 1 (IS) = λ(S/S) as S is a one-dimensional analytically unramified local ring. Thus (3) e 1 (I) = λ(S/S).
In the setting of (a) and (b) the element δ is a non zerodivisor on S. Furthermore Theorem 3.1 shows that
For n ≫ 0, by (2), (4) and since f n S is contained in the conductor S : S, we obtain
We prove (a) by computing lengths along the inclusions
Also recall that . We obtain
by the genericity of a 1 , . . . , a d−1 .
Next we prove part (b). The inclusion (5) yields the filtration
Multiplication by f induces epimorphisms of S-modules
Now (8) and (9) show
Next we claim that (11) λ(S/f S + S) = λ(I/I).
Indeed,
On the other hand,
= e 0 (I + δR/δR) by the genericity of a 1 , . . . , a d−1 .
Combining (10), (11) and (12) we deduce 
Finally we prove part (c). Write b = b(I).
We first claim that
Indeed, for n ≫ 0
Therefore f b S ⊂ S, proving (13) . Now (13) yields the filtrations
Filtration (14) implies t + 1 t e 1 (I) = λ(S/S) + 1 t λ(S/S) by (3)
by (14) = b λ(S/f S)
= b e 0 (I) by the genericity of a 1 , . . . , a d−1 .
On the other hand filtration (15) yields
by (9) = b λ(I/I) by (11) = b (e 0 (I) − λ(R/I)). 
3.2(c). 2
We are now going to use Corollary 3.4 to bound the length of divisorial chains for classes of Rees algebras. (b) Let k be an infinite field, write
, let m denote the maximal ideal of R, and let I be an m-primary R-ideal generated by homogeneous polynomi-
2 e 0 (I). This shows that the estimate of Corollary 3.4 is essentially sharp. Proof. We may assume that R/m is infinite. Then, replacing I by a minimal reduction with the same Briançon-Skoda number we may suppose that I is generated by a regular sequence of length d. As in the proof of Theorem 3.2 let S be a local ring obtained from R by a purely transcendental residue field extension and by factoring out d − 1 generic elements a 1 , . . . , a d−1 of I. Write IS = f S and let b be the smallest non negative integer with f b S ⊂ S : S.
We first claim that (16) b(I) ≤ b.
Indeed, for any integer n ≥ 0 we have
hence I n+b S ⊂ I n S. As gr I (R) is a polynomial ring in d variables over R/I, the generic choice of a 1 , . . . , a d−1 gives that gr I (R) embeds into gr IS (S). Therefore I n+b ⊂ I n , proving (16) .
By (16) it suffices to show that b ≤ d − 1 + e 0 (I + δR/δR). To this end we may assume
The definition of b yields the filtration
On the other hand (5) implies
contradicting the minimality of b. Thus (17) gives
On the other hand from (12) and (18) we deduce λ(f d−1 S + S/S) ≤ e 0 (I + δR/δR).
Remark 3.8. In the setting of the proof of Proposition 3.7,
implies that for n ≫ 0, 
Equimultiple ideals
In this section we extend Theorems 2. 
where n ≫ 0 and the sum is taken over the minimal primes p of I with dim R/p = dim R/I.
It follows that this function behaves as a polynomial of degree g, which we still call the
The coefficients E i (D) can be expressed in terms of the local Hilbert coefficients e i (D p ), 
This proves part (b). 2
The version of Theorem 2.2 for equimultiple ideals can now be stated. In its proof we will only discuss the points that require a new justification. and assume that A satisfies the condition S 2 of Serre. Then
Proof. Let g be the height of I and p a minimal prime of I. By Theorem 2.2, e 1 (A p ) ≤ e 1 (B p ) and e 1 (A p ) = e 1 (B p ) only when A p = B p . Now A p = B p for every minimal prime p of I is equivalent to saying that the R-annihilator L of C = B/A is an ideal of height at least g + 1. Since I is equimultiple of height g, we conclude that the height of the A-ideal LA is at least 2. As LAB ⊂ A and A satisfies the condition S 2 , it would follow that A = B.
This proves the asserted inequalities except for the last one. To see the last inequality notice Proposition 4.4. Let R be an equidimensional and catenary local Nagata ring and let I be an ideal of height g. Then E 0 (I) ≤ g! deg(R/I) deg(R).
Proof. We estimate E 0 (I) as given above using Lech's inequality. Indeed, adding over all minimal primes p of I of height g we obtain (a) If in addition R is an algebra essentially of finite type over a perfect field k with type t, and δ ∈ Jac k (R) is a non zerodivisor, then E 1 (I) ≤ t t + 1 (g − 1)E 0 (I) + E 0 (I + δR/δR) and Proof. To estimate E 1 (I) in the equimultiple case we start from E 1 (I) = p e 1 (I p ) deg(R/p) with the sum taken over the minimal primes p of I, and make use of Theorem 3.2 to bound the e 1 (I p ) in terms of the e 0 (I p ) and e 0 ((I + δR/δR) p ). Notice that either δ ∈ p and then e 0 ((I +δR/δR) p ) = 0, or δ ∈ p and p/δR is also a minimal prime of I +δR/δR, in which case I + δR/δR has height g − 1. We now process the summation as in the proof of Proposition In the last expression the first sum equals E 0 (I) and the second sum is either 0 or else E 0 (I + δR/δR), in which case I + δR/δR has height g − 1. We now use Proposition 4.4 to conclude the proof of part (a). 2
