Recent research in neuroeconomics has demonstrated that the reinforcement learning model of reward learning captures the patterns of both behavioral performance and neural responses during a range of economic decision-making tasks. However, this powerful theoretical model has its limits. Trial-and-error is only one of the means by which individuals can learn the value associated with different decision options. Humans have also developed efficient, symbolic means of communication for learning without the necessity for committing multiple errors across trials. In the present study, we observed that instructed knowledge of cuereward probabilities improves behavioral performance and diminishes reinforcement learning-related blood-oxygen level-dependent (BOLD) responses to feedback in the nucleus accumbens, ventromedial prefrontal cortex, and hippocampal complex. The decrease in BOLD responses in these brain regions to reward-feedback signals was functionally correlated with activation of the dorsolateral prefrontal cortex (DLPFC). These results suggest that when learning action values, participants use the DLPFC to dynamically adjust outcome responses in valuation regions depending on the usefulness of action-outcome information.
Recent research in neuroeconomics has demonstrated that the reinforcement learning model of reward learning captures the patterns of both behavioral performance and neural responses during a range of economic decision-making tasks. However, this powerful theoretical model has its limits. Trial-and-error is only one of the means by which individuals can learn the value associated with different decision options. Humans have also developed efficient, symbolic means of communication for learning without the necessity for committing multiple errors across trials. In the present study, we observed that instructed knowledge of cuereward probabilities improves behavioral performance and diminishes reinforcement learning-related blood-oxygen level-dependent (BOLD) responses to feedback in the nucleus accumbens, ventromedial prefrontal cortex, and hippocampal complex. The decrease in BOLD responses in these brain regions to reward-feedback signals was functionally correlated with activation of the dorsolateral prefrontal cortex (DLPFC). These results suggest that when learning action values, participants use the DLPFC to dynamically adjust outcome responses in valuation regions depending on the usefulness of action-outcome information.
functional MRI | striatum | instruction | computational modeling | prediction error M aximizing reward obtained over time can be a daunting challenge to any organism (1) . Without concrete instruction, an animal can only develop and fine-tune its rewardharvesting strategy through trial and error. Reinforcement learning (RL) theory has formalized this intuition and associated prediction error to the phasic changes of activities in dopaminergic neurons that track the ongoing difference between experienced and expected reward (2) . Under this framework, prediction error is thought to broadcast to valuation structures, such as the striatum and ventromedial prefrontal cortex (vmPFC), to direct learning and integrate with other streams of information to facilitate decision making (3) (4) (5) (6) .
Recent research in neuroeconomics has demonstrated that this theoretical model of trial-and-error reward learning captures the patterns of both behavioral performance and the blood-oxygen level-dependent (BOLD) signals during a range of economic decision-making tasks (3, (7) (8) (9) (10) , demonstrating important cross-species similarities in the mechanisms of reward learning (11) . Because of this finding, RL models have become a primary means to characterize neural responses in neuroeconomics. However, this powerful theoretical model has its limits. Trial and error is only one of the means by which individuals can learn the value associated with different decision options. Humans have also developed efficient, symbolic means of communication, namely language, that allow the social communication of information about value without the necessity for committing multiple errors across trials to learn. Little is known about how this explicit, symbolic knowledge can infiltrate the valuation structures mentioned above and exert its influence on action selection, and how the brain's embodiment of the RL algorithm differs in the face of instructed knowledge.
To address these questions, we used functional MRI (fMRI) together with a probabilistic reward task (Fig. 1) to assess the relative contributions of trial-and-error feedback and instructed knowledge on choice selection (12, 13) . We designed an experiment with two sessions. In the "feedback" session, participants' choices were only based on the win/loss feedback, and in the "instructed" session participants could also incorporate the correct cue-reward probability information provided by experimenter to guide choice behavior. We hypothesize that: (i) RL is a robust algorithm to explain and predict choice behaviors and BOLD responses in an environment where trial-and-error feedback is the only information to guide learning and influence choices (13) (14) (15) (16) (17) , and (ii) when instructed knowledge about reward probabilities is also available, participants use this extra information to achieve better performance by modulating the degree to which RL algorithms are involved. We also explored which brain systems may influence the implementation of instructed knowledge by modulating the patterns of BOLD responses in brain areas typically implicated in RL, valuation and choice selection (13, (18) (19) (20) (21) (22) (23) (24) (25) (26) .
Results
Behavioral Results. For both sessions, the participants' frequency of win trials varied across four different probability conditions (F 3,76 > 90, P < 0.0001). A repeated measure two-way ANOVA was performed using probability condition (25, 50, 75 , and 100%) and session condition (feedback and instructed) as withinparticipant factors. As expected, participants showed better performance, as indicated by the frequency of win trials, in the instructed session (F 1,152 = 5.8, P < 0.02) ( Fig. 2A) . Post hoc t tests showed that the differential performance existed in the 25, 75, and 100% probability conditions (P < 0.05), but not the 50% condition (P = 0.16) (Fig. 2A) . We then examined how participants' choices were influenced by the most recent outcome they received upon their subsequent choices. We calculated how likely participants would stay with their previous choice when the outcome of the previous choice was positive (win) or negative (loss) in both sessions (Fig. 2B) . Using previous trial outcome (win or loss) and session condition (feedback or instructed) as two factors, a two-way ANOVA revealed that there is a main effect for outcome type. Participants were more likely to follow their previous choice when the outcome was positive (F 1,76 = 26.9, P < 0.001). Further post hoc analysis showed participants in the feedback session were more influenced in their subsequent choice action by positive outcomes than participants in the instructed session (P < 0.05). A similar trend was observed for negative outcomes, but it was not significant (P = 0.18) (Fig. 2B) . Overall, the loss trials were less than 30% of all of the trials, resulting in diminished statistical power for analyses of loss, relative to win, trials.
We fitted a Q-learning model to participants' choice behavior in both the feedback and instructed sessions using the maximum likelihood estimation. Different prominent RL models were fitted to the participants' behavioral data to determine the optimal model. We considered popular models: a RL model with a single learning rate for both positive and negative prediction errors (PEs) (δ + and δ − ), and a RL model with different learning rates for both positive and negative PEs (δ + and δ − ). In the instructed session, we also included a RL model that assigns a "confirmation bias" to outcomes that match the instructions (27, 28) (SI Appendix, Tables S1 and S2). In the feedback session, a simple RL model with a single learning rate (α) for both positive and negative PEs (δ + and δ − ) tended to fit participants' behavior better. However, a Q-learning model with two different learning rates (α + and α − ) for positive and negative PEs (δ + and δ − ) best explained participants' behavior in the instructed session (implementation of model fitting is detailed in SI Appendix). The McFadden's pseudo R-square was 0.50 for the feedback session and 0.61 for the instructed session (SI Appendix, Table S1 ). A single learning rate of 0.24 was estimated for the feedback session; however, the learning rates associated with positive PE (α + ) was 0.05 and was 0 with negative PE (α − ) in the instructed session (SI Appendix, Tables S1 and S2). The significant difference of learning rates indicates that the PEs were not as efficiently incorporated to the updating of action value in the instructed session, especially when the outcome was worse than participants' expectation. These results suggest that participants' actions were simply governed by the a priori action value instructed by experimenter, as indicated by the initial Q value associated with different stimuli (α -= 0) (SI Appendix, Table S2 ).
Functional MRI Results. RL model predicts BOLD signals in the feedback session. Our behavioral results suggest that a RL model captures participants' performance in the feedback session, but does not adequately describe learning in the instructed session. To explore if a similar pattern was reflected in the patterns of BOLD responses, we constructed a general linear model (GLM) with the PE regressors generated from the best fitting Q-learning models for both sessions (SI Appendix, Tables S1 and S2) and investigated the neural correlates of PE in the feedback session and the instructed session (Fig. 3A) . Ventral striatum BOLD response was significantly correlated with PE signals in the feedback session [P < 0.05, corrected, peak Montreal Neurological Institute (MNI coordinate) (-27 3 0), z = 3.59] (Fig. 3A and SI Appendix, Table  S2 ). There was no such correlation observed in the instructed session, even under a more relaxed threshold (P < 0.01, uncorrected). A direct comparison between the BOLD responses that correlated with PEs in the feedback and instructed sessions further confirmed the differential involvement of striatum in encoding PEs in both sessions (SI Appendix, Fig. S1 ). Because PE and monetary outcome often tend to correlate with each other, PE regression analyses were performed by including the monetary outcome regressor in the GLM for both sessions to separate PE-related BOLD responses from the outcome-related ones.
As a learning signal, PE has its unique activity pattern. At the beginning of the learning phase, PE signals tend to respond to the onset of the outcome delivery, but as learning progresses PE signal shifts toward the onset of the cue/decision accompanied by a diminished response to the actual outcome. To further test that BOLD response in the striatum indeed encodes PEs in the feedback session, we conducted an independent two-way ANOVA to identify brain regions whose activities were modulated by the interaction between the session (instructed vs. feedback) and learning phase (early vs. late learning). We hypothesized that if a RL mechanism was engaged differentially between the instructed and the feedback session, we should observe an interaction between the session and learning phase factors in a two-way ANOVA. Indeed, this analysis yielded similar brain regions as the PE regression analysis [P < 0.05, small volume corrected for 343 surrounding voxels, peak MNI coordinate (−15 −6 0), F 1,304 = 15.55, z = 3.72] (Fig. 3B) . A further region of interest (ROI) time-series analysis in the overlapping region of activation in the ventral striatum (Fig. 3C ) revealed a pattern of BOLD response consistent with a PE learning signal in the feedback session. In early trials, striatum activation peaked at the onset of outcome. As learning progressed, this peak activation shifted toward the decision onset In feedback session, the number 5 and a specific visual cue were displayed on the screen. In the instructed session, additional probability information was displayed on top of the visual cue. ( Fig. 3D, Left) . However, this characteristic PE response pattern was absent in the instructed session (Fig. 3D, Right) .
Reduced BOLD responses to outcomes in the instructed session. Inspired by the results that participants' choices are differentially influenced by previous trial outcomes (Fig. 2B) , we examined participants' BOLD responses when participants processed monetary outcome (win or loss) in both sessions. From a general contrast of win over loss at the onset of outcome revelation across both sessions, we found significant activation in the nucleus accumbens (NAc) [peak MNI coordinate (−2 12 −10), z = 6.12] and vmPFC [peak MNI coordinate (−4 42 −10), z = 5.94; P < 0.05 corrected] (Fig. 4A) , regions previously linked to the brain's reward valuation system (25, 29-34) (SI Appendix, Table  S3 ). In addition, we observed bilateral activation in the hippocampal complex [peak MNI coordinates (−18 −18 −20), z = 4.31 and (28 −18 −20), z = 3.61], which was centered on the perirhinal cortex, a region that has been implicated in processing item-reward associations (35-37) (Fig. 4A) . Similar outcomerelated activation patterns were also observed by including the prediction error regressor in the GLM. ROI analyses of these brain regions showed that overall BOLD responses to outcomes (win minus loss) were smaller in the instructed session than the feedback session. Examining win and loss trials independently revealed diminished activation to monetary gains in the instructed session in all three regions (P < 0.05 at the peaks of activation). Although a similar pattern was observed for loss trails, no significant differences were observed for loss evoked responses between the two sessions, perhaps because of the diminished statistical power resulting from fewer overall loss trials (Fig. 4B ).
Higher dorsolateral prefrontal cortex activity paralleled better performance in the instructed session. RL model fitting of the behavioral data suggested that participants were less influenced by monetary outcomes in the instructed session, most likely because of the strong a priori instructed knowledge of the cue-reward probabilities. Accordingly, participants achieved better performance in the instructed session. This reliance on instructed knowledge reduced BOLD responses in regions implicated in reward learning, suggesting that instructed knowledge enables the brain to diminish the impact of outcome feedback on decision making. If this process is the case, there should also be a corresponding increase in activation in brain regions that mediate the implementation of instructed knowledge. To determine which brain regions may enable the effects of instructed knowledge on trial-and-error reward learning tasks, we conducted an exploratory analysis to locate brain areas where activation to monetary outcomes was greater in the instructed relative to feedback session. We focused on win trials because our previous analyses found significantly diminished BOLD responses to wins in reward learning (NAc and hippocampal complex) and valuation showed a greater BOLD response to win outcomes during the instructed session ( Fig. 5A and SI Appendix, Table S5 ).
Functional connectivity between DLPFC and reward-related brain structures. The DLPFC has previously been implicated in decisionmaking and emotion regulation tasks that require the top-down modulation of valuation regions (25, 26, 34) . To determine if the left DLPFC acted as a cognitive modulator of reward learning regions in the presence of instructed knowledge, we conducted a psychophysiological interaction (PPI) analysis using the peak voxels in the left DLPFC (Fig. 5A) Table S6 ). Similar results were obtained by directly comparing the functional connectivity of the DLPFC and these reward-related brain areas in the feedback and instructed session (SI Appendix, Fig. S2 ). This result is particularly interesting because the valuation structures, whose BOLD responses are negatively correlated with the left DLPFC when reliable instructed knowledge is available to guide choices (vmPFC, NAc, and hippocampal complex), overlap with those regions showing diminished response to reward outcomes in the instructed session (Figs. 4 and 5 ).
Discussion
Optimal decision making requires the brain to dynamically allocate control among different types of information for action selection (17, 38, 39) . When feedback is the only source of information, choice-dependent outcomes can be evaluated and fed back to valuation systems to provide a better approximation of action values and guide individuals toward choices that maximize accumulated rewards in the long run. The RL algorithm provides a formal framework to incorporate feedback information to facilitate learning and decision-making (1, 2, (40) (41) (42) (43) . Consistent with this previous research, in the feedback session of our task we fit a RL model to participants' behavioral data and located the neural basis of PE in the ventral striatum ( Fig. 3 and SI Appendix, Table  S1 ) using two independent approaches ( Fig. 3 A and B) . Additional ROI time-series analyses in the feedback session further revealed that striatal BOLD responses were sensitive to the onset of both decisions and outcomes early in learning, but migrated to the onset of the decision as learning progressed. This pattern is consistent with the unique characteristics of PE learning signals and is absent in the instructed session (Fig. 3D) (2) . In contrast, when correct instructed knowledge about the cuereward probabilities was available, participants used this information to achieve better performance and the RL model was less successful in interpreting participants' behaviors and BOLD activation pattern (Fig. 3D and SI Appendix, Fig. S1 ). Previous research has formalized the intuition of instructional control and suggested a "confirmation bias" model to amplify the effect of positive PEs and diminish the effect of negative PEs when participants made choices based on instructed information (27, 28) . We compared the performance of different RL models [including the confirmation-bias model suggested by Doll et al. (27) ] and interestingly, the RL model with different learning rates (α + and α − ) for positive and negative PEs (δ + and δ − ) tended to fit par- ticipants' behavior best in the instructed session (see SI Appendix for technical details). Using the PEs generated from the above best-fitting RL model, our fMRI analysis did not reveal a correlation between PE signal and striatal BOLD responses (P < 0.01, uncorrected) in the instructed session. Taken together, these results suggest that participants might rely less on PE signals for action-value updating when symbolic, instructed knowledge of the reward probabilities is available. Consistent with this hypothesis, both behavior (Fig. 2B ) and BOLD responses were less influenced by outcomes in the instructed session. Indeed, we observed relatively smaller activations in brain areas (NAc, vmPFC, and hippocampal complex) typically associated with reward learning and valuation (11, 25, 30, 31, 33, (35) (36) (37) (44) (45) (46) (47) (48) (49) (50) when participants were rewarded for their choices in the instructed session ( Fig. 4B and SI Appendix, Table S4 ). These findings suggest that the brain assigns less weight to actual outcomes when other sources of reliable information (instructed knowledge) about the cue-reward probability and optimal choice strategies are available. The mechanism by which participants dynamically adjust their reliance on outcome information when symbolic knowledge of the reward probabilities is available was revealed in an exploratory analysis that showed higher left DLPFC activity when participants experienced monetary wins in the instructed relative to the feedback session (Fig. 5A) . Importantly, PPI analysis using this DLPFC area as a seed region revealed negative functional connectivity between BOLD activities in the left DLPFC, and those in brain regions related to reward learning and valuation (NAc, vmPFC, and the hippocampal complex) among other brain areas (Fig. 5B and SI Appendix, Fig. S2 and Table S6 ). Interestingly, these regions overlapped remarkably well with those identified previously through the win-loss contrast (Figs. 4A and 5B) . Thus, we propose a functional link between the DLPFC and an outcome-valuation learning system. This latter system is pivotal in providing correct value or "utility" information to facilitate learning based on monetary feedback, but appears to be less important when preexisting, symbolic knowledge to guide choices is available.
Taken together, these results suggest that when learning action values, the DLPFC tends to dynamically adjust outcome responses in reward-related brain regions depending on the usefulness of action-outcome information compared with explicit knowledge participants directly obtained from social communication. Although the current study demonstrates the importance of this DLPFC, reward-related structure circuitry for learning and reward processing, previous neuroeconomic research has outlined a similar circuitry across a range of decision-making tasks in which preexisting reward values that are represented in valuation regions can be modulated based on social processes (51, 52) , goals (34) , or other cognitive factors (52, 53) . Although there have been suggestions that the DLPFC and reward-related regions represent independent systems in the brain competing with each other for the dominance of action selection (27, 28, 53, 54) , our results are more consistent with a general role for the DLPFC in modulating the engagement of reward-related regions depending on the relative importance of the information during a learning paradigm.
Our findings also lend neurological evidence to support recent computational approaches to reconcile a broad range of literatures suggesting multiple representation systems in the brain for behavioral control. One such system deploys a model-free method and "learns putatively simpler quantities," such as policies that are sufficient to permit optimal performance through processing action outcomes. It is suggested this computation is carried out in the dorsolateral striatum. The other system, which employs the prefrontal cortex, adopts a model-based method to make use of available or learned rules and derives optimal choice through dynamic programming. The brain arbitrates between different representation systems according to the uncertainty estimated from each system (38, 39, 55) . In our task, the state transition probabilities (reward probabilities) were more accurate in the instructed session (provided by the experimenter), thus the model-based approach would dominate participants' choice by recruiting the DLPFC to bias responses in the reward-valuation systems. The brain's reward-learning circuitry as instantiated in the RL model is a phylogenetically old system for learning based on trialand-error. When social structures and means of communication are more complex, these basic reward-learning processes may not be optimal to promote the best decision. Errors are costly and unnecessary when additional, symbolic information about the best decision is available. The current study demonstrates how the DLPFC interacts with the reward-learning circuitry to diminish the impact of actual trial-outcome information, presumably enabling symbolic knowledge of reward probability to guide choices. Our data add to the growing literature of interactions of different types of information to achieve optimal behavior in decision making and provide direct support to the computational theory that arbitrates between different representation systems by assigning control to the one that has less uncertainty of the correct action values.
Methods
Participants. Twenty participants were recruited and tested in compliance with the university committee on activities involving human subjects [University Committee on Activities Involving Human Subjects (UCAIHS)]. The experiment was approved by the UCAIHS at New York University and all subjects provided informed consent before the experiment. Of the 20 participants, 7 were male, 9 were non-Caucasian, and the group had an average age of 21.6 y (SD = 3.72).
Experimental Procedures. Each participant played two sessions of the task. One session was named the "feedback" session and the other session was titled the "instructed" session (Fig. 1) . For both sessions, participants were told that they would see different visual cues which represent how likely the number underneath the cue would be greater or less than 5 (value of underlying number ∈ {1, 2, 3, 4, 6, 7, 8, 9}). The sequence of the two sessions was randomized across participants, so that 10 out of 20 participants experienced the feedback session first. In both sessions, four different visual cues representing different probabilities (P ∈ {25, 50, 75, 100%}) of the number underneath the cue being greater than 5 were presented to participants. For both sessions, participants saw a cue next to the number 5 on each trial. Each cue was randomly presented 20 times for a total of 80 trials per session (see SI Appendix for details). our model against others suggested in the literature based on behavioral data with similar tasks (27, 28) using the Bayesian information criterion as a criterion for model selection. For the feedback session, the simple RL with one learning rate (α) for both positive and negative prediction errors fits participants' behavior better. However, RL with different learning rates (α + and α − ) for positive and negative (δ + and δ − ) PEs fits participants' choices the best in the instructed session (see SI Appendix for details).
Imaging Analysis. We first regressed PEs that were generated for both the feedback and instructed sessions using the best-fitting parameters to the whole-brain BOLD signals at the revelation of monetary outcome to identify the brain areas whose activities were correlated with the calculation of PE.
Monetary outcomes were also included as dummy regressors to account for the effect of the magnitude of the reward value. Repeated-measures two-way ANOVA was performed on the functional imaging data with two factors (session and learning phase) at the onset of feedback.
The finite impulse response from time 0 to ∼12 s (TR0 to ∼TR6) was generated by resampling the BOLD time series of each voxel in the brain and averaging across 40 trials each for the early and late learning phases in both sessions. Because canonical hemodynamic response function typically peaks at 6 to ∼8 s after the stimulus onset, the two-way ANOVA was performed on both TR3 (6 s) and TR4 (8 s). These whole-brain analyses were performed on each voxel to identify brain regions that showed a significant interaction effect with time (i.e., early vs. late learning) and session (i.e., feedback vs. instructed session).
Finally, we conducted a PPI analysis to investigate the connectivity between brain regions that may modulate the impact of instructed knowledge on RL learning signals (see SI Appendix for technical details).
