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Abstract
The entanglement entropy in 1+1 dimensional critical system has been well studied and
known to have a universal scaling form that gives information about the underlying criti-
cal system. While the case for 1+1 dimensional critical systems has been well studied, the
situation in higher dimensional systems is less clear. In this work, I show that the entangle-
ment entropy in a certain class of 2+1 dimensional critical systems, the conformal quantum
critical theories, has a universal subleading correction that likewise gives information about
the underlying critical system. In addition, I address the issue of whether the dynamical
entanglement entropy, the entanglement generated by a local quantum quench, is an ex-
perimentally measurable quantity. This turns out not to be the case, but to arrive at this
conclusion we studied quenching in a theory of strongly interacting electrons and applied
methods of boundary conformal field theory to solve a hitherto open problem: the noise from
an instantaneous switching of a quantum point contact separating two fractional quantum
Hall fluids.
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Chapter 1
Introduction
Entanglement is one of the strangest features of quantum mechanics; few would disagree that
it distinguishes the quantum mechanical unequivocally from the classical. While it has played
an essential role in the understanding of quantum mechanics, paradoxically it is apparently
absent from the theory of quantum phase transitions. Typically, the theory of a quantum
phase transition is based on the classical model in one higher spatial dimension, and a major
theoretical challenge is to understand aspects of the quantum mechanical theory which have
no classical analogue. Even for critical systems, the notion of scaling functions and power law
correlation functions are derived from the classical theory. Quantum mechanics is essentially
absent from the theory of critical phenomena and naturally one has to ask exactly how
quantum effects manifest themselves in critical theories, theories with algebraically decaying
correlation functions and divergent correlation length.
Quantum entanglement has been proposed as a quantity that may capture the inherent
quantum mechanical nature of the underlying system. In particular, much recent interest
has been focused on the scaling behavior of the entanglement entropy.[21] It has been shown
that the scaling behavior of the entanglement entropy may give information about the crit-
ical system. For instance, in systems without a local order parameter as in the Anderson
transition and quantum Hall plateau transition, the scaling behavior of the entanglement
entropy has been suggested as a measure of quantum criticality.[35] While there are other
measures of entanglement, the entanglement entropy has proven to be the most tractable
analytically and simple to define.
The basic formulation for the entanglement entropy is simple (see Figure 1.1). One begins
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Density Matrix and Entanglement Entropy
AL
B
!
L! !! a
! Pure state in A ∪ B: Ψ[ϕA,ϕB ]
Figure 1.1: Beginning with a pure state Ψ one can compute the entanglement entropy by
defining some subdivision of the system. Here we choose to divide the total system into
two halves A,B. This bipartition will almost always be a real space division here, though
bipartitions of the Hilbert space are also consistent. With the pure state, one can form the
density matrix ρˆ = Ψ†[A ∪ B]Ψ[A ∪ B]. Then one can trace out the degree of freedom in
region B leaving one with a mixed state described by the reduced density matrix ρˆA = TrBρˆ.
The entanglement entropy is the von Neumann entropy associated with this reduced density
matrix, SA = −TrρˆA log ρˆA.
with a pure state of the system |ψ〉 which is commonly chosen to be the ground state, but
this is by no means necessary. The density matrix can then be formed ρˆ = |ψ〉〈ψ|, and then
the following gedanken experiment is then performed: first, one imagines partitioning the
system in two sub-regions of real space or the Hilbert space, A and B and suppose that for
some reason only region A can be observed. The degrees of freedom in region B are then
traced over and one is left with the reduced density matrix ρˆA = TrBρˆ (see Figure 1.1).The
entanglement entropy is then the von Neumann entropy associated with this reduced density
matrix
SA = −Tr ρˆA log ρˆA. (1.1)
2
1.1 Simple examples of entanglement entropy
As a simple example, one can think of a two spin system. Take as the pure state of the
system, the state
|ψ〉 = 1√
2
(| ↑〉A ⊗ | ↓〉B + | ↓〉A ⊗ | ↑〉B) (1.2)
One can then form the density matrix and tracing out the degrees of freedom in region B,
one finds
ρˆA =
1
2
(| ↑〉A〈↑ |+ | ↓〉A〈↓ |) . (1.3)
The entanglement entropy is then simply SA = log(2). This should be contrasted to the
case where the state |ψ〉 is a spin polarized state. There, the entanglement entropy is simple
zero. In this sense, one can think of the von Neumann entropy of the reduced density matrix
as describing just how entangled is the quantum mechanical state.
1.1.1 Entanglement entropy of in a single particle state
Before embarking on the calculation for continuous wave functions, it is instructive to look
at a generalization of the example above: the entanglement entropy of a single particle
wavefunction. This is a slightly more physical picture of the entanglement entropy and is
often used in numerical computations. First, suppose we have a wave function written in
position basis
|ψ〉 = a|1〉+ b|2〉+ c|3〉+ d|4〉 (1.4)
where sites 1,2 comprise region A and sites 3,4 comprise region B. This can be written in
terms of the single particle occupation basis as,
|ψ〉 = a|1000〉+ b|0100〉+ c|0010〉+ d|0001〉 (1.5)
3
which can be written in the basis
|ψ〉 = a|10〉|00〉+ b|01〉|00〉+ c|00〉|10〉+ d|00〉|01〉 (1.6)
I have simply written it as a superposition of states where the particle is on the first site
of region A or the second site of region A or the first first of region B or the second site of
region B. Quantum mechanically, it can be at all four sites simultaneously. With the pure
state written this way, one can form the density matrix easily. Now as in the example with
two spins, the density matrix is easily factored if it is written as a tensor product of states
in region A and region B. This can be accomplished with the singular value decomposition.
What we are generically starting with is a wavefunction in some orthonormal basis |`〉 for
region A and |m〉 for region B, e.g.
|ψ〉 =
∑
`,m
a`m|`〉|m〉. (1.7)
In particular, for this example one should have the position basis in mind. Then, what we
want to compute is the singular value decomposition of a`m. This simply reduces
a`,m = u`iSijvjm, (1.8)
where the columns of the matrices u`i and vjm are orthonormal so that uu
† = 1, vv† = 1
and Sij is a diagonal matrix of singular values for the matrix a`m. The singular value
decomposition then gives,
|ψ〉 =
∑
`,m,i
u`iSiivim|`〉|m〉. (1.9)
One can then define,
|i〉A =
∑
`
u†`,i|`〉, and |i〉B =
∑
m
vim|m〉. (1.10)
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By the orthonormality of |`〉, |m〉 and the unitarity of u, v its easy to see that the new basis
|i〉A, |i〉B form an orthonormal basis as well. Then, I have
|ψ〉 =
∑
i
Sii|i〉A|i〉B (1.11)
In this basis, it is easy to compute the density matrix ρˆ as well as the reduced density matrix.
Furthermore, tracing out region B has the same meaning as tracing out the states |i〉B.
Back to the problem at hand, what one wants to do is chose the basis of states as,
|00〉 = |1〉A ; |00〉 = |1〉B
|10〉 = |2〉A ; |10〉 = |2〉B (1.12)
|01〉 = |3〉A ; |01〉 = |3〉B.
In cases where region A and region B are not the same size, one would have to pad either
the A basis or B basis with zeros. In this basis, the state |ψ〉 can be written in the form
|ψ〉 =
∑
ij
aij|i〉A ⊗ |j〉B. (1.13)
The matrix aij is explicitly,
aij =

0 c d
a 0 0
b 0 0
 (1.14)
Now, using the singular value decomposition, I can define a new basis u†ij|j〉A and vij|j〉B
where the matrices u, v are the unitary matrix of singular vectors for the matrix a. That is,
they satisfy the relationship
aij = u
†
ikλkkvkj (1.15)
where λk is the diagonal matrix containing the singular values of the matrix aij. It can be
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seen explicitly that the singular values of this particular aij is given by
λkk =

√|c|2 + |d|2 0 0
0
√|a|2 + |b|2 0
0 0 0
 (1.16)
The state |ψ〉 can then be written as
ψ =
∑
i
λi|i〉A ⊗ |i〉B (1.17)
where as mentioned before, |i〉A = u†ij|j〉A and |i〉B = vij|j〉B are the new basis vectors. They
form a new orthonormal basis which comes from the orthogonality of the original basis and
the unitarity of the matrices u, v.
The density matrix in this basis is easy to form.
ρˆ = λiλi′|i〉A|i〉B〈i′| A〈i′| (1.18)
From this its an easy step to see that the reduced density matrix ρˆA is explicitly given by
ρˆA =

c2 + d2 0 0
0 a2 + b2 0
0 0 0
 (1.19)
Then the single particle entanglement entropy is simply given by
Sent = −(c2 + d2) log(c2 + d2)− (a2 + b2) log(a2 + b2). (1.20)
This is in fact the general form of the entanglement entropy for a single particle wavefunction.
For many body wave functions, the essential idea is the same: one wants to divide the system
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into sub-systems and trace out the degrees of freedom in one. However, in critical systems,
the wave function can not be so simply written as in the above examples and instead, one
must resort to a path integral formulation. To great effect, this program has been carried
out in one dimensional critical systems.
1.2 Entanglement entropy for critical wavefunctions
In d + 1 dimensional systems, one can write down the density matrix in the path integral
formalism as,
〈φ(~x, t = β)|ρˆ|φ(~x, t = 0)〉 = 1
Z
∫ ′
Dφ e−S(φ). (1.21)
Simply put, one can think of the density matrix as being a two dimensional sheet with matrix
elements defined as the field configuration at t = 0 on the bottom and field configuration at
t = β on top. One is essentially expressing ρˆ(t) = e−iHˆtρˆ(0)eiHˆt, where ρˆ(0) is the density
matrix for some initial state, in terms of the path integral. One is interested in the reduced
density matrix which means that the degrees of freedom in region B needs to be traced
out. As usual, the by trace one means the identification of the degrees of freedom (field
configurations) in region B (i.e. for ~x ∈ B). Geometrically, one can then view the reduced
density matrix as a cut cylinder where the the cut lies along region A since those degrees of
freedom have not been identified. (see Figure 1.1).CFT and Statistical Mechanics 13
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Figure 3: The reduced density matrix ρA is given by the path integral over a cylinder with a
slit along the interval A.
Figure 4: Tr ρnA corresponds to sewing together n copies so that the edges are connected cycli-
cally.
points, or conical singularities, at the ends of the interval A. If Zn is the partition function
on this surface, then
Tr ρnA = Zn/Z
n
1 .
Let us consider the case of zero temperature, β → ∞, when the whole system is in the
ground state |0〉. If the ends of the interval are at (x1, x2), the conformal mapping
z =
(
w − x1
w − x2
)1/n
maps the n-sheeted w-surface to the single-sheeted complex z-plane. We can use the
transformation law (16) to compute 〈T (w)〉, given that 〈T (z)〉 = 0 by translational and
rotational invariance. This gives, after a little algebra,
〈T (w)〉 = (c/12)(1− 1/n
2)(x2 − x1)2
(w − x1)2(w − x2)2 .
Now suppose we change the length # = |x2 − x1| slightly, by making an infinitesimal
non-conformal transformation x→ x+ δ#δ(x− x0), where x1 < x0 < x2. The response of
the log of the partition function, by the definition of the stress tensor, is
δ logZn = −nδ#
2pi
∫ ∞
−∞
〈Txx(x0, t)〉dt
(the factor n occurs because it has to be inserted on each of the n sheets.) Writing
Txx = T + T , the integration in each term can be carried out by wrapping the contour
around either of the points x1 or x2. The result is
∂ logZn
∂#
= −(c/6)(n− 1/n)
#
,
so that Zn/Z
n
1 ∼ #−(c/6)(n−1/n). Taking the derivative with respect to n at n = 1 we get
the final result
SA ∼ (c/3) log # .
Figure 1.2: In 1 + 1 dimensional systems, one begins by tracing out the degrees of freeom in
region B. In the path integral formalism, this amounts to identifying the degrees of freedom
at time t = 0 with those at time t = β. Because the degrees of freedom in region A have not
been traced out, the reduced density matrix can be thought of as a cylinder with a cut.
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Finally, to compute the quantity SA = −Tr ρA log ρA it is helpful to use the replica trick
and express this quantity as
S = − d
dn
Tr ρnA
∣∣
n=1
(1.22)
What this means then is that the reduced density matrix is replicated n times and then
stitched cyclically so that the nth copy is stitched to the first. While this can be done in
any dimension, here I focus on 1+1 dimensions where it is much easier stated. To do the
cyclic stitching of the n cylinders, one simply identifies the bottom half of the cut with the
top half of the next copy (i.e. the bottom half of the cut of copy one is identified with the
top half of the cut in copy 2, see Figure 1.3). Lastly, the bottom half of the cut in copy n is
identified with the top half of the cut of copy 1. One can then think of the quantity,
Tr ρnA =
Zn, stitched
Zn
(1.23)
where Zn comes from the normalization factor and is the partition function on a single simple
cylinder whereas Zn, stitched is the partition function on a two dimensional sheet formed by the
complicated stitching procedure outlined above. This stitching procedure can be thought of
as the glueing of n-Riemann sheets that is needed when there is a branch cut on the complex
plane.
The equation 1.23 is then the generic problem of the entanglement entropy. By some
subterfuge, one must compute the partition function of the complicated n-stitched surface
and in general the solution to Tr ρnA is unknown. However, in 1+1 critical systems, because
of the presence of conformal symmetry, the calculation is more manageable and the scaling
behavior of the entanglement entropy has been well studied. [25, 77, 17, 130] In particular,
it is known that,
S ∼ c
3
ln(
`
a
) + . . . , (1.24)
where c is the central charge of the CFT, and a is a short distance cutoff. The derivation of
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Tr ρnA = Zn/Z
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1 .
Let us consider the case of zero temperature, β → ∞, when the whole system is in the
ground state |0〉. If the ends of the interval are at (x1, x2), the conformal mapping
z =
(
w − x1
w − x2
)1/n
maps the n-sheeted w-surface to the single-sheeted complex z-plane. We can use the
transformation law (16) to compute 〈T (w)〉, given that 〈T (z)〉 = 0 by translational and
rotational invariance. This gives, after a little algebra,
〈T (w)〉 = (c/12)(1− 1/n
2)(x2 − x1)2
(w − x1)2(w − x2)2 .
Now suppose we change the length # = |x2 − x1| slightly, by making an infinitesimal
non-conformal transformation x→ x+ δ#δ(x− x0), where x1 < x0 < x2. The response of
the log of the partition function, by the definition of the stress tensor, is
δ logZn = −nδ#
2pi
∫ ∞
−∞
〈Txx(x0, t)〉dt
(the factor n occurs because it has to be inserted on each of the n sheets.) Writing
Txx = T + T , the integration in each term can be carried out by wrapping the contour
around either of the points x1 or x2. The result is
∂ logZn
∂#
= −(c/6)(n− 1/n)
#
,
so that Zn/Z
n
1 ∼ #−(c/6)(n−1/n). Taking the derivative with respect to n at n = 1 we get
the final result
SA ∼ (c/3) log # .
Figure 1.3: Using the replica trick, one needs to stitch n-cut cylinders cyclically together.
This means, taking the bottom half of cut on the first copy, one identifies it with the top
half of the cut on the second and so on. Lastly, one identifies the top half on the nth copy
with the bottom half of the first copy.
this result can be found in the Appendix A.
1.3 Applications of the entanglement entropy
Indeed, the growing popularity of entanglement entropy study is due to the fact that many
universal properties of quantum systems like the central charge, excitation spectra or bound-
ary entropy can be extracted from the entanglement entropy without the need to specify
an bservable: all that is needed is a consistent partition of the system.[21] This has been
utilized to great effect in numerical studies and now is one of the established methods of
determining the central charge in a 1+1 dimensional critical system. For instance, it has
been used to find the central charge for models of anyon chains [11, 103]. By looking at the
entanglement entropy for a chain of Fibonacci anyons, it was possible to establish that the
central charge was c = 7/10 (see Figure 1.4). This was then confirmed by looking at the
spectrum where they found indeed the correct primary fields. It has also been proposed that
the entanglement entropy for a wavefunction at the localization transition might contain
information about the multifractal spectrum. [35, 83] Recently, it has also been shown that
the dynamical entanglement entropy, entanglement generated in a quantum quench, scales
the same way as fluctuations of the quantum system. [79, 124, 93, 20]
In addition to the theoretical interest in its use as a characterization of critical quantum
systems, the entanglement entropy also has a deeper geometrical flavor. In order to compute
9
ar
X
iv
:c
o
n
d
-m
at
/0
6
1
2
3
4
1
v
1
  
[c
o
n
d
-m
at
.s
tr
-e
l]
  
1
3
 D
ec
 2
0
0
6
Interacting anyons in topological quantum liquids: The golden chain
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We discuss generalizations of quantum spin Hamiltonians using anyonic degrees of freedom. The simplest
model for interacting anyons energetically favors neighboring anyons to fuse into the trivial (‘identity’) channel,
similar to the quantum Heisenberg model favoring neighboring spins to form spin singlets. Numerical simula-
tions of a chain of Fibonacci anyons show that the model is critical with a dynamical critical exponent z = 1,
and described by a two-dimensional (2D) conformal field theory with central charge c = 7/10. An exact map-
ping of the anyonic chain onto the 2D tricritical Ising model is given using the restricted-solid-on-solid (RSOS)
representation of the Temperley-Lieb algebra. The gaplessness of the chain is shown to have topological origin.
PACS numbers: 05.30.Pr, 73.43.Lp, 03.65.Vf
Introduction Non-Abelian anyons are exotic particles ex-
pected to exist in certain fractional quantum Hall (FQH) states
[1, 2]. A set of several anyons supports very robust collec-
tive states that are degenerate to exponential precision; such
states can potentially be used as quantum memory and for
quantum computation [3]. However, this degeneracy can be
lifted by a short-range interaction if the anyons are very close
to each other. As a first step towards understanding interacting
anyons, we describe a simple, exactly solvable model that is
an anyonic analogue of the quantum Heisenberg chain.
We start by considering the well-known Moore-Read state
[1], a candidate state, exhibiting non-Abelian statistics, for the
topological nature of FQH liquids at filling fraction ν = 5/2.
It has two important types of excitations: quasiholes with
electric charge e/4 and neutral fermions. Quasiholes may be
trapped by an impurity potential while the fermions can still
tunnel between them [4]. For a one-dimensional (1D) array of
trapped quasiholes, the Hamiltonian can be described in terms
of free Majorana fermions on a lattice, which is in turn equiv-
alent to the 1D transverse field Ising model at the quantum
phase transition point. The more interesting model discussed
here is based on so-called ‘Fibonacci anyons’, which repre-
sent the non-Abelian part of the quasiparticle statistics in the
k = 3, Zk-parafermion state [2], an effective theory for FQH
liquids at filling fraction ν = 12/5 [5]. Even without pa-
rameter fine-tuning, these 1D anyonic arrays will be shown to
exhibit gapless excitations due to topological symmetry.
Model Our model describes pairwise interactions within
an array of L anyons, for instance along a chain as shown in
Fig. 1a). In the Fibonacci theory there are only two types of
particles: the Fibonacci anyon, denoted by τ , and the trivial
particle denoted by 1 with a fusion rule τ × τ = 1 + τ . We
refer to the label 1 or τ as the topological charge. When two
neighboring anyons interact, indicated in the figure by the el-
lipses, they can either fuse in the trivial channel, annihilating
each other, or in the nontrivial one, becoming a single τ -anyon
[6]. We define our model by assigning an energy gain if they
fuse along the trivial channel. This is an anyonic analogue of
the spin-1/2 quantum Heisenberg antiferromagnet, which as-
signs an energy gain to two neighboring spin-1/2 fusing into a
spin-0 singlet as compared to a spin-1 triplet.
To define the Hilbert space of τ -anyons we consider the
tree-like fusion diagram in Fig. 1b). The basis corresponds to
all admissible labelings |x1, x2, . . .〉 of the links, with xi = 1
or τ . Each label represents the combined topological charge
of the particles left to a given point. Not all possible values
(x1, x2, . . .) represent allowed basis states due to the fusion
rules: a 1 must always be preceded and followed by a τ , since
the fusion of a 1 and a τ always gives a τ . This reduces the di-
mension of the Hilbert space of the open chain (with τ -labels
at the boundary) to the Fibonnacci sequence dimL = FL+1,
and for the periodic chain dimL = FL−1 + FL+1. For
large L it is well-known that these numbers grow at a rate
dimL ∝ ϕL, where ϕ = (1 +
√
5)/2 is the golden ratio.
This Hilbert space has no natural decomposition in the form
of a tensor product of single-site states, in contrast to SU(2)
quantum spin chains.
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FIG. 1: a) Illustration of the Fibonacci chain with L τ -anyons.
b) The fusion path. c) Definition of the F -matrix.
Figure 1.4: The entanglement entropy is now an established way of finding the central charge
in 1 + 1 dimensional critical systems. This has been applied to an exotic model of anyons
living on a chain where it has been shown and verified that the central charge is c = 7/10.
[103, 11]
S = −Tr ρA log ρA the replica trick is often employed to calculate Tr ρnA. Preliminary work
has shown that such field theories may have a connection with Zn orbifold conformal field
theories.[22] Using holography, the entanglement entropy has been shown to be related to
geodesic curves in anti-de Sitter space. [119]
1.4 Entanglement entropy in higher dimensions
In systems with D > 1 spatial dimension, the entanglement entropy is known to exhibit an
area law, S ∼ µ`D−1 where µ is a non-universal constant and ` is the characteristic length
of the boundary. Entropy normally scales extensively with the boundary, S ∼ `D but for
a system in a pure state it is easy to show that SA = SB so that S should only depend
on common properties of the two regions.[125, 15] The argument is simply an extension of
the entanglement entropy for a single particle state (see Section 1.1.1). If the pure state is
given by |Ψ〉 = ∑i,a ψi,a|i〉in|a〉out where |i〉in and |a〉out are the basis of states inside region
A and outside of region A respectively. Then, the reduced density matrices are given by
(ρin)ij = (ψ
†ψ)ij while (ρout)ab = (ψTψ∗)ab. Then the trace of both are the same which
implies that ρin and ρout have the same eigenvalues up to additional zero eigenvalues. While
much work has been done for 1 + 1 dimensions, in higher dimensions sub-leading corrections
to the entropy require more detailed calculations and here the situation is less clear.
While much work has been done in 1+1 dimensional critical systems, the scaling behavior
of the entanglement entropy in higher dimensional critical system remains an open area of
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research. Other than a few cases, little is known about these systems. In this thesis, I will
discuss how we compute the entanglement entropy for a certain class of 2+1 dimensional
critical systems, namely the conformal quantum critical systems. In Chapter 2, we begin by
naively extending the formalism of Moore and Fradkin [56] and applying finite size scaling
arguments. While their formula for trace of the n-replicated system, Tr ρnA is especially
simple, it turns out to be subtly incorrect. It will turn out that this simple formula does
away with the permutation symmetry present in the replicated system (i.e. one can per-
mute replication 1 with any other replica) that is not present in the original theory. Hence
applying simple finite size arguments following the Moore and Fradkin procedure does not
yield the correct subleading universal term. Following this work, others have explored the
entanglement entropy in D > 1 dimensional critical systems. In particular, Metlitski et.
al. [104] have looked at the O(N) model in 3 −  dimensions and found similar universal
subleading contributions to the entanglement entropy. It has then been conjectured that
perhaps many critical systems have such universal subleading constants.
In Chapter 3, I discuss in further detail how to amend the Moore-Fradkin prescription.
With the corrected formulation, the result then agrees with numerical simulations [126]. The
result for conformal quantum critical points is one of the few areas that the entanglement
entropy has been shown to give universal information in higher dimensional critical systems
and is something put forth originally by the author.
Finally, in Chapter 4, I address the important issue of whether some feature of the en-
tanglement entropy can be measured experimentally. While the static entanglement entropy
has garnered a fair amount of theoretical interest, one naturally wonders if the entanglement
entropy or a closely related relative, the dynamical entanglement entropy, may be measured
experimentally. This is a non-equilibrium problem and for interacting systems, there are
few results. The results presented in the last chapter represents one of the few exact re-
sults for the noise generated in a non-equilibrium process. This result was shortly confirmed
numerically [124].
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Chapter 2
Scaling of the Entanglement Entropy
in 2+1 Dimensional Conformal
Quantum Critical Systems
Here we discuss in detail the entanglement entropy in 2+1 dimensional conformal quantum
critical systems in further detail. In particular, we review the Fradkin-Moore procedure [56]
and following this we then discuss simple consequences. We show that there is indeed a
universal sub-leading correction and that this is related to the g-factor or boundary entropy
of associated boundary condition at the common boundary.
2.1 Conformal Quantum Critical Theories
While much work has been done on the entanglement entropy in 1 + 1 dimensional quan-
tum critical systems, significantly less is known about the entanglement entropy in higher
dimensional critical theories. Generically, the crux of the problem is the exact computation
of the replicated quantity, TrρnA in order to obtain universal contributions. However, despite
such difficulties one can study a special class of critical systems in 2+1 dimensions: the so
called conformal quantum critical theories.
These are theories that were based on ideas developed in the Rokhsar-Kivelson quantum
dimer models.[118] Originally, the quantum dimer model was invented as a way of modeling
the short range resonating valence bond (dimers) theory of superconductivity in the late
1980’s. In the model, the degrees of freedom are classical dimers living on a two dimensional
lattice (see Figure 2.1). In the quantum problem, with a special choice of Hamiltonian, the
ground state wavefunction can be written as an equal amplitude sum over classical dimer
12
Figure 2.1: In the quantum dimer model, the basis states are taken to be the classical dimer
covering of the lattice. The ground state wave function is the equal amplitude sum of over
all possible coverings. This idea is extended to other classical lattice models to give the
ground state wave functions of different conformal quantum critical systems.
configurations.
|Ψ〉QDM = 1
Z
∑
{C}
|{C}〉 (2.1)
An important feature of such a ground state is that the norm of the ground state wave
function is in fact given by the partition function of the classical theory. Namely, |Ψ|2 =
Zcl. dimers. If the model is defined on a square lattice, this partition function is the partition
function for the critical classical dimer model which is described by a free Gaussian field
theory.[118] In other words it is described by a conformal field theory. More importantly,
it turns out that the correlation functions of the quantum model are power law functions,
implying that the quantum Hamiltonian itself is critical as well. In addition to this, it is
known that perturbations away from the square lattice (to say a triangular lattice) drives
the quantum problem into a topological, gapped state. [106]
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Figure 2.2: In the quantum six vertex model, the ground state wave function is the equal
amplitude sum of all possible classical coverings of the lattice by the six allowed vertices.
Each vertex obeys the “ice rule,” namely at each vertex there are exactly two arrows into
the vertex and two arrows out of the vertex.
2.2 Six Vertex Model
One of the generalizations of this idea for the quantum dimer model is the six-vertex model.
On a square lattice, one can think of this model as assigning arrows to the edges of a square
lattice such that at each vertex of the lattice, the arrows obey an “ice rule.” That is, at
each vertex, there are two arrows pointed into the vertex and two arrows pointed out (see
Figure 2.2). The quantum six vertex model turned out to have a ground state wavefunction
that in the continuum limit is related to the free boson action in 1+1 dimensions. To see,
this, one first notes that the six-vertex model has a height representation. To construct the
height representation of the six vertex model one follows the prescription: first one begins
in a choose plaquette with height h = 0. Moving in the counter-clowckwise direction if an
arrow is crossed going into the vertex, the height variable is increased by one whereas if an
arrow is crossed going out of the vertex, the height is decreased by one. With the height
variables assigned so, one then labels the vertex with the average of the height variables.
In the continuum limit, the height variables become the bosonic degrees of freedom. The
important point is that the choice of starting plaquette is arbitrary and in reality the height
14
0!
1! 2!
1!
0! 1!
0!-1!
0!
-1!-2!
-1! 0! 1!
0!-1!
h=4! h=0! h=-4! h=0!
Figure 2.3: Height assignment for a vertex in the six vertex model (6vM). The heights are
degenerate modulo 4 corresponding to arbitrariness in the choice of starting plaquette.
variables are unique modulo 4. This periodicity then gives the compactification radius, R,
for the boson φ. Namely, the boson is identified φ ' φ+ 2piR. In the quantum theory, there
is a free parameter k and this theory has an exactly marginal operator which results in a
line of fixed points with continuously varying critical exponents (scaling dimensions) of the
allowed (vertex) operators.[112]
Now, in the continuum limit, one coarse grains the height variables h to give a field
variable φ(x, y). In this continuum limit, the ground state wavefunction is known to be
of the type described by Rokhsar and Kivelson; it is the equal weight superposition of
all possible configurations on the two dimensional lattice. [118] In the continuum this is
described by a free Gaussian field theory.[12]:
ΨGS[φ] = 〈[φ]|GS〉 = 1√
Z
e−S[φ]/2, (2.2)
with
S[φ] =
∫
d2x
k
4pi
(
~∇φ(x)
)2
(2.3)
and the norm squared of the state
Z = ||ΨGS||2 =
∫
Dφ e−S[φ]. (2.4)
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Notice Z is identical to the partition function for the Gaussian model, which defines free
boson Euclidean CFT[107], albeit with the “stiffness” k. Hence Eq.(2.5) defines an infinite
class of 2D conformal QCP’s all associated with free boson CFTs.
In addition, the continuum Hamiltonian that has (2.3) as a ground state has been pro-
posed to be the quantum Lifshitz model [12] (QLM) :
H =
∫
d2x
[
Π2
2
+
1
2
(
k
4pi
)2
(∇2φ)2
]
, (2.5)
where φ is a scalar field Π = φ˙ is its canonical momentum conjugate to φ. This Hamiltonian
can be written as a product of two operators Q†(x)Q(x) where,
Q†(x) =
1√
2
(
− δ
δφ
+
k
4pi
∇2φ
)
, Q(x) =
1√
2
(
δ
δφ
+
k
4pi
∇2φ
)
. (2.6)
The Hamiltonian can then be written as 1
2
[
Q†(x), Q(y)
]
in the limit where x → y and one
subtracts the divergent contribution where the functional derivative hits the ∇2φ factor.
Hamiltonians of the form Q†Q have eigenvalues E ≥ 0 so that any state annihilated by Q
is immediately the ground state; there is no lower energy state possible. The ground state
wave function then satisfies,
(
δ
δφ
+
k
4pi
∇2φ
)
|ΨGS〉 = 0. (2.7)
which can be integrated to give the ground state wave functional related to a free Gaussian
field theory.
The QLM Hamiltonian Eq.(2.5) defines a class of QCP’s with dynamic critical exponent
z = 2, and a continuous parameter k. At this point, it is worth mentioning that such a height
representation does not hold for the eight vertex model, which can be thought of as the six-
vertex model with additional source (all arrows out) and sink (all arrows in) configurations
allowed. The reason for the lack of a height representation is simply understood by the
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realizations that the heights are not uniquely assigned to a plaquette: going around in a
counter clockwise pattern, the source (all out arrows) and sink (all in arrow) configurations,
have heights which differ by two (see for example Figure 2.3). The question then is whether
or not the continuum Hamiltonian still describes the dynamics of the quantum eight-vertex
model. In particular, recent numerics have shown convincing evidence that this may not be
the case. In particular, whereas the dynamical exponent of the QLM is z = 2 along the eight
vertex line, it has been found to flow continuously away from this point to values of z > 2.
At this point a complete theoretical understanding of this data is still lacking.
The QLM can be viewed low energy effective field theory capturing universal aspects of
various microscopic lattice models with φ playing the role of coarse grained height field[105,
76, 12] with the “stiffness” k determined by the appropriate “microscopic” coupling constants[12,
111]. For such a mapping to work, the constraints of the lattice models should be built in
through compactification of the boson field φ by demanding all physical operators to be
invariant under the shift of φ → φ + 2piR or equivalently all physical operators to take the
form of vertex operators einφ/R for integer n. In subsection 2.3.2 we will discuss specific ex-
amples of this mapping corresponding to particular values of k using the convention of fixing
R = 1. The examples will include so-called Rokhsar-Kivelson point (RK) of the quantum
dimer model[118] and its generalizations [34, 8, 112]and the quantum eight-vertex model[12]
special choices of the Baxter weight[14].
2.3 General considerations of the entanglement
entropy
In general a quantum mechanical state will not be as simple as the spin triplet state described
in the introduction (see Section 1.1)nor is it often easy to write it in the single particle
occupation basis especially if the system is strongly correlated or critical. A first challenge
is computing the von Neumann entropy SA = −TrρˆA log ρˆA. The slight of hand used is to
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make use of the replica trick.
SA = −TrρˆA log ρˆA = − ∂
∂n
Tr ρˆnA
∣∣
n=1
. (2.8)
In order to construct TrρnA, we need an expression for the matrix elements of the reduced
density matrix 〈φA|ρA|φ′A〉. Since the ground state wave function Eqs.(2.2) and (2.3) is a
local function of the field φ(x), a general matrix element of the reduced density matrix is
a trace of the density matrix of the pure state ΨGS[φ] over the degrees of freedom of the
“unobserved” region B, denoted by φB(x). Explicitly,
〈φA|ρˆA|φ′A〉 =
1
Z
∫
[DφB] 〈φA| ⊗ 〈φB|ΨGS〉〈ΨGS|φB〉 ⊗ |φ′A〉 (2.9)
By making the fields satisfy the boundary condition at the common boundary, Γ
BCΓ : φ
B|Γ = φA|Γ = φ′A|Γ., (2.10)
the matrix elements of ρA take the form
〈φA|ρˆA|φ′A〉 = 1
Z
∫
[DφB] e
−
(
1
2
SA(φA) +
1
2
SA(φ′A) + SB(φB)
)
, (2.11)
Proceeding with the computation of TrρnA, it is immediate to see that the matrix product
requires the condition φAi = φ
′A
i−1 for i = 1, · · · , n, and φ′An = φA1 from the trace condi-
tion.Explicitly, to form Tr ρˆnA then one needs to form n-copies of the reduced density matrix,
stitched cyclically (see Figure 2.4). Inserting complete sets of states, this can be written as
Tr ρˆnA =
1
Zn
∫
[DφA1 ] . . . [Dφ
A
n ] 〈φA1 |ρˆA|φA2 〉 〈φA2 |ρˆA|φA3 〉 . . . 〈φAn |ρˆA|φA1 〉 (2.12)
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Figure 2.4: In forming Tr ρnA the structure is such that region A of the i
th copy is identified
with region B of the ith and (i − 1)th copy. This is similar to the one dimensional case
and again one finds that the quantity Tr ρnA = Zn,stitched/Z
n where Zn,stitched is the partition
function on the complicated surface. The copies are labelled identically above to reflect the
permutation symmetry that exists. This permutation symmetry is missing in the Moore-
Fradkin formalism and is something dealt with in Chapter 3.
Hence, TrρnA takes the form
TrρnA ≡
Zn
Zn
=
1
Zn
∫
BCΓ
∏
i
DφAi Dφ
B
i e
−∑ni=1(S(φAi )+S(φBi )) , (2.13)
subject to the boundary condition BCΓ of Eq.(2.10). Notice that the numerator, Zn is the
partition function on n systems whose degrees of freedom are identified in Γ but are otherwise
independent. Note that if the lattice were discretized and the field at the boundary was point
split, there would not be any divergent contribution since the field must vanish smoothly.
Moreover, since nothing physically happens at the boundary, one does not expect any effects
coming from the point splitting procedure. This however, is a conjecture and in the end,
agreement with numerics serves as the proof.
The preceding arguments were given by Moore and Fradkin [56] explicitly for a non-
compact boson. Here, we apply their arguments for a compact boson. This will turn out
19
to be subtly incorrect (see Chapter 3), but it serves as an instructive case that captures
the essential feature of the universal sub-leading term; it is related to the boundary entropy
of the associated boundary condition at the common boundary. Hence, now consider the
application of the boundary conditions (3.6) to a compact boson. The other important
consideration is that the compactification condition requires that two fields that differ by
2piR be equivalent. Hence, the boundary condition of Eq.(3.6) is defined modulo 2piR.
(Equivalently, the proper form of the degrees of freedom is eiφ.) This means that one can
alternatively define Zn as a partition function for n systems which are decoupled in the
bulk but have a boundary coupling of the form (in the limit λΓ → ∞, which enforces the
boundary condition)
SΓ = −
∮
Γ
λΓ
n∑
i=1
cos(φi − φi+1). (2.14)
Here the fields φi extend over the entire region A ∪ B. Thus, this problem maps onto a
boundary CFT for a system with n “replicas” coupled only through the boundary condition
on the closed contour Γ, the boundary between the A and B regions.
This can be simplified further by taking linear combinations of the replica fields. Then
the condition that the scalar fields φi agree with each other on Γ can be satisfied by forming
n− 1 relative coordinates ϕi ≡ φi−φi+1 (i = 1, . . . , n− 1) that vanish (mod 2piR) on Γ, and
one “center of mass coordinate” field φ ≡ 1√
n
∑n
i=1 φi that is unaffected by the boundary
Γ (reflecting the fact that nothing physical takes place at Γ). While this is true for a non-
compact boson, for a compact boson, there are subtleties, namely the zero modes need to
be stitched together in a special way so as to respect the permutation symmetry. They are
in fact sensitive to the fact that there are n-copies in TrρnA. Details can be found in the next
chapter. For the moment though, the naive computation of TrρnA reduces to the product of
two partition functions:
1. The partition function for the “center of mass” field φ; since φ does not see the bound-
ary Γ, this is just the partition function ZA∪B for a single field in the entire system.
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2. The partition function for the n − 1 fields ϕi which are independent from each other
and vanish (mod 2piR) on Γ (remember, this is the naive formulation. In Chapter 3, we
will give the correct formulation for the compact boson). We denote this by
(
ZDΓ
)n−1
.
However, the fields ϕi on the A and B regions are effectively decoupled from each
other. Hence, this partition function further factorizes to ZDΓ = Z
D
AZ
D
B , where Z
D
A and
ZDB are the partition functions for a single field φ on A and B respectively, satisfying in
each case Dirichlet (fixed) boundary conditions (mod 2piR) at their common boundary
Γ.
Thus, naively we can write the trace trρnA as
trρnA =
(
ZDΓ
)n−1
ZA∪B
ZnA∪B
=
(
ZDΓ
ZF
)n−1
=
(
ZDAZ
D
B
ZA∪B
)n−1
. (2.15)
Remember that this is subtly incorrect and this will be addressed in Chapter 3. Here the
denominator factor, ZnA∪B comes from the normalization factors, and represents the partition
function over the entire system. It will turn out that this formula is not entirely correct.
While it predicts universal sub-leading corrections and the fact that these corrections are
related to the g-factor associated with the boundary condition (see Section ), the g-factor is
not that of the original theory but depends on the fact that there are n copies originally. This
forms the subject of Chapter 3, however, that the moment let us naively apply the Moore-
Fradkin procedure. This will be instructive in that it gives simply and straightforwardly the
important features of the entanglement entropy. The entanglement entropy is then[56]
S = − logZDA − logZDB + logZA∪B ≡ FDA + FDB − FA∪B, (2.16)
which, as indicated in the r.h.s of Eq. (2.16) reduces to the computation of the free energies
FDA , F
D
B and FA∪B, for the equivalent 2D Euclidean CFT on regions A and B, each satisfying
Dirichlet (fixed) boundary conditions on the common boundary Γ, and on the full system,
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A ∪B, respectively.
The behavior of the free energy of a CFT as a function of the system size ` has been
studied in detail. The divergent terms, as `→∞, have the form[84, 114, 33]
F (`) = f0`
2 + σ`− c
6
χ ln
(
`
a
)
+O(1) (2.17)
provided the boundary Γ is smooth (and differentiable). Here, f0 and σ are two non-universal
quantities, physically the free energy density and surface tension of the surface [115], and
a is the short-distance cutoff; c and χ are, respectively, the central charge of the CFT and
the Euler characteristic of the manifold. It follows from this result that the entanglement
entropy for region A takes the form[33, 84]
S = α`− c
6
(∆χ) ln
(
`
a
)
+O(1). (2.18)
provided the boundary Γ is smooth. In all the geometries we discuss, the change in the
Euler characteristic vanishes, ∆χ = 0, and there is no logarithmic term. However we will
show below that, if the logarithmic terms cancel, there exist a universal finite O(1) term,
which we call γQCP , as well as other universal dependences on the geometry (such as aspect
ratios). We will now extract these universal finite terms.
2.3.1 The Entanglement Entropy of the Quantum Lifshitz
Universality Class
Here we calculate γQCP at QCPs of the QLM universality class defined by Eq.(2.5) for three
different geometries: (i) a cylindrical geometry, (ii) a toroidal geometry, and (iii) a disk
geometry. For the cylinder and disk we assume the Dirichlet boundary conditions at the
open ends. We use the known results on the free boson partition function (2.4) for different
topologies and boundary conditions[113, 131, 67, 52, 42, 57], which are necessary for the
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calculation of entanglement entropy. Upon a rescaling of the field
√
2kφ = ϕ, the action can
be written in the more usual form.
S[ϕ] =
1
8pi
∫
d2x (∂µϕ)
2 , (2.19)
If φ is compactified with radius r = 1, the rescaled field ϕ has an effective compactification
radius R =
√
2kr2. We find γQCP to depend linearly on lnR in all cases we consider.
The Cylinder
l A B
LA LB
Γ
DirichletDirichlet Dirichlet
Figure 2.5: Cylinder geometry used in computing the entanglement entropy.
Let us begin by considering first a system on a long cylinder of linear size L and circumfer-
ence ` with L `. Region A to be observed, is a cylinder of length LA and circumference `.
The complement region, B, is a cylinder of length LB (see Fig.2.5), also with circumference
`. We assume that the QLM wave function Eq.(2.2) and hence the associated 2D partition
function Eq.(2.4) obey the Dirichlet boundary conditions at both ends of the cylinder, A∪B.
From Eq.(2.16), the entanglement entropy SA = SB ≡ S is given by
S = − lnZADD(LA, `)− lnZBDD(LB, `) + lnZA∪BDD (LA + LB, `) (2.20)
Here ZDD(L, `) is the partition function of Eq.(2.4) for a boson with compactification radius
R on cylinder of length L and circumference ` with Dirichlet boundary conditions on both
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ends, which is well known:[52]
ZDD(L, `) = N 1
R
ϑ3
(
2τ
R2
)
η(q2)
(2.21)
where R =
√
2r2k is the effective compactification radius (as before), and N is a non-
universal regularization-dependent prefactor, responsible for the area and perimeter depen-
dent terms in the free energy shown in Eq.(2.17). (There are no logarithmic terms for a
cylinder or a torus as their Euler characteristic χ vanishes.) In Eq.(2.21) τ = iL
`
is the
modular parameter, encoding the geometry of the cylinder, and q = e2piiτ . The elliptic
theta-function ϑ3(τ) and the Dedekind eta-function η(q) are given by
ϑ3(τ) =
∞∑
n=−∞
q
n2
2 , η(q) = q
1
24
∞∏
n=1
(1− qn). (2.22)
The important feature of Eq.(2.21) is the factor 1/R, the contribution of the winding modes
of the compactified boson on the cylinder with Dirichlet boundary conditions.
Putting it all together, it is straightforward to find an expression for the entanglement
entropy using Eq.(2.16). In general, the entanglement entropy depends on the geometry
(e.g. the aspect ratios L/`) of the cylinders, encoded in ratios of theta and eta functions.
However, in the limit LA  `, in which the length of the cylinders are long compared to their
circumference, the entanglement entropy given by Eq.(2.20) and Eq.(2.21) takes a simple
form
S = µ`+ lnR, (2.23)
where µ is a non-universal constant that depending on the regularization-dependent pre-
factor N of Eq.(2.21). Hence, there is a O(1) universal contribution to the entanglement
entropy γQCP = lnR for the cylinderical geometry. The explicit dependence of γQCP on
the effective effective compactification radius R =
√
2kr2 shows that it is determined by
the winding modes of the compactified boson and thus it is a universal quantity determined
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by the topology of the surface. In particular we find that the universal piece of the entan-
glement entropy, γQCP , for a compactified boson is a continuous function of the radius R,
a consequence of the existence of an exactly marginal operator at this QCP. We find the
similar relations for all topologies we considered. We will come back to this point in section
2.3.2, in the context of several microscopic models of interest.
The Torus
LA
LB
Γ
Dirichlet
B
A
l
Γ
Figure 2.6: Torus geometry used in computing the entanglement entropy.
We now consider the case in which the full system A ∪ B is a torus for which the real
part of the modulus L/`  1, as shown in Fig.2.6. The two subsystems, A and B are
now two cylinders, of length LA and LB respectively (L = LA + LB), both with the same
circumference `. We will thus need the partition function on a torus and on two cylinders
(with both ends of the cylinders obeying Dirichlet boundary conditions.) The trace TrρnA
now becomes
Tr ρnA =
(
ZADD(LA, `)Z
B
DD (LB, `)
ZA∪Btorus(L, `)
)n−1
. (2.24)
The partition functions for the two cylinders, A and B has the form of Eq. (2.21). The
partition function for the torus is[57, 67]
Ztorus(L, `) =
(
ZNNcylinder
(
L
2
, `
))2
, (2.25)
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where ZNNcylinder(
L
2
, `) is the partition function on a cylinder of length L
2
and circumference `,
with Neumann boundary conditions at both ends:
ZNNcylinder
(
L
2
, `
)
= N
√
kr2
2
ϑ3 (τkr
2)
η(q2)
, (2.26)
where τ = iL
`
and q = exp(2piiτ).
In the limit LA  `  a and LB  `  a, the entanglement entropy for the toroidal
geometry is
S = µ`+ 2 ln
(
R2
2
)
. (2.27)
Hence, for the toroidal geometry, the universal term is γQCP = 2 ln (kr
2) = 2 ln(R2/2). In
Eq.(2.27) µ is, once again, a non-universal factor which depends on both the short distance
regularization and boundary conditions (in fact, it is not equal to the constant we also called
“µ” in the entanglement entropy for the case of the cylinder, Eq.(2.23). ) As was the case for
the cylindrical geometry, in the case of the torus γQCP is also determined by the contribution
of the zero modes of the compactified boson to the partition functions. Thus, here too, γQCP
depends on the effective boson radius R =
√
2kr2. However, the different values of γQCP
in Eq.(2.27) and Eq.(2.23) is due to the fact that on the torus all three partition functions
have contributions from the zero modes.
The Disk
Finally, we compute the entanglement entropy for the disk geometry, shown in Fig. 2.7.
The line of argument used above applies here as well. This is the case discussed in Ref.[56],
where it was found that the logarithmic term in the entanglement entropy cancels exactly if
the boundary Γ is smooth. Here we compute the (subleading) finite universal piece.
To compute the entanglement entropy we need to compute three partition functions,
on the two disks A and A ∪ B, and on the annulus B, all with Dirichlet boundary condi-
tions. These partition functions were computed in the literature long ago for an uncom-
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pactified boson.[113, 131] They can be obtained from the partition functions on cylinders,
with Dirichlet-Dirichlet (for the annulus) and Dirichlet-Neumann (for the disks) boundary
conditions by a conformal mapping w = `
2pi
ln z, from the z complex plane to the cylinder
(labeled by w). The partition function for the annulus (region B) of inner circumference `
and outer circumference L (with Dirichlet boundary conditions) is
ZBDD(L, `) = N
√
pi
ln (L/`)
1√
2kr2
ϑ3
(
τB
r2k
)
η(q2B)
. (2.28)
Except for the factor of 1/
√
2kr2, which is due to the zero modes of the compactified boson,
this result agrees with those of Ref.[131]. In Eq.(2.28) we have used qB = e
2piiτB = `
L
(with
the modular parameter τB = − i2pi ln
(
L
`
)
).
Similarly, the partition functions on the two disks, regions A and A∪B, are conformally
mapped to two infinitely long cylinders (as the UV cutoff a → 0) with Neumann-Dirichlet
boundary conditions. These partition functions are
Zdisk = 2
−5/12pi1/4
ϑ4 (τ)
η(q2)
, (2.29)
where q =
(
a
`
)4
,
(
a
L
)4
for regions A and A ∪ B, respectively, and τ is their corresponding
modular parameter; ϑ4(τ) is the elliptic theta-function
ϑ4(τ) =
∞∑
n=−∞
(−1)nq n
2
2 . (2.30)
The resulting entanglement entropy for the planar (disk) geometry is found to be
S =
1
2
ln
[
1
pi
ln
(
L
`
)]
+ lnR. (2.31)
Hence, for the case of the disk there is also a universal finite piece in the entanglement
entropy, γQCP = ln
√
2kr2 ≡ lnR. As in the cases discussed above (the cylinder and the
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torus), here too γQCP has a topological origin as it is due to the winding modes of the
compactified boson. However, unlike the case of the of the cylinder and toroidal geometries,
in the case of the disk there is also a dependence on the aspect ratio L/` (the double
logarithmic term), as already noted in Ref.[56]. (Note that we included the factor of 1/pi in
the double logarithm since it arises from the conformal mapping.)
2.3.2 Entanglement Entropy of Quantum Dimer Models and
Related Systems
The results on the entanglement entropy of the preceding subsections apply to several “mi-
croscopic” systems of interest. The simplest of them is the quantum dimer model on bipartite
lattices at the RK point (associated with the RK wave function of the QDM). As noted in
Ref.[12], the RK point of the QDM maps onto the quantum Lifshitz model for a particular
value of the radius r = 1 and stiffness k = 2 (in the notation used here.) This corresponds
to a 2D Euclidean boson CFT at the free fermion radius. Of course, this is not an accident,
since in this case the lattice partition functions can also be computed exactly by pfaffian
methods, [54, 121, 47] and hence it is a free Dirac fermion system.
Generalized quantum dimer models have been discussed recently.[8, 111, 34] In these
models the wave functions correspond to dimer models with weights that depend on the
number of dimer pairs on the plaquettes. For a considerable range of values of these weights
the system remains critical and can also be mapped onto a quantum Lifshitz model, albeit
with a different stiffness connected with the presence of an exactly marginal operator. Thus,
in these models the stiffness varies continuously as a function of the microscopic weights.
This dependence, discussed in detail in Ref.[111], is of course non-universal, as it depends on
the microscopic structure of the system. Nevertheless, the critical exponents have a universal
dependence on the stiffness. The same applies to the universal piece of the entanglement
entropy γQCP , which can be read-off from the results presented in this section.
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Similarly, the quantum eight-vertex model wave function[12] also maps onto a free fermion
problem for a special choice of weights.[14] For general values of k the fermions are interacting
(see the discussion below) but the effects only enter through an exactly marginal operator.
The mapping of the quantum 2D eight-vertex model to the quantum Lifshitz model was
shown in detail in Ref.[12] where the relation between the stiffness k of the compactified
boson and the Baxter weights is given explicitly. k and the weight c in the Baxter wave
function (along the six vertex line) are related by
pi
2k
= cot−1
√
4
c4
− 1 (2.32)
for a boson with compactification radius r = 1 or, equivalent, an effective radius R =
√
2kr2.
The results of the preceding subsections on the entanglement entropy for the quantum
Lifshitz model apply to the lattice models almost without change. Once the mapping of the
stiffness to the microscopic parameters (as in the case of the quantum eight vertex model)
is known, the universal piece, γQCP , can be read-off immediately. The only caveat here is
that in lattice models it is impossible to have closed simply connected regions with smooth
boundaries. The resulting paths of the effective coarse grained quantum Lifshitz model will
always have singularities, such as corners, which contribute with a logarithmic dependence
to the entanglement entropy (as discussed in Ref.[56]) rendering the finite terms generally
non-universal. The cylinder and torus geometries are exceptional in this sense, and allow
for a direct check of these ideas in microscopic models, either through an exact solution or
by means of numerical computations.
We end this discussion by giving the results for the universal entanglement entropies γQCP
for the Lifshitz universality class at the free fermion (or dimer) and Kosterlitz-Thouless tran-
sition of the dimer and Baxter (six vertex) wave functions for all three geometries. (See the
summary of Table 2.1.) At the “free dimer” point (the free fermion point of the dimer models)
the stiffness k = 2 (corresponding to c2 =
√
2 in the Baxter wave function), and the universal
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term of the entanglement entropy for a disk geometry is γdiskQCP = ln
√
2kr2 = ln 2. For the
cylinder, also at the free dimer point, we also found γcylinderQCP = ln 2, while for the torus we
obtained γtorusQCP = 2 ln 2. (Below we will discuss the relation of these results with the topologi-
cal entanglement entropy of the nearby Z2 topological phase.) Away from the free dimer (or
fermion) points, the stiffness k changes and so does the entanglement entropy. Thus, at the
Kosterlitz-Thouless transition point of both the dimer and six vertex wave functions (where
the Baxter weight is c =
√
2), the stiffness is k = 1. (At this point the associated c = 1
CFT has an SU(2)1 Kac-Moody current algebra, and the effective compactification radius
here is R =
√
2.) The (finite) entanglement entropies now are γtorusQCP = 2 ln
√
2, γcylinderQCP = 0,
and γdiskQCP = ln
√
2. The only caveat in applying the calculation of γQCP in the QLM to mi-
R cylinder torus disk
2 (RKpoint) ln 2 2 ln 2 ln 2
√
2 (KTpoint) ln
√
2 0 ln
√
2
Table 2.1: Universal entanglement entropies γQCP of the lattice models in QLM universality
class in the cylinder, torus, and disk geometries. γQCP based on calculations from QLM
is quoted at the free fermion point (or RK point) R = 2, and at the Kosterlitz-Thouless
(SU(2)1) point, R =
√
2.
croscopic models is that is impossible to have closed simply connected regions with smooth
boundaries on a lattice. Hence the resulting paths of the effective coarse grained QLM will
always have singularities (such as corners) which contribute a finite logarithmic dependence
to the entanglement entropy. [56] The cylinder and torus geometries are exceptional in this
sense, and allow for a direct check of these ideas in microscopic models, either through an
exact solution or by means of numerical computations.
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2.4 Generalized conformal QCPs associated with
RCFT
We now generalize the application of Eq.(2.16) to the computation of the entanglement
entropy to more general case of conformal QCPs, specifically those associated whose wave
functions have an associated 2D Euclidean RCFT (a CFT with a finite number of primary
fields.)
2.4.1 Entanglement entropy and Boundary Conformal Field
theory
The ground state wave function for a conformal quantum critical point can be expressed as
Gibbs weight associated with a 2D Euclidean CFT:
ΨGS[φ] =
1√
Z
e−S[φ]/2 (2.33)
as in the case of the QLM discussed in the previous section. Hence there is a one-to-one
mapping between the norm square of the wave function and the partition function of a local
2D Euclidean CFT, and also between the equal-time correlators of the operators of the 2D
conformal QCP map onto and the correlators of primary fields of the 2D Euclidean CFT.
Furthermore, we will also assume that the associated Euclidean CFT is unitary (the S-matrix
to be defined below is unitary) and that it is a RCFT. The restriction to unitary RCFT allows
us to exploit well developed technology for this large class of CFTs[67, 57], especially that
of operator product expansion (OPE) and of modular S-martirx, in calculation of γQCP .
The behavior of RCFTs with specified boundary conditions (especially their partition
functions), is the subject of boundary conformal field theory, and was discussed extensively
by Cardy[29, 30]. We will follow the approach and results of Cardy in this section. We also
need to specify the boundary conditions at the ends of the cylinder, i.e. the boundary states
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of the boundary CFT.[29] Let us denote these conformal boundary conditions by (α, β).
The associated (conformally invariant) boundary states 〈a| and |b〉 can be constructed for
each CFT. On the other hand, at the common boundary Γ between the regions A and B,
all n − 1 fields must obey fixed (‘Dirichlet’) boundary conditions. As shown by Cardy,[29]
this boundary condition is quite generally given by the boundary state |0〉 in the conformal
block of the identity 1.
For simplicity, we will consider here only the geometries of a cylinder (with specific
boundary conditions at each end) and a torus. As in Eq.(2.16) we will need to compute the
free energies of region A, B and A ∪B with fixed boundary conditions.
The partition function for a RCFT on a cylinder of length L and circumference `, with
boundary conditions a and b on the left and right ends respectively, Za/b, can be expressed
in terms of the characters χi of the RCFT:
Za/b =
∑
j
N jabχj
(
e−pi`/L
)
, (2.34)
where the integers N jab are the fusion constants, the coefficients in the OPE of the RCFT,
Φa × Φb =
∑
j
N jabΦj. (2.35)
The Virasoro characters χj are given by the trace over the descendants |Φj〉 of the highest
weight state, which are obtained by acting on it with the Virasoro generators Lˆ−n (n > 0):
χj(e
−pi`/L) = epi`c/24L tra
(
e−
pi`
L
Lˆ0
)
, (2.36)
where c is the central charge of the CFT, Lˆ0 is the n = 0 Virasoro generator. Here the
modular parameter is τ ≡ i`/2L. Under a modular transformation τ → −1/τ , which
exchanges the Euclidean “space” and “time” dimensions of the cylinder (i.e. it flips the
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cylinder from the “horizontal” to the “vertical” position), the characters transform as
χi
(
e−pi`/L
)
= Sji χj
(
e−4piL/`
)
, (2.37)
where Sji is the modular S-matrix of the RCFT. The modular S-matrix and the fusion
coefficients are related by the Verlinde formula [129]
N jab =
∑
i
SijS
i
aS
b
i
Si0
. (2.38)
The limit of interest here is, once again, L  `. Under a modular transformation, the
partition function of Eq.(2.34) becomes
Za/b =
∑
i,j
N iab S
j
i χj
(
e−4piL/`
)
. (2.39)
In the limit `
L
→ 0, Za/b is dominated by the the descendants of the identity 1 (up to
exponentially small corrections). Hence, in this limit,
Za/b →
∑
i
N iab S
0
i χ0
(
e−4piL/`
)→ epiLc6` ∑
i
N iab S
0
i (2.40)
and lnZa/b becomes
lnZa/b =
piLc
6`
+ ln gab, (2.41)
dropping UV singular (non-universal) terms. The quantity ln gab in Eq.(2.41) is the boundary
entropy of a boundary RCFT introduced by Aﬄeck and Ludwig[4], where the “ground state
degeneracy” gab is given by
gab =
∑
i
N iabS
0
i . (2.42)
Using Eq.(2.16), these standard results imply that the entanglement entropy of the 2D
rational conformal QCP for a cylindrical geometry(see Fig.2.5). For boundary conditions a
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and b at the two ends associated with regions A and B, the entanglement entropy is
S = − ln
(
Za0A Z
0b
B
ZabA∪B
)
= µ`− ln

(∑
j N
j
a0 S
0
j
) (∑
kN
k
0b S
0
k
)∑
lN
l
ab S
0
l

= µ`− ln
(
ga0g0b
gab
)
, (2.43)
where we explicitly used the fact that the state at the common boundary Γ should be fixed
to be the fixed BC with boundary state |0〉.
The result Eq.(2.43) provides an explicit way to compute γQCP for the entire class of
many-body wave functions at QCPs associated with RCFT in terms of the data of the
RCFT:
γQCP = − ln

(∑
j N
j
a0 S
0
j
) (∑
kN
k
0b S
0
k
)∑
lN
l
ab S
0
k
 . (2.44)
This is the main result of this section. It shows that γQCP is in general determined by the
OPE coefficients N cba (which encode the boundary conditions on the partition functions)
and by the modular S-matrix, Sji , of the RCFT associated with the norm squared of the
many-body wave function at the given QCP.
It is important to note that it is also possible to define a unitary S-matrix that governs
the transformation properties of the wave function itself under a modular transformation.
This modular S-matrix plays a central role in 2D topological phases and in topological field
theories.[134, 89, 16] However, only for topological theories these are two S-matrices are the
same and in general they are different or not even defined at all. We will come back to this
issue in the discussion section.
A particularly simple result is obtained for the case of a cylinder with fixed boundary
conditions on both ends. In this case, ZA, ZB and ZA∪B are cylinders with fixed boundary
conditions, and hence the boundary states for all three cases are in the conformal block of
34
the identity 1. Since in this case the only non-vanishing OPE coefficient is N000 = 1, the
universal term of the entanglement entropy, γQCP , depends only on the element S
0
0 of the
modular S-matrix of the RCFT:
γQCP = − lnS00 . (2.45)
For the case in which the full regionA∪B is a torus, we can use an analogue of Eq.(2.43) by
writing the partition function ZA∪B in the denominator of Eq.(2.43) as a modular invariant.
In the limit of interest L  `, the denominator gab of Eq.(2.43) is replaced by a sum of
terms with similar structure corresponding to a sum over boundary conditions (and twists)
needed to represent the torus (see, for instance, Ref.[57]). Similarly, Eq.(2.43) can also be
applied to the disk geometry upon a conformal mapping as it was done for the case of the
compactified boson in section 2.3.1.
2.4.2 Applications
We will now discuss some examples of interest. In applying the results Eq.(2.44) to specific
systems, one should keep in mind that that choice of the inner product of the 2D quantum
theory can play a subtle role. As it was pointed out recently by Fendley[49], a scale invariant
wave function does not necessarily imply scale invariance of the correlators. Their actual
behavior depends also on the choice of inner product. Here we have assumed that the states
labeled by the set of field configurations φ(x, y) form an orthogonal basis. Hence, the norm of
the wave function is a sum over states with the local weights squared. However what matters
is that the matrix elements (and in particular the norm of the states) be scale-invariant. A
number of interesting counterexamples are known.[1] The QLM is a special case where such
“naive” inner product maintains scale invariance. This is due to the existence of exactly
marginal operators in the QLM.
Below we discuss four cases where the ground state wave function with the “naive”
inner product describes QCPs: (i) a QCP associated with the 2D Ising CFT, (ii) the QCPs
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associated with compactified boson CFT, (iii) QCPs in quantum loop models[58, 127], and
(iv) quantum net models[97, 51, 53, 49]. (See footnote Ref.[2].)
The 2D Ising wave function
As an example of a system described by an RCFT we consider a 2D quantum spin system
whose ground state wave function has for amplitudes the Gibbs weights of the 2D classical
Ising model. This system is quantum critical if the square of the weights (which also have
the form of a Gibbs weight for the 3D Ising model) are at the critical point of the 2D Ising
model, the Onsager value.
The critical point of the 2D Ising model is the simplest RCFT. It has central charge
c = 1/2, and three (bulk) primary fields: 1) the identity (1, with conformal weight h = 0),
2) the energy density (ε, with conformal weight h = 1/2), and 3) the spin field (σ, with
conformal weight 1/16), which obey the operator algebra (OPE)
ε× ε = 1
ε× σ = σ
σ × σ = 1 + ε. (2.46)
The critical Ising model has three possible boundary states:[29] 1) the spin up state |+〉, 2)
the spin down state |−〉, and 3) the free state |f〉. (Either the up or the down state can be
regarded as the fixed boundary state.) These three boundary states, |+〉, |−〉, and |f〉 are
in the conformal blocks of the identity 1 (denoted by |0˜〉), the energy density ε (denoted
by | 1˜
2
〉, and the spin field σ (denoted by | 1˜
16
〉), respectively. The boundary states are given
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by[29]
|+〉 ≡ |0˜〉 = 1√
2
|0〉+ 1√
2
|ε〉+ 1
4
√
2
|σ〉
|−〉 ≡ | 1˜
2
〉 = 1√
2
|0〉+ 1√
2
|ε〉 − 1
4
√
2
|σ〉
|f〉 ≡ | 1˜
16
〉 = |0〉 − |ε〉. (2.47)
The modular S-matrix is
S =

1
2
1
2
1√
2
1
2
1
2
− 1√
2
1√
2
− 1√
2
0
 , (2.48)
where the columns are labeled by the highest weights 0, 1/2, and 1/16, in that order.
The entanglement entropy for this wave function can now be computed, using the result
of Eq.(2.43). We will take region A∪B to be a long cylinder of length L and circumference
`, and regions A and B to be two cylinders of lengths LA and LB respectively, with the same
circumference `, and with L = LA + LB.
Let us take the boundary conditions at both ends of A ∪ B to be free. By a conformal
mapping, this maps onto the disk. Back on the cylinder, the free boundary condition is
described by the boundary state |f〉, which is in the conformal block of the primary field σ.
On the other hand, at the boundary Γ between regions A and B, we have the fixed boundary
condition, the up state |+〉 We readily find
gσ,0 = N
σ
σ,0S
0
σ =
1√
2
g0,σ = N
σ
0,σS
0
σ =
1√
2
gσ,σ = N
0
σ,σS
0
0 +N
ε
σ,σS
0
ε = 1. (2.49)
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The universal term of the entanglement entropy, γQCP now is
γQCP = − ln ga0g0b
gab
= − ln (S
0
σ)
2
S00 + S
0
ε
= ln 2. (2.50)
On the other hand, we could consider instead the case of fixed boundary conditions at both
ends of the cylinder A∪B. This corresponds to the boundary state |0˜〉. Since the boundary
condition on Γ is always fixed, γQCP is now
γQCP = − lnS00 = ln 2. (2.51)
In the case where A ∪B is torus of large circumference L and small circumference ` (hence
with modular parameter τ = i`/L), the regions A and B are cylinders each of length LA
and LB and circumference `, with fixed boundary conditions at both ends. The partition
function for the torus, ZtorusA∪B , is[57, 67]
ZtorusA∪B =
1
2
(∣∣∣∣ϑ2(τ)η(τ)
∣∣∣∣+ ∣∣∣∣ϑ3(τ)η(τ)
∣∣∣∣+ ∣∣∣∣ϑ4(τ)η(τ)
∣∣∣∣) . (2.52)
Using the modular invariance of Z on the torus (τ → −1/τ), one finds that in the limit
L `, ZtorusA∪B → 32 . Hence, in the case of the torus, γQCP is
γtorusQCP = − ln
(S00)
2
3
2
= ln 6. (2.53)
The compactified boson wave function
We can also use this approach to compute the entanglement entropy for the compactified
boson wave function (the quantum Lifshitz state) discussed in the previous Section. However,
unlike the explicit computation of the boson determinant presented in the previous section,
a computation that can be done for any compactification radius R, the boundary CFT
approach we are using in this section only applies for a rational CFT. This restricts the
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compactification radius to be such that R2 is a rational number. (The general case can be
regarded as a limit.)
It is now straightforward to compute the entanglement entropy using Eq.(2.43). For this
case we find γQCP = − lnS00 = lnR, consistent with the results of the preceding section.
Quantum loop models
Quantum loop models are two-dimensional quantum systems whose Hilbert space is spanned
by states labelled by loop configurations (or coverings) of a two-dimensional lattice. We will
denote by {L} the set of these configurations. Conventionally, this set of states are taken to
be a basis of the loop Hilbert space, and hence they are assumed to be linearly independent,
complete and orthonormal, (with respect to the naively defined inner product.)
Quantum loop models were originally proposed as candidates for time-reversal invariant
topological phases.[60, 59, 58] Wave functions in the Hilbert space of (multi) loop configu-
rations have the form
|Ψ(x,d)〉 =
∑
L
xL[L]dN [L]|L〉. (2.54)
Here N [L] is the number of loops in state (configuration) L, L[L] is the length of loop in
the configuration, d is the “loop fugacity”, and x is the weight (fugacity) of a unit length of
loop.
The candidate wave functions of a quantum loop model in a putative topological phase
depends on the loop configuration but not on the length of the loops. The simplest such
state is the “d-isotopy” (multi) loop wave function” [60, 59]
|Ψd〉 =
∑
L
dN [L]|L〉 (2.55)
obtained from |Ψ(x,d)〉 by setting the fugacity of the unit length of loop x = 1. This is a
generalization of Kitaev’s “Toric Code” wave function[90] (d = 1), i.e. a Z2 gauge theory
deep in its deconfined phase in 2 + 1 dimensions. Another limit of interest is the “fully
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packed” state
|Ψ(∞,d)〉 = lim
x→∞
∑
L
xL[L]dN [L]|L〉 (2.56)
obtained by setting x → ∞, which forces the constraint that the loops cover the maximal
allowable set of links on the lattice.
With the naively defined inner product, the norm squared of the d-isotopy state |Ψd〉,
Eq.(2.55), is
Z(d2) ≡ ||Ψd||2 =
∑
L
d2N [L], (2.57)
which is the same as the partition function of a 2D classical loop model on the same lattice,
with a weight d2 per loop. Likewise, the norm squared of the fully packed loop state |Ψ(∞,d)〉
is the partition function Z(∞, d2) of the classical fully packed loop model, with fugacity d2,
on the same lattice.
The partition functions of classical loop models on a 2D lattice have been studied ex-
tensively, particularly on the honeycomb lattice (for a detailed review see Ref.[107]). In the
fully packed limit, the partition function Z(∞, d2) is critical for d ≤ √2. The universality
classes of the fully packed loop models (on the honeycomb lattice) are rational unitary CFTs
only for d = 1 (the SU(2)1 RCFT) and d =
√
2 (the SU(3)1 RCFT). For finite x, the par-
tition function for the dense loop gas Z(x, d2) is also critical for d ≤ √2. The universality
classes are again rational unitary CFTs only for d = 1 and d =
√
2. The fixed point for the
case d = 1 is equivalent to the statistics of the proliferated domain walls of the classical 2D
Ising model at infinite temperature.[107] For d =
√
2 the dense and dilute loop gases have
the same critical theory, the Kosterlitz-Thouless critical point, and hence also the SU(2)1
RCFT.
We can now use the result in Eqs.(2.44) and (2.45) to compute the universal term of
the entanglement entropy for the loop wave functions with d = 1,
√
2, on a cylinder with
fixed boundary conditions (for the loops). The modular S-matrices are known,[66, 57] and
the needed S00 matrix elements are S
0
0 =
1√
2
, 1√
3
, for SU(2)1 and SU(3)1, respectively. The
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universal term γQCP of the entanglement entropy for each case is γQCP = ln
√
2, ln
√
3,− ln 2
for the fully packed state at d = 1 (and also for the loop gas at d =
√
2), the fully packed
loop state at d =
√
2, and the dense loop gas at d = 1 (corresponding to the Kitaev state),
respectively. Here we have used a recent result on the behavior of of the dense loop model
by Cardy[27] who showed (among many other things) that for d = 1 the partition function
of the dense loop model on the cylinder Z = 2. We will see in the discussion section that
this negative value, γ = − ln 2, coincides with the direct computation of the topological
entanglement entropy in the Kitaev wave function.[75, 98, 89]
Quantum net models
Finally, we will briefly discuss the more interesting, but less understood problem of the wave
functions for quantum net models[97, 51, 53, 49]. These states were proposed as candidates for
a time-reversal invariant non-Abelian topological phase. The Hilbert space of quantum net
models is spanned by the coverings of a lattice by configurations of nets, i.e. branching loops
(with trivalent vertices). An interesting example is the chromatic polynomial state.[51] In
this state, the nets are regarded as a configuration of domain walls of a Q-state Potts model.
The weight of a given state |L〉 is the chromatic polynomial χQ[L] of the configuration. The
chromatic polynomial counts the number of ways of coloring regions of the lattice separated
by domain walls of a Q-state 2D Potts model. They were first introduced in the computation
of the low temperature expansion for the 2D Potts models (see, for instance, Ref.[14].) For
non-integer Q, the chromatic polynomial can be computed by an iterative procedure.[51]
The 2D Potts model is known to have a critical point for Q ≤ 4.
Following Ref.[51], we consider the norm of the chromatic polynomial state with Q ≤ 4.
In order to compute the norm, we have to square the weight, resulting in a partition function
involving the sum of the square of the chromatic polynomial. It is then natural to ask for a
value of Q such that χ2Q[L] ∝ χQeff [L], for some Qeff . Then the nets will be critical provided
Qeff ≤ 4. It turns out[51] that, up to a suitably chosen fugacity for trivalent vertices[53],
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this property holds only for
√
Q = 1+
√
5
2
, the Golden Ratio, with Qeff = 2 +
1+
√
5
2
< 4. Thus,
for this state the nets are critical.
This case is interesting for several reasons. One is that strong arguments[51] suggest
that it is possible to define for this wave function an excitation (a defect) which is denoted
by τ , a Fibonacci anyon (not to be confused with the modular parameter!) with the fusion
rule, τ × τ = 1 + τ . Fibonacci anyons are of prime interest in the topological approach to
quantum computation.[61] However, for this approach to work it is necessary that this state
should describe a topological state, which requires that its local excitations (not the nets)
be gapped. Fendley[49] has recently given strong arguments that imply that this state, with
the naive inner product we use here, is not topological but a quantum critical state.
Another feature that makes this state interesting is that the correlations encoded in
the norm of the state for
√
Q = 1+
√
5
2
are described by a RCFT, the minimal model of
the Friedan-Qiu-Shenker[62] series of unitary RCFTs at level m = 9, with central charge
c = 14
15
. This minimal model has a large number of primaries (36) and has not been studied
in detail. Nevertheless, its modular S-matrix is known (as it is for the entire series[67]).
Although to the best of our knowledge the boundary CFT of this minimal model has not been
investigated, we conjecture that the boundary state corresponding to the fixed boundary
condition is the analog of the state |0˜〉 in the 2D critical Ising model (the m = 3 member
of the same series.), i.e. the state in the conformal block of the identity.[30] Thus, if we
consider this state on a cylinder with fixed boundary conditions, the entanglement entropy
for observing only half of the system, has a universal term γQCP of the form given in Eq.(2.45),
and hence is given in terms of the S00 element of the modular S-matrix of this RCFT:[67]
γQCP = − lnS00 = − ln
(
sin(pi
9
)
15 + 3
√
5
)
. (2.58)
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2.5 Conclusions and Discussion
We have shown that at 2D conformal QCPs (with dynamical exponent z = 2), the entan-
glement entropy for a region with a smooth boundary quite generally has universal finite
contributions which we denoted by γQCP :
SQCP = µ`+ γQCP . (2.59)
We studied the universal nature of γQCP with two complementary approaches for large classes
of 2D conformal QCPs: First for the QLM universality class, we calculated γQCP explicitly
in terms of the partition functions (that of compactified boson) associated with the norm
squared of the wave function. Later we used known results from boundary CFT to show
that γQCP is determined by the detailed structure of the associated RCFT encoded in the
modular S-matrix and the OPE fusion coefficients for the primary fields. We also applied
this general results to compute γQCP in several systems of interest: the quantum Lifshitz
model, the generalized quantum dimer and quantum eight-vertex models, and quantum loop
and net models.
However, we showed (c.f. Eq.(2.45)) that for a general conformal quantum critical point,
whose ground state wave function is given by the Gibbs weights of a Euclidean rational uni-
tary CFT, the universal term γQCP is determined by the modular S-matrix associated with
the norm squared of the wave function. Thus, the modular S-matrix of the topological phase
and that of the wave functions of 2D conformal quantum critical points have a conceptually
different origin.
We note that while our result for the entanglement entropy has the same form as the
entanglement entropy for a topological phase, [89, 98] the finite universal terms γQCP and γtopo
have a different origin and structure. In the case of a topological phase, γtopo is in general
determined by the modular S-matrix of the topological field theory of the topological phase,
and it is given in terms of topological invariants of the effective topological field theory that
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describes this phase.[89, 98, 39] This modular S-matrix governs the transformation properties
of the ground state within the degenerate ground state Hilbert space of the topological phase
under modular transformations on a torus: τ → −1/τ , where τ is the modular parameter
of the torus[134]. On the other hand, for 2D conformal QCPs whose ground state wave
function is given by the Gibbs weights of a Euclidean rational unitary CFT, the universal
term γQCP is determined by the modular S-matrix associated with the norm squared of
the wave function and the S-matrix connects between different boundary conditions. Hence
the roles of the modular S-matrix in the computation of the universal O(1) terms to the
entanglement entropy have conceptually different origin. Moreover, γQCP and γtopo enter
with opposite signs in their contributions to their respective entanglement entropies. In
fact, in all the cases we looked at we found that γQCP > 0, except for the Kitaev state
which is topological, and we recovered the known result. (It is unclear to us how general
this difference actually is and, more importantly, if it has a deeper meaning.) In any case,
the fact that the entanglement entropy has the universal form, S = α` − γTQFT has led to
the widespread assumption that this scaling is a signature of a topological phase. However
we have shown here that this is not necessarily the case as this scaling is also obeyed at
conformal quantum critical points in 2D.
It is also interesting to note the striking similarity of the structure of Eq.(2.44) (with its
dependence on the S-matrix and the fusion rules) with the results of Fendley, Fisher and
Nayak[50] for the change in the entanglement entropy of a 2D topological fluid, a fractional
quantum Hall state, by the action of a point contact. Recently, Refs.[26, 64] found finite
universal terms in the entanglement entropy for 1 + 1 dimensional CFTs with a similar
structure to what we found here in 2D conformal QCPs. Calculations of quantum fidelity
in 1D also find a similar structure.[128] Recent work by Li and Haldane[102] also raises the
interesting possibility of computing the entanglement spectrum for a theory with a wave
function described by a known CFT, but this is beyond the scope of this paper.
Finally, given the close connection between the universal piece of the entanglement en-
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tropy γQCP and the Aﬄeck-Ludwig entropy of the associated 2D classical partition functions
it is interesting to inquire if γQCP may flow under some perturbation. Clearly this cannot
happen under the action of a boundary perturbation (as in the Aﬄeck-Ludwig case) as that
would require one to make a physical change of the wave function on the boundary Γ, rather
than a measurement. However, it is interesting to consider instead how the entanglement
entropy (and in particular the finite term γQCP ) would evolve as one perturbed the (bulk)
system either by a finite non-zero temperature into the quantum critical regime, or by a rel-
evant operator that drives the system into a nearby topologically ordered phase that can be
accessed by local perturbations [106, 47, 12, 51, 49] and to investigate possible connections
with RCFT.[41, 40, 69]
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Figure 2.7: Disk geometry used in computing the entanglement entropy.
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Chapter 3
Boundary States and the
Entanglement Entropy
In this chapter we reexamine the scaling behavior of entanglement in a special class of
quantum (multi)critical points in D = 2 with dynamic scaling exponent z = 2. Recall, these
conformal quantum critical points have the special property that the amplitudes of field
configurations {|φ〉} in their wave functions have local scale-invariant weights.[12] Simple
examples of such systems are 2D quantum dimer models[118] and their generalizations.[12,
34, 48, 49] The norm of these ground state wavefunctions is thus equivalent to a partition
function of a suitable two dimensional classical statistical model at criticality. Labeling a
configuration of the classical statistical model by the field φ, this can be expressed,
||Ψ0||2 =
∫
Dφe−S(φ). (3.1)
With the explicit form of the wavefunction, one can compute the entanglement entropy by
constructing the replicated reduced density matrix, Tr ρnA. For these models it was shown in
the previous chapter that the entanglement entropy has a universal sub-leading correction,
[80]
SQCP = µ`+ γQCP + . . . , (3.2)
where γQCP = lnR for the case of the quantum dimer models at their quantum critical
(Rokhsar-Kivelson) point. Here R is the compactification radius (see below) of the coarse-
grained height model, dual to the QDM, the quantum Lifshitz model.[12, 105, 76] The same
scaling behavior has been shown to hold, within the -expansion, in relativistic φ4 quantum
field theory, the prototype of a quantum phase transition.[104]
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However, this is not the complete story. Numerically, it was shown that there was a
correction to the universal subleading term,[63, 126]
γQCP = lnR− 1
2
. (3.3)
To address this mystery, we use BCFT methods to reexamine this problem for the case of
the quantum Lifshitz wave function studied before in Refs.[56, 80] paying close attention to
the role of the compactification radius R by constructing explicitly the boundary states of
the associated BCFT. For the case of multiple copies at hand here the bulk CFT possesses
additional symmetries. In particular we will find that the symmetry missing in the Fradkin-
Moore construction [56] is the permutation symmetry among the n copies that is not present
when one performs the transformation to a single free boson. What we find must happen is
that the compactification radius must shift. The previous arguments then follow.
Briefly, recall that we are interested in the von Neumann entropy for systems at con-
formal quantum critical points. These are systems where the norm of the ground state
wavefunction is equivalent to a partition function of a two dimensional classical statistical
model at criticality, i.e. Eqn. (3.1). With the explicit form of the wavefunction, one can
compute the entanglement entropy. This is the von Neumann entropy of the reduced density
matrix
Sent = −Tr ρA ln ρA = − ∂
∂n
TrρnA. (3.4)
Since the ground state wave function is a local function of the field φ(x), a general matrix
element of the reduced density matrix is a trace of the density matrix of the pure state
ΨGS[φ] over the degrees of freedom of the “unobserved” region B, denoted by φ
B(x). Hence
the matrix elements of ρA take the form
〈φAi |ρˆA|φAi+1〉 =
1
Z
∫
[DφBi ] e
−
(
1
2
SA(φAi ) +
1
2
SA(φAi+1) + S
B(φBi )
)
, (3.5)
48
where the degrees of freedom satisfy the boundary condition at the common boundary Γ:
φBi |Γ = φAi |Γ = φAi+1|Γ. (3.6)
This problem can be thought of as a problem in boundary conformal field theory by letting
λ parameterize the boundary interaction between copy i and i + 1, at the strong coupling
limit λ→∞ the copies are required to have the same configuration on the boundary and at
λ → 0 the copies do not interact at the boundary. Formally, the trace over n copies of the
reduced density matrix can be written as the ratio of the partition functions in these two
limits,
TrρnA =
Zλ→∞(n)
Zλ→0(n)
. (3.7)
The theoretical challenge is to compute this ratio. Various formal mathematical devices
have been devised, but until now a direct approach has been lacking. It is desirable to
understand the boundary condition in terms of the original degrees of freedom since those
are most directly related to a physical dimer covering of the lattice.
Here we consider the simple case where the action in (3.1) is the Gaussian free field
theory, described by a bosonic field with the property that it is identified on a circle of
radius R, ϕ ' ϕ+ 2piR,
S =
1
8pi
∫
d2x ∂ϕ∂¯ϕ. (3.8)
One can think of this ground state (3.1) as a superposition lattice configurations in a statis-
tical model such as the dimers on a square lattice [118] and its generalizations [34, 8] or as
coverings in the eight-vertex model [12] with special choice of the Baxter weight [14].
One can think of this action as describing a 1 + 1 dimensional system defined on some
manifold, a cylinder here. To connect with our pervious work, we let the circumference be of
length ` and the length L. Periodic boundary conditions are imposed in the xˆ-direction. The
field ϕ(x, t) is a linear combination of the holomorphic φ(x, t) and anti-holomorphic φ¯(x, t)
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Figure 3.1: We are interested in the long cylinder limit where L ` where L is the length
of the cylinder and ` is the length of the circumference.
parts, ϕ(x, t) = φ(x, t) + φ¯(x, t). Holomorphic and anti-holormophic mode expansions can
be written as
φ(x, t) = ϕ0 +
2pi
`
pi0(t+ ix) +
∑
k 6=0
i
k
αke
2pik
`
(t+ix),
(3.9)
φ¯(x, t) = ϕ¯0 +
2pi
`
p¯i0(t− ix) +
∑
k 6=0
i
k
α¯ke
2pik
`
(t−ix),
where k ∈ Z and the zero modes are given by
pi0 =
(
m
R
+
wR
2
)
; p¯i0 =
(
m
R
− wR
2
)
. (3.10)
The constants ϕ0 are canonically conjugate to these zero modes, [pi0, ϕ0] = i. The primaries
of the boson field theory are labelled by the value of the zero modes, (pi0, p¯i0).
At the ends of the cylinder, Dirichlet boundary conditions can be chosen ϕ(x, t =
±L/2) = 0. On the oscillator modes, one finds that
αk = −α¯†kqk. (3.11)
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Here, q = e2piiτ where τ = i L
2`
. For the zero modes, Dirichlet boundary conditions set
the winding modes w = 0. At the boundary t = 0 continuity of the fields implies that
lima→0 ϕ(a) = ϕ(−a). This restricts the modes to obey
α+k = α
−
k ; ϕ
+
0 = ϕ
−
0 ; pi
+
0 = pi
−
0 , (3.12)
which amounts to simple continuity of the field at the boundary in agreement with (3.6).
Now, we choose to observe the lower half of the cylinder (t ≤ 0), region B, and compute
the reduced density matrix for the remaining region A by the replica trick. The fields at the
boundary should be continuous with each other as described in (3.6) and follow an explicit
relationship among the modes given by (3.12). Computing the reduced density matrix is
hence a computation of a ratio of partition functions (3.7). This is most simply done in the
boundary conformal field theory framework. This formalism is briefly reviewed in B. As it
will play a central role, those unacquainted should proceed there. More extensive reviews of
the subject matter can be found in other canonical texts.[57]
3.1 Construction of the boundary states
To make use of boundary conformal field theory, we fold the system at the boundary at
t = 0 (see Figure 3.1) so that there are 2n cylinders of half the total length L. At t = L/2,
Dirichlet boundary conditions were imposed on the ends which relates the holomorphic and
anti-holomorphic modes. The boundary condition (3.11) can be regarded as an eigenvalue
expression for the annihilation operators, and the Ishibashi states can be written as the
coherent state
|m〉〉 =
∏
k=1
exp
(
α¯i
†
k Qijα
j†
k
)
|m; 0〉, (3.13)
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where and αik|m; 0〉 = 0 and the state |m; 0〉 labels states in the Fock space where the
winding mode w = 0, as required by Dirichlet boundary conditions (3.11). With two copies,
the matrix Qij is given by, Qij = −qkδij. The boundary state is a linear combination of
these Ishibashi states, given by (B.6) and (B.11)
|BD〉 = gD
∞∑
m=−∞
ei
mˆ
R
ϕ0|m〉〉. (3.14)
gD is the g-factor associated with the Dirichlet boundary condition for the free boson and
can be computed explicitly as mentioned in (B.12).
We now construct the non-trivial boundary state that is at the boundary t = 0. Below,
we specialize to the case of n = 2 copies, but the result is easily generalized to arbitrary n.
At λ→ 0, the two copies are decoupled, and the boundary condition becomes
α1
†
k = α¯
2
k ; α
2†
k = α¯
1
k
α3
†
k = α¯
4
k ; α
4†
k = α¯
3
k. (3.15)
and the momentum modes are restricted to obey,
pi10 = p¯i
2
0 ; pi
3
0 = p¯i
4
0
p¯i10 = pi
2
0 ; p¯i
3
0 = pi
4
0. (3.16)
The equation (3.15) can be regarded as eigenvalue equations for the destruction operators
and the Ishibashi state for each can be written succinctly as
λ〈〈m′;w′| = 〈m′;w′|
∏
k=1
exp
(
α¯ikRij(λ)αjk
)
, (3.17)
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where
Rij(λ→ 0) =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

. (3.18)
A similar construction can be done for the λ → ∞ case. However, we must remember
that there is a permutation symmetry present and this matrix represents only one possible
coupling. Indeed, to preserve the permutation symmetry we must sum over all possible
identifications of the momenta at the common boundary. One should then sum over all
possible combinations of matrices Pij(λ → ∞), where Pij(λ → ∞) is a shift matrix. The
glueing condition is then,
Rij = 1 + (Pij + P †ij) + P 2ij + P 2 †ij + · · ·+ P (2n−1)ij + P (2n−1) †ij (3.19)
The resulting matrix R is in fact the matrix R given by Oshikawa [109] up to an overall
unimportant sign. Explicitly,
Rij =

1 2 2 . . . 2
2 1 2 . . . 2
2 2 1 . . . 2
. . . . . . .
. . . . . . 2
2 . . . . . 1

(3.20)
The state 〈m′;w′| denote states with eigenvalues obeying the matrix relationship
pii = Rijp¯ij (3.21)
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where the form of Rij depends on the value of λ. It is given by (3.18) for λ→ 0 and (3.20)
for λ → ∞. Hence, the boundary state can be written as a linear combination of Ishibashi
states again,
〈Bλ| = λ〈〈m′;w′| gλ
∑
eipi
′
0ϕ0 . (3.22)
where the sum is over modes on the correct compactification lattice. This subtlety was
neglected in a previous version of the paper, but was pointed out by Oshikawa [109]. Here,
the g-factor will play an important role. We call the g-factor associated with the λ→∞ limit
gUV and the g-factor associated with the λ → 0 limit gIR. We leave the specific evaluation
of these normalization factors till later.
The partition function is then easily evaluated as the overlap of the two boundary states.
Zλ(n) = 〈Bλ|qHˆ |BD〉 = gλgDq−2n/12〈ϕ′0|qHˆ(λ)|ϕ0〉Zosc, (3.23)
where the quantity 〈ϕ′0|qHˆ |ϕ0〉 is the piece only involving the zero modes and Zosc involves
the oscillator modes. The respective matrices describing the glueing conditions inserted, one
readily finds,
Zosc(λ→∞) =
∏
k>0
(
1− qk)−(2n−1) (1 + qk)−1,
Zosc(λ→ 0) =
∏
k>0
(
1− (q2)k)−n . (3.24)
The zero modes require some care. In a previous version of this paper, the winding and
momentum modes were assumed to be independent, but the glueing matrix forces a enforces
a condition. Instead one must sum over a lattice Ξ as noted by Oshikawa [109]. This is dual
lattice which satisfies the glueing condition on the zero modes,
pii = Rijp¯ij (3.25)
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where Rij is given by (3.20). Hence for λ→∞, one finds,
〈ϕ′0|qHˆ(λ→∞)|ϕ0〉 =
∑
~K∈Ξ
q˜
~K2/2 (3.26)
By a similar set of arguments, for λ→ 0 one finds,
〈ϕ′0|qHˆ(λ→0)|ϕ0〉 =
( ∞∑
m=−∞
(q2)
1
2
m2
R2
)n
. (3.27)
The results are easily generalized to arbitrary n. Writing in terms of ϑ3-functions (see E),
the UV and IR limit partition functions are given by,
Zλ→∞(n) = gUV gD
(
1
η(q˜)
)2n−1
q˜−1/24
∞∏
m=1
1
1 + q˜m
∑
~K∈Ξ
q˜
~K2/2 (3.28)
Zλ→0(n) = gIRgD
(
ϑ3
(
0| 2τ
R2
)
η(2τ)
)n
. (3.29)
As a non-trivial check, for Zλ→0 we note that 2τ is the modular parameter for a cylinder
of total length ` and observe that the term in paranthesis is the U(1) character; it is the
partition function for n-decoupled bosons on a cylinder of length ` as it should be. In light
of this observation, gIR should be equal to 1.
The factors gUV and gIR are normalization factors that have yet to be fixed. These can
be fixed by Cardy’s conditions and one finds that,
gIR = 1, gUV = R
(1−n)√n (3.30)
Crucially, the ratio gUV /gIR = R
(1−n)√n, and hence we arrive at the main result of this
paper,
Tr ρnA = C(n, `, L)
gUV
gIR
(
Zλ→∞
Zλ→0
)
(3.31)
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Figure 3.2: In the two limits λ → ∞ (a),(c) and λ → 0 (b),(d), the holomorphic (ingoing
arrows) and anti-holomorphic (outgoing arrows) are stitched in topologically distinct ways.
The legs are labelled ϕ1, ϕ2, etc. in a counterclockwise way. In (a), there is effectively only
one bosonic degree of freedom, while in (b) they are stitched for form n-independent closed
loops associated with an independent bosonic degree of freedom. In figure (c),(d) a similar
diagram can be drawn to compute the g-factors. In (c), λ→∞, there is only one non-chiral
bosonic degree of freedom while in (d), λ → 0, there are two non-chiral bosonic degrees
of freedom. Because of the permutation symmetry, one must sum over all possible closed,
chiral loop configurations.
where Zλ→∞ and Zλ→0 are given by (3.28) and (3.29) respectively and we have factored out
the constant factors gUV /gIR explicitly. Here, we have included the regulator dependent
contribution in the function C(n, `, L) that comes from the short distance cutoff which we
have hitherto suppressed.[131] We comment on its specific form below. More importantly,
we note that the each of terms ϑ3/η are characters of a U(1), c = 1 conformal field theory.[57]
Thus far, we have been concerned only with the regulated part of Tr ρnA and have ne-
glected the divergent contributions from the short distance cutoff. These can be recovered by
a careful ζ-function regularization.[131] In general, it was shown that in the limit of interest
the free energy for a system on a smooth open manifold scales as,[33]
lnZλ = µa|A|+ µbP − c
6
χ ln `+O(1) +O(`/L). (3.32)
Here A is the area of the cylinder, P the perimeter of the boundary and χ is the Euler
character of the manifold (zero for cylinders). The coefficients µa and µb depend on the
short distance cutoff. The order one contributions are what have been computed explicitly
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thus far. We note in both limits, the total area is simply nA where A is the area of a
single cylinder so that in the ratio (3.7) this contribution cancels. The difference in the two
limits lies in the perimeter of the boundary. In the decoupled limit, there are 2n unshared
boundaries of length ` and n shared (where the two halves are joined) boundaries so that
the total perimeter of the boundary is (n+ 2n)`. Meanwhile, in the strongly coupled regime
all the manifolds coincide (smoothly) on a single interface of length ` and there are still the
same 2n unshared boundaries. The total length of the perimeter in this case is (1 + 2n)`.
The important point is that there is also a divergent non-universal contribution to Tr ρnA.
To leading order,
C(n, `, L) = eµb(1−n)`. (3.33)
where the prefactor µb is non-universal and depends on the short distance regulator.[131] It
is important to note that this analysis neglects the effects cusps and corners that occur if the
boundary is not smooth, giving rise to conical singularities, but these have been shown to
give ` dependent contributions that scale as a power law that may be non-trivial functions of
n and to additional universal (logarithmic) corrections to the entanglement entropy.[56, 31]
It is important to observe that as n→ 1, Tr ρA = 1 as it should be. Now, in the present
long cylinder limit the ϑ3-functions and η-function are equal to the identity to leading order
in e−2pii/τ . Our main result is that the universal sub-leading term to the entanglement
entropy is,
γQCP = lnR− 1
2
, (3.34)
where, once again, R is the compactication radius of the boson. This agrees with numerical
result for the quantum dimer model[126] and with the work by Oshikawa[109] who pointed
out that the original formulation that we put forth missed the permutation symmetry but
was essentially correct.
While the result for γQCP is essentially the same as our previous result,[80] the interpre-
tation is much different. The full analytic expression for Tr ρnA, for instance, differs and it
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is only in the asymptotic limit that the two results are identical. In the very long cylinder
limit, L/` → ∞ the characters asymptotically approach the identity, and one finds that
Tr ρnA identically reduces to the one obtained previously.[80] However, for large but finite
values of the aspect ratio L/`, Tr ρnA has a non-trivial n-dependence. Naturally, an imme-
diate question is what information is contained in Tr ρnA in this picture? We show below
that the entanglement spectrum is indeed described by the underlying conformal field theory
describing the ground state wavefunction. More importantly, several immediate questions
arise. First, the form of Tr ρnA is relatively simple and one wonders if there is a deeper reason
for this. Secondly, we have constructed boundary states |Bλ→0〉 and |Bλ→∞〉 which lack a
straightforward classification as free or fixed. They represent instead a coupling between
different copies. An understanding of these states is clearly desirable. Lastly, our result for
γQCP hinged on gUV /gIR = R
(1−n)√n and a natural question is whether other values are
possible. In what follows, we address each of these issues.
3.2 The entanglement spectrum
With an explicit expression for Tr ρnA, one in fact can construct all the moments of the Re´nyi
entropy,
Sn =
1
1− n ln Tr ρ
n
A. (3.35)
One can examine the degeneracy of states by examining the higher moments, n→∞, of the
Re´nyi entropy. It has been postulated, but not shown analytically, that the higher moments
of the Re´nyi entropy should be given by the characters of the underlying conformal field
theory describing the ground state wavefunction.[102] The characters of a conformal field
theory count the number of independent states occurring at a given energy level. Here, we
find that in the n→∞ limit the contribution from the strong λ→∞ coupled sector tends
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to the identity so that the Re´nyi entropy in this limit is given by,
Sn→∞ =
1
1− n log Tr ρ
n
A =
1
1− n
(
− 1
12
piL
`
+ log φ(q˜)
)
+ . . . (3.36)
where the . . . indicate subleading constant contributions. Here, φ(q˜) is the Euler function
that is related to the η-function through Ramanujan’s identity.
φ(q˜) = q˜−c/24η(q˜). (3.37)
1/φ(q˜) is related to the partitions of integers, p(k), and q˜ = e−2pii/τ where η(−1/2τ) = η(q˜),
1
φ(q˜)
=
∞∑
k=0
p(k)q˜k (3.38)
In the long cylinder limit, q˜ is exponentially small and θ3 → 1. One finds that,
Sn→∞(L `) = µb`− pic
12
L
`
− ln
( ∞∑
k=0
p(k)q˜k
)
. (3.39)
Asymptotically the multiplicities are given by the the partition of integers which exactly
describes the number of states at a given energy in a c = 1 free bosonic conformal field theory.
Therefore, in a finite size computation of the entanglement spectrum the degeneracies of the
eigenvalues of the reduced density matrix are (asymptotically) given by the integers p(k).
This relation was conjectured (for quantum Hall wave functions) by Li and Haldane.[102]
3.3 Background electromagnetic fields
One issue still untouched by the preceding discussion is where additional universal corrections
to γQCP might come from. Some insight can be gained by realizing that the problem of 2n
free bosonic field theories interacting only at a common boundary has been studied in the
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context of quantum Brownian motion in a magnetic field,[7] and open strings in a background
gauge field. [24, 3] The connection can be seen more concretely by considering Tr ρnA in the
path integral formulation
Tr ρnA =
∫
Dϕe−S∞[ϕ]∫
Dϕe−S0[ϕ]
, (3.40)
where S∞[ϕ] = limλ→∞ Sλ[ϕ] and S0[ϕ] = limλ→0 Sλ[ϕ] describes the bosonic action of
n scalar fields satisfying boundary conditions specified by λ. Once again, the numerator
describes n fields that are forced to coincide at the boundary (hence λ → ∞) and in the
denominator the n fields are decoupled from each other (hence λ→ 0).
We will now write S[ϕ] in a form that we find more useful as follows. The first step
in understanding this problem in terms of quantum Brownian motion in a magnetic field
or, equivalently, open strings in a background gauge field, is to fold the system accross
the boundary, thus doubling the number of fields. Let Φi, with i = 1, . . . , 2n denote a 2n
component scalar field whose upper n components label the (folded) fields from the A regions
and its remaining (lower) n components are those of the B region,
Φi =
(
ϕ1A, . . . , ϕ
n
A, ϕ
1
B, . . . , ϕ
n
B
)
. (3.41)
The action for the Φ field is (for so far unspecified boundary conditions)
S[Φ] =
1
2
∫
d2x
2n∑
i=1
(
∂µΦ
i
)2
. (3.42)
Here we choose our coordinates so that x is the direction parallel to the length of the cylinders
and t runs along the circumference.
Now we make a “T -dual” transformation on the B field, ϕ˜B
1, . . .ϕ˜B
n. This corresponds
to a symmetry of the action (on the B fields) with respect to the interchange of their winding
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and charge modes,[57, 70]
mi → wi, wi → mi
αin → αin, α¯in → −α¯in,
(3.43)
Here mi and wi label the winding and charge numbers of the zero modes of the fields ϕiB.
Under T -duality the compactification radius R transforms as R → 2/R, while Neumann
boundary conditions transform into Dirichlet boundary conditions, and viceversa.
The fields only interact with each other at the common boundary via the boundary
conditions. To this end we introduce a field Ai =
1
2
FijΦ
j localized at the boundary,
S[Φi] =
1
2
∫
d2x
2n∑
i=1
(
∂µΦ
i
)2 − ∮ dtAi∂tΦi. (3.44)
where Fij is an antisymmetric matrix we define below. Formally, this action describes the
“dissipative Hofstadter model” [23] (with vanishing potential). Upon varying the action, the
fields Φi are found to obey the usual wave equation with the boundary condition,
∂xΦ
i = Fij∂tΦ
j. (3.45)
If Fij is a constant matrix, independent of Φ
i, and anti-symmetric, then clearly Fij =
∂iAj−∂jAi. One can think of Fij as the 2-form field strength tensor associated with a gauge
field Ai. Now, letting Fij be the 2n× 2n matrix,
Fij =
 0 −MTmn
Mmn 0
 . (3.46)
it is readily seen that Eq.(3.45) yields the desired boundary conditions at the common
boundary for the scalar fields by a suitable choice of the n× n matrix M .
This construction can be used to represent both the numerator and denominator of
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Eq.(3.40) by the choices (in this basis)
M∞ =

1 2 2 . . . 2
2 1 2 . . . 2
2 2 1 . . . 2
. . . . . . .
. . . . . . 2
2 . . . . . 1

, M0 =

1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . .
. . . . . . 0
0 . . . . . 1

, (3.47)
for λ→∞ and λ→ 0 respectively. Previously, a matrix was given for M∞ that violated the
permutation symmetry present in the boundary condition. Summing over possible glueing
conditions yields the matrix above. The matrix M∞ is then identical to the matrix R (see
equation (3.20)) of Oshikawa [109] up to an overall unimportant sign.
In analogy with electromagnetism, there is a electric and magnetic field at the boundary
x = 0 that mediates the interaction between the 2n-dimensional systems. In terms of
quantum Brownian motion,[7] one can regard the problem as a particle at x = 0 on a 2n-
dimensional space moving in a electric and magnetic field. As an open string, one sees that
the boundary can be thought of as a brane carrying a magnetic and electric field.[3, 24]
The analogy also gives a possible interpretation of the result obtained by Ref. [126]. In the
context of quantum Brownian motion in n-dimensions, it has been shown that there is a
plethora of possible boundary states where gUV /gIR is non-trivial. These boundary states
correspond to a different electromagnetic field and hence a different coupling of the replicas
in our picture.
We have thus constructed a gauge field (and associated 2-form) that describe the bound-
ary interaction. One can go further by rewriting Tr ρnA in the suggestive form
Tr ρnA =
〈
e
∮
dΦiA∞i
〉
〈
e
∮
dΦiA0i
〉 . (3.48)
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where A∞i corresponds to the choice M∞ and A
0
i to M0 (both defined above). The universal
sub-leading correction to the entanglement entropy is the asymptotic behavior of this cor-
relation function. In string theory, such objects are generically called vertex operators.[70]
This operator can be understood as counting a topological charge
Q =
1
2
∫
d2xFijµν∂
µΦi∂νΦj. (3.49)
where the field Φi is a map, Φi : T 2 → T 2n. Integrating by parts yields the correct boundary
field. Importantly, there exists a basis of the field Φi where Fij is an n-block diagonal matrix
of anti-symmetric ij tensors. Φ
i can then be written as a tensor product of maps T 2 → T 2
and Q can be thought of as a product of holonomies characterized by the homotopy group
piT 2(T
2) = Z. An interesting observation is that the gauge field Ai is fixed by the free part
of the action of Eq.(3.42) so that a perturbation that brings the system into a topological
phase, e.g. m cos(ϕ), has no effect on the boundary condition and hence Ai remains the
same. We expect that this correlation function, and hence the entanglement entropy, should
take different values in the different phases.
3.4 Conclusion
Before concluding with broader and more speculative issues, we summarize our results for the
quantum dimer model. We found that in the limit L `, Tr ρnA is given by the expression
of Eq.(3.31). This was done in terms of the original degrees of freedom and it is hoped that
this clarifies what boundary condition must be used at the common interface. In the limit
n → 1 of S = −∂nTr ρnA, it was found that the universal finite part of the entanglement
entropy is
γQCP = lnR− 1
2
. (3.50)
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This result coincides with the numerical result. [126] We found that for finite sized sys-
tems, there is a non-trivial n-dependence, not reflected in the construction of Fradkin and
Moore.[56] The source of this difference laid in the subtle details of defect lines in critical
systems. In this work, we showed that the boundary condition is not described by the same
notion of Dirichlet boundary conditions as in the original system. We circumvented the
difficulties here by working directly with the original degrees of freedom.
By considering the original degrees of freedom, we further demonstrated that in the limit
n → ∞, Tr ρnA has a distribution of eigenvalues characterized by the correct underlying
conformal field theory of the ground state wavefunction, confirming, at least for this case, a
conjecture put forth by Li and Haldane.[102] Attempting to understand where the universal
corrections to entanglement entropy come from, we related the problem formally to work
done on quantum Brownian motion and branes with a background electromagnetic field,
and showed that Tr ρnA can be understood as an expectation value of a vertex operator.
In this work we focused on the quantum dimer model, i.e. models where the norm of the
ground state wavefunction is related to the free Gaussian field theory, but the methods can be
readily extended to different conformal quantum critical models. It would be interesting to
see if a similar structure exists for more complicated systems, such as non trivial topological
theories with non-Abelian excitations.[59, 97, 48, 49] For some simple cases, an exact solution
is possible.[78]
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Chapter 4
Quantum Quenching and
Entanglement
Quantum impurity problems in 1+1 dimensions have long been the subject of intense study
due to numerous applications in fields such as quantum wires, the quantum Hall effect and
the Kondo problem. In particular, much research has been invested into understanding the
behavior of particle transfer through an impurity and of growing interest experimentally and
theoretically are the statistics of the fluctuations in the transferred charge. Most efforts have
been concentrated on the shot noise which is sensitive to the quantization of charge and can
give useful information about the system.[95, 87, 117, 36, 120, 73] In recent years, it was
realized that the full counting statistics, probability distribution P (q) of the transmitted
charge q in a given time window ∆t, contains more information.[100] Along with the shot
noise, the full counting statistics also contains information about the higher order correlations
which are of interest experimentally. It has been suggested that the third moment may give
a more reliable measure of the charge than the shot noise.[101] Recent experimental efforts
suggest that the higher moments of the full counting statistics may be accessible.[137, 65,
74, 116]
In cases where Fermi liquid theory applies, the full counting statistics has been studied
extensively (see Ref. [99] for a review). Systems of strongly interacting electrons, though of
importance in 1+1 dimensional quantum wires, the quantum Hall effect and Kondo problem
have been less well studied. Using advanced methods such as the thermodynamic Bethe
ansatz, for the Laughlin states exact results for the charge current through an impurity,[45]
as well as the noise,[46] the heat current, [85] and even attempts at the full counting statistics
were reported.[94] Exploiting the power of boundary conformal field theory, the full counting
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statistics in double quantum dots was studied.[122]
A subject of recent interest is the behavior of quantum entanglement, and in partic-
ular of the entanglement entropy, in condensed matter systems (for a recent review see
Ref.[10].) The entanglement entropy has been shown to exhibit universal scaling behavior
near quantum critical points.[17, 56, 80, 104, 108] Universal scaling behavior of the entan-
glement entropy is also present in topological phases of matter, such as fractional quantum
Hall fluids and their generalizations, as well as in the related topological quantum field
theories.[91, 98, 55] However, the entanglement entropy of a macroscopic quantum system
is a highly non-local quantity which is difficult to measure. It has remained a challenge to
find an experimentally viable protocol to measure the entanglement entropy.
Several recent results have suggested that the behavior of point contacts in quantum crit-
ical systems, and topological phases, may offer a way to measure the entanglement entropy.
Fendley et al have shown that the change in the entanglement entropy of topological FQH
fluids at a point of constriction is related (in fact the same) to the change of the Aﬄeck-
Ludwig entropy[4] of the coupled edge states of the FQH fluid at the point contact.[50]
However, the Aﬄeck-Ludwig entropy itself is difficult to measure.
More recently, Klich and Levitov[93] have shown that, at least for a system of free
fermions, it may be possible to measure the growth (in time) of the entanglement entropy
upon a quantum quench by monitoring the noise in the charge current through the con-
tact. Specifically, they proposed that the second cumulant of the full counting statistics is
related to the entanglement entropy. They considered the following protocol: first the two
subsystems described by non-interacting fermions lying on either side of an infinite strength
impurity are completely decoupled. At time t0 = 0, the impurity is removed and the sub-
systems are allowed to exchange particles. Finally at time t1, the impurity is reinstated and
blocks the flow of particles. They find that the shot noise generated is given by
Snoise =
1
3
log
∆t
τ
(4.1)
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where τ is some short time cutoff.
Such a protocol is a suggestive procedure for measuring the quantum entanglement be-
tween two halves of a system. In the initial state the two subsystems lying on either side of
the impurity are completely independent, but following the quench, quantum entanglement
is dynamically built up by the exchange of particles with vanishing net flow. A measure
of the entanglement between the two subsystems is provided by the entanglement entropy.
The entanglement entropy for such a scenario was recently calculated using conformal field
theory (CFT) and shown to increase logarithmically with time, with a universal coefficient
proportional to the central charge c characterizing the CFT, [20, 43, 44]
Sent =
c
3
log
∆t
a
(4.2)
where a is a short distance cutoff. By comparing Eqns. (4.1)-(4.2) and noting that for
non-interacting fermions, the central charge is c = 1, it is quite suggestive that the noise is
a measurement of the entanglement. However, it should be noted that while the methods
of Calabrese and Cardy are general, the results of Klich and Levitov are specific to non-
interacting electrons. The degree of general validity (e.g. for interacting systems) of the
Klich-Levitov protocol is presently an open question.
Recently there has also been a surge of interest in quantum quenching, i.e. where the
parameters that describe the dynamics of the system are changed over a short period of
time either locally or globally. In cold atoms, it has been seen experimentally that quantum
quenches may show interesting features.[71, 9, 88] Theoretically, quantum quenching has also
attracted a good deal of attention in recent years.[13, 123, 81, 18, 20] It was found recently
that in a global quench, where the eigenstate state |ψ0〉 of a Hamiltonian H0 is evolved by a
different Hamiltonian H, the correlation functions were found to display universal behavior
characteristic of the Hamiltonian H if it was tuned near criticality.[19]
In this work, we study a local quantum quench where the point contact between two
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ν = 1/m fractional quantum Hall states is instantaneously opened. We examine the noise
and the full counting statistics and extend the results of Klich and Levitov[93] to a system
of interacting electrons with a dynamic impurity. No external bias is applied. Here the bare
strength of the impurity coupling undergoes a sudden change between two values, the first
corresponding to fully reflecting boundary conditions and the second to fully transmitting
boundary conditions. The quantum point contact generates an effective impurity in the
Luttinger liquid description of the edge, thus allowing complete control over the impurity
strength by tuning the voltage applied to a side gate. Such a system is therefore a promising
candidate for an experimental exploration of quantum quenches.
Our main result is that the second moment of the full counting statistics and therefore
the noise has a similar form to the entanglement entropy, even for interacting (Luttinger)
systems. However, we also find that this correspondence appears to be coincidental since;
in general the noise depends on other universal quantities of the underlying conformal field
theory in addition to the central charge. Conceptually, the quantum quench is a measure of
the dynamical entanglement due to the particles and should not be a measure of the static
entanglement which is a property of a thermal state. [18] At the computational level, the
main method underlying our results is the use of a boundary condition changing operator to
generate the transition between the fully closed QPC and the fully open one. This transition
is related to a change in the sign of the odd-boson density operator going through the QPC,
thus is marked by the appearance of an orbifold theory.
The method in its most general form will be described in section 4.5. In sections 4.4 and
4.5 we describe the method for ν = 1/2 and 1/3. For the particular case of ν = 1/2, the result
can be derived explicitly using a Majorana fermion representation for the re-fermionized
Hamiltonian. Finally, in section 4.5.2 we calculate the noise, and in 4.5.3 the full counting
statistics. In Section 4.6 we sketch the calculation of the noise of the energy-momentum in
the quantum Ising chain, showing that in contrast to the entanglement entropy in a 1+1
dimensional critical system, the noise does not always grow logarithmically. The details
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Figure 4.1: Single quench at t = 0. (I) Fully reflecting for t < 0 (λ → ∞), (II) Fully
transmitting for t > 0 (λ→ 0).
of the calculations for the Laughlin ν = 1/2 (bosonic) state are presented in Appendix C.
The modular S-matrix and fusion rules for the orbifold CFT (used in Section 4.5) are given
in Appendix D. The relation between the Schwinger-Keldysh formalism and entanglement
entropy is summarized in the next section, Section4.1.
4.1 Quantum Quenching and Entanglement Entropy
While the static entanglement entropy is probably a quantity that can not be measured
experimentally. the dynamical entanglement entropy is one quantity that as been proposed
as a possible experimentally measurable object. This protocol is based on the idea of a
local quantum quench. This is a problem where a local coupling at a point is changed
instantaneously at some point in time.
The non-equilibrium problem of locally quenching the system at the point contact is
best dealt with in terms of the density matrix formalism. Initially, the system has a density
matrix ρ0 = |ψ0(x)〉 〈ψ0(x)| where the states |ψ0(x)〉 are eigenstates of the Hamiltonian with
Neumann boundary conditions imposed at the point contact and ends of the system. At
time t = 0, the point contact is opened and the boundary condition at the boundary is
69
changed to Dirichlet.
After the quench, the density matrix is given by
〈φ′(x)|ρ(t)|φ(x)〉 = 〈φ′(x)|U †(t)ρ0U(t) |φ(x)〉 = 〈φ′(x)|e−itH−H |ψ0(x)〉〈ψ0(x)|eitH−H |φ(x)〉
(4.3)
where the regulator  has been included to adiabatically cut-off the high momentum modes.
Here, H is the Hamiltonian with transmitting boundary condition. The first term describes
forward evolution from the initial state to the final state |φ(x)〉 while the second describes
the time reversed evolution back to the initial state.
Following Refs.[18, 19], the Schwinger-Keldysh time contour can be thought of as the
time contour for a conformal field theory. On the forward branch, one continues τ = −− it,
φ(x, t)→ φ(x, τ). Now, τ → −iτ , Wick rotating, this can be thought of as propagating the
initial state for time τ to the final state.
〈φ′(x)|e−itH−H |ψ0(x)〉 = 〈φ′(x)|e−iHτ |ψ0(x)〉 (4.4)
One can think of the density matrix in terms of a path integral, but to do so, a complete
set of states needs to be introduced. Here we work with the extended Hilbert space which is
spanned by states with all possible boundary conditions. Inserting a complete sets of states∫
dφi |φi〉〈φi| at each time slice δτi and also a complete set of conjugate states
∫
dΠi |pii〉〈pii|.
〈φ(x)|e−iHτ |ψ0(x)〉 =
∫ N∏
i=1
dφi
N∏
i=1
dpii e
iδτiH(pii,φ¯i) eipii+1φi+1 e−ipii+1φi
=
∫
Dφ e
∫
dτdx L[φ(x,τ)] δ(φ(x, τ = 0)− φ(x)) δ(φ(x, τ1)− ψ0(x))
(4.5)
Now, dτ = −idt so that this is the Euclidean path integral with the boundary condition
that at τ1 = − − it, the field takes value φ(x, τ1) = ψ0(x) and φ(x, τ) = φ(x) at τ = 0.
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A similar set of manipulations can be performed for the backward branch as well. At the
point t = 0, they differ on a set of measure zero so that the path integral can be thought of
as over the entire surface parameterized by (x, τ) with changing boundary conditions at τ1
and τ2. At the end of the calculation, one should continue back to real time t and take the
limit → 0.[18] Here, before the quench t < 0, we apply reflecting boundary conditions and
after the quench, we have transmitting boundary conditions. In the sequel, we denote this
surface, with changing boundary conditions in time at x = 0 as Σ.
To compute the entanglement entropy, one uses the replica trick to compute, Tr ρnA. The
reduced density matrix can be visualized as stitching together the cylinder on the B side
while leaving the A side open. Multiple copies of ρA are stitched cyclically on the cut. [18, 19]
In Ref.[17], it was shown using general transformation properties of the stress energy tensor
that this branch cut amounts to a twist operator Φn(z) insertion on the Riemann surface
with conformal dimension, ∆n =
c
24
(n − 1/n). The stitched surface amounts to computing
the correlation function of the twist operator.
Tr ρnA = 〈Φn(z = 0)〉Σ (4.6)
Here 〈...〉Σ denotes an average taken over the surface with changing boundary conditions. To
compute this correlation function, we use the Zhukowski mapping which avoids the algebraic
structure discussed in the text. The advantage is that including an n-twist field as part of an
extended Hilbert space is difficult and is left as an open question here. Using the mapping,
w =
1

(
z +
√
z2 + 2
)
(4.7)
the surface Σ is mapped to the right half plane with a single boundary condition, Σ′. The
71
correlation function on Σ is related to the correlation function on Σ′
〈Φn(z)〉Σ =
∣∣∣∣dwdz
∣∣∣∣−∆n 〈Φn(w)〉Σ′ (4.8)
Differentiating with respect to n at n = 1 yields the entanglement entropy
S(t) =
c
6
log
(
t2 + 2
a/2
)
+ c˜1 (4.9)
where c˜1 is a non-universal constant and a a lattice cutoff.[18] In the limit t   the
entanglement entropy becomes
S(t) =
c
3
log
t
a
+ k˜1 (4.10)
so that the amount of entanglement grows logarithmically in time after the quench at t = 0
and is proportional to the central charge.
4.2 Fractional quantum Hall effect
Before embarking on the calculation, I briefly review the logic behind chiral Luttinger liquid
description of the edge states.[133, 132] In a strong magnetic field such that the Landau level
spacing is large, one can effectively consider only the lowest Landau level and the system
can be thought of as an insulator in the bulk since there is finite (and large) energy gap
for excitations in the bulk. The bulk fluid forms an incompressible fluid. In addition, one
knows that the number density response to a change in the electromagnetic field should be
−eδJν = σxyµνλ∂νδAλ = νe
2
2pi
µνλ∂νδAλ (4.11)
where σxy = νe
2/h is the Hall conductance. The effective Lagrangian should be constructed
so as to recreate this equation of motion. Introducing a U(1) gauge field, aλ to describe the
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conserved particle number current
Jµ =
1
2pi
µνλ∂νaλ (4.12)
which automatically satisfies the continuity equation. The effective action that reproduces
the equation of motion is then
L = −m
4pi
µνλaµ∂νaλ − e
2pi
µνλAµ∂νaλ (4.13)
where ν = 1/m, the filling fraction.
For systems with a boundary, the action as written is not gauge invariant in the “gauge”
field aµ. One remedies this by only considering gauge transformations which vanish at the
boundary, but this means that some components of the gauge field are dynamical at the
boundary.[132] The gauge to choose turns out to be at+vax = 0. In addition one can choose
ai = ∂iφ where φ is a scalar field. Integrating by parts, the boundary terms is given by
Sedge(y
′ = 0) =
m
4pi
∫
y=0
dtdx ∂tφ(∂t − v∂x)φ (4.14)
The canonical momentum is pi = δL/δφ˙ = m
4pi
∂xφ. Imposing canonical commutation rela-
tions,
[pi(y), φ(x)] =
1
2
δ(x− y) ; [φ(x), φ(y)] = pi
m
sgn(x− y) (4.15)
From the equations of motion, one can see that the field φ = φ(x − vt) and so is only a
left moving wave and the above commutation relations describe a U(1) Kac-Moody algebra.
In addition, it can be shown that the quantity ρ = 1
2pi
∂xφ is the 1D electron density of the
edge.[132]
The theory so far only describes the edge currents of ground state and a description
of the low lying excitations of the edge theory is also needed. Physically, the charged
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excited states are those where an electron is added or removed from the edge. These charge
excitations carry integer charge and will be created by an operator ψ†e. One would like to
write the electron operator in terms of the charge density operator ρ of the 1D edge theory.
The electron operator should create a localized charge excitation, so it should satisfy the
commutation relations [
ρ(x), ψ†(y)
]
= δ(x− y)ψ†(y) (4.16)
In the Kac-Moody algebra, operators that satisfy this relationship are of the form
ψ†(x) ∝ exp
(
i
1
ν
φ(x)
)
(4.17)
In addition, requiring that ψ(x) is thought of as a fermioninc field implies it should satisfy
anti-commutation relations ψ(x)ψ(y) = −ψ(y)ψ(x). This restricts m = 1/ν to be an odd
integer. Hence, for the Laughlin states, the edge theory is a chiral Luttinger liquid for a
boson with “compactifcation” radius R = ν = 1/m,[133, 132]
Sedge =
m
4pi
∫
y=0
dtdx ∂tφ(∂t − v∂x)φ (4.18)
In addition, there are other irreducible representations of this algebra that are of the same
form as (4.17), ψn ∝ einν φ. They have scaling dimension h = n2/R2.
Of particular interest are electron-electron correlation functions. These are measured
in electron tunneling experiments into the 2DEG.
〈ψ†(t, σ)ψ(0, 0)〉 ∼
(
i
vt+ σ
)m
(4.19)
In momentum space, the electron propagator is given by
G(k, ω) ∼ lim
δ→0+
(vk + ω)m−1
ω − vk − iδ (4.20)
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This exponent can be measure in tunneling experiments. The spectral functions are related
to the imaginary parts of the Green functions. Of particular important, ρ(ω) ∼ ωm−1 so that
the tunneling current is given by I ∼ V m. Hence measurements of the tunneling current or
differential conductance measure the filling fraction in this theoretical model.
4.2.1 Fractional quantum Hall edge states
As mentioned previously, the Lagrangian describing the edge of the quantum Hall effect for
the Laughlin states at filling factors ν = 1/m can be written in the terms of left and right
moving bosonic fields, φL/R, in the form
L = 1
4pi
∂xφ
L(∂t − ∂x)φL − 1
4pi
∂xφ
R(∂t + ∂x)φ
R (4.21)
where x ∈ [−`, `], and the velocity v of the edge was set to one. For decoupled edges, the
physical Hilbert space of each chiral boson is generated by j, the U(1) current and the vertex
operator ei
√
gφL/R (see Ref.[133, 132]). This vertex operator generates the charged excited
states of the theory which are fundamentally generated by adding or subtracting an electron
from either the left or right edge.[86, 133] Requiring that the charged excitations generated
by ei
√
gφL/R are bosons (electrons) implies that they satisfy the (anti-) commutation relation
sets g = m an even (odd) integer. The requirement that the charge of the operator is
precisely e forces the relation ν = 1/m. Representations of the theory are local with respect
to the U(1) current and charged excitation ΨL/R = e
i
√
gφL/R which is identified with the
electron (g = m odd) or boson (g = m even).
The QPC introduces backscattering at x = 0, with the most relevant term being the
quasi-particle tunneling term
L′ = λδ(x) cos [√ν(φR − φL)] (4.22)
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where λ is the tunneling strength. The charge densities at the left and right edges are
respectively
ρL =
√
ν
2pi
∂xφ
L ; ρR = −
√
ν
2pi
∂xφ
R (4.23)
Note that φL(x+2`) = φL(x)+2pi
√
νQL, so in particular the electron operator is well defined
provided QL is an integer; hence QL carries the meaning of the number of quasi-particles on
the edge. In units of the electron charge e, the charge carried by the edge is νQL.
We now perform the following transformation into the odd and even basis
φo(x, t) =
1√
2
(φL(x, t)− φR(−x, t))
(4.24)
φe(x, t) =
1√
2
(φL(x, t) + φR(−x, t))
the even boson φe decouples from the impurity, and we ignore it in the rest of the paper.
Note that φo/e are both left-moving. The odd and even charges are related to the original
L/R-charges through
√
2Qo = (QL −QR),
√
2Qe = (QL +QR).
The experimental setting we wish to consider is one where the two edges of the quantum
Hall liquid are separated initially. No bias is applied and the temperature is taken to be zero.
At some time, the two halves of the system are (suddenly) connected and we wish to consider
the statistics of the charge transferred from one side to the other upon this change, i.e. a
quantum quench. The system is then evolved with the Hamiltonian with a Hilbert space
described by states with transmitting boundary conditions at the quantum point contact.
4.3 Full counting statistics
Let P (q) be the probability that charge q is transmitted through the point contact in time
∆t. Then one defines the generating function χ(λ) =
∑∞
q=−∞ P (q)e
iλq which encodes all
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moments (or cumulants) Cm of the probability distribution P (q),
Cm = (−i∂λ)m logχ(λ)
∣∣∣∣
λ=0
(4.25)
In particular, the second moment C2 is related to the current fluctuations. The generating
function can be written as
χ(λ) =
〈{
eiλqˆ(∆t), e−iλqˆ(0)
}〉
(4.26)
where the operators are ordered on the Schwinger-Keldysh contour.[100] This can also be
written as a trace over a complete set of states.
χ(λ) = Tr
(
ρ0U
†eiλqUe−iλq
)
(4.27)
where ρ0 is the initial density matrix, and U is the time evolution operator for time ∆t after
the point contact is opened. In Eq.(4.27) it should be understood that the trace is taken
over the initial states.
If the scattering time at the quantum point contact is short compared with the entire
time evolution, then it was shown that χ(λ) can be written as[100, 92]
χ(λ) = det
(
1 + n(S†eiλqSe−iλq − 1)) (4.28)
where n is the initial distribution of states and S is the reflection-transmission matrix at
the quantum point contact. In Ref.[93], it was found that for non-interacting electrons, the
generating function is given by
χ(λ) = e−
λ2
2
C2 (4.29)
where C2 =
1
pi2
log
(
∆t
τ
)
.
In this work, we generalize this protocol to the ν = 1/m Laughlin states. We note that
while the full counting statistics has been found in many other strongly correlated systems
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with a static impurity via the thermodynamic Bethe ansatz,[68, 94, 45, 46] the application of
this method to finding time and space dependent correlation functions is in general difficult
and remains largely not understood.
We take a different approach in tackling this problem. This relies on the realization that
one should consider an extended Hilbert space by introducing a boundary changing operator
to the edge theory and that physical charged excitations in the initial Hilbert space are those
conserving total charge. In the next section, we examine the noise in ν = 1/2 which can be
refermionized and solved explicitly. We note an interesting structure which we then extend
to the other Laughlin states at ν = 1/m. In doing so, we calculate the noise and full counting
statistics for the Laughlin states.
4.4 Noise at filling factor 1/2
We start our discussion with an exactly solvable case, the bosonic quantum Hall effect at
filling factor ν = 1/2. Our strategy is as follows: re-fermionizing, we first recast the problem
in terms of a quadratic fermionic action. Then, by writing the fermionic field in terms of
two real Majorana fermion fields, we find that only one of the Majorana fermions interacts
with the impurity. The two fixed points associated with the fully transmitting and the fully
reflecting impurity, translate into anti-periodic and periodic boundary conditions imposed
on this Majorana fermion. This leads us to identify the operator that takes the system
between the two fixed points as the σ operator of the chiral Ising model. Armed with this
knowledge, we then proceed to use this formalism to calculate the noise for the case of a
quantum point contact which is suddenly opened at time t = 0.
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4.4.1 Majorana fermion representation
The odd boson theory can be re-fermionized in terms of a fermion field ψ (see Appendix C)
leading to the Hamiltonian
Ho =
∫
dxψ†(x)i∂xψ(x)
+
√
2piλδ(x)
[
ψ(x)γ + γψ†(x)
]
(4.30)
The crucial step is that the Hamiltonian can be written in a Majorana representation,
ψ = (η1−iη2)/2 where η1 and η2 satisfy {ηi(x), ηj(x′)} = 2δijδ(x−x′). In this representation,
only η2 interacts with the impurity, as is clear by inspecting the equations of motion,
i∂tiη1 = i∂xiη1
i∂tiη2 = i∂xiη2 + 2
√
2piλγδ(x) (4.31)
i∂tγ = 2
√
2piλiη2(0)
Integrating the equations leads to the following boundary condition across the impurity,
ωB ≡ 4piλ2,
η2(0
+) =
iω + ωB
iω − ωB η2(0
−) (4.32)
This boundary condition is continuously interpolating between the fully reflecting and fully
transmitting boundary conditions for the odd boson
ωB →∞ η2(0+) = −η2(0−)
ωB → 0 η2(0+) = η2(0−)
(4.33)
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Similarly, at x = `, we have the boundary condition,
η2(`) = −η2(−`) (4.34)
The problem is thus mapped to a single chiral Majorana fermion on a circle of circumference
2`. For the transmitting case we have anti-periodic (A) boundary conditions, while for the
reflecting case, we have periodic (P) boundary conditions.
The free Majorana field theory contains altogether three primary fields: the identity field
1, the Majorana fermion field η, and a σ operator (known as the Ising twist field) creating
a branch cut on the Majorana fermion η. As before, we shall label the two copies of fields
present here by an index i = 1, 2: 1i, ηi, and σi. To go from periodic to anti-periodic
boundary conditions on η2, we use the σ2 operator to create a branch cut on the fermion:
we imagine that the edge Majorana fermion encloses a “bulk” in which σ2 operators can be
introduced, appropriately changing the boundary conditions on the Majorana fermion. We
thus identify the operator taking the system between the two fixed points associated with
the QPC as the σ2 operator in the η2 Majorana fermion field theory.
In particular, to go from anti-periodic to periodic boundary condition, introduce two
σ2 operators in the “bulk” surrounded by the η2 edge (see Fig. 4.2). One of them then
approaches the edge at x = 0 and a bulk-edge coupling is introduced. This coupling is
mediated by virtual processes involving the tunneling of topologically trivial modes between
the bulk and the edge [72]. Finally, when λ → ∞, the edge circumvents the operator
completely, and switches to P boundary conditions. In the sudden approximation, we can
imagine two spatially-separated σ2 operators introduced simultaneously: one inside the edge
and the other outside.
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Figure 4.2: Boundary changing operator - fully transmitting to fully reflecting. Two σ2
operators are drawn from the vacuum. Tunneling (of strength λ) is introduced between one
of the σ2 operators and the edge. Finally, in the limit λ→∞, the edge circumvents the σ2
operator.
4.4.2 Calculation of the noise
We assume that the QPC is initially closed, then at time t = 0 it is fully opened, and proceed
to calculate the noise produced in that situation.
The current operator through the junction can be defined as the rate of transfer of charge
between the two edges, measured by the odd boson
I = ∂tρo = i[H, ρo] (4.35)
where ρo = ψ
†ψ. Using the equations of motion, Eqns. (4.31), we can write the current in
terms of the Majorana fermions as
I =
i
2
η1(0)(η2(0
+)− η2(0−)) (4.36)
In the limits, ωB → 0 and ωB →∞, we get
I =
 0 t < 0iη1(0)η2(0+) t > 0 (4.37)
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where t = 0 time of the quench.
In the following, we shall define the charge transmitted through the junction during a
time window starting at t = −∞ and ending at some arbitrary positive time ∆t,
Q∆t =
∫ ∆t
−∞
dt I(t) =
∫ ∆t
0
dt I(t) (4.38)
Since there is no bias, the net transferred charge is zero, 〈Q∆t〉 = 0. However, there will be
noise due to the opening of the QPC. The noise is given by
〈Q2∆t〉 =
∫ ∆t
0
dt1
∫ ∆t
0
dt2
〈σ2(0)I(t1)I(t2)σ2(0)〉
〈σ2(0)σ2(0)〉 (4.39)
Besides its role in establishing a non-zero current operator, the operator σ2 also changes the
boundary conditions on η2. However, these boundary conditions will affect η2 only after a
long time-scale set by `/v. In the limit ` → ∞ we can safely neglect its effects and letting
δ be a UV cutoff given by the switching time scale to regulate the integral, the second
cumulant C2 can be obtained.
〈Q2∆t〉 =
ν
2pi2
∫ ∆t
0
dt1
∫ ∆t
0
dt2
1
(δ + i(t1 − t2))2 (4.40)
The expression can be easily integrated to get
〈Q2∆t〉 =
ν
2pi2
log
∆t2 + δ2
δ2
(4.41)
In the limit of large ∆t this reduces to
C2 =
ν
pi2
log
∆t
δ
(4.42)
The essential point is that the existence of a local boundary changing operator that takes
the system from one fixed point to the other proves that in the sudden approximation no
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transient noise is generated by the opening of the QPC. In fact, the operator σ2 maps the
ground state to another energy eigenstate which has the lowest energy in the presence of
the new boundary conditions. The system is therefore in equilibrium and no extra noise is
generated by relaxation from an arbitrary state to the new ground state.
4.4.3 Bosonic Picture
The previous discussion can also be understood in terms of the boson. This picture lends
itself to generalization to the other Laughlin states which are also described by free chiral
bosonic theories. Here, we show that from the bosonic picture, one can deduce that σ
operator must be introduced for one of the Majorana fermions to change the boundary
condition from anti-periodic to periodic. We then argue that a similar boundary condition
changing operator can be included in the bosonic theory.
One can understand the relationship between boson and fermion boundary conditions
and the nature of the twist operator by examining the partition functions. Specializing to
ν = 1/2, the Lagrangian becomes
L = 1
4pi
∂xφo(∂t − ∂x)φo + λδ(x)eiφo(x) + h.c. (4.43)
The boundary condition at the impurity site changes from λ → ∞ perfectly reflecting
(Neumann boundary conditions) to λ → 0 perfectly transmitting (Dirichlet boundary con-
ditions). The Neumann boundary condition simply fixes the field φo to be continuous across
the boundary while the Dirichlet boundary condition allows the field to be discontinuous.
Imposing Neumann boundary conditions at the ends of the system for all times, the mode
expansion for the odd boson can be found. For Neumann (N) and Dirichlet (D) boundary
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conditions at the origin respectively,
φo(x, t) = φ0 +
piν
`
Qo(t− x) + i
√
ν
2
∑
n∈Z
αn√|n|e− ipi` n(t−x) (N)
(4.44)
φo(x, t) = i
√
ν
2
∑
r∈Z+ 1
2
αr√|r|e− ipi` r(t−x) (D)
The partition function in each sector can then be computed for each set of boundary condi-
tions and one finds
λ→∞ : ZNN = θ3(q)
η(q)
= ZfAAZ
f
AA
(4.45)
λ→ 0 : ZND =
√
θ2(q)θ3(q)
η2(q)
= ZfPAZ
f
AA
where Zfij are partition functions for a single c =
1
2
holomorphic fermion with boundary
conditions i in time and j in space, A anti-periodic and P periodic. To go from λ → ∞ to
λ→ 0, we see that exactly one Majorana fermion changes anti-periodic to periodic boundary
conditions in time. Now, the partition function ZfPA is also related to the partition function
ZfAA by an insertion of the fermion counting operator (−1)F in the time direction. By a
conformal transformation, this operator is related to the spin operator of the Ising model
inserted in the space direction for one of the Majorana fermions that compose the theory.[67]
This confirms the results of the previous section.
While this identifies the boundary changing operator as the spin operator in the Ising
model, this is a special feature of ν = 1/2 state. At other filling fractions the boson can no
longer be fermionized, but what is independent of the filling is the boson mode expansion
and the partition functions ZND, ZNN . To generalize the calculation of the noise beyond
ν = 1/2, one should identify the boundary condition changing operator in the bosonic theory
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Figure 4.3: (a) The Schwinger-Keldysh contour can be regarded as the time contour of a
conformal field theory by an analytic continuation. (b) The path integral can be thought of
as over the entire surface parameterized by (x, τ) with changing boundary conditions at τ1
and τ2. Details in Appendix 4.1 and [18, 19].
that takes the Neumann to the Dirichlet boundary condition
A priori, it may seem strange that a c = 1 free bosonic theory must include a boundary
changing operator, but the necessity of this operator can be seen at the level of the path
integral. The path integral should be time ordered on the Schwinger-Keldysh contour, but
by an analytic continuation, one can regard the Schwinger-Keldysh contour as the time
surface for a conformal field theory[18] (see Fig.4.3). In going from the density matrix to the
path integral formulation, one must consider an extended Hilbert space of the Hamiltonian
H which is spanned by states with all possible boundary conditions. The boundary changing
operators appear as unitary operators that map whole sectors of the extended Hilbert space
with particular boundary conditions to sectors with different boundary conditions.[6] Details
of this analytic continuation can also be found in Appendix 4.1 and in Refs.[18, 19].
Folding the system on the (x, τ)-world sheet, the local quenching problem can be regarded
as a boundary conformal field theory with a changing boundary condition, Neumann to
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Dirichlet at the origin. Such a boundary conformal field theory was studied in the context
of the X-ray edge singularity and quantum wires.[6, 136] The Neumann boundary condition
implies that the odd boson is continuous at x = 0 while the Dirichlet boundary condition
implies that the odd boson is discontinuous at x = 0. As discussed by Aﬄeck and Ludwig,[6]
this can be written as:
φo(0
+, t < 0) = φo(0
−, t < 0)
(4.46)
φo(0
+, t > 0) = −φo(0−, t > 0)
This has an interpretation of a branch cut running on the (x, τ)-world sheet across which
the odd boson is discontinuous. In Ref.[6] it was noted that this branch cut corresponds to
an insertion of a dimension h = 1
16
operator at the quench times, τ1, τ2.
Observing that the boundary conditions are independent of the radius and following ar-
guments by Ref.[6], it is suggestive that there is dimension h = 1
16
twist operator in the
odd boson theory (independent of the boson radius) which changes the boundary condition
from Neumann to Dirichlet. Given such generality, one wonders if there is a larger algebraic
structure describing the local quench which includes the boundary condition changing op-
erator in its operator algebra. In the sequel, we show that this structure is described by an
orbifold conformal field theory.
4.5 Extension to other Laughlin states
Much of the previous discussion was limited to the ν = 1/2 case and was special in that it
could be formulated in terms of Majorana fermions. We argued previously that to generalize
the previous results to the other Laughlin states, one needs to understand the theory in
terms of free chiral bosons and to work with an extended Hilbert space where a dimension
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h = 1
16
boundary condition changing operator is included. Such a Hilbert space is described
by an orbifold conformal field theory, but before delving into orbifold theories, we need to
describe the initial Hilbert space of the system which we will extend in the next section.
The total charge of the system is conserved in the quenching process so that physical
charged excited states are those preserving the total charge. Initially, one knows that in the
limit of two decoupled edge states, the charged excitations that conserve total charge are
processes where an electron tunnels from one edge to the other, Lint = Ψ†LΨR + h.c. In the
even and odd basis, one can identify the vertex operator e±i
√
2gφo with g = m as generating
these excited states. By charge conservation, the even sector does not have charged excited
states, and its Hilbert space is generated by the U(1) current. However, charged excited
states are allowed in the odd sector by electron tunneling, so the physical Hilbert space is
generated by the U(1) current as well as the vertex operator e±i
√
2mφo .
Representations of this Hilbert space can be constructed with the requirement that they
be local with respect to the generators j = ∂φo and V± = e±i
√
2mφo . This construction is well
known and extends the U(1) Kac-Moody (KM) algebra to conformal field theories described
by the Am-series. The primaries in the theory can be found in any standard text.[57, 67]
1 : h = 0
j : h = 1
φm : h =
m
4
φk : h =
k2
4m
, k = 1, . . .m− 1
(4.47)
where φm = e
±i√2mφ and φk = e±ik/
√
2mφo .
4.5.1 Orbifolds
The twist operator σ exists explicitly in the fermion theory as spin operators, but by con-
sidering a Z2 orbifold of the free Gaussian theory, a twist operator can be included in the
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boson theory. On the (x, τ)-world sheet of the odd boson, one has that the φo(z) = −φo(z)
as z approaches the branch cut running between the two quench times. Imposing φo(0
+) =
−φo(0−) on the (x, τ)-sheet has consequences for the target space.[38] For a compact boson,
φ0 ∈ S1 = [0, 2piR], this means that the target space is identified under the action of the
discrete group Z2. The theory must include an operator which takes φo → −φo.
As argued before, the theory describing the odd boson is a conformal field theory in the
Am-series. To this theory, we wish to allow for an anti-periodic boson and need to identify the
target space under the group Z2. One needs to consider the orbifold Am/Z2. The partition
function for orbifold theories under the group ZN was found by Ginsparg.[66] Decomposing
this partition function into Am characters and observing the transformation properties under
the modular S : τ → −1/τ and modular T : τ → τ + 1 transformation allows one to deduce
the primaries, the modular S-matrix of the theory and fusion rules.[37, 57] The primaries of
the theory are,
1 : h = 0
j : h = 1
φ
(i)
m : h = m4 , i = 1, 2
φk : h =
k2
4m
, k = 1, . . .N − 1
σ1,2 : h =
1
16
τ1,2 : h =
9
16
(4.48)
The Z2 transformation g acts on these representations as g : [φk] → [φ2m−k] and so there
are two fixed points [φ0] and [φm]. The operators φ
(i)
m correspond to a sector invariant under
φo → −φo (i.e. φ(1)m = cos(
√
2mφo) )and a sector that is broken by the transformation
φo → −φo (i.e. φ(2)m = sin(
√
2mφo) ). Physically, one can understand them as the tunneling
and current operators for the odd boson respectively. The operator φk are invariant under
the transformation φk = cos(
k√
2m
φo). [37] σ1,2 correspond to the trivial and non-trivial
representations of Z2. For m even, it turns out that the σi fields are self conjugate while for
m odd, σ1 and σ2 are each others conjugates.[37] Using the fusion rules (see Appendix D)
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and decomposing the partition function ZDD in terms of the characters of the Am/Z2 theory,
it can be seen that the σ1,2 operators act as boundary changing operators. For m even, fusing
with σ1 gives ZDD →σ1 ZND →σ1 ZNN while for m odd one has ZDD →σ1 ZND →σ2 ZNN .[7]
For ν = 1/2, the orbifold theory is A2/Z2 which is isomorphic to the tensor product of
two c = 1
2
Virasoro algebras (i.e. two decoupled Ising models).[37] This was exactly the
behavior observed before. The partition function for the odd boson one observed could be
decomposed into a product of c = 1
2
partition functions. In addition to this, the primaries
of the theory are
1 : h = 0
j : h = 1
φ
(i)
2 : h =
1
2
φ1 : h =
1
8
σ1,2 : h =
1
16
τ1,2 : h =
9
16
(4.49)
We see that the algebra naturally includes the twist fields σ1,2 and τ1,2 and that there is an
operator corresponding to the quasiparticle tunneling operator,
j × j = 1 φ(i)2 × φ(i)2 = 1 φ(1)2 × φ(2)2 = j
σi × σi = 1 + φ(i)2
σ1 × σ2 = φ1
(4.50)
The operator φ1 has a fusion rule consistent with its interpretation as cos(
k
2
φo).[37]
In addition, we see that the dimension h = 1
8
field we can regard as the dimension of
the two spin field composite. Hence, one of the σ’s originally at the center can be taken
to be in the trivial representation σ1 of Z2 non-local with respect to the fermion field η1
and the other in the non-trivial representation and non-local with respect to the fermion η2
(see Fig. 4.2). When the interaction strength is switched, precisely one spin field interacts
with either η1,2 giving a twisted boundary condition. This behavior was also seen in the odd
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boson partition function and explicit calculation in Section 4.4.
For ν = 1/3, the theory is described by the orbifold theory A3/Z2 which corresponds to
the Z4 parafermion theory.[37] This can also be seen by comparing the fusion algebra and
operator content of the two theories:
1 : h = 0
j : h = 1
φ
(i)
3 : h =
3
4
φ1 : h =
1
12
φ2 : h =
1
3
σ1,2 : h =
1
16
τ1,2 : h =
9
16
(4.51)
The fusion rules here are somewhat different than for m even. The operator algebra of 1, j
and φ
(i)
3 now has a Z4 symmetry, and it is given by
j × j = 1 φ(i)3 × φ(i)3 = j φ(1)3 × φ(2)3 = 1
σi × σi = φ(i)3 + φ1
σ1 × σ2 = 1 + φ2
(4.52)
The fusion algebra for the φk vertex operators is unchanged.[37] The fusion rules and modular
S-matrices for other filling fractions are given in general in Appendix D.
4.5.2 Calculation of the noise
One can then go about computing the noise in the backscattering current in the language
of bosons. In the original left-right basis, the backscattered current is given by
Ib = (ρ
in
L + ρ
in
R )− (ρoutL + ρoutR ) (4.53)
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ρouti are charge densities measured at a position after the point contact while ρ
in
i are charged
densities measured at a position before the point contact. In the rotated even-odd basis,
the backscattering current can be written as, Ib =
√
2ν
2pi
(∂xφ
o
− − ∂xφo+) where φ± denotes
after and before the point contact at x = 0. To connect with the boundary conformal field
theory formalism, one can fold the system and regard ∂φ(x < 0, t) as a right moving wave
∂¯φ¯(x > 0, t). The backscattering current is then Ib =
√
ν
8pi2
(j¯o − jo) where x > 0 now.
This form has the advantage of explicitly involving a primary field of the theory. Intuitively,
the backscattered charge is simply the difference between the (incoming) left moving charge
density and the (outgoing) right moving charge density. With a conformal transformation,
the twist fields can be mapped to 0 and ∞. The noise is,
〈{Ib(τ2), Ib(τ1)}〉a = 〈jo(iτ1 + δ)jo(iτ2 + δ)〉a + 〈j¯o(iτ1 − δ)j¯o(iτ2 − δ)〉a
−〈jo(iτ1 + δ)j¯o(iτ2 − δ)〉a − 〈j¯o(iτ1 − δ)jo(iτ2 + δ)〉a + (τ1 ↔ τ2)
(4.54)
where 〈...〉a denotes a correlation function with boundary condition a at x = 0 (Neu-
mann/fixed or Dirichlet/free) and fixed (Neumann) at x = `. Here τ1 = t1−i and τ2 = t2+i
when t1 is on the top contour and t2 on the bottom contour and vice versa in the second
contribution. δ is a small cutoff introduced for bookkeeping, δ → 0. In the presence of
a boundary condition a these correlation functions have been computed using methods of
conformal invariance and their relationship to the modular S-matrix of the bulk theory were
found in Refs.[5, 32],
〈φ(z1)φ(z2)〉a = 〈φ(z1)φ(z2)〉
{
1 for xy > 0
S∆a /S
∆
0
S0a/S
0
0
for xy < 0
(4.55)
where z1 = iτ1 + x and z2 = iτ2 + y and φ is a primary field with scaling dimension ∆.
By knowing which primary field corresponds to boundary condition a one can use Cardy’s
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formula to compute the correlation function in the presence of the boundary.
For ν = 1/2, we showed that the theory can be thought of as A2/Z2 which is isomorphic to
a theory of two decoupled Ising models. The boundary state corresponding to free boundary
conditions (Dirichlet) is associated with the primary σ while the fixed boundary conditions
(Neumann) is associated with the identity or  primary operators. Using the S-matrix for
the Ising model, its easy to see that the correlation functions with boundary condition a
have the prefactors,
fixed/N:
S10/S
1
0
S00/S
0
0
= 1
free/D:
S1
1/16
/S10
S0
1/16
/S00
= −1
(4.56)
For other filling fractions, the identification of boundary states and boundary conditions is
more complicated but we find that a similar structure is present.
Since the characters for the Am/Z2 theory are known, the partition functions ZNN and
ZND can be decomposed into a sum of characters from which one may identify the boundary
states.[110, 7] Note that here we worked with the T-dual (r → 2
r
) of the theory in Refs.[110, 7]
so that D ↔ N . For m even, Neumann and Dirichlet boundary conditions, it was found
that the orbifold boundary states are,
|N〉 = 1
4
√
2m
(
|0〉+ |j〉+ 1√
2
(∣∣φ(1)m 〉+ ∣∣φ(2)m 〉)+√2m−1∑
k=1
|φk〉
)
(4.57)
|D〉 = 1
4
√
2m
(√
m |0〉 − √m |m〉+
√
m
2
(∣∣φ(1)m 〉− ∣∣φ(2)m 〉))
For m odd, the analogous states can be written down using the appropriate S-matrix (see
Appendix D). From the modular S-matrix, one then can identify the Neumann boundary
condition with the highest weight state φk and the Dirichlet (free) boundary condition with
the σ field. Note that the boundary states above are not the usual boundary states but are
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Z2 invariant linear combinations.[7] However, the fact remains that they transform in the
[φk] and [σ] representations respectively. For ν = 1/m one finds that it is generally true that
fixed/N:
S1k/S
1
0
S0k/S
0
0
= 1
free/D:
S1
1/16
/S10
S0
1/16
/S00
= −1
(4.58)
For arbitrary ν, one finds that in the limit → 0, δ → 0, the noise from the local quench is
given by
〈{Ib(τ2), Ib(τ1)}〉 = ν
2pi2
1
(δ + i(t1 − t2))2 (4.59)
in agreement with the calculation for ν = 1/2 so that the second cumulant has a similar
form as (4.40).
A non-trivial check of these results can also be done by considering the boundary con-
dition on the odd currents. In terms of the odd currents, the reflecting and transmitting
boundary condition were given by jo = j¯o and jo = −j¯o respectively.[136] Imposing either
of these boundary conditions, one sees that the left-left and right-right correlation functions
are unaffected but the left-right correlation function changes by a minus sign.
jo = j¯o; 〈jo(z1)j¯o(z¯2)〉 = 1
2
1
(z1 − z¯2)2 (4.60)
jo = −j¯o; 〈jo(z1)j¯o(z¯2)〉 = −1
2
1
(z1 − z¯2)2
so that when the point contact is closed, the noise measured is zero while when it is opened,
the noise is non-zero. This is in agreement with the results using the operator algebra
of the Am/Z2 orbifold. Note that this correlation function is special in that the boundary
condition involves the primary fields jo and j¯o that appear in the desired correlation function
but Eqn.(4.55) is more general than this.
While the second cumulant can easily be shown to grow logarithmically in time, our
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result shows that the coefficient of this logarithm depends on the modular S-matrix elements
of the theory and not just to its central charge, so that even for c = 1 the second cumulant
does not fully give the entanglement entropy.
4.5.3 Calculation of the full counting statistics
The full counting statistics (FCS) is the generating function for the moments of the charge
transfered between two reservoirs through a constriction. In Ref.[93], the FCS was calculated
for the process of opening and closing the QPC, with the result that the distribution function
for the transmitted charge is purely Gaussian. Here we shall extend our methods developed
in the previous sections to find the FCS in the interacting case, and conclude that the non-
interacting result is in fact robust to the presence of interactions. It is plausible that even in
the interacting case, there exists a simple relation between the FCS and the entanglement
entropy.
To avoid boundary effects, it is convenient for our purposes to consider a Corbino (an-
nular) geometry, with a single QPC inducing backscattering between the edges. In this new
geometry, we should actually reverse the protocol appearing in previous sections: first the
QPC is open, then is quickly closed, and remains in this state during a time period ∆t, at
the end of which it is opened again. Going to the odd/even basis for the two edge bosons,
the charge carried by the odd boson, Qo =
∫
dxρo =
√
ν
2pi
(φo(0
+) − φo(0−)), is controlled by
the singularity induced by the branch cut for the closed QPC (assumed to be located at
x = 0). The full counting statistics is then given by the following correlation function,
χ(λ) =
〈{
eiλQo(∆t), e−iλQo(0)
}〉
(4.61)
which, using the observation above, can be reduced to the calculation of vertex operators at
94
the vicinity of the QPC. This leads to the main result,
χ(λ) = exp
{
−λ
2
2
ν
2pi2
[
log
(
δ2 + ∆t2
δ2
)]}
(4.62)
which is the typical generating function for a Gaussian distribution. Consequently, only the
second cumulant (i.e. the noise) is non-zero. Interestingly, except for the explicit dependence
on the filling factor ν, the full counting statistics has the same form as the non-interacting
electron case.
Writing the boson in the even and odd basis and folding the system, this problem can be
mapped onto the boundary sine-Gordon model. In the basis of kink and anti-kink solitons
of charge q and −q respectively, distribution functions can be found via the thermodynamic
Bethe ansatz for the entire range of λ.[46, 94] The problem is then similar to the non-
interacting electron problem only the particles are collective modes rather than the original
electrons. However, in this picture, the full counting statistics is difficult to compute. The
reflection and transmission coefficients of the time dependent scattering matrix[100, 93] are
difficult to write in the kink and anti-kink basis.
4.6 Energy-Momentum noise in the quantum Ising
model
While the entanglement entropy for a 1+1 dimensional critical system grows logarithmically,[17]
one can show that the same is not true of the noise generated in a quench. Consider a one-
dimensional quantum Ising model, with a link whose strength can be controlled to drive the
system between the fully transmitting and fully reflecting fixed points. We use the Majorana
fermion description of the critical quantum Ising model,
L = iη˜R(∂t − ∂x)η˜R + iηL(∂t − ∂x)ηL (4.63)
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where ηL (ηR) is a left-going (right-going) Majorana fermion, and η˜R(x) = ηR(−x) was
flipped. At the center of the Ising chain (x = 0) we modify the link strength, which translates
in the effective Fermion description to a coupling to the local energy density operator  =
ηLηR at the same point
L′ = iλδ(x)ηLηR (4.64)
This marginal perturbation leads to the following relation between the fields on the two sides
of the impurity
 η˜R(0+)
ηL(0
+)
 = M
 η˜R(0−)
ηL(0
−)
 (4.65)
with
M =
1
1 +
(
λ
2
)2
 1− (λ2)2 −λ
λ 1− (λ
2
)2
 (4.66)
When λ is fine tuned to the point λ = 2, M becomes completely off-diagonal M → −iσy.
When λ→ 0, M approaches the identity matrix, M → I.
The quantum Ising model and its effective field theory, the free Majorana fermion, has a
(discrete) global Z2 symmetry. Contrary to the Luttinger-type models which have a globally
conserved U(1) charge and a locally conserved (dimension one) charge current, in the case of
the quantum Ising model the only global conservation law is the energy-momentum and its
locally conserved (dimension two) energy-momentum current. In contrast with the Luttinger
model where the quantum quench does not change the total charge, in the Ising model
the quantum quench changes the Hamiltonian and hence the total energy. Although the
energy-momentum tensor of the Majorana fermion field theory (and of the Ising model)
remains locally conserved everywhere except at the location of the quantum impurity, these
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physical differences lead to a distinct asymptotic time dependence of the noise in the energy-
momentum current shown below.
The energy density along the edge is defined by
ρE(x) = ηLi∂xηL − η˜Ri∂xη˜R (4.67)
The rate of back-scattering of energy by the modified link is
IE = ρE(0
+)− ρE(0−) (4.68)
Using the relations above, for the case that the link is fully transmitting (λ = 0), the heat
current is zero as the contributions on the two sides of the link cancel. In the limit of a fully
reflecting link, we get ρE(0
+) = −ρE(0−), and the two contributions add up.
Since the scaling dimension of the energy current is 2 we get the following expression for
the thermal noise E2:
E2 =
1
pi2
∫ ∆t
0
dt1dt2
(
1
t1−t2+iδ
)4
=
1
pi2
3δ2∆t2 + ∆t4
3δ2(δ2 + ∆t2)2
(4.69)
For large ∆t, the thermal noise approaches a non-universal, cutoff dependent, value
E2 ∼ 1
3pi2δ2
+
1
pi2
1
∆t2
(4.70)
4.7 Conclusions
In the previous sections we identified an extended theory of the bosonic Luttinger description
of the quantum Hall edge states in the presence of an impurity. The extended theory,
being an Am/Z2 orbifold theory (for ν = 1/m), explicitly contains an operator inducing
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the transition between the zero-backscattering and fully-backscattering fixed points of the
impurity. In particular, for ν = 1/2 the extended theory decouples into two copies of Z2
parafermions, whereas for ν = 1/3 it coincides with Z4 parafermions instead. The presence
of the primary field in the algebra which induces the transition between the two fixed points
at the impurity demonstrates that in the sudden approximation equilibrium is maintained
through each process of opening or closing of the QPC, and that no transient effects are
expected.
Using these methods we calculated the FCS for the interacting Luttinger liquid for the
process of a sudden opening (at t0) then closing (at t1) of the QPC. Only the second cumulant
of the transferred charge is nonzero, and its logarithmic dependence on t1−t0 suggests that a
relation between the entanglement entropy and the FCS should exist even in the interacting
case. In that sense, the noise “measures” the entanglement entropy. The only difference
from the non-interacting case is the explicit appearance of the filling factor in the noise.
In a more general setting, however, the relation between the FCS and the entanglement
entropy does not seems to be structural. First, it requires the presence of a conserved current
with dimension 1 (essential for a logarithmic behavior of the correlation function), and of
an associated and strictly conserved global charge. In contrast, the energy-momentum noise
through a weak link in the one-dimensional Ising model does not reproduce, or even has the
same form, as the entanglement entropy. We discuss this case briefly in Section 4.6. Also,
for any quantum Hall state which contains neutral edge modes, the generated entanglement
entropy is proportional to the total central charge, c, but in the absence of an impurity the
noise involves only the pure current present in the charge carrying c = 1 theory alone. This
can be amended by adding the central charge explicitly into the relation between the noise
and the entanglement entropy, but this argument seems to be ignoring the mechanisms
that create entanglement in the neutral theory. Moreover, even for the simple Luttinger
case the central charge does not appear in the noise (which depends only on the fusion
rules and the conformal dimensions of the CFT) while it certainly appears explicitly in the
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entanglement entropy. Indeed, our results show that the noise generated is a measurement
of dynamical entanglement and not of the static entanglement that is associated with the
thermal (equilibrium) state of the system. [20]
Interestingly, we also find that the time dependent correlation functions have a universal
scaling behavior as in the case of the global quench.[19] However, the universal behavior is
characteristic of an orbifold theory of the original system. It may be of interest to study this
experimentally where corrections to scaling are sure to occur. The flow away from criticality
would presumably involve the more exotic fusion rules.
In summary, in this paper we have computed the noise of the tunneling current generated
by a quantum quench of a point contact in a fractional quantum Hall fluid. This was
done by explicit solution for the bosonic Laughlin state at ν = 1/2 and by conformal field
theory methods for a general Laughlin state. We have also computed the growth of the
entanglement entropy due to the quantum quench. We found that even though the time
dependence of the noise has the same form as the entanglement entropy the latter has a more
intricate dependence on the properties of the conformal field theory and the Hilbert space
of the edge state. This result suggests that the Klich-Levitov protocol may not generally
supply a procedure to measure the entanglement entropy. The question of measuring the
entanglement entropy remains open.
4.8 Multiple Quenches
An intriguing question that one might ask immediately is if its possible to measure a number
other than ±1 from the quenching process and more importantly, if multiple quenching might
result in some non-trivial fusion of the twist (boundary changing operators). In this section,
we explore the possibility of multiple quenching where we assume that the gate is open and
shut a large number of times before the current noise is measured. Once again, we will rely on
the techniques of boundary conformal field theory and in particular, the “fusion hypothesis”
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for boundary states. This will be reviewed in this section while for a review of boundary
conformal field theory, one should refer to the Appendix B. The essential ingredients for the
“fusion hypothesis” are Cardy’s equation,
∑
j
Sijn
j
AB = C
i
AC
B
i . (4.71)
which restricts the normalizations of the boundary states (in so called diagonal conformal
field theories) to be related to the elements of the modular S-matrix and the Verlinde formula
which relates the fusion coefficients to elements of the modular S-matrix.
∑
b
SabN
b
dc =
SadS
a
c
Sa0
. (4.72)
Lastly, the goal is to relate this to the quantum dimension of the twist operator. Suppose
that we are interested in the quantum dimension of an operator a. The quantum dimension
can be found by fusing the operator a, M times
φa · φa · . . . .φa = N c1aaN c2ac1 . . . .N cM−2acM−3N cM−1acM−2 (4.73)
where there are M−1 products on the right hand side. As M →∞ this product is dominated
by the largest eigenvalue which defines the quantum dimension.
4.8.1 “Fusion hypothesis”
The Cardy relation and Verlinde formula can be used to relate different boundary states CaB
and CaA. Suppose that the boundary state |B〉 is obtained by fusion the state |A〉 with an
operator c. If the boundary state |D〉 is applied to the right end, the representations in the
two sectors are related by
naDB =
∑
d
Nadcn
d
AD (4.74)
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Now, by Cardy’s equation (Eqn. 4.71)
CaDC
a
B =
∑
j
Saj n
j
DB =
∑
j,d
SajN
j
dcn
d
AD (4.75)
Using the Verlinde formula to simplify the right hand side (Eqn. 4.72),
CaDC
a
B =
∑
d
SadS
a
c
Sa0
ndAD =
Sac
Sa0
∑
d
Sadn
d
AD (4.76)
The sum on the right can be simplified by the Cardy equation to yield,
CaDC
a
B =
Sac
Sa0
CaDC
a
A ⇒ CaB =
Sac
Sa0
CaA (4.77)
This is the relationship between boundary states if the state |B〉 is obtained from the state
|A〉 by fusion with the operator c. Explicitly this is saying,
|A〉 =
∑
a
CaA|a〉〉
|B〉 =
∑
a
CaB|a〉〉 =
∑
a
Sac
Sa0
CaA|a〉〉 (4.78)
4.8.2 Correlation functions
Lastly in order to compute the noise, we will be interested in a correlation function of
primary fields j. In general, because of conformal invariance one can actually determine
the normalization of these correlation functions as well as their form. For instance, consider
computing correlation functions of the form,
〈O∆O¯∆¯〉 (4.79)
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In the presence of a boundary condition described by a boundary state |A〉 which can be
written as a linear combination of Ishibashi states (B.6), one can regard the anti-holomorphic
field as the mirror image of the holomorphic field so that
〈O∆O¯∆¯〉 → 〈O∆〉 (4.80)
It can be shown that the one point function of a primary in the presence of a boundary is
given by
〈O∆(z)〉 = 〈∆; 0|A〉〈I; 0|A〉
1
(2 Im z)∆
(4.81)
where 〈∆; 0| labels a state in the representation ∆ at descendant 0 (its a primary). Now, if
one considers the correlation function,
〈O∆O∆〉 (4.82)
this can be regarded as the one point function of O∆ in the presence of a free (trivial)
boundary condition and this can be written as
〈O∆(z)〉 = 〈∆; 0|F 〉〈I; 0|F 〉
1
(2 Im z)∆
(4.83)
Hence, the relative phase between the correlation function (4.79) and (4.82) is given by
〈∆; 0|A〉/〈∆; 0|F 〉
〈I; 0|A〉/〈I; 0|F 〉 (4.84)
Now suppose we get to the non-trivial boundary state by fusion with the operator c.
Then using, (4.77), one finds that the relative phase is given by
〈∆; 0|A〉/〈∆; 0|F 〉
〈I; 0|A〉/〈I; 0|F 〉 = S∆c /S∆0S0c /S00 (4.85)
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Figure 4.4: Multiple quenching. c1 takes the state |Ai〉 to the state |Bi+1〉 while c2 is the
inverse operation and takes state |Bi+1 to |Ai+1〉.
where I used the fact that that Ishibashi states form a complete set of states.
4.8.3 Noise
With the mathematical structure developed, I consider a series of quenches (insertions of
boundary changing operators) that take us from the boundary state |A1〉 to |AN〉 (see Figure
4.4). Later we will examine the the Ising model, ν = 1/2 and ν = 1/3 in detail. The premise
of this calculation is that we are now going to calculate the noise in the presence of a
non-trivial boundary condition gotten to by multiple fusion with a twist operator. We are
interested in the relative phase between the trivial (starting) boundary condition and this
non-trivial boundary condition as in (4.85). Specifically, I calculate here the noise after N
quenches.
Suppose that |B1〉 is obtained from |A1〉 by fusion with an operator c1. By Eqn. (4.77),
the boundary states are related by
CaB =
Sac
Sa0
CaA (4.86)
which implies that the boundary state |B1〉 can be written as,
|B1〉 =
∑
a
Sac1
Sa0
CaA1|a〉〉 (4.87)
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Now the state |A2〉 is gotten from |B1〉 by fusion with the operator c2. Once again, the fusion
hypothesis (4.77) relates this state to |A1〉
CaA2 =
Sac2
Sa0
CaB1 =
Sac2
Sa0
Sac1
Sa0
CaA1 =
∑
b1
Sab1
Sa0
N b1c1c2C
a
A1
(4.88)
If |B2〉 is obtained from |A2〉 by a fusion with the operator c1 a similar manipulation leads
to,
CaB2 =
∑
b1b2
N b1c1c2N
b2
c1b1
Sab2
Sa0
CaA1 (4.89)
Fusion with c2 brings one back to the state |A3〉 and it can be checked that the boundary
state is given by
CaA3 =
∑
b1,b2,b3
N b1c1c2N
b2
c1b1
N b3c2b2
Sab3
Sa0
CaA1 (4.90)
For N fusions, it is easy to see that there is a factor,
N b1c1c2N
b2
c1b1
N b3c2b2 . . . .N
bN−2
c1bN−3N
bN−1
c2bN−2 (4.91)
as giving the quantum dimension. The non-trivial boundary condition, which we have gotten
from multiple fusion with the twist operator can be written as
|B〉 =
∑
bi
N b1c1c2N
b2
c1b1
. . .N
bN−1
c2bN−2
SabN−1
Sa0
Sac
Sa0
CaA|a〉 (4.92)
Using the orthogonality of Ishibashi states, the relative phase (4.85) is given by
〈∆; 0|B〉/〈∆; 0|A〉
〈I; 0|B〉/〈I; 0|A〉 =(∑
bi
N b1c1c2N
b2
c1b1
. . .N
bN−1
c2bN−2
S∆bN−1
S∆0
)/(∑
bi
N b1c1c2N
b2
c1b1
. . .N
bN−1
c2bN−2
S0bN−1
S00
)
× S
∆
c
/
S∆0
S0c
/
S00
(4.93)
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The last factor is the familiar ±1 from before.
4.8.4 Ising model
As a simple proof of concept, we look at the Ising model which has a well known fusion
matrix (Nσ)
c
b. In this section and the remainder of the chapter we call the factor,
AbN−1c2 =
∑
bi
N b1c1c2N
b2
c1b1
. . .N
bN−1
c2bN−2 (4.94)
which is just the product of N−1 fusion matrices. One can treat the fusion matrix as a 2×2
matrix. We’re interested in the σ field sector and its easily seen that in the basis {I, ψ, σ},
(Nσ)
c
b =

0 0 1
0 0 1
1 1 0
 (4.95)
After N quenches, the matrix that appears for N odd is,
A =

0 0 d
(N−1)
σ
0 0 d
(N−1)
σ
d
(N−1)
σ d
(N−1)
σ 0
 (4.96)
and looks like,
A =

dNσ d
N
σ 0
dNσ d
N
σ 0
0 0 d2Nσ
 (4.97)
where I wrote in the quantum dimension of σ in explicitly, dσ =
√
2. The left over indices
indicate that I should be interested in the last column of A. First, we consider the case
where we have an odd number of fusions. This is the situation where the resulting tunnel
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junction is open. Now, while the Ising model does not have a current operator, we imagine
that somehow we are able to measure a correlation function 〈ψψ〉. In the numerator of (4.93)
I find,
AbN−1c2
S∆bN−1
S∆0
= dN−1σ
S∆0
S∆0
+ dN−1σ
S∆ψ
S∆0
(4.98)
while the denominator is
AbN−1c2
S0bN−1
S00
= dN−1σ
S00
S00
+ dN−1σ
S0ψ
S00
(4.99)
So I can conclude that
Noise ∼ ν
1− S∆σ /S∆0
S0σ/S
0
0
1 +
S∆ψ
S∆0
1 +
S0ψ
S00
 1
t2
(4.100)
This is always non-zero, but we also find that the terms corresponding to the quantum
dimension have vanished.
Next, we look at the case where there are an even number of fusions. This is the case
where the gate is closed at the end of the process and we expect the noise to be zero. I have
for the numerator of (4.93)
AbN−1c2
S∆bN−1
S00
= d2Nσ
S∆σ
S00
(4.101)
and for the denominator,
AbN−1c2
S0bN−1
S00
= d2Nσ
S0σ
S00
(4.102)
So that I conclude that
Noise ∼ ν
(
1−
(
S∆σ
S0σ
)2)
1
t2
(4.103)
This is always zero as expected for the case when the gate is closed.
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4.8.5 ν = 1/2
We are now poised to tackle the more relevant cases of the Laughlin states at ν = 1m. As
mentioned in the previous sections, the problem of quenching for these states are mapped
onto the Am/Z2 orbifold conformal field theories. These have more complicated fusion
matrices, but can be found by applying the Verlinde formula. For ν = 1/2, we are interested
in the fusion matrix for A2/Z2 whose fusion matrix is related to the elements of the modular
S-matrix by,
N cab =
∑
j
SjaS
j
bS
c
j
Sj0
. (4.104)
I find that in the basis (1, j, φ
(1)
2 , φ
(2)
2 , φ1, σ1, σ2, τ1, τ2)
Nσ =

0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 1
1 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0

(4.105)
107
The multiple fusions also result in a nice structure as in the Ising model. For a N odd
number of quenches, I find that (using that dσ =
√
2),
AbN−1σ1 =

0 0 0 0 0 d
(N−1)
σ 0 0 0
0 0 0 0 0 0 0 d
(N−1)
σ 0
0 0 0 0 0 d
(N−1)
σ 0 0 0
0 0 0 0 0 0 0 d
(N−1)
σ 0
0 0 0 0 0 0 d
(N−1)
σ 0 d
(N−1)
σ
d
(N−1)
σ 0 d
(N−1)
σ 0 0 0 0 0 0
0 0 0 0 d
(N−1)
σ 0 0 0 0
0 d
(N−1)
σ 0 d
(N−1)
σ 0 0 0 0 0
0 0 0 0 d
(N−1)
σ 0 0 0 0

(4.106)
while for N even, I find
AbN−1σ1 =

dN−2σ 0 d
N−2
σ 0 0 0 0 0 0
0 dN−2σ 0 d
N−2
σ 0 0 0 0 0
dN−2σ 0 d
N−2
σ 0 0 0 0 0 0
0 dN−2σ 0 d
N−2
σ 0 0 0 0 0
0 0 0 0 dNσ 0 0 0 0
0 0 0 0 0 dNσ 0 0 0
0 0 0 0 0 0 dN−2σ 0 d
N−2
σ
0 0 0 0 0 0 0 dNσ 0
0 0 0 0 0 0 dN−2σ 0 d
N−2
σ

(4.107)
Hence, for the case of N odd number of fusions, I find that the numerator of (4.93) yields
AbN−1σ2
S1bN−1
S10
= dN−1σ
S10
S10
+ dN−1σ
S13/4
S10
, (4.108)
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and in the denominator,
AbN−1σ2
S0bN−1
S00
= dN−1σ
S00
S00
+ dN−1σ
S03/4
S00
(4.109)
The noise is the same as before and does not depend on the quantum dimension of the
boundary changing operator. For the case N even, the noise should be zero and a good
non-trivial check is to compute the noise for this case. I obtain in the numerator
AbN−1σ2
S1bN−1
S10
= dNσ
S11/16
S10
(4.110)
while in the denominator, this yields
AbN−1σ2
S0bN−1
S00
= dNσ
S01/16
S00
(4.111)
The noise is zero in this case as expected.
4.8.6 ν = 1/3
One wants to find the fusion rules for the σ fields. The easiest way is to know that A3/Z2 is
isomorphic to Z4 parafermionic theory which can be thought of as a SU(2)4 WZW model.
Then using the Young tableaux representation of the fields, one can obtain the fusion rules
directly with slight modifications: (1) keep only 2 columns (for an affine representation of
SU(2) and (2) only keep k − 1 rows. The fields have the Young tableaux representation
which are given in the Table 4.1. From this table, it is easy to find the fusion rules via the
multiplication rule for Young tableauxes. The two restrictions for SU(2)k are: (1) there can
be at most two columns and (2) there are at most k − 1 rows. Following these rules gives
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1 j φ
(1)
3 φ
(2)
3 φ1 φ2 σ1 σ2 τ1 τ2
1
Table 4.1: The primary fields of an SU(2)4 WZW model and their Young tableaux repre-
sentation
the fusion rules for the σ operator,
σ1 × 1 = ⊗ 1 =
σ1 × j = ⊗ =
σ1 × φ(1)3 = ⊗ =
σ1 × φ(2)3 = ⊗ =
σ1 × φ1 = ⊗ = ⊕
σ1 × φ2 = ⊗ = ⊕ = ⊕
σ1 × σ1 = ⊗ = ⊕
σ1 × σ2 = ⊗ = ⊕ = ⊕ 1
σ1 × τ1 = ⊗ = ⊕ = ⊕
σ1 × τ2 = ⊗ = ⊕ (4.112)
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This can be checked with the Verlinde formula explicitly and matches the given fusion rules
in reference [37]. In the basis, (1, j, φ
(1)
3 , φ
(2)
3 , φ1, φ2, σ1, σ2, τ1, τ2) the fusion matrix is,
Nσ1 =

0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 1
1 0 0 0 0 1 0 0 1 0
0 0 0 1 1 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0
0 0 1 0 1 0 0 0 0 0

(4.113)
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Recall that for A3/Z2 the conjugate operator for σ1 is the operator σ2. By a similar set of
manipulations with the Young tableaux one can find its fusion rules as well.
σ2 × 1 = ⊗ 1 =
σ2 × j = ⊗ = =
σ2 × φ(1)3 = ⊗ = =
σ2 × φ(2)3 = ⊗ = =
σ2 × φ1 = ⊗ = ⊕ = ⊕
σ2 × φ2 = ⊗ = ⊕ = ⊕
σ2 × σ1 = ⊗ = ⊕ = 1⊕
σ2 × σ2 = ⊗ = ⊕ = ⊕
σ2 × τ1 = ⊗ = ⊕ = ⊕
σ2 × τ2 = ⊗ = ⊕ = ⊕ (4.114)
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The fusion matrix is
Nσ2 =

0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 0 1 0
0 0 1 0 1 0 0 0 0 0
1 0 0 0 0 1 0 0 0 0
0 0 0 1 1 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0

(4.115)
As mentioned previously, the reason we need both for ν = 1/3 is that the twist operator is
not its own inverse (i.e. σ1× σ1 does not contain the identity channel). Unlike the previous
case, one needs to multiply by the fusion matrix of σ2 to “un-quench” the system. The
structure of the phase factor looks like
A = (Nσ1)
b1
σ2
(Nσ2)
b2
b1
(Nσ1)
b3
b2
(Nσ2)
b4
b3
. . . . (Nσ2)
bN−1
bN−2 (4.116)
Now, for an odd number of fusions, one should consider products
AbN−1σ2 = (Nσ1 ·Nσ2)(N−1)/2 ·Nσ1 (4.117)
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where the last fusion is to bring us back to an open point contact. This phase factor A is
more complicated than the Ising case. For N − 1 = 8 it is of the form
AbN−1σ2 =

0 0 0 0 0 0 0 41 0 40
0 0 0 0 0 0 0 40 0 41
0 0 0 0 0 0 16 0 0 0
0 0 0 0 0 0 15 0 1 0
0 0 0 0 0 0 16 0 0 0
0 0 0 0 0 0 0 81 0 81
41 40 0 0 0 81 58 0 63 0
0 0 40 41 81 0 0 0 0 0
40 41 0 0 0 81 32 0 58 0
0 0 41 40 81 0 0 0 0 0

(4.118)
The free indices on A indicate that we’re interested in the σ2 column. The non-zero entries
are the identity channel, j and φ2. For the numerator, is given by (with dσ =
√
3),
AbN−1σ2
S1bN−1
S10
=
(
dN−1σ
2
+
1
2
)
S10
S10
+
(
dN−1σ
2
− 1
2
)
S11
S10
+ dN−1σ
S11/3
S10
(4.119)
While in the denominator, one has
AbN−1σ2
S0bN−1
S00
=
(
dN−1σ
2
+
1
2
)
S00
S00
+
(
dN−1σ
2
− 1
2
)
S01
S00
+ dN−1σ
S01/3
S00
(4.120)
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The noise is the same as before. For N even, the matrix A
bN−1
σ2 takes the form (for N = 8),
AbN−1σ2 =

14 13 0 0 0 27 0 0 0 0
13 14 0 0 0 27 0 0 0 0
0 0 8 0 8 0 0 0 0 0
0 0 7 1 8 0 0 0 0 0
0 0 8 0 8 0 0 0 0 0
27 27 0 0 0 54 0 0 0 0
0 0 18 22 40 0 41 0 40 0
0 0 0 0 0 0 0 41 0 40
0 0 7 18 25 0 40 0 41 0
0 0 0 0 0 0 0 40 0 41

(4.121)
So that in the numerator, one obtains
AbN−1σ2
S1bN−1
S10
=
(
dN−1σ
2
+
1
2
)
S11/16
S10
+
(
dN−1σ
2
− 1
2
)
S19/16
S10
(4.122)
while in the denominator, one obtainss
AbN−1σ2
S0bN−1
S00
=
(
dN−1σ
2
+
1
2
)
S01/16
S00
+
(
dN−1σ
2
− 1
2
)
S09/16
S00
(4.123)
The noise is zero in this case. Unfortunately, we found that in the case of multiple fusion,
it is only the last opening and closing of the quench that is picked up by the noise measure-
ment. One possible future direction of research may be to consider the case there noise is
accumulated between each of the quenching periods.
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Chapter 5
Conclusions
In the end, what we find is that the scaling behavior of the entanglement entropy in higher
dimensional critical systems also has a universal component that is gives some property of
the underlying system. Furthermore, what we explored was the idea that the entanglement
entropy might be a measurable quantity. While a negative result, the solution was novel and
gave an exact solution for the local quantum quenching problem in the ν = 1/m Laughlin
states.
Prior to this work, it has been shown that in 1+1 dimensional critical systems the entan-
glement entropy gives information about the critical system. Rather conclusively, its been
verified that the entanglement entropy for these systems scales as
S ∼ c
3
log `+ . . . (5.1)
The interesting question addressed here has been whether the entanglement entropy has
anything to say about higher dimensional critical systems. For a special class of 2+1 di-
mensional critical systems, the conformal quantum critical systems, its been shown that
the entanglement entropy indeed gives universal information. Namely, it gives information
like the compactification radius, a feature of the underlying model. It has been verified
numerically that this is the case at least in the case of the quantum dimer model. [126]
For systems where the ground state wavefunction is described by some other 2+0 dimen-
sional critical theory, the exact computation of the universal subleading corrections remains
elusive, though the expectation there is that, like in the case of the compact boson, the
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universal correction to the entanglement entropy is given by the g-factor of the n-copied
system. However, the computation of this quantity for a general CFT is still an open chal-
lenge. Using an -expansion for the O(N) model, its been shown that there is an analogous
behavior in higher dimensional critical theories. It was shown for instance that there are
universal subleading corrections that depend on the type of boundary condition used.[104]
Finally, in this thesis, we also examined the prospect that the dynamical entanglement
entropy might be a measurable quantity. It was shown that the noise experiment, proposed
by Klich and Levitov [93] only scales the same way as the entanglement entropy. This
happened to be the case for theories whose CFT’s contain a conserved dimension 1 current,
j. In other cases, like the Ising model, we showed that the analogous experiment, measuring
the thermal fluctuations, yields a scaling that is power law, rather than the logarithmic
scaling in the dynamical entanglement entropy. As of the writing of this work, the question
of measuring the dynamical entanglement entropy remains an open one. Recently, its been
proposed that an experimental measurement of the fidelity might yield some measure of the
Re´nyi entropies. [28] While much has been done, at this point quantum entanglement and
its application to critical systems remains a nascent field.
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Appendix A
Entanglement Entropy in 1+1 Critical
Systems
Here, I give a general over view of the calculation of the entanglement entropy for a 1+1
dimensional system. Recall that in the general set up of the calculation (see the Introduc-
tion), we have identified the degrees of freedom in region B. This has left us with the reduced
density matrix which can be thought of as a cylinder with a cut in the middle for region A.
The goal is then to compute Tr ρnA.
If the ends points of the cut are x1 and x2 then the mapping of a cut sheet with coordinate
w to a single Riemann surface with coordinates z is given by,[17]
z =
(
w − x1
w − x2
)1/n
. (A.1)
Finally, one knows that a change in the free energy, log(Zn,stitched) is related to the the
stress energy tensor and to this end, let us now compute the stress energy tensor for the
n-stitched surface. Using the transformation law for T (w) under a transformation w → z =
f(w) [57],
T (w) = f ′(w)2T (z) +
c
12
{f(w), w} (A.2)
where c is the central charge, a parameter characterizing the one dimensional critical system,
and {f(w), w} is the Schwarzian derivative
{f(w), w} = f
′′′(w)f ′(w)− 3
2
f ′′(w)2
f ′(w)2
, (A.3)
one can then compute the stress energy tensor T (w) on the n-stitched surface (using that
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for a flat Riemann sheet 〈T (z)〉 = 0)
〈T (w)〉 = c/12(1− 1/n
2)(x2 − x1)2
(w − x1)2(w − x2)2 . (A.4)
Letting ` = x2 − x1, suppose one makes an infinitesimal non-conformal transformation in
the length ` by shifting, x→ x+ δ`δ(x− x0) where x1 < x0 < x2 (i.e. we introduce a small
change in scale at x0). The response in the free energy is then related to the stress energy
tensor by, [57, 17]
δ logZn,stitched = −nδ`
2pi
∫ ∞
−∞
〈Txx(x0, t)〉dt, (A.5)
where the factor of n comes from the fact that the shift needs to be performed exactly the
same for each of the sheets. Now Txx = T (w) + T¯ (w¯) where w = x+ it and w¯ its conjugate.
In short, this can be turned into a contour integral and the integration can be performed by
wrapping around either the branch points x2 or x1 with the result,
∂
∂`
logZn,stitched = −c/6(n− 1/n)
`
.t (A.6)
This can be solved and one finally arrives at the result that
Zn,stitched
Zn
= `−c/6(n−1/n). (A.7)
Taking the derivative at n = 1, one finds the result,
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Appendix B
Boundary Conformal Field Theory
To exploit conformal invariance, it is useful to think of the system as being on a cylinder
with circumference β and length ` with boundary conditions A,B on the field on the left and
right ends of the system respectively. Quantum mechanically, this corresponds to evolving
a one dimensional system defined on the line x in time β. The partition function is given by
the usual expression,
ZAB = Tr e
−βH`AB . (B.1)
If the Hamiltonian possess conformal invariance, then one knows that time and space
can be interchanged, t↔ x or equivalently, the system is invariant under the modular trans-
formation S. One now has a cylinder which is wrapped around in the spatial direction and
extending upward in time. The corresponding Hamiltonian in this picture can be regarded
as propagating the system for the time interval ` from the initial and final state |A〉, |B〉
ZAB = 〈A|e−`Hβ |B〉. (B.2)
The states here belong to the Hilbert space of states quantized on the circle, i.e. they can be
decomposed into linear combinations of states in the representation of the Virasoro algebra
which are labelled by (h, h¯), the highest weights. [57]
Because conformal invariance is so restrictive in two dimensions, one can say more about
the boundary states |A〉. One typically imposes the condition that T (z) = T¯ (z¯) where T, T¯
are the holomorphic and anti-holomorphic components of the stress energy tensor, z = t+ix.
In the x, t basis, this means that the diagonal components of the stress energy tensor vanish
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at the boundary Tx,t. If the boundary is in the time direction, this means no momentum
flows out of the system. The stress energy generates the conformal symmetry so that the
boundary states must satisfy the condition,
[
T − T¯ ] |A〉 = 0. (B.3)
Fourier transforming, this can be written in terms of Virasoro generators,
[
Ln − L¯−n
] |A〉 = 0. (B.4)
This implies that the boundary state |A〉 must made out of states with the holomorphic and
anti-holomorphic sectors stitched together in a specific way, i.e.
|h〉〉 =
∑
m
|h;m〉 ⊗ |h;−m〉. (B.5)
Here, m labels the descendant level in the representation h that belongs to the subset of
representations that appear simultaneously in the holomorphic and anti-holomorphic sectors
of the Virasoro algebra. The state |h〉〉 are known as the Ishibashi states.[82]
The Ishibashi states turn out to form a basis for the possible boundary states, and one
can write an arbitrary state |A〉 as a linear combination of the Ishibashi states,
|A〉 =
∑
i
CiA|i〉〉. (B.6)
Hence, the characterization of a conformal boundary condition is reduced to finding the
matrix elements CiA. Now, using the expression (B.6) into (B.2) one finds that
ZAB =
∑
i
CiAC
B
i 〈〈i|e−`H
β |i〉〉. (B.7)
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The overlap can be identified with the character of the representation i, χi
(
e−4pi`/β
)
. Now
noting that (B.1) can be written as a sum of characters, and using the fact that the two
quantities are in fact equivalent by conformal invariance leads one to the relationship
∑
i
CiAC
B
i χi
(
e−4pi`/β
)
=
∑
i
niABχi
(
e−piβ/`
)
, (B.8)
where niAB are the multiplicities that indicate the number of times a representation i appears
in the Hilbert space with boundary conditions A and B. One then notes that the characters
transform among themselves by the modular S-matrix so that
χi
(
e−piβ/`
)
=
∑
j
Sjiχj
(
e−4pi`/β
)
. (B.9)
If the characters are linearly independent, then this leads one to Cardy’s equation which
relates the multiplicities niAB that characterize the spectrum of the theory for fixed boundary
conditions A,B and the matrix elements CiA that characterize the boundary states,
∑
j
Sji n
i
AB = C
i
AC
B
i . (B.10)
The key problem in boundary conformal field theory is finding a set of boundary states
where the multiplicities are non-negative integers.[30, 32] For the free boson, a solution to
this requirement is
CiA ∝
∞∑
w,n=−∞
eipˆi0(i)ϕ0 , (B.11)
where pi0 and ϕ0 are defined in (3.10).
Note that linear combinations of boundary states |A〉 also satisfy the above constraints.
An additional choice that is imposed is that n0AA = 1, that is to say that the identity
representation appears exactly once in the spectrum of the theory with A,A boundary
conditions. Operatively, this fixes the normalization of the boundary states so that in the
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long cylinder limit ZAA contains the identity exactly once. This gives the g-factor of the
boundary state,[4]
gA = 〈0|A〉. (B.12)
It has been conjectured that relevant boundary perturbations drive the system to fixed points
given by lower values of the g-factor.[4] In this sense, the g-factor is also a characteristic of
the boundary condition.
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Appendix C
Details of ν = 1/2
In this appendix we give some details of the re-fermionization technique used in the exact
solution of the ν = 1/2 (bosonic) quantum Hall effect. For ν = 1/2, the Lagrangian for the
odd boson in the presence of a QPC at x = 0 is given by (v ≡ 1)
L = 1
4pi
∂xφo(∂t − ∂x)φo + λδ(x)eiφo(x) + h.c. (C.1)
where the odd density ρo(t, x) = [ρR(t, x)− ρL(t,−x)]/
√
2. We refermionize by defining [86]
ψ(t, x) =
1√
2pi
: eiφo(t,x) : (C.2)
so that {ψ(t, x), ψ†(t, x′)} = δ(x− x′) holds. The full Hamiltonian can now be written as
Ho =
∫
dxψ†(x)i∂xψ(x)
+
√
2piδ(x)
[
λψ(x)γ + λ∗γψ†(x)
]
(C.3)
Note that ρo(x) = ψ
†(x)ψ(x), and {γ, γ} = 2. Here γ is a Klein factor which appears in a
careful handling of the zero modes of the boson field.
Assuming for simplicity λ = λ∗ ∈ R, the equations of motion can be found and are given
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by
i∂tψ = i∂xψ −
√
2piλγδ(x)
i∂tψ
† = i∂xψ† +
√
2piλγδ(x) (C.4)
i∂tγ = 2
√
2piλ(ψ†(0)− ψ(0))
The equations of motion can be solved by expanding the fields in modes as,
ψ(x, t) =
∑
ω
eiω(x+t)
 Aω x < 0Bω x > 0
ψ†(x, t) =
∑
ω
eiω(x+t)
 A
†
−ω x < 0
B†−ω x > 0
(C.5)
γ(t) =
∑
ω
eiωtγω
The modes satisfy the following relations, derived by integrating the equations of motions
around x = 0,
i(Bω − Aω) =
√
2piλγω
i(B†−ω − A†−ω) = −
√
2piλγω (C.6)
ωγω = 2
√
2piλ
[
1
2
(Aω +Bω)− 12(A†−ω +B†−ω)
]
Defining ωB ≡ 4piλ2, we get Bω
B†−ω
 = 1
iω − ωB
 iω −ωB
−ωB iω

 Aω
A†−ω

≡ Mω
 Aω
A†−ω
 (C.7)
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So that when ωB → 0 (fully transmitting QPC), Mω → I, while when ωB → ∞ (fully
reflecting QPC) Mω → σx.
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Appendix D
Modular S-matrix and Fusion Rules
at Level 1/ν = m
With the convention that the matrix takes the vector labelled by (1, j, φ
(j)
m , φk′ , σj, τj) to the
same vector with j → i, k → k′ and σij = 2δij − 1, the modular S-matrix for m even can be
written as:
Sm,even =
1√
8m

1 1 1 2
√
m
√
m
1 1 1 2 −√m −√m
1 1 1 2(−1)k′ σij
√
m σij
√
m
2 2 2(−1)k 4 cospi kk′
2m
0 0
√
m −√m σij
√
m 0 δij
√
2m −δij
√
2m
√
m −√m σij
√
m 0 −δij
√
2m δij
√
2m

(D.1)
while for m odd, the modular S-matrix takes a slightly different form.
Sm,odd =
1√
8m

1 1 1 2
√
m
√
m
1 1 1 2 −√m −√m
1 1 −1 2(−1)k′ iσij
√
m iσij
√
m
2 2 2(−1)k 4 cos 2pi kk′
2m
0 0
√
m −√m iσij
√
m 0 eipiσij/4
√
2m −eipiσij/4√2m
√
m −√m iσij
√
m 0 −eipiσij/4√2m eipiσij/4√2m

(D.2)
127
For m even, the elements {1, j, φ(i)m } form a Z2 × Z2 subalgebra. One has
j × j = 1
φ(i)m × φ(i)m = 1 (D.3)
φ(1)m × φ(2)m = j
The twist operators have the fusion rules
σi × σi = 1 + φ(i)m +
∑
k,even
φk
σ1 × σ2 =
∑
k,odd
φk (D.4)
For m odd, the elements {1, j, φ(i)m } form a Z4 subalgebra.
j × j = 1
φ(1)m × φ(2)m = 1 (D.5)
φ(i)m × φ(i)m = j
and for the twist fields,
σi × σi = φ(i)m +
∑
k,odd
φk
σ1 × σ2 = 1 +
∑
k,even
φk (D.6)
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The fusion rules for the vertex operators φk are the same for m even or odd.
φk × φk′ = φk+k + φk−k′
φk × φk = 1 + j + φ2k (D.7)
φm−k × φk = φ2k + φ(1)m + φ(2)m
j × φk = φk
The fusion rules for the τi fields can be found easily by applying j × σi = τi.
129
Appendix E
ϑ-functions
The ϑ-functions are defined as
ϑ1(ν|τ) = i
∞∑
n=−∞
(−1)nq 12 (n−1/2)2eipi(2n−1)ν (E.1)
= 2q1/8 sin(piν)f(q)
∏
m=1
(
1− 2 cos(2piν)qm + q2m) ,
ϑ2(ν|τ) =
∞∑
n=−∞
q
1
2
(n−1/2)2eipi(2n−1)ν (E.2)
= 2q1/8 cos(piν)f(q)
∞∏
m=1
(
1 + 2 cos(2piν)qm + q2m
)
,
ϑ3(ν|τ) =
∞∑
n=−∞
q
1
2
n2ei2pinν (E.3)
= f(q)
∞∏
m=1
(
1 + 2 cos(2piν)qn−1/2 + q2n−1
)
,
ϑ4(ν|τ) =
∞∑
n=−∞
(−1)nq 12n2ei2pinν (E.4)
= f(q)
∞∏
m=1
(
1− 2 cos(2piν)qn−1/2 + q2n−1) ,
where q = e2piiτ and
f(q) =
∞∏
m=1
(1− qm) =
(
1
2piq1/4
∂ϑ1(ν|τ)
∂ν
∣∣
ν=0
)1/3
. (E.5)
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The η(τ) function is then defined as
η(τ) = q1/24f(q). (E.6)
The action of the modular transformation S : τ → −1/τ on ϑk-functions can be found by
making use of the Possion resummation formula,
∞∑
n=−∞
e−pin
2A+2npiAs =
1√
A
epiAs
2
∞∑
m=−∞
e−piA
−1m2−2ipims.
(E.7)
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