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We study transitions between distinct phases of one-dimensional periodically driven (Floquet)
systems. We argue that these are generically controlled by infinite-randomness fixed points of
a strong-disorder renormalization group procedure. Working in the fermionic representation of
the prototypical Floquet Ising chain, we leverage infinite randomness physics to provide a simple
description of Floquet (multi)criticality in terms of a new type of domain wall associated with
time-translational symmetry-breaking and the formation of ‘Floquet time crystals’. We validate our
analysis via numerical simulations of free-fermion models sufficient to capture the critical physics.
The assignment of robust phase structure to periodi-
cally driven quantum many-body systems is among the
most striking results in the study of non-equilibrium dy-
namics [1]. There has been dramatic progress in under-
standing such ‘Floquet’ systems, ranging from proposals
to engineer new states of matter via the drive [2–12] to
the classification of driven analogs of symmetry-protected
topological phases (‘Floquet SPTs’) [13–20]. These typ-
ically require that the system under investigation pos-
sess one or more microscopic global symmetries. In addi-
tion, all Floquet systems share an invariance under time
translations by an integer multiple of their drive period.
Unlike the continuous time translational symmetry char-
acteristic of undriven Hamiltonian systems [21–23], this
discrete symmetry may be spontaneously broken, leading
to a distinctive dynamical response at rational fractions
of the drive period — a phenomenon dubbed ‘time crys-
tallinity’ [24–29]. The time translation symmetry break-
ing (TTSB) exhibited by Floquet time crystals is sta-
ble against perturbations that preserve the periodicity
of the drive, permitting generalizations of notions such
as broken symmetry and phase rigidity to the temporal
setting. Experiments have begun to probe these predic-
tions in well-isolated systems such as ultracold gases, ion
traps [30], nitrogen-vacancy centers in diamond [31], and
even spatially ordered crystals [32, 33].
In light of these developments, it is desirable to con-
struct a theory of Floquet (multi-)critical points between
distinct Floquet phases. Ideally, this should emerge
as the fixed point of a coarse-graining/renormalization
group procedure, enable us to identify critical degrees
of freedom, especially those responsible for TTSB, and
allow us to compute the critical scaling behavior.
Here, we develop such a theory for a prototypical Flo-
quet system: the driven random quantum Ising chain.
Extensive analysis has shown that this model hosts four
phases [1, 24]. Two of these, the paramagnet (PM) and
the spin glass (SG), are present already in the static prob-
lem [34–36]. A third, the pi spin glass/ time crystal, has
spatiotemporal long-range order and subharmonic bulk
response at half-integer multiples of the drive frequency.
This phase, and its Ising dual — the 0pi paramagnet,
which also exhibits TTSB but only at the boundaries of
a finite sample — are unique to the driven setting. A pre-
cise understanding of the (multi)critical points between
these distinct Floquet phases accessed by tuning drive
parameters is the subject of this work.
Our approach relies on the presence of quenched dis-
order, required for a generic periodically-driven system
to have Floquet phase structure rather than thermalize
to a featureless infinite-temperature state [37–40]. We
argue that transitions between distinct one-dimensional
Floquet phases are then best described in terms of an
infinite-randomness fixed point accessed via a strong-
disorder real space renormalization group procedure.
In the non-equilibrium setting, the stability of infinite-
randomness fixed points against thermalization via long-
range resonances remains a topic of debate [41–43]. How-
ever, even if unstable, we expect that they will control the
dynamics of prethermalization relevant to all reasonably
accessible experimental timescales [44, 45].
The universality of our analysis turns on the fact that,
in the vicinity of such infinite-randomness critical points,
a typical configuration of the system can be viewed as be-
ing composed of domains deep in one of two proximate
phases [46–51]. Transitions that do not involve TTSB
(i.e., the SG/PM or 0piPM/piSG transitions) map to the
static (random) Ising critical point and can be under-
stood in similar terms. In contrast, transitions that in-
volve the onset of TTSB in the bulk (PM to piSG) or
at the boundary (SG to 0piPM) can be understood in
terms of a new class of domain wall special to driven
systems, that separate regions driven at a frequency pri-
marily near 0 or near pi — a picture we verify numerically.
When the Ising model is rewritten as a fermion problem,
this picture yields a simple description of Floquet criti-
cality in terms of domain walls that bind Majorana states
at quasienergy 0 or pi, allowing us to further study the
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FIG. 1. Phase diagram deduced by fitting “effective central
charge” from entanglement scaling (see Fig. 3 for details).
Insets: sketches of infinite-randomness coupling distributions
along the critical lines (1-4) and at the multicritical point (5).
multicritical point where all four phases meet.
Model. Floquet systems are defined by a time-
periodic Hamiltonian H(t) = H(t + T ). For reasons
similar to Bloch’s theorem, eigenstates satisfy
∣∣ψα(t)〉 =
e−iEαt
∣∣φα(t)〉, where ∣∣φα(t + T )〉 = ∣∣φα(t)〉 and we set
~ = 1 [52, 53]. In contrast to the case of static Hamil-
tonians, the quasi-energies Eα are only defined modulo
2pi/T , voiding the notion of a ‘ground state’.
An object of fundamental interest is the single-period
evolution operator or Floquet operator F ≡ U(T ). If
disorder is strong enough, F can have an extensive set of
local conserved quantities. This implies area-law scaling
of entanglement in Floquet eigenstates, and consequently
the absence of thermalization [54].
Unlike generic (thermalizing) Floquet systems, such
many-body localized (MBL) Floquet systems retain a no-
tion of phase structure to infinitely long times. For con-
creteness, we focus on the driven quantum Ising chain,
the simplest Floquet system that hosts uniquely dynam-
ical phases. The corresponding Floquet operator is
F = e−i
T
2
∑
i Jiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2e−i
T
2
∑
i hiσ
x
i +Uσ
x
i σ
x
i+1 , (1)
where σαi are Pauli operators. Here Ji and hi are un-
correlated random variables, and U corresponds to small
interaction terms that respect the Z2 symmetry of the
model generated by GIsing =
∏
i σ
x
i . For specificity, we
draw couplings h, J randomly with probability nh,Jpi from
a box distribution of maximal width about pi, namely
[pi/2, 3pi/2], and with probability nh,J0 = 1 − nh,Jpi from
a box distribution of maximal width about 0, namely
[−pi/2, pi/2]. The reasons for this parametrization will
become evident below. F corresponds to an interacting
transverse-field Ising model where for U = 0 we strobo-
scopically alternate between field and bond terms. It
is helpful to perform a Jordan-Wigner transformation
to map bond and field terms to Majorana fermion hop-
FIG. 2. (a) Domain walls (DWs) between proximate phases
of the driven Ising model. In fermionic language, these host
topological edge states at either 0 or pi quasienergy (red). Blue
regions exhibit bulk/boundary time-translational symmetry
breaking (TTSB), and hatched regions have bulk spin glass
order. (b) A typical multicritical configuration. Tunneling
between DW states γ0,pi yields two independent chains around
0 and pi quasienergy.
ping terms, yielding a p-wave free fermion superconduc-
tor with density-density interactions given by U . In the
high-frequency limit T → 0, we can rewrite F = e−iHFT
by expanding and re-exponentiating order-by order in T
and the Floquet Hamiltonian HF recovers a static Ising
model. We work far from this limit, setting T = 1.
Phases and Duality. Observe that (nhpi, n
J
pi) =
1
pi (hi, Ji), where the bars denote disorder averages, and
hence tune between phases of model (1) analogously to
h, J in the clean case. The four phases are summarized
in the phase diagram in Figure 1. The trivial Floquet
paramagnet (PM) breaks no symmetries and has short
range spin-spin correlations. The spin glass (SG) sponta-
neously breaks Ising symmetry with long-range spin cor-
relations in time, or equivalently localized edge modes at
0 quasienergy in the fermion language. These two phases
are connected to the undriven paramagnet and ferromag-
net/spin glass phases of the random Ising model [34–36].
Unique to the Floquet system are the pi-spin glass (piSG)
and the 0pi paramagnet (0piPM). The piSG spontaneously
breaks both Ising and time translation symmetry in the
bulk. Often referred to as a “ time crystal” [1, 25, 27],
it maps to a fermion phase with localized Majorana edge
modes at pi quasienergy [55]. Finally, the 0piPM has
short range bulk correlations but also boundary TTSB;
its fermion dual has both 0 and pi Majorana edge modes
and is a simple example of a Floquet SPT. In the fermion
language, domain walls between these different phases
host either 0 or pi Majorana bound states (Fig. 2a) central
to the infinite-randomness criticality discussed below.
The absence of energy conservation in the Floquet set-
ting admits two new eigenstate-preserving changes of pa-
rameter to (1). The transformations Jj 7→ Jj + pi and
hj 7→ hj + pi both separately map F onto another in-
teracting Ising-like Floquet operator with precisely the
3same eigenstates [56], but possibly distinct quasiener-
gies: Jj 7→ Jj + pi preserves F exactly (up to boundary
terms), while hj 7→ hj +pi sends F 7→ FGIsing = GIsingF .
Note that, despite not changing bulk properties of the
eigenstates, these transformations map the PM to the
0piPM and the SG to the piSG respectively. Addition-
ally, a global rotation about the y axis takes hj 7→ −hj .
Below, we fix phase transition lines by combining these
Floquet symmetries with the usual Ising bond-field dual-
ity that exchanges h and J (and hence SG and PM in
the static random case).
Infinite-randomness structure. In analogy with the
critical point between PM and SG phases in the static
random Ising model (both at zero temperature and in
highly excited states), we expect that the dynamical
Floquet transitions of (1) are controlled by an infinite-
randomness fixed point (IRFP) of a real space renormal-
ization group (RSRG) procedure. At a static IRFP, the
distribution of the effective couplings broadens without
bound under renormalization, so the effective disorder
strength diverges with the RG scale. A typical configu-
ration of the system in the vicinity of such a transition
can be viewed as being composed of puddles deep in one
of the two proximate phases, in contrast with continuous
phase transitions in clean systems [50, 51].
In order to generalize this picture to the Floquet Ising
setting we must identify appropriate scaling variables.
For Ji, hi  pi we recover the criticality of the static
model controlled by an IRFP if Ji and hi are drawn from
the same distribution. In this case, the relevant operator
at the critical point controls the asymmetry between the
Ji, hi distributions. At static IRFPs, critical couplings
are power-law distributed near 0. The absence of en-
ergy conservation in the Floquet setting complicates this
picture since there is no longer a clear notion of ‘low’
energies. However, a natural resolution is to allow for
fixed-point couplings to be symmetrically and power-law
distributed around both 0, pi quasienergy (or more gener-
ally, all quasienergies that can be mapped to 0 by apply-
ing Floquet symmetries of the drive). This introduces a
new parameter for Floquet-Ising IRFPs, namely the frac-
tions n0 and npi of couplings near 0 and pi, respectively.
Evidently, we have n0 = 1−npi. We will show that there
is a new type of IRFP specific to the Floquet setting for
npi = 1/2, where the criticality is tuned by the asymme-
try between the distributions at 0 and pi quasienergy, at
fixed values of the Ji - hi distribution asymmetry.
Emergent pi-criticality. For Ji, hi near 0 (npi  1),
the IRFP distribution is similar to the static case, and
the critical point can be understood in terms of do-
main walls (DWs) between regions where Ji  hi and
those where Ji  hi. Standard results show that in the
fermionic language each DW binds a Majorana state γ˜0i
at zero quasienergy, and the transition can be understood
in terms of these. For npi ∼ 1, we again have a sin-
gle IRFP distribution, but now centered at pi. However,
following [1] we may factor a global pi pulse from both
terms of the drive, to recover the previous DW structure.
Although still at zero quasienergy, here the DW Majo-
ranas drive a transition between piSG-0piPM, owing to
the global pi-pulse. Again, the relevant parameter tuning
the transition is the asymmetry between the distributions
of Ji and hi so the physics is essentially the same.
Quite different physics arises for npi ∼ 1/2 where the
couplings exhibit strong quenched spatial fluctuations be-
tween 0 and pi. This follows from the fact that there are
distinct IRFP distributions for couplings near 0 and pi,
such that the relevant critical physics is captured by a
new class of “0pi-DWs” unique to the Floquet setting.
If Ji is small and hi ∼ pi (consistent with npi ∼ 1/2),
these correspond to DWs between piSG and PM regions,
whereas if hi is small and Ji ∼ pi, the critical behav-
ior can be understood in terms of DWs between SG and
0piPM. In the fermion language each such 0pi DW traps
a Majorana bound state γ˜pii at quasienergy pi. This may
also be deduced by comparing the edge modes of the ad-
jacent phases (Fig. 2a). Since they are topological edge
modes, a given pi-Majorana trapped at a 0pi DW can only
couple to other pi-Majoranas bound to 0pi DWs, leading
to a second emergent Majorana fermion chain whose dy-
namics are independent from the initial chain (Fig. 2b).
If the intervening puddles are MBL, the tunneling be-
tween pi-Majoranas is exponentially suppressed as ∼ e−`,
with the size ` of the puddles. Even if we start from a
configuration where J and h are drawn from the same
distribution, there are still pi-Majoranas bound to DWs
separating infinite-randomness quantum critical regions
where the couplings are near 0 or pi [56], and the typical
tunnel coupling is stretched exponential ∼ e−
√
` [46, 48].
Thus, the tunneling terms between the pi-Majoranas re-
main short-ranged. Crucially, the criticality of this emer-
gent pi-Majorana chain is tuned by npi (with npi =
1
2 at
criticality), independently of the field-bond asymmetry
that tunes the usual Ising transition. We emphasize that
although the universality class of this transition is still
random Ising, it is described by flow towards an IRFP at
pi quasienergy, and hence the spectral properties of the
transition are distinct.
Observe that the PM-piSG transition involves the onset
of TTSB, since the piSG is the prototypical example of a
time crystal. Similarly, the SG-0piPM transition involves
the onset of TTSB at the ends of an open system. There-
fore, we identify the 0pi DWs as the degrees of freedom
that are responsible for changes in TTSB.
RG treatment. The above infinite randomness hy-
pothesis suggests that the critical behavior at the dynam-
ical Floquet transitions can be understood in terms of two
effectively static Majorana chains, one near quasienergy
0 (γ˜0i ) and the other near quasienergy pi (γ˜
pi
i ). While
the criticality of the 0 chain is driven by the asymme-
try between J and h as in the usual Ising chain, the pi
chain is critical for npi =
1
2 where there is a symmetry
4between 0 and pi couplings. This picture can be con-
firmed explicitly [56] by considering instead the criticality
of F 2, which should have couplings only near 0 and is de-
scribed by an effectively static Hamiltonian F 2 = e−i2HF .
The dynamical properties of these two Majorana chains
can be analyzed using standard RG techniques designed
for static MBL Hamiltonians [35, 36, 57]. We decimate
stronger couplings before weaker ones, putting the pair
of Majoranas involved in the strongest coupling in a lo-
cal eigenstate. Iterating this process leads to an IRFP
which self-consistently justifies the strong disorder per-
turbative treatment. The resulting RG equations match
those for the static random Ising model, except crucially,
we can now have renormalization towards 0 or towards
pi quasienergies in F reflecting the decoupling of the two
effective Majorana chains. This effective decoupling also
persists in the presence of interactions (U 6= 0). Inter-
actions within the 0 and pi Ising chains flow towards 0
under RG much faster than the other couplings and are
therefore irrelevant [35, 47]. While interactions also per-
mit Floquet-umklapp terms γ˜0i γ˜
0
j γ˜
pi
k γ˜
pi
l that would cou-
ple the critical 0 and pi chains at the multicritical point,
such terms are also irrelevant, and so can be ignored as
long as interactions are relatively weak [47, 58–60]. While
weak interactions are irrelevant at the multicritical point,
and very strong interactions are likely to drive thermal-
ization, we leave open the possibility that intermediate
interactions might drive the system to a new infinite-
randomness critical point in the universality class of the
random Ashkin-Teller model [59].
Therefore, for sufficiently weak interactions, the criti-
cal lines are always in the random Ising universality class.
The four-phase multicritical point — at which all four
distributions are symmetric — is in the Ising × Ising
universality class. This picture of Floquet (multi) criti-
cality extends both symmetry-based reasoning used when
all hi couplings are near pi [27], and the analysis of the
essentially static Ji, hi  1 [61] case.
Floquet (multi)criticality. Combining this reasoning
with standard IRFP results, we conclude that all the
transitions show infinite-randomness Ising scaling: the
correlation length diverges as ξ ∼ |∆|−ν where ∆ char-
acterizes the deviation from the critical lines, and ν = 2
or 1 for average or typical quantities, respectively [46, 48].
This scaling should have universal signatures in dynam-
ical (or eigenstate) correlation functions [27, 35, 46, 48],
and in particular in the eigenstate entanglement en-
tropy [57, 62, 63]. Assuming a system of size L and open
boundary conditions, the half-system entanglement en-
tropy should scale with system size as SL ∼ (c˜/6) lnL,
up to nonuniversal additive contributions, with “effective
central charge” c˜ = ln 2/2 [62]. At the multicritical point,
we predict c˜ = ln 2 due to the criticality of the 0 and pi
Majorana chains. Our picture also predicts an emergent
Z2 × Z2 symmetry at the multicritical point, where the
additional Z2 symmetry can be constructed explicitly as
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FIG. 3. Scaling with system size of disorder- and eigenstate-
averaged entanglement entropy S for a cut at L/2. Dashed
lines show predicted slopes for strong-disorder Ising criticality
along the transition lines (blue, black); this doubles at the
multicritical point (red).
D = F
√
F 2
†
[24, 26, 27]. For a multicritical configura-
tion with couplings near 0 or pi, we find that D is distinct
from the original Ising symmetry of the model, and coin-
cides with the fermion parity of the emergent pi-Majorana
chain,
D =
∏
j∈{0pi DWs}
γ˜pij . (2)
Numerics. As stressed above, our picture of these
transitions relies on the infinite randomness assumption.
To justify this and to confirm our analytical predic-
tions, we have performed extensive numerical simulations
on the non-interacting model, leveraging its free-fermion
representation to access the full single-particle spectrum
and to calculate the entanglement entropy of arbitrary
eigenstates [56]. We average over 20,000 disorder re-
alizations (with open boundary conditions), randomly
choosing a Floquet eigenstate in each.
Given our parametrization of disorder, the combina-
tion 12 (n
h
pi − nJpi) provides a measure of the asymme-
try between J and h couplings, while 12 (n
h
pi + n
J
pi) mea-
sures the average probability of a pi coupling. Therefore,
from our reasoning above and using the usual Ising du-
ality, we expect a critical line for npiJ = n
pi
h. Combining
the Ising duality with Floquet symmetries leads to an-
other critical line npiJ + n
pi
h = 1 where we expect 0pi infi-
nite randomness behavior. Note that the bare disorder
distributions are far from the infinite randomness fixed
point expected to emerge at criticality. Nonetheless, as
shown in Figure 3, we observe clear logarithmic scaling
of entanglement along the self-dual lines npiJ = n
pi
h and
npiJ + n
pi
h = 1 of Eq. (1). We find c˜ ≈ ln 2/2, consis-
tent with the prediction that the lines are in the ran-
dom Ising universality class. Deep in the phases, we find
c˜ ≈ 0 consistent with the area-law scaling expected for
Floquet MBL phases [64, 65]. At the multicritical point
nhpi = n
J
pi = 1/2, we find c˜ ≈ ln 2, consistent with our
5expectation of two decoupled critical Ising chains. Al-
though stability to quartic interchain couplings cannot
be addressed in this noninteracting limit, we expect it
on general grounds [47, 58, 59], modulo usual caveats on
thermalization. Fig. 1, showing the entanglement scal-
ing across the entire phase diagram, summarizes these
results. Finally, we have also numerically calculated the
relative number of single particle quasienergies near 0 and
near pi, finding good agreement with a simple prediction
from the infinite-randomness domain wall picture [56].
Moreover, Fig. 1 clearly shows that changing npiJ ± npih
tunes across the critical lines, confirming that these pa-
rameters control distribution asymmetries as in the IRFP
picture (Fig. 1, insets).
Experimental consequences. Let us now turn to some
experimental consequences of the above predictions. Re-
cent advances in the control of ultracold atomic arrays
have brought models such as Eq. 1 into the realm of ex-
perimental realizability [66–68]. The model hosts a time-
crystal phase (the pi spin glass), the phenomenology of
which has recently been directly observed [30, 31]. Even
though, as mentioned earlier, these critical lines may
eventually thermalize due to long-range resonances [41–
43], the dynamics of the Ising universality class should
persist through a prethermalization regime relevant to
all reasonably accessible experimental timescales [44, 45].
Thus, the dynamical signatures of the transitions we have
identified should be readily experimentally observable.
One prominent experimental signature of this physics
is the scaling behavior of the dynamical spin-spin
autocorrelation function in Fourier space C(ω, t) ≡∫∞
0
dτe−iωτ 〈σzi (t+ τ)σzi (τ)〉, with the overline represent-
ing a disorder average [27]. In accordance with the ran-
dom Ising universality class, the spin-spin autocorrela-
tion function will scale as 〈σzi (t)σzi (0)〉 ∼ 1/log2−φ t [35],
with the overline representing a disorder average and
φ = (1 +
√
5)/2 the golden ratio. Performing the Fourier
transform, our analysis then predicts that along the
npih = n
pi
J critical line of the model, the Fourier peak at
0 quasienergy will decay as C(0, t) ∼ 1/ log2−φ t; along
the npih = 1 − npiJ critical line the peak at pi quasienergy
will decay the same way as C(ω/2, t) ∼ 1/ log2−φ t; and
at the multicritical point, both peaks will decay in this
way simultaneously, giving
C(0, t) ∼ C(ω/2, t) ∼ 1
log2−φ t
. (3)
This slow, logarithmic decay, independently for the de-
coupled chains at 0 and ω/2, serves as an unambigu-
ous signature of the universal multicritical physics we
describe. The fact that the two decays are independent
is highly nontrivial, since generic Z2 × Z2 multicritical
points would have distinct scaling from either Z2 indi-
vidually.
Discussion. We have presented a generic picture of
the transitions between MBL Floquet phases, and ap-
plied it to study the criticality of the periodically driven
interacting random Ising chain. Our work can be gen-
eralized to more intricate Floquet systems, under the
(reasonable) assumption that they flow to infinite ran-
domness under coarse-graning. The resulting IRFP is
enriched in the Floquet setting: each distinct invari-
ant Floquet quasienergy hosts an independent set of
fixed-point coupling distributions. (For instance the
Zn model has n such invariant quasienergies, 2pik/n,
with k = 1, . . . , n.) Systems at conventional IRFPs
are tuned across criticality by adjusting the imbalance
between distributions of distinct couplings at the same
quasienergy. At Floquet IRFPs, we may hold such single-
quasienergy imbalances fixed and instead tune the im-
balance between the distributions of couplings at dis-
tinct quasienergies. Transitions driven by such cross-
quasienergy imbalances will usually involve an onset or
change of TTSB in the bulk or at the boundary, and
in this sense describe “time crystallization”. In some
cases, it may be possible to leverage a Jordan-Wigner
mapping in conjunction with these infinite-randomness
arguments to arrive at a domain-wall description of the
critical/multicritical physics. We anticipate that a vari-
ety of Floquet symmetry-breaking/symmetry-protected
topological phases will be amenable to similar analysis,
but we defer an exhaustive study to future work.
Materials and methods. Numerical simulations were
performed on the transverse-field Ising (TFI) chain,
where we extract the entanglement entropy across a cut
of length l from the boundary in an arbitrary eigenstate.
We utilize the fact that the non-interacting TFI chain
can be efficiently described as a system of free Majorana
fermions [69, 70], details of which follow.
First, let us apply a Jordan-Wigner transforma-
tion to the TFI chain σxj = iγ2jγ2j+1, σ
y
j =(∏
l<j iγ2lγ2l+1
)
γ2j+1, σ
z
j =
(∏
l<j iγ2lγ2l+1
)
γ2j ,
where the γ operators obey the Majorana algebra
{γi, γj} = 2δij , γ2i = 1, γ†i = γi. This implies that
σzjσ
z
j+1 = iγ2j+1γ2j+2. In the Majorana language, our
periodically driven TFI Hamiltonian is
H(t) =
{
H1 = i
∑L−1
j=0 hjγ2jγ2j+1 0 ≤ t ≤ T1
H2 = i
∑L−2
j=0 Jjγ2j+1γ2j+2 T1 ≤ t ≤ T1 + T2 = T
(4)
where we set T1 = T2 = 1/2 for convenience. Now, if
we are in a state satisfying Wick’s theorem, the density
matrix and all derived quantities are determined by the
two-point correlator Cij = 〈γiγj〉. The Majorana anti-
commutation relation implies that Cij = 2δij − Cji, so
Cij = δij + aij , where a is some antisymmetric matrix.
Let us first construct the Floquet evolution opera-
tor. To see how a Hamiltonian evolves the correla-
tion function, first note that in the Heisenberg picture
Cij(t) = 〈γi(t)γj(t)〉. For A and B (distinct) Majo-
rana operators, we have eαAB = cosα+AB sinα. Thus,
6eαABAe−αAB = A cos 2α−B sin 2α, and eαABBe−αAB =
B cos 2α+A sin 2α. If our Hamiltonian were not already
in block-diagonal form, we would first need to pseudo-
diagonalize it (in this case, perform a Schur decompo-
sition) into the form QTHQ =
∑
i iγ
′
2iγ
′
2i+1, where
γ′i = Qijγj . Then, defining the block-diagonal matrix
D(t) = diag
[(
cos(2kt) − sin(2kt)
sin(2kt) cos(2kt)
)]2L
k=1
(5)
we find that γ′i(t) = Dij(t)γ
′
j(0). Defining Γ(t) ≡
QTD(t)Q, we see that the correlation function evolves
simply as C(t) = Γ(t)C(0)Γ(t)T . To construct the Flo-
quet evolution operator, then, we write
F = U(T ) = e−iT2H2e−iT1H1 = QT2D2(T2)Q2Q
T
1D1(T1)Q1.
(6)
For the simple drive considered above, H1 and H2 are
already block-diagonal, so theirQmatrices are trivial and
the exponentiation to construct each time evolution can
be done explicitly. However, we do now need to perform a
Schur decomposition on F to bring it into block-diagonal
form, given by a real orthogonal matrix QF . This rotates
to the basis of single-particle Floquet eigenstates, with
λiF the single-particle quasi-energies.
The initial correlation function is simple in this ba-
sis: it will also be block diagonal with blocks of ±σx,
where the positive sign occupies the mode and the nega-
tive sign leaves it empty. Therefore, for an arbitrary Flo-
quet eigenstate in the diagonal basis, C ′ = diag(±σx)Li=1.
We can then rotate back to the original variables by
C = QFC
′QTF .
Note that the 0 and pi modes that emerge from our
RSRG picture show up numerically as nearly degenerate
states whose quasienergies must be resolved. In practice,
this required implementing high-precision numerics – be-
yond conventional machine precision – which is described
in more detail in the appendix [56].
The above steps allow us to access the correlation func-
tion in any Floquet eigenstate. Let us now show how to
calculate the entanglement entropy from that C matrix.
First, diagonalize the antisymmetric part of the correla-
tion function a = qTσq , where q is orthogonal and σ
has form σ = diag
(
0 λi
−λi 0
)L
i=1
. This can be achieved
by a Schur decomposition, where the pseudo-eigenvalues
are arranged such that σi,i+1 = λi, and σ
T = −σ. Now
define γ′ = qγ. Then〈
γ′2k′−1γ
′
2k
〉
= q2k′−1,iq2k,j(δij+λk′′(q2k′′−1,iq2k′′,j−q2k′′,iq2k′′,j)).
(7)
From the orthogonality of q, qαiqβi = δαβ , so the only
non-vanishing term is q2k′−1,iq2k,jλk′′q2k′′−1,iq2k′′,j =
λkδkk′δk′k′′ . Thus the only non-vanishing two-point func-
tion is 〈
γ′2k−1γ
′
2k
〉
= − 〈γ′2kγ′2k−1〉 = λk. (8)
We can write this correlation function as arising from
a single particle density matrix ρ = 1Z
∏
k e
ikγ
′
2k−1γ
′
2k .
Now, we can construct complex fermion operators from
Majorana operators via ck =
γ′2k−1+iγ
′
2k
2 , c
†
k =
γ′2k−1−iγ′2k
2 ,
so γ′2k−1γ
′
2k = −i(2c†kck − 1). This gives the density
matrix as
ρ =
∏
k
ek(2c
†
kck−1)
ek + e−k
.
Thus the two-point function is
〈
γ′2k−1γ
′
2k
〉
=
−i
〈
2c†kck − 1
〉
= λk = −i ek−e−kek+e−k = −i tanh k.
Now define µk = |λk|, giving k = tanh−1(µk). To find
the entanglement entropy, write the density matrix as
ρ =
∏
k
[
pk
∣∣0k〉〈0k∣∣+ (1− pk)∣∣1k〉〈1k∣∣] , pk = e−k
ek + e−k
.
(9)
Then the entanglement entropy in an arbitrary Floquet
eigenstate is S = −Trρ log ρ = −∑Lk=1 pk log pk + (1 −
pk) log(1− pk).
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I. NUMERICAL PRECISION AND CONVERGENCE
As argued in the main text, the disordered periodically driven Ising model flows to infinite randomness about both
0 and pi. This leads to an abundance of single-particle modes exponentially near EF = 0 and EF = pi, worsening with
larger system sizes and stronger disorder. These near-degenerate modes give rise to a subtle numerical instability
issue that requires going to high numerical precision, especially at strong disorder and/or large system sizes, in order
to reliably calculate the correlation function and all derived quantities.
To that end, we implemented arbitrary precision[1] diagonalization in C++ using the Eigen[2] and MPFR[3] C++
libraries. We then checked convergence of our entropy calculations on a realization-by-realization basis by increasing
the precision by hand. In Figure 1 we show a sample convergence plot for several disorder realizations at system
size L = 400 Majoranas. Even at this relatively modest system size, precisions of  < 10−20 are needed to reliably
converge most disorder realizations. Data in the main text has been converged accordingly.
5 10 15 20 25 30 35 40 45
Base-10 digits of machine precision, − log10 ²
0.0
0.5
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FIG. 1. Entanglement entropy converges with increased machine precision. Several disorder realizations (see main text) at
system size L = 400 are plotted in various colors. Even for this relatively modest system size and box disorder, high precision
is needed to accurately calculate the entanglement entropy. For comparison, float has  ≈ 10−8 and double has  ≈ 10−16.
2II. 0pi ISING DUALITY, EMERGENT SYMMETRY, AND INFINITE RANDOMNESS STRUCTURE
In this appendix, we give a complete account of the 0pi duality transformation described in the main text. We then
calculate the associated emergent symmetry operator D to second order in the weak coupling parameters , δ  1,
and show that it is simply the product of domain wall Majorana modes dressed by neighboring weak bonds, as argued
in the main text. Finally, we detail a calculation of the ratio of the relative number of quasienergies near 0 to those
near pi based on the infinite randomness domain wall structure from the main text and compare with numerical data.
A. 0pi-Ising duality and bond-field duality
First, consider the well-known bond-field duality of the static Ising model. This transformation defines dual spins
on the bonds of the previous model, mapping hjσ
x
j 7→ hjσzj−1/2σzj+1/2 and Jjσzjσzj+1 7→ Jjσxj+1/2. In the static case,
this produces an Ising Hamiltonian with h↔ J . Therefore this map does not preserve the spectrum, but does return a
self-similar Hamiltonian. In the Floquet context, F is actually not self-similar under this transformation. A bond-field
transformation would send
F = e−
i
2
∑
i Jiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2e−
i
2
∑
i hiσ
x
i +Uσ
x
i σ
x
i+1 7→ F ′ = e− i2
∑
i Jiσ
x
i +Uσ
x
i σ
x
i+1e−
i
2
∑
i hiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2 , (1)
where F ′ is not in the same form as F since the order of the field and bond terms is switched. However, F ′ and F are
related by a unitary rotation: since F is the product of two unitaries F = AB, conjugating either by A or by B† will
give F ′ = BA. Also note that the transformation sending hi 7→ −hi without modifying J is just a global pi rotation
about the y- or z-axis, and hence does not affect the spectrum. Bond-field duality thus sends hi 7→ ±Ji.
Unique to the Floquet case is the self-similar map Ji 7→ pi + Ji and its bond-field dual hi 7→ pi + hi. For the first
map, the Floquet operator transforms as
e−
i
2
∑
i Jiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2e−
i
2
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i hiσ
x
i +Uσ
x
i σ
x
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σzi σ
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− i2
∑
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i σ
z
i+1+Uσ
z
i σ
z
i+2e−
i
2
∑
i hiσ
x
i +Uσ
x
i σ
x
i+1 , (2)
using the identity ei
pi
2 σ
(x,y,z)
i = iσ
(x,y,z)
i , where we have dropped the overall phase factor because we are interested
only in the operator content. Under periodic boundary conditions,
∏
∀i σ
z
i σ
z
i+1 = 1, so F maps precisely onto itself.
The dual transformation sends F to FGIsing, where GIsing =
∏
∀i σ
x
i is the usual Ising symmetry operator. Since
[F,GIsing] = 0, this leaves the eigenstates invariant, but simply shifts their eigenvalues.
Composing the spectrum-preserving maps (Jj , hj) 7→ (−Jj ,−hj) 7→ (pi − Jj , pi − hj) with bond-field duality gives
the 0pi-Ising duality transformation of σzjσ
z
j+1 7→ (pi− Jj)σxj+1/2, hjσxj 7→ (pi−hj)σzj−1/2σzj+1/2 that maps the piSG to
the PM and the SG to the 0piPM.
B. Emergent symmetry and chain decoupling
Significant insight about this problem can be gleaned by considering not F but rather F 2, in the same vein as Yao
et al [4]. In particular, let us begin by considering a typical configuration of the model, where some couplings will be
near 0 and others will be near pi. As described in the main text, flow towards infinite randomness dictates that the
multicritical point should be controlled by such chain configurations. Further, interaction terms are irrelevant, so in
the limit of infinite randomness they have reached their fixed point of U = 0.
Let us work in the Majorana fermion picture, related to the spin picture via a Jordan-Wigner transformation,
detailed in the Materials and Methods section. For convenience, let us relabel the two Majorana sublattices as
aj = γ2j , bj = γ2j+1. In this language, the natural domains near the multicritical point are regions of Majorana
couplings that are near pi (Ji = pi + i, hi = pi + δi) or near 0 (Jj = pi + j , hj = pi + δj), separated by domain walls.
Considering a single domain wall, let all bonds to the left of i = 0 be near 0, and let all bonds to the right be near pi.
The Floquet operator in this case is then
F = e
∑
i<0 ibiai+1+
∑
i≥0(pi/2+i)biai+1e
∑
i<0 δiaibi+
∑
i≥0(pi/2+δi)biai+1 , (3)
3where we have absorbed factors of 12 into , δ. As a reminder, these Majorana operators obey the algebra {ai, bj} =
2δabδij , and a
2 = b2 = 1. As can be straightforwardly shown, the Majorana fermion evolution operator is just
eθab = cos θ+ab sin θ, where in particular, e
pi
2 ab = ab. We will drop overall phase factors to focus on operator content.
Factoring out the pi pulses, then,
F = (
∏
i≥0
biai+1)e
∑
i ibiai+1e
∑
i δiaibi(
∏
i≥0
aibi)
= a0e
−−1b−1a0+
∑
i6=−1 ibiai+1e
∑
i δiaibi , (4)
where we have used the fact that if operators A,B anticommute, then eBA = Ae−B . If we now compute F 2, we get
F 2 = a0e
−−1b−1a0+
∑
i6=−1 ibiai+1e
∑
i δiaibia0e
−−1b−1a0+
∑
i6=−1 ibiai+1e
∑
i δiaibi
= e
∑
i ibiai+1e
∑
i6=0 δiaibi−δ0a0b0e
∑
i6=−1 ibiai+1−−1b−1a0e
∑
i δiaibi
= exp{2
∑
i6=−1
ibiai+1 + 2
∑
i6=0
δiaibi + 2
∑
∀i
(i−1δibi−1bi − iδiai−1ai)− 4−1δ0b−1b0 +O(λ3)} (5)
where i, δj are O(λ). To lowest order in BCH, both bonds touching a0 cancel, isolating this Majorana. Now, as argued
in [5], F can be brought into the form F = De−iH˜ , where H˜ is a quasi-local Hamiltonian, and D satisfies D2 = 1 and
[D, H˜] = 0 (hence [D,F ] = 0). Now, D both squares to 1 and commutes with F , as does GIsing =
∏
∀i σ
x
i =
∏
∀j iajbj .
This lead us, as in the main text, to identify D as a symmetry operator for F , with
D = F
√
F 2
†
. (6)
This will only be well-defined if the branch cut of the square root operator at −1 is well-separated from the
eigenvalues of F 2, which is indeed true in the limit of infinite randomness, since all eigenvalues of F 2 will be near 1.
We can calculate H˜ and D explicitly here using our formulas from above. The quasi-local Hamiltonian H˜ is
H˜ = i
∑
i6=−1
ibiai+1 + i
∑
i 6=0
δiaibi + i
∑
∀i
(i−1δibi−1bi − iδiai−1ai)− 2i−1δ0b−1b0 +O(λ3), (7)
and the symmetry operator D is
D = a0e
−−1b−1a0+
∑
i6=−1 ibiai+1e
∑
i δiaibieiH˜
= a0e
δ0a0b0−−1b−1a0+−1δ−1a−1a0−0δ0a0a1+O(λ3)
= e−
1
2 (δ0a0b0−−1b−1a0+−1δ−1a−1a0−0δ0a0a1+...)a0e
1
2 (δ0a0b0−−1b−1a0+−1δ−1a−1a0−0δ0a0a1+...)
= a˜0, (8)
where in the penultimate step we have used the fact that a0 anticommutes with all terms in the exponential, and in
the final step we have recognized that a˜0 is simply a0 dressed by a unitary rotation. Hence, a˜0 is still a Majorana
fermion operator, satisfying a˜20 = 1 and a˜
†
0 = a˜0. The exponential pieces on either side of a0 are its exponential (or
stretched exponential) tails. We identify a˜0 as the emergent pi Majorana at this 0pi domain wall.
For more generic domain wall configuration, we will see that a chain of Majoranas emerges whose dynamics are
decoupled from the initial Majoranas. In particular, the emergent symmetry operator D will take the form
D =
∏
i∈{DWs}
γ˜i (9)
as claimed in the main text. Since domain walls must come in pairs in a chain with finite domain sizes, this will be
just
D =
∏
j
σ˜xj , (10)
that is, the Ising symmetry operator (parity operator) of the chain formed by these domain wall Majoranas, up to an
overall phase factor. These domain wall Majoranas are coupled by exponentially small tunneling terms: for a domain
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FIG. 2. Left: Relative number of single-particle quasienergies within 2% of pi to those within 2% of 0 (Γ ratio), tracked
numerically along the lines nJpi = n
h
pi (red) and n
J
pi = 1− nhpi (blue), at system size L = 2000 and averaged over 100 realizations.
The inset shows where these lines and the highlighted points (triangle, square, and star) lie on the phase diagram. The dashed
line is the prediction from below. Right: Averaged quasienergy histograms showing the development of these peak heights
around 0 and pi with increasing system size.
of size L, we must go to order L in BCH to see a coupling term appear in the exponent. For 0/pi regions deep in a
phase, this coupling is thus exponentially small in L. For critical regions, exponential scaling is replaced by stretched
exponential scaling, but the above is otherwise the same.
Finally, we note that our picture of two decoupled chains can be mapped explicitly onto the disordered XY model,
with interactions between the chains promoting this to an XY Z model. Following a Jordan-Wigner transformation,
we see that XiXi+1 = ibiai+1 and YiYi+1 = iaibi+1, where a and b are the two Majorana fermion sublattices. The
even JXX couplings and odd JY Y couplings then form one Majorana chain, and the remaining couplings form the
other. If the JXX ,JY Y couplings are drawn from the same distribution, these two Majorana chains are critical. The
flow of interactions under renormalization has been studied in [6], where they found the JZZ interaction terms to be
irrelevant.
C. Infinite randomness structure and domain wall quasienergies
Here we detail a simple calculation of the relative number of states with single particle quasienergies at 0 and pi
based on our infinite randomness arguments in the main text, and compare with numerics. We utilize the parameters
nh,Jpi introduced in the main text. Define the ratio of the number of single particle quasienergies within some small
number  of pi to the number within  of 0 to be Γ. First, let us move along the line n
h
pi = n
J
pi . In our infinite
randomness picture, we claim that each domain wall should host a single-particle mode at quasienergy pi, and the
other quasienergies should be near 0. The probability of a domain wall is nDW = 2n
h
pi(1−nhpi), so we predict that along
this line, taking → 0, Γ(nhpi) = nDW1−nDW = 12nhpi(nhpi−1)+1−1. Moving along the other critical line, n
h
pi = 1−nJpi , we expect
each domain wall to host a mode at quasienergy 0, and hence the Γ ratio should be Γ(nhpi) =
1−nDW
nDW
= 1
2nhpi
+ 1
2(1−nhpi)−1.
These predictions are compared with numerics in Figure 2, finding good agreement. Therefore, even though we start
far from the infinite randomness fixed point, the energetics are nonetheless controlled by the infinite randomness
domain wall structure.
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FIG. 3. Scaling of the correlation length with distance from criticality. We define the “correlation length” ξ as the length at
which the disorder-averaged entanglement entropy S(l) crosses over from logarithmic growth to a constant (area-law), i.e. the
length when S(l) saturates to within ε = 1.5% (see text). We take the path (npih, n
pi
J) = (0.4, 0.4− d) here. (a) Scaling of ξ with
d (blue dots). The black dashed line is a fit to the expected scaling form ξ = a×d−ν + b, with a and b fit parameters and ν = 2.
(b) The same data on a log-log plot. One can see power-law scaling, with fit exponent νfit ≈ 1.35; given the complexities of the
IRFP scaling and disorder averaging, we would expect νtyp = 1 < νfit < 2 = νavg from a coarse measure like entanglement.
III. MICROSCOPIC JUSTIFICATION FOR INFINITE RANDOMNESS
In this appendix, we provide further evidence for flow to an infinite randomness fixed point. First, we extract a
“correlation length” from the scaling of the average entanglement, and see how this quantity scales with the distance
from criticality. Second, we present results of an upcoming article that gives a microscopic justification of flow to
infinite randomness based on an explicit strong-disorder renormalization group procedure [7].
One of the pillars of our argument in the main text is the assumption that critical points between Floquet MBL
phases are controlled by infinite randomness fixed points (IRFPs) of a strong-disorder renormalization group. From
this assumption, we derived several nontrivial predictions, one of which is the (open boundary condition) entanglement
entropy scaling S(L) ∼ (c˜/6) logL, with c˜ = (1/2) ln 2 along the critical lines of the driven disordered Ising model
c˜ = ln 2 at the multicritical point. Indeed, entanglement entropy scaling is one of the best and most reliable indicators
of an infinite randomness fixed point, as it is self-averaging and allows for direct extraction of the disordered central
charge, which identifies the universality class of the fixed point [8, 9]. We found good numerical agreement with these
predictions in the main text.
Here we provide further numerical evidence of this IRFP by analyzing the scaling of the entanglement correlation
length with distance from criticality. At an IRFP, we generically expect power-law scaling of a correlation length ξ
with distance from criticality d as ξ ∼ d−ν , where ν = 1 for a typical quantity (i.e, elogO) and ν = 2 for an average
quantity (i.e. O) [10, 11]. Given that our analysis has focused on the entanglement entropy, and that spin-spin
correlation functions are difficult to extract in the Majorana basis as they involve arbitrarily-long ‘string’ operators,
we extract a correlation length directly from the entanglement data (see Figure 3). In particular, in a one-dimensional
MBL phase, we expect the entanglement entropy to cross over from logarithmic growth to a constant, satisfying an
entanglement ‘area-law.’ We can numerically estimate the length scale of this crossover as the length ξ at which
the disorder-averaged entanglement entropy saturates to within some numerical threshold . In Figure 3, we set
this threshold at  = 1.5%, and calculate this crossover length ξ along the line (npih, n
pi
J) = (0.4, 0.4 − d). Since the
entanglement is a disorder-averaged quantity, we would expect ν > 1; given the immense length scales required to see
the long-distance Griffiths effects that distinguish average from typical quantities, it does not numerically saturate to
ν = 2. We instead expect some intermediate value of 2 > ν > 1, as has been found in the literature; for instance,
Ref. [4] found ν = 1.3. We find νfit = 1.35, in accordance with this expectation.
Next, we present some results of an upcoming article giving a microscopic justification of flow to infinite ran-
domness [12]. In this work, we introduce a generalization of the Schrieffer-Wolff transformation to Floquet unitary
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FIG. 4. Criticality in the clean (non-disordered) model. (a) Phase diagram of the clean model showing the central charge
extracted from entanglement scaling S ∼ c
3
logL in the Floquet ground state (all negative quasienergies filled). Unlike the high
temperature spin glass phases in the main text, these phases are more accurately labeled as ferromagnets or paramagnets, as
they behave like ground states of the Ising model. We have used quotation marks to indicate that such phases are not robust
to heating, unlike their counterparts in the disordered system. Along the critical lines of the diagram the Floquet ground state
is described by a CFT with central charge c = 1/2, while the multicritical point shows c = 1. The phases saturate to area-law
(constant) entanglement. (b) Entropy slices at the points l1 = l2 = λ in the diagram to the left. λ = 0 and λ = 0.3 both show
c = 1/2, while the multicritical point λ = 0.5 shows c = 1.
operators, allowing for decimation of ‘strong’ bonds in much the same way as in the static problem, with the strong
bond treated non-perturbatively and the rest of the chain a perturbation. In particular, we find that for decimations
within a domain of bonds all near 0 or near pi/2 (within a 0 or pi domain), decimating a strong bond Ωiγ1γ2 with
neighbors JLiγ0γ1 and JRiγ2γ3 gives a renormalized coupling J˜ iγ0γ3 with the rule
tan J˜ ≈ J˜ = JLJR
tan Ω
. (11)
Note that this reproduces the static rule of J˜ = JLJR/Ω when Ω  1, as it must. Within a pi domain, the
renormalized bond is pi/2+ J˜ . Rewriting this rule in terms of logarithmic variables, log J˜ = log JL+log JR− log tan Ω,
the distributions flow to an infinite randomness fixed point by analogy with the analysis from Fisher [10, 11]. We also
find that care must be taken at the domain walls, as suggested by the picture in the main text that these domain walls
host topological edge modes. We find that the decimations involving domain wall Majorana operators naturally lead
to two decoupled Majorana chains, one near 0 and the other near pi quasienergy, that can independently be tuned to
criticality – precisely the result from the main text. This analysis provides a microscopic justification for our more
coarse-grained arguments, further justifying a flow to infinite randomness.
IV. CLEAN (NON-DISORDERED) CRITICALITY
In this appendix, we discuss the criticality of the clean (non-disordered) driven Ising model. In the absence of
interactions, this model still has a non-trivial phase structure [13, 14]. For clarity, the clean model is defined by the
Floquet evolution operator
F = e−i
pi
2
∑
i l2σ
z
i σ
z
i+1e−i
pi
2
∑
i l1σ
x
i , (12)
where l1, l2 are normalized variables defined modulo 1. In the clean model, we do not expect a flow to infinite
randomness, and thus cannot apply the picture of criticality from the main text, which relied on viewing a typical
configuration of the chain at criticality as composed of adjoining regions deep in the neighboring phases. Nonetheless,
the clean case still displays critical behavior, described instead by a conformal field theory (CFT). This is possible
7because the clean case, in the absence of interactions, is integrable; with interactions we expect that the model
displays only prethermal phases and critical lines, and will eventually thermalize to infinite temperature [15].
We note that the critical lines of the clean model are set entirely by the dualities mentioned in the main text and
explained in Appendix II. Bond-field duality, as in the static clean Ising model, implies that the self-dual line of l1 = l2
will be critical. In the driven case, 0pi Ising duality maps l1σ
x
i 7→ (1 − l1)σzi σzi+1 and l2σzi σzi+1 7→ (1 − l2)σxi . This
changes the order of the pulses, but as discussed above, since F is of the form F = AB with A,B unitary operators,
F ′ = BA is related to F by a simple unitary transformation and hence the spectrum is unaffected. A second self-dual
and hence critical line is then l1 = 1− l2. These two self-dual lines cross at the multicritical point (l1, l2) = (0.5, 0.5).
As mentioned in the main text, Floquet systems generally have no notion of a ground state, since quasi-energy
is only defined modulo 2pi/T and hence lives on a circle. Nonetheless, for weak enough driving, one state will be
adiabatically connected to the ground state – usually deemed the “Floquet ground state” (see, e.g., [16]). In our
model, this state corresponds to simply filling all single-particle modes of negative quasi-energy. In the weak-driving
limit, all quasi-energies will be near 0, and hence the problem will be nearly static; the Floquet ground state is then
just the ground state of the static model (T → 0). We expect that in the T → 0 limit that the Floquet ground state
should be described by a CFT with central charge c = 1/2, since this limit recovers a static critical Ising model [17].
In Figure 4, we show numerical calculations of the entanglement entropy in the Floquet ground state from which we
can extract the central charge c: with periodic boundary conditions, we expect the entanglement entropy to satisfy
S ∼ c3 logL [18]. We find that along the critical lines of the diagram, the Floquet ground state gives c = 1/2 while
the multicritical point shows c = 1.
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