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Abstract
We consider this and related questions: When is a finite linear combination
of composition operators, acting on the Hardy space or the standard weighted
Bergman spaces on the unit disk, a compact operator?
1 Introduction
For β ≥ 1, let Dβ denote the reproducing kernel Hilbert space of functions analytic in
the unit disk D = {z : |z| < 1} and having the kernel functions kw(z) = (1 − wz)−β .
Thus, f(w) = 〈f, kw〉 for w in D and f in Dβ. The Hardy space H2 is exactly D1
and when β > 1, Dβ is the standard weighted Bergman space A2α with α + 2 = β, see
Section 2.1. We consider composition operators Cϕ : f → f ◦ ϕ acting on Dβ, where
ϕ is an analytic self-map of D. When β ≥ 1, every Cϕ lies in B(Dβ), the algebra of
bounded operators on Dβ. Unlike the classes of Toeplitz and Hankel operators which
act on Dβ, the set of composition operators in B(Dβ) has no obvious additive or linear
structure. However, in the Bergman space case β > 1, the second author observed
additive structure modulo the ideal K of compact operators and characterized those
pairs ϕ and ψ for which Cϕ − Cψ is compact [16]. Our purpose here is twofold: to
present some analogous results for the H2 case β = 1, and to pass from additive to
linear structure in the Calkin algebra B(Dβ)/K.
Composition operators which are themselves compact were characterized in the A2α
case by MacCluer and Shapiro [15] and on H2 by Shapiro [25]; in [22] Sarason found
a different condition, sufficient for H2 and necessary and sufficient for L1, later shown
by Shapiro and Sundberg [27] to be necessary in the H2 case as well. The problem
∗Work of the first author was supported in part by a Sesquicentennial Associateship at the Univer-
sity of Virginia.
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of compact difference was raised in explicit form by Shapiro and Sundberg [26] and
MacCluer [13]; these authors found several criteria, some necessary and some sufficient.
More recently, MacCluer, Ohno, and Zhao [14] have shown that compactness of Cϕ−Cψ
acting on H∞, the space of bounded analytic functions on D, is characterized in terms
of the quantity ρ(z) =
∣∣∣ ϕ(z)−ψ(z)
1−ϕ(z)ψ(z)
∣∣∣, the pseudo-hyperbolic distance between values of
ϕ and ψ. The second author of the present article subsequently found that ρ plays a
related role on the Bergman spaces, as follows:
Theorem A [16] Suppose that ϕ and ψ are analytic self-maps of D and α > −1. Then
Cϕ − Cψ is a compact operator on A2α if and only if
lim
|z|→1
ρ(z)
{
1− |z|2
1− |ϕ(z)|2 +
1− |z|2
1− |ψ(z)|2
}
= 0.
Let F (ϕ) denote the set of points in the unit circle ∂D at which ϕ has a finite angular
derivative in the sense of Caratheodory, see Section 2.2. Also, we will use the notation
A ≡ B (mod K) to indicate that two bounded operators A and B have compact
difference. There is a “sum theorem,” as follows:
Theorem B [16] Let ϕ, ϕ1, . . . , ϕn be analytic self-maps of D for which the sets F (ϕi),
i = 1, . . . , n, are pairwise disjoint and with F (ϕ) = F (ϕ1) ∪ · · · ∪ F (ϕn). Consider
Cϕ, Cϕ1, . . . , Cϕn as acting on A
2
α where α > −1, and let
ρi =
∣∣∣∣ ϕ− ϕi1− ϕϕi
∣∣∣∣ , i = 1, . . . , n.
Then the following are equivalent:
(i) For each i = 1, . . . , n and each ζ in F (ϕi),
lim
z→ζ
ρi(z)
{
1− |z|2
1− |ϕ(z)|2 +
1− |z|2
1− |ϕi(z)|2
}
= 0.
(ii) Cϕ ≡ Cϕ1 + · · ·+ Cϕn (mod K).
The following useful modification of Theorem A, which localizes the notion of compact
difference, is implicit in [16].
Theorem C Suppose that ϕ and ψ are analytic self-maps of D, α > −1 and G is a
measurable subset of D. If
lim
|z|→1
χ
G
(z)ρ(z)
{
1− |z|2
1− |ϕ(z)|2 +
1− |z|2
1− |ψ(z)|2
}
= 0,
then Mχ
G
(Cϕ − Cψ) is a compact operator from A2α into its containing L2 space. Here
Mχ
G
denotes the operator of multiplication by the characteristic function χ
G
.
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Other recent related work includes the following: Bourdon, Levi, Narayan, and
J. H. Shapiro [4] show that a composition operator associated with an “almost linear
fractional” map is, in fact, a compact perturbation of a linear fractional composition
operator; Bourdon [3] treats the question of compact difference vs. topological connect-
edness for linear fractional maps (see Section 6 below); J. E. Shapiro [24] shows that if
Cϕ−Cψ is compact on H2, the singular parts of the Clark measures of ϕ and ψ coincide
(see Sect. 2.3). Most recently, Nieminen and Saksman [19] have shown that the just-
quoted condition of J. E. Shapiro on singular parts, plus uniform integrability of the
differences of the absolutely continuous densities of the respective Clark measures of ϕ
and ψ, are together equivalent to compactness of Cϕ − Cψ on L1 (or, on the space of
complex Borel measures on ∂D) and are thus sufficient on H2. In a different direction,
Gorkin and Mortini [10] have characterized compactness for finite linear combinations
of composition operators acting on uniform algebras.
Our analogues of Theorems A, B, and C for H2 require some different methods.
For us the key is an application of Clark measures, following ideas of Sarason [22],
Cima and Matheson [5] and J. E. Shapiro [24]. In Section 3 we obtain essential norm
estimates for weighted composition operators on H2 analogous to the Cima-Matheson
essential norm formula for (unweighted) composition operators [5]. We combine these
results in Section 4 with a general principle of Moorhouse and Toews [17] and Carleson
measure estimates as in [16] to obtain our H2 results.
Section 5 is devoted to the question of when a given finite linear combination of
composition operators is compact. We look at lower bounds, given in terms of first- and
higher-order boundary data, for the essential norm of a linear combination; these results
further develop ideas of MacCluer [13]. We introduce the class S of analytic self-maps
ϕ of D having “sufficient data” at every point in ∂D where ϕ makes significant contact
with the boundary. For ϕ and ψ in S we make clear the obstructions to the essential
norm ‖Cϕ −Cψ‖e being small, the conditions under which it must be small, and when
it is zero, that is, when Cϕ − Cψ is compact. For ϕ1, . . . , ϕn in S, we characterize,
via a finite system of linear equations involving boundary data of these maps, those
coefficients for which c1Cϕ1 + · · · + cnCϕn is compact. An application is a simple
algorithm for determining the dimension of the vector space in B(Dβ)/K spanned by
the cosets [Cϕ1 ], . . . , [Cϕn ].
The final Section 6 concerns a problem first studied by Berkson [2], subsequently
considered by MacCluer [13], Shapiro and Sundberg [26], and most recently by Toews
and the second author [17] and Bourdon [3]: to characterize those pairs ϕ and ψ for
which Cϕ and Cψ lie in the same connected component of the topological space of
composition operators, equipped with the norm topology on B(Dβ). We observe that
a general sufficient condition of the second author for the Bergman space case [16]
extends to H2 and apply this result to those Cϕ with ϕ lying in a certain subclass S0
of S to determine when Cϕ and Cψ lie in the same component of {Cϕ : ϕ ∈ S0}.
A variation on ideas of Berkson [2], Shapiro and Sundberg [26], and MacCluer [13]
(see Exercise 9.3.2 in [8]) states that if ϕ1, . . . , ϕn are analytic self-maps of D, and if
3
J(ϕ) denotes the set of points eiθ in ∂D with |ϕ(eiθ)| = 1, then
∥∥∥ n∑
j=1
cjCϕj
∥∥∥2
e
≥ 1
2π
n∑
j=1
|cj|2|J(ϕi)|,
where |J(ϕ)| is the arclength measure of J(ϕ). Accordingly, to study the questions
discussed above, we assume throughout that our analytic self-maps ϕ of D satisfy
|ϕ(eiθ)| < 1 a.e.
2 Preliminaries
Here we collect some preliminary facts used in the sequel.
2.1 The Hardy and Bergman Spaces
The Hardy space H2 = D1 is the set of all functions f(z) =
∑∞
n=0 anz
n analytic in D
with
‖f‖2 ≡
∞∑
n=0
|an|2 <∞.
Given f in H2, the non-tangential limit f(eiθ) = lim∠z→eiθ f(z) exists for dθ-almost
every eiθ in ∂D. Moreover, the correspondence f(z) → f(eiθ) allows one to think of
H2 as the closed subspace of L2 = L2
(
∂D, dθ
2π
)
with orthonormal basis {einθ}∞n=0.
For α > −1, the Bergman space A2α is the set of functions f analytic in D with
‖f‖2 = α + 1
π
∫
D
|f(z)|2(1− |z|2)αdA(z) <∞,
where dA is Lebesgue area measure on D. As mentioned above, Dβ = A2β−2 for β > 1,
with equality of norms.
For information about H2 and A2α, see [9] and [8].
2.2 Angular Derivatives
Let ϕ be an analytic self-map of D. Then ϕ has a (finite) angular derivative at ζ in
∂D provided ϕ(ζ), the non-tangential limit of ϕ at ζ , exists and has modulus one, and
ϕ′(ζ) ≡ lim
∠z→ζ
ϕ(z)− ϕ(ζ)
z − ζ
exists as a finite complex number. If the angular derivative ϕ′(ζ) fails to exist, we write
|ϕ′(ζ)| =∞. In either case the Julia-Caratheodory Theorem [8] asserts in part that
lim inf
z→ζ
1− |ϕ(z)|
1− |z| = |ϕ
′(ζ)|,
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where the limit inferior is taken unrestrictedly in D; moreover |ϕ′(ζ)| > 0. Throughout
we write F (ϕ) for the set of all points in ∂D where ϕ has a finite angular derivative.
For ζ in F (ϕ) we have the relation ϕ′(ζ) = ζϕ(ζ)|ϕ′(ζ)|. A condition necessary for the
composition operator Cϕ to act compactly on H
2 is that F (ϕ) be empty [28]. On the
Bergman space A2α, this condition is both necessary and sufficient [15].
2.3 Clark Measures
Let ϕ be an analytic self-map of D. If |α| = 1, there exists a finite positive Borel
measure µα on ∂D such that
1− |ϕ(z)|2
|α− ϕ(z)|2 = Re
(
α + ϕ(z)
α− ϕ(z)
)
=
∫
∂D
Pz(e
it)dµα(t) (2.1)
for z in D, where
Pz(e
it) =
1− |z|2
|eit − z|2
is the Poisson kernel at z. The existence of µα follows since the left side of equation
(2.1) is a positive harmonic function. The measures µα (the Clark measures of ϕ) were
introduced as an operator-theoretic tool by D. N. Clark [6], and have been further
analyzed by Alexsandrov [1], Poltoratski [20], and Sarason [23].
On decomposing µα = µ
ac
α + µ
s
α, where µ
ac
α and µ
s
α are, respectively, the absolutely
continuous and singular parts with respect to Lebesgue measure, one finds by Fatou’s
theorem [9] that
µacα =
1− |ϕ(eiθ)|2
|α− ϕ(eiθ)|2
dθ
2π
.
The singular part µsα is carried by ϕ
−1({α}), the set of those ζ in ∂D at which ϕ(ζ)
exists and equals α, and is itself the sum of the pure point measure
µppα =
∑
ϕ(ζ)=α
1
|ϕ′(ζ)| δζ (2.2)
(here δζ is the unit point mass at ζ) and a continuous singular measure µ
cs
α , either of
which can vanish.
Let us write
E(ϕ) =
⋃
|α|=1
spt(µsα),
where spt(µ) denotes the closed support of a measure µ. It is clear from Eqn. (2.2)
that F (ϕ) is a subset of E(ϕ).
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2.4 Essential Norms
Let H and L be separable Hilbert spaces and write B(H,L) for the space of bounded
operators from H to L. Let K denote the subspace of compact operators in B(H,L).
The essential norm ‖T‖e of an operator T in B(H,L) is the operator-norm distance
from T to K. We will find this alternate description useful:
‖T‖e = sup
{fn}∈U
(
lim sup
n→∞
‖Tfn‖
)
, (2.3)
where U is the collection of all sequences {fn} of unit vectors in H which tend to zero
weakly.
2.5 Carleson Measures
For a point ζ on the unit circle and δ > 0, let S(ζ, δ) = {z ∈ D : |ζ − z| < δ}. If µ is
a finite positive Borel measure on D and β ≥ 1, we consider the quantities
∆β(µ) = sup
|ζ|=1,δ>0
µ(S(ζ, δ))
δβ
, ∆∗β(µ) = lim sup
δ→0
{
sup
|ζ|=1
µ(S(ζ, δ))
δβ
}
. (2.4)
One often says µ is a β-Carleson measure if ∆β(µ) < ∞, and a vanishing β-Carleson
measure if ∆∗β(µ) = 0. The reader might consult [8] for the history of the following
well-known result. The statement about ‖J‖e can be deduced from ideas in the proof
of Theorem 3.12 in [8].
Theorem 2.1 Let µ be a finite positive Borel measure on D and assume β ≥ 1. Then:
(i) The space Dβ (considered as a space of analytic functions on D) is contained
in L2(µ) if and only if µ is a β-Carleson measure. In this case the inclusion map
J : Dβ → L2(µ) is bounded with norm comparable to
√
∆β(µ).
(ii) If Dβ is contained in L2(µ), then ‖J‖e, the essential norm of the inclusion map,
is comparable to
√
∆∗β(µ). In particular, J is compact if and only if µ is a vanishing
β-Carleson measure.
2.6 A General Scheme for Compact Difference and Arc-
Connectedness
For a bounded analytic function w on ∂D, one can form the associated multiplication
operator Mw : f → wf . If ϕ is an analytic self-map of D, then we have the weighted
composition operator MwCϕ. Given two analytic self-maps of D, ϕ, and ψ, consider
the self-maps ϕt = tϕ + (1− t)ψ, 0 ≤ t ≤ 1. Based on the formal operator identity
Cϕs − Cϕr = Mϕ−ψ
[∫ s
r
Cϕtdt
]
X, (2.5)
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0 ≤ r < s ≤ 1, and the fact that the differentiation operator X = d
dz
is a topological
isomorphism of H20 (the subspace of H
2 consisting of all functions that vanish at the
origin) and the Bergman space A21 (see [8]), the second author and C. Toews proved
the following:
Theorem 2.2 [17] Let ϕ, ψ, and ϕt, 0 ≤ t ≤ 1, be as above.
(i) Suppose the weighted composition operators Mϕ−ψCϕt act boundedly from A
2
1 to
H2, with uniformly bounded norms, 0 ≤ t ≤ 1. Then, there is a constant B > 0 such
that, as operators on H2,
‖Cϕs − Cϕr‖ ≤ B|s− r|, 0 ≤ r < s < 1.
(ii) Suppose that ϕ, ψ, and ϕt satisfy the hypotheses of part (i) above, and in
addition, that for each t, 0 ≤ t ≤ 1, Mϕ−ψCϕt is a compact operator from A21 to H2.
Then Cϕ − Cψ is a compact operator on H2.
The above result remains true if one replaces H2 and A21 by A
2
α and A
2
α+2, respec-
tively, where α > −1, see [17].
3 Weighted composition operators on H2 and L2
For the analytic self-maps of D considered here (those with |ϕ(eiθ)| < 1 a.e. on ∂D),
Sarason [22] found a convenient representation of Cϕ as an integral operator on H
2
and even on the larger space L2 = L2
(
∂D, dθ
2π
)
. For f in L2, extend f to a harmonic
function inD via the Poisson integral: f(z) =
∫
∂D
Pz(e
it)f(eit) dt
2π
. Putting (Cϕf)(e
iθ) =
f(ϕ(eiθ)) using the extended f (since |ϕ(eiθ)| < 1 a.e.), one has
(Cϕf)(e
iθ) =
∫
∂D
1− |ϕ(eiθ)|2
|eit − ϕ(eiθ)|2 f(e
it)
dt
2π
. (3.1)
Using the Schur test for boundedness of integral operators (stated below), Sarason
showed that Cϕ is compact on H
2 if the Clark measures µα of ϕ are absolutely con-
tinuous for all α in ∂D; J. H. Shapiro and C. Sundberg [27] established the converse
via function-theoretic methods. Subsequently Cima and Matheson [5] discovered the
following expression for the essential norm of an arbitrary Cϕ acting on H
2:
‖Cϕ‖2e = sup
|α|=1
µsα(∂D), (3.2)
a formula foreshadowed by C. Cowen’s inequalities for smooth ϕ [7, p. 84].
Here we adapt the integral operator approach to investigate essential norms of
weighted composition operators
MwCϕ : f → w · (f ◦ ϕ).
We allow w in L∞ and consider MwCϕ as mapping L
2 to L2, H2 to L2 or (in the event
that w is in H∞), H2 to H2. In all cases we have the following:
Theorem 3.1 Let ϕ be an analytic self-map of D with |ϕ(eiθ)| < 1 a.e. and having
Clark measures µα, |α| = 1. Suppose w is a bounded measurable function on ∂D such
that |w| is continuous at every point of E(ϕ). Then
sup
|α|=1
∫
∂D
|w|2dµsα ≤ ‖MwCϕ‖2e ≤ 4 sup
|α|=1
∫
∂D
|w|2dµsα.
In particular, MwCϕ is compact if and only if w ≡ 0 on E(ϕ).
For the proof, our essential tool is the following.
The Schur Test [18, p. 282] Consider two measure spaces (X, µ) and (Y, ν), and let
N be a measurable function on the product space Y × X. Suppose there exist positive
measurable functions p on X and q on Y and constants A,B > 0 satisfying∫
X
|N(y, x)|p(x)dµ(x) ≤ Aq(y), y in Y,
∫
Y
|N(y, x)|q(y)dν(y) ≤ Bp(x), x in X.
Then the formula
(Tf)(y) =
∫
X
N(y, x)f(x)dµ(x),
defines a bounded operator T from L2(µ) to L2(ν) with ‖T‖ ≤ √AB.
We will also need several lemmas. The first, and the final conclusion in the second,
are due to J. E. Shapiro [24].
Lemma 3.2 [24] Let ϕ be an analytic self-map of D with Clark measures µα, |α| = 1.
If f is continuous on ∂D, then
lim
rր1
∫
∂D
f
1− r2
|α− rϕ|2
dθ
2π
=
∫
∂D
f dµsα,
for |α| = 1.
Lemma 3.3 If f is continuous on ∂D, then
lim
rր1
∫
∂D
f
1− |rϕ|2
|α− rϕ|2
dθ
2π
=
∫
∂D
f dµα,
uniformly in α, |α| = 1. Thus ∫
∂D
f dµα is a continuous function of α.
Proof. For 0 < r < 1, the function 1−|rϕ|
2
|α−rϕ|2
is bounded and harmonic on D, and thus
is the Poisson integral of its boundary function. It follows from this, and the definition
of µα, that the conclusion holds for f = Pz, the Poisson kernel at any z in D. Thus the
conclusion holds when f is a finite linear combination of Poisson kernels. Such finite
linear combinations are uniformly dense in the continuous functions on ∂D, and the
lemma follows. 
The third lemma is a variant of exercise (7) in §26 of Halmos’ treatise [11]; for the
proof the interested reader can easily adapt the hint given there.
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Lemma 3.4 Let f and fn, for n = 1, 2, 3, . . ., be non-negative integrable functions on
a measure space (X, µ) and suppose λ ≥ 0. If fn → f , µ-a.e. as n→∞, and
lim sup
n→∞
{∫
X
fndµ−
∫
X
f dµ
}
≤ λ,
then
lim sup
n→∞
∫
X
|fn − f |dµ ≤ λ.
Proof of Theorem 3.1. We can write w = |w|v where v is measurable and unimodular
on ∂D. Since Mw = MvM|w| and Mv is unitary, the theorem is unaltered by assuming
that w = |w| ≥ 0. For now we also assume that w is continuous on ∂D.
Consider the normalized kernel function
Ka(z) =
√
1− |a|2
1− az , |a| < 1.
If |a| → 1, then Ka → 0 weakly in H2. Now take a = rα where 0 ≤ r < 1 and α is
fixed in ∂D. Then |CϕKrα|2 = 1−r2|α−rϕ|2 and∫
|w|2dµsα = lim
rր1
∫
|w|2 1− r
2
|α− rϕ|2
dθ
2π
= lim sup
rր1
‖MwCϕKrα‖2
where Lemma 3.2 gives the first equality; the lower bound for ‖MwCϕ‖2e follows from
Eqn. (2.3). (Throughout the proof, all integrals are taken over ∂D.)
For the upper bound we considerMwCϕ as an integral operator from L
2 = L2
(
∂D, dθ
2π
)
to L2
(
G, dθ
2π
)
, where G = {eiθ : w(eiθ) > 0}. By Eqn. (3.1) the kernel of this operator
is
K(eiθ, eit) = w(eiθ)
1− |ϕ(eiθ)|2
|eit − ϕ(eiθ)|2 .
Similarly, if 0 < r < 1, the kernel of the integral operator MwCrϕ is
Kr(e
iθ, eit) = w(eiθ)
1− |rϕ(eiθ)|2
|eit − rϕ(eiθ)|2 .
Since ‖rϕ‖∞ ≤ r < 1, Crϕ, and thus MwCrϕ, are compact. We apply the Schur test
to the integral operator MwCrϕ −MwCϕ, which has integral kernel N = Kr −K. We
take µ = dθ
2π
, ν to be the restriction of dθ
2π
to G, p(eiθ) = 1 and q(eiθ) = w(eiθ). Then∫
|Kr(eiθ, eit)−K(eiθ, eit)|p(eit) dt
2π
≤ w(eiθ)
∫ (
1− |rϕ(eiθ)|2
|eit − rϕ(eiθ)|2 +
1− |ϕ(eiθ)|2
|eit − ϕ(eiθ)|2
)
dt
2π
= 2w(eiθ) = 2q(eiθ),
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for all eiθ in the circle. This is the first Schur hypothesis.
For the second Schur hypothesis, we write
λ = sup
|α|=1
∫
|w|2dµsα,
and consider sequences rn ր 1 and {αn} in ∂D. It is enough to show that
lim sup
n→∞
∫
|Krn(eiθ, αn)−K(eiθ, αn)|w(eiθ)
dθ
2π
≤ 2λ, (3.3)
for then, since MwCrnϕ is compact, the Schur test with A = 2 and B = 2λ will imply
that
‖MwCϕ‖2e ≤ lim sup
n→∞
‖MwCrnϕ −MwCϕ‖2 ≤ 4λ,
as desired.
We may assume that αn tends to some α in ∂D as n → ∞. First we use Lemma
3.4 with
fn = |w|2 1− |ϕ|
2
|αn − ϕ|2 , f = |w|
2 1− |ϕ|2
|α− ϕ|2 .
Note that ∫
f
dθ
2π
=
∫
|w|2dµα −
∫
|w|2dµsα,
and similarly for fn, µαn and µ
s
αn , so that∫
(fn − f)dθ
2π
=
∫
|w|2dµαn −
∫
|w|2dµα +
∫
|w|2dµsα −
∫
|w|2dµsαn .
By the final conclusion in Lemma 3.3, the difference of the first two terms tends to zero
as n→∞, so that
lim sup
n→∞
∫
(fn − f)dθ
2π
≤ λ.
Since fn → f a.e., Lemma 3.4 implies that
lim sup
n→∞
∫
|K(eiθ, αn)−K(eiθ, α)|w(eiθ)dθ
2π
≤ λ. (3.4)
Now use Lemma 3.4 again, this time with
fn = |w|2 1− |rnϕ|
2
|αn − rnϕ|2 , f = |w|
2 1− |ϕ|2
|α− ϕ|2 .
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We have ∫
(fn − f)dθ
2π
≤
∣∣∣∣
∫
|w|2 1− |rnϕ|
2
|αn − rnϕ|2
dθ
2π
−
∫
|w|2dµαn
∣∣∣∣
+
∣∣∣∣
∫
|w|2dµαn −
∫
|w|2dµα
∣∣∣∣
+
∣∣∣∣
∫
|w|2dµα −
∫
|w|2 1− |ϕ|
2
|α− ϕ|2
dθ
2π
∣∣∣∣ .
As n→∞, the first two terms on the right tend to zero by Lemma 3.3, while the last
term is exactly
∫ |w|2dµsα, which does not exceed λ. Thus, according to Lemma 3.4,
lim sup
n→∞
∫
|Krn(eiθ, αn)−K(eiθ, α)|w(eiθ)
dθ
2π
≤ λ.
Combining this with Eqn. (3.4) yields Eqn. (3.3) and thus the desired upper bound for
‖MwCϕ‖2e.
It remains to consider the case where w = |w| is continuous at each point of E(ϕ),
but not necessarily on all of ∂D. Since E(ϕ) is compact, there exists a function g
continuous on ∂D with g = w on E(ϕ). Then w − g is continuous at and vanishes at
every point of E(ϕ). Given ǫ > 0 one can construct a function h continuous on ∂D
with h = ǫ on E(ϕ) and |w − g| ≤ h on ∂D. Since ‖Mw−gCϕf‖ ≤ ‖MhCϕf‖ for all
f in L2, ‖Mw−gCϕ‖e ≤ ‖MhCϕ‖e by Eqn. (2.3). An application of this inequality and
the triangle inequality yields
‖MgCϕ‖e − ‖MhCϕ‖e ≤ ‖MwCϕ‖e ≤ ‖MgCϕ‖e + ‖MhCϕ‖e.
Because g and h are both continuous on ∂D, we can apply our earlier argument to
estimate ‖MgCϕ‖e and ‖MhCϕ‖e; in particular, ‖MhCϕ‖e = O(ǫ) as ǫ → 0. Since ǫ is
arbitrary and w = g on E(ϕ), the theorem follows. 
4 Local Compact Difference and a Sum Theorem
for H2
Our plan for studying linear combinations in B(H2)/K is to decompose, mod K, a
composition operator into pieces associated to subsets of E(ϕ) in a manner analogous
to the decomposition in Theorem B above. This depends on anH2 analogue of Theorem
C above using Theorem 3.1 and H2 versions of ideas from [16]. Throughout, ϕ and ψ
are analytic self-maps of D with |ϕ| < 1 a.e. and |ψ| < 1 a.e. on ∂D, ρ =
∣∣∣ ϕ−ψ1−ϕψ ∣∣∣, and
ϕt = tϕ+ (1− t)ψ, 0 ≤ t ≤ 1. We require three lemmas.
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Lemma 4.1 Let a < 1 and suppose G is a measurable subset of ∂D with ρ ≤ a on G.
Assume that 0 ≤ t ≤ 1. Then Mχ
G
Mϕ−ψCϕt acts boundedly from A
2
1 to L
2, and
‖Mχ
G
Mϕ−ψCϕt‖B(A21,L2) ≤
c
1− a‖MχGMρCϕt‖B(H2,L2),
where c is an absolute constant. Moreover, the same inequality (with a different c) holds
if both norms are replaced by the corresponding essential norms. In particular, if the
operator Mχ
G
MρCϕt : H
2 → L2 is compact, so is Mχ
G
Mϕ−ψCϕt : A
2
1 → L2.
Proof. We consider the measures
νt =
(
χ
G
|ϕ− ψ|2 dθ
2π
)
◦ ϕ−1t , βt =
(
χ
G
ρ2
dθ
2π
)
◦ ϕ−1t
on the disk D. As in [16] we have
1− |ϕt|2
|1− ϕψ| =
∣∣∣∣1 + ϕ (ψ − ϕt)1− ϕψ + ϕt (ϕ− ϕt)1− ϕψ
∣∣∣∣
=
∣∣∣∣1− tϕ (ϕ− ψ)1− ϕψ + (1− t)ϕt (ϕ− ψ)1− ϕψ
∣∣∣∣
≥ 1− ρ.
Thus, if ζ lies in ∂D, δ > 0 and S(ζ, δ) = {z ∈ D : |z − ζ | < δ}, on the set G ∩
ϕ−1t (S(ζ, δ)) we have
|ϕ− ψ|2 = ρ2|1− ϕψ|2 ≤ ρ2
(
1− |ϕt|2
1− a
)2
≤ 4δ
2
(1− a)2 ρ
2.
It follows that
νt(S(ζ, δ))
δ3
≤ 4
(1− a)2
βt(S(ζ, δ))
δ
,
so in the terminology of Section 2.5,
∆3(νt) ≤ 4
(1− a)2 ∆1(βt) and ∆
∗
3(νt) ≤
4
(1− a)2 ∆
∗
1(βt).
Since for all bounded analytic functions h we have∫
D
|h|2dνt = ‖Mχ
G
Mϕ−ψCϕth‖2L2 and
∫
D
|h|2dβt = ‖Mχ
G
MρCϕth‖2L2 ,
the desired conclusion follows from Theorem 2.1 and the formula (2.3). 
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Lemma 4.2 Let G be an open set in ∂D on which ρ is essentially bounded away from
one, and assume that E(ϕ) ∩ E(ψ) ∩ G is closed. Then E(ϕt) ∩ G is contained in
E(ϕ) ∩ E(ψ) ∩G for 0 < t < 1.
Proof. For z in D we have
1− |ϕt(z)|
1− |z| ≥ t
1− |ϕ(z)|
1− |z| + (1− t)
1− |ψ(z)|
1− |z| .
On letting z → ζ in ∂D, we see that if ϕt has a finite angular derivative at ζ , so do ϕ
and ψ, that is, F (ϕt) ⊂ F (ϕ) ∩ F (ψ). The opposite containment holds by linearity of
the angular derivative and so F (ϕt) = F (ϕ) ∩ F (ψ).
Suppose that I is an open arc whose closure lies in G and does not intersect both
E(ϕ) and E(ψ). Let µα,t be a Clark measure for ϕt. The point masses of µα,t, if any,
are carried by F (ϕt) ⊂ E(ϕ) ∩ E(ψ), so that µα,t puts no mass at the endpoints of I.
A theorem of J. E. Shapiro [24] then states that
µsα,t(I) = lim
rր1
∫
I
1− r2
|α− rϕt|2
dθ
2π
, (4.1)
where µsα,t is the singular part of µα,t. It is enough to show that this quantity is zero,
for then spt
(
µsα,t
)
cannot intersect I, and consequently neither can E(ϕt).
For some a < 1 we have ρ ≤ a on G. Thus for eiθ in G, ψ(eiθ) lies in the closed
pseudo-hyperbolic disk with pseudo-hyperbolic radius a and pseudo-hyperbolic center
ϕ(eiθ). On noting the Euclidean center and radius of this (also Euclidean) disk [8,
p. 44], one can verify that there is a positive constant c, depending only on a < 1, such
that
|α− rϕt(eiθ)| ≥ cmax{|α− rϕ(eiθ)|, |α− rψ(eiθ)|}
for all α in ∂D, eiθ in G and 0 < r < 1.
Given any ζ in the closure I of the above arc I, there exists an open arc A(ζ)
in ∂D containing ζ with either A(ζ) ∩ E(ϕ) or A(ζ) ∩ E(ψ) empty. The open cover
{A(ζ) : ζ ∈ I} for I has a finite subcover {A1, . . . , An, B1, . . . , Bm} such that all of the
sets Ai ∩ E(ϕ), i = 1, . . . , n and Bj ∩ E(ψ), j = 1, . . . , m, are empty; of course, this
subcover could consist only of Ai’s, or only of Bj ’s. By Eqn. (4.1) and the previous
paragraph,
µsα,t(I) = lim
rր1
∫
I
1− r2
|α− rϕt|2
dθ
2π
≤ lim
rր1
1
c
[
n∑
i=1
∫
Ai
1− r2
|α− rϕ|2
dθ
2π
+
m∑
j=1
∫
Bj
1− r2
|α− rψ|2
dθ
2π
]
=
1
c
[
n∑
i=1
µsα,0(Ai) +
m∑
j=1
µsα,1(Bj)
]
= 0,
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as desired. 
Our third lemma localizes Theorem 2.2. The proof is as in [17], but now uses the
operator Equation (2.5) left-multiplied by Mχ
G
.
Lemma 4.3 Let G be a measurable subset of ∂D. Suppose that the weighted com-
position operators Mχ
G
Mϕ−ψCϕt act boundedly from A
2
1 to L
2 with norms uniformly
bounded for 0 ≤ t ≤ 1. If Mχ
G
Mϕ−ψCϕt is compact for 0 ≤ t ≤ 1, then MχG (Cϕ −Cψ)
is compact from H2 to L2.
We can now state our local compact difference theorem.
Theorem 4.4 Let U be an open subset of ∂D whose boundary intersects neither E(ϕ)
nor E(ψ). Suppose that ρ can be re-defined on a set of measure zero (if necessary), so
that limeiθ→ζ ρ(e
iθ) = ρ(ζ) = 0 for every ζ in E(ϕ) ∩ E(ψ) ∩ U . Then Mχ
U
(Cϕ − Cψ)
is a compact operator from H2 to L2.
Proof. Since the intersection of E(ϕ) ∩ E(ψ) with U must be compact, there is an
open subset G of U , containing this intersection and such that ρ ≤ 1
2
on G. We have
Mχ
U
(Cϕ − Cψ) =Mχ
G
(Cϕ − Cψ) +Mχ
U\G
Cϕ −Mχ
U\G
Cψ.
The last two operators on the right are compact by Theorem 3.1. According to Lemma
4.3, compactness of Mχ
G
(Cϕ − Cψ) will follow if we can show that the operators
Mχ
G
Mϕ−ψCϕt map A
2
1 into L
2, are uniformly bounded in norm and are each compact.
Lemma 4.1 gives uniform boundedness since
‖Cϕt‖2B(H2) ≤
2
1− |ϕt(0)| ≤ 2max
{
1
1− |ϕ(0)| ,
1
1− |ψ(0)|
}
, (4.2)
see [8], while compactness follows from Lemmas 4.1, 4.2, and Theorem 3.1. 
We close this section with a sum theorem for H2. Here ϕ, ϕ1, ϕ2, . . . , ϕn are analytic
self-maps of D with |ϕ| < 1 a.e. and |ϕi| < 1 a.e. on ∂D, i = 1, 2, . . . , n.
Theorem 4.5 Let ϕ, ϕ1, . . . , ϕn be as above. Suppose that
(a) The sets E(ϕi), i = 1, . . . , n are pairwise disjoint, and E(ϕ) coincides with
E(ϕ1) ∪ · · · ∪ E(ϕn), and
(b) The functions ρi =
∣∣∣ ϕ−ϕi1−ϕϕi
∣∣∣ can be altered on a set of measure zero in ∂D (if
necessary) to guarantee that limeiθ→ζ ρi(e
iθ) = ρi(ζ) = 0 for all ζ in E(ϕi), i =
1, . . . , n.
Then, as operators on H2, Cϕ ≡ Cϕ1 + · · ·+ Cϕn (mod K).
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Proof. Clearly, we can find pairwise disjoint open sets U1, . . . , Un in ∂D such that
Ui contains E(ϕi) and ρi ≤ 12 on Ui, i = 1, . . . , n. Let G = ∂D \
⋃n
i=1 Ui, so that
∂D = G ∪ U1 ∪ · · · ∪ Un. For a measurable subset B of ∂D, let us write MB for Mχ
B
.
Then
Cϕ − Cϕ1 − Cϕ2 − · · · − Cϕn
= (MG +MU1 + · · ·+MUn)(Cϕ − Cϕ1 − · · · − Cϕn)
= MGCϕ −
n∑
i=1
MGCϕi
+ MU1(Cϕ − Cϕ1)−
∑
i 6=1
MU1Cϕi
+ MU2(Cϕ − Cϕ2)−
∑
i 6=2
MU2Cϕi
+
...
+ MUn(Cϕ − Cϕn)−
∑
i 6=n
MUnCϕi .
Theorem 3.1 tells us that every individual term on the right is compact except possibly
MUi(Cϕ − Cϕi), i = 1, . . . , n. These, however, must be compact by Theorem 4.4. 
5 Linear Combinations mod K
In this section we consider a class S of analytic self-maps of D for which definitive
computations can be done. For ϕ1, . . . , ϕn in S, we determine which linear combinations
c1Cϕ1 + · · ·+ cnCϕn are compact. We begin with some results which hold for arbitrary
analytic self-maps of D.
5.1 A First-Order Lower Bound for ‖c1Cϕ1 + · · ·+ cnCϕn‖e
Two analytic self-maps of D have the same first-order data at ζ in ∂D provided ζ lies
in both F (ϕ) and F (ψ), ϕ(ζ) = ψ(ζ) and ϕ′(ζ) = ψ′(ζ). A special case of a theorem
of MacCluer [13] states that if Cϕ1 , . . . , Cϕn act on Dβ, ζ is in ∂D, and no two of the
maps ϕ1, . . . , ϕn have the same first-order data at ζ , then
‖c1Cϕ1 + · · ·+ cnCϕn‖2e ≥
n∑
k=1
|ck|2 1|ϕ′k(ζ)|β
.
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Here it is understood that if ζ is not in F (ϕk), then |ϕ′k(ζ)| =∞. We will need a minor
but useful extension of this result. For ζ in ∂D andM > 0, let Γ1ζ,M denote the curve in
D given by |z−ζ|
1−|z|2
= M , the boundary of a non-tangential approach region with vertex
at ζ . At the point ζ the sides of this region make angle θ with the radius to ζ , where
2 cos θ = 1
M
. We will use the notation “limΓ1
ζ,M
” to indicate a limit taken as z → ζ
along the starboard leg of Γ1ζ,M (that is, counterclockwise).
Lemma 5.1 Suppose ϕ and ψ are analytic self-maps of D. Then
lim
Γ1
ζ,M
1− |z|2
1− ϕ(z)ψ(z)
=


2
(1 + i tan θ)|ϕ′(ζ)|+ (1 + i tan θ)|ψ′(ζ)| if ζ ∈ F (ϕ) ∩ F (ψ)and ϕ(ζ) = ψ(ζ),
0 otherwise.
Proof. The Schwarz inequality applied to the H2 kernel functions gives
1− |z|2
|1− ϕ(z)ψ(z)| ≤
(
1− |z|2
1− |ϕ(z)|2
) 1
2
(
1− |z|2
1− |ψ(z)|2
) 1
2
. (5.1)
Both factors on the right are bounded in D, and if ζ is not in F (ϕ), say, the first factor
tends to zero as z → ζ . Thus we may assume that ζ lies in F (ϕ) ∩ F (ψ). It is also
clear that if ϕ(ζ) 6= ψ(ζ), the left side of (5.1) tends to zero as z → ζ along Γ1ζ,M .
In the remaining case, ζ lies in F (ϕ) ∩ F (ψ) and ϕ(ζ) = ψ(ζ). For z in Γ1ζ,M , we
have
1− ϕ(z)ψ(z)
1− |z|2 =
1− |ϕ(z)|2
1− |z|2 + ϕ(z) M
ϕ(z)− ψ(z)
|ζ − z| .
Since Γ1ζ,M is nontangential at ζ , the first term on the right tends to |ϕ′(ζ)| as z → ζ
along Γ1ζ,M . Moreover on the counterclockwise leg of Γ
1
ζ,M , ζ− z ∼ ζeiθ|ζ− z| as z → ζ .
Recall that ζϕ(ζ)ϕ′(ζ) = |ϕ′(ζ)| and similarly for ψ. Since Meiθ = 1
2
(1 + i tan θ) and
ϕ(ζ) = ψ(ζ), we have
lim
Γ1
ζ,M
1− ϕ(z)ψ(z)
1− |z|2 = |ϕ
′(ζ)|+Mζϕ(ζ)eiθ(ψ′(ζ)− ϕ′(ζ))
=
1
2
[
(1 + i tan θ)|ψ′(ζ)|+ (1 + i tan θ)|ϕ′(ζ)|
]
,
as desired. 
For ζ in F (ϕ) we call the vector D1(ϕ, ζ) = (ϕ(ζ), ϕ
′(ζ)) the first-order data of ϕ
at ζ . Suppose we fix analytic self-maps of D, ϕ1, . . . , ϕn. For ζ in ∂D, we denote by
D1(ζ) the set of first-order data vectors at ζ associated to these self-maps:
D1(ζ) = {D1(ϕj, ζ) : 1 ≤ j ≤ n and ζ ∈ F (ϕj)}.
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Throughout Section 5 we write F = F (ϕ1) ∪ · · · ∪ F (ϕn).
Theorem 5.2 With the above notation, let Cϕ1 , . . . , Cϕn act on Dβ. Then for any
complex numbers c1, . . . , cn and ζ in F ,
‖c1Cϕ1 + · · · cnCϕn‖2e ≥
∑
d∈D1(ζ)
∣∣∣ ∑
ζ∈F (ϕj)
D1(ϕj ,ζ)=d
cj
∣∣∣2 1|d1|β ,
where d = (d0, d1).
Proof. Referring to Lemma 5.1, we see that if ϕ and ψ are analytic self-maps of D,
then M tending to infinity means that θ → π
2
, so that
lim
M→∞
lim
Γ1
ζ,M
1− |z|2
1− ϕ(z)ψ(z) =


1
|ϕ′(ζ)| if ζ ∈ F (ϕ) ∩ F (ψ) and
D1(ϕ, ζ) = D1(ψ, ζ),
0 otherwise.
As |z| → 1 the normalized kernel functions kz
‖kz‖
tend weakly to zero in Dβ. Since
C∗ϕkz = kϕ(z), we see from Eqn. (2.3) that
‖c1Cϕ1 + · · ·+ cnCϕn‖2e
≥ lim
M→∞
lim
Γ1
ζ,M
∥∥∥∥(c1C∗ϕ1 + · · ·+ cnC∗ϕn) kz‖kz‖
∥∥∥∥
2
e
=
n∑
j,ℓ=1
cjcℓ lim
M→∞
lim
Γ1
ζ,M
(
1− |z|2
1− ϕj(z)ϕℓ(z)
)β
=
∑
ζ∈F (ϕj)∩F (ϕℓ)
D1(ϕj ,ζ)=D1(ϕℓ,ζ)
cjcℓ
1
|ϕj(ζ)|β ,
which is a restatement of the desired conclusion. 
Corollary 5.3 If c1Cϕ1 + · · · + cnCϕn is compact on Dβ, then for every ζ in F and
every d in D1(ζ), ∑
ζ∈F (ϕj)
D1(ϕj ,ζ)=d
cj = 0.
17
5.2 A Remark on Theorem B
Corollary 5.3 shows that the hypothesis on angular derivative sets in Theorem B is
actually implied by condition (ii) of the theorem.
Corollary 5.4 Suppose that Cϕ, Cϕ1, . . . , Cϕn act on Dβ and
Cϕ ≡ Cϕ1 + · · ·+ Cϕn (mod K).
Then F (ϕ1), . . . , F (ϕn) are pairwise disjoint and F (ϕ1) ∪ · · · ∪ F (ϕn) coincides with
F (ϕ).
Proof. Let us write ϕ = ϕ0, c0 = 1, and cj = −1 for j = 1, . . . , n, so that
c0Cϕ0 + c1Cϕ1 + · · ·+ cnCϕn ∈ K.
By Corollary 5.3, each of the sets {j : ζ ∈ F (ϕj) and D1(ϕj, ζ) = d} is either empty
or contains exactly two elements, namely zero and an integer from {1, . . . , n}. The
conclusion follows. 
5.3 Lower Bounds from Higher-Order Data
We have considered the first-order data D1(ϕ, ζ) = (ϕ(ζ), ϕ
′(ζ)) for ζ in F (ϕ). In what
follows, we look at higher-order data vectors
Dk(ϕ, ζ) = (ϕ(ζ), ϕ
′(ζ), ϕ′′(ζ), . . . , ϕ(k)(ζ))
at points where the corresponding derivatives make sense. Specifically, we say ϕ has
kth-order data at ζ in ∂D if there exist complex numbers b0, b1, . . . , bk with |b0| = 1 so
that
ϕ(z) = b0 + b1(z − ζ) + · · ·+ bk(z − ζ)k + o(|z − ζ |k)
as z → ζ unrestrictedly in D. In this case lim∠z→ζ ϕ(j)(z) exists and equals j!bj for
j = 1, . . . , n (see, for example, the argument on p. 47 in [23]); we refer to this limit as
ϕ(j)(ζ). Since |b0| = 1, ζ is in F (ϕ) and b1 is the angular derivative ϕ′(ζ).
The model for this definition is of course a map which continues analytically across
∂D near ζ . Aside from the partial Taylor expansion we want our ϕ to inherit another
property of analyticity: order of contact. We say an analytic self-map ϕ of D has order
of contact c > 0 at ζ if |ϕ(ζ)| = 1 and
1− |ϕ(eiθ)|2
|ϕ(ζ)− ϕ(eiθ)|c
is essentially bounded above and away from zero as eiθ → ζ . To clarify this and
subsequent calculations, we map to the upper half-plane Ω = {w : Im w > 0}. For
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any α in ∂D, consider the conformal map τα(z) = i
α−z
α+z
, which takes D onto Ω and α to
0. If ϕ has finite angular derivative at ζ , then u = τϕ(ζ) ◦ϕ ◦ τ−1ζ is an analytic self-map
of Ω having non-tangential limit u(0) = 0 and finite angular derivative u′(0) = |ϕ′(ζ)|.
Suppose for the moment that ϕ has an analytic continuation to a neighborhood of ζ , so
the same is true of u at the origin. For w near zero, u(w) =
∑∞
n=1 anw
n with a1 = u
′(0).
If we assume |ϕ| < 1 a.e. on ∂D, then
Im u(x) =
∞∑
n=1
(Im an)x
n
is positive for real x near (but not equal to) zero. The smallest natural number n
with an non-real must be even, say n = 2m, and so Im u(x) ∼ (Im a2m)x2m as x→ 0;
moreover, Im a2m > 0. If follows that near zero the image of R under u is approximated
by the curve y = cx2m for appropriate c > 0. Further, if τζ(e
iθ) = x, then
Im u(x) =
1− |ϕ(eiθ)|2
|ϕ(ζ) + ϕ(eiθ)|2 ,
and we find that 1−|ϕ(e
iθ)|2
|ϕ(ζ)−ϕ(eiθ)|2m
tends to a positive number as eiθ → ζ , so that ϕ has
order of contact 2m at ζ .
Definition 5.5 We say an analytic self-map ϕ of D has sufficient data at ζ in ∂D
if
(i) ϕ has finite angular derivative at ζ ;
(ii) ϕ has order of contact 2m at ζ for some natural number m;
(iii) ϕ has 2mth-order data at ζ .
If ϕ has sufficient data at ζ with order of contact 2m and u = τϕ(ζ) ◦ ϕ ◦ τ−1ζ is as
above, then u has an analogous expansion at the origin,
u(w) =
2m∑
j=0
u(j)(0)
j!
wj + o(|w|2m);
here the derivatives can be realized as the non-tangential limits lim∠w→0 u
(j)(w), j =
0, 1, . . . , 2m. Moreover, if 1 ≤ k ≤ 2m, the kth order data vector Dk(ϕ, ζ) determines
and is determined by the corresponding data u′(0), . . . , u(k)(0) of u at zero.
Given ζ in ∂D, a natural number k ≥ 2 and M > 0, let Γkζ,M denote the locus of
the equation |ζ−z|
k
1−|z|2
= M in D, a curve having “order of contact k” with ∂D at ζ . We
write “limΓk
ζ,M
” to indicate a limit taken as z tends to ζ along Γkζ,M .
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Lemma 5.6 Suppose analytic self-maps of D, ϕ and ψ, both have sufficient data at ζ
in ∂D. Let u = τϕ(ζ) ◦ ϕ ◦ τ−1ζ and v = τψ(ζ) ◦ ψ ◦ τ−1ζ , so that for w near zero in Ω,
u(w) =
2m∑
j=1
u(j)(0)
j!
wj + o(|w|2m), v(w) =
2n∑
j=1
v(j)(0)
j!
wj + o(|w|2n),
where 2m and 2n are the respective orders of contact of ϕ and ψ at ζ. Then, if k ≥ 2
and M > 0,
lim
Γk
ζ,M
1− |z|2
1− ϕ(z)ψ(z) =
[ (
u′(0)
2
− i M
2k−1k!
u(k)(0)
)
+
(
v′(0)
2
− i M
2k−1k!
v(k)(0)
)]−1
provided k ≤ 2m, k ≤ 2n, and Dk−1(ϕ, ζ) = Dk−1(ψ, ζ), while the limit is zero other-
wise.
Proof. First we assume that 2m ≥ k, 2n ≥ k and Dk−1(ϕ, ζ) = Dk−1(ψ, ζ). We put
α = ϕ(ζ) = ψ(ζ) and observe from direct calculation that with w = τζ(z),
v(w)− u(w)
2i Im w
=
1− ϕ(z)ψ(z)
1− |z|2 ·
|ζ + z|2
(α + ϕ(z))(α+ ψ(z))
.
If we let z → ζ along the curve Γkζ,M , w = τζ(z) tends to zero along its image in Ω, which
is a slight enough perturbation of the curve Γ˜k defined by the equation
|w|k
Im w
= M
2k−2
that the latter can be used to compute our limit. That is,
lim
Γk
ζ,M
1− ϕ(z)ψ(z)
1− |z|2 = limΓ˜k
v(w)− u(w)
2i Im w
.
Moreover,
v(w)− u(w)
2i Im w
=
Im u(w)
Im w
+
v(w)− u(w)
2i Im w
. (5.2)
We write
u(w) =
2m∑
j=1
ajw
j + o(|w|2m), v(w) =
2n∑
j=1
bjw
j + o(|w|2n),
and put w = reiθ. Consider the first term on the right in Eqn. (5.2). Since a1, a2, . . . , a2m−1
are real and Im a2m > 0, we have
Im u(w) = a1r sin θ + a2r
2 sin 2θ + · · ·+ a2m−1r2m−1 sin(2m− 1)θ
+ |a2m|r2m sin(t2m + 2mθ) + o(r2m),
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where a2m = |a2m|eit2m with 0 < t2m < π. We take w in Γ˜k and divide by Im w =
r sin θ = 2
k−2
M
rk to see that
lim
Γ˜k
Im u(w)
Im w
= a1 + (Im ak)
M
2k−2
, 2 ≤ k ≤ 2m, (5.3)
where we use the fact that ak is real if k < 2m.
Now consider the second term in Eqn. (5.2). Since Dk−1(ϕ, ζ) = Dk−1(ψ, ζ), we
have aj = bj for j < k. Thus for w in Γ˜k,
v(w)− u(w)
2i Im w
= −i M
2k−1
(bk − ak)eikθ + o(1).
Since θ → 0 as w → 0 along Γ˜k,
lim
Γ˜k
v(w)− u(w)
2i Im w
= −i M
2k−1
(bk − ak).
This equation, Eqn. (5.3) and Eqn. (5.2) give the desired result.
Suppose now that 2 ≤ k ≤ min{2m, 2n} and Dk−1(ϕ, ζ) 6= Dk−1(ψ, ζ). Let p be the
smallest integer with p ≤ k − 1 and ap 6= bp. Then for w = reiθ in Γ˜k,
v(w)− u(w)
2i Im w
= −i M
2k−1
(
bp − ap
rk−p
)
eipθ + o
(
1
rk−p
)
,
a quantity whose modulus tends to infinity as w → 0 along Γ˜k. Thus
lim
Γk
ζ,M
1− |z|2
1− ϕ(z)ψ(z) = 0. (5.4)
Finally, if k > 2m, Eqn. (5.4) follows from Eqn. (5.1), the definition of “order of
contact” and simple estimates applied to the Clark measure inequality
1− |ϕ(z)|2
|ϕ(ζ)− ϕ(z)|2 ≥
∫
∂D
Pz
1− |ϕ|2
|ϕ(ζ)− ϕ|2
dθ
2π
.
The case k > 2n is similar. 
Now fix analytic self-maps ϕ1, . . . , ϕn of D and ζ in F . Assume that any ϕj having
finite angular derivative at ζ (that is, ζ is in F (ϕj)) in fact has sufficient data at ζ .
Given an integer k ≥ 2, we write Mk(ζ) for the set of those integers j, 1 ≤ j ≤ n, for
which F (ϕj) contains ζ and the order of contact of ϕj at ζ is at least k. Let us write
Dk(ζ) = {Dk(ϕj , ζ) : j ∈Mk(ζ)}. We have a higher-order analogue of Theorem 5.2.
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Theorem 5.7 Assume that ϕ1, . . . , ϕn are analytic self-maps of D as described above,
and let ζ be in F . If c1, . . . , cn are complex, k ≥ 3 and notation is as above,
‖c1Cϕ1 + · · ·+ cnCϕn‖2e ≥
∑
d∈Dk−1(ζ)
∣∣∣ ∑
j∈Mk(ζ)
Dk−1(ϕj ,ζ)=d
cj
∣∣∣2 1|d1|β ,
where d = (d0, d1, . . . , dk−1) and each Cϕj acts on Dβ.
Proof. First consider analytic self-maps ϕ and ψ of D, each of which has sufficient
data, with respective orders of contact 2m and 2n, at a given ζ in ∂D. Let u and v
be related to ϕ and ψ as in Lemma 5.6. Since u(j)(0) is real for 1 ≤ j < 2m and Im
u(2m)(0) > 0 (and similarly for v(j)(0)), we see from Lemma 5.6 that
lim
M→∞
lim
Γk−1
ζ,M
1− |z|2
1− ϕ(z)ψ(z) =


1
|ϕ′(ζ)| if k ≤ 2m, k ≤ 2n, and
Dk−1(ϕ, ζ) = Dk−1(ψ, ζ),
0 otherwise.
Proceeding as in the proof of Theorem 5.2, we find
‖c1Cϕ1 + · · ·+ cnCϕn‖2e ≥
n∑
j,ℓ=1
cjcℓ lim
M→∞
lim
Γk−1
ζ,M
(
1− |z|2
1− ϕj(z)ϕℓ(z)
)β
=
∑
j,ℓ∈Mk(ζ)
Dk−1(ϕj ,ζ)=Dk−1(ϕℓ,ζ)
cjcℓ
1
|ϕ′j(ζ)|β
,
which is the desired conclusion. 
The above theorem yields a higher-order version of MacCluer’s lower bound for
‖Cϕ − Cψ‖e in [13].
Corollary 5.8 Fix ζ in ∂D and analytic self-maps ϕ and ψ of D, both of which have
sufficient data at ζ, with respective orders of contact 2m and 2n.
(i) If n < m, then ‖Cϕ − Cψ‖2e ≥ 1|ϕ′(ζ)|β .
(ii) If n = m and D2m−1(ϕ, ζ) 6= D2m−1(ψ, ζ), then
‖Cϕ − Cψ‖2e ≥
1
|ϕ′(ζ)|β +
1
|ψ′(ζ)|β .
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Proof. Apply Theorem 5.7 with ϕ1 = ϕ, ϕ2 = ψ, c1 = 1, and c2 = −1. 
We need a more delicate version of Theorem 5.7, which is conveniently expressed
in terms of the following formalism. For β ≥ 1, D+β will denote the reproducing kernel
Hilbert space of functions on the right half-plane Ω+ = {z : Re z > 0} having the
kernel functions k+w (z) = (z + w)
−β, w in Ω+. These spaces appear in the literature
with various defining normalizations. When β = 1, D+β is the Hardy space on Ω+, see
[12]. For β > 1, D+β is the weighted Bergman space of all functions f analytic on Ω+
for which
‖f‖2
D+
β
≡ 2
β−2(β − 1)
π
∫
Ω+
|f(x+ iy)|2xβ−2dx dy
is finite, see [21, p. 74]. For us a key fact (used in Section 5.5) is this: {k+w : w ∈ Ω+}
is a linearly independent set in D+β .
Now let Mk(ζ) and Dk(ζ) be as defined prior to Theorem 5.7.
Lemma 5.9 Let ϕ1, . . . , ϕn be analytic self-maps of D. Fix ζ in F and suppose that if
F (ϕj) contains ζ, then ϕi has sufficient data at ζ, j = 1, . . . , n. Let uj be related to ϕj
as u is related to ϕ in Lemma 5.6. Then if A > 0 and k is an even natural number,
‖c1Cϕ1 + · · ·+ cnCϕn‖2e ≥
∑
d∈Dk−1(ζ)
∥∥∥ ∑
j∈Mk(ζ)
Dk−1(ϕj ,ζ)=d
cjk
+
u′
j
(0)
2
−iAu
(k)
j (0)
∥∥∥2
D+
β
.
Proof. We use Lemma 5.6 with M = A2k−1k!. Then we have
‖c1Cϕ1 + · · ·+ cnCϕn‖2e
≥ lim
Γk
ζ,M
∥∥∥(c1C∗ϕ1 + · · ·+ cnC∗ϕn) kz‖kz‖
∥∥∥2
Dβ
≥ lim
Γk
ζ,M
∑
cjcℓ
(
1− |z|2
1− ϕj(z)ϕℓ(z)
)β
=
∑
j,ℓ∈Mk(ζ)
Dk−1(ϕj ,ζ)=Dk−1(ϕℓ,ζ)
cjcℓ
[ (
u′j(0)
2
− iAu(k)j (0)
)
+
(
u′ℓ(0)
2
− iAu(k)ℓ (0)
)]−β
=
∑
d∈Dk−1(ζ)
∥∥∥ ∑
j∈Mk(ζ)
Dk−1(ϕj ,ζ)=d
cjk
+
u′
j
(0)
2
−iAu
(k)
j (0)
∥∥∥2
D+
β
,
23
as desired. Note that since u′j(0) > 0, A > 0 and Im u
(k)
j (0) ≥ 0, the complex number
uj(0)
2
− iAu(k)j (0) lies in Ω+. 
5.4 The Class S and Making ‖Cϕ − Cψ‖e Small
For maps ϕ and ψ with sufficient data at a given ζ in ∂D, Corollary 5.8 describes two
obstructions to ‖Cϕ − Cψ‖e being small:
(a) unequal orders of contact at ζ ;
(b) equal order of contact 2m but D2m−1(ϕ, ζ) 6= D2m−1(ψ, ζ).
In this section we estimate ‖Cϕ − Cψ‖e in the absence of these obstructions and char-
acterize when it is zero. We work within the class S of analytic self-maps ϕ of D for
which E(ϕ) is a finite set (so that E(ϕ) = F (ϕ)) and such that ϕ has sufficient data
at each point of F (ϕ). For simplicity we restrict attention to composition operators on
D1 = H2. We write Ω for the upper half-plane {z : Im z > 0}; the pseudo-hyperbolic
metric Λ on Ω is given by
Λ(z, w) =
∣∣∣∣z − wz − w
∣∣∣∣ .
Note that 0 ≤ Λ < 1 on Ω×Ω. Recall from Section 5.3 that if ϕ has sufficient data at
ζ in F (ϕ) with order of contact 2m, and u = τϕ(ζ) ◦ ϕ ◦ τ−1ζ , then u(2m)(0) lies in Ω.
Proposition 5.10 Fix ζ in ∂D and suppose that ϕ and ψ have sufficient data with
respective orders of contact 2m and 2n at ζ, and moreover that ϕ(ζ) = ψ(ζ). Write
ρ =
∣∣∣ ϕ−ψ1−ϕψ ∣∣∣, u = τϕ(ζ) ◦ ϕ ◦ τ−1ζ and v = τψ(ζ) ◦ ψ ◦ τ−1ζ .
(a) If 2m 6= 2n, or 2m = 2n and D2m−1(ϕ, ζ) 6= D2m−1(ψ, ζ), then ρ(eiθ) → 1 as
eiθ → ζ.
(b) If 2m = 2n and D2m−1(ψ, ζ) = D2m−1(ϕ, ζ), then
lim
eiθ→ζ
ρ(eiθ) = Λ
(
u(2m)(0), v(2m)(0)
)
< 1.
(c) ρ(eiθ)→ 0 as eiθ → ζ if and only if 2m = 2n and D2m(ϕ, ζ) = D2m(ψ, ζ).
Proof. First assume that the hypotheses of (b) hold. Since ψ(ζ) = ϕ(ζ), direct
computation shows that if τζ(e
iθ) = x,
ρ(eiθ) =
∣∣∣∣∣u(x)− v(x)u(x)− v(x)
∣∣∣∣∣ .
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For i = 1, 2, . . . , 2m − 1, the MacLaurin coefficient ai for u is real and equal to the
corresponding coefficient bi for v. On the other hand, a2m = u
(2m)(0)/(2m)! and b2m =
v(2m)(0)/(2m)! lie in Ω. Clearly,
lim
x→0
∣∣∣∣∣u(x)− v(x)u(x)− v(x)
∣∣∣∣∣ = Λ(a2m, b2m),
which is the desired conclusion for (b).
Clearly (b) implies (c); the interested reader can easily verify (a). 
For ϕ, ψ, and ζ as in Proposition 5.10, let us use the convention that ρ(ζ) =
limeiθ→ζ ρ(e
iθ). The limit exists by Proposition 5.10 and for ϕ, ψ in S this convention,
at worst, redefines ρ on a finite set, leaving the multiplication operator Mρ unaltered.
Note, however, that ρ(ζ) as just defined is in general not the same as the non-tangential
limit lim∠z→ζ ρ(z).
Theorem 5.11 Suppose that ϕ and ψ are in S with F (ϕ) = F (ψ) = F , and that Cϕ
and Cψ act on H
2. Suppose that at each ζ in F , ϕ and ψ have common order of contact
2m(ζ) with D2m(ζ)−1(ϕ, ζ) = D2m(ζ)−1(ψ, ζ) and moreover that ρ(ζ) ≤ 12 . Then
1
4
max
ζ∈F
1
|ϕ′(ζ)|ρ(ζ)
2 ≤ ‖Cϕ − Cψ‖2e ≤ B max
α∈ϕ(F )
∑
ϕ(ζ)=α
1
|ϕ′(ζ)|ρ(ζ)
2,
where B is an absolute constant and ϕ(F ) = {ϕ(ζ) : ζ ∈ F}. Moreover, the lower
bound is valid without the assumption that ρ(ζ) ≤ 1
2
, ζ ∈ F .
Note: Suppose that ϕ and ψ satisfy the hypotheses of the theorem, and that µα
and να are their respective Clark measures. Then µ
s
α and ν
s
α are pure point, and since
ϕ and ψ have the same first-order data,
νsα = µ
s
α =
∑
ζ∈F
ϕ(ζ)=α
1
|ϕ′(ζ)|δζ .
The upper bound for ‖Cϕ − Cψ‖2e in the theorem then takes the form
B sup
|α|=1
∫
ρ2dµsα.
We expect that there is a lower bound of the same type.
Proof of Theorem 5.11. For ζ in F write uζ = τϕ(ζ) ◦ϕ◦ τ−1ζ and vζ = τψ(ζ) ◦ψ ◦ τ−1ζ .
According to Lemma 5.9, if ζ is in F and A > 0,
‖Cϕ − Cψ‖2e ≥
∥∥∥k+u′
ζ
(0)
2
−iAu
(2m(ζ))
ζ
(0)
− k+
v′
ζ
(0)
2
−iAv
(2m(ζ))
ζ
(0)
∥∥∥2
H2+
.
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A calculation analogous to [8, Lemma 9.11] shows that for z, w in Ω+,
‖k+z − k+w‖2H2+ =
∣∣∣∣z − wz + w
∣∣∣∣
2(
1
z + z
+
1
w + w
)
.
We put
A =
u′ζ(0)∣∣∣u(2m(ζ))ζ (0)− v(2m(ζ))ζ (0)∣∣∣ ,
z =
u′ζ(0)
2
− iAu(2m(ζ))ζ (0), w =
v′ζ(0)
2
− iAv(2m(ζ))ζ (0),
and note that |z + w| ≤ 2u′ζ(0) while |z − w| = u′ζ(0)Λ
(
u
(2m(ζ))
ζ (0), v
(2m(ζ))
ζ (0)
)
. It
follows that
‖k+z − k+w‖2H2+ ≥
1
4u′ζ(0)
Λ
(
u
(2m(ζ))
ζ (0), v
(2m(ζ))
ζ (0)
)2
,
which, by Proposition 5.10 and since u′ζ(0) = |ϕ′(ζ)| gives the lower bound for the
essential norm of Cϕ − Cψ.
For the upper bound select a finite union G of pairwise disjoint open arcs which
contains F and is such that ρ ≤ 2
3
on G. Now
Cϕ − Cψ =Mχ
G
(Cϕ − Cψ) +Mχ
∂D\G
Cϕ −Mχ
∂D\G
Cψ,
and the last two terms on the right are compact operators by Theorem 3.1. Therefore
‖Cϕ − Cψ‖e = ‖Mχ
G
(Cϕ − Cψ)‖e which we now estimate. To use Eqn. (2.3) it is
permissible to restrict the sequence {fn} to a subspace of finite codimension. With
notation as in Section 2.6, we pick a sequence of unit vectors fn in H
2
0 = (ker X)
⊥
which converges weakly to zero. When applied to an H2 function, the operator identity
(2.5) holds pointwise in D and thus, since the kernel functions span H2, in the weak
operator topology. Thus
‖Mχ
G
(Cϕ − Cψ)fn‖L2 ≤ ‖X‖B(H20 ,A21)
∫ 1
0
‖Mχ
G
Mϕ−ψCϕtgn‖L2dt,
where gn = Xfn/‖Xfn‖. Since X is bounded below on H20 , gn → 0 weakly in A21. Now
‖Mχ
G
Mϕ−ψCϕt‖B(A21,L2) is bounded for 0 ≤ t ≤ 1 by Lemma 4.1 and Eqn. (4.2), so we
can apply Fatou’s Lemma to conclude that
lim sup
n→∞
‖Mχ
G
(Cϕ − Cψ)fn‖L2 ≤ ‖X‖B(H20 ,A21)
∫ 1
0
lim sup
n→∞
‖Mχ
G
Mϕ−ψCϕtgn‖L2dt.
Moreover, by Eqn. (2.3) and Lemma 4.1 we have
lim sup
n→∞
‖Mχ
G
Mϕ−ψCϕtgn‖L2 ≤ ‖MχGMϕ−ψCϕt‖e,B(A21,L2)
≤ b‖Mχ
G
MρCϕt‖e,B(H2,L2)
≤ b‖MhCϕt‖e,B(H2,L2),
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where b > 0, h is any continuous function on ∂D with h ≥ χ
G
ρ on ∂D and h(ζ) = ρ(ζ)
for ζ in F . Clearly we can choose such an h while also requiring that ρ ≤ 3
4
on the
set W = {eiθ : h(eiθ) > 0}. Then, by Theorem 3.1 and Lemma 3.2, if µα,t is a Clark
measure for ϕt,
‖MhCϕt‖e ≤ 2 sup
|α|=1
{∫
W
h2dµsα,t
} 1
2
= 2 sup
|α|=1
{
lim
rր1
∫
W
h2
1− r2
|α− rϕt|2
dθ
2π
} 1
2
.
Since ρ ≤ 3
4
on W we see (as noted in the proof of Lemma 4.2) that there is a constant
c > 0 such that |α − rϕt(eiθ)| ≥ c|α − rϕ(eiθ)|, for α in ∂D, eiθ in W , 0 < r < 1 and
0 ≤ t < 1. Thus
‖MhCϕt‖e ≤
2
c
sup
|α|=1
{
lim
rր1
∫
∂D
h2
1− r2
|α− rϕ|2
dθ
2π
} 1
2
=
2
c
sup
|α|=1
∫
∂D
h2dµsα,
where {µα} are the Clark measures for ϕ. Since each µsα is pure point in the present
circumstances,
µsα =


∑
ζ∈F
ϕ(ζ)=α
1
|ϕ′(ζ)| δζ if α ∈ ϕ(F ),
0 otherwise.
In view of Eqn. (2.3) and the arbitrariness of {fn} in H20 , this gives the desired upper
bound for ‖Cϕ − Cψ‖e. 
Corollary 5.12 Suppose that ϕ and ψ lie in S with respective orders of contact 2m(ζ)
and 2n(ζ) at each ζ in (respectively) F (ϕ) and F (ψ). Then the following are equivalent.
(i) Cϕ − Cψ is compact on H2.
(ii) F (ψ) = F (ϕ) (we call this set F ) and for all ζ in F , 2n(ζ) = 2m(ζ) and
D2m(ζ)(ψ, ζ) = D2m(ζ)(ϕ, ζ).
5.5 Linear Relations Mod K
We fix ϕ1, . . . , ϕn in S and again write F for the union F (ϕ1) ∪ · · · ∪ F (ϕn), a finite
set. For ζ in F and k = 2, 4, 6, . . . , let
Nk(ζ) = {j : F (ϕj) contains ζ and k is the order of contact of ϕj at ζ}.
We also write Ek(ζ) = {Dk(ϕj, ζ) : j is in Nk(ζ)}.
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Theorem 5.13 Let ϕ1, . . . , ϕn be in S and set notation as above. Given complex num-
bers c1, . . . , cn, the following are equivalent:
(i) c1Cϕ1 + · · ·+ cnCϕn is compact on Dβ;
(ii) for every ζ in F , every even k ≥ 2 and every d in Ek(ζ),∑
j∈Nk(ζ)
Dk(ϕj ,ζ)=d
cj = 0.
Proof. First assume that c1Cϕ1 + · · ·+ cnCϕn is compact. Fix ζ in F and let uj be
related to ϕj as u is related to ϕ in Lemma 5.6. Let Mk(ζ) and Dk(ζ) be as defined
prior to Theorem 5.7. According to Lemma 5.9 (with A = 1), if k ≥ 2, d is in Dk−1(ζ),
and wj =
u′j(0)
2
− iu(k)j (0), then ∑
j∈Mk(ζ)
Dk−1(ϕj ,ζ)=d
cjk
+
wj
= 0.
But ifDk−1(ϕj , ζ) andDk−1(ϕℓ, ζ) coincide, wj = wℓ exactly whenDk(ϕj, ζ) = Dk(ϕℓ, ζ).
Using the fact that {k+w : Re w > 0} is linearly independent in D+β , we see that for
every d in Dk(ζ), ∑
j∈Mk(ζ)
Dk(ϕj ,ζ)=d
cj = 0. (5.5)
Since Mk(ζ) is the union of the disjoint sets Nk(ζ) and Mk+1(ζ), we see from Eqn. (5.5)
that ∑
j∈Nk(ζ)
Dk(ϕj ,ζ)=d
cj +
∑
j∈Mk+1(ζ)
Dk(ϕj ,ζ)=d
cj = 0.
Suppose now d = (d0, d1, . . . , dk). There are a finite number of elements in Dk+1(ζ)
having the form (d0, d1, . . . , dk, ∗), call them di = (d0, d1, . . . , dk, dik+1), i = 1, 2, . . . , r.
Then ∑
j∈Mk+1(ζ)
Dk(ϕj ,ζ)=d
cj =
r∑
i=1
{ ∑
j∈Mk+1(ζ)
Dk+1(ϕj ,ζ)=di
cj
}
and each of the r summands on the right vanishes, again by Eqn. (5.5). Therefore (ii)
holds.
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Now assume that (ii) holds. We consider the case β = 1. The set F is finite, say
F = {ζ1, . . . , ζs}. Let U1, . . . , Us be disjoint arcs whose union is ∂D and for which the
interior of Ui contains ζi for i = 1, . . . , s. Clearly,
n∑
j=1
cjCϕj =
s∑
i=1
MχUi
(
n∑
j=1
cjCϕj
)
.
Taking U to be any Ui and ζ = ζi, it is enough to show that the operator
Mχ
U
(
n∑
j=1
cjCϕj
)
,
considered as acting from H2 to L2, is compact. This operator can be written as∑
ζ /∈F (ϕj)
cjMχ
U
Cϕj +
∑
ζ∈F (ϕj)
cjMχ
U
Cϕj . (5.6)
If F (ϕj) does not contain ζ , then χU is identically zero in a neighborhood of F (ϕj), and
we see from Theorem 3.1 thatMχ
U
Cϕj is compact. Thus the first sum in the expression
(5.6) is a compact operator.
Consider now the second sum, which can be rewritten as
∑
m≥1


∑
j∈N2m(ζ)
cjMχ
U
Cϕj

 ;
the sum over m is of course finite since N2m(ζ) is empty for m large enough. For
nonempty N2m(ζ),∑
j∈N2m(ζ)
cjMχ
U
Cϕj =
∑
d∈E2m(ζ)
{ ∑
j∈N2m(ζ)
D2m(ϕj ,ζ)=d
cjMχ
U
Cϕj
}
.
If d is in E2m(ζ), j and ℓ are in N2m(ζ) and D2m(ϕj , ζ) = D2m(ϕℓ, ζ) = d, Proposition
5.10(c) tells us that ∣∣∣∣∣ ϕj(e
iθ)− ϕℓ(eiθ)
1− ϕj(eiθ)ϕℓ(eiθ)
∣∣∣∣∣→ 0 as eiθ → ζ.
It follows from Theorem 4.4 that Mχ
U
(Cϕj − Cϕℓ) is compact. Fix such ℓ and write
T = Mχ
U
Cϕℓ . Then for each j in N2m(ζ) with D2m(ϕj , ζ) = d, there is a compact
operator Kj with Mχ
U
Cϕj = T +Kj . Thus∑
j∈N2m(ζ)
D2m(ϕj ,ζ)=d
cjMχ
U
Cϕj =
( ∑
j∈N2m(ζ)
D2m(ϕj ,ζ)=d
cj
)
T +
∑
j∈N2m(ζ)
D2m(ϕj ,ζ)=d
cjKj .
29
The coefficient of T vanishes by the hypothesis (ii), and we are left with a compact
operator, verifying (i). The proof for the case β > 1 is similar, with Theorem C playing
the role of Theorem 4.4, the sets Ui taken to lie in D, and Proposition 5.10(c) replaced
by the assertion that if 2m = 2n and D2m(ϕ, ζ) = D2m(ψ, ζ), then ρ(z) → 0 as z → ζ
unrestrictedly in D, an implication easily established by calculations in the proofs of
Lemma 5.6 and Proposition 5.10. 
Remark 5.14 It is sometimes convenient to rephrase condition (ii) in Theorem 5.13.
With notation as in the statement, fix ζ in F , an even natural number k and a vector
d in Ek(ζ). We define the vector x(ζ, k,d) = (a1, . . . , an) in Cn, where aj = 1 if j is in
Nk(ζ) and Dk(ϕj, ζ) = d, while aj = 0 otherwise. Let M =M(ϕ1, . . . , ϕn) denote the
linear span in Cn of all such vectors x(ζ, k,d). Clearly, condition (ii) in Theorem 5.13
is equivalent to
(ii)′ (c1, . . . , cn) ∈M⊥.
Put another way, if we define a linear transformation A : Cn → B(Dβ)/K by
A(c1, . . . , cn) = [c1Cϕ1 + · · ·+ cnCϕn ],
where [B] denotes the coset of the operator B, then the content of Theorem 5.13 is
that ker A =M⊥. This yields the immediate:
Corollary 5.15 Fix ϕ1, . . . , ϕn in S. Then the vector subspace of B(Dβ)/K spanned by
the cosets [Cϕ1 ], . . . , [Cϕn ] has the same dimension as the subspaceM(ϕ1, . . . , ϕn) of Cn.
In particular, these cosets are linearly independent if and only if M(ϕ1, . . . , ϕn) = Cn.
For maps ϕ in S with order of contact uniformly two, the linear fractional self-maps
of D play a special role. Let us write S(2) for the collection of those ϕ in S which have
order of contact two at each point of F (ϕ). Further, we denote by L the collection
of linear fractional self-maps ϕ of D which are not automorphisms but which have
‖ϕ‖∞ = 1. We note that any linear fractional map ψ is determined by its second-order
data D2(ψ, z0) = (ψ(z0), ψ
′(z0), ψ
′′(z0)) at any point z0 of analyticity. Suppose now
that ϕ is in S(2) and ζ0 is a point in F (ϕ). Let ϕ0 be the unique linear fractional
map with D2(ϕ0, ζ0) = D2(ϕ, ζ0). Since the curvature of the parametric curve ϕ(e
iθ) is
determined by second-order data, the circle ϕ0(∂D) is necessarily the osculating circle
of this curve at the point ϕ(ζ0). Thus ϕ0 maps D to D and lies in L. The following
result was established by the second author on the weighted Bergman spaces [16]; here
we extend it to H2.
Corollary 5.16 Let ϕ be in S(2) with F (ϕ) = {ζ1, . . . , ζr}. For i = 1, . . . , r let ϕi be
the unique linear fractional map with D2(ϕi, ζi) = D2(ϕ, ζi). Then
Cϕ ≡ Cϕ1 + · · ·+ Cϕr (mod K),
where the operators act on H2.
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Proof. This is immediate from Theorem 5.13 applied to the linear combination
Cϕ − Cϕ1 − Cϕ2 − · · · − Cϕr .

Let us write V2 for the vector subspace of B(Dβ)/K spanned by the cosets [Cϕ] with
ϕ in S(2). According to Corollary 5.16, {[Cϕ] : ϕ ∈ L} is a spanning subset of V2.
That it is linearly independent as well follows immediately from Theorem 5.13, which
gives the following:
Corollary 5.17 {[Cϕ] : ϕ ∈ L} is a basis for V2.
In Theorem 5.13, the proof that (ii) implies (i) uses the local compact difference
Theorem 4.4 to locally “match up” certain pairs Cϕj and Cϕℓ by local data. As one
changes the locality or local data, the pairs can change. However, the method suggests
that with some minimality hypothesis, the coefficients in a linear equation
c1Cϕ1 + · · ·+ cnCϕn ≡ 0 (mod K)
should be integers up to a common scalar factor. The next result makes this precise.
Corollary 5.18 Suppose that ϕ, ϕ1, . . . , ϕn lie in S and assume that [Cϕ1], . . ., [Cϕn ]
are linearly independent in B(Dβ)/K. If
Cϕ ≡ c1Cϕ1 + · · ·+ cnCϕn (mod K),
then c1, . . . , cn are rational numbers.
Proof. Let us write ψ1 = ϕ and ψk = ϕk−1, b1 = −1 and bk = ck−1 for k =
2, 3, . . . , n+ 1, so that the equation mod K in the statement becomes
b1Cψ1 + b2Cψ2 + · · ·+ bn+1Cψn+1 ≡ 0 (mod K).
Linear independence of [Cψ2], . . . , [Cψn+1 ] implies that b1 = −1 uniquely determines
b2, . . . , bn+1. Thus according to Remark 5.14, M = M(ψ1, . . . , ψn) has codimension
one in Cn+1. From the vectors x(ζ, k,d) which span M, select a basis x1, . . . ,xn for
M; the coordinates of each xi are zeros and ones. On applying the Gram-Schmidt
process to {x1, . . . ,xn}, we obtain an orthonormal basis for M of the form zi/‖zi‖,
i = 1, 2, . . . , n, where each zi has rational coefficients. Let P denote the orthogonal
projection of Cn+1 onto M and write e1, e2, . . . , en+1 for the standard basis vectors in
Cn+1. For some j, (I − P )ej is non-zero, and clearly
(I − P )ej = ej −
n∑
i=1
〈ej, zi〉
‖zi‖2 zi
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is a vector (r1, r2, . . . , rn+1) with obviously rational coefficients. Since M⊥ is one-
dimensional, (b1, . . . , bn+1) = c(r1, . . . , rn+1) for some complex number c. Since cr1 =
b1 = −1, c is rational so that b2, . . . , bn+1 are rational as well. 
Finally, we note that certain weighted composition operators enjoy a decomposition
analogous to that in Corollary 5.16, with the sum replaced by a linear combination.
Proposition 5.19 Let ϕ be in S(2) with F (ϕ) = {ζ1, . . . , ζr} and suppose that ϕi,
i = 1, . . . , r, are linear fractional maps related to ϕ as in Corollary 5.16. If w is a
bounded measurable function on ∂D which is continuous at each point of F (ϕ), then
MwCϕ ≡ w(ζ1)Cϕ1 + · · ·+ w(ζr)Cϕr (mod K),
where the operators are considered as mapping H2 to L2.
Proof. Choose pairwise disjoint arcs I1, . . . , Ir with union ∂D and the interior of Ij
containing ζj for j = 1, . . . , r. We write χj for χIj . We have
MwCϕ =
r∑
j=1
[
M(w−w(ζj))χjCϕ + w(ζj)MχjCϕ
]
.
The first term in each summand on the right is compact by Theorem 3.1. Moreover
the operators
Mχ
j
(Cϕ − Cϕj ) and M(1−χj )Cϕj
are compact, the first by Theorem 4.4 and Proposition 5.10(c) and the second by
Theorem 3.1; the proposition follows. 
Note that left-multiplying all operators in the proposition by the orthogonal projec-
tion P of L2 onto H2 gives an alternate statement in which the multiplication operator
Mw is replaced by the corresponding Toeplitz operator Tw = PMw|H2, and all operators
act from H2 to H2.
6 Arc-Connectedness in C(S0)
In [26], Shapiro and Sundberg posed the following interesting question: What is the
relationship between the conditions
(a) Cϕ − Cψ is compact;
(b) Cϕ and Cψ lie in the same component of the topological space of composition
operators on Dβ?
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The second author and Toews [17] proposed the scheme discussed in Section 2.6 and
used it to give examples of composition operators satisfying (b) but not (a). Bourdon
[3] presented analogous examples for linear fractional maps, showing that for ϕ and
ψ in the class L (see Section 5.5), (a) corresponds to equal second-order data at the
(common) point of contact with ∂D whereas equal first-order data characterizes (b).
The second author [16] proved the corresponding result on the Bergman spaces for ϕ
and ψ in the class S0 ∩ S(2) where S0 is as defined below. Here we extend this result
to H2 and to higher orders of contact. First we record a general sufficient condition for
(b), proved in [16] for the Bergman spaces.
Proposition 6.1 Let us write ϕt = tϕ + (1 − t)ψ, 0 ≤ t ≤ 1, where ϕ and ψ are
analytic self-maps of D. If ρ =
∣∣∣ ϕ−ψ1−ϕψ ∣∣∣ is essentially bounded away from one on ∂D,
then there is a constant B such that
‖Cϕs − Cϕr‖B(H2) ≤ B|s− r|, 0 ≤ r < s ≤ 1.
The proposition follows immediately from Theorem 2.2 and Lemma 4.1 with G taken
to be the appropriate set of full measure.
We write S0 for the collection of those ϕ in S such that ‖χ∂D\Uϕ‖∞ < 1 for every
open subset U of ∂D containing F (ϕ). Such a ϕ is allowed to make contact with ∂D
only at points of F (ϕ). We also write C(S0) for the set of those Cϕ with ϕ in S0.
Theorem 6.2 Suppose that ϕ and ψ lie in S0 with respective orders of contact 2m(ζ)
and 2n(ζ) at each ζ in (respectively) F (ϕ) and F (ψ). Let ϕt = tϕ+(1− t)ψ, 0 ≤ t ≤ 1.
Then if β ≥ 1, the following are equivalent:
(i) Cϕ and Cψ lie in the same component of the space C(S0) equipped with the norm
topology of B(Dβ).
(ii) There is a positive constant B such that
‖Cϕs − Cϕr‖ ≤ B|s− r|, 0 ≤ r < s ≤ 1.
(iii) F (ϕ) = F (ψ) (call this set F ), and for each ζ in F , 2m(ζ) = 2n(ζ) and
D2m(ζ)−1(ϕ, ζ) = D2m(ζ)−1(ψ, ζ).
Proof. First consider the H2 case. Suppose that (iii) holds and write ρ =
∣∣∣ ϕ−ψ1−ϕψ ∣∣∣
as usual. If ζ is in F , it is clear from Proposition 5.10 that limeiθ→ζ ρ(e
iθ) < 1. Thus
there is an open set U in ∂D containing F such that ‖χ
U
ρ‖∞ < 1. Since ϕ and ψ lie
in S0, ‖χ∂D\Uρ‖∞ < 1 as well, and (ii) follows from Proposition 6.1. For the Bergman
space version of this implication, replace U by an appropriate subset of D and use
the Bergman space analogue of Proposition 6.1 in [16], together with the following
replacement for Proposition 5.10(b), a fact easily established by calculations in the
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proofs of Lemma 5.6 and Proposition 5.10: If ϕ and ψ have sufficient data and common
order of contact 2m at ζ in ∂D, and if D2m−1(ϕ, ζ) = D2m−1(ψ, ζ), then
lim sup
z→ζ
ρ(z) < 1,
the limit superior being taken unrestrictedly in D. Clearly (ii) implies (i) on any Dβ.
Finally, we can use the topological argument of Theorem 2.4 in [13], with Corollary 5.8
playing the role of Theorem 2.2 in [13], to show that (i) implies (iii). 
The last theorem and Corollary 5.12 show that the phenomenon (a) ⇒ (b) (and
not conversely) persists more broadly. Note, however, that by passing from the class
S to S0, we have eliminated maps ϕ which touch the unit circle outside of E(ϕ). Such
points of contact are immaterial for condition (a); we do not know whether they matter
for (b).
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