In this paper, we propose a new face recognition system based on the ordinal correlation principle. First, we will explain the ordinal similarity measure for any two images and then propose a systematic approach for face recognition based on this ordinal measure. In addition, we will design an algorithm for selecting a suitable classification threshold via using the information obtained from the training database. Finally, experimentation is conducted on the Yale datasets and the results show that the proposedface recognition approach outperforms the Eigenface and 2DPCA approaches significantly' and also the threshold selection algorithm works effectively.
INTRODUCTION
As one of the most successful applications of image processing, face recognition is flourishing recently due to its broad applications in surveillance and some secure systems. At least two reasons account for this trend: one is the wide range of commercial and law enforcement applications and the other is the availability of feasible technologies after so many years of research. Though current machine recognition systems have reached a certain level of maturity, it is still far away from the human perception system. Current approaches for face recognition include the Eigenface approach based on the Principle Component Analysis (PCA) [1] , Fisherfaces [2] , Kernel PCA [3] , Kernel Direct Discriminant Analysis [4] , Two-Dimensional PCA (2DPCA) [5] and neural network approach [6] . For a comprehensive survey, one can refer to the recent paper [7] . All these approaches are based on different methodologies and have their own advantages. However, they have a common nature essentially, i.e., based on the individual pixel intensity values. When these approaches are used with the Euclidean distance or other metrics, they are usually sensitive to outliers and some nonlinear monotonically increasing transforms [13] . These outliers are generally caused by different types of noise such as impulsive and bit-error noise, which are not avoidable in some cases. Therefore, it is necessary to find a suitable approach for face recognition based on a measure for image similarity being insensitive to the noises.
Ordinal approach can overcome the outliers mentioned above. It operates on the ranks of the pixels instead of on the pixel values directly. Thus, only the relative ordering between pixel values is of consequence in determining the similarity distance between any two images. Two famous ordinal measures used in psychological measurements are Kendall's r and Spearman's p [10] . Another ordinal measure for image correspondence r, was introduced in [13] , [11] . Roughly speaking, this measure r, is based on the ranking of one image with respect to the ranks of the other, which is robust to the outliers and insensitive to the rank distortions [13] .
A framework for performing ordinal-based image correspondence was proposed in [14] . It was shown that this framework contains Kendall's r and Spearman's p as special cases. More importantly, it also allows one to design other correspondence measures that can incorporate region-based spatial information. This idea has been used for shape correspondence in [15] and image correspondence in [13] , [14] .
The attractive property of the ordinal principle is its robustness which can be used widely in different applications. To our knowledge, this ordinal approach has not been used for face recognition though it has been used in face detection [16] .
In this paper, we will evaluate the performance of the .region-based ordinal measure proposed in [13] , [14] for face recognition. First, we will introduce the framework of the region-based ordinal structure conceptually. Second, we will establish a face recognition system based on the region-based ordinal measure. Then the classification threshold selection issue will be investigated in detail. Finally, experiments are conducted on Yale datasets and the results show that the proposed face recognition approach outperforms the Eigenface and 2DPCA approaches significantly.
REGION-BASED ORDINAL IMAGE SIMILARITY
In this section, we introduce the main idea for the ordinal correlation measure for two images, which is mainly from the reference paper [14] . Figure 1 describes 
Therefore, we can obtain a set of metadiferences Q {Q1, Q2, -.. , Qm}. The T2 is chosen to be the squa Euclidean distance between the metaslices and Qj will a scalar value. Finally, we can obtain a scalar measure similarity between image X and Y from the set Q, i.e., A = P3(Q) which is chosen as A = Ej=1 Q3-
The core idea in the process is to use the slices in (1) inst4 of the pixel value Xk to establish a measure A. This meas is insensitive to the outliers and nonlinear transformations as stated in [14] . The disadvantage of the ordinal approach is its computation cost. It can be seen that every pixel value Xk is corresponding to a slice Sk with the same size of X. Another issue is how to select the region Rj in the process. Next, we will investigate whether this ordinal measure can be used to face recognition and how about its performance evaluation.
3. FACE RECOGNITION SYSTEM BASED ON THE ORDINAL CORRELATION Research on face recognition has been conducted to solve three distinct scenarios: face verification, face identification and the watch list [9] . The aim of face verification is to verify that an individual is who he or she claims to be, whereas the face identification attempts to identify an individual in a database with the assumption that the individual is known. The watch list scenario is similar to face identification, except that the individual to be identified may not be in the database. Of these scenarios, the watch list is generally considered to be the most difficult, as face recognition under this scenario confronts a (1) large number of false alarms [8] .
In this section, we will use the ordinal correlation measure to design a face recognition system for the watch list scenario. Figure 2 illustrates the face recognition system with regionbased ordinal measure and automatic threshold selection ald is gorithm. In order to reduce the computation cost associated uilt with the ordinal measure, the resolution of each training image is reduced to the size of 57 x 48 using a bilinear first interpolation method [12] . This interpolation method is usually the a compromise between interpolation accuracy and speed [17] . To recognize a test image, the system compares the test image's feature matrix (Q) to each of the feature matrices in the database using P2 and P3 operations in the last section. A straightforward pattern recognition approach for recognition is to find a face image n that minimises the following
where An is a scalar measure of similarity between feature matrices Q and Qn, Qn is a feature matrix describing the nth face image.
If An is below some chosen classification threshold (0), then the new image is classified as belonging to a face image n, and otherwise is classified as "unknown".
It should be noted that the proposed face recognition system is similar in structure as the one we proposed in [21] . The The main idea of selecting the optimal threshold can be described as below. From the intra and inter class information, we want to find the optimal threshold to balance the true positive and false positive defined above. These values are indirect approximations for precision and recall [18] . In order to do so, we divide the set {D} into 10 partitions subjectively. Equation (3) is the approximate derivative for the curve and we intend to find the point with this derivative being 1 approximately. With this threshold selection algorithm, we can implement the face recognition system and evaluate its performance in next section.
EXPERIMENTAL RESULTS
Experimentation was carried out on six datasets created from Yale database [19] . This database contains 15 individuals (mostly male) with 8 images each since face images in the original database with strong light configurations like in Figure 3 were excluded as the excessive light cast shadow on the background requires preprocessing in practice. The total number of images used in this experiment is 120. In all the dataset, the number of individual for training is set to be 10 and the number of individual for testing is set to be 15. Table 1 shows a brief description of all datasets. For each dataset, we created 10 subsets via randomly selecting the training images per individual. The remaining images not included in each training subset were used to construct the corresponding testing subsets.
These datasets were used to evaluate the proposed face recognition algorithm in two scenarios. In the first scenario, the experiments were carried out on four datasets with fixed threshold value. The results were then compared to the Eigenfaces [I] and 2DPCA [5] . In the other scenario, we investigated the performance of the proposed automatic threshold selection algorithm on the remaining datasets. The query effectiveness is evaluated using precision and recall statistics [20] . Table 2 shows the classification thresholds used for those experiments which were selected via trial and error method. These thresholds were selected such that precision and recall are balanced. We performed the ordinal, Eigenfaces and 2DPCA on 10 subsets of each dataset in Scenario 1. The average results in Table 3 indicate that the ordinal approach outperforms the Eigenfaces and 2DPCA in all datasets with higher precision and recall rates. Table 3 that the performance of the proposed face recognition for dataset 4 is better than that for other datasets. This is due to a fact that the dataset 4 has more training images and less testing images. Unlike the ordinal approach, the performance of the Eigenface and 2DPCA does not improved with dataset 4. This indicates that the ordinal features are richer when dealing with more training images.
B. Evaluation on Automatic Threshold Selection Algorithm
In the last subsection, we compared the performance of the proposed ordinal approach and the Eigenfaces using the best selected trial and error thresholds. In this subsection, we will examine the proposed threshold selection algorithm with 2 datasets in Scenario 2 where each dataset consists of 10 subsets. The results of threshold selection algorithm on these subsets are shown in Figure 4 . From this figure, one can see that the threshold selection approach performs more stable with dataset 6. This is due to the fact that dataset 6 has 352 _ __ . , 1 more training images, hence, it provides more intra and inter distances for selecting the threshold. Overall, these results indicate that the selected classification thresholds are very stable with regard to the subsets. Figure 5 shows the performance of 3 subsets of dataset 6 under various thresholds. The classification thresholds selected via the proposed algorithm were 3.39 x 104 for subset I and 3.23 x 104 for subset 4 and 3.18 x 104 for subset 10. As shown in Figures 5(a) , 5(b) and 5(c), these thresholds perform well where the precision and recall are balanced with high rates. Future work should focus on choosing the suitable size of divided areas by using some cross validation algorithms [22] . Moreover, the effect of dithering and noise on the proposed measure should be investigated in detail. Additionally, this approach should be extended to operate on the color images [23] . Since the ordinal measure is some sort of structure similarity for two images, we will use the wavelet techniques in the future on its feature matrices to reduce its computation cost and evaluate its performance.
Throughout the experimentation, we used the ordinal approach with region area of 8 x 8 pixels with no overlapping pixels. In the future, we will increase the overlapping percentage of the region area since Eickeler et al. [24] reported that 75% overlapping (6 pixels overlapped) perform better recognition rates compare to no overlapping.
