Abstract. Let R be the coordinate ring of an affine toric variety. We show that the endomorphism ring End R (A), where A is the (finite) direct sum of all (isomorphism classes of) conic R-modules, has finite global dimension. Furthermore, we show that End R (A) is a non-commutative crepant resolution if and only if the toric variety is simplicial. For toric varieties over a perfect field k of prime characteristic, we show that the ring of differential operators D k (R) has finite global dimension.
1. Introduction 1.1. Summary of results. Consider a local or graded ring R which is commutative and Noetherian. A well-known theorem of Auslander-Buchsbaum and Serre states that R is regular if and only if R has finite global dimension-that is, if and only if every R-module has finite projective dimension.
While the standard definition of regularity does not extend to non-commutative rings, the definition of global dimension does, so this suggests that finite global dimension might play the role of regularity for non-commutative rings. This is an old idea going back at least to Dixmier [Dix63] , though since then our understanding of connection between regularity and finite global dimension has been refined by the works of Auslander, Artin, Shelter, Van den Bergh and others. One particularly relevant connection here is the following: If R is a regular ring of finite type over a perfect field k, then the ring of differential operators D k (R) has finite global dimension.
1 This theorem is due to Roos in characteristic zero [Roo72, Cha74] , and
(1) End R (A), where A is a complete sum of conic modules. 'Conic modules' are certain combinatorial defined R-modules, and a direct sum of conic modules is 'complete' if every conic module is isomorphic to a summand.
(2) End R (R 1/q ), assuming q is sufficiently large. Here, R 1/q is the k-algebra spanned by q-th roots of monomials in R. When k is perfect and q is a power of the characteristic of k, R 1/q is the ring of q-th roots of all elements in R.
(3) The ring of k-linear differential operators D k (R) of R, assuming k is perfect with positive characteristic.
The primary result is the first case (Theorem 6.1). The second case follows from the first (via Proposition 4.15), and the third case follows by taking a direct limit of the second (see Theorem 6.13).
These results indicate these algebras should be regarded as 'regular' in an appropriate non-commutative sense. Concretely, we may say the first two are noncommutative resolutions of the toric algebra R, as defined by Bondal and Orlov [BO02] ; see also [Leu12, Wem16, DITV15] .
Finally, we consider when these non-commutative resolutions are crepant, a condition introduced in [VdB04] which ensures the module category of the resolution is sufficiently close to the module category of the original algebra. We conclude that End R (A) is a non-commutative crepant resolution if and only if the toric algebra R is simplicial (Theorem 7.2).
This work naturally leads to several questions for future research.
• Does D k (R) have finite global dimension when R is a toric algebra of characteristic zero?
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• What conditions on a ring R ensure that D k (R) has finite global dimension?
• For an arbitrary algebra R of characteristic p, what conditions on R imply the global dimension of End R (R 1/p e ) is finite for sufficiently large e?
• Is there some (non-complete) sum B of conic modules over a toric ring such that the endomorphism ring End R (B) is a non-commutative crepant resolution?
1.2. The proof: Conic modules of toric algebras. The preceding results are proven by carefully considering the conic modules of a normal toric algebra R.
These are fractional monomial ideals of R whose monomial support is given by shifting the defining cone of R. Conic modules are rank one and Cohen-Macaulay, and each toric R has finitely many conic modules up to isomorphism. Conic modules may be parameterized by polyhedral chambers of constancy inside a hyperplane 2 Although we have constructed non-commutative resolutions of toric algebras over fields of arbitrary characteristic, these algebras are not obviously related to differential operators in characteristic zero.
arrangement. These properties of conic modules have been systematically studied by Bruns and Gubeladze [BG03, Bru05] . For each chamber of constancy ∆, we use the combinatorics of the faces in ∆ to construct a chain complex K
• ∆ of sums of conic modules. The essential property of these complexes is the Acyclicity Lemma (Lemma 5.4), which states that the complex Hom R (A ∆ ′ , K
• ∆ ) is either acyclic or a resolution of the ground field k, depending on whether or not A ∆ ≃ A ∆ ′ .
The benefit of this lemma is as follows. A direct sum of conic modules A is complete if every conic module of R is isomorphic to a summand of A. Our motivating example is the ring R 1/n spanned by formal nth roots of monomials in R, which is a complete sum of conic modules provided n is large enough (Proposition 4.15).
Given a complete sum of conic modules A and a chamber of constancy ∆, the Acyclicity Lemma implies that the complex Hom R (A, K
• ∆ ) is a finite projective resolution of a simple End R (A)-module. Using standard arguments on global dimension (and a nice choice of grading), we can show that every finitely generated End R (A)-module has a finite projective resolution; and thus, the finiteness of the global dimension.
1.3. Relation with the Frobenius map. The classification of commutative rings of characteristic p according to the behavior of Frobenius has a long tradition in commutative algebra. This began with Kunz's theorem that regularity can be characterized by the flatness of Frobenius [Kun69] , which led to the development of tight closure and F-regularity [HH90] . Eventually, relationships with the singularities in the minimal model program were discovered and developed [Smi97] , [Smi00] , [HW02] , [Tak04] , as well as connections with rings of differential operators [Smi95] [SVdB97] . Since then, deeper connections with the minimal model program, including the log canonical threshold, multiplier ideals, and log Fano varieties (see for example, [Sch09] [HY03], [ST12] , [Bli13] , [HX15] ), differential operators (see, for example [JNnB17] ), and F-signature (see [HL02] , [Tuc12] , [CRST17] , for example) have blossomed.
Our work suggests that under some hypothesis, Frobenius may provide a way to construct a functorial non-commutative resolution of singularities. The property that a C-algebra admits a non-commutative crepant resolution is closely related to rational singularities (see [VdB04, SVdB08] ). On the other hand, the property of strong-F-regularity is a prime characteristic analog of rational singularities (at least in the Gorenstein case). We speculate that for a strongly F-regular ring R with finite F-representative type (a class of rings including toric rings in prime characteristic), perhaps End R (R 1/p e ) always has finite global dimension. This speculation encompasses the classes of rings arising in representation theory where this idea has been explored from a somewhat different point of view in [ŠVdB17b, RŠVDB17] .
Our work corrects a result of Yasuda [Yas10] , and is closely related to recent work of Higashitani and Nakajima [HN17] . A different approach to the existence of non-commutative crepant resolutions for three dimensional Gorenstein toric rings in low dimension can be found in [Bro12] ; see also [Boc12] . Our results overlap with work of Van den Bergh andŠpenko, although the machinery is quite different;
see [ŠVDB17a] , [ŠVdB17b] . In particular, their result [ŠVdB17b, 1.3.6] recovers part of our Corollary 6.2, using a different proof. Our technique, by contrast, is a fairly direct and elementary use of the theory of semi-group rings, which should be widely accessible to commutative algebraists and algebraic geometers.
1.4. Outline of the paper. After recalling basic definitions and notation associated with toric algebras (also known as normal semi-group rings) in Section 2, we recall the notion conic modules from [BG03] and develop it for our purposes in Section 3, culminating in Brun's cell-decomposition of R d induced by any full dimensional pointed rational polyhedral cone C in R d [Bru05] . Also In Sections 3
and 4, we introduce the idea of a open conic module and its relationship with the cell decomposition, and an instrumental idea in the following sections, and prove several other needed results, for example on the behavior of conic modules under restriction. The technical heart of the paper is in Section 5, where we use this cell decomposition to construct complexes of conic modules over R and prove the crucial Acyclicity Lemma, Lemma 5.4. The benefits of this work is reaped in Section 6, where we show how to induce explicit projective resolutions of simple modules over End R (A). Also in Section 6, we finish the proof of Theorem 6.1 that End R (A) has finite global dimension, and deduce Corollary 6.13 stating that in prime characteristic, rings of differential operators on toric varieties have finite global dimension.
Finally in Section 7, we prove Theorem 7.2 characterizing the non-commutative resolution End R (A) as crepant if and only if R is simplicial.
Toric Algebras
Fix an arbitrary ground field k. We begin with a recap of toric algebras over k, otherwise known as finitely generated normal semi-group algebras. See [Ful93] for details.
Let M be a finitely generated free abelian group (also called a lattice), and let M R := R ⊗ M be the associated real finite dimensional vector space. A rational polyhedral cone C in M R is a closed set consisting of all non-negative real linear combinations of a finite set of elements in M .
Given a rational polyhedral cone C ⊂ M R , the associated toric algebra R =
Alternatively, the ring R can be defined simply as the semi-group algebra of the semi-group C ∩ M . The Laurent ring itself is the special case where C = M R .
The algebra R is a domain finitely generated over k, naturally graded by the group M ; its dimension is equal to the rank of the lattice M [Ful93, §1.2]. It is also well-known to be normal and Cohen-Macaulay [Ful93, .
The algebra R = k[C ∩ M ] is the coordinate ring of the associated affine toric
where σ ⊂ N R is the dual cone of C in the dual vector space N R = M * R . Typically in the literature, one begins with a finite rank lattice N , and a rational polyhedral cone σ ⊂ N ⊗ R = N R . Our cone C is the dual cone to σ, namely
where v, w denotes the natural pairing between elements of M R its dual space N R and M is the dual lattice Hom Z (N, Z).
Without loss of generality, we can and will assume throughout that our cone C is full dimensional in M R . Indeed, we can replace M R with the span of C if necessary, and the lattice M by its intersection with this span. The assumption that C is full-dimensional is equivalent to the assumption that the dual cone σ is pointed (or strongly convex), meaning that it contains no subspace of N R . In this case, it is easy that R and k[M ] have the same fraction field, so that the Krull dimension of R is equal to the rank of M .
2.1. Primitive Generators. Fix a rational polyhedral cone σ in N R = N ⊗ Z R.
Throughout this paper, the notation Σ 1 =: {n 1 , n 2 , . . . , n t } ⊂ N denotes a set of minimal primitive generators for σ. Minimality means that none of the n i is redundant: removing any one will span a strictly smaller cone; equivalently in the case where σ is pointed, this means that each n i spans an extremal ray of σ in N R . Primitivity means that n i ∈ N but ε n i / ∈ N for 0 < ε < 1. If σ is pointed, the set Σ 1 of minimal primitive generators is uniquely determined. Equation (2.1) can be rewritten (2.2)
which represents C as a finite intersection of closed half-spaces in M R . In particular, the facets (or codimension 1 subcones) of C are indexed by the elements n i of Σ 1 :
each facet of C is precisely the intersection of C with a supporting hyperplane defined by the equation x, n i = 0 in M R . Abusing terminology slightly, we call the n i the primitive inward-pointing normals to the facets of C. Toric rings of dimension two are always simplicial, since a pointed full dimensional cone σ in a two dimensional vector space has exactly two extremal rays. However, in higher dimension, the typical toric ring is not simplicial; see Example 4.14.
Simplicial Toric Rings. Fix a toric ring
R = k[C ∩ M ],
Conic modules
The monomials of a toric algebra R are defined by intersecting a rational polyhedral cone C with a lattice M . If we translate the cone and intersect with M , we instead define the monomials of an R-module, called a conic module.
For the formal definition, fix a toric algebra R corresponding to a full-dimensional rational polyhedral cone C ⊂ M R . 
Proposition 3.2. Let A v be a conic module for the toric algebra
(1) A v is torsion free and rank one over R.
(2) A v is spanned by monomials x m where m ∈ M is in the intersection of half
The name "conic module" seems to have been coined in [BG03] , although these were studied earlier, for example, in [Sta82, Don02] .
where the notation ⌈λ⌉ denote the smallest integer ≥ λ.
(3) For any two conic modules A v and A w , the module
In particular, the only degree zero R-module homomorphisms are inclusions 
For (2), observe that the conic module A v is the span of
The penultimate equality here follows because m, n i is an integer. For (3), note that since A v and A w are finitely generated and M -graded, so is 
whereC + v denotes the interior of the cone C + v.
Open conic modules turn out to be conic modules of "nearby" vectors in M R :
Proposition 3.5. Fix a toric algebra R corresponding to a full-dimensional cone C in M R . For every open conic R moduleÅ v , there exists w ∈ M R such that
Explicitly, we can take w = v + εp where p is any vector in the interior of C and ε is a sufficiently small positive real number.
Proof of Proposition 3.5. 
Chambers of Constancy and Cell Decomposition
Through this section, C denotes a full-dimensional rational polyhedral cone 
where n 1 , . . . , n t runs through the set Σ 1 of primitive inward-pointing normal vectors to the facets of C.
Before proving this, we note the following immediate corollary. 
(2) ensures that A v = A w . It remains to prove the converse. Let us assume, without loss of generality, that ⌈ v, n 1 ⌉ < ⌈ w, n 1 ⌉. We need to
show that A v = A w . For this, we will find a monomial x m ∈ A v but not in A w .
Pick any m ∈ M ∩ H, where H is the hyperplane in M R whose equation is
so that m / ∈ C + w by Proposition 3.2 (2). In particular, x m / ∈ A w for any m ∈ M ∩ H. On the other hand, again by Proposition 3.2, the monomials in
a convex subset of M R which has non-empty intersection with rational hyperplane H and hence with the lattice M ∩ H. Therefore, we can find
Remark 4.5. The proof of Proposition 4.3 implies that a conic module A v is uniquely described by the list of integers
where the n i ∈ Σ 1 range through the primitive linear forms defining the facets of C. This can be understood in terms of the group of torus-invariant Weil divisors on the toric variety X σ = Spec R, a free group generated by the irreducible codimension one toric subvarieties determined by each of of the facets of C, hence is also isomorphic to Z Σ1 . The conic module A v is the module of global section of the
where D i is the divisor of the facet indexed by n i ∈ Σ 1 . The reader is cautioned, however, that the conic modules are a strict subset of the set of all reflexive Mgraded submodules of the fraction field of k[M ] in general, so not every list of integers corresponds to a conic module. Remark 4.7. We caution the reader that a chamber of constancy ∆ need not have cells of every dimension ≤ dim M R . See Section 7.
Proof of Proposition 4.6. Fix a chamber of constancy ∆ containing a vector v ∈ M R . We will explicitly describe ∆ as a finite union of open polyhedral cells.
There is exactly one open cell of codimension zero, namely the interior of ∆. This is the set of vectors in v ∈ M R satisfying
for all n i ∈ Σ 1 , the set of primitive inward-pointing normals to the facets of C. We can think of these inequalities as the complete set of inequalities defining ∆ as in 
where Ω is some subset of the set Σ 1 of primitive inward-pointing normals of C.
The space M R is clearly the disjoint union of these polyhedral cells, as we range 
where Ω is the set of indices for which v, n j and w, n j are not integers.
For the second statement, we observe that τ is in the boundary of τ ′ precisely when τ is the intersection of τ ′ with some supporting hyperplanes for ∆ defined by linear equations x, n k = ⌈ v, n k ⌉. So clearly if m ∈ M satisfies all the defining (in)equalities to be in the interior of C + v (where v ∈ τ ), then it also satisfies the less restrictive conditions to be in the interior of C + w (where w ∈ τ ′ ). This says exactly thatÅ v ⊂Å w . The ring
There are two isomorphism classes of conic R-modules, represented by A 0 = R (the blue chambers) and A = Ry + Rz (the red chambers). Example 4.14. Consider the cone C in R 3 over the unit square depicted in Figure 2 .
The corresponding toric algebra 
where d is the rank of M , and that q
Consider the toric algebra
This notation is meant to be suggestive: if q = p e where the ground field k is a perfect of characteristic p, then R 1/q is the ring of p e -th roots of all elements in
However, the toric algebra R 1/q makes sense in general for all natural numbers q, even in characteristic zero.
The toric algebra R 1/q is naturally graded by the lattice q −1 M . It contains the sub-algebra R = k[C ∩ M ] as the subring of elements whose degrees are in the sublattice M .
Proposition 4.15.
[Bru05] The R-module R 1/q decomposes as a direct sum of (finitely many) modules isomorphic to conic R-modules. For sufficiently large q, every conic module appears (up to isomorphism) as a summand of R 1/q .
Proof. Considering R 1/q as a module over the subring R = k[C ∩ M ], there is a natural grading by the quotient group q −1 M/M. The graded pieces give an Rmodule decomposition
The q −1 M/M -graded pieces of this decomposition are all (isomorphic to) conic modules. Indeed, fixing any representative
given by multiplication by x v/q is easily seen to be an isomorphism.
To see that every conic module appears as a summand of R 1/q , we need only observe that we can refine the lattice by a sufficiently large q so that each chamber of constancy ∆ contains a lattice point in q −1 M .
Corollary 4.16. The conic modules of a toric algebra are all Cohen-Macaulay.
Proof. Toric algebras are Cohen-Macaulay. Thus R 1/q is a Cohen-Macaulay ring.
Being finite over the subring R, R 1/q is Cohen-Macaulay as an R-module. Thus each of the R-module direct summands R [ Proposition 3.2(3) can be rephrased using this language as follows:
Proposition 4.17. Let ∆ and ∆ ′ be chambers of constancy for the toric ring R.
Remark 4.18. The partial ordering on chambers can be described in terms of the
determining ∆ as in Remark 4.5. That is, ∆ ∆ ′ if and only if their corresponding
We assign to each chamber of constancy a numerical value which helps us understand its place in the poset:
Definition 4.19. The degree of the chamber of constancy ∆ is
where v is any vector in ∆ and the n i run through the finite set Σ 1 ⊂ Hom Z (M, Z) of primitive inward-pointing normals to the facets of C. The technical heart of our main argument proceeds by induction on the degree.
The following is a crucial step:
Lemma 4.21. Given chambers of constancy ∆ ∆ ′ , the following are equivalent.
(
(2) The chain ∆ ≻ ∆ ′ is saturated in the poset of chambers of constancy; that is, if ∆ ′′ is a chamber of constancy with ∆ ∆
(3) ∆ and ∆ ′ are adjacent; that is, they are on opposite sides of a unique hyperplane.
Proof. The proof is straightforward when one considers the linear inequalities defining ∆ and ∆ ′ given by Proposition 4.3. In order to have their degrees differ by exactly one, the only possibility is that exactly one of these linear inequalities differ by exactly 1. So we have exactly one n i ∈ Σ 1 such that ∆ ′ has an (intersecting)
supporting hyperplane defined by x, As usual, we index the facets of C by the set Σ 1 = {n 1 , . . . , n t } of primitive inward-pointing normals. We can choose an appropriate hyperplane H so that the cone C ∩ H is one of these facets, say with corresponding normal n t . The facets of the cone C ∩ H are the intersections of the facets of C with H, and hence indexed by the (restrictions to H of the) linear functionals {n 1 , . . . , n t−1 }. These are the primitive inward-pointing normals to the facets of C ∩ H.
Consider the corresponding toric algebra of the cone C ∩ H in H:
There is a natural surjection of k-algebras
whose kernel is the height one monomial ideal of R (4.7)
Proposition 4.22. Let H be a supporting hyperplane of our full-dimensional rational polyhedral cone C in M R and let R ։ S be the induced surjection of toric algebras corresponding to the rational polyhedral cones C and C ∩ H, respectively. Then
(1) The toric S-modules are in one-to-one correspondence with toric R-modules of vectors v lying in the subspace H of M R .
(2) The map ∆ → ∆ ∩ H induces a bijection between the chambers of constancy in M R (indexing conic R-modules) that meet H and the chambers of constancy in H (indexing conic S-modules). Proof. All statements follow immediately from the definitions and by applying Propositions 3.2, 3.5, and 4.3, describing chambers and cells in terms of the elements of Σ 1 . The point is that the restrictions to H of the linear functionals {n 1 , . . . , n t−1 } in Σ 1 for C is the set of primitive inward-pointing normals to C ∩ H.
Chain Complexes of Conic Modules
Throughout this section, R denotes a toric algebra corresponding to a pointed
Fix a conic module A ∆ over R, with chamber of constancy ∆ ⊂ M R . Our goal is to write down a complex K
• ∆ of R-modules, abutting to A ∆ , and consisting only of direct sums of conic modules. In §6, we will construct from this complex a projective resolution of a simple module over the Endomorphism ring End R (A) where A is a sum of conic modules. We define the chain complex of the chamber ∆ as the complex K
where each map in the complex is a signed sum of signed inclusion mapsÅ τi+1 ֒→ A τi (wheneverÅ τi+1 ⊂Å τi ) and zero maps (wheneverÅ τi+1 ⊂Å τi ). The sign is determined by our chosen orientations: the sign is 1 if our chosen orientation on τ i+1 agrees with the orientation induced by our chosen orientation on τ i by virtue of its being a boundary component of τ i ), and the sign is −1 otherwise.
Proof. We need only verify that K corresponding to the first type of chamber is The complex of R-modules corresponding to the latter two types of chambers is
with M -graded structure described by signed inclusions between chambers, as given in Figure 7. 5.2. The Acyclicity Lemma. Our eventual goal will be to apply the functor Hom R (A, −) to complexes of the form K • ∆ in order to construct minimal projective resolutions of simple modules over the endomorphism ring End R (A), where A is a finite sum of conic modules. The following Acyclicity Lemma is crucial.
Lemma 5.4 (The Acyclicity Lemma). Fix a toric algebra R coming from a pointed full dimensional rational polyhedral cone C ⊂ M R . Let A ∆ and A ∆ ′ be two conic modules for R, with associated chambers of constancy ∆ and ∆ ′ . Figure 7 . The complexes of tetrahedral chambers Proof of the Acyclicity Lemma. Because the complex is M -graded, it suffices to prove acyclicity in each degree m ∈ M. Indeed, it is enough to prove the Acyclicity Lemma only in degree m = 0 ∈ M , because of the identification of k-vector spaces
for all m ∈ M and all chambers ∆ ′ ,∆.
We prove the Acyclicity Lemma in degree zero in two cases: 
This completes the proof of Case (i).
Case (ii): Suppose ∆ = ∆ ′ . To show that the complex [Hom R (A ∆ ′ , K
• ∆ )] 0 is exact, we first examine this complex of k-vector spaces carefully. From Proposition 3.2(3), we have that
This implies
Lemma 5.5. The zero-th graded piece
consisting only of those summands indexed by cells τ of ∆ for which A ∆ ′ ⊂Å τ .
Proceeding with the proof of Case (ii), observe that without loss of generality, we may assume A ∆ ⊃ A ∆ ′ , because otherwise, there are no degree-preserving maps A ∆ ′ →Å τ for τ ⊂ ∆, so the entire complex is zero. So fix ∆ and ∆ ′ with ∆ ′ ≺ ∆.
We induce on the quantity
where deg ∆ denotes the degree of the chamber ∆ as defined in Definition 4.19. Our assumption that ∆ ′ ≺ ∆ but ∆ = ∆ ′ ensures that this difference is at least 1. 
both of which are k. This complex is the isomorphism k −→ k, hence exact.
Inductive
Step. We now fix d > 0 and assume that we have proved the Acyclicity Lemma in degree 0 ∈ M on all toric varieties and all chambers ∆ ′ ≺ ∆ Consider the inclusion of conic modules A ∆ ′ ⊂ A ∆ ′′ . The cokernel is annihilated by the ideal P nt generated by monomials x m such that m, n t > 0, where n t is the inward-pointing normal of H. Thus the cokernel is naturally a module over the ring R/P nt , the toric algebra S of the cone C ∩ H in the subspace H, the supporting hyperplane of C with inward pointing normal n t (parallel to H). We claim that this cokernel complex can be understood as the complex of a chamber of constancy over the toric algebra S:
Claim: There is a short exact sequence of M -graded complexes
where S is the toric algebra of the cone C ∩ H and δ ′′ , δ ⊂ H are the chambers of constancy for S-modules as described by Proposition 4.22:
Here m ∈ H ∩ M is any lattice point used to translate H to the subspace H, and the notation
Before establishing the claim, we note its sufficiency to complete the proof of the Acyclicity Lemma. To prove the claim, first note that by restricting any map
we get an inclusion of M -graded complexes of R-modules
The cokernel C
• is annihilated by the prime ideal P nt and hence is a complex of modules over the toric algebra S. Its degree zero subcomplex is
because of the following lemma:
with ∆ ′ and ∆ ′′ adjacent on either side of hyperplane H. Let τ be an open cell of
∆. The natural map
induced by restricting maps from A ∆ ′′ to the submodule A ∆ ′ is either an isomorphism (when τ ⊂ H) or the zero map (when τ ⊂ H).
Proof. The statement amounts to saying that an inclusion A ∆ ′ ⊂Å τ fails to factor as 
The proof is complete.
Global Dimension of Endomorphism Algebras
Throughout this section, R denotes a toric algebra defined by a pointed full dimensional cone C ⊂ M R . For any ring Λ, the global dimension gl.dim(Λ) is the maximum projective dimension (possibly infinite) of any left or right Λ-module.
A fundamental theorem of Auslander-Buchsbaum and Serre states that a commutative Noetherian local ring Λ has finite global dimension if and only if it is regular. When Λ is not regular, it may still admit a finitely generated faithful module M such that the ring End Λ (M ) has finite global dimension. Such an endomorphism ring is called a non-commutative resolution of singularities of the commutative ring Λ.
The main result of this section is a constructive proof that toric rings admit natural non-commutative resolutions:
Theorem 6.1. Let A = A ∆1 ⊕ · · · ⊕ A ∆s , where the A ∆i run through each isomorphism class of conic R-modules. Then the global dimension of End R (A) is equal to the Krull dimension of R.
As an immediate corollary, we deduce that the same is true for any Morita equivalent ring. In particular, invoking Proposition 4.15, Corollary 6.2. For any natural number q, consider the R-module
Then provided that q is sufficiently large 5 , the global dimension of End R (R 1/q ) is equal to the dimension of R.
From Corollary 6.2, we deduce also that in prime characteristic p, the ring of differential operators D k (R) on a toric ring has finite global dimension; see Theorem 6.13. We do not know if the same is true in characteristic zero.
The rest of this section is devoted to the proofs of these results, as well as Theorem 6.13 on the finite global dimension of D k (R) for toric R over a perfect field of characteristic p. Fix an R-module A, of the form
where the d i are positive integers and every conic module is isomorphic to a unique A ∆i appearing in the sum. We call such a module A a complete sum of conic modules. Our motivating example is R 1/q , which is isomorphic to a complete sum of conic modules when q is large enough (Proposition 4.15). When we choose an isomorphism from R 1/q to a complete sum of conic modules, we make a choice of the representatives A ∆i appearing in the sum. The resulting M -gradings on R 1/q and its endomorphism ring depend on this choice, and so they should be regarded as artificial (but very useful!).
Consider the endomorphism algebra End R (A). Because A is finitely generated, the ring End R (A) is Noetherian. Thus the maximal length of a minimal projective resolution in the category of left and right End R (A)-modules is the same, see [Aus55] . Therefore, we focus attention on the right modules over End R (A).
5 In practice, it is easy to see how large is sufficiently large; see the proof of Proposition 4.15. Hom R (A, B) is naturally a right End R (A)-module with action given by composition on the first factor. This induces a functor
Right modules over End R (A). For any R-module B,
where Mod(End R (A)) denotes the category of right End R (A)-modules. This functor restricts to an equivalence between the full subcategories
of finite direct sums of (graded) summands of A and finitely generated (graded) projective right End R (A) modules. To see this, observe that the functor G * := Hom R (A, −) has left adjoint G * := − ⊗ EndR(A) A, and that the adjunction maps define isomorphisms
Both functors respect the M -grading and commute with direct sums, so they induce an equivalence add(A) ≃ add(End R (A)), the latter of which equals proj(End R (A)). By restricting to the M -graded category, we have a functorial bijection between conic R-modules and indecomposable projective M -graded modules over End R (A).
Summarizing and continuing, we have Proposition 6.3. For any ∆,
(1) The End R (A)-module
is a graded indecomposable projective module, and every graded indecomposable projective End R (A)-module is isomorphic to a module of this form.
(2) The projective module P ∆ has a unique maximal graded submodule. Every graded simple End R (A)-module is isomorphic to a quotient of some P ∆ by this maximal submodule.
We let S ∆ denote the unique graded simple quotient of P ∆ .
Although Proposition 6.3 can be found in the literature (eg. see [SVdB97, Lemma 4.1.1] or [HGK04, Prop. 11.1.1],) we keep the paper self-contained and our proof easy to follow by explicitly describing the unique maximal (right) submodule of P ∆ -called the radical of P ∆ -in Section 6.3 below.
Remark 6.4. The word graded in Proposition 6.3 above refers to the natural Mgrading on all the objects; all maps are homogeneous in this grading. However, because C is pointed, the toric ring R can also be given a (non-canonical) connected Z-grading by fixing a group homomorphism M → Z taking strictly positive values on M ∩ (C {0}). This grading induces compatible gradings on conic modules, on A, and on End R (A). Both statements in Proposition 6.3 are valid for this connected Z-grading as well. The same is true of Theorem 6.5 below.
The following theorem (proven in the next section) states that the functor G * sends the complex K • ∆ to a projective resolution of the simple quotient module S ∆ .
Theorem 6.5. The complex Hom R (A, K
• ∆ ) is a graded End R (A)-projective resolution of the simple module S ∆ , and this projective resolution has minimal length.
6.3. Radicals. We review some general theory in preparation to prove Theorem 6.5. By definition, a homogeneous R-module homomorphism f : A ∆ → A ∆ ′ is radical if it is not an isomorphism. The radical homomorphisms generate a graded
where the symbol ≺ indicates strictly less in the poset on chambers. In particular, . This is clearly a maximal graded right submodule: if some homogeneous row matrix (φ j ) is not in Rad(A, A ∆ ), then some entry φ j ∈ Hom R (A j , A ∆ ) is a graded isomorphism. Since elements of End R (A) act on the right by column operations on the row vector (φ j ), the right module generated by (φ j ) contains the row vector (ψ j ) ∈ Hom R (A, A ∆ ) which has zeros in every spot except the j-th, which is the identity map. Since this idempotent is a End R (A) generator for the right module Hom EndR(A) (A, A ∆ ), we conclude that
Proof of Theorem 6.5. 
Since the kernel of the natural projection map P ∆ − → S ∆ is the radical of P ∆ , we need to check that this is the image of the incoming map. But this is immediate from Lemma 5.4(2).
It remains to show that S ∆ has no shorter projective resolution. This follows immediately from the following proposition, whose proof will appear below: Proposition 6.6. For any pair of chambers of constancy ∆ and ∆ ′ ,
dim(Ext
is a minimal projective resolution of S ∆ , let τ be a cell of maximal codimension in ∆, and let ∆ ′ be the chamber of constancy such
Therefore, S ∆ cannot have a projective resolution shorter than length codim(τ ).
Proof of Proposition 6.6. Using the resolution Hom R (A, K
• ∆ ) → S ∆ to compute the Ext groups, this Ext group is the ith cohomology of the complex
By Lemma 6.7 below, this is equal to
as a graded vector space. On each component, the boundary map is given by a sum of compositions with proper homogeneous injections, and so consequently every component of the image is 0. Hence, the boundary map is zero on the above graded vector space. The subspace of cohomological degree i corresponds to τ of codimension i. As the τ -indexed summand is 1-dimensional ifÅ τ ≃ A ∆ ′ and is 0 otherwise, the dimension of Ext counts the desired τ . This will conclude the proof of Proposition 6.6 as soon as we prove Lemma 6.7.
Lemma 6.7. For any ∆ and ∆ ′ , there is a graded k-vector space isomorphism
These spaces are dimension one or zero, depending on whether A ∆ ≃ A ∆ ′ or not.
Proof. By the projectivity of P ∆ , there is a short exact sequence
The equivalence of categories (6.2) induced by Hom R (A, −) guarantees that every homogenous map g : P ∆ → P ∆ ′ is given by applying Hom R (A, −) to a ho-
Rad(P ∆ ′ ) for all f if and only if g ′ ∈ Rad(A ∆ , A ∆ ′ ). Hence, the isomorphism Hom(A ∆ , A ∆ ′ ) ≃ Hom(P ∆ , P ∆ ′ ) induces a bijection between Rad(A ∆ , A ∆ ′ ) and the image of Hom(P ∆ , Rad(P ∆ ′ )). By the above short exact sequence, Hom(
Remark 6.8. The resolution Hom R (A, K
• ∆ ) is 'minimal' in a stronger sense. Specifically, it lifts to a homogeneous split injection Hom R (A, K Example 6.10. Consider again the three-dimensional toric algebra R coming from the cone over the square in R 3 , cf. Example 4.14. We have already calculated the three types of conic complexes for the conic modules A 0 , A 1 , A 2 . Now consider A = A 0 ⊕ A 1 ⊕ A 2 and End R (A). This ring has three graded simples
. We obtain projective resolutions for the simple modules S Ai by applying the functor Hom R (A, −) to the conic complexes K
• ∆ . Thus we see that the endomorphism ring End R (A) has two graded simple modules of projective dimension 2 defined by the tetrahedral chambers, and one graded simple of projective dimension 3 defined by the octahedral chamber.
The same is true for the Morita equivalent ring Hom R (R 1/q , R 1/q ), for q ≫ 0.
We can finally prove the opening theorem of the section.
Proof of Theorem 6.1. The bound gl.dim(End R (A)) ≥ rank(M ) follows from Corollary 6.9. Since End R (A) is a finitely generated module over a commutative Noetherian ring R, a theorem of Auslander [Aus55] implies the left and right global dimensions coincide, and a subsequent theorem of Bass [Bas68, III, Prop. 6 .7] implies the following.
The remainder of the proof will reduce to graded simple right End R (A)-modules.
Let S be a simple right End R (A)-module (with no grading). The annihilator Ann(S) in End R (A) is a two-sided maximal ideal, and so m := Ann(S) ∩ R is a maximal ideal in R. This implies R/m is a field, and S is a finite dimensional vector space over R/m. Since R/m must be a finite extension of the ground field k, S must also be finite dimensional over k.
Next, fix a connected Z-grading on R, which induces a Z-grading on End R (A) (see Remark 6.4). This Z-grading may be weakened to a descending Z-filtration, by setting
Note that the associated graded algebra gr(End R (A)) is canonically identified with End R (A).
Choose a surjection End R (A) → S, which induces a compatible filtration on S. Since the filtrations on End R (A) and S are left-limited, a theorem of [NVO79,  Cor. 7.6] implies that pdim EndR(A) (S) ≤ pdim EndR(A) (gr(S)) .
The associated graded module gr(S) is still finite dimensional over k, and so it has a finite composition sequence as a Z-graded End R (A)-module, whose subquotients are Z-graded simple End R (A)-modules. As the projective dimension of gr(S) is bounded by the maximum projective dimension of the subquotients (see e.g. the proof of Bass' theorem [Bas68, III, Prop. 6.7]), we deduce that
where the last equality is Corollary 6.9.
Remark 6.11. Our results carry over to the complete case: if R is the completion of a pointed toric algebra R at its maximal graded ideal, then End R ( R ⊗ A) has global dimension equal to the dimension of R. This follows from a general properties about the behavior of global dimension under completion; cf. e.g. [ŠVdB17b, 3 .4].
Global dimension of differential operators in positive characteristic.
Given a commutative algebra R over a field k, the algebra of differential operators on R over k is defined as (see e.g. the discussion in [SVdB97, 2.1])
If R is the coordinate ring of a smooth complex variety, then D C (R) is the classical ring of regular differential operators generated by multiplication operators and derivatives along vector fields.
When k has positive characteristic, the ring D k (R) exhibits several behaviors without a natural geometric analog. Most relevant for us is the following.
Lemma 6.12.
[Yek92] Let k be a perfect field of characteristic p, and let R be finitely generated as an R p -module. Then, as subalgebras of End k (R),
That is, every R 
Consequently, Corollary 6.2 implies that, for e sufficiently large,
By a theorem of Beršteȋn [Ber58] ,
Remark 6.14. The proof implies that gl.dim( The main result of this section is the following characterization of when End R (A) is crepant: Theorem 7.2. For a toric algebra R and a complete sum of conic modules A (such as R 1/q for large enough q), End R (A) is an NCCR of R if and only if R is a simplicial toric algebra.
This theorem will be proven in two parts, as Propositions 7.5 and 7.8.
7.1. Simplicial toric algebras. Much of the story of this paper simplifies significantly in the simplicial case.
Proposition 7.3. If R is simplicial, then every chamber of constancy ∆ ⊂ M R contains a unique 0-cell.
For this 0-cell to be in ∆, we must have v, n i = d i for all i, where d i := ⌈ w, n i ⌉ for any w ∈ ∆. Since Σ 1 is a basis, there is a unique solution v to this system.
Lemma 7.4. Let R be a simplicial toric algebra. For all ∆, ∆ ′ ,
where v ∈ ∆ and w ∈ ∆ ′ are the unique 0-cells in the respective chambers of constancy.
Proposition 7.5. Let R be a simplicial toric algebra of Krull dimension d, and let
A be a complete sum of conic modules. Then End R (A) is an NCCR of R.
Proof. Assume R is simplicial. Then by Lemma 7.4, End R (A) is a sum of conic modules, hence Cohen-Macaulay. On the other hand, each chamber of constancy contains a zero-cell, so all graded simple right End R (A)-modules have projective dimension d by Corollary 6.9. We show that End R (A) is homologically homogeneous, that is, any simple S of End R (A) has projective dimension d. Therefore, assume that S has projective dimension k < d. This means that we can find an End R (A)-projective resolution
where each P i is a finitely generated projective End R (A)-module. Since by Lemma 7.4 End R (A) has depth d as an R-module, any R-direct summand must also have depth equal to d. Thus, since any P i is a finite direct sum of direct summands of End R (A), it follows that depth R (P i ) = d for all i = 0, . . . , k. With the same argument as in the proof of Theorem 6.1 we see that S has finite length as an R-module, which implies that depth R (S) = 0. But the behavior of depth in exact sequences is well-understood: this implies depth R (P k ) = k < d (see e.g., [Eis95,  Cor.18.6]), a contradiction.
Example 7.6. Let R be a singular toric algebra of dimension 2. Without loss of generality (see [Ful93, 2.2]), the cone C can be taken to be generated by e 1 and The identity n 1 ∧ n 2 ∧ . . . ∧ n i ∧ . . . ∧ n d+1 = 0 in the exterior algebra of N implies (7.2)
Pick an i such that |det( n i )| is maximized; in particular, det( n i ) = 0. First, we claim there is a chamber of constancy ∆ given by ∆ = {x ∈ M R | δ ij − 1 < x, n j ≤ δ ij for all j = 1, . . . , d + 1} where δ ij is the Kronecker δ.
7 To see this, consider a point w in the interior of the facet of C with normal n i . This implies that w, n j ≥ 0, with equality if and only if i = j. For sufficiently small ε > 0, we have −1 < −εw, n j ≤ 0, with equality if and only if i = j. Adding a small perturbation p, we find a point −εw + p with ⌈ −εw + p, n j ⌉ = δ ij for all j = 1, . . . , d + 1
and so −εw + p is in the desired chamber of constancy ∆. Now, assume that ∆ does have a 0-cell, at a point v ∈ M R . This means v is in d-many linearly independent hyperplanes, or equivalently, we can find a j ∈ {1, 2, . . . , d + 1} such that det( n j ) = 0 and v, n k = ⌈ v, n k ⌉ for all k = j .
By the defining equations of ∆, ⌈ v, n k ⌉ = 1 if k = i and 0 otherwise. Therefore, applying v, − to (7.2) yields 0 = d+1 k=1 (−1) k det( n k ) v, n k = (−1) i det( n i ) + (−1) j det( n j ) v, n j .
Since det( n i ) = 0, this equation implies that both det( n j ) and v, n j are non-zero. Solving for v, n j , we find v, n j = (−1) j−i+1 det( n i ) det( n j ) , so rounding up, we have v, n j = 0. This contradicts the assumption that v was in the chamber ∆. Therefore, ∆ has no 0-cells.
Next, assume the proposition is true whenever |Σ 1 | = i for some i > d. Consider a C with |Σ 1 | = i + 1, and enumerate the elements n 1 , n 2 , . . . , n i+1 . Since C is pointed, the set of normals is a spanning set, and so there is an i-tuple of them which is also a spanning set. Without loss of generality, assume n 1 , n 2 , . . . , n i is a spanning set, and let C ′ be the cone they define.
Consider the chambers of constancy associated to the cone C ′ . By the inductive hypothesis, there is a chamber ∆ ′ which does not contain a 0-cell. The chamber ∆ ′ is a union of chambers of constancy of C, each corresponding to a different value of ⌈ −, n i+1 ⌉. Let ∆ be the chamber of C contained in ∆ ′ on which ⌈ −, n i+1 ⌉ is maximal.
A 0-cell of ∆ would have to be the intersection of a 1-cell in ∆ ′ with a hyperplane of the form v, n i+1 = a for some a ∈ Z. However, if the 1-cell is transverse to the hyperplane, then there are points in ∆ ′ on which v, n i+1 > a, contradicting maximality. If the 1-cell is contained in the hyperplane, then their intersection is not a point. Therefore, ∆ does not contain a 0-cell, completing the induction.
Proposition 7.8. If R is a non-simplicial toric algebra and A is a complete sum of conic modules, then End R (A) is not an NCCR of R.
Proof. By the preceding lemma, there is a chamber of constancy ∆ with no 0-cell. By Corollary 6.9, the simple End R (A)-module S ∆ has projective dimension strictly less than dim(R). Hence, not every simple End R (A)-module has the same projective dimension, and so it is not an NCCR.
Example 7.9. Look again at the cone over the square in R 3 from Examples 5.3 and 6.10. Here End R (A), for A = A 0 ⊕ A 1 ⊕ A 2 , is of global dimension 3 but has two simples of projective dimension 2, coming from the two tetrahedral chambers of constancy. This reproves the fact that End R (A) is not an NCCR.
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However, this can be fixed by omitting one of the two tetrahedral conic modules.
For example, if we omit A 2 , we can build analogous conic complexes This is closely related with the study of maximal modification algebras (MMAs) of a ring R: rings of the form End R ( M ), where the sum is over a maximal collection of pairwise compatible Cohen-Macaulay modules; see [IW14] for more details.
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