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Abstract
Titanium alloys are widely used in the aerospace industry, owing largely to their high specific fatigue
strength at temperatures approaching 550 ◦C. A highly adherent and repassivating oxide layer makes
titanium alloys highly corrosion resistant in many environments; their presumed immunity to corrosion-
enhanced fatigue in typical aerospace environments was another initial attraction. The inaccuracy of
this assumption was first revealed in the 1960s. Later, numerous studies found titanium to be vulnerable
to stress corrosion cracking, particularly in the presence of molten salts.
This thesis concerns the fatigue behaviour of titanium alloys used for aeroengine gas turbine compressor
discs, specifically Ti-6246 and IMI 834. This research originally arose from the unexpected premature
cracking of a spinning rig test component, suffered by Rolls-Royce plc, with a mysterious blue spot at
the fatigue crack origin. The same macroscopic appearance of the crack origin could also be found in
some test specimens held within the company’s specimen archives. Initial discussions led to a parallel
investigation of (i) the blue spot origins and (ii) the rate of crack growth in subsurface, naturally
initiated cracks.
Chemical characterisation of the blue spot origin was undertaken using focussed ion beam–secondary
ion mass spectrometry and scanning-transmission electron microscopy based energy dispersive X-ray
analysis as the principle techniques. The blue spot cracking phenomenon is found to be due to a hot
salt stress corrosion cracking mechanism. Evidence from chemical analysis on the fracture surface and
adjacent specimen surface suggests that in the presence of moisture, stress and elevated temperatures,
NaCl deposits react with and disrupt the protective titanium oxide scale, producing byproducts of
sodium titanate and HCl(g). In subsequent reactions the HCl attacks the newly exposed bare titanium
metal, forming volatile titanium chlorides and atomic hydrogen, as well as a regenerating cycle of
gaseous HCl. The resulting hydrogen segregating to the crack tip causes the crack to advance in a brittle
manner, until the finite supply of corrodant is exhausted leading to a transition back to conventional
low cycle fatigue. Importantly, it is inferred that because HSSCC requires both low pressures (so the
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alloy chlorides are volatile) and high temperatures, this is a mechanism that will operate in spin rig
tests and under laboratory conditions, but not in compressors during flights where the localised air
pressure is much higher.
Post-mortem examination of electron transparent specimens lifted directly from the fracture surface
enabled comparisons of the dislocation morphology and density beneath a hydrogen assisted origin (blue
spot), low cycle fatigue origin and low cycle fatigue propagation region. A distinct change in dislocation
mechanism is observed in the presence of hydrogen, where a lower dislocation density is observed
compared to the LCF origin and propagation region. The results are consistent with the hydrogen
enhanced localised plasticity (HELP) mechanism, and reference is also made to the competing theories
of hydrogen enhanced decohesion (HEDE) and adsorption induced dislocation emission (AIDE).
X-ray microtomography was used to monitor the growth of naturally initiated surface and subsurface
fatigue cracks in air and vacuum environments at elevated temperatures. Surprisingly, this appears to
be the first time that naturally initiated subsurface fatigue cracks have been examined using synchrotron
X-ray microtomography. It is found that subsurface cracks grow more slowly than surface breaking
cracks, even in vacuum, whilst air-exposed cracks grow fastest of all. In all three cases, cracking initiates
at the primary alpha grains. The topic is of interest, as while it has long been known that cracks grow
more slowly in laboratory vacuum than in air, the vacuum found in a subsurface crack would be much
better, and potentially so good that hydrogen could be desorbed from the matrix material.
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Chapter 1
Introduction
1.1 Overview
A Cornishman by the name of William Gregor originally discovered titanium in the form of the magnetic
black sand ilmenite (FeTiO3), in 1791. He named the new substance menackanite, after a small village
called Manaccan, on the Lizard Peninsula, where it was first found. Gregor’s work did not receive
the acclaim it deserved. In 1795, a well known German chemist, Martin Klaproth, independently
discovered a metallic element in the form of a red coloured oxide called rutile (TiO2). He later realised
this was in fact the same element as that discovered by Gregor four years earlier. Klaproth had
previously named the metal titanium, after the Greek mythological sons of the Earth Goddess, the
Titans. Although he subsequently acknowledged Gregor’s priority, this name was upheld which led to
Klaproth being incorrectly accredited with the discovery by many [1,2]. Various attempts were made
over subsequent decades to prepare elemental titanium from its ore. Early endeavours initially claiming
success were later found to have produced various titanium nitride compounds instead, which have a
metallic appearance and are thus easily mistaken for the titanium metal. Over 100 years passed before
Matthew Hunter developed a method using sodium to reduce titanium tetrachloride (TiCl4) in 1910
[3,4].
The Hunter process was used in the laboratory for a number of years as a means of separating elemental
titanium from its oxides. It wasn’t until 1940 when a new method was developed by William Kroll, that
allowed the preparation/extraction of commercially pure metallic titanium to move onto an industrial
scale. This more efficient technique used magnesium for the reduction of TiCl4; the well known Kroll
process is still used widely by most titanium producers today [5].
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Titanium is the fourth most prevalent structural metal in the earths’s crust, only exceeded by Al, Fe
and Mg. Metallic titanium extracted from a natural or synthetic ore is referred to as titanium sponge
due to its sponge-like appearance and porous structure [4]. However, despite such a high abundance of
raw titanium ore, the useful sponge product remains a relatively high cost material to source, due to the
lengthy and costly processing route. Significant cost implications arise at various stages of production,
initially during chlorination which involves the conversion of the titanium oxide (often rutile) to titanium
tetrachloride before reduction. Costs are pushed higher still during reduction of TiCl4 where titanium’s
high affinity for oxygen means that this stage requires an inert argon or vacuum atmosphere, rather than
air [6,7]. At present there are several alternative methods to the Kroll procedure under development.
Many of these methods have been shown to be successful within the laboratory but have not yet been
completely industrialised. Work in this area continues [8].
An extensive and diverse number of desirable properties has seen the introduction of titanium across
a wide range of industries. Excellent bio-compatibility, corrosion resistance, low density and high
strength has led to the expansion of titanium based products in the medical [9], dental [10] chemical and
performance automotive industries, and more recently within sport and leisure. However, after the
development of the Kroll process, it was the aerospace industry that provided the driving force for the
development of titanium alloys [7]. Nonetheless, consistently high production and processing costs have
continued to restrict the use of titanium to these niche markets. Costs associated with the advanced
melting techniques required for aerospace-grade titanium alloys are discussed in Section 2.1.1.
1.2 Titanium in the Aerospace Industry
In the past, aviation has been entirely driven by safety and performance. This is largely still the case,
however, over more recent years, the industry has undertaken a gradual transition toward products
that provide improved customer value. Value in this instance is defined as a service received from a
component or assembly of components, rated against the combined cost of purchase, maintenance and
operation. Airline companies such as British Airways, Virgin Atlantic and Qantas, operate within a
harsh business sector. In the over populated market of global air travel, there is huge demand for highly
efficient aircraft engines and airframes that allow these companies to offer customers competitive, and
consistently low priced flights. Within the aerospace industry, customer value is therefore dependent on
the combined efficiency of aircraft and their turbine engines. This translates to reductions in product
weight and increases to material operating capabilities. Titanium alloys are therefore ideal candidates
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for use in the aerospace sector as they offer improved fatigue strength-to-density ratios and elevated
temperature performance when compared to rival materials [11–14]. Table 1.1 demonstrates the percent-
age of materials used within the airframe and aero-engine as a function of structural weight.
Property Airframe Engine
Aluminium 65% 2.5%
CFRP 18% 4.5%
Titanium 7% 36%
Iron 8% 15%
Nickel — 39%
Other 2% 3%
Table 1.1: Structural weight percentage of materials used in commercial aircraft and aerospace gas turbine engines;
adapted from [15].
For aircraft components, weight is expected to have the greatest influence on the operating costs and the
overall performance of the airliner, resulting from the direct associations with fuel efficiency [13]. Heavily
beta stabilised titanium alloys have been incorporated into the landing gear of Boeing and Airbus
aircrafts to capitalise on the excellent density corrected strength. On the Boeing 777, a high strength low
alloy steel was substituted with the less dense Ti-10V-2Fe-3Al alloy, leading to weight savings in excess
of 580 kg [16,17]. Other Boeing aircraft continue to use lower cost aluminium alloys to support landing
gear. However, the Boeing 737, 747 and 757 aircraft transfer increased loads to these components
compared to other aircraft models. Consequently, if an aluminium component were to be structurally
sound, it would be designed to be so large that it would no longer fit within the available space between
the wing and fuselage. The improved strength offered by titanium alloys enables physically smaller
structures to bear the required loads, providing a solution for space constrained components [11–13,16].
More recently, some components manufactured from Ti-10-2-3 are being substituted for those made from
Ti-5Al-5Mo-5V-3Cr, in view of its easier thermo-mechanical processing and microstructural uniformity
through thick sections.
Although costly during processing, the high affinity of titanium for oxygen leads to the formation
of a stable and adherent oxide surface layer when titanium is exposed to oxidising environments at
temperature. This surface oxide layer is protective and results in the impressive corrosion resistance
demonstrated by titanium and its alloys. Therefore, conditions experienced during service do not (in
the vast majority of cases) lead to corrosion susceptibility in titanium. However, aluminium and steel
are known to form corrosion pits which can act as stress raisers for fatigue crack initiation, which
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must be monitored [16]. Previously, protective coatings were applied to steels to prevent known effects
of hydrogen embrittlement in specific environments, but this required periodic engine shut down for
maintenance. Therefore, components that are difficult to access, inspect and repair are now often
replaced with titanium, at a cost penalty [13,15]. Another attribute of titanium is its galvanic com-
patibility with polymer matrix composites. In the presence of moisture, aluminium forms a galvanic
potential in contact with the graphite fibres. Although (as above) coatings can be applied, with in-
creased use of composite materials within the airframe titanium is becoming a common alternative to
these aluminium components [13,16]. Table 1.2 demonstrates a number of comparisons between different
aerospace materials.
Property Ti Ni Al Fe
Melting Temperature ( ◦C) 1670 1455 660 1538
Room Temperature E (GPa) 115 200 72 215
Yield Stress Level (MPa) 1000 1000 500 1000
Density (gcm−3) 4.5 8.9 2.7 7.9
Comparative Corrosion Resistance Very High Medium High Low
Comparative Reactivity with Oxygen Very High Low High Low
Comparative Price Very High High Medium Low
Table 1.2: Comparisons between different aerospace metals [6]
Improving the efficiency of the aero-engine relies upon increasing the temperature of the hot gas stream
and (as with the airframe) introducing sustainable reductions to final product weight. When in-service
temperatures exceed 150◦C aluminium reaches its operating limit and is hence often replaced with
titanium for components experiencing temperatures in the range of 150-550◦C i.e. intermediate pressure
compressor disk stages [13]. For such components, nickel base alloys and steel are obvious alternatives
but are almost twice as dense, thus titanium is commonly favoured. At approximately 550 ◦C oxygen is
able to easily diffuse through the surface oxide layer resulting in embrittlement of the adjacent oxygen
rich layer (α case) in the base titanium alloy. The α case is hard and less ductile than the bulk metal
and can cause early crack nucleation under fatigue loading conditions. Pressure and temperature are
forced above the maximum operating conditions of titanium in the latter stages of the compressor and
thus titanium gives way to high-temperature high-strength nickel base superalloys in the high-pressure
compressor and turbine sections [11,12,18,19]; Figure 1.1 demonstrates the distribution of materials within
a Trent 800 gas turbine engine. Novel replacement materials such as metal matrix composites are
well advanced [20] but the continued use of titanium is guaranteed into the future as these substitute
Titanium in the Aerospace Industry 5
Composite
Aluminium
Titanium
Steel
Nickel
Kevlar
Figure 1.1: Materials within the Rolls-Royce Trent 800 engine; adapted from [19]
materials remain unproven during service, are costly to develop and are potentially problematic to
manufacture [21].
The reliability and durability of aerospace gas turbine engines are of paramount importance, and have
a marked consequence on the final service value seen by the customer. An example of this has been
shown since both Airbus and Boeing have favoured twin engine designs, as opposed to conventional
three and four engine aircraft, that were in the past reserved for lengthy over-water routes. Since
reducing the number of engines powering such aircraft, reliability has become ever more significant.
All engine/aircraft combinations that operate large portions of flight times over water are now assessed
against a strict criteria and given a rating according to their reliability. Higher ratings give autho-
risation for the aircraft/engine combination to spend a longer percentage of total flight time above
water than those with lower ratings. This reduces flight times by allowing the aircraft to take shorter
routes and correspondingly reduces fuel burn, both of which translate to a positive effect on customer
value [13].
It has been estimated that fluctuating stress cycles leading to fatigue contribute to 90% of mechani-
cal failures seen in service [22]. Therefore, the structural lives of fatigue limited components must be
estimated accurately. This is only possible by using the vast quantities of information that can be
extracted from service data, as well as referring to data produced from test pieces and components
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used to replicate conditions experienced during flight cycles. To have confidence in calculated lives of
critical rotating components, the behaviour of components and test specimens must be predictable and
transferrable to the finished part operating under engine conditions. When data is gathered that lies
outside a designated standard and is not anticipated, confidence in the reliability of the component
and structural life attached to it reduces. This has a significant knock-on effect on an already very
conservative design methodology for rotating parts, leading to loss of revenue for the airline and poor
customer value [13,23]. Such detrimental consequences are likely to arise from more frequent in-service
inspections, overly conservative estimations on critical part lives, premature retirement of critical parts
from service and potentially part recalls [24], which in the most extreme circumstances can lead to
grounded fleets. It is clear that within the aerospace industry flight safety is the principal concern.
Therefore any variations in expected data must be analysed swiftly and thoroughly to understand the
cause and effect of the deviation, and to conclude whether the non-conformity could possibly develop
within service parts.
1.3 Motivation and Aims
The observation of premature cracking in a spinning rig test prompted Rolls–Royce to launch a full
investigation to identify the cause of early cracking and the possible effect on service components.
Using the immediately available resources within the company, a conclusion could not be reached to
explain an unusual feature observed at the fatigue crack origin. By employing additional resources
available from a number of academic institutions, the primary aim of this PhD was to determine the
formation mechanism associated with this initiation feature, how this mechanism evolved to reduce low
cycle fatigue life, and finally, to establish whether the same mechanism could operate under service
conditions. An additional aim was then to reveal possible changes in deformation mechanisms observed
in grains connected to the fracture surface, and relate these changes to the formation mechanism of the
initiation feature.
A second, and unconnected, motivation for this work arose after considering the methods used to
life critical rotating parts, such as compressor discs. A surface compressive residual stress is applied
to compressor discs by peening the components with small steel shot. The benefit of the surface
compressive residual stresses introduced by this technique is an increase in fatigue strength, and the
transition of typical surface connected crack initiation to that of subsurface crack origins. As mentioned
previously, lifing calculations are based not only on engine experience and on-ground component testing,
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but also from significant data sets measured from small fatigue test pieces. There are many difficulties
associated with replicating the shot peening conditions on small specimens, as well as it being unlikely
to initiate subsurface fatigue cracks naturally when incorporating a high maximum stress. Therefore,
equivalent test programmes measuring fatigue crack growth rates of surface connecting cracks inside
a vacuum environment are often used to mimic subsurface crack growth rates, and were thought to
be representative. Since considering effects of hydride formation however, it is considered that fatigue
growth rates of microstructure-initiated internal fatigue cracks may actually be higher than that of
surface breaking cracks in vacuum. The aim was to examine this proposition using a mixture of in-situ
(synchrotron-based) and ex-situ (lab-based) X-ray micro tomography, complemented with post-mortem
microscopy of the fracture surface.
1.4 Thesis Structure
Chapter 1 introduces the origin of titanium and discusses the applicability of the material across a wide
range of industries. Particular emphasis is placed on the use of titanium within the aerospace sector,
where the problems associated with component lifing, safety and material predictability are considered
in context.
Chapter 2 gives a critical evaluation of the literature relevant to this thesis. Topics surrounding fatigue
(behaviour and mechanisms), hot salt stress corrosion cracking and the role of hydrogen in α/β titanium
alloys, are discussed in most detail.
Chapter 3 provides procedures for experimental techniques used throughout this work. This chapter
also aims to provide some insight into the underlying science of these methods.
Chapter 4 gives an overview of the material and specimens used throughout this study, including the
processing route and the final microstructure achieved after heat treatment. Alpha-beta titanium alloy
Ti-6246 was used for the research undertaken and demonstrated in Chapters 5 and 6. Near-alpha alloy
IMI 834 was studied during Chapter 7.
Chapter 5 investigates an unexplained “blue spot” feature observed at the fatigue crack origin of Ti-6246
specimens tested in the low cycle fatigue regime. A number of specimens were examined to determine
the cause and formation mechanism of these blue spots. The crack origin was investigated using SEM,
TEM and STEM based-EDX and focussed ion beam milling - secondary ion mass spectrometry. This led
to a diagnosis of the root cause of the blue spot feature (including the proposed underlying mechanism),
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and to an explanation as to why the features are not observed in ex-service titanium components.
Chapter 6 is a continuation of the work from Chapter 5. Considering the hot salt stress corrosion crack-
ing mechanism proposed in Chapter 5, a detailed transmission electron microscopy study is undertaken
in order to observe the hydrogen enhanced localised plasticity mechanism operating in a naturally
initiated stress corrosion cracking situation. Dislocation activity is investigated through post-mortem
examination of thin foils prepared by focussed ion beam milling.
Chapter 7 presents a first attempt at the three-dimensional evaluation of naturally initiated surface
connected and internal fatigue cracks in air and vacuum environments. Fatigue crack initiation and
growth in IMI 834 is investigated through X-ray microtomography at elevated temperatures (350 ◦C),
and is accompanied by electron microscopy of the fracture surfaces.
Chapter 8 summarises the conclusions reached from the experimental work undertaken in this study.
Suggestions for further work are then given based on the achievements of this research, persisting
gaps in the knowledge and any other information that could be of interest to the titanium/aerospace
community.
A collection of appendices are also presented, where it was deemed beneficial to remove additional
information from the main body of the thesis to avoid disrupting the reader’s train of thought. The
appendices include (A) representation of the Burgers vectors in the hexagonal unit cell, (B) schematic
illustrations of all hexagonal slip systems operative within the titanium lattice, (C) supplementary infor-
mation behind the design of the bespoke vacuum furnace and loading rig, (D) repeat data for Chapter 5,
demonstrating that the mechanisms suggested are consistent over a number of specimens/components,
(E) parameters for all the LCF tests undertaken during the study, (F) calculation for the primary ion
dose density (FIB-SIMS), (G) dislocation invisibility contrast values.
1.5 Publications and Conferences
During this PhD a number of publications have arisen. Chapters 5, 6 and 7 contain research that has
been published by leading journals, as follows:
• T.P. Chapman, R.J. Chater, E.A. Saunders, A.M. Walker, T.C. Lindley and D. Dye. Environ-
mentally assisted fatigue crack nucleation in Ti-6Al-2Sn-4Zr-6Mo. Corrosion Science, 96:87-101,
2015.
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• T.P. Chapman, V. Vorontsov, A. Sankaran, D. Rugg, T.C. Lindley and D. Dye, The dislocation
mechanism of stress corrosion embrittlement in Ti-6Al-2Sn-4Zr-6Mo. Metallurgical and Materials
Transactions A, 2015, DOI: 10.1007/s11661-015-3181-0
• T.P. Chapman, K. Kareh, M. Knop, T. Connolley, P.D. Lee, M. Azeem, D. Rugg, T.C. Lindley
and D. Dye. Characterisation of short fatigue cracks in IMI 834 using X-ray microtomography.
Acta Materialia, 99:49-62, 2015
Numerous presentations have been made at Rolls-Royce Derby, UK and Rolls-Royce Deutschland, as
well as at UK-based conferences. Additionally, an oral presentation was given at an international
conference, as stated below:
• “Environmentally assisted fatigue crack nucleation in Ti-6246”. Oral presentation in “A lifetime
of experience with Titanium Alloys: An SMD Symposium in Honour of Jim Williams, Mike
Loretto and Rod Boyer”. 143rd TMS Annual Meeting and Exhibition (TMS 2014), San Diego,
California, USA, 16-20 February 2014.
A large body of work from Chapter 5 was also presented by a collaborator from Rolls-Royce plc (E.A.
Saunders), at a second international conference:
• “Understanding the blue spot”. Oral presentation in “Aerospace IV”. Sixth International Con-
ference on Engineering Failure Analysis (ICEFA VI), Lisbon, Portugal, 6-9 July 2014
This led to the publication of the following conference paper:
• E.A. Saunders, T.P. Chapman, V. Vorontsov, R.J. Chater, T.C. Lindley, A.M. Walker, D.
Rugg and D. Dye. Understanding the blue spot, Engineering Failure Analysis, 2015, DOI:
10.1016/j.engfailanal.2015.06.008
10 Introduction
Chapter 2
Literature Review
2.1 Metallurgy of Titanium Alloys
2.1.1 Advanced Melting Techniques
Titanium is a reactive metal, possessing an extremely high affinity for oxygen at high temperatures [6].
It is this reactive nature that makes titanium difficult to process, causing the use of conventional refrac-
tory furnaces during melting procedures to be non-viable. Vacuum arc remelting (VAR) has been the
standard technique for melting titanium alloys over recent decades, with necessary refinements achieved
via a double or triple step process. Vacuum conditions are maintained throughout this melting proce-
dure in order to prevent formation of brittle oxides and nitrides upon contact with the atmosphere [25].
Prior to VAR, a compacted titanium sponge plus alloying element mixture is plasma welded to form a
consumable electrode. An arc is then struck between the titanium-alloy electrode and a water cooled
copper contained melt pool below. Typically temperatures in the range of 1600 - 1650 ◦C are employed
but as the arc contacts the copper mould, intense localised heat exceeds the titanium melting tempera-
ture, causing a small volume of the electrode to melt and begin to form a new ingot in the copper mould
below [25,26]. Aerospace grade titanium, particularly for critical rotating parts (i.e. compressor disks),
must be totally defect free. Elimination of possible inclusions in VAR materials is dependent on the
length of time the particle is resident in the molten pool. Therefore, multiple remelts are incorporated
to increase particle dissolution in the melt [27]. However, a persistent problem associated with VAR
is the continued prevalence of both high density inclusions (HDI) and hard-α (low density) inclusions
(LDI) [28].
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HDIs result from high melting point heavy elements such as molybdenum, tantalum, niobium and
tungsten. Those often present as alloying elements are likely to form inclusions if added to the sponge
to be melted in excessively large pieces, whereas tungsten and tungsten carbide rich inclusions may form
as a consequence of contamination of the melt by ball point pens or machine tool tips, for example [28].
Hard-α particles are commonly associated with regions of high alpha stabilising element concentrations,
such as nitrogen, oxygen and/or carbon interstitials [27]. These inclusions are often present in the most
damaging form as high nitrogen concentration TiN particles and are considered to principally arise
originally in the sponge material, either when intermediate stage sponge is exposed to the atmosphere,
initiating small fires which burn the high nitrogen containing titanium sponge particles, or inadequate
cleanliness of the magnesium reactant. LDIs have also been known to form as a result of air leaks during
the plasma weld or burnt particles resulting from surface grinding of the solid ingot. These inclusions
have been known to contain up to 10 wt.% nitrogen; inclusions arising from alpha stabilisation by
oxygen interstitials may contain up to 5 wt.% oxygen [23]. Therefore, both HDIs and LDIs are regarded
as products originating from raw materials, either directly from the sponge (LDI), or by contamination
during melting (HDIs/LDIs).
The occurrence of inclusions has been significantly reduced over the past 25 years, particularly since the
Sioux City accident of 1989 was attributed to the initiation of a fatigue crack at a hard-α inclusion [27].
Improvements at all levels of processing have led to large reductions in the incidence of these particles.
Increasingly stringent specifications have been implemented over time in an attempt to eradicate the
HDIs. Simple rules prohibiting ball point pens in titanium melting plants, avoiding WC cutting tips
and magnetically separating machined chips (swarf) has minimised prevalence of HDIs, but even triple
melted VAR aero-grade titanium alloys intermittently contain HDIs [28]. However, it is the LDIs that
provide the main metallurgical problem to the titanium melting industry. These brittle particles are
considerably harder than the surrounding titanium metal, may retain porosity originating from the
raw sponge granules and frequently initiate cracks under fatigue loading conditions [23]. Although
the prevalence rate of these hard-alpha defects has been reduced to ∼1 in 105 of all rotating parts
examined, due to the wide range of sizes possible, from a fracture mechanics perspective this incidence
is still deemed to be too high when considering the history of in-service failures [23,28]. Critical titanium
components are therefore inspected throughout the processing route, most frequently using ultrasonic
testing (UST). This non-destructive testing (NDT) technique relies upon cracks and pores associated
with the LDI to generate signal. Hence, if the defect is not sufficiently porous or is yet to crack, it could
easily be missed. Additionally, titanium has a very noisy background ultrasonic signal, which reduces
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the detection limit/probability further [23,29]. Aside from the significant safety concerns associated with
these randomly occurring features, there are also financial implications. The random occurrence of
these inclusions makes it very difficult to predict component lives with any certainty, leading to more
frequent in-service inspections of critical parts, interruption to engine operation, conservatism on the
part of lifing teams to retire critical components prematurely and finally, delays or even rejections of
parts from the production line, prior to engine operation [24]. Added costs are then passed onto both
the engine manufacturer as well as the aircraft operator [23].
Whilst a portion of the industry continued to melt titanium using the conventional triple VAR technique,
others looked toward an alternative method of cold hearth melting followed by a single VAR procedure,
with the aim of eradicating both hard-α and high density inclusions [23]. Cold hearth melting integrates
independent heat sources into the procedure, as either high energy plasma torches or by using an
electron beam. Raw material enters the water cooled copper hearth where is melted by the ancillary
heat sources [28]. High density inclusions entering with the feedstock will sink to the base of the hearth
where a solid skull forms between the copper hearth and molten pool of metal, trapping the HDIs.
Material within the solidified skull is not able to flow out of the hearth and is then discarded, along
with HDIs within it [28]. Lower density inclusions, such as TiN hard-α particles, may float at the surface
of the pool, float through the hearth or even sink towards the skull, depending on particle density and
diameter. Research has been conducted in order to model hard-α inclusion survival rates, which has
now made it possible to estimate survival times of LDIs of a given size and therefore ensure hard-
α dissolution by providing sufficient residence time within the hearth [27]. Despite high initial costs,
cold hearth melting has been proven as a possible method to produce ingots free of melting induced
inclusions. Today this method is used to produce much of the aerospace-grade titanium for critical
rotating components in aviation gas turbine engines. The rate of occurrence of hard alpha inclusions
is now estimated to be on the order of 1 per million kg of rotor grade titanium produced [13].
2.1.2 Physical Metallurgy
Pure titanium demonstrates an allotropic phase change at 882.5◦C, when it transforms upon heating
from a low temperature, hexagonal close packed (hcp) alpha (α) phase to a high temperature, body
centred cubic (bcc) beta (β) structure [6]. The hexagonal unit cell is formed by an ABABABAB sequence
of atomic stacking layers, demonstrated in 2D (a) and 3D (b) in Figure 2.1. In pure titanium, the high
temperature bcc β-phase structure remains stable up to the melting point of 1670◦C [30].
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The temperature at which titanium undergoes the allotropic phase change is termed the beta-transus
temperature, and can be manipulated by the addition of alloying elements. This phenomenon gives
rise to the possibility of using heat treatments to control mechanical properties by producing alloys
with α, β or mixed α/β microstructures [6]. Upon cooling from the bcc beta phase field, 12 different
orientations of the alpha phase may theoretically arise from a single beta parent crystal [31]. The
(Burgers) orientation relationship defines the registry between the alpha and beta phases and is shown
schematically in Figure 2.1(c).
B
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Figure 2.1: (a) 2D representation of hexagonal unit cell showing the ABABAB stacking sequence; (b) 3D repre-
sentation of the hcp lattice showing the position of atoms, adapted from [6]; and (c) Burgers orientation relationship,
adapted from [31].
2.1.3 Alloy Classification
Titanium alloying elements are characterised according to the ability of the given element to stabilise
either the α or β phase. Alpha stabilising elements are regarded as those which preferentially dissolve
in and expand the alpha phase field, thereby elevating the β transus temperature with increasing
solute contents. Being a transition metal, titanium has an incomplete outer shell of electrons which
allows most elements within 0.85–1.15× the atomic radius of titanium to alloy substitutionally and
have substantial solubility in titanium, e.g. Al, Sn, Zr [32]. Titanium also readily reacts with oxygen,
nitrogen and hydrogen, which all have atomic radii less than 0.59 of that of titanium and hence occupy
interstitial sites in the atomic structure [6,7]. Due to its ability to raise the β transus, and having
increased solubility in both α and β phases compared to other elements, aluminium has become the
most commonly used element in titanium alloys. The relative effect of each α-stabilising element can
be expressed by an aluminium equivalent equation, first defined by Rosenberg [33] (wt%):
[Al]eq = [Al] + 0.17 [Zr] + 0.33 [Sn] + 10 [O] (2.1)
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Elements such as molybdenum, iron, manganese and vanadium suppress the β-transus by stabilising
the beta phase field and are thus denoted as beta stabilising elements. With a sufficient wt% of these
elements it is possible to stabilise and retain the beta phase to room temperature. A qualitative
assessment of the stability of the beta-phase can be made with reference to a molybdenum equivalent
equation (wt%) [6]:
[Mo]eq = [Mo]+0.2 [Ta]+0.28 [Nb]+0.4 [W]+0.67 [V]+1.25 [Cr]+1.25 [Ni]+1.7 [Mn]+1.7 [Co]+2.5 [Fe]
(2.2)
Commercially available titanium alloys are commonly categorised into three main groups, depending
on the principal room temperature phases resulting from respective chemical compositions; namely
the α, α + β and β alloys [6,7,12]. True α alloys are single phase, which, by definition, makes them
non-heat treatable. However, this group contains the commercially pure titanium grades and the near-
α alloys. CP titanium is commonly referred to as unalloyed, with oxygen as its only addition. CP
titanium demonstrates excellent corrosions resistance and formability and is most commonly used for
non-structural applications. Controlled amounts of oxygen are used to modify yield strengths over a
wide range of CP grades by interstitial hardening mechanisms. Near-α alloys contain small percentages
of beta stabilising elements, which are added to allow greater manipulation of the microstructure during
processing [6]. In the past, near-α alloys would usually be processed in the β phase field (∼ 1100 ◦C),
however more recently developed near-α alloys (such as IMI 834) are now commonly processed at
lower temperatures in the α + β phase field. This latter processing route promotes a fine prior β
grain size and a low volume fraction of primary-α. These alloys are commonly used for applications
involving high service temperatures (up to 600 ◦C) by exploiting the superior creep properties of the
alpha phase [34].
True β-phase alloys are characterised by their lack of martensitic transformation from the β-phase
field upon fast cooling. Consequent ageing between 500–600◦C can result in the yield stress exceeding
1200 MPa (via fine α platelet precipitation). The high yield stress attainable and low modulus of
elasticity make β-class alloys attractive for some applications (e.g. aircraft landing gear), however α+β
classified titanium alloys are commonly considered to have the most industrial importance over other
titanium alloy groups. One major advantage of using α+β alloys compared to α or near-α counterparts
is their superior response to heat treatment. The result is increased strength and hardness by way of
a solution heat treatment below the beta transus (Tβ) temperature followed by age hardening of the
alpha phase via precipitation of coherent α2 particles
[6,35].
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α+β alloys contain a greater portion of β stabilising elements than the α groups with commercial α+β
titanium alloys often containing between 10-20 vol% β phase in equilibrium at room temperature [36].
The increased β content compared with α classified alloys increases stability of the beta phase field and
thus lowers the β transus temperature, ensuring that a portion of both α and β phases are retained at
room temperature. The desired content of beta stabilising elements is determined after considering the
end use application for the alloy. Most α+β alloys are weldable but increased percentages of β stabilisers
will increase hardenability and have an equally detrimental effect on weldability. α+β type alloys tend
to be used at lower service temperatures than the near-α alloys, typically in the range 315-500◦C [11,12].
Figure 2.2(a) provides a graphical representation of aluminium and molybdenum equivalents for a
number of titanium alloys and shows divisions of classified groups (a); a pseudo-binary phase diagram
is shown in Figure 2.2(b).
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Figure 2.2: (a) Graphical demonstration of aluminium and molybdenum equivalents for different categories of
titanium alloys, (b) pseudo binary section through β isomorphous phase diagram; adapted from [6].
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2.1.4 Thermomechanical Processing of α-β Alloys
The addition of alloying elements to pure titanium modifies the composition of the alloy and thus
controls the β-transus temperature. Manipulation of the α-β phase transformation and the consequent
crystallography (phase proportions), dominates titanium metallurgy. Subsequently, specific thermome-
chanical processing (TMP) routes are employed to control the final microstructure and microtexture,
and thus the mechanical properties of the alloy for the intended application [31]. α+β classified alloys
contain high enough Aleq and Moeq amounts to stabilise both the α and β phases. This allows a
broad α+β phase field to extend down to room temperature, giving rise to a far more diverse range
of microstructures that would be possible with α alloys [34]. With reference to Figure 2.2(a) it can be
observed that the near-α alloys (IMI 834, Ti-811, Ti-6242) contain a small percentage of β-stabilising
elements. Careful thermomechanical processing of α+β (and near-α) titanium alloys can lead to the
development of three different microstructural conditions [35–39].
Nucleation and Diffusional Growth
Sufficiently slow cooling from the β to α+β phase field promotes preferential nucleation of semi-coherent
α-phase initially at the β-phase grain boundaries, developing an (almost) continuous layer of α along
these β-phase grain boundaries. Parallel sets of α colonies will collide during growth into the β grain.
Individual α plates within colonies remain separated by the retained β-phase matrix [6].
Microstructure Development
Three possible microstructures can be obtained through multiple processing stages; the fully lamellar
structure, the bi-modal structure and the fully equiaxed structure. Initially, all processing routes
will commence with a high temperature β-phase homogenisation step, ensuring the starting material
consists entirely of a body-centred cubic matrix. Following the homogenisation step (> Tβ), the material
is cooled to room temperature; the rate at which the material is cooled determines the width of the
starting α lamellae and the amount of α residing along the β grain boundaries (i.e. continuous or non-
continuous). For bimodal and fully equiaxed structures, the homogenisation cooling rate also controls
the globular primary alpha grain size. The beta phase homogenisation temperature and hold time are
kept as low and short as practically possible to minimise β grain size; however, they typically remain
above 500µm [6,37].
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The material is then plastically deformed in either the α + β phase field (bi-modal/fully equiaxed),
the β phase field (basket weave structures) or undergoes secondary deformation in the α + β phase
after initial β processing (fully lamellar). Material is often deformed by rolling (plate material) or
forging (disc material), either of which induce a high density of dislocations without breaking up the
lamellar structure. To promote the formation of fully lamellar microstructures, deformation is followed
by a second homogenisation stage above the β transus temperature, to enable recrystallisation of
bcc β-grains [37]. When a bi-modal or fully equiaxed microstructure is desired the material is instead
recrystallised in the α + β phase field to form a mixture of equiaxed hcp-α and bcc-β grains. The
method by which the original lamellar structure is recrystallised to equiaxed alpha and beta involves
penetration of the beta phase along the alpha-alpha grain boundaries, separating the starting lamellae
alpha into individual equiaxed alpha grains [40].
When the cooling rate from the α/β recrystallisation temperature is sufficiently slow, only the primary
alpha grains will grow during cooling, resulting in a fully equiaxed microstructure, with the volume
fraction of the β phase constrained to the triple points of the α grains. Otherwise, the cooling rate
from the beta phase (fully lamellar) or α+β phase (bi-modal) controls the width of α lamellae and size
of α colonies forming within prior beta grains. For the duplex microstructures, upon formation of the
globular primary alpha grains and beta grains containing alpha colonies, the highly alpha and beta sta-
bilising alloying elements partition into the respective phases; i.e. Al, O into the primary alpha phase,
and Mo, V into the beta phase. Consequently, the alpha lamellae in bi-modal microstructures contain a
comparatively lower percentage of alpha stabilising elements than in fully lamellar microstructures [37].
Since the globular primary alpha phase is enriched by the α phase solid solution strengthening alloying
elements, the lamellar portion of the bi-modal microstructure is equally deficient, and is thus softer in
comparison to the fully lamellar microstructure [35]. The final stage of processing for all microstruc-
tures involves a low temperature age procedure. Annealing at temperatures below the Ti3Al solvus
encourages precipitation of the α2 particles, promoting age hardening, whereas super-solvus tempera-
tures inhibit precipitation of Ti3Al particles and result in only a stress relieving treatment
[37]. Since
element partitioning does not occur during formation of fully lamellar microstructures, the effect of age
hardening is also greater in the fully lamellar condition compared to the lamellar portion of the duplex
microstructure [37]. Fine secondary alpha laths are also often precipitated in the beta phase during
ageing. Finally, the alpha/beta recrystallisation temperature controls the volume fraction of primary
alpha. When this temperature is sufficiently low, the volume fraction of primary alpha is high enough
that the fully equiaxed microstructure is formed during recrystallisation, directly from the deformed
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Figure 2.3: Overview of titanium microstructures; (a) Backscatter electron image of a Ti-6Al-4V fully equiaxed
microstructure; (b) Light optical micrograph (LOM) of a Ti-6Al-4V alloy that was slow cooled from the α/β recrys-
tallisation temperature; (c) LOM of a bimodal Ti-6Al-2Sn-4Zr-6Mo microstructure; (d) LOM of Ti-6Al-4V lamellar
microstructure - adapted from Warwick et al. [41]; (e) LOM of a bi-lamellar/basketweave Rolls-Royce commercial
Ti-6Al-2Sn-4Zr-6Mo microstructure.
lamellae [6]. Figure 2.3 illustrates examples of each microstructure type. Sections 4.1 and 4.2 provide
detailed information regarding the processing route, heat treatment and final microstructures of the
Ti-6246 and IMI 834 alloys investigated during this study.
2.2 Deformation Mechanisms
Plastic deformation in metals occurs by significant rotations of the crystal lattice or by dislocation
motion, which may be accomplished by deformation twinning or conventional slip of the crystalline
lattices [42]. In titanium, the ductility exhibited by the hcp α-phase is attributed to the operation of such
deformation modes. An overview of twinning mechanisms is given below (Section 2.2.1), accompanied
by a more detailed review of slip (Section 2.2.2) and finally the dislocation-dislocation interactions
giving rise to glide and climb mechanisms (Section 2.2.3).
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2.2.1 Twinning
Twinning is commonly observed in commercially pure (CP) titanium, and is understood to be an
important deformation mode in some α-titanium alloys. Within the titanium industry, aluminium
is considered a principle alloying element, as it has an inherent function within the composition of
numerous α and α − β commercial titanium alloys used in the aerospace industry [6,43]. It has been
widely documented that alloying additions of both substitutional (particularly Al) and interstitial (O)
alloying elements generally suppress twinning, and thus deformation via twinning is not commonly
observed in the high-temperature high-strength α − β alloys [6,43–45]. A study by Williams et al. [43]
showed that higher temperatures also acted to inhibit twinning. In crystals orientated for basal slip,
Williams et al. [43] observed a transition from twinning to basal slip, for low-Al concentration alloys, with
increasing temperature. However, above 6 wt.% aluminium, irrespective of temperature twinning does
not occur and only basal slip only was observed. The focus of the present study has been on the high
temperature fatigue mechanisms of highly alloyed Ti-6246 and IMI 834. Even at room temperature,
twinning is not observed in some α/β alloys subject to tensile deformation [46]. Deformation twinning
has not been observed during this work and will therefore not be considered in further detail.
2.2.2 Slip
The mechanism of slip occurs by the motion of line defects, knows as dislocations, through the crystal
lattice; the crystal deforms plastically as the dislocation moves through the lattice [48]. Dislocations have
been observed to exist as either edge or screw type defects. In either case, the dislocation will have a
v
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Figure 2.4: (a) Edge dislocation within a simple cubic lattice. The Burgers vector is shown (schematically) via
the closure failure of the Burgers circuit; (b) Completed Burgers circuit in a perfect, undeformed crystal; adapted
from [47].
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Figure 2.5: (a) Screw dislocation within a simple cubic lattice. The Burgers vector is shown via the closure failure
of the Burgers circuit; (b) Completed Burgers circuit in a perfect, undeformed crystal; adapted from [47].
Burgers vector, which represents the displacement in the lattice caused by motion of the dislocation
line. The atomic distortion associated with an edge dislocation corresponds to the insertion of an extra
half-plane of atoms into the crystal lattice [49]. With reference to Figure 2.4, it can be seen that the line
vector, l, of an edge dislocation is perpendicular to the corresponding Burgers vector, b. The atomic
deformation arising from screw dislocation activity can be considered as a shear displacement on one
side of a set of crystal planes [47]. In this case, Figure 2.5 demonstrates that the line and Burgers vectors
are parallel.
Slip System Type Burgers Vector Type Slip Direction Slip Plane
Total No. of Slip Systems
Total Independent
1 Basal 〈a〉 〈112¯0〉 (0002) 3 2
2 Prismatic 〈a〉 〈112¯0〉 {101¯0} 3 2
3 Pyramidal 〈a〉 〈112¯0〉 {101¯1} 6 4
4 Pyramidal 〈c + a〉 〈112¯3〉 {112¯2} 6 5
Table 2.1: Slip systems in the hexagonal alpha phase; adapted from [6]
The hexagonal phase slip systems are shown within the unit cell in Figure 2.6(a) and are also given
in Table 2.1. Determination of the basal 4-index hexagonal slip directions is shown in Appendix A;
each variant for all slip systems (basal and otherwise) is shown schematically in Appendix B. It should
be noted that the combined effect of slip system 1 and 2 produces the same nominal shape change as
system 3, therefore the total number of independent slip systems is reduced to 4 [6,43]. In the absence of
twinning, a 〈c + a〉 direction component is required to permit shape change during plastic deformation.
Pyramidal slip systems of the type 〈112¯3〉{112¯2} have been observed in titanium using transmission
electron microscopy (TEM) [6,43]. Within a single crystal, slip will occur on the system containing the
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Figure 2.6: (a) Slips systems in the hexagonal unit cell; (b) Schematic illustration for visualising critical resolved
shear stress; adapted from [50].
plane of highest interatomic spacing (low index planes with the largest atomic density) and in a slip
direction containing the shortest Burgers vector (smallest slip length) [50,51]. Therefore, the operative
slip system is a function of the unit cell lattice parameters c and a; refer to Figure 2.6(b). Interplanar
spacing (d) for the hexagonal alpha phase is given by the following equation [51]:
d = a
[
4
3
(
h2 + hk + k2
)
+
( c
a
)−2 · l2]− 12 (2.3)
where, hkl are the Miller indices and a and c are the lattice parameters. The accepted convention is such
that when the c/a ratio is less than
√
3, the prism planes are more densely packed than the basal plane.
For pure titanium, it has been clearly established that first order 〈a〉 type prismatic slip {101¯0}〈112¯0〉
is the principal deformation mechanism in the α phase [13,51,52]. Slip is a shear deformation process
and thus each slip system has an associated critical shear stress value, dictating when the system will
become activated for slip. This threshold value is referred to as the critical resolved shear stress (CRSS)
and has symbol τCR. Figure 2.6(b) schematically illustrates an applied tensile load resolved onto a slip
direction.
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The resolved shear stress τR can be calculate using the following equation:
τR =
F
A
cosφcosλ (2.4)
where τR is the resolved shear stress, F is the applied load, A is the cross-sectional area of the slip
plane, φ is the angle between the loading direction and slip plane normal and λ is the angle between
the loading direction and slip direction (Burgers vector). When τR exceeds τCR for the given system,
slip will become activated. The CRSS itself is strongly dependent on alloying content (changes to
atomic positions within the unit cell) and temperature (diffusion). A study by Paton et al. [6,53] on
Ti-Al (6.6 wt.%) single crystals demonstrated that the CRSS for 〈c + a〉 systems was much higher than
all 〈a〉 type systems, irrespective of temperature (∼ 3 : 1). The basal 〈a〉 type system was shown to
have a marginally higher CRSS than prismatic 〈a〉 type systems at low temperatures, but at higher
temperatures (>450 ◦C) they were shown to be almost equivalent; see Figure 2.7.
The activation of a preferred slip system is additionally related to the orientation of the crystal with
respect to the loading axis.
Schmid factor, m = cosφcosλ (2.5)
The Schmid factor, m, is highest when φ = λ = 45◦ (m = 0.5) [50]; however this rarely occurs. Therefore,
a shear component can be resolved along the slip direction in all cases, except where the loading axis
is parallel or perpendicular to it [49]. For example, a titanium hcp single crystal orientated such that
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Figure 2.7: Critical resolved shear stress against temperature, adapted from [6].
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the c-axis is parallel to the applied stress will have no resolved shear stress along an 〈a〉 or 〈c〉 Burgers
vector (m = 0); the tensile axis is ‖ to 〈0001〉 for 〈c〉 type vectors and ⊥ to 〈112¯0〉 for 〈a〉 type
vectors. Assuming adequate loads were applied to exceed the CRSS, stress along the c-axis would
be accommodated by deformation along on the 〈c + a〉 type system with the highest Schmid factor:
〈112¯3〉{112¯2} [6].
Bantounas et al. attempted to rationalise the active slip system as a function of misorientation between
the loading axis and the unit cell c-axis [54]. The “normalised” Schmid factor, m′, was calculated as
follows:
m′ = m · (τmin/τ〈uvtw〉{hkil}) (2.6)
where the
(
τmin/τ〈uvtw〉{hkil}
)
component is the ratio of the CRSS of the easiest activated slip system vs.
the CRSS of a particular slip system. It was shown that when the misorientation between the loading
axis and c-axis was less than 10 ◦, 〈c + a〉 first order pyramidal slip would be the dominant system. A
transition to basal 〈a〉 slip was seen beyond 10 ◦ misorientation, with a final boundary observed beyond
67 ◦, where prismatic 〈a〉 slip became the dominant deformation mechanism [54].
2.2.3 Glide vs Climb
Motion of an edge dislocation within its slip plane is termed glide, i.e. conventional slip, whereas
motion normal to the slip plane is climb [48]. Figure 2.4 is included to schematically demonstrate the
origin of the Burgers vector for an edge dislocation, through observation of the closure failure in the
Burgers circuit of the deformed crystal. However, it should be noted that, by definition, the Burgers
(slip) vector resides in the slip plane. The nature of an edge dislocation is such that slip is restricted to
the single slip plane containing both the line and Burgers vectors; i.e. the dislocation can glide along
the slip plane in a direction perpendicular to the line vector. However, for an edge dislocation to move
out of the specific slip plane vertically, climb must occur. By contrast, the Burgers vector of a screw
dislocation is parallel to the dislocation line, and thus a pure screw dislocation will also glide vertically
on any parallel set of planes containing both vectors in a helical manner [49,50].
Climb of edge dislocations requires the movement of point defects in the lattice. This is promoted by
diffusion and thus climb is a temperature dependent process. At elevated temperatures, vacancies and
interstitials can diffuse towards or away from the line defect, enabling the edge dislocation to move onto
a parallel plane of atoms immediately above or below the original dislocation line (positive/negative
climb) [50,55]. At lower temperatures, dislocation motion is largely restricted to glide [47].
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The explanation of climb thus far implies that an entire row of atoms is moved by the dislocation
line simultaneously. This is not normally the case and instead climb occurs over short sections of
the dislocation line, resulting in steps or ‘jogs’ in the dislocation line [47,50]. Jogs are also formed by
intersecting dislocations, which also results in the edge dislocation being forced out of its nominal glide
plane. Figure 2.8 illustrates the formation of a jog. A jog is formed in the plane where the corresponding
dislocation line is normal to the Burgers vector of the intersecting dislocation. Hence the jog is formed
in PAD where the line AD is normal to bXY, and not in PXY where the line XY is parallel to bAD. The
direction and magnitude of jog PP’ is equal to bXY.
Figure 2.8: Intersection of two edge dislocations: (a) Dislocation XY is moving on its slip plane PXY towards
dislocation AD on the slip plane PAD; (b) Dislocation XY has cut dislocation AD and formed a jog PP’; adapted
from [48].
2.3 Fatigue Performance
2.3.1 Component Lifing
Fatigue damage accumulation is one of the primary failure mechanisms for engineering components [42,56–58].
Some experts have estimated that fatigue contributes to up to 90% of all mechanical failures in-
service [22]. Fatigue failures will occur under the application of cyclic stresses that can be much lower
than an equivalent monotonic applied stress to cause failure [22].
In the past, a lifing approach based on the ‘life to first crack’ was often implemented within fatigue de-
sign; this method was based on component and specimen stress-life plots (conventional S-N curves), and
therefore relied heavily on service experience [13,57]; refer to Figure 2.9(a) for a schematic representation
of stress amplitude (σa) versus cycles to failure (Nf ). This failure criterion considers the initiation phase,
or ‘life to first crack’, when establishing safe service lives in aeroengine components [57,59]. Although this
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approach had a good safety record, large safety factors were necessary. Aeroengine manufacturers strive
to improve product quality for the benefit of airlines and their customers. Since component weight has
a significant influence on overall aircraft efficiency, over-engineering to satisfy stringent safety factors
was deemed to be generally inefficient. Further, any potential residual fatigue life (post crack initiation)
was not accounted for, and thus components would be withdrawn from service far earlier than neces-
sary [13,21,59]. It should also be noted that for fatigue cycles where loads are not fully reversed, i.e. mean
stress (σ0) is not equal to zero, the mean level of the applied cycle is known to have a significant impact
on the final number of cycles to failure. Figure 2.9(b) illustrates this relationship, and shows that for
a constant stress amplitude, the overall number of cycles to failure decreases for cycles incorporating a
higher mean stress [57].
Total fatigue life is often expressed as the sum of the fatigue cycles leading to crack initiation and
the number of cycles during which the crack propagates sub critically, leading to eventual component
failure [42,57,58]. Depending on the applied stress level, components may be subject to various fatigue
loading regimes. Under low applied stresses, the material will deform in a primarily elastic way, giving
rise to large numbers of cycles to failure > 105 [22]. In such situations, the material can spend up to
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Figure 2.9: (a) S-N curve schematic; (b) Illustrating the effect of mean stress on fatigue life, adapted from [57]; (c)
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90% of the total fatigue life in the initiation phase [57]; this is defined as the high cycle fatigue (HCF)
regime, and is often experienced during service flights through aerodynamically induced vibrations [61].
Laboratory HCF tests on specimens are usually monitored for up to 107 cycles; the endurance limit or
fatigue strength is defined as the stress level below which failure will not occur [22]. However, it should
be noted that a recent investigation on titanium in the very high cycle fatigue (VHCF) regime has
demonstrated fatigue failures well beyond typical endurance limits (up to 109 cycles) [62].
Critical rotating aeroengine components are also subjected to low cycle fatigue (LCF) during a typical
flight cycle [61]. Applied cyclic stresses exceed the yield strength under such loading conditions, produc-
ing plastic strains and reducing the average life to between 103 and 105 cycles [21,22]. In contrast to the
HCF regime, LCF induced cracks are widely regarded to be propagation limited, as cracks have been
widely observed to initiate after few cycles, and to continue to propagate in a subcritical manner for a
large percentage of component life [21].
With improved understanding of fatigue crack growth mechanisms, defect tolerant lifing methods
were introduced in the 1960s and 70s to take advantage of the extensive subcritical growth portion
of life [13,21,59]. Subcritical growth refers to crack propagation below a critical stress intensity factor
(KC) commonly referred to as fracture toughness (K1C) for mode I tensile loading. Stress intensity is
defined by Paris et al. as a measure of effective local stress at the crack tip as an effect of loading and
geometry [63]. The realisation by Paris et al. [63] that the increment of crack growth per cycle (da/dN
- crack growth rate) could be related to the stress intensity factor range (∆K) led to wide adoption
of this linear elastic fracture mechanics approach for characterising small-scale plastic deformation at
the tip of an advancing crack [57,63]. Figure 2.9(c) shows the typical relationship between fatigue crack
growth and stress intensity factor range. Below a threshold stress intensity (Kth) the crack driving
force is insufficient to cause crack growth, allowing a nucleated crack to remain dormant. Region II is
described by Paris’ Law
(
da
dN = C(∆K)
m
)
and corresponds to stable crack growth before K increases
towards K1C and final fracture (Region III).
The defect tolerant crack propagation based approach implements crack growth analysis to calculate
a safe life from an assumed nominal defect expected to grow from cycle one. Periodic inspections are
assigned to the component within the estimated life to check for signs of damage [13]; if cracks are
observed, the component will be removed from service where a high probability of failure exists prior
to the next inspection interval, or when observed cracking is below the threshold for subcritical growth,
the component will remain in-service. This defect (damage) tolerant approach to lifing is widely used,
for example, by the United States Air Force. However, this method of lifing requires that a growing
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crack is reliably detected by inspections, which was not the case (for example) in the Sioux City air
accident [27].
2.3.2 Complex Loading Regimes
The uncontained failure of two titanium IMI 685 fan discs in 1972/1973 indicated that complex loading
regimes were contributing to the fatigue response of the alloy. It was soon understood that a simple load
on/load off LCF cycle was not a sufficient representation of a typical flight cycle; Figure 2.10(a). These
failures were attributed to an ambient temperature dwell fatigue response, prompting an industry-wide
substitution for Ti-6Al-4V discs [21]. This sensitivity to relatively long-term hold (or dwell) at high
stress clearly compromises modern aeroengines, and these complex loading regimes must be simulated
by computer based models and verified by laboratory data, to accurately determine component life
under the conditions most representative of those in service; Figure 2.10(b) [21].
It has been found that periods of dwell at the peak stress of a fatigue cycle can reduce the fatigue life
by up to two orders of magnitude, compared to conventional LCF [65,66]. Further, Evans [64] found that
mean stress has a significant effect on dwell sensitivity; at the same maximum stress, a reduction in
cyclic life was observed with increasing mean stress for Timetal 834; Figure 2.10(c). Since dwell is a
time dependent failure mode, work was undertaken to determine the mechanism giving rise to dwell
sensitivity in some titanium alloys. Initially, environmental interactions were studied, particularly
concerning the role of hydrogen and hydride formation in dwell fatigue failures. However, Bache [21]
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Figure 2.10: (a) Constant amplitude low cycle fatigue triangular waveform, where σa is stress amplitude, σ0 is the
mean stress and ∆σ is the stress range; (b) Simplified schematic of a single flight cycle, where m is minutes and h is
hours, adapted from [21]; (c) Effect of mean stress (R ratio) on dwell life in IMI 834, adapted from [64].
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elaborated on previous evidence and demonstrated that the role of hydrogen is not significant in the
dwell fatigue cracking mechanism.
Following this, creep was investigated as an alternative time dependent mechanism. Of course, the
two fan disc failures were attributed to an ambient temperature dwell fatigue failure and, normally,
creep is understood to operate at temperatures exceeding 0.3 Tm, where Tm is the alloy’s melting
point. However, some titanium alloys (IMI 685) have been shown to accumulate far higher levels of
strain during dwell time loading, compared to simple cyclic loading, at ambient temperatures. This
mechanism has become known as cold creep and was recognised to have played a role in the early dwell
fatigue failures [21]. The challenge is for these complex regimes and mechanisms to be incorporated
into fatigue life predictions. Other workers also emphasise that flight cycles do not experience simple
constant amplitude load, as is commonly simulated in the laboratory, and have previously conducted
studies investigating the effects of major-minor cycling (variable amplitude loading) [59]. Present fatigue
life predictions attempt to account for a fatigue-creep regime, waveform type, temperature and mean
stress effects and their interactions, within their models. Recent experimental data, increasingly more
representative of complex flight cycles, is being used to validate these models [56,67].
2.3.3 Strain Rate Sensitivity
The dwell fatigue effect was introduced in the previous section and was described to cause a significant
reduction to low cycle fatigue lives. Sinha et al. [68] demonstrate that this dwell fatigue life debit is
reduced for lower peak stresses. The dwell phenomenon still remains largely unresolved with a number
of air accidents attributed to this mechanism. It has previously been determined that titanium alloys
containing a high volume fraction of the beta phase, such as Ti-6246, showed very little response to
dwell loading [6,69]. It was therefore of interest to determine the underlying properties controlling these
dwell effects, i.e. microstructure, texture, etc.
From comparisons made between static load tests, and dwell and standard low cycle fatigue experi-
ments, Sinha et al. [68] demonstrated that larger plastic strains accumulate under dwell fatigue loading
conditions. In 2014, Qiu et al. [70] undertook a systematic study to investigate these effects (amongst
others) by characterising and comparing low cycle dwell fatigue and standard LCF behaviour of Ti-6Al-
2Sn-4Zr-xMo alloys (wt. %, x=2, 3, 4, 5, 6). These experiments [70] showed that dwell fatigue life debit
decreases with increasing molybdenum content. It was also shown that under standard LCF loading
conditions, molybdenum content had little effect on plastic strain accumulation, with all specimens (x=
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2 to 6) demonstrating a similar response. However, low cycle dwell fatigue tests showed significant dis-
parities with changing molybdenum content. Those alloys with low dwell sensitivity (high molybdenum
contents) had small accumulated strain, whereas those very dwell sensitive alloys (x= 2, 3) were shown
to accumulate strain more quickly and result in larger strains to failure. In the work by Qiu et al. [70]
these observations are attributed to alloying effects exposed during thermomechanical processing; i.e.
larger molybdenum contents decreasing α grain size and microtexture intensity (see Section 2.3.6). The
α grain size is considered to have the main influence on accumulated strain, as it controls slip band
spacing. Large molybdenum contents results in smaller α grain size, reduced slip band spacing and
lower accumulation of strain, which reduces the likelihood for dwell fatigue cracking.
2.3.4 Cracking Regimes
The first inconsistencies between long and short fatigue crack growth was observed by Pearson in
1975 [71]. It was documented that extrapolation of long crack growth data would not provide an accurate
prediction of the behaviour of recently initiated short cracks. Cracks are classified as ‘short’ if they
satisfy either of the following three definitions [58,72]:
• Microstructurally short crack – cracks which are of a length comparable to the scale of the
microstructure (i.e. the order of the grain size);
• Mechanically short crack – cracks which are of a length comparable to the scale of local
plasticity (i.e. on the order of the crack tip plastic zone size);
• Physically short crack – cracks which are simply physically small (i.e. less than 1 mm).
It is widely accepted that crack closure has a major influence on the observed discrepancies between
long and short fatigue crack growth rates [58,72–76]. Short fatigue cracks propagate below the large crack
initiation threshold (∆Kth). Further, at an equivalent nominal driving force, propagation rates of short
cracks exceed those of long cracks [74]. This is attributed to a smaller residual plastic wake (short cracks),
therefore causing less crack closure and imparting a lesser effect on retardation of propagation rates.
By contrast, for long cracks with larger plastic wake, the nominal stress intensity factor is reduced to a
lower effective range, retarding crack growth [58,73]. James and Morris [77] have reported evidence that
minimum crack tip opening displacement (COD) increases with crack length; Figure 2.11(a).
Considering the above, it is clear that short crack behaviour cannot accurately be described by the
linear elastic fracture mechanics (LEFM) methods used to predict long crack lives. Damage tolerance-
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Figure 2.11: (a) Crack tip opening displacement of surface cracks in Ti-6246, adapted from [77]; (b) Comparison of
short vs. long crack growth in titanium alloys, adapted from [76].
based life predictions will grossly over estimate structural lives, if long fatigue crack data is used to
model short crack behaviour. This is particularly concerning for ageing aircraft, containing components
operating with many small cracks, since LEFM may predict cracks to remain dormant (< ∆Kth) where
small cracks are known to propagate from large effective driving forces (∆Keff )
[58,72]; Figure 2.11(b).
The study of the anomalous behaviour of short cracks continues be the focus of much research in the
aerospace industry; various short fatigue crack growth investigations will form the basis of work in this
thesis.
2.3.5 Microstructure
The mechanical properties of titanium alloys are governed by the final microstructure of the alloy, which
is itself controlled by variations in chemical composition and the thermomechanical processing route
employed; see Section 2.1.4. Improved understanding of the deformation and heat treatment procedures
applied to titanium alloys has enabled the titanium manufacturing industry to develop and supply alloys
to the aerospace industry, with specific microstructures to optimise the desired mechanical properties
for the intended application. For instance, a different microstructure will be observed from an alloy
specified for a fatigue initiation limited application compared to a crack propagation critical application.
It is therefore necessary to identify the life limiting factor before attempting to match a given component
with the most appropriate microstructure, especially since optimising the microstructure for one set
of conditions will be deleterious under different regimes, and possibly even at different stages of the
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fatigue life-time.
The effective slip length is commonly regarded as a critical parameter that influences the fatigue per-
formance of titanium alloys [34,37,78]. Fatigue cracks nucleate through slip induced processes, and thus
microstructures with the largest effective slip lengths are most detrimental to fatigue crack initiation.
Lamellar microstructures slowly cooled from the beta phase give rise to large alpha platelet colonies;
where the platelets have similar crystallographic orientations, the entire colony can behave as a single
microstructural unit [31], potentially resulting in a much larger initial crack. In titanium alloys contain-
ing small percentages of β-phase, only thin layers of retained β will exist between the parallel alpha
plates, allowing slip to easily transmit across the colony [34]. The Rolls-Royce processed Ti-6246 mate-
rial used for investigations within this work retains a large percentage of beta phase, preventing easy
slip transmission between the alpha platelets; refer to Figure 2.3(e).
Eliminating areas of common orientation (microtexture) can also improve fatigue crack growth resis-
tance - this topic is discussed further in Section 2.3.6. Further, fine grained lamellar microstructures are
observed to increase propagation resistance in the short crack regime, as the many lamellar boundaries
act as obstacles, blocking the advancing crack; this crack retardation process is not demonstrated by
purely equiaxed microstructures [78,79]. However, this trend is not transferred to the long crack regime.
Instead, since neighbouring colonies of differing orientation do not demonstrate slip transfer, long cracks
are deflected upon contacting large lamellar colonies, promoting crack bifurcation and reduced growth
rates. However, when colony sizes are reduced, the smaller microstructural features do not induce such
tortuous crack paths and thus do not significantly reduce fatigue crack growth rates. As was discussed
in Section 2.3.4, many of the discrepancies between long and short fatigue crack growth are attributed
to the increased effect of crack closure for long cracks. Nalla et al. [78] and Wojcik et al. [80] both attribute
the reduced growth rate of longer cracks to roughness induced closure promoted by the tortuous crack
paths.
Bi-modal microstructures combine the best properties from equiaxed and lamellar microstructures.
They are observed to have smaller average prior-β grain sizes than equivalent lamellar microstructures
(constrained by the globular alpha phase distribution), and thus demonstrate shorter slip lengths [35].
However, elemental partitioning to the primary globular alpha grains correspondingly reduces the
strength of the alpha lamellae, compared to the fully lamellar microstructural equivalent [37].
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2.3.6 Crystallographic Texture
Each individual grain in a polycrystalline material possesses a unique orientation; the orientation is
often defined in relation to rolling/transverse/loading direction in plate-product material. However, in
this study, the forged material is defined in terms of angular proximity to the fatigue loading direction
during LCF tests. Texture can be considered as the percentage of bulk material belonging to one
particular orientation (distribution of a given plane normal throughout the material). As stated in
Section 2.2.2, activation of a specific slip system is a function of the combined effect of the orientation
of the the crystal with respect to the loading direction (Schmid Factor) and the associated CRSS
for a specific slip system. Therefore, the anisotropic nature of the hexagonal alpha phase can be
exploited to optimise fatigue performance, by controlling the bulk material texture and matching this
to in-service stress conditions [81]. Figure 2.12(a) shows the relationship between declination angle and
Young’s Modulus. Bache [69] found that LCF fatigue lives (R = 0) of strongly textured specimens were
improved for samples loaded with their c-axis perpendicular to the stress direction; at the same strain
range, LCF lives were much lower for samples loaded parallel to the c-axis; Figure 2.12(b). It is clear
that controlling and optimising material texture can provide fatigue life benefits, however the nature
of these benefits gives rise to weak crack pathways (in the sub-optimal loading direction). Therefore,
these properties must only be exploited where the loading conditions are fully understood.
Microtexture is differentiated from texture because microtexture analysis accounts for spatial location
of populations of textured grains on the short-range microstructural scale [82]. A material is consid-
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Figure 2.12: (a) Anisotropy of an alpha titanium single crystal, where declination angle is the angle between the
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ered to demonstrate microtexture where clusters or bands of similarly orientated grains are observed
within the microstructure; this would normally be identified through electron-backscattered diffraction
(EBSD) investigations. Glavicic et al. [83] undertook a study on bi-modal Ti-6246 and concluded that
microtexture resulted from the thermomechanical processing, with all αs and the majority of the αp
phase maintaining coherency with their prior-beta parent grains. Microtexture can have detrimen-
tal consequences to the mechanical properties of titanium alloys, including fatigue response. Fatigue
cracking is understood to initiate in primary alpha grains favourably orientated for basal 〈a〉 slip. In
2007, Rugg et al. [31] introduced the new term “effective structural unit size”, which was defined as the
“microstructural length scale over which deformation processes do not recognise boundaries”. Consid-
ering this statement, areas of microtexture (or macrozones as they are commonly referred) orientated
favourably for fatigue cracking, will demonstrate an increased slip length and therefore have a negative
effect on fatigue crack resistance. It is thought these crystallographic heterogenities could start to
explain the scatter in fatigue lives observed for α/β titanium alloys [84]. Szczepanski et al. [85] found
that reducing the intensity and and size of bands of microtextured material led to improvements in
average fatigue lifetimes. It has been established that cold dwell fatigue is exacerbated by the presence
of macrozones in the α phase, which is thought to result from prolonged areas of continuous facet
cracking [86]. The effect of elastic and plastic anisotropy will be discussed in Section 2.4.2.
2.3.7 Environment
Irrespective of bulk or local texture, fatigue performance is greatly influenced by the operating environ-
ment. Titanium has a high chemical affinity for oxygen and forms a thin, adherent and self healing TiO2
oxide scale on exposure to ambient air environments. It is the formation of this protective surface layer
that enables titanium to resist general corrosive attack. However, under application of tensile stresses,
this layer can become disrupted, exposing the underlying bare titanium metal to further oxidation. At
high temperatures, titanium undergoes extensive oxidation when exposed to air environments. For-
mation of the TiO2 reactant product clearly separates the base metal from the oxidising environment;
however, the anion deficient oxide scale allows oxygen ions to diffuse through the scale and react at
the metal/oxide interface, causing the oxide scale to grow into the metal through an inward oxygen
diffusion mechanism [6,87]. Further, at temperatures above ∼ 550 ◦C, simultaneous formation of a con-
tinuous oxygen rich layer is observed beneath the oxide scale, and is referred to as α-case. Oxygen is
known to strengthen titanium through interstitial hardening (Section 2.1.3), however this also leads to
reduced ductility and the potential for premature crack initiation in this layer, under tensile fatigue
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loading conditions.
Numerous investigations have shown the adverse effects of high temperature air environments on the
fatigue performance of titanium. Evans et al. [88] investigated the effects of test temperature and R ratio
on crack initiation and growth. They observed lower ∆Kth values (initiation) and higher fatigue crack
growth rates (da/dN) with increasing test temperature (450-500 ◦C), and an effect of mean stress; an
increasing R ratio resulted in higher growth rates, and a lower driving force to promote crack initiation.
Under fatigue loading conditions, favourable crystallographic slip planes will shear on the tensile portion
of the loading cycle (Section 2.2.2); this promotes formation of a slip step at the crack tip, and provides
access for chemical species to attack the newly generated bare metal at the crack tip before repassivation
of the oxide layer [89,90]. Thus, effects of temperature are attributed to a faster rate of oxygen diffusion
into the crack tip. Enhanced oxidation at the crack tip will result in sudden rupture of the brittle oxide
film, driving the crack forward during each crack advance increment and exposing further material to
attack. Additionally, higher R ratios (mean stress) essentially mean that the crack remains open for a
larger portion of the loading cycle. This enables easier access of aggressive species to the crack tip for
a prolonged period, with the exposed crack tip acting as an active pathway for chemical attack, again
leading to brittle oxide rupture, faster growth rates and shorter fatigue lives [57].
Demulsant and Mendez [91] have observed a sharp increase in fatigue life of titanium alloys under only
modest vacuums (∼ 7.5 × 10−3 Torr ), compared to similar tests in air, which was thought to arise
from delayed crack initiation. Precision sectioning through a fatigue crack within beta forged lamellar
Ti-6246 material demonstrated that a transition from air to vacuum testing environments caused the
mechanism of fatigue crack initiation to evolve from alpha/beta interface cracking in air to trans lamellar
cracking in vacuum. Intersection of slip steps with grain boundaries allows oxygen gas to diffuse along
and embrittle the grain boundary, promoting intergranular cracking in air atmospheres [57,91].
The majority of aeroengine compressor discs are cold worked before entering service, to increase their
resistance to fatigue damage. This is normally achieved by shot peening. Sahoo et al. [92] reported that
the LCF life of a shot peened disc was almost three times higher compared to the life of an unpeened
disc. Increases in LCF life are commonly attributed to subsurface fatigue crack initiation and growth,
promoted by the surface compressive residual stresses imparted by the shot peening process. Internal
fatigue cracks, by definition, exist in vacuum environments and thus subsurface fatigue crack growth
is commonly simulated in the laboratory by testing surface breaking cracks in vacuum environments.
However, claims have been made to suggest that even hard vacuums do not adequately replicate the
conditions of internal cracking [93]; this topic is discussed further in Chapter 7.
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Investigations of dwell fatigue faceting have also shown that the majority (80%) of initiation sites are
found subsurface in this regime [94], again making it even more important that subsurface cracking is
better understood. It is well known that intrinsic and external hydrogen atmospheres have detrimental
effects on the mechanical properties of titanium alloys, including enhanced fatigue crack growth rates
and reduced ductility [95]. Some have attributed the inadequacies of laboratory vacuum to simulate
internal cracks to the diffusion of intrinsic hydrogen and the consequent formation of highly concen-
trated hydrogen regions in the material [65,91]. Hydrogen interactions are considered further in Section
2.6.
2.4 Micromechanisms in Fatigue Cracking
2.4.1 Basal Plane Fracture
In the early 90s, Evans and Bache [96] reported that below the macroscopic yield stress, the dominant
feature of cyclic and dwell failures was extensive faceting; most significantly, the spatial plane of these
facets was observed to be approximately perpendicular to the applied stress axis. Previously, Davidson
and Eylon [94] had examined the crystallographic orientation of numerous fatigue facets, which were
found to be on or near to the basal pole for both cyclic and dwell fatigue loading conditions. These
findings were confirmed by the work of Wojcik et al. [80] a few years later; they also observed facetted
crack growth on irrational fracture planes 10–15 ◦ to the basal pole, and attributed this to a combination
of basal and prismatic cracking. A recent study by Bridier et al. [84] has since suggested that fatigue
cracks resulting from basal 〈a〉 slip led to the most damaging fatigue cracks, as they were observed to
form first, and propagated more rapidly than prismatic 〈a〉 type cracks.
A number of studies [86,98,99] have reported that cyclic and dwell fatigue crack initiation sites are largely
dominated by (near) basal faceting of primary alpha grains. Sinha et al. [99] stated that the crystal-
lographic orientation deviation away from the basal plane for the fracture facets is smaller for cyclic
fatigue (< 5 ◦) than for dwell fatigue (10–15 ◦) loading conditions. In instances where, additionally, the
facet cleavage plane is approximately perpendicular to the applied stress axis, the basal plane is not
favourably orientated for slip (minimal resolved shear stress), yet near-basal cracking is observed. Evans
and Bache [96] explained this occurrence using the basis of the Stroh pile-up model [97], as demonstrated
in Figure 2.13(a). Clearly, the facet is shown to develop on a plane where the normal stress is high,
however this doesn’t explain how slip is initiated on the same plane. Instead, it is suggested that this
Micromechanisms in Fatigue Cracking 37
Figure 2.13: (a) The Stroh model for planar slip, adapted from [96,97]; (b) Schematic representation of the rogue-grain
concept, adapted from [67].
mechanism of facet formation occurs from stress redistribution between weak (favourably orientated for
easy slip) and strong grains (unfavourably orientated for easy slip), through dislocation pile-ups, when
σapp < σy. Finally, the accelerated failures seen from dwell fatigue loading conditions are attributed
to this facet mechanism, which is thought to be enhanced by strain accumulation from hold periods at
peak stress.
2.4.2 Rogue-Grain Combination
The Stroh-based model proposed by Evans and Bache [96] was later expanded by Dunne et al. [67,100],
where they introduced the rogue-grain combination model, as shown in Figure 2.13(b). The schematic
shows a primary hard grain orientated such that the c-axis is parallel to the applied stress (y-direction),
with two adjacent soft grains aligned with their c-axes parallel to the z-direction (⊥ to the loading axis).
The orientation of the two soft grains is such that a prismatic slip plane is orientated approximately
70 ◦ to the normal of the principal loading direction. Hard and soft grains are defined as such since
significantly higher resolved shear stresses would be required to initiate basal or prismatic slip in the
so-called hard grain, compared to the soft grain. It is shown that when the primary-secondary grain
boundary is orientated within ∼ 5 ◦ of an active slip plane in the secondary grain (prismatic), slip will
accumulate in the soft grain and penetrate into the hard grain.
The rogue-grain model was experimentally validated by the work by Sinha et al. [101], who observed facet
formation to have occurred as per the rogue-grain model. The apparent “load shedding” phenomenon,
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as defined by Hasija et al. [102] is thought to occur from the impingement of the soft grains on the
hard grain arresting dislocations at the grain boundary and imparting both resolved shear and normal
stresses (τr and σr) to the basal planes of the neighbouring hard grain. The resolved shear stress
promotes formation of basal slip bands in the hard grain; the combination of the applied stress and the
resolved normal stress act to open the slip bands, resulting in crack initiation and basal faceting [103].
It is thought to be commonly orientated primary alpha macrozones supporting 〈a〉 type basal slip
that dominate fatigue life, since lack of recognised boundaries allows easy crack extension by faceted
growth [31,64,86].
2.4.3 Faceted vs. Striated Cracking Modes
Cracking along planar slip bands leads to the formation of, commonly, flat and featureless fractured
regions, which are widely referred to as facets. Numerous researchers have reported observations of
faceted growth at initiation sites on continuously cycled LCF and HCF fracture surfaces, as well as
subsurface initiation sites of dwell fatigue fractures [54,94,99,104]. Facets that form as a consequence of
a variety of loading conditions may appear macroscopically similar, however under different loading
conditions and environments, the spatial and crystallographic orientations of the facets can be quite
different. For example, an early investigation in this field by Ward-Close and Beevers [105], on the
orientation of HCF fracture facets, reported that for newly initiated (low ∆K) cracks in air, fracture
would occur by faceting in any grain orientated with its basal pole within 50 ◦ to the tensile axis. Pilchak
et al. have since corroborated and refined this statement to suggest “grains with basal poles between
25 ◦ and 55 ◦ are most likely to initiate and sustain faceted growth”. Ward-Close and Beevers [105]
also observed that the propensity for faceted fracture would increase with the severity of the testing
environment, which led them to conclude that environment played a role in facet formation, possibly
resulting from hydrogen embrittlement. This was further investigated by Pilchak and Williams [106] and
Pilchak et al., [107] and is discussed in Section 2.6. It was also reported that the majority of the 50 HCF
facets analysed during this work were orientated within 5 ◦ of the basal plane, which has since been
reiterated by the findings of Sinha et al. [99]. More recently Bantounas et al. [54] have shown that basal
plane crack propagation can persist across un-cracked ligaments (sandwiched grains) not favourably
orientated for basal slip, to permit an ‘easy’ fracture path. This is again in agreement with work from
Ward-Close and Beevers [105] who previously commented that grains orientated with their basal plane
in the projected cracking plane, would most easily facilitate facet formation.
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The HCF regime is regarded to be initiation controlled, with rapid growth to failure from initiation,
however, cracking in the LCF regime is propagation critical, with the specimen or component spending
a much higher portion of total life in the crack growth phase. Although facets are largely regarded
as initiation features, they have also been observed in the early stages of growth on LCF and dwell
fatigue fracture surfaces [96,106]. The early work by Ward-Close and Beevers [105] found that the observed
crack growth rates from facet formation were faster than striated crack growth by up to one order of
magnitude. They also stated that the average specimen growth rates increased with the incidence of
facets on the fracture surface. Pilchak et al. [86] have reported work in agreement with these findings,
and present a qualitative relationship between the extent of faceting and total LCF life. Continuous
regions of faceted growth are therefore detrimental to fatigue performance, which can be emphasised by
the presence of microtextured material [85], promoting easy crack extension over many grains. However,
mitigating microtexture will not necessarily prevent large areas of continuous faceted growth. Ban-
tounas et al. [54] have shown that continuous faceting can exist even with large misorientations between
neighbouring cracked grains.
The term ‘cleavage’ facets conventionally referred to a brittle fracture mechanism, where formation of
a single facet occurs during a single event. This is not the case for the fatigue-facets discussed here,
which form by the separation of slip bands that have accumulated damage. Pilchak et al. [104] have
shown that one fatigue facet is produced by many fatigue cycles, which was observed through distinct
markings on the facet surface. Pilchak and Williams [106] have since shown that the separation of these
markings is much larger for dwell fatigue loading than continuous cyclic loading. It is hence understood
that larger increments of crack growth occur per dwell fatigue cycle, which may explain the accelerated
growth and shorter fatigue lives associated with dwell-type failures.
Fatigue striations have often been used to indicate the local growth rate of long fatigue cracks, assuming
a 1:1 ratio between loading cycles and striation formation. However, Ward-Close and Beevers [105]
suggested this was not always the case. It was demonstrated that the measured striation spacing at
low ∆K was equivalent to 2500 stress cycles, when compared to the crack-extension per cycle readings.
This was not the case at higher crack growth rates, where one striation was observed to demonstrate
one fatigue cycle. It should be noted that the microscopes used in the 1980s may have prevented the
resolution of possible finer features present. Since the work by Ward-Close and Beevers, Pilchak [108]
has reported that the faceted fatigue crack growth rate measured under dwell fatigue loading can be
up to two orders of magnitude higher than an equivalent striation growth rate under either cyclic or
dwell fatigue loading conditions. It was also suggested that cyclic striation formation is a function of
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applied stress, with striations observed at smaller crack lengths under application of a higher cyclic
stress range. However, Pilchak also found that striated and faceted features were observed at equivalent
crack lengths, and therefore suggested underlying grain orientation to have a more pronounced effect
on the fracture mode than ∆K.
2.5 (Hot-Salt) Stress-Corrosion Susceptibility
Titanium alloys are widely used in aerospace applications, as they offer high usable specific fatigue
strengths at temperatures up to ∼ 550 ◦C [11–14]. In the vast majority of cases titanium alloys are
highly corrosion resistant, which has also lead to their use in petrochemical and chemical process
industries. One of the original attractions of titanium alloys was that they were thought to be immune
to corrosion-enhanced fatigue, but this was soon found to be an erroneous assumption [109–111]. Under
certain environmental conditions, the adherent and protective TiO2 scale is broken down, exposing the
underlying metal to attack [6]. In 1972, Blackburn et al. [112], found titanium to be susceptible to stress
corrosion cracking (SCC) in a variety of aggressive media, including nitric acid, nitrogen tetroxide and
molten salts. In fact, titanium was found to be highly vulnerable to SCC in the presence of aqueous
sodium chloride, which was of particular concern in aerospace service applications; this phenomenon
was soon given the term: hot-salt stress-corrosion cracking (HSSCC). The unwelcome discovery of
HSSCC in the 1960s lead to extensive research [90,109,110,113–116], which has continued to the present
day [107,117].
Soon after the vulnerability of Ti alloys to SCC was discovered, hydrogen began to be implicated in
the process. Some studies suggested a mechanism involving the production of HCl(g), and a consequent
dissociation of the hydrogen chloride into chloride ions and dissolved hydrogen in solution [109,110,115].
A complete overview of possible hydrogen assisted cracking mechanisms is given in Section 2.6. In
the present section, the possible models suggested for HSSCC of titanium are analysed, along with
consideration to contributing factors which may enhance susceptibility. Some discussion into other
aggressive species has been included, but the focus for this study remains the susceptibility of titanium
to hot-salt stress-corrosion cracking. A number of proposed models have attempted to describe the
mechanism of HSSCC (specifically in titanium alloys). Those which have been afforded the most
support over the past 40 – 50 years are outlined and critiqued as follows.
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2.5.1 Rideout’s Pyrohydrolysis Model
The initial work from Rideout et al. [110] involved laboratory testing of polished near-α alloy Ti-8Al-1Mo-
1V at ∼ 350 ◦C exposed to various salts (chloride, iodide or bromide) when stressed to the yield point.
Cracking was observed to be most severe when specimens were exposed to pure sodium chloride (NaCl).
It was believed that reaction products of hydrochloric acid (HCl) and sodium hydroxide (NaOH) were
produced from the reaction of pure titanium with salt and moisture. Further experiments demonstrated
that specimens were even more susceptible to cracking when exposed to HCl gas environments; by
contrast, cracking was not observed after exposure to NaOH environments, implying a role for HCl
in promoting HSSCC. It was suggested that hydrogen embrittlement may play a crucial role in the
HSSCC process of titanium alloys, through dissociation of HCl to generate atomic hydrogen. Proposed
reactions at ∼ 350 ◦C, involve chlorination of the titanium and oxidation of the salt deposit (2.7),
followed by pyrohydrolysis of the metal chlorides (2.8):
Ti + 2 NaCl + 2 H2O −−→ TiCl2 + 2 NaOH + 2 H (2.7)
TiCl2 + 2 H2O −−→ TiO2 + 2 HCl + 2 H (2.8)
The reaction product HCl is thought to penetrate through the adherent oxide film and react with the
bare titanium metal beneath, dissociating to form titanium chlorides and atomic hydrogen. Hydrogen
is absorbed at the metal surface, leading to embrittlement and promoting crack nucleation at lower
stresses [118]. As is clear from reactions 2.7 and 2.8, the availability of moisture is vital in this reaction
series. Rideout et al. [118] suggested that moisture could be either retained in the salt crystals themselves,
absorbed onto the specimen surface or sourced from the surrounding atmosphere. It was reported that
for reactions involving NaCl crystals, the primary source of water would come from fluid inclusions in
the salt, which could be viewed using polarised light microscopy [110]. Further, the time to failure of
stressed Ti-811 specimens exposed to HCl gas was found to vary with the extent of corrosion, which
was itself deemed to be an effect of the moisture content. A final postulation from Rideout et al. was
that cracking would be unlikely to occur for stressed specimens exposed to completely anhydrous HCl
gas.
There is also evidence to suggest that aluminium is preferentially attacked during HSSCC; this propo-
sition will be discussed in more detail in Section 2.5.5, but the equivalent reactions are provided below
42 Literature Review
for completeness.
Al + 3 NaCl + 3 H2O −−→ AlCl3 + 3 NaOH + 3 H (2.9)
2 AlCl3 + 3 H2O −−→ Al2O3 + 6 HCl (2.10)
The main criticisms of the Rideout pyrohydrolysis model are as follows: 1. reaction 2.7 is ther-
modynamically unfavourable [119], and 2. the likelihood that hydrochloric acid would be neutralised
by the hydroxide ions [115,116]. However, the pyrohydrolysis model remains of interest; Petersen and
Bomberger [109] found traces of sodium titanate, which was later found to be thermodynamically viable
by Petersen [120], which may have been generated through a modified version of the Rideout pyrohy-
drolysis reactions.
2.5.2 Logan’s Stress Sorption Model
Logan et al. [114] undertook experiments where they pre-oxidised Ti-8Al-1Mo-1V specimens for 65 hours
at ∼ 400 ◦C before coating with NaCl crystals. One specimen was then exposed to an inert environment
before being stressed to 90% of the yield strength, equivalent to approximately 500 MPa, at 400 ◦C, also
under inert conditions. The specimen cracked after 168 hours, which was a similar life to two similar
specimens tested in the same way but subject to oxygen and/or moisture containing atmospheres. This
non-differentiating result led to the hypothesis that external environment was not affecting the SCC
susceptibility of the alloy, and thus environmental conditions or caveats are not inferred in the Logan
mechanism.
Further, one pre-oxidised specimen that had not been subsequently salt coated was tested under the
same temperature and stress conditions, and did not demonstrate evidence of cracking. Similarly, spec-
imens coated with NaCl but had not been pre-oxidised also did not crack. Therefore, the proposed
mechanism is that of a solid state reaction between the salt, the oxidised layer and the base titanium al-
loy. Logan and co-workers also discuss the slightly oxygen deficient titanium oxide scale, first suggested
by Wallwork [121] in 1959, and previously discussed here in Section 2.3.7. The general model proposed
is that of chloride ions diffusing through the deficient oxide scale, down a supposed oxygen concen-
tration (and stress) gradient to react with the base alloy, weakening interatomic metal-metal bonds
through adsorption at the metal-oxide interface and thus reducing the stress required for consequent
crack nucleation and propagation.
This model has significant limitations however, as it does not specify any chemical reactions, and is
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not corroborated by any significant experimental support. Ondrejcin and Louthan [122] propose an
alternative stress-sorption mechanism, however they cite hydrogen as the sorbing species, inferring a
reaction involving hydrogen assisted cracking, and provide greater experimental evidence.
2.5.3 Garfinkle’s Hybrid Model
A hybrid model of titanium stress corrosion cracking mechanisms is proposed by Garfinkle [116], com-
bining some features of Rideout’s pyrohydrolysis mechanism (Section 2.5.1), and others from Ripling’s
electrochemical model; Garfinkle’s hybrid model is also electrochemical in nature. Ripling’s model is
not provided here in detail, but his theory supports an oxygen concentration cell concept, as is the
case for the Garfinkle concept. The present model evolves from a theory of ionic transport through an
adsorbed moisture layer on the substrate surface. In agreement with the Ripling model, Garfinkle’s
proposed mechanism suggests hydrogen is consumed at cathodic regions, which are those exposed to
the surrounding atmosphere, through reduction:
4e− + O2 + 4H+ −→ 2H2O (2.11)
Anodic reactions take place at sites of rapid dissolution, such as crack tips, which are subject to high
lattice strains, and are shielded from the surrounding atmosphere suggesting that oxygen is scare. The
assumption is that the titanium alloy substrate oxidises to form a titanium halide; it is expected that
divalent, trivalent and tetravalent could be present, however direct observation of the tetravalent form
led Garfinkle to imply the tetravalent state in the following reactions. However, the realisation that
the tetravalent ion could not exist in the presence of moisture led to the assumption that a complex
ion would form instead – hexachlorotitanate (TiCl−26 ).
Ti + 6Cl− −→ TiCl−26 + 4e− (2.12)
Following reaction 2.12, hydrolysis of the complex ion is suggested to occur via the same non-electrochemical
process as that proposed by Rideout et al., producing hydrogen ions to embrittle the substrate:
TiCl−26 + 2H2O −→ TiO2 + 4H+ + 6Cl− (2.13)
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Finally, the combination of reactions 2.12 and 2.13 demonstrates the overall anodic process in reaction
2.14.
Ti + 2H2O −→ TiO2 + 4H+ + 4e− (2.14)
2.5.4 Myers and Hall’s Improved Electrochemical Model
Myers and Hall [115] proposed an “improved model” to describe the HSSCC mechanism, based on obser-
vations from previous experiments reported in the literature. The proposed model was electrochemical
in nature and involved a titanium alloy under stress, covered with a passive film and an adsorbed
electrolyte moisture film interspersed with hygroscopic salt deposits. Oxygen exists in the electrolyte
layer, which is also in contact with further oxygen from the surrounding atmosphere. The normally
protective and continuous passive film becomes damaged and is broken down beneath the salt deposits;
the presence of surface tensile stress prevents repassivation of the oxide film, exposing the bare under-
lying titanium alloy. Pitting occurs directly beneath the salt deposit, where oxygen is scare, through
dissolution of the metal, according to the following anodic reaction:
Ti −→ Tin+ + ne− (2.15)
The adsorbed electrolyte either side of the salt deposit contains a higher concentration of oxygen,
which is reduced in the presence of an adsorbed moisture film according to the following cathodic
reaction:
O2 + 2 H2O + 4 e
− −−→ 4 OH− (2.16)
After a pit has formed, it is postulated that the liquid electrolyte phase then backfills this void by
capillary action. The positive charge at the base of the pit (Tin+), resulting from reaction 2.15,
promotes the diffusion of negative chloride ions through the electrolyte. The titanium and chloride ions
react to form titanium chlorides, which then undergo pyrohydrolysis according to reaction 2.17:
TiCln + nH2O −→ Ti(OH)n + nH+ + nCl− (2.17)
Finally, the high concentration of H+ ions produced as a consequence of reaction 2.17 are reduced,
providing the source of monatomic hydrogen, as in reaction 2.18:
H+ + e− −−→ H (2.18)
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It is then proposed that this monatomic hydrogen diffuses to and accumulates in the region of high
tensile stress ahead of the pit, reducing the local fracture toughness as the hydrogen concentration
increases. Upon exceeding a critical concentration of hydrogen, the stress intensity at the base of the
pit would exceed the (lowered) fracture toughness in the hydrogenated region. It is proposed that a
crack would propagate from the base of the pit and would arrest upon contacting a lower hydrogen
concentration (higher fracture toughness) region. The same sequence is expected to continue (diffusion
- embrittlement - propagation - arrest) until the remaining ligament of metal can no longer support
the applied stress, resulting in rapid crack propagation to failure. Dispute against this mechanism is
associated with the necessity for the liquid electrolyte and movement into the pit by capillary action.
This proposition is in direct contrast with the observations of Kirchner and Ripling [123], who state
that the cracking medium is solid, and that stress corrosion cracks showed no evidence of containing
liquid.
2.5.5 Alloying Effects
Much like conventional fatigue cracking processes, the mechanism of HSSCC is also separated into the
two processes of crack initiation and crack propagation. Prior to crack initiation, there is an incubation
period that increases with decreasing temperature; i.e. reduced susceptibility to HSSCC at lower
temperatures. The incubation period itself is also dependent on the titanium alloy composition, and
composition of the salt deposit. An investigation by Rideout et al. [118] has shown that for specimens
exposed to NaCl at ∼ 350 ◦C, an increasing aluminium content decreases the incubation time before
HSSCC initiation occurs.
Previously, Rideout et al. [110] had stated that aluminium was selectively attacked during HSSCC of
alloy Ti-8Al-1Mo-1V; this theory was concluded from analyses of water used to rinse the surface of
Ti-811 specimens exposed to sodium chloride for two weeks at ∼ 350 ◦C. The water solution collected
from rinsing contained the salt deposits (and reaction products) from the HSSCC process; the solution
was evaporated to reveal the residues, which were then spectrographically analysed. It was determined
that the ratio of aluminium to titanium in the residue was far greater than the nominal ratio of the base
alloy (11.25 Ti : 1 Al - nominal, compared to 2 Ti : 1 Al - residue). Far greater ratios of aluminium to
titanium in the HSSCC reaction product residue compared to the base alloy composition demonstrates
that the aluminium was preferentially attacked over the titanium. These results were corroborated by
Ondrejcin and Louthan [122]. Aluminium is known to act as an accelerator for the pyrohydrolysis of salts
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Figure 2.14: Effect of aluminium content on stress corrosion cracking susceptibility, adapted from [118].
such as NaCl, thus with reference to reaction 2.9 it is clear that higher concentrations of aluminium
will increase the alloy susceptibility to HSSCC. This can be explained by the increased rate of hydrogen
formation, making the specimen more vulnerable to early crack nucleation.
As is clear from Figure 2.14, there is a transition at aluminium contents of approximately 5 wt.%,
where the incubation time suddenly increases by approximately one order of magnitude. Blackburn
and Williams [90] observed a transition in dislocation arrangement from cellular arrays at aluminium
concentrations below 5 wt.%, to planar arrays above 5 wt.%, which is suggested to coincide with the
transition observed by Rideout et al. [118] and illustrated in Figure 2.14. In summary, the transition to
coplanar dislocation arrays above 5 wt.% aluminium markedly increases SCC susceptibility; Blackburn
and Williams [90] also suggest this change could be an effect of an ordered Ti3Al phase.
2.5.6 Microstructure and Orientation
Chemical composition, i.e. aluminium content, has been shown to have an effect on HSSCC suscepti-
bility. The implication of hydrogen in the various proposed hot-salt mechanisms led to research into
the effect of the amount and arrangement of the respective phases, with consideration as to the vastly
different diffusivity and solubility of hydrogen in the relatively open bcc beta phase, compared to the
close packed hcp alpha phase. This topic is discussed in Section 2.6. Mahoney and Tetelman [124] inves-
tigated the effect of various microstructural changes on HSSCC susceptibility. They determined that
for a given hydrogen level, increasing the grain size increased the susceptibility to embrittlement by
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hot-salt attack.
Research by Fager and Spurr [125] demonstrated that the crystallographic orientation of the susceptible
phase with respect to the loading axis had a marked effect on the susceptibility to aqueous stress
corrosion cracking. Basal (0001) or near basal planes were observed to be favourable for cracking under
stress corrosion cracking conditions. When these favoured cleavage planes were orientated parallel to
the applied stress, thus possessing zero resolved shear stress, titanium alloy Ti-8-1-1 was found be
essentially immune to stress-corrosion cracking. Preferred orientation is assumed to have the same
effect with respect to hot-salt stress corrosion susceptibility [90].
2.5.7 Inhibiting Parameters
It remains the case that the susceptibility of titanium to corrosion by molten salts, is an observation
from laboratory experiments only. To date, no in-service failures have been attributed solely to a
HSSCC failure mechanism, despite many titanium alloys commonly used in compressor components
in aero-engines demonstrating susceptibility to HSSCC during laboratory tests. It therefore appears
that there are certain discrepancies between laboratory tests and in-service flights that inhibit the
mechanism in aero-engines during normal operation. However, HSSCC remains a serious concern to
engine manufacturers, since the underlying mechanism of HSSCC is still not fully understood. Future
engines are likely to operate at higher temperatures and stresses and be subjected to longer flight
cycles. It is therefore imperative that the underlying mechanisms are investigated, as further increases
to operating intensity for susceptible alloys could exceed an arbitrary inhibiting threshold, currently
operated within during routine service.
Many researchers in the field have attributed the lack of service failures to the high rotational speeds
and moving air streams experienced by operating compressor components, in contrast to the stagnant
laboratory air environments used when testing replica specimens [120,126]. The theory is that the fast air
streams are able to remove the corrosive species before reactions leading to embrittlement can occur.
However, other experts believe that for non-gaseous reaction products, high velocity gases would not
have the capability to remove the contaminants [115,123]. Heimerl et al. [127] exposed salt coated Ti-811
specimens to a stream of Mach 3 air, with a sufficient amount of salt remaining on the surface to
promote cracking.
Myers and Hall [115] propose that since hydrogen damage is non-cumulative, hydrogen embrittled regions
that do not exceed the critical stress intensity of the local region will recover on the removal of stress;
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Figure 2.15: Effect of air pressure on hot-salt stress corrosion susceptibility of alloy IMI 834; adapted from [128].
i.e. between flights, hydrogen has sufficient time to diffuse into the bulk material, diminishing the
hydrogen concentration at the corrosion pit. However, the concern here is that longer flights could
provide sufficient time for hydrogen generation to cause the fracture toughness to be exceeded at the
crack tip, promoting cracking, or similarly, shorter ground time between flights would prevent complete
hydrogen dissipation away from the corrosion pit, so the next flight cycle would commence with pre-
concentrated regions of hydrogen. Chevrot [128] also presents a logical argument with consideration to
pressure differences in a laboratory setting compared to an engine operating during a service flight.
It was found that increasing environmental air pressure significantly increased the life of IMI 834
specimens and this was true at two different stress ranges; Refer to Figure 2.15. High rotational speeds
of an operating compressor disk will generate high local air pressures. Thus, it is postulated that high
pressures can have an effect on hot-salt stress corrosion reactions, which act to inhibit embrittlement
reactions in-service; this topic is discussed further in Chapter 5.
2.6 Hydrogen Assisted Fracture
Hydrogen is known be detrimental to the mechanical properties of Ti alloys, including a loss in ductility
and enhanced crack growth rates in fatigue [95,129,130]. Terminal solubility is as high as 50 at.% in the bcc
β-phase, compared to only ∼ 7 at.% in the hcp α-phase; see Figure 2.16. Hydrogen is also able to diffuse
much more rapidly in the β structure than in the α phase. Higher solubility and rapid diffusion in the β
phase is expected to result from the relatively open bcc structure compared to the close-packed nature
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of the hexagonal alpha phase [131]. In two-phase α/β titanium alloys, a continuous beta phase is thought
to provide a “short circuit path” for hydrogen transport through the titanium lattice [132–134]. Pao and
O’Neal [135] suggested that hydrogen diffusion in the continuous beta ligaments of Ti-6242S could be the
rate controlling process for hydrogen enhanced fatigue crack growth. Thus, lamellar microstructures
with continuous β-phase could be more vulnerable to hydrogen embrittlement. However, Hack and
Leverant [65] investigated the influence of microstructure on hydrogen enhanced cracking. Although
they accept that the solubility and diffusion of hydrogen is considerably higher in the beta phase, they
observed a greater resistance to cracking in continuous beta phase microstructures. They attribute this
to the beta phase acting in a ductile manner and effectively shielding the alpha platelets. By contrast,
discontinuous beta phase microstructures enable easy fracture entirely through the embrittled alpha
phase.
Hydrogen damage induced from a number of different sources can lead to hydrogen embrittlement in
titanium alloys, such as internal hydrogen embrittlement (hydrogen in the metal lattice prior to loading
in air), hydrogen environment embrittlement (exposure to hydrogen containing gases) and hydrogen-
induced stress-corrosion cracking (hydrogen generated at crack tips by electrochemical reactions) –
Section 2.5. Several mechanisms for the observed hydrogen embrittlement of titanium alloys have been
suggested, which are thought to be applicable regardless of the original hydrogen source. These are
Figure 2.16: Binary titanium-hydrogen phase diagram, adapted from [136], for unalloyed titanium.
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each discussed in Sections 2.6.1–2.6.4.
2.6.1 Hydride Precipitation
The lack of hydrogen solubility in the hcp-α phase often leads to the precipitation of hydrides in α, near-
α and some α/β titanium alloys [95]. Hydrides are known to be inherently brittle under tension, and it
this property that dominates the hydrogen embrittlement mechanism for hydride forming systems [137].
Apart from at very high hydrogen pressures, hydrides do not tend to form in β titanium alloys. However,
well below the terminal solubility of hydrogen in the β lattice, the ductile-to-brittle transition has been
observed to rise from −130 ◦C to 100 ◦C, promoting a change in fracture mode to a brittle cleavage
mechanism [138]. Westlake [139] first introduced the concept of hydride fracture at crack tips in 1969, and
is now widely recognised as a possible mechanism under the correct operating conditions. Hydrides
have been observed in titanium alloys both via high resolution SEM [106], and also at the tip of fatigue
cracks in the TEM [140]. The mechanism is thought to operate as follows [141,142]: solute hydrogen
diffuses to the region of high triaxial stress ahead of a growing crack, where hydrogen concentrations
locally increase, promoting precipitation of hydride(s). The brittle hydride phase then acts as a crack
nucleus, undergoing cleavage at stress levels beneath those required for cracking in the bulk material.
The crack arrests upon contacting the hydride-matrix interface, with further cracking beneath the bulk
stress intensity only possible via repeated formation and cleavage of hydrides ahead of the advancing
crack [137]. In a recent review paper by Robertson et al. [143] it is noted that in most cases, a combination
of hydrogen embrittling mechanisms may operate, with a specific mechanism dominating under varying
conditions; i.e. Shih et al. [140] observed hydrogen enhanced localised plasticity (HELP - Section 2.6.3)
and hydride cleavage to be the dominating processes at high and low ∆K respectively. At high stress
intensities, it is thought that the crack growth rates are too high to enable formation of hydrides in
front of the crack. However, the operative hydrogen embrittlement (or hydrogen assisted cracking)
mechanism in non-hydride forming circumstances is still under debate; the three principal mechanisms
are outlined in Sections 2.6.2–2.6.4.
2.6.2 Hydrogen Enhanced Decohesion
Hydrogen enhanced decohesion, or HEDE, is based on a principle involving the separation of atoms after
a weakening of the metal-metal bonds. It is thought that the presence of hydrogen reduces interatomic
bond strength and thus allows decohesion in the presence of hydrogen, promoting cracking under
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reduced tensile stresses [141–143]. Computer-based models have shown that increasing hydrogen content
decreases the cohesive strength of grain boundaries, however there is some debate as to the critical
levels of hydrogen required to promote intergranular failures by this mechanism [143]. Decohesion will
occur when this critical level of hydrogen is exceeded; solute hydrogen is attracted to locations of high
stress. Such areas may occur at or near crack tips, at particle-matrix interfaces or along metal-phase
grain boundaries [141].
There is particular dispute concerning the stress levels required to attract sufficient levels of hydro-
gen to support this mechanism, and if those stress levels are likely to arise under conditions known
to induce hydrogen embrittlement [143]. For example, it is debated that sufficient levels of hydrogen
will diffuse ahead of transgranular cracks to produce decohesion [141]. However, for intergranular crack-
ing, there is evidence to support the decohesion mechanism from the combined effect of hydrogen and
alloy impurities segregating to the high energy grain boundary interfaces and weakening interatomic
bonds [142,144]. Evidence of plasticity (striations/slip bands) on the fracture surfaces of specimens known
to have been exposed to hydrogen has been widely observed, but the role of plasticity in the hydrogen
embrittlement process is not fully understood. For example, Oriani [145] originally concluded that the
plasticity observed was the result of the prior embrittlement mechanism, not the original cause of it.
Those supporting the HEDE mechanism have used the evidence of plasticity during crack advance
to rationalise how sufficiently high stresses can be generated to attract enough hydrogen in order to
facilitate decohesion [146]. Hack and Leverant [65] suggest the maximum hydrostatic stress obtainable is
“proportional to the length of a blocked shear band, which is equivalent to the colony diameter”; there-
fore, it is possible that the HEDE mechanism could be more prevalent in large colony microstructures.
Further support for this theory has come from the observation that HEDE will operate at crack tips,
particularly if slip planes are not favourably orientated, which would rule out the HELP and AIDE
mechanisms (Sections 2.6.3 and 2.6.4 respectively). In the mid-1970s, Nelson [133,134] proposed a theory
essentially combining the decohesion and hydride rupture mechanisms, which proposed that significant
concentrations of hydrogen could diffuse to, and segregate at, the α/β interfaces in titanium alloys,
forming hydride films, which could weaken the cohesive strength, resulting in intergranular separation
of the interfaces under tensile stresses.
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2.6.3 Hydrogen Enhanced Localised Plasticity
Like many metals, titanium has been found to suffer enhanced plasticity in the presence of hydro-
gen [140], especially around crack tips. This concept was first suggested by Beachem [147] in 1972, who
suggested that the evidence of ductile features on hydrogen induced fracture surfaces was indicative
of a hydrogen enhanced plasticity mechanism, induced by hydrogen “unlocking” dislocations, allowing
them to “multiply or move at reduced stresses”. At the time, these observations were highly controver-
sial because this new rationalisation did not accommodate the embrittlement theories, which suggested
hydrogen to lock or pin dislocations in place, thus impeding their movement, rather than enhancing
it. Beachem [147] also proposed that the presence of hydrogen ahead of a crack tip would aid whichever
deformation process the local microstructure would permit, and suggested adoption of the new term
“hydrogen-assisted cracking”, in place of hydrogen embrittlement.
This topic has since been the subject of extensive research, particularly by the Illinois group (Birn-
baum, Sofronis and Robertson), who have provided direct experimental evidence of hydrogen enhancing
the mobility of dislocations to support the hydrogen enhanced localised plasticity (HELP) mecha-
nism [140,148–150]. This evidence came by way of observations from in situ micro-straining experiments
in a TEM environmental cell. Shih et al. [140] were able to control the slip activity at the tip of an ad-
vancing crack by adding and removing hydrogen. They observed that the addition of hydrogen to the
vacuum caused previously immobile dislocations to move. Further, new dislocations were also emitted
from the crack tip, which, combined with the increased mobility of pre-existing dislocations, promoted
crack advance. Upon removing hydrogen, dislocation motion was inhibited and crack advance pre-
vented. Initially, these results were disputed, as it was thought that the results were only a secondary
effect of a pressure differential created by the injection of (any) gas into the vacuum system. However,
to demonstrate that these effects were only seen by the addition and removal of hydrogen in particular,
the experiments were repeated using noble gases, which demonstrated no such response [151,152].
This observed local softening (reduced flow stress), by the presence of solute hydrogen ahead of a growing
crack, is rationalised by the proposition of hydrogen shielding, which “decreases the elastic interactions
between dislocations”. It is suggested that the hydrogen atmospheres around dislocations prevent the
dislocations from experiencing the full effect of the repulsive forces between themselves and obstacles,
which acts to enhance their mobility; this explanation formed the basis of the HELP mechanism for
hydrogen embrittlement. The configuration of an edge dislocation, with the dilated stress field, is
expected to provide more shielding than for a screw type dislocation, provided the hydrogen can “keep
Hydrogen Assisted Fracture 53
up” with the dislocation [140,148–150]. Reservations regarding the HELP mechanism arise from possible
disparities in the concentration of hydrogen in thin foils under TEM conditions, as opposed to bulk
specimens in air. Bond et al. [153] undertook some work to investigate the effects of the electron beam
on the hydrogen fugacity. It was observed that electron-irradiated regions of hydrogen charged samples
showed a much increased response than those areas not exposed, implying a far greater concentration
of solute hydrogen is likely to be found at the crack tips of TEM foils than in bulk specimens.
However, the effect of hydrogen on dislocation generation, motion and the consequent crack advance
through localised plasticity is clear from the in situ TEM studies; combined with the irrefutable evidence
of plasticity on hydrogen induced fracture surfaces this demonstrates strong evidence in support of the
HELP mechanism. As previously mentioned, the decohesion community use the observation of plasticity
as a rationale for generating sufficiently high stresses to attract high concentrations of hydrogen, which
effectively suggests that the effect of hydrogen on the deformation process before failure is initiated is of
no consequence to the subsequent embrittlement mechanism [146]. However, for the HELP mechanism
it is the deformation change prior to failure that is considered significant. Over the years there has
also been some evidence suggesting hydrogen to have a macroscopic hardening effect, observed through
increased flow stress. This is commonly attributed to pinning of edge dislocations in the vacancy
dilation site [154,155], however a drawback to this theory is that a hydrogen atom is small compared to
the interstitial site.
2.6.4 Adsorption-Induced Dislocation Emission
In the hydrogen embrittlement community, adsorbed hydrogen is the term commonly used to describe
hydrogen on crack tip surfaces and hydrogen amongst the first few atomic distances of the crack tip,
i.e. just subsurface [142]. The first real proposition of the adsorption induced dislocation mechanism
(AIDE), sometimes referred to as the hydrogen-enhanced dislocation emission model [156], came in the
1970s and 1980s by Lynch [141,157–160]. The underlying basis of AIDE involves the same theory as
for the HEDE mechanism. Both AIDE and HEDE are based on theories of hydrogen weakening the
interatomic strength between metal-metal bonds. However, the major difference between these two
mechanisms is that HEDE is an inherently brittle process, involving the separation of atoms at the
crack tip by a decohesion mechanism, whereas AIDE is a plastic process (crack advance promoted by
localised plasticity through slip mechanisms, which is also attributed in the HELP mechanism) [161].
Further, the AIDE process attributes these occurrences to adsorbed hydrogen specifically, rather than
54 Literature Review
solute hydrogen, as is the case for HELP. Thus, hydrogen atoms adsorbed onto the surface (or just
subsurface) of the crack tip results in local electron density changes, reducing the lattice cohesive
strength within a few atomic distances of the hydrogen, leading to dislocation emission from the crack
tip under tensile stress [162]. However, stresses required to facilitate the emission of dislocations remains
high, which initiates general dislocation activity in the plastic zone ahead of the crack, often leading
to the formation of small voids [141,142]. Thus, subsequent crack advance is primarily attributed to the
emission of dislocations, but is also assisted by the coalescence of voids ahead of the crack. Under fatigue
loading, void formation ahead of cracks is observed less often, but instead the crack is re-sharpened
upon load reversal [141]. It should be noted that although the term, dislocation emission, encompasses
nucleation of the dislocation and its subsequent movement away from the crack tip, it is the nucleation
stage particularly that is facilitated and controlled by the adsorbed hydrogen, and is thus thought to
be critical to the mechanism [142,158] . AIDE is certainly considered to be a plastic process, however it is
acknowledged that formation of voids in the plastic zone ahead of the crack may arise from decohesion
of slip bands, and thus contribute to crack growth as a secondary process to the principally plastic
mechanism [161].
Hydrogen adsorption requires clean metal surfaces; titanium has a high affinity for oxygen and develops
a continuous and adherent oxide scale on exposure to air, even at ambient temperatures. In order for
adsorption to take place, the TiO2 layer must rupture or break down
[6]. Under fatigue loading, bare
titanium metal is exposed at the crack tip after each crack growth increment, providing suitable sites for
hydrogen adsorption across the crack tip surface (and neighbouring few atomic layers). Surface-science
observations have demonstrated that adsorption of atoms at a bare surface can change the bonding
character of the lattice locally. This is rationalised by the requirement for redistribution of chemical
charge by surface atoms, since they have fewer neighbouring atoms than those in the bulk (subsurface),
which will be further affected by adsorbed atoms at the surface [141,161]. Depending on the nature of the
adsorbate, contrasting observations can be made. Weakly adsorbing species, such as hydrogen, reduce
the interatomic strength of metal-metal bonds and form weak metal-adsorbate bonds, promoting dislo-
cation emission (AIDE). By contrast, strongly absorbing species like oxygen form much stronger bonds
with most metals, certainly titanium, which are difficult break and therefore inhibits dislocation emis-
sion until these bonds can be broken [141]. AIDE has sometimes been discounted as a viable mechanism
on the premise that not all adsorbing species lead to embrittlement, but with the above explanation it
is clear that such uncertainties are unfounded. Additions of oxygen to a hydrogen environmental cell
during crack growth have also been observed to arrest the cracking process. Supporters of the AIDE
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mechanism have taken this observation, that cracking was arrested within 100 nm, to suggest that
cracking is due to a very near crack-tip effect, i.e. adsorbed hydrogen (then blocked by the oxygen),
rather than diffused solute hydrogen ahead of the crack [163]. Although solute hydrogen would possibly
be expected to diffuse further from the crack tip than 100 nm, this is also significantly further than “few
atomic layers” commonly attributed to experience effects from the adsorbate hydrogen atoms, thus this
observation neither disproves HELP or gives evidence for AIDE [141,142,161].
There is only limited direct evidence in support of the AIDE mechanism, which is unsurprising con-
sidering the difficulties involved with experimental observations of atomic scale crack tip interactions
with hydrogen in bulk material. However, there is indirect evidence to support the mechanism. The
first supporting observation is that of the stark similarities seen post-mortem, between liquid metal
embrittlement (LME) fracture surfaces and those to have failured via hydrogen or stress corrosion
cracking (SCC) embrittlement [159]. It is generally accepted that during rapid crack growth in LME
environments, the only plausible theory is by adsorption of the embrittling species [164]. Such similar
results were noted for HE and SCC in terms of microstructural effects, crystallographic fracture plane,
temperature, fractographic features etc, that the same theory has been attributed to hydrogen assisted
cracking [158,164,165].
The notion that only adsorption is plausible comes from the understanding that materials with low
hydrogen diffusivity may not have time to diffuse ahead of cracks, when growth is rapid. Hydrogen
diffusivity in hcp α titanium is low at ambient temperatures. Where D is the diffusion coefficient
( cm2/s) and v is the crack velocity ( cm/s), calculations have shown that hydrogen is unable to diffuse
more than just a few atomic distances for D/v ratios less than ∼ 10−8 cm [142]. According to Lynch [141],
at high crack velocities the D/v ratio for alpha titanium is ∼ 10−8 cm, thus suggesting that diffusion
ahead of the crack tip would be improbable; i.e. HELP. However, diffusion in the beta phase is much
more rapid than that of the alpha phase and a continuous beta phase matrix can possibly act as an
efficient transport mechanism to allow rapid movement of H into the alpha phase, perhaps enabling
hydrogen diffusion ahead of a rapidly growing crack [135]. In fact, in more recent work, Lynch [165,166] has
indicated that although the AIDE mechanism is believed to induce the nucleation of dislocations, their
consequent movement could be controlled by the solute hydrogen diffusion HELP mechanism.
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2.7 X-ray Microtomography
X-ray microtomography has advanced significantly in the past 15 years, which has led to greatly in-
creased utilisation of the technique. Laboratory tomography instruments can now be found in many
materials science research facilities [167]. X-ray tomography is an excellent tool for non-destructive anal-
ysis, and is often used to track the development of damage by collecting a series of 3D images over time.
Continued development of synchrotron sources has led to vast improvements to spatial resolution and
speed of acquisition, enabling users to conduct in situ experiments [168]. These improvements have been
exploited over the past 10 years and X-ray tomography has been widely used to monitor the growth of
fatigue cracks, evolution of the crack shape and interaction with the microstructure [167].
Birosca and co-workers [169] investigated the three-dimensional evolution of fatigue cracks in α/β tita-
nium alloy Ti-6246. The combination of phase and absorption contrast enabled the in situ visualisation
of a fatigue crack growing through the two-phase microstructure. The fatigue test was stopped before
the specimen failed, and post-mortem electron backscatter diffraction on sections through the crack
was used to identify the crystallographic orientation of grains and how different orientations influenced
interaction with the crack front. This work provided valuable insight into the role of prior β grain
boundaries and alpha lamellae orientation on the development of the consequent crack path, and also
attempted to discuss the evolution of the crack shape (a/c ratio, where a is crack depth and c is half
surface crack length) with respect to the stress intensity factor. Birosca et al. clearly demonstrate
how X-ray microtomography can be used as an effective in situ tool for monitoring the growth of fa-
tigue cracks, particularly when the technique is combined with complementary post-mortem analysis.
However, Birosca and co-workers introduced a triangular (FIB) micro-notch into the test piece prior
to fatigue testing, to ensure that the crack grew from a known position. Although defined initiation
sites assist greatly with crack detection in the first instance, it removes the possibility of observing,
monitoring and analysing a natural crack initiation stage of life. Similar studies on a variety of other
polycrystalline metal specimens (β-titanium [170] and magnesium [171]) also use micro-notched fatigue
test pieces.
Although the majority of work in recent time has focussed on the analysis of fatigue crack propagation
from artificial micro-notches, other studies have attempted to monitor natural crack nucleation. Two
similar studies [172,173] on the same cast aluminium alloy (AS7G03) documented the nucleation and
growth of fatigue cracks from pores, introduced in the alloy during the casting process. These stud-
ies [172,173] demonstrated the feasibility of X-ray tomography for analysis of internal defects. Commonly,
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replica fatigue specimen tests (for aerospace components) are usually surface breaking and therefore
the standard potential drop (PD) method can be used to monitor the development of a fatigue crack.
However, the PD technique relies upon the presence of a surface breaking crack altering the resistance
across the measured crack, which can be calibrated to provide an accurate estimation of crack length.
However, the improving spatial resolution and speed of acquisition of synchrotron tomography [168] now
make in situ measurements of internal fatigue fatigue cracks possible.
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Chapter 3
Experimental Techniques
3.1 Sample Preparation
3.1.1 Grinding and Polishing
Specimens for optical and backscattered electron imaging were mounted in bakelite and then ground
with silicon carbide grit paper using a Struers Tegramin-20 automatic polishing machine. Grit values
from 500 up to 4000 were each used for 2 mins at 10 N load with a disc rotation speed of 250 rpm.
Samples were polished using 70 ml colloidal silica (OPS) suspension neutralised with 30 mm hydrogen
peroxide, diluted 1:1 with distilled water.
3.1.2 Etching Procedure
Prior to optical microscopy, samples were etched with a Kroll’s solution of 2% hydrofluoric acid (HF)
and 6% nitric acid (HNO3) in distilled water. Prepared samples were submerged in the solution for a
few seconds. Kroll’s solution preferentially etches the alpha-phase; this allowed clear observation of the
two-phase α-β microstructure. The microstructure of the alloy was first examined after etching, using
an Olympus BX51 light optical microscope with an attached Olympus DP70 camera.
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3.1.3 Electropolishing
Initially, samples for TEM analysis were prepared by electropolishing. Thin slices of material were cut
using a Struers Accutom 50 precision cutting machine and spark eroded to produce 3 mm diameter discs.
Individual discs were then electropolished using a solution of 3% perchloric acid and 40% butan-1-ol in
57% methanol at 24 V. Liquid nitrogen was used to maintain temperatures close to -40 ◦C.
3.1.4 Focussed Ion Beam Thin Foil Preparation
TEM samples from site-specific locations (commonly crack initiation sites or faceted grains on the
fracture surface) required preparation using a different technique. Thin foils were prepared using the
focussed ion beam lift-out technique inside a dual beam FEI Helios NanoLab 600. The instrument
has both an electron beam (directly above the specimen stage), as well as a 30 kV primary Ga+ beam
(positioned at an angle of 52 ◦ to the stage). Utilising both beams allows the user to view the sample
from two different angles simultaneously, giving a more complete perspective of the milling process. A
second advantage over single column ion beam instruments is that the user is able to maximise use of
the electron beam for imaging purposes. Therefore, use of the focussed ion beam is largely restricted
to necessary milling operations. The result is that material surrounding the sample preparation site
undergoes less exposure to the focussed ion beam than would be the case with a single ion beam
instrument.
Prior to commencing sample preparation, the sample height at which beams are coincident must be
determined. This was achieved at a working distance close to 4 mm. All operations were then under-
taken at the resulting working distance. The first procedure was to use the gas injection system to
deposit a platinum1-containing layer (2µm thick) onto the region of interest to protect the underlying
material; Figure 3.1(a). Bulk milling then proceeded (3.1(b)) at a stage tilt of 52 ◦ and 21 nA current,
until material had been removed from either side of the thin slice. After cleaning operations at 6.5 nA,
a thin section ∼1µm thick remained in the bulk; Figure 3.1(c,d). At a tilt of 7 ◦, the thin sample
was under cut so that it was held in the bulk by just a narrow ligament. A micro-manipulator needle
was then driven toward the sample, with further platinum deposition used to attach the “omniprobe
needle” to the foil; Figure 3.1(e). The narrow ligament was milled away with the focussed ion beam,
allowing the sample to be lifted from the trench and toward a grid; Figure 3.1(f). Further platinum
deposition secured the foil to the omniprobe grid where it was thinned to ∼180 nm; Figure 3.1(g,h,i).
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The final thinning stage involved low current (28 pA), low energy (2 keV) polishing, to remove ∼20 nm
of material from the front and back of the sample.
10 µm 5 µm 5 µm
5 µm 5 µm
5 µm
10 µm
10 µm 15 µm
Figure 3.1: Illustrative description of FIB lift-out procedure (SE refers to secondary electron image, SI refers to
secondary ion image).
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3.2 Scanning Electron Microscopy
Within a scanning electron microscope (SEM), an electron gun source accelerates a beam of focussed
electrons toward the sample to be analysed [174]. Upon contacting the sample surface, a region of
the sample is excited by the high energy electrons, triggering a number of complex atomic interactions
between both the specimen atom nuclei and the orbiting electrons [175]. The region in which interactions
between the electron beam and the sample is most likely to occur is termed the interaction volume.
The extent of scattering from the combination of elastic and inelastic events defines the shape of the
interaction volume. It is commonly described to be pear, or teardrop shaped. Depending on specific
interactions, a number of secondary products are generated, including electrons of vastly different
energies, X-rays and light. The wide variety of interactions that take place between incident-beam
electrons and the sample being analysed, make the SEM a versatile instrument [176].
3.2.1 Elastic Scattering
Elastic interactions are defined as those occurring between primary beam electrons and the nuclei of
sample atoms. Such interactions can cause sharp deviations of incident electron trajectories, but do
not result in significant energy losses [176]. The scattering angle, φ, resulting from elastic events can
range from 0 ◦ to 180 ◦ but is commonly much smaller, 2 ◦ to 5 ◦ [175]. This is illustrated schematically
by scenario 1 in Figure 3.2(a). These electrons will continue to travel close to their incident path,
and propagate deeper into the sample. In order for elastically scattered electrons to escape the sample
surface, they must normally be diverted from their incident trajectory by >90 ◦. In terms of scatter-
ing probability, only few electrons will undergo scattering by φ > 90 ◦, therefore a sequence of large
angle scattering events is required [176]. Primary beam electrons that exit the sample after deflection
through large angle elastic scattering are termed back-scattered electrons (BSE); scenario 2 in Figure
3.2(a).
3.2.2 Inelastic Scattering
The inelastic interaction most important to scanning electron microscopy is that resulting in secondary
electron emission [174]. Inelastic scattering occurs when a primary electron from an energetic electron
beam interacts with the orbital shell electrons of a sample atom. Inelastic interactions are characterised
by a small primary electron trajectory deviation (φ) as much kinetic energy is lost from the incident
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electron [175,176]. The energy transfer from primary beam electrons to the specimen atom can result
in the emission of weakly-bound outer-shell electrons from specimen atoms, as secondary electrons.
Refer to Figure 3.2(b) for a schematic depiction of secondary electron generation via inelastic electron
scattering.
Figure 3.2: Schematic illustration of electron scattering: (a) Elastic; (b) Inelastic.
3.2.3 Image Contrast
During elastic scattering events, minimal energy transfer occurs between the primary beam electrons
and the sample (<1 eV) [175]. Therefore, the energy of back-scattered electrons is of the same order
of magnitude as the incident beam electrons (keV) [175]. By contrast, secondary electrons are emitted
with far lower energies, in the range of 10 eV [174]. The considerable energy differences between each
signal have a consequential effect on their maximum escape depths [176]. Low kinetic energy secondary
electrons are readily absorbed by the sample. Due to the reduced mean free path, only the secondary
electrons generated in the top few nanometers of the material are able to escape the surface and be
detected [174]. In terms of interaction volume, this 20nm corresponds to the top of the narrow neck of
the teardrop interaction volume; Figure 3.3(a). As a result of the surface detection, secondary electron
signal is barely affected by the spreading of the beam beneath the probe [174], which can vary depending
on accelerating voltage and average atomic number of the sample [176].
Generation of backscattered primary beam electrons rely upon large angle scattering sequences. The
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probability of large angle elastic scattering increases with sample depth, hence backscattered electrons
tend not to reside from the uppermost surface layers of the sample [176]. Due to their considerably
higher energies, backscattered electrons can escape from depths of up to ∼5µm in some materials.
The result of signal detection from depth means that backscattered electron images are often produced
using signal from the bulbous region of the teardrop interaction volume; Figure 3.3(a). It hence follows
that backscattered images offer lower resolution compared to secondary electron signals, as spreading of
the beam beneath the probe must be considered [174,176]. Figure 3.3(c) demonstrates the simulation of
1,000,000 electron trajectories in Ti-6246, which indicates that backscattered electron in this particular
material escape from up to ∼200 nm below the surface.
Backscattered electron images (BSEI) demonstrate one significant advantage over secondary electron
images. Generation of backscattered electrons is dependent on the average atomic number of sample
material within a given interaction volume. Backscattering coefficient increases with larger atomic
numbers, making backscatter signals ideal for demonstrating composition contrast [175]. Higher aver-
age atomic number phases, such as the BCC titanium β phase, produces higher backscattered signal
than the HCP α phase and thus appears comparably bright in contrast. Characterisation of the mi-
crostructure in this study was initially undertaken using light optical microscopy. In order to gather
phase contrast information regarding element segregation, further metallography was undertaken using
a Zeiss Auriga field emission gun scanning electron microscope (FEG-SEM), in the backscatter electron
mode. A 10 keV accelerating voltage and 30µm aperture was used at a working distance of 6 mm.
Secondary electron images (SEI) also have associated advantages. The considerably smaller signal
escape depth allows improved sensitivity to changes in surface topography, providing an alternative
method for generating image contrast. Changes to local surface curvature will effect the electron escape
path length and hence influence the eventual secondary electron yield at the detector. Local protrusions
from the sample surface have areas of shorter path length, allowing more secondary electrons to escape
the surface than from a flat area [174,176]. This phenomenon is termed the edge effect and causes such
areas to appear bright; Figure 3.3(b). For improved topographic contrast, high resolution and large
depth of field, a Zeiss Auriga FEG-SEM operating in the secondary electron imaging mode was used
to characterise fracture surfaces.
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Figure 3.3: Demonstrating electron beam-specimen interaction volume: (a) Schematic representation; (b) illustrating
the “edge effect” associated with secondary electron image contrast; (c) Monte-Carlo simulation for 1,000,000 electron
trajectories through Ti-6246 assuming an accelerating voltage of 10 keV. Orange trajectories represent primary beam
electrons that are backscattered and escape the sample surface. Blue trajectories indicate primary beam electrons
that are absorbed by the sample.
3.3 Energy Dispersive X-ray Analysis
When a primary beam electron interacts with an inner shell electron belonging to a sample atom,
inelastic scattering events occur (as discussed in Section 3.2.2). The atom is ionised through the ejection
of a secondary electron, resulting in an electron vacancy in the orbital shell from which the electron
was energised. The vacancy is backfilled by a limited cascade reaction of outer shell electrons from
higher energy orbitals. As the vacancy is filled by an electron of higher energy, an energy differential is
created which must be emitted. The lowest energy state of the atom is normally recovered via emission
of a photon [175,176]. Refer to Figure 3.4(a). As each electron from a given shell is recognised by a
precise energy, the energy and wavelength of the emitted photon will be characteristic of the atomic
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species from which the electron was initially ejected. Photons emitted as a consequence of inner shell
electron ejection are defined by an energy in the order of magnitude corresponding to X-rays [174]. The
relationship between the X-ray energy and wavelength is given below:
λ =
hc
eE
=
1.2398
E
(3.1)
where E is the energy of the X-ray (keV), λ is the associated wavelength (nm), h is Planck’s constant
(6.626 x 10−34 m2 kg s−1), c is the speed of light (2.998 x 108 m s−1) and e is the electron charge (1.602
x 10−19 C) [175]. Characteristic X-rays produced are labelled according to the shell (K, L, M, N) in
which the electron was initially ejected from, and depending on the shell from which the outer electron
dropped to fill the vacancy (subscript α, β, γ); Figure 3.4(b). If a vacancy in the K shell was backfilled
using an electron two energy levels higher in the M shell, it would create a Kβ X-ray. When the high
energy electron beam impinges on the sample, multiple primary electrons are likely to interact with the
same atom, causing emission of a series of X-rays of different energies as the ground level energy state
is recovered. K-type radiation is emitted as Kα, Kβ, Kγ X-rays, if vacancies in the K shell are backfilled
from L, M, and N shells respectively; this is defined as the K-type X-ray line. In the situation where
a critical number of X-rays from the same line are emitted and detected, a characteristic X-ray peak
will be resolved in the spectrum [176]. Analysis of these peaks allows determination of the amount and
distribution of elements in the sample on a spatial basis [174].
3.3.1 Critical Excitation Energy
Ionisation of sample atoms is dependent on the energy of the incident beam electrons, controlled by the
accelerating voltage [174,176]. The energy required to remove an electron from an atom is dependent on
the atomic number of the atom and the orbital shell from which the electron is ejected. This is termed
the critical excitation energy [175]. Ionisation of the sample atom will occur if sufficient kinetic energy
(greater than the binding energy) is transferred from the beam electron to the sample electron. If this
criteria is not satisfied, an electron vacancy will not be produced and consequent X-ray emission will
not occur. To ensure a sufficient quantity of X-rays are generated, an over voltage must be used. The
incident beam energy must exceed the characteristic X-ray line energy by a sufficient margin to achieve
accurate analysis. An accelerating voltage of of one-and-a-half to three times the X-ray absorption
energy is often deemed suitable [176]. With reference to Figure 3.3(a), X-rays generated beneath a
focussed beam of electrons are able to escape from the entire depth of the specimen-beam interaction
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Figure 3.4: (a) Adapted from [175]: (i) inelastic scattering causing secondary electron emission, (ii) electron vacancy
backfilled, (iii) emission of X-ray photon; (b) Characteristic X-ray nomenclature.
volume. As accelerating voltage is increased, the interaction volume increases, having a detrimental
effect on spatial resolution but increasing the intensity of the X-ray signal. A compromise must be found
in which sufficient quantities of specific X-rays are generated from the local region of interest [174].
3.3.2 Data Acquisition
Initial energy dispersive X-ray (EDX) analysis was conducted using a Zeiss Auriga FEG-SEM with
an attached Oxford instruments EDX detector. Detection of light elements, such as oxygen, were
an important part of this study. Such atoms emit only low energy X-rays (<1 keV) and thus a thin
polymer window was used to separate the EDX detector from SEM chamber, instead of the conventional
beryllium window which absorbs such low energy X-rays [176]. A combination of point analysis, line
scans and chemical maps were acquired to fully characterise the chemical footprint associated with
bulk material. Point analysis was undertaken using a stationary beam with a 10 keV accelerating
voltage and 30µm aperture. Line scans were measured using the same conditions but moving the beam
in discrete steps and recording the X-ray signal at each location, across distinctive boundaries. For
chemical mapping experiments the aperture size was increased to 120µm to enhance the count rate;
accelerating voltage remained at 10 keV to maintain a smaller interaction volume. The incident electron
beam was then rastered within a designated area of the sample surface to produce a dot map with
particular colours assigned to X-ray line energies [174]. To improve the spatial resolution of this analysis
technique, thin samples were prepared using the FIB lift-out technique, as described in Section 3.1.
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The decreased depth and width of specimen-beam interaction associated with thin samples significantly
improves the spatial resolution, which is restricted to foil thickness. A combination of transmission and
scanning transmission electron microscopy (TEM/STEM) based EDX experiments were undertaken at
200 keV, using the JEOL 2000FX TEM and JEOL JEM-2100F TEM/STEM, equipped with an Oxford
Instruments X-Max 80 mm2 silicon drift detector for chemical analysis. A low background beryllium
holder was used in order to minimise the generation of characteristic and bremsstrahlung X-rays from
the holder material [177].
3.4 Focussed Ion Beam - Secondary Ion Mass Spectrometry
3.4.1 Ion-Solid Interactions
The principles of FIB technology are based on a collision-cascade model, whereby a high energy (30 keV)
primary ion beam impinges on a solid sample and interacts with the surface atoms of the target material.
These interactions cause kinetic energy transfer to take place between the incident beam atoms and
the impacted target material atoms as they collide. Such collisions cause a “billiard-ball-type collision
process” [178] to initiate within the solid material. As one collision occurs and displaces an atom in
the target material, further atoms are then impacted by this initial displacement, causing further
displacement of atoms, and so a knock on effect proceeds [178]. Some collisions and displacements
taking place closest to the surface will have gained enough kinetic energy from the initial bombardment
to overcome the surface binding energy and escape the surface, as shown in Figure 3.5. Sputtering is
the term used to describe the removal of atoms from a target via impingement of primary ions [179].
Essentially, it can be thought of as an atomic scale surface erosion process. Some sputtered particles will
leave the surface as neutral atoms or molecules, whereas some will be ionised [178]. The ionisation yield
is defined as the efficiency of the incident beam to produce secondary ions. It is these positively and
negatively charged ions that are collected and recorded by the mass spectrometer to provide information
regarding the chemistry of the sample. The ionisation yield is known to be dependent on the matrix
of the target material (chemical bonds involved) and the incident angle of the primary beam (surface
roughness) [180]. Furthermore, inelastic collisions will result in the emission of secondary electrons, which
can be used for imaging, along with the emitted secondary ions.
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Figure 3.5: Schematic illustration of the collision-cascade model; adapted from [179].
3.4.2 Instrumentation
Focussed ion beam-secondary ion mass spectrometry (FIB-SIMS) dynamic depth profiling experiments
were performed using the FEI FIB200-SIMS ion microscope. The FIB-SIMS instrument used was
equipped with two electric quadrupole-based, charged particle filters that can be polarised to select
and analyse either positive or negative secondary ions on a mass-to-charge ratio basis. Sputtered ions
were produced by a gallium liquid metal ion source with gallium ion energy chosen to be 30 keV.
The working distance for the gallium beam was 17 mm. Of the two SIMS detectors, one was an
FEI SIMS detector and the second, newer detector was a Hiden EQS1000 system. The FIB-SIMS
system is operated so that positive ions are detected by the FEI SIMS detector and simultaneously the
negative ions generated are detected by the Hiden SIMS detector in the concentration depth profiling
mode [181].
3.4.3 Dynamic Depth Profiling
Prior to any recorded FIB-SIMS compositional analyses, all the sites selected were sputter cleaned in
situ using the FIB-SIMS primary gallium ion beam at a high current of 20 nA. Following this, analysis
was undertaken by sputtering within rectangular craters 2 x 50µm in size, within the sputter cleaned
area. Craters of this size were chosen in order to sample bulk material from a representative portion of
the two phase material. The depth of each of the craters was at least 1µm, achieved after sputtering for
a few minutes with a 3 nA gallium ion beam. This depth was chosen because a plateau in intensity for
the matrix 48Ti+ specie had been observed prior to reaching 1µm depth, demonstrating steady-state-
sputtering had been achieved; see Figure 3.6(a). In the same graph the 16O− ion does not demonstrate
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Figure 3.6: (a) Depth profiles demonstrating steady state sputtering in matrix 48Ti+ ions, (b) Schematic illustration
of FIB-SIMS set-up: 1. blue spot, 2. adjacent surface feature, 3. set 2 data, 4. set 1 data, 5. mass spectrum 0-200
AMU, 6. depth profile trenches (similar to those those in sets 1 and 2).
a similar plateau region at the same depth because the 16O− ion is only present in dopant quantities.
Two sets of rectangular craters were milled into the specimen gauge length. The craters were positioned
down the specimen gauge length with the long side of the rectangular crater parallel to the fracture
edge. The first set of craters were placed directly beneath the blue spot with the second set at least
1 mm away from it. Each set of measurements included test analyses on a single crystal silicon wafer
so as to consider the residual gases in the vacuum system. A schematic illustration of the experiment
set-up is given in Figure 3.6(b). All operations are performed within the high vacuum chamber at
pressures in the order of 10−7 mbar.
3.5 Coherence Scanning Interferometry
The Zygo NewView 200 3D optical interferometer was used to gather non-destructive measurements
of surface topography. This technique is based on the idea of wave superposition. The amplitudes of
two waves of the same frequency that coincide in-phase will double as they constructively interfere,
producing bright interference fringes. Two waves out-of-phase by 180 ◦ will destructively interfere
and produce dark interference fringes as their amplitudes sum to zero; Figure 3.7(a). Interferometers
commonly utilise a beam splitter in order to produce two light waves to interfere with each other using
only a single light source; Figure 3.7(b). A semi-transparent mirror is often used as the beam splitter,
allowing a portion of light to travel through it whilst some is reflected back.
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Figure 3.7: (a) The basis of constructive and destructive interference, (b) Constructive interference from one light
source, (c)
The beam splitter causes the light wave to follow two separate paths, one toward to the sample to be
analysed and another toward an internal reference mirror. For interference of these two waves to occur,
the optical path lengths to the sample and the reference mirror must be very similar. After reflecting
off the sample surface or reference mirror, the two beams recombine at the beam splitter and are sent
to the detector to measure the intensity of the light. The objective lens is actuated down the vertical
axis to collect a complete data set across the rough sample surface. The distance between the beam
splitter and the sample, and the beam splitter and the reference mirror must be almost identical to
cause interference, and thus as the actuator is moved downward locations across the sample surface
will cause interference in turn. It follows that a downward scan direction will cause interference of the
highest points first. This is illustrated in Figure 3.7(c). The position of the objective lens during a
scan is recorded through time, allowing the accompanying software, MetroPro, to build up two and
three dimensional maps of the surface. The software also has the ability to separate surface texture
into individual components, through the application of various filters. Within this work, roughness
information was considered particularly important. To highlight the roughness component a high pass
Fast Fourier Transform algorithm was applied to the data, selecting frequency data >50 mm−1.
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3.6 Crystal Orientation Mapping
As discussed in Section 2.12, microtexture and the formation of macrozones have an adverse effect on
the mechanical properties of two-phase titanium alloys. These regions are not immediately obvious, and
are difficult to reveal. Therefore, electron backscattered diffraction (EBSD) techniques were employed
to further characterise the material. Metallographic preparation followed the method described in
Section 3.1.1. Since electron diffraction is only generated from the top 10-50 nm of the sample, it is
essential that the specimen surface is not damaged or obscured. The final colloidal silica polishing step
does not induce any mechanical damage into the surface material, unlike the grinding stages, and is
therefore highly recommended for EBSD sample preparation [82]. A Zeiss Auriga FEG-SEM fitted with
an Oxford Instruments HKL Nordlys EBSD detector was used for analysis, along with associated HKL
software. An accelerating voltage of 20 keV and a 60µm aperture were preferred. The sample stage
was tilted to 70 ◦, with the sample at a 12 mm working distance. During the crystallographic mapping
process, a step size of 0.15µm was introduced, resulting in 76% indexing efficiency.
3.7 Characterisation of Fracture Features
A number of similar methods for determining the spatial and crystallographic orientation of fracture
features exist. During this work, EBSD patterns were obtained directly from the as-fractured surface.
Other methods, instead, involve electro-etching or sectioning through the fracture surface, to allow
indexing of diffraction patterns from metallographically prepared surfaces. In order to directly index
fracture features, a combination of quantitative tilt fractography (QTF) and EBSD is required. Incor-
porating both these techniques allows complementary information of both spatial and crystallographic
orientation of fracture features, such as facetted grains, to be determined. A Zeiss Auriga field emission
gun - secondary electron microscope (FEG-SEM), fitted with an Oxford Instruments EBSD detector,
was used to obtain this information.
3.7.1 Spatial Orientation
To determine the crystallographic orientation of a facet, information regarding facet spatial orientation
is first required. The specific technique employed during this study has been given in detail else-
where [99,182], where the authors describe a modified version of the technique originally proposed by
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Themelis et al [183]. The QTF technique involves the acquisition of two images of the same feature, at
the same magnification but at different tilt angles. In this case θ1=0
◦ and θ2=30 ◦. Within the two
images a common origin and three shared, non-collinear features were identified so that the connecting
vectors in the plane of the fracture feature could be determined. Coordinates of the features about a
mutually designated origin were determined using ImageJ, as shown in Figure 3.8.
2 µm 2 µm
2 µm2 µm
Figure 3.8: Secondary electron images of the facet feature at two different tilt angles: (Upper) Coordinates of four
features within the facet according to ImageJ coordinate system; (Lower) Coordinates of features A, B, C, about a
mutual origin designated by one of the four fracture features.
During this work all fracture surfaces analysed were those of bow-tie or cylindrical fatigue specimens,
machined from compressor disc forgings. In either case, the specimens had uni-axial symmetry, and
samples were positioned inside the SEM so that the sample fatigue loading direction (Z-direction=ZS)
was parallel to the SEM stage axes Z-direction (ZM ) . Sample X and Y axes were defined arbitrar-
ily but were mutually perpendicular with the ZS axis. Coordinates of the three features were then
converted from the sample to the stage coordinate system using the following relationships (adapted
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from [182]):
XAM = X
A
S1 = X
A
S2 =
XAS1 +X
A
S2
2
(3.2)
Y AM =
Y AS1 · sinθ2 − Y AS2 · sinθ1
sin (θ2 − θ1) (3.3)
ZAM =
Y AS1 · cosθ2 − Y AS2 · cosθ1
sin (θ2 − θ1) (3.4)
where
(
XAM , Y
A
M , Z
A
M
)
defines the position of feature A within the SEM stage coordinate system and(
XAS1, Y
A
S1
)
and
(
XAS2, Y
A
S2
)
are the coordinates of feature A from the sample reference frame, at tilt
angles of θ1 and θ2 respectively. SEM stage axes coordinates
(
XBM , Y
B
M , Z
B
M
)
and
(
XCM , Y
C
M , Z
C
M
)
for
features B and C were calculated using similar relationships. Considering the 3 sets of coordinates for
features A, B and C within the facet, vectors connecting the 3 points were defined:
−→
AB =
(
XBM −XAM
)
i +
(
Y BM − Y AM
)
j +
(
ZBM − ZAM
)
k (3.5)
−→
BC =
(
XCM −XBM
)
i +
(
Y CM − Y BM
)
j +
(
ZCM − ZBM
)
k (3.6)
Unit vectors along the orthogonal SEM stage axes XM ,YM ,ZM were given as i, j and k. The facet
plane normal was consequently calculated from the vector product of two vectors in the plane of the
facet:
−→n =

i j k(
XBM −XAM
) (
Y BM − Y AM
) (
ZBM − ZAM
)(
XCM −XBM
) (
YsM
C − Y BM
) (
ZCM − ZBM
)
 (3.7)
The angle between the facet plane normal and the SEM stage ZM axis (parallel to fatigue loading
direction) is established as follows:
α = cos−1
(−→n ·k
|−→n |
)
(3.8)
Similarly, the angle, β, designated as the angle between the YM axis and the facet plane normal,
describes the orientation of the facet with respect to the tiling direction:
β = cos−1
(−→n · j
|−→n |
)
(3.9)
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3.7.2 Crystallographic Orientation
EBSD requires that the SEM stage is inclined steeply so that the sample surface is aligned ∼20 ◦ to
the incident electron beam (70 ◦ from the sample normal to the beam). Tilting the sample to such high
angles has the effect of modifying the conventional tear-drop shape of the beam interaction volume
associated with flat samples. At high inclinations the depth of the interaction volume, and hence the
path length for backscattered electrons, is far reduced [82]. This enhances the intensity of the Kikuchi
pattern by allowing a greater proportion of electrons to escape the specimen surface after undergoing
diffraction [184].
The QTF technique provided comprehensive information regarding the facet spatial orientation with
respect to the SEM stage ZM axis and the SEM stage tilt direction (YM axis direction about the XM
axis). This data was used to account for fracture topography so that necessary adjustments to stage tilts
could be made in order to align the facet plane normal at 70 ◦ to the electron beam. Angle α was used
to determine the incline of the facet, whereas angle β was used to determine the direction of this incline.
Cumulatively, the interpretation of α and β allowed the precise tilt angle satisfying EBSD conditions
to be established. This is explained illustratively in Figure 3.9. In the same microscopy session used
to obtain QTF data, EBSD was then used to determine the facet crystallographic orientation so as to
identify the crystallographic plane of fracture.
Figure 3.9: Schematic illustration of tilt calculation: (a) Inclined toward tilt direction; (b) Inclined away from tilt
direction.
3.8 Dislocation Analysis
Electron scattering has previously been discussed in Sections 3.2 and 3.3, to explain the role of electrons
in the formation of z-contrast (BSEI) and topographical contrast (SEI) images, as well as during the
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acquisition of chemical data (EDX) from bulk specimens (on the order of mm thick). Transmission
electron microscopy (TEM) relies upon the use of ultra-thin samples which are transparent to electrons;
<200 nm. In order to transmit electrons through the sample, the incident beam is commonly accelerated
to 200 keV. It is the wave-like behaviour of these high energy, negatively charged particles that gives
rise to electron diffraction, and forms the basis of TEM studies.
3.8.1 Electron Diffraction in the TEM
In 1913, Sir William H. and Mr William L. Bragg suggested that when a wavefront of parallel rays
is scattered from adjacent planes, the distance travelled by successive rays paths must differ by an
integral number of wavelengths, nλ, for the reflected wavefront to remain in-phase and interfere con-
structively [177,186]. With reference to Figure 3.10(a), it is demonstrated that at a specific incident angle,
the path difference between the rays reflecting from crystallographic planes hkl and h′k′l′ is equal to
AB + AC. In order for the electron waves to interfere constructively, AB + AC must be equal to nλ.
It follows that when the Bragg condition is satisfied, θ becomes θB and hence sinθB=
AB
AD=
AC
AD . The
distance, AD can be defined as the interplanar spacing, dhkl, and hence we observe Bragg’s Law, which
is widely used to describe electron diffraction in the TEM.
nλ = 2dhklsinθB (3.10)
Figure 3.10: Electron scattering from two planes of atoms as the incident wavefront is diffracted according to Bragg’s
Law. The angles have been exaggerated for visualisation purposes and would normally be <1 ◦ for n = 1; adapted
from [177,185]
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In Figure 3.11(a) two sets of planes observed edge on and orientated at the Bragg condition are seen to
diffract an electron beam and produce diffraction spots in the reciprocal lattice. Otherwise known as
reciprocal-lattice spots, they are indexed according to their corresponding reciprocal lattice vector, g,
which is normal to the diffracting plane in real space. Considering G1 as the 0001 plane means that 2G1
is the 0002 plane and so on. As it is known that d0001 is equal to the reciprocal lattice vector, c, and
d0002 is half this vertical length it can be said that where |2g1| appears larger than |g1| in reciprocal
space (nm−1), it will be smaller (as we would expect) in real space (nm), as |ghkl|= 1dhkl . An alternative
form of Bragg’s Law can be found by taking n as unity through the incorporation of the n value into
the dhkl-spacing term. It is important to highlight that in this instance, lattice planes of
1
2 ,
1
3 or
1
4 of
their true interplanar spacing are considered, rather than the equivalent 2nd, 3rd, 4th order diffracted
beams [187].
1
dhkl
=
2sinθB
λ
(3.11)
Equation 3.11 is used to develop a geometric visualisation tool, to view the properties of Bragg’s Law
in reciprocal space. The Ewald sphere construction allows the microscopist to examine the excitation
conditions leading to Bragg diffraction using a simplified 2D projection of the reciprocal lattice. The
diffraction condition is satisfied when the surface of the Ewald sphere touches reciprocal lattice points.
Introducing this second lattice is useful when considering crystal diffraction [187]. The ‘real’ crystal
lattice describes the arrangement of atoms that comprises the repeating unit cell in a given material,
whereas the reciprocal lattice is an array of points corresponding to sets of planes, rather than a
Figure 3.11: (a) 2D projection of two sets of planes orientated to be at the Bragg condition and undergoing
diffraction. Note that the reciprocal lattice vector, g, is normal to the respective diffracting planes; adapted from [177];
(b) Schematic depiction of the Ewald sphere; adapted from [188].
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distribution of individual atoms [177]. The Ewald sphere is constructed with a radius of 1/λ and is
centred at X where the incident beam is intersected by a crystallographic plane, forming a diffracted
beam (XP ) at an angle, 2θ, to the transmitted beam. The point, P , corresponds to a point in the
reciprocal lattice and the origin, O, is defined as the point where the incident beam cuts the Ewald
sphere [177,187,188]. As mentioned above, from Figure 3.11(a) it can be determined that the vector g in
the reciprocal lattice has a length equivalent to 1d in the real lattice. Hence, the geometry of Figure
3.11(b) clearly represents the conditions leading to Bragg diffraction, and is a tool commonly used to
interpret diffraction patterns.
sinθB =
1/2d
1/λ
=
λ
2d
→ λ = 2dsinθB (3.12)
The diffraction patterns discussed up until now are formed exclusively from elastically scattered elec-
trons, that remain coherent after diffraction by maintaining a fixed energy and wavelength [188]. A small
aperture is placed in the beam beneath the objective lens, selecting a small area on the specimen from
which to display diffraction information. The beam is spread widely during acquisition of these diffrac-
tion patterns to make the electron beam as parallel as possible so that the beam of electrons impinges
on the set of crystallographic planes at a single angle of incidence. This should produce well defined,
sharply focussed diffraction (reciprocal lattice) spots. With sufficiently thick samples it is possible to
develop another kind of diffraction pattern that offers a number of advantages over the selected area
diffraction (SAD) pattern. Using transmission electron microscopes with a scanning ability, it is possi-
ble to focus the beam to a narrow point whilst maintaining a parallel beam; i.e. by utilising the spot
mode whilst rastering the primary beam. When the sample is thick enough, electrons will interact with
atoms in the sample, scattering in all directions (but mainly forwards). With no memory of direction,
these electrons will have no phase relation, and are likely to have scattered inelastically as they changed
direction. This will have resulted in energy losses and consequent changes in wavelength. Some of these
diffusely scattered electrons will subsequently arrive at suitably orientated crystallographic planes at an
ideal incident angle to undergo Bragg diffraction [187]. Pairs of lines associated with specific diffraction
spots are observed in the diffraction pattern and have proven to be invaluable to the microscopist when
undertaking defect analysis using the TEM. These line pairs form Kikuchi bands and develop into
Kikuchi patterns when the sample is orientated with the beam parallel to a common crystallographic
direction (zone axis) for a number of intersecting planes.
During this study, all defect analysis was undertaken using a thermionic source JEOL 2000FX TEM,
without a STEM operating mode. Using this instrument it was not possible to simultaneously produce a
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Figure 3.12: Schematic illustration showing formation of Kikuchi bands from a convergent electron beam. As the
Kossel cones intersect the Ewald sphere they form parabolas, and because θB is small, approximate to straight lines;
adapted from [177].
focussed beam whilst also maintaining parallel rays. Therefore, conventional convergent beam electron
diffraction (CBED) was employed. A schematic illustration demonstrating the formation of CBED
patterns is shown in Figure 3.12. It can be observed that the probe is converged to a point so that
coherent primary electrons are incident on the sample surface over a wide range of angles, 2θB. As
the electrons are transmitted through the sample, those electrons incident on crystallographic planes
at the required Bragg angle will diffract and constructively interfere with other electron rays. Multiple
diffractions will occur at a common angle of incidence to satisfy Bragg’s Law, but from all possible
directions. The range of incident beam vectors (resulting from the variable incident angles) promotes
a range of electron diffraction vector rays. This is in contrast to the SAD technique where a parallel
beam of electrons gives rise to a single beam vector and thus a single diffraction vector, leading to
formation of well defined diffraction spots. In this instance, all beam vectors incident on the hkl planes
at the angle θB will contribute to the formation of so-called Kossel cones, generated from the diffuse
Bragg diffracted rays. For each ±g, there is a corresponding pair of Kossel cones forming a Kikuchi
band, and the same for ±2g, ±3g, etc. As the viewing screen is approximately normal to the incident
electron beam, and the Kossel cone angle is so large, only a small section of each cone pair intersects
the viewing screen at one time, and is thus observed as two parallel Kikuchi lines, rather than the
expected parabola shape [177]. Formation of the Kikuchi pattern is therefore such that each Kikuchi
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line will pass through the corresponding G reflection normal to the associated g vector.
CBED has a number of advantages over SAD. By converging the beam to a small point it is possible
to highlight a much smaller volume of material, compared to inserting the diffraction aperture. The
interpretation area for SAD is therefore limited by the size of the smallest aperture which is fixed, and
normally on the order of 0.5µm diameter. Hence, SAD should not be used to collect crystallographic
data from features smaller than 500 nm (nano particles, precipitates), because the diffracted rays con-
tributing to the pattern are unlikely to be limited to the region of interest [177]. The sample region
for CBED is dependent on the interaction volume and probe diameter. Although interaction volume
is is a function of specimen thickness, improved spatial resolution can still be achieved using CBED.
Considering the methodology involved in this work however, the most valuable advantage offered by
CBED was the improved sensitivity to specimen tilts. It was observed practically that for very small
sample tilts, minimal or no change to the position or intensity of the diffracted spots was seen in the
SAD pattern. However, the Kossel cones act as if they are “rigidly attached” to the hkl planes, and
thus even the smallest change in specimen tilt angles can be observed by a rotation or translation in
the Kikuchi pattern [177,187,188]. Nevertheless, a combination of both SAD and CBED are often used
as complementary techniques. If the crystal structure of the phase is known, spot patterns acquired
parallel to a zone axis can be easily indexed. Once the beam direction is identified, the Kikuchi lines
generated from CBED can then be used as an accurate navigation system to orientate the sample to
pre-desired zone axes and consequent g vectors, to give appropriate contrast conditions for identifying
the directions of active Burgers vectors, b, in the sample. Kikuchi lines and patterns are therefore
invaluable to the microscopist. A compromise must be made on specimen thickness, as quality of SAD
patterns are improved by thin samples where there will be less attenuation and consequently more
intensity, whereas CBED require thicker samples, “greater than one extinction distance” [177]. An ideal
sample thickness of 150–180 nm was concluded from trial and error, but achieving this remains a chal-
lenging task when low voltages and currents applied during final thinning stages of FIB foil preparation
dramatically limit resolution.
3.8.2 Contrast Imaging
Contrast imaging was one technique used during Chapter 6, in an attempt to determine the active slip
system operating within grains of different orientation. Dislocation contrast is improved at lower order
zones, so beam directions, B, of 〈011¯0〉 and 〈011¯1〉 were commonly used to approach the required g
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vector. Using Kikuchi patterns to navigate through the hexagonal lattice, it was possible to understand
the orientation of the crystal as a function of sample tilt angles. By tilting the sample so as to make
the beam parallel to a major zone, the consequent diffraction pattern could be indexed to achieve the
relative position of the crystal in reciprocal space.
All samples were mounted inside a double tilt holder, allowing rotation of the sample about two per-
pendicular axes. In convergent beam diffraction mode, the sample was tilted to bring the reciprocal
lattice vector to the Bragg condition. In this two beam condition, the only planes contributing to
the diffracted beams were those from the excited g vector. The objective aperture was then placed
around the central direct beam, discarding the diffracted beam from image formation, to produce a
bright field image. Diffraction contrast was observed as dark features, when the Bragg condition for
the given g vector was satisfied. The strain field around a dislocation distorts the crystal lattice locally,
thus affecting d-spacing and position of crystallographic planes. Thus areas of the crystal lattice that
have been subject to deformation (distortion) will demonstrate contrast when rays are diffracted off
these “bent” planes as they satisfy the Bragg condition. Undistorted surrounding material will not
demonstrate contrast. Where a material has undergone gross (bulk) plasticity, it can become difficult
to resolve individual dislocations from a forest of entangled dislocation segments.
When recording images, the objective aperture was commonly adjusted in imaging mode, so as to
prevent the surrounding vacuum from saturating the image. All dislocation imaging was undertaken
using a JEOL 2000FX TEM, with a thermionic source and electrons accelerated to 200 kV.
3.9 Low Cycle Fatigue Testing
3.9.1 Set-up
Low cycle fatigue testing was carried out using an in-house Zwick-Roell Z5.0 lead screw testing machine
with a 5 kN load cell. A bespoke vacuum furnace was designed and manufactured in order to conduct
high temperature fatigue tests, both in air and under high vacuum conditions during in situ synchrotron
tomography experiments. The original schematic design drawing is provided in Appendix C; from
this initial design, a series of amendments were made throughout the computer-aided-design (CAD)
phase. A CAD drawing of the furnace is given in Figure 3.13(a). A pair of high temperature water
cooled nickel alloy grips were designed to protect the actuator (top) and load cell (bottom) from the
high temperatures within the furnace. Two custom made vacuum bellows were incorporated to allow
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movement of the actuator during fatigue cycling and to enable adjustments to the alignment of the
load train. A number of feed-through ports made it possible to mount vacuum gauges, power infra-red
heat bulbs and to connect thermocouples under vacuum conditions. The vacuum furnace was designed
with possible beamline experiments in mind, therefore curved Quartz windows were fitted around 280 ◦
of the furnace exterior to allow the X-ray beam to pass in and out of the furnace; as shown in Figure
3.13(b).
Cylindrical fatigue specimens, as demonstrated in Figure 4.6, were tested in LCF in preparation for
a synchrotron experiment. All fatigue tests were conducted at 350 ◦C. Initially, a number of samples
were tested to failure under identical loading regimes in an attempt to estimate the average number
of cycles to failure in both air and vacuum environments. The aim of the beamline experiment was
to tomographically image the advancing crack throughout the propagation stage. Lamellar Ti-6246 is
known to spend an unusually long percentage of LCF life in the initiation phase, and thus for efficient
use of time once on the beamline, samples were pre-cycled to various percentages of the estimated
lives.
3.9.2 Test Phase
During beamline experiments it was essential that nothing inside the furnace would block the X-ray
beam before or after passing through the sample. For this reason, off-set temperature measurements
were made between the centre of the sample gauge length and the upper specimen grip in air and vacuum
environments, to prevent the thermocouple wire crossing the field of view during in situ experiments.
This was accomplished by initially using the thermocouple on the centre of the gauge length to control
and maintain the eurotherm temperature at 350 ◦C, whilst measuring the offset in temperature on the
upper specimen grip; Figure 3.13(c). Once the temperature difference was known, the eurotherm was
then controlled from a thermocouple outside the field of view on the upper specimen grip at 372 ◦C
(vacuum), whilst maintaining a constant temperature of 350 ◦C at the centre of the sample gauge
length. This off-set temperature technique was also desirable since it avoided the need to spot weld
the thermocouple directly onto the specimen gauge (which could promote crack initiation at the spot
weld).
Samples were handled with gloves and cleaned with ethanol prior to loading. As the temperature
was increased from room temperature to 350 ◦C (and the vacuum chamber was pumped down from
atmospheric to 10−5 mbar) a 30 MPa pre-load was applied to the sample and maintained in force
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Figure 3.13: (a) CAD drawing of bespoke vacuum furnace, (b) Schematic cross-sectional view of the vacuum furnace,
demonstrationg the limited angle due to the pillar frame, (c) Vacuum temperature offset profile: 9. off-set temperature
thermocouple, 10. eurotherm control thermocouple, (d) Vacuum furnace mounted on 5 kN Zwick rig: 1. actuator, 2.
thermocouple feed-through, 3. vacuum bellows, 4. water cooling, 5. quartz window, 6. power feed-through, 7. load
cell, 8. alignment fixture,
control. A single conditioning cycle was then applied to remove any slack from the load train. The
fatigue test then commenced, as the sample was cycled in tensile-tensile fatigue between 70 and 770 MPa
(R∼0.1), incorporating a 3 s load, 3 s unload triangular waveform; Figure 3.13(d) shows the complete
set-up.
3.10 Three-Dimensional Imaging
The techniques discussed in this present section are relevant to the work undertaken in research Chapter
7, which used X-ray microtomography as a principal characterisation technique. The Diamond Light
Source is the UK’s synchrotron facility, which is a cyclic particle accelerator. Electrons initially pass
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through a linear accelerator to increase their energy before they are injected into the synchrotron ring,
where they are accelerated further. These high energy electrons are deflected by magnets, causing them
to lose energy as they change direction, transforming to light as they are channelled into individual
beamlines. A parallel, monochromatic beam allows high spatial resolution radiographs or (projections)
to be captured, with an image quality superior to that possible from laboratory tomography techniques.
A series of two-dimensional projections (radiographs) are taken across a range of angles, which can then
be used to generate a three-dimensional volume.
3.10.1 Synchrotron X-ray Tomography
Limited angle X-ray microtomography measurements were carried out on beamline I12 (Joint Environ-
mental, Engineering and Processing beamline) at the Diamond Light Source synchrotron, Oxfordshire,
UK [189]. For in situ fatigue crack growth measurements, a bespoke vacuum furnace was developed
and mounted onto an existing (transportable) tension-compression rig (described in section 3.9.1), in
order to make comparisons between growth rates of subsurface and surface breaking fatigue cracks in
variable environments. The furnace was able to consistently hold vacuum in the order of 10−5 mbar. A
computer-aided-design (CAD) drawing of the furnace is given in Figure 3.13.
LCF samples of interest were mounted inside the furnace with the 15 mm gauge length (Figure 4.6(b))
positioned in the centre of the quartz windows to allow the beam into the furnace with minimal
attenuation. X-rays could then pass through the sample and back out through the reverse quartz
window towards the detector. As per the preparatory oﬄine tests, samples were cycled from 70-770 MPa
at 350 ◦C in situ. Imaging was undertaken after a specific number of fatigue cycles, by interrupting the
fatigue experiment and holding at 500 MPa (at temperature). From a fatigue perspective, it should be
noted that titanium alloys demonstrate degraded fatigue properties under dwell loading conditions. It
was for this reason that the load applied during scans (500 MPa) was well below the maximum fatigue
load (770 MPa) and yield point (660 MPa), but still sufficient to open the crack to assist with crack
imaging.
For the duration of the synchrotron experiment, the PCO. Edge detector with module 3 was used to
provide a resolution of 1.3µm. Module 3 was preferred over module 4 as it gave the best compromise
between resolution (1.3µm), field of view and exposure time. A larger field of view was required than
module 4 could provide, since there was some difficulty aligning the rig on the rotation centre. Module
3 provided a horizontal field of view of 3.32 mm and a vertical field of view of 2.80 mm. Images were
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captured every 0.1 ◦ using a beam energy of 65 keV, as the entire rig was rotated at a speed of 0.125 ◦s−1.
Since the design of the vacuum furnace and fatigue rig restricted the scanning angle to 140 ◦ (±70 ◦),
1420 projections were captured per tomogram, including 10 dark field and 10 flat field images. An
exposure time of 0.75 s per projection led to a scan time of approximately 20 minutes. A lutetium
aluminium garnet scintillator was used in the imaging camera; the K absorption edge for lutetium is
65.3 keV, therefore a beam energy of 65 keV was chosen so the scintillator can absorb more X-rays and
provide more visible light.
3.10.2 Laboratory X-ray Tomography
Due to time constraints associated with the beamline experiment, further scans were undertaken ex
situ using a laboratory X-ray microtomography instrument at the Manchester X-ray Imaging Facility,
Harwell, UK (Phoenix X-ray Systems & Services). The size of the Phoenix microCT unit prevented the
use of the existing compression-tension rig to open fatigue cracks during tomographic imaging. Instead
a compact tensile rig was developed that could be placed inside the Phoenix instrument to apply a
constant load to the sample throughout a scan. The rig was designed to utilise an existing 5 kN load
cell that was calibrated to provide a relationship between applied load, F (N), and voltage output, V
(mV); shown in Equation 3.13. Figure 3.14 shows both a CAD drawing and demonstrates the set-up
for these ex situ experiments.
V = −0.007667F + 0.656948 (3.13)
Aluminium was selected as the preferred material for the window, since X-ray attenuation is low;
however, the wall thickness was restricted to 0.5 mm. Aluminium alloy 7068 was used to manufacture
the window since it has the highest mechanical strength of all aluminium alloys, with a yield strength
of up to 700 MPa. Hand calculations were undertaken to ensure that the thin walled cylindrical tube
could withstand the applied loads without deforming or buckling.
The tensile crack opening rig for ex situ tomography scans is shown in Figure 3.14(b). The lower
specimen grip screwed directly into the load cell which provided the voltage output. The specimen was
enclosed within the aluminium window, separating the upper and lower halves of the rig. A compressive
load was applied to the aluminium window by manually screwing a nut down onto the threaded end
of the upper specimen grip. An equal and opposite tensile force is therefore imparted to the specimen
to open existing fatigue cracks during imaging. Application of torsional loads are prevented by the
non-cylindrical design of the upper specimen grip. Prior to imaging, all specimens were stressed to
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Figure 3.14: (a) CAD drawing of compact tensile rig: 1. nut, 2. upper specimen grip, 3. specimen, 4. aluminium
window, 5. lower specimen grip, (b) Crack opening set-up for ex situ laboratory X-ray tomography.
600 MPa (≡ −21.5 mV). All scans were carried out with a 100 kV accelerating voltage, a 70µA current
and an exposure time of 2 s. Due to the cylindrical geometry of the fatigue sample, a 0.8 mm thick
copper filter was used to assist with beam hardening corrections, by filtering out lower energy X-rays.
By rotating the sample through 360 ◦, 1000 images were captured on a 990 x 990 pixel detector. The
rig was positioned close to the target, in order to achieve a voxel size of ∼5µm3.
3.10.3 Image Processing
All synchrotron data sets were reconstructed using in-house software (DAWN Science) under devel-
opment at The Diamond Light Source. The software uses a special implementation of a filtered back
projection algorithm, developed by a group at Manchester University [190]. Data obtained from the
laboratory X-ray source was reconstructed using the software provided by Phoenix X-ray Systems &
Services (Phoenix DataOSX2rec). A number of voxel sized (5µm3) features were observed within vac-
uum sample LF006. To eliminate the possibility of analysing image artefacts, a filter was applied in
order to exclude all features existing over less than 10 slices in the sample z-axis.
Further analysis of selected features was undertaken using the commercially available image processing
software, Avizo 7.0. Voxels were counted using a marching cube algorithm procedure, implemented
within the software. Due to the limited angle during synchrotron data acquisition, and the evolv-
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ing software, the reconstructions consisted of large artefacts, which required that the data sets were
manually thresholded. For consistency, the images from the laboratory acquisition were also manu-
ally thresholded. 3D volumes were produced from the thresholded data before performing principal
component analysis (PCA) in MATLAB to calculate crack lengths [191].
PCA is a statistical procedure used to convert data points (pixels) into a set of linearly uncorrelated
variables called principal components. Analysis of 3D data such as this requires three principal com-
ponents for each data point; thus three mutually orthogonal axes are defined; Figure 3.15(a). The
first principal component accounts for as much variability in the data as possible. This component has
been defined as the major axis. The second principal component is defined as the minor axis and is
perpendicular to the major axis. These two axes comprise a plane, and in the case of 2D data sets, all
data points could be projected onto this plane to calculate scalar quantities such as length. A third
principal component is required for the analysis of 3D data sets. This third axis is a normal vector of
the plane comprised of the major and minor axis. With reference to Figure 3.15(b) and (c), it should
be clear that for a semi-circular crack geometry, the major and minor axes are associated with the 2c
(surface crack length) and a (crack depth) parameters respectively.
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Figure 3.15: (a) Principal component analysis axes; (b) Semi-circular crack schematic, where a is crack depth and
2c is the surface length; (c) Fatigue crack 3D volume demonstrating principal components.
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Chapter 4
Material
As discussed in Section 2.3.5, titanium alloys can be processed to produce microstructures which will
optimise specific mechanical properties required for the intended application of the final component.
The following chapter provides details on the materials used within this work, including their processing
routes and reasoning behind optimisation of preferred microstructures. During this study, two alloys
were investigated: Bi-lamellar (basketweave) α/β alloy Ti-6246 and bi-modal near-α alloy IMI 834.
The nominal composition of each alloy is given in Table 4.1:
Composition
Al Sn Zr Nb Mo Si C
Ti-6246 wt% 6 2 4 — 6 — —
IMI 834 wt% 5.8 4.0 3.5 0.7 0.5 0.35 0.06
Table 4.1: Nominal composition of Ti-6246 and IMI 834 disc material (Ti balance).
4.1 Alpha/beta alloy Ti-6246
4.1.1 Processing Route
Titanium alloy Ti-6Al-2Sn-4Zr-6Mo (wt%) is a solid solution strengthened (alpha+beta) alloy. It
is commonly used in elevated temperature aero-engine applications, such as intermediate pressure
compressor discs, at temperatures of ∼ 450 ◦C. Pratt & Whitney developed the alloy in the mid 1960’s
and were able to maintain a balance between LCF life and fracture toughness despite their inverse
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property relationship. Rolls-Royce plc have since improved the processing and heat treatment schedule
to optimise property combinations for compressor disc applications. The final β-processing route is
shown schematically in Figure 4.1.
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Figure 4.1: Rolls-Royce standard processing and heat treatment schedule for compressor disc alloy Ti-6246
Ti-6246 material, produced for compressor disc applications, will undergo final forging just above
the beta transus temperature (Tβ + 30
◦C), followed by fast cooling via a water quench to prevent
recrystallisation of the deformed beta grain structure. Transformation of beta on cooling from super
transus temperatures is a function of the percentage of beta stabilising elements in the microstructure
(Moeq).
Incorporating a high enough cooling rate is important in order to minimise formation of parallel al-
pha platelet colonies growing from prior beta grain boundaries. Alpha preferentially precipitates at
beta grain boundaries but after saturating grain boundary nucleation sites these so called alpha side
plates grow perpendicularly from the alpha lined grain boundary providing larger effective slip lengths,
leading to reductions in fatigue strength and resistance to crack nucleation. Furthermore, continuous
alpha grain boundary layers can be detrimental in themselves, having deleterious effects to mechanical
properties including tensile ductility, HCF strength and fracture toughness. This can be controlled
by ensuring sufficient hot work during forging, to deform prior β grain boundaries. Under high lev-
els of deformation the microstructure will exhibit discontinuous grain boundaries, thus preventing the
formation of continuous alpha layers.
Upon finish forging a solution heat treatment is applied to allow precipitation and growth of HCP alpha
platelets throughout the previously entirely beta (from beta forge) grain structure. This is achieved via
heating to just below the beta transus (Tβ-30
◦C) for 1-2 hours and fan air cooling. Finally the ageing
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heat treatment allows the precipitation of high volume fraction secondary alpha at lower temperatures
(∼600◦C) over 8 hours, cooled in air to room temperature. Prepared compressor discs are assembled
into drums using a combination of electron beam welding and mechanical fixtures. The final procedure
is then a post weld heat treatment performed under vacuum conditions [25].
4.1.2 Microstructure
Ti-6246 is an α+β alloy with respective aluminium and molybdenum equivalents of Aleq∼7wt% and
Moeq∼6wt%. This composition effectively combines the superior high temperature creep resistance
of the α alloys with improved strength and fracture toughness of the β alloys [7]. This combination
of properties makes α+β titanium alloys suitable for utilisation within relatively high temperature
applications such as aerospace compressor components. Additions of tin and zirconium in Ti-6246 have
only minor effects on the transformation temperature but increase heat treatability and strength of
Ti-6246 compared to Ti-64 via increased solid solution strengthening. These advantages coupled with
improved temperature capabilities (up to 500 ◦C compared to 350 ◦C in Ti-64) means that Ti-6246 is
becoming the material of choice for compressor disc applications rather than the “workhorse” alloy
Ti-6Al-4V [4].
The exact temperature capability of Ti-6246 depends on the loads experienced during service but
generally, for short-term applications, the working temperature can be as high as 540◦C but longer
term load-carrying applications reduce the safe operating temperature of the alloy to ∼400◦C [169]. Ti-
6246 is now used within >9 engine types and >30 disc stages of civil and military aircraft engines alike.
From replacing Ti-64 with Ti-6246, weight savings of up to 20 kg have been seen in individual engines.
Compressor discs are classified as critical life components as failure of these parts potentially results in
catastrophic consequences for the aircraft, therefore understanding microstructrual variances of α+β
titanium alloys and the effect these have on mechanical properties is important.
The microstructure of the plate material consisted of coarse, elongated primary alpha laths (αp) as
well as much finer secondary alpha laths (αs) residing within a retained coarse-grain beta phase matrix
(Figures 4.2 and 4.3). These bi-lamellar microstructures are used to maximise fracture toughness
(αp)
[6], with elevated strength provided by the fine secondary alpha phase that can be maintained up
to ∼500 ◦C.
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Figure 4.2: (LOM) Optical overview demonstrating continuous alpha at prior beta grain boundaries, (BSEI)
Backscattered electron images providing composition contrast, illustrating fine secondary alpha laths residing be-
tween coarse primary alpha laths in the beta matrix, (BC) Band contrast image formed through electron backscattered
diffraction, (α/β IPF) Alpha and beta phase inverse pole figure (IPF) colour images, coloured parallel to the loading
direction and indexed at 76%.
4.1.3 Specimens
Ti-6246 disc material was supplied from Rolls-Royce Deutschland (RRD) in the form of bow-tie low
cycle fatigue specimens that had previously been tested to failure at the Mechanical Testing Operations
Centre (MTOC) within RRD. The nominal composition of Ti-6246 is given in Table 4.1. Bow-tie
specimens were electro-discharge machined (EDM) in distilled water from Ti-6246 plate; the sides of
the sample cut by EDM were polished whilst the other faces of the specimens retained a surface ground
finish from the parent plate. The gauge section of the samples was 6×6 mm and the gauge length was
30 mm. Specimens were tested in the LCF regime using a trapezoidal waveform (1 s loading, 1 s hold,
1 s unloading, 1 s hold: 1-1-1-1) in an air environment at 450 ◦C. After testing, the fracture surfaces
were cleaned in ethanol and distilled water in an ultrasonic bath. This material was used during the
experimental work undertaken and discussed in Chapters 5 and 6.
To confirm the results from specimen U7-086 were consistent across a range of samples, the same
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Figure 4.3: Bright field TEM images with diffraction contrast: (a) Overview of lamellar α/β microstructure, (b)
and (c) Primary and secondary alpha laths, (d) Secondary alpha residing between coarse primary alpha laths, (e) and
(f) Dislocations within primary alpha laths.
detailed analysis was also carried out on specimens U7-091, LF031 and LF069, all of which had been
tested and supplied by MTOC RRD. The requirement for this PhD was first realised after the premature
cracking at the bore of a high-pressure compressor disc in a spinning rig component test. This spinning
rig component is referred to as ST1. One half of the fracture surface was sectioned and analysed by the
failure investigation team at RRD; analysis involved the consumption of the crack origin by sectioning
and consequent polishing.
The remaining half of the specimen was later studied by the failure investigation team based at Rolls-
Royce Bristol. After optimising experimental techniques on the LCF bow-tie specimens, analysis on
the one remaining fracture surface of ST1 was undertaken at Imperial College. Results were consistent
across all the LCF specimens and ST1. For clarity, the results from LCF specimen U7-086 are discussed
in detail within Chapters 5 and 6; the consistency of the results is demonstrated with reference to
Appendices D.1 (U7-091 specimen) and Appendix D.2 (ST1 rig test component). Table 4.2 shows
testing details for all specimens and the rig test component analysed during this work:
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Sample ID U7-086 U7-091 LF031 LF069 ST1
Section in Thesis Chapters 5 and 6 Appendix D.1 — — Appendix D.2
Test Route Lab LCF Lab LCF Lab LCF Lab LCF Spinning Rig
Test Atmosphere Air Air Air Air Partial Vacuum
Specimen Type Bow-tie Bow-tie Bow-tie Bow-tie Spin rig component
Test Temperature 450 ◦C 450 ◦C 450 ◦C 450 ◦C 350 ◦C
Max. Stress 600 MPa 575 MPa 600 MPa 600 MPa —
Cycles to Failure 17992 88768 9442 10740 35072*
Table 4.2: Test details for LCF specimens and spinning rig test component ST1 – * observation of large axial/radial
crack (rather than failure).
4.2 Near-alpha alloy IMI 834
4.2.1 Processing Route
Titanium alloy IMI 834 is a near-α solid-solution strengthened titanium alloy; nominal composition is
given in Table 4.1. IMI 834 has the highest temperature capability of the titanium alloys used in the
aerospace industry. These properties are exploited in applications such as high pressure compressor
disc assemblies, which operate at temperatures reaching 600 ◦C. The alloy also maintains high tensile
strength and good fatigue resistance up to these temperatures [192].
The precise processing route for IMI 834 compressor discs is commercially sensitive, and cannot be
given; however, a generic example is provided, which reflects the important aspects of the Rolls-Royce
method. Initially, IMI 834 material is forged in the α + β phase field to retain the globular structure
of the αp grains. An α + β forge is followed by a solution heat treatment high in the α + β phase
field; the precise temperature determines the volume fraction of the globular αp phase
[6,35]. IMI 834
demonstrates a particularly low gradient beta-transus approach curve, which makes it possible to
retain globular αp very close to the transus temperature; Figure 4.4. During the consequent slow
cooling process a transformed β matrix develops, consisting of lamellar α-platelets with the globular
αp embedded within it. A final (lower temperature) α+ β age strengthens the alloy.
4.2.2 Microstructure
The bi-modal microstructure developed through α + β processing maximises creep strength, enabling
the alloy to be used at higher temperatures than Ti-6246; the microstructural condition is shown in the
back-scatter electron images given in Figure 4.5(a). The duplex microstructure consisted of globular
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Figure 4.4: Beta approach curves for various titanium alloys; adapted from [193].
primary alpha grains embedded within an alpha lamellar transformed beta matrix. Thin beta-phase
layers (∼ 10 nm) are retained between the alpha platelets; Figure 4.5(b). Lamellar microstructures
are favoured where creep resistance dominates loading conditions, whilst equiaxed microstructures
are desired for fatigue cracking resistance. Therefore, at temperatures of up to 600 ◦C, the bi-modal
condition is thought to provide the best combination of creep and fatigue properties [194].
50µm 10 µm
Figure 4.5: Backscatter electron images of the IMI 834 bi-modal microstructure: (a) Low magnification overview of
the bi-modal microstructure; (b) Lamellar transformed beta matrix - bright phase is the thin layers of beta.
4.2.3 Specimens
Fatigue specimens for tests described in Chapter 7 were machined from a stage 5 intermediate pressure
compressor disc forging, supplied by Rolls-Royce plc, Derby. The forging is considered to be representa-
tive of normal production disc forgings for service components, having undergone the standard forging
and heat treatment processes. Specimens were machined from the rim of the disc by P S Marsden
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(Precision Engineers) Ltd, Nottingham; Figure 4.6(a). Specimen blanks were machined from the rim
position to ensure that specimens were comparable with other LCF samples tested at Rolls-Royce plc.
Specimen dimensions are given in Figure 4.6(b). The cylindrical specimens were longitudinally pol-
ished in the gauge section to 0.25µm surface roughness. The small gauge diameter was introduced as a
result of: 1. load constraints on a 5 kN maximum load application lead screw testing machine, and, 2.
to minimise X-ray attenuation (allow penetration of the X-ray beam) during X-ray microtomography
experiments. All LCF tests were undertaken in-house at Imperial College, using the bespoke (vacuum)
furnace described in Section 3.9.1. The testing schedule undertaken during preparation for beam-time,
and during ex situ cycling post beam-time, is provided in Appendix E.
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Figure 4.6: (a) Section of forged disc indicating rim location from which LCF specimens were machined (series
of dotted boxes); (b) LCF specimen engineering drawing (the orientation is consistent with that from tomography
experiments discussed in Chapter 7); (c) LCF specimen trimetric view.
Chapter 5
Environmentally Assisted Fatigue
Crack Nucleation
5.1 Summary
An unexplained feature was observed at the fatigue crack origin of a number of α/β titanium specimens
tested at 450 ◦C in the low cycle fatigue regime. The origin was discoloured blue but this was not a
result of temper colouration; this feature sometimes resulted in large reductions in fatigue lives. A
number of specimens were examined to determine the cause and formation mechanism of these “blue
spots.” This feature was associated with elevated oxygen and chlorine levels and the presence of sodium.
A mechanism based on hot-salt stress-corrosion cracking is proposed and the implications for service
components are discussed.
5.2 Introduction
Titanium alloys are widely used in the fan and compressor of aero gas turbines, owing to their good
specific fatigue strength and low occurrence of intrinsic defects, such as the ceramic inclusions or gas
porosity present from melting that occur in many of the major industrial alloys (Section 2.1.1). Tita-
nium alloys typically possess very good corrosion resistance in most circumstances, which makes them
attractive in a variety of static applications in the aerospace and chemical process industries [6].
The prototypical titanium alloy, Ti-6Al-4V, has historically seen very wide utilisation in the cooler
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sections of gas turbines. Of the other two main classes of alloys, near-alpha alloys such as Ti-6Al-
2Sn-4Zr-2Mo-0.1Si and IMI 8341 are used in high temperature applications such as high pressure
compressor discs, whilst heavily beta stabilised alloys such as Ti-5Al-5V-5Mo-3Cr are used for their
very high strengths in applications such as landing gear [17]. However, recently stronger and more
heavily beta stabilised alloys such as Ti-6Al-2Sn-4Zr-6Mo (Ti-6246) have started to be used in elevated
temperature applications such as high temperature compressor discs, by all of the major jet engine
manufacturers.
The work presented in this chapter concerns the appearance of an initially unknown blue-coloured
fatigue crack initiation feature, that has been observed in the elevated temperature low cycle fatigue
(LCF) testing of Ti-6246. These “blue spots” were observed on the fracture surface at the fatigue crack
origin, and were found to be around 100µm in size. Blue is a so-called temper colour of titanium that
can be associated with a TiO2 oxide film of similar thickness to the wavelength of visible light. However,
the unusual feature did not possess a temper colour gradient, but instead demonstrated a sharp colour
boundary between the initiation site and succeeding fatigue crack. It was initially unclear whether
the fatigue crack origins were subsurface or surface breaking, but all of the blue spots intersected the
surface. Some hypotheses held that an initially subsurface crack oxidised to the blue colour on becoming
surface breaking, for example. The areas around the origin locations were also oxidised slightly during
testing, to the extent typical for air exposures of the alloys concerned - at 450 ◦C for ∼20-80 h.
The crack origin was investigated using SEM-EDX, TEM foils lifted out from the fatigue fracture
surfaces and initiation points, and focussed ion beam milling – secondary ion mass spectrometry (FIB-
SIMS). This led to a diagnosis of the root cause of the blue spot features, and therefore to an explanation
as to why these features are not observed in ex-service titanium components.
5.3 Experimental Procedures
The Ti-6Al-2Sn-4Zr-6Mo samples investigated in this chapter were tested and supplied by the Mechan-
ical Testing Operations Centre, Rolls-Royce Deutschland. LCF tests were performed at 450 ◦C in an
air environment; detailed processing and testing information is given in Section 4.1.3. A number of
samples from the same test series were studied and all samples produced consistent results. Thus for
clarity, only one such sample is discussed in detail within the present chapter; refer to Appendix D for
a summary of the data acquired from investigation of additional specimens and a rig-tested compressor
1IMI 834: Ti-5.8Al-4Sn-3.5Zr-0.7Nb-0.5Mo-0.35Si-0.06C
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disc component. The sample discussed throughout this chapter has the specimen ID U7-086; a maxi-
mum stress of 600 MPa and minimum stress of 60 MPa were used (R=0.1), and the sample endurance
was 17,992 cycles. The specimen microstructure can be observed with reference to Figures 4.2 and
4.3.
Site-specific transmission electron microscopy (TEM) samples were produced using the focussed ion
beam (FIB) lift-out technique as discussed in Section 3.1.4. TEM and STEM-based EDX on the blue
spot layer and underlying microstructure was carried out on the FIB prepared foils, as described in
Section 3.3.2. Focussed ion beam-secondary ion mass spectrometry (FIB-SIMS) dynamic depth profiling
experiments were also performed. Prior to any recorded FIB-SIMS compositional analyses, all the sites
selected were sputter cleaned in situ using the FIB-SIMS primary gallium ion beam at a high current of
20 nA; details of the methodology can be found with reference to Section 3.4.3. A schematic illustration
of the experiment set-up is given in Figure 3.6(b).
5.4 Results
5.4.1 Fracture Surface Examination
The light optical micrograph (LOM) in Figure 5.1 demonstrates discolouration at the fatigue crack
origin corresponding to the blue spot. The blue colour appeared quite uniform across the feature and
did not show a gradual colour change with crack length. Furthermore, the boundary or outline of the
blue spot was observed to be very distinct and sharp. High temperature exposure of titanium in air
often results in blue/purple discolouration of the alloy surface by temper colouration. The perceived
colour is a product of the thickness of the resulting TiO2 oxide film and its optical interaction with
visible light via Bragg’s thin film interference. In the case of a growing fatigue crack and consequent
discolouration of the fracture surface, thickness of the TiO2 layer will be at a maximum at the origin
and will gradually decrease with crack length. Therefore colour shows a progressive change across the
fracture surface before final failure. Considering this, it is not believed that the blue spot has formed
as a result of temper colouration.
By comparing the LOM to the secondary electron image (SEI) in Figure 5.1, an apparent change
in fractographic topography was seen to coincide with the edge of the blue discolouration. Again,
the fractographic boundary of the blue spot was very well defined. This is clearly illustrated in Figure
5.2(a). The blue spot boundary is demonstrated by the black outline in (a), with a higher magnification
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Figure 5.1: Light optical micrograph (LOM) and secondary electron image (SEI) demonstrating the semi-elliptical
morphology and the uneven boundary of the blue spot on the fracture surface.
representation of this region given in (b). It is postulated that an embrittling species had provided
a preferential crack pathway along or across primary alpha lath boundaries of particular orientations.
Further secondary electron images from within the blue spot region revealed evidence of the underlying
microstructure as primary alpha lath structures on the fracture surface; Figures 5.2(c) and (d). Figures
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Figure 5.2: Secondary electron images taken from areas within the discoloured fatigue crack origin: (a) and (b)
distinctive fractographic boundary coinciding with the blue discolouration, (c) and (d) evidence of underlying mi-
crostructure on the fracture surface, (e) and (f) build up of corrosion product on the fracture surface.
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5.2(e) and (f) show nodular corrosion product on the fracture surface close to the initiating edge.
This partially obscured the exposed microstructure and indicated an environmentally assisted crack
nucleation mechanism.
As the crack extends beyond the blue spot, characteristic stage I fatigue features were observed on the
fracture surface. Stage I fatigue is defined as the portion of crack growth at very low stress intensities
when the plastic zone at the crack tip in confined within the microstructural unit size. A zig-zag crack
path is produced via shear along the single operative slip system [57]. Figure 5.3a(i) was taken from
a region ∼375µm from the origin and illustrates facet formation. It also demonstrates features with
dimensions comparable to primary alpha laths in the underlying microstructure. It should be noted
that although evidence of microstructural features has been observed outside the blue discoloured region
they did not possess the same cleaved appearance as the primary alpha lath structures observed within
the blue spot. It is inferred that any embrittling species is likely to have been confined to the blue
spot region and had not diffused far beyond it. With increasing stress intensity, a transition into stage
II fatigue crack growth is seen. When the microstructural unit size is comparable to the crack tip
plastic zone size a mixture of stage I and stage II type growth occurs. Figure 5.3b(i) illustrates a
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a ~ 375µm a ~ 400µm a ~ 900µm a > 5mm
Figure 5.3: Secondary electron images exhibiting features observed across the fatigue fracture surface (outside the
blue spot); a corresponds to crack length. Top row - x5k magnification, bottom row - x20k magnification; from left to
right increasing ∆K, (a) structure sensitive growth accompanied by facetting, (b) adjacent facets and (torn) striations,
c(i) distribution of secondary cracks and fine striations parallel to the secondary cracks c(ii), (d) ductile microvoids.
Crack growth directions are shown by the arrows.
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combination of facets (stage I) and cracking associated with striated growth shown in b(ii) ∼400µm
from the origin.
Approaching 900µm from the origin, extensive secondary cracking was observed; Figure 5.3c(i). At
higher magnification, fine striations parallel to these secondary cracks can be resolved c(ii). At these
higher stress intensities, the plastic zone will extend over many grains and crack growth will occur via
the action of two slip systems [57]. From the arrows shown in c(ii) a local deviation in crack growth
direction was observed; this may be accounted for by the operative duplex slip mechanism, consistent
with stage II fatigue cracking. Finally, at very large ∆K (when the crack was >5 mm) in length, the
remaining ligament of metal was no longer able to support the effective load experienced at the crack
tip, and thus final failure occurred by ductile microvoid coalescence.
To determine the presence of a possible compositional variance at the origin, SEM-based EDX maps
were acquired. Qualitative chemical maps of the crack origin are given in Figure 5.4 where bright
pixels correspond to higher counts/intensity. After comparing the oxygen (Kα) map with the optical
micrograph adjacent it became clear that the blue spot was associated with elevated oxygen levels. This
is mirrored by a corresponding reduction in the titanium (Kα) map. The blue spot geometry exposed
in the oxygen and titanium maps closely matched that of the optical micrograph. The boundaries were
sharp (not blurred), thus indicating that the observed change in oxygen concentration was sudden. An
apparent local chlorine enhancement was also observed at the origin, however the elevation was much
less extreme and the boundary more diffuse.
A limiting feature of SEM based-EDX is the poor spatial resolution resulting from a large interaction
volume. This is dependent on atomic number, Z, but is often quoted as being up to 5µm [174]. Improved
spatial resolution can be achieved by preparing very thin specimens (∼150 nm) for analysis inside a
transmission electron microscope (TEM). With such thin samples scattering within the depth of the
100µm 100µm 100µm
TiO Cl
100µm
LOM
Figure 5.4: Qualitative long-exposure SEM-EDX maps from the fatigue crack origin. (LOM) Demonstrating the
semi-elliptical morphology of the “blue spot”; (O) Significant oxygen enhancement and (Ti) Titanium reduction within
the blue spot region; (Cl) Tentative visual evidence of the local presence of Cl in the blue spot region.
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specimen cannot occur, however the electron beam can still generate X-rays from beyond the probe
focus spot and so spatial resolution is a function of foil thickness. Thus, to quantify composition
near the surface, two TEM foils were lifted from the fracture surface using the FIB lift-out technique;
(1) inside the blue spot on (Figure 5.5(a)) and (2) from an area of stage I fatigue growth. Even at
low magnifications a surface layer was seen to reside along the fracture surface, directly beneath the
platinum layer of the TEM foil extracted from within the blue spot; Figure 5.5(b). Initially, quantitative
chemical data was extracted using TEM-based point EDX analysis. Chemical analysis measurements
were taken at a number of positions within the observed surface layer adjacent to the fracture surface
(spectra 1-4) and compared to measurements taken from primary alpha laths (5-6). Locations of the
point spectra are shown in Figure 5.5(b) with data given in Table 5.1. The average atomic composition
of the layer, as taken from spectra 1-4, was calculated as 29% titanium to 65% oxygen, plus trace
elements. This approximate 1:2 atomic ratio suggested that the composition of the layer was TiO2.
By contrast, chemical data measured from the primary alpha laths provided evidence for only trace
amounts of oxygen. The presence of chlorine had previously been implied by the faint halo of increased
chlorine intensity seen at the blue spot origin in Figure 5.4(Cl). Although very low, concentrations of
chlorine were again consistently detected within the four locations along the oxide layer but not from
elsewhere in the foil.
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Figure 5.5: (a) Overview of TEM foil showing the mi-
crostructure underlying the blue spot; (b) The blue spot
layer observed at higher magnification (dotted lines).
EDX spectra data from the blue spot (1-4) and subsur-
face primary alpha laths (5-6) are given in Table 5.1.
Composition (at.%)
Ti Al Sn Zr Mo O Cl
1 26 2.8 0.1 0.5 0.1 70 0.6
2 24 4.2 0.7 0.9 3.0 66 1.2
3 32 5.2 0.4 1.0 0.1 61 0.7
4 32 2.4 0.1 1.0 0.4 63 0.8
5 81 14 0.9 2.2 0.4 1.8 —
6 82 13 0.9 2.4 0.4 1.2 —
±2 ±0.4 ±0.1 ±0.2 ±0.2 ±3 ±0.1
Table 5.1: TEM-EDX composition data for the blue
spot (1-4) as compared to the metallic substrate (5-6).
Average uncertainty (at.%) given to one significant fig-
ure.
High magnification STEM-EDX mapping clearly illustrates these findings (Figure 5.6). The electron
image shows the varying contrasts generated by the protective platinum layer, the titanium alloy matrix
and the oxide layer. The oxygen map confirmed the presence of an oxide scale, of the order of 250 nm
thick, with elevated oxygen counts throughout this region. As with the SEM-EDX maps, this was
accompanied by a corresponding reduction in titanium intensity (Ti Kα) in the same region. This
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Figure 5.6: Qualitative STEM-EDX maps taken from a foil extracted from the blue spot region of the fracture
surface. The specimen encompasses the platinum protected fracture surface, the oxide layer and the base metal
matrix. Analysis undertaken with 200 kV accelerating voltage, 12 cm camera length, spot size 0.2 nm. The spectra
positions shown in the electron image relate to the line scans in Figure 5.9
provided further evidence to support the hypothesis that the composition of the blue spot is TiO2.
Additionally, chlorine was identified once more. On initial observation it appeared as though chlorine
was also present in the platinum layer. However, although chlorine concentrations are low and on the
limit of instrument sensitivity, this unusual result is likely to be an artifact attributed to an insufficient
energy resolution and mis-indexing of the platinum MIII edge energy (2.65 keV
[175]) in place of the
measured chlorine Kα peak (2.62 keV); see plot in Figure 5.7. Otherwise, the Cl Kα map clearly
demonstrates chlorine residing near the base of the oxide layer and thus provides convincing data to
suggest that both oxygen and chlorine are associated with blue spot formation.
A second foil was also taken from a region beyond the blue spot to act as a comparison; Figure 5.8. In
this instance, the oxide layer measured only 30 nm in thickness and there was no evidence to suggest
chlorine was present elsewhere on the fracture surface. A number of positions along the fracture surface
were analysed in this way and all the results were consistent with the results presented here. STEM-
EDX mapping has shown that the oxide thickness within the blue spot is larger by approximately
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Figure 5.7: X-ray spectra from locations within the platinum layer (circle) compared to within the oxide layer
(square), demonstrates overlapping peaks for Pt and Cl.
one order of magnitude, compared to elsewhere on the fracture surface. This sudden step change in
thickness gives further confidence in the hypothesis that the blue spot is not formed simply as a result
of high temperature oxidation. In addition, quantitative data was acquired from the blue spot foil by
way of a single line scan. Data was collected every 25 nm through the deposited platinum layer, the
oxide layer and the titanium metal matrix, over a 450 nm distance. The location of the EDX-point
Figure 5.8: Comparison qualitative STEM-EDX maps from a foil lifted beyond the blue spot in an area of fatigue
crack growth - 200 kV accelerating voltage, 12 cm camera length, spot size 0.2 nm.
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analyses is shown in the electron image given in Figure 5.6. Each data point was acquired for 50
seconds with an acquisition rate of ∼ 15 kcps , at 30% deadtime; the camera length was 20 cm with a
spot size of 0.7 nm. The line scan data is presented in Figure 5.9 which shows an increase in the oxygen
concentration across a 250 nm distance , expected to represent the ‘thick’ oxide layer within the blue
spot region. Data points beyond 350 nm demonstrate measurements from the titanium base metal,
which are representative of nominal titanium concentrations for Ti-6246 alloy. The final plot shows
a comparison of the profiles for oxygen and Cl Kα energies; they are shown to have a similar profile
across the 250 nm distance representing the oxide layer, with the chlorine profile peaking towards the
base of the oxide layer, as was observed from the quantitative maps provided in Figure 5.6.
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Figure 5.9: Quantitative STEM-EDX line analysis taken from a foil extracted from the blue spot region of the
fracture surface - 200 kV accelerating voltage, 12 cm camera length, spot size 0.2 nm. The individual spectra positions
are shown in the electron image in Figure 5.6.
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5.4.2 Specimen Gauge Examination
Thorough examination of the fracture surface was followed by inspection of the specimen gauge surface.
Figure 5.10(a) shows a semi-elliptical feature on the gauge surface directly beneath the blue spot,
appearing to link the fracture surface to the gauge surface. This adjacent feature was not observed
centrally beneath the blue spot but was positioned toward the blue spot boundary. Both the blue spot
and connected gauge surface feature were observed as a pair on both halves of the fracture surface. A
similar feature was not observed at any other location along the fracture/gauge surface edge. When
viewed at higher magnification in SEI mode, Figure 5.10(b), the different surface appearance of the
defect became clear. Non-contact interferometry was used to further characterise the surface of the
defect. Initial results from surface maps and profilometry showed the defect to be surface negative,
with a maximum depth of ∼3µm - Figure 5.10(c) and (d). Considering the concave form of the defect,
and the association of oxygen and chlorine on the fracture surface, a theory involving corrosion attack
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Figure 5.10: (a) Secondary electron image of the blue spot and underlying surface feature at 30 ◦ stage tilt with the
fracture surface ∼60 ◦ to the electron beam; (b) Underlying surface feature with the specimen gauge surface normal
to the electron beam; Light interferometry including false colour surface maps (c and e) and surface profiles (d and
f) of the defect on the machined gauge surface of the specimen, (c and d) data as measured, (e and f) measured after
application of high pass fixed FFT filter selecting frequency information >50 mm−1 to emphasise roughness data.
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may be inferred. General corrosion and pitting are often accompanied by surface roughening, so, to
highlight the roughness component, a high pass Fast Fourier Transform (FFT) algorithm was applied to
the data. The combination of the surface map and profile given in Figure 5.10(e) and (f) demonstrated
the locally enhanced surface roughness, presumably from corrosion product build-up.
EDX analysis was then conducted on the gauge surface. As with the blue spot, qualitative chem-
ical mapping (Figure 5.11) demonstrated highly elevated oxygen counts within the surface feature,
accompanied by a corresponding titanium reduction. Again, a more diffuse chlorine enhancement was
also observed. Semi-quantitative point analyses were also acquired, which are presented in Table 5.2.
Spectra 1-3 were measured from within the feature and suggested the composition within the adjacent
surface layer to be TiO2. Up to a single atomic percent of chlorine was also detected from the same
positions, along with low levels of sodium. Unlike the subsurface material analysed in the TEM, the
exterior surface of the specimen was uniformly exposed to the high temperature environment for the
duration of the test. Therefore the gauge length will have undergone high temperature oxidation as
is demonstrated by the values given from spectra 4-6. However, it could be significant that although
exposed for the same length of time, much higher concentrations of oxygen are detected within the sur-
100µm 100µm100µm
O Ti ClSEI
100µm
1 2
34 5
6
Figure 5.11: Qualitative SEM-EDX mapping of the defect on the machined gauge surface of the specimen: (SEI)
includes the positions of spectra as given in Table 5.2 - spectra 1-3 surface feature, spectra 4-6 machined surface.
Composition (at.%)
Ti Al Sn Zr Mo O Cl Na
1 26 3.8 0.3 0.7 0.9 67 0.6 0.4
2 25 3.6 0.2 0.6 0.5 69 0.5 0.3
3 26 3.4 0.3 0.7 1.3 66 1.1 0.4
4 48 6.0 0.5 1.6 3.0 41 — 0.1
5 47 5.4 0.6 1.5 3.9 42 — —
6 48 6.6 0.6 1.4 0.7 43 — 0.1
± 0.4 0.07 0.03 0.04 0.05 0.7 0.03 0.04
Table 5.2: SEM-EDX composition data from the machined specimen gauge surface beneath the blue spot. The
positions of the acquired data are illustrated in Figure 5.11, with the average uncertainty (at. %) given to one
significant figure. Acquired using a 10 keV electron-beam energy.
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Figure 5.12: SEM-EDX spectra profiles from the machined specimen gauge surface beneath the blue spot: (a)
Spectrum 3; (b) Spectrum 5.
face feature compared to surrounding regions (along with some chlorine). This is illustrated in Figure
5.11 and Table 5.2. Finally, Figure 5.12 shows the energy profiles for spectrum 3 (a - surface feature)
and spectrum 5 (b - baseline gauge surface). It is clear from comparison of 5.12(a) and (b) that the low
levels of chlorine and sodium measured within the surface feature are true, as peaks at the respective
energies are observed in the profile of spectrum 3 but not in that of spectrum 5.
FIB-SIMS dynamic depth profiling was employed in order to analyse bulk, near surface material, as well
as to confirm that the chemical species measured were not from post test contamination. The sputter
cleaning method described in Section 3.4.3 applies a primary ion dose density (PIDD) of ∼ 5 x1017 Ga+
ions per cm2 to the selected region. Each surface titanium atom is bombarded >100 times, ensuring
none of the surface material remains in the original, uncleaned, condition. Refer to Appendix F for the
method of PIDD calculation. Figure 5.13(a) and (b) show secondary ion and secondary electron images
of the surface feature beneath (and adjacent to) the blue spot on the gauge surface. Referring back to
Figure 5.10(b) the concave profile of this adjacent feature was measured to extend ∼20µm down from
the fracture edge. The trenches used to produce the plots given in Figure 5.13(e) and (f) are illustrated
in 5.13(c). Each data point in the graphs corresponds to data extracted from a single 2 x 50 x 1µm3
volume. In this case, each data point is an average of the final 5 measurements at a depth approaching
1µm. The light optical microscope image shown in Figure 5.13(d) demonstrates the pre-sputtered area
on the gauge surface.
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Figure 5.13: Dynamic SIMS: (a) Secondary ion image before pre-sputter stage beneath blue spot; (b) secondary elec-
tron image before pre-sputter stage beneath blue spot; (c) secondary electron image post clean up and dynamic SIMS
set 1; (d) light optical micrograph after depth profiling set 1 data; (e) 16O− and 35Cl− profiles and (f) 23Na+/16O−
and 35Cl− profiles.
Figure 5.13(e) and (f) show the chemical profiles for 16O−, 35Cl− and 23Na+ ions directly beneath
the blue spot (set 1) compared to a datum region (set 2); refer to Figure 3.6(b) for a schematic
representation of the experimental procedure. It was observed for data set 1 that both 16O− and 35Cl−
species demonstrated elevated counts within the 20µm corresponding the surface feature pit, and
returned to baseline levels thereafter. The profiles of the oxygen and chlorine appeared synchronised.
Considering the results from both STEM-EDX and SIMS, it is clear that the presence of chlorine is
not a result of post test contamination. To summarise, the STEM-EDX data provided evidence for
chlorine residing near the base of the blue spot oxide layer and chlorine was again measured via SIMS
depth profiling, after undertaking the initial in situ sputter clean procedure.
In the SIMS community, it is widely acknowledged that ambient oxygen can enhance positive secondary
ion yield [195,196]. Considering the data from Figure 5.13(e) it was important to account for the increased
oxygen levels within the initial 20µm before analysing 23Na+ data . The sodium profile illustrated in
Figure 5.13(e) is therefore normalised to the equivalent oxygen data to provide a 23Na+/16O− ratio.
Evaluating the sodium profile as a ratio to oxygen ensures that the trend observed is independent of
the local oxygen concentration. After studying Figure 5.13(f) there was also a clear elevation in the
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23Na+/16O− profile within the same 20µm; this was not synchronised with the chlorine (and oxygen)
but has been consistently demonstrated in this way across a number of samples. Again, upon exiting
the first 20µm sodium counts returned to baseline. When this was compared to the second data set it
was apparent that the set 2 profiles did not deviate from the baseline measurement, even in the first
20µm. This therefore demonstrated that the elevation in counts seen in the set 1 data was likely to
be an effect of its proximity to the blue spot on the fracture surface and/or the linking feature on the
gauge surface, perpendicular to the fracture plane.
5.5 Discussion
5.5.1 Summary of main observations in context
The uniformity of colour and well-defined outline of the blue spot led to the conclusion that formation
of this feature was not a result of temper colouration. A study from the 1950’s previously examined
the cracking mechanism of gas turbine fan blades manufactured from Ti-8Al-1Mo-1V [197]. In one case
the subcritical crack growth area was described to be flat and containing a number of blue discoloured
semi-elliptical zones. These observations are consistent with the appearance of the blue spot described
in the present study. The same authors were able to reproduce the discoloured features by deposition
of salt slurry on to a four-point bend loaded specimen. They concluded the initial subcritical crack
growth region in one of the fan blades to have initiated from salt in a fingerprint, but later to transition
to a mechanism of fatigue crack growth [197]. Other studies discuss similar findings of blue discoloured
fracture surfaces. These have been detected during post failure fractographic inspection of salt coated
specimens under load [198,199].
As part of initial analysis of the specimens in the present study, both halves of the fracture surface were
examined in detail. It was found that the fractographic details on opposing sides matched closely. This
was seen particularly clearly within the blue spot region where evidence of the underlying microstructure
was seen as primary alpha laths on both sides of the fracture surface. Similar findings are quoted in
papers discussing hydrogen embrittlement mechanisms. Some authors attribute the apparent symmetry
to decohesion along α-β interfaces, based on arguments suggesting hydrogen to segregate at these
regions [133,134,200]. Other authors discuss possible combinations of mechanisms for crack propagation,
including that of cleavage [90,201]. It is suggested that transgranular cleavage through the α-phase
platelets could result in the mirror-like appearance of these features on opposing sides of the fracture
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surface.
An embrittlement mechanism, possibly involving hydrogen, was inferred from the appearance of the
cleaved primary lath structures on the fracture surface. In Figures 5.2(e) and (f) evidence of corrosion
product on the fracture surface was demonstrated within the blue spot, and along with the pit-like profile
on the adjacent surface (Figure 5.10), gave further evidence toward corrosive attack. Additionally,
chlorine has been observed within both the blue spot and the adjacent feature, with sodium detected
within the pit-like feature via SIMS analysis. Rideout et al. describe a series of tests involving various
polished titanium alloy specimens in 4-point bend, with NaCl deposited and loaded to 85% of yield in a
350 ◦C air atmosphere [118]. Cracks forming from NaCl exposure displayed evidence of corrosive attack
on the fractured surfaces and were found to contain chlorine down the length of the crack, whereas
sodium was only detected at the crack mouth. This is consistent with the present study. They proposed
that pyrohydrolysis of the salt produced a halogen acid, which was able to penetrate the oxide film and
promote hydrogen embrittlement [118]. Other authors provide evidence of chlorine detection [113,199] and
support the theory of HCl formation [109]
5.5.2 Mechanism
Considering the data obtained from postmortem examination of the test specimen, a hot-salt stress
corrosion cracking (HSSCC) mechanism is proposed as the method by which blue spot formation
occurred. It is suggested that sodium chloride was deposited onto the specimen prior to testing, due to
inadequate handling /cleaning controls. HSSCC requires a number of pre-cursors for the mechanism to
initiate; (1) a salt deposit, (2) the availability of water molecules, (3) temperatures exceeding ∼300 ◦C,
and (4) a surface tensile stress (residual or applied) [110]. All the aforementioned conditions were met
during LCF testing of this group of specimens, thus the following reactions are suggested. Reference is
made to Figure 5.14, that schematically illustrates the mechanism.
At ambient temperature (prior to starting the test), a thin passive oxide layer will exist across the
surface of the specimen. The NaCl(s) is deposited onto this surface film. During low cycle fatigue
testing specimens were exposed to temperatures in the range of 400-500 ◦C. Under such temperatures,
titanium will react with oxygen in the static air environment. Titanium oxide is known to be an anion
deficient scale, with oxygen ions acting as the mobile species which can diffuse inward through the oxide
layer and react with the base alloy at the metal/oxide interface [6,114]. Growth of the oxide scale is into
the base alloy [87]. The surface of the specimen will now be coated with a thin uniform oxide layer,
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and mixed with titanium chlorides.
<100 nm in thickness. It is then proposed that the sodium chloride salt deposit reacts with the surface
titanium oxide scale (in the presence of moisture) to produce sodium titanate and gaseous hydrogen
chloride. Most studies do not explicitly state where the water comes from, though it is commonly
considered either to be from moisture in the atmosphere, or fluid inclusions in the salt [110], or adsorbed
onto the titanium surface [115]. Only small quantities are required [116]. Although no direct evidence
was found from our results, traces of sodium titanate have been determined from X-ray diffraction
experiments in previous studies [109] and production of Na2TiO3 (via reaction 5.1) has been found to
be thermodynamically favourable [120].
TiO2(s) + 2 NaCl(s) + H2O(g) −−→ Na2TiO3(s) + 2 HCl(g) (5.1)
Reaction 5.1 is thought to occur at specific sites beneath the salt deposit. It is not fully understood but
is considered to be dependent upon local concentration/chemistry of the contaminant, defects in the
oxide scale and possibly underlying slip systems and/or orientations of surface primary α. In any case,
reaction 5.1 consumes TiO2, disrupts the thin oxide scale and exposes the underlying titanium base alloy.
Titanium is a very reactive metal and is normally considered to be resistant to stress corrosion cracking.
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In oxygen or water containing environments titanium forms a passive and self-healing surface oxide
film [202]. However, in the HCl-rich environment under the salt deposit, re-passivation by regeneration of
the oxide is inhibited. In effect, the metal is shielded from oxygen by a stronger oxidiser - chlorine. Under
fatigue loading conditions such as those experienced here (σmax=600 MPa), surface tensile stresses
promote slip activity that expose bare metal at the crack tip. This bare metal is then not re-passivated,
leaving it susceptible to corrosive attack. It is suggested that the highly reactive bare metal reacts with
the gaseous hydrogen chloride, dissolving the base alloy and allowing a narrow channel to advance into
the metal. Such channels have been observed in the earliest stages of hot salt attack [128].
Ti(s) + 4 HCl(g) −−→ TiCl4(g) + 4 H (5.2)
The result of reaction 5.2 is the generation of monatomic hydrogen and titanium chlorides. One of
the titanium chlorides - TiCl2 - is solid in the 400-500
◦C range, whereas TiCl4 is gaseous and volatile.
TiCl3 is a solid at 400
◦C and is unstable above 425 ◦C, decomposing into the other two chlorides [203].
The volatile TiCl4 meets water molecules under or at the salt deposit, generating TiO2 and fresh HCl
via reaction 5.3.
TiCl4(g) + 2 H2O(g) −−→ TiO2(s) + 4 HCl(g) (5.3)
This continues the supply of HCl to the reaction site and thus of hydrogen into the titanium. During
cyclic loading, shear along preferential crystallographic planes will occur on the positive tensile loading
portion of the cycle, promoting formation of a slip step and access to newly generated bare metal [89].
Blackburn and Williams agree with the theory of formation of a large slip step for crack nucleation [90].
Gaseous hydrogen chloride continues to react with newly exposed metal, extending channels deeper
into the base alloy until the supply of HCl is exhausted. The deduction is that nascent hydrogen is
adsorbed onto the exposed titanium at the base of the channel from where it diffuses into the bulk
metal. It is widely accepted that the hydrogen concentrates just ahead of the channel, in a region
of high hydrostatic stress when under load [116,204–206]. Hydrogen would be expected, for instance,
to concentrate at dislocation cores and other plasticity related defects that increase the volume of
interstitial sites. This theory is consistent with findings from previous work that show evidence of
microporosity at the tip of an advancing crack, at stress intensities well below the critical value for the
bulk alloy [207]. Furthermore, the porosity is said to reside at the α/β interface which has been proposed
as the region of highest hydrogen concentration [144,200]. The result of localised hydrogen segregation
is embrittlement of a narrow region around the tip of the reaction channel where there is now likely
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to be a stress concentration. At some point after load is applied, the fracture toughness of the locally
embrittled zone falls below the stress intensity at tip of the channel and promotes corrosion crack
initiation. The previously created channels therefore act as precursors to crack initiation as they are
sites providing transport of hydrogen into the metal and a stress concentration to localise it, leading
to embrittlement.
Two different explanations for the embrittlement mechanism have been indicated. These are based on
either a decohesion type model, or one involving hydrogen enhanced plasticity [140]. Many authors have
previously hypothesised about intergranular separation of α/β interfaces as a result of weakened lattice
bonds due to hydrogen interstitals [114,133,134]. However, considering the transgranular appearance of
the fracture surface in the blue spot region, it is speculated that hydrogen enhanced localised plas-
ticity (HELP) is the mechanism of embrittlement in this case [140]. In either instance, embrittlement
enables crack advance from the channel root at stress intensities below that required for cracking bulk,
uncharged material. It is proposed that crack advance occurs by transgranular cleavage of the alpha
phase [90] along preferred slip planes [140].
The damaged oxide scale allows contact between chemical species formed in the crack and the external
environment; leading to the continued loop of reactions 5.2 and 5.3. It is hypothesised that gaseous
titanium chlorides move up toward the crack mouth to be hydrolysed. Hydrolysis of the gaseous
titanium chlorides produces reaction products of solid titanium dioxide and a self-sustaining cycle of
gaseous hydrogen chloride. This is consistent with previous findings that claim a regenerating cycle of
chlorine [109,199]. Reaction 5.3 occurs at the crack mouth, thus it is proposed that TiO2 is deposited at
the crack mouth and blocks contact between species within the cracked channel and the hygroscopic salt
deposit. Previous authors have concluded that formation of TiO2 during HSSCC can act as “a plug”
and “inhibit further generation of titanium chlorides” [199]. In the present case, it is considered that
shear at the crack tip and consequent slip dissolution promotes formation of a slip step and provides
access to bare titanium for hydrogen charging, resulting in embrittlement and crack extension. Rupture
of the titanium alloy substrate will certainly cause rupture of the brittle reaction product at the mouth
of crack. The deposited TiO2 splits (ruptures) and condenses onto each side of the the crack walls near
the mouth of the crack, allowing further hydrolysis of titanium chlorides and a looping process between
reactions 5.2 and 5.3 to proceed.
The proposed mechanism considers water, via gaseous HCl, to be the source of hydrogen in this HSSCC
mechanism, a hypothesis which is supported by many from the 1960s and 70s [110,116]. Chlorine is
therefore the means by which hydrogen from water molecules is transported into the the crack tip.
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Individual reactions, taking place as part of reaction 5.2, are demonstrated below. The supposition is
that once the looping reactions are initiated, gaseous HCl moves down the crack towards the exposed
titanium at the crack tip where it dissociates; reaction 5.2a. A simultaneous reaction between exposed
titanium and chloride ions produces the titanium chlorides in reaction 5.2 and provides free electrons
to reduce H+ ions and allow diffusion of atomic hydrogen ahead of the crack tip; reactions 5.2b and
5.2c.
4 HCl(g) −−→ 4 H+ + 4 Cl− (5.2a)
Ti(s) + 4 Cl
− −−→ Ti4+(Cl−)4 + 4 e− (5.2b)
4 H+ + 4 e− −−→ 4 Hatomic (5.2c)
Concentration of hydrogen at the reaction site is dependent on the balance between the competing
reactions of hydrogen charging vs. hydrogen diffusion. The rate of charging needs to be high enough
to sufficiently embrittle the area before the hydrogen diffuses away from the highly stressed material
and into the bulk. Assuming temperature, reaction rate and stress are maintained, local increases in
hydrogen content will cause the fracture toughness of the hydrogen loaded region to reduce. Meyn
showed that only small concentrations of hydrogen are required to cause cracking below the fracture
toughness of the bulk alloy [208]. Upon reaching a critical value, the stress intensity at the base of the
crack will exceed the fracture toughness of the hydrogen concentrated region, allowing an increment
of crack growth. Cracking stops upon contacting an area sufficiently low in hydrogen that no longer
exceeds the fracture toughness [115]. Further hydrogen is generated ahead of the crack and upon reaching
a critical value the cycle repeats.
To the knowledge of the authors, blue spot features are not commonly observed. Ti-6Al-2Sn-4Zr-6Mo
could be particularly susceptible to the HSSCC mechanism. Referring back to Figure 4.2, it can be
seen that the microstructure consists of acicular primary alpha platelets in a continuous beta phase
matrix. The beta phase is known to have higher solubility for hydrogen and demonstrates a much faster
rate of hydrogen diffusion than the alpha phase [95,131]. Materials with a continuous beta phase matrix
(lamellar Ti-6246) are said to provide a “short circuit transport path” for hydrogen [133,209]. Equiaxed
Ti-6Al-4V is often used at lower temperatures than lamellar Ti-6246, but to date, blue spots have not
been observed. The continuous beta phase in fully lamellar Ti-6246 could increase susceptibility to
HSSCC by promoting efficient diffusion of hydrogen.
It must be reiterated that the blue spot observed at the fatigue crack origin is not thought to have
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formed as a result of temper colouration. Titanium specimens subjected to high temperature fatigue
are sometimes found to have progressively changing bands of colour originating at their fatigue crack
origins. Such temper colour banding results from high temperature exposure of bare titanium during
crack extension and formation of a thin oxide layer during growth. The precise colour observed is
dependent upon time at temperature and the consequent thickness of the oxide layer. Therefore, oxide
thickness is at a maximum at the origin where exposure has been greatest, and gradually decreases to
the point on the fracture surface coinciding with the transition to fast fracture. In this case however, it
has been shown that the blue spot is associated with a sudden step change in oxide thickness, measuring
in excess of 250 nm within the blue spot and less than 50 nm immediately adjacent to it. Furthermore,
evidence from STEM-EDX mapping in Figure 5.6 demonstrates the presence of Cl within the blue spot
layer.
It is postulated that upon formation of titanium chlorides in reaction 5.2, the solid species and some of
the gaseous species are trapped during formation and deposition of TiO2 in reaction 5.3. This would
account for the chlorine identification in the blue spot layer and is consistent with previous studies
that state chloride ions would be expected to extend down the crack [116]. It is hence believed that
the blue spot layer is formed via reaction 5.3 and is associated with the deposition and consequent
rupture of the TiO2 reaction product near the mouth of the crack. Therefore, a differentiation is made
between a temper colour and a blue spot by considering the former to result as a consequence of direct
high temperature exposure of titanium over time, compared to the latter resulting as a product of the
hydrolysis of titanium chlorides produced as a by-product of the HSSCC mechanism.
5.5.3 Alloying effects
Commercially pure (unalloyed titanium) is considered to be immune to SCC, providing the oxygen
content remains below a critical value [4,210]. However, a large number of titanium-base alloys are found
to be susceptible to SCC in varying degrees [118,119]. Consequently, alloy composition is seen to have
a significant effect on SCC sensitivity. Rideout et al. conducted a study comparing the susceptibility
of several aluminium containing alloys. They found the susceptibility of alloys to SCC increased with
increasing aluminium content [118]. In other studies, workers found that Al was preferentially attacked
by NaCl salts [110,122]. Ordering of aluminium in slowly cooled Ti-Al alloys can give rise to planar slip,
which provides an additional rationale for the enhanced vulnerability of aluminium containing alloys
to HSSCC compared to commercially pure titanium [90].
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Tin is another alloying element in Ti-6246 and, considering its alpha-stabilising nature, has been sug-
gested to have a similar effect to aluminium [90]. In Section 5.5.2 (section 5.2), a very streamlined
version of the reactions were suggested. In fact, many other reactions are possible and several different
metal-chlorides have been detected in the past [118,122]. Additional reactions at 450 ◦C could therefore
be as follows:
Ti(s) + 2 HCl(g) −−→ TiCl2(s) + 2 H (5.4)
Ti(s) + 3 HCl(g) −−→ TiCl3(l) + 3 H (5.5)
Al(s) + 3 HCl(g) −−→ AlCl3(g) + 3 H (5.6)
Sn(s) + 2 HCl(g) −−→ SnCl2(l) + 2 H (5.7)
Sn(s) + 4 HCl(g) −−→ SnCl4(g) + 4 H (5.8)
Of course, all these reactions produce atomic hydrogen and assuming all happen simultaneously may
increase the rate of hydrogen charging into the metal. Additionally, considering the metal-chlorides
produced in reactions 5.4-5.8, variations to reaction 5.3 are also introduced:
2 AlCl3(g) + 3 H2O(g) −−→ Al2O3(s) + 6 HCl(g) (5.9)
SnCl4(g) + 2 H2O(g) −−→ SnO2(s) + 4 HCl(g) (5.10)
One proposition is that the volatile gaseous metal chlorides are involved in the hydrolysis reaction,
emphasising the regeneration cycle of gaseous HCl, whereas the solid titanium dichloride is likely to be
the chlorine species found in the blue spot layer. TiCl2 has been detected either along the crack or on
the fracture surface in several different HSSCC studies [109,127,199].
A second proposition comes from greater analysis of the STEM-EDX line maps (Figure 5.9). It is
possible that aluminium and aluminium chlorides have a more primary role in the hydrogen transport
mechanism. It has previously been discussed that the the chlorine peak arises beneath the main peak
for oxygen, however at this chlorine peak (∼ 300 nm depth) there is a plateau of composition for both
titanium and aluminium. Beyond this chlorine peak (> 340 nm) the chlorine concentration decreases
as the aluminium (and titanium) increase. At a depth of 150 nm the oxide scale appears to consist of
TiO2 with a small amount of alumina (Al2O3). Therefore, assuming this oxide to be sub-stoichiometric
in nature, it may provide a route to transport chlorine through the scale. Considering concentration
differentials between 250 and 400 nm depth, there is evidence to suggest an aluminium outward and
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chlorine (therefore hydrogen) inward transport mechanism; i.e. Aluminium: 5.0 at.% to 8.5 at.%, and
chlorine; 2.5 at.% to < 1.0 at.% from 300–400 nm depth.
The chlorine and hydrogen (HCl) therefore move down a concentration gradient into the alloy but to
build up a concentration of hydrogen there must be a counter mechanism to remove the chlorine. As
previously suggested, this could occur via formation of titanium chlorides, but since aluminium can
be transported as volatile chlorides (possibly vapour) at temperatures as low at 170 ◦C, this is valid
proposition. An additional regeneration cycle is proposed. In the alloy (∼400 nm depth), HCl reacts
with the aluminium; aluminium chloride is formed and diffuses towards the surface leaving aluminium
vacancies and promoting hydrogen dissolution into the alloy:
HCl(g) + Al(s) −−→ AlCl(g) + H (5.11)
Closer to the surface (∼ 250 nm) there is partial oxidation in the reduced pO2 under the oxide
scale:
3 AlCl(g) +
1
2 O2(g) −−→ AlCl3(g) + Al2O3(s) (5.12)
It is proposed that the AlCl3 diffuses inward, along with further HCl that has transported through the
scale, where it can react to inject more vacancies at the crack tip, promoting hydrogen dissolution into
the alloy and propagating the crack further. Within the alloy the AlCl3 reacts with further aluminium
forming AlCl and the cycle continues. Thus, the AlCl mechanism acts to move aluminium through the
scale to the surface (forming a porous oxide), providing a vacancy injection mechanism to the crack
tip and a parallel path for HCl to diffuse inwards transporting hydrogen to the crack tip. This dual
mechanism keeps the process active and compensates for any loss of chlorine from the porous scale as
cracking progresses.
Therefore, in either case, it is proposed that the role of alloying elements, particularly aluminium, is
an important aspect of the HSSCC mechanism, without which it is unlikely that sufficient hydrogen
charging would occur to promote hydrogen embrittlement of the base alloy and consequently lead to hot-
salt assisted crack nucleation. This hypothesis is supported by Rideout et al. [118] and by Chevrot [128],
who laid out the thermodynamic basis.
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5.5.4 Transition from HSSCC to LCF crack propagation
With infinite salt available and sufficient stress, the corrosion fatigue mechanism described in section
5.5.2 will prevail for the duration of crack propagation. It will only cease when the crack length becomes
so large that the remaining ligament of metal can no longer support the applied load, and fails by fast
fracture. However, in the present case there was a transition from HSSCC to low cycle fatigue crack
growth. The transition is sudden and accounts for the clear optical boundary associated with the blue
spot, the change in fracture mode, and the step change in oxide thickness, relating to the TiO2 reaction
product in reaction 5.3. The mechanistic change could result from one of many reasons, however each
refers back to insufficient embrittlement.
In this case it is considered that the NaCl deposit has resulted from finger prints or perspiration due to
inadequate cleaning of the specimen immediately prior to testing. There is therefore a finite supply of
the contaminant. Gaseous HCl is first formed in reaction 5.1. With a finite amount of NaCl available
the supply will soon be exhausted. Of course, the self sustaining generation of HCl through the looping
of reactions 5.2 and 5.3 is still anticipated, however some of the titanium alloy chlorides are considered
to be gaseous and therefore losses can be expected. A related effect that may decrease the rate of
hydrogen charging is the declining concentration of HCl at any given point on the hot-salt crack front
as the crack area increases. This may be compounded by the notable crack branching seen in the
HSSCC of titanium. In either case, production of HCl, and therefore monatomic hydrogen, is adversely
affected. As the rate of hydrogen charging slows (relative to the rate of diffusion away from the reaction
site), there will be a lower concentration of hydrogen after a given reaction time, reducing the extent
of embrittlement ahead of the crack tip. At the point where the local concentration of hydrogen is
insufficient to cause further cracking, it is proposed that the lack of crack advance will mean the TiO2
reaction product does not rupture and hence the looping reaction is stifled. No further HCl or hydrogen
charging will occur and any hydrogen at the tip of the crack will diffuse into the bulk. Providing the
applied stress is sufficient, it is expected that upon reaching the stage of insufficient embrittlement to
cause stress corrosion cracking, there is a transition to fatigue crack growth, which will continue to be
the mechanism of crack growth until reaching fast fracture at the end of the fatigue life. The transition
will be sudden. As the crack grows in fatigue, the oxide at the mouth of the crack should rupture due
to increased crack opening, but for the aforementioned reasons, the embrittlement is too low to activate
the HSSCC mechanism. There is no evidence of a return to the HSSCC mechanism after the transition
into fatigue crack growth.
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It must finally be considered why only a such a small area of the specimen was affected by the NaCl
contaminant; i.e. the blue spot area being substantially smaller than the size of a finger print. One
proposition for this is based on the spatial orientation of the primary alpha laths within the HSSCC
origin. On all of the blue spot specimens characterised during this study, all showed evidence of primary
alpha laths within the blue spot fracture surface. In each case, these alpha laths were shown to intersect
the gauge surface of the specimen, perhaps aiding to facilitate attack by the contaminants. It is possible
that where alpha laths align roughly parallel to the edge of the specimen, rather than intersecting it,
these areas are less sensitive to attack.
5.5.5 Effect on gas turbine components
Salt deposits of up to 0.03 mg/ cm2 have been measured from unfailed ex-service gas turbine com-
pressor aerofoils whilst concentrations of only 0.005 mg/ cm2 have been found to cause HSSCC in lab
specimens [211,212]. Therefore it is accepted that enough salt to trigger HSSCC exists during flight cy-
cles, but despite this no service failures have been determined to have occurred as a direct result of
HSSCC [211]. Many authors attribute this to one of the many inconsistencies between laboratory tests
and real flights. Laboratory tests are frequently undertaken in stagnant air environments whilst engine
components operate at high rotational speeds in moving air. It is commonly proposed that the fast air
streams present during real flights act to remove corrosion products thus preventing reactions leading
to embrittlement [120,126]. Other authors disagree with this conclusion suggesting the reaction products
are not gaseous, and hence do not believe high velocity gases would remove liquid/solid contaminants
to prevent cracking in service [123].
Previous work undertaken on IMI 834 studied the effect of environmental pressure on the life of speci-
mens subjected to HSSCC conditions. It was found that higher pressures significantly increased lives of
specimens tested at two stress levels [128]. The theory proposed by Chevrot uses a concept of insufficient
hydrogen charging as a consequence of pressure dependent reactions to explain engine experience. It
was proposed that at the lower pressures experienced during laboratory (atmospheric) and spinning rig
tests (partial vacuum), the reactions operating are those stated in Section 5.5.2, involving pyrohydrol-
ysis of titanium alloy chlorides. However, at the higher pressures within the core of an operating gas
turbine engine, reaction 5.3 moves away from hydrolysis and toward a reaction with oxygen:
TiCl4(g) + O2(g) −−→ TiO2(s) + 2 Cl2(g) (5.13)
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2 AlCl3(g) +
3
2 O2(g) −−→ Al2O3(s) + 3 Cl2(g) (5.14)
SnCl4(g) + O2(g) −−→ SnO2(s) + 2 Cl2(g) (5.15)
In this case the gaseous product is diatomic chlorine, rather than hydrogen chloride, and thus the self
sustaining looping reaction to produce HCl, and therefore production of atomic hydrogen, is thought
to be stifled. The consequence is an insufficient concentration of hydrogen to promote cracking at the
applied stress levels. Therefore service components appear to be unaffected by finger prints and are not
susceptible to HSSCC. This theory implies there is a balance between pyrohydrolysis and oxidation,
that is sensitive to the relative availability of oxygen.
5.6 Conclusions
A previously unexplained “blue spot” phenomenon found at the origin of fatigue cracks in elevated
temperature test specimens has been determined to be the consequence of hot salt stress corrosion
cracking in the presence of small deposits of NaCl contamination. The following observations are
made:
1. The blue coloured fatigue crack origin is associated with trace Cl and a TiO2 oxide scale of
the order of 200 nm thick. In this region, the alpha plates have a cleaved appearance. These
measurements were determined using STEM-EDX TEM foils removed by FIB milling.
2. On the adjacent surface, a shallow, rough Na and Cl-containing eroded region is observed by
FIB-SIMS.
3. The crack origin is therefore consistent with a hypothesis of hot salt stress corrosion cracking.
The mechanisms of HSSCC have been discussed in light of the results in order to clarify the
extensive literature on the subject.
4. During the early stages of the reaction, HCl was formed from the NaCl deposit and reacted with
the titanium alloy. Hydrogen was adsorbed, embrittling the alloy and leading to cracking, possibly
by the hydrogen enhanced local plasticity (HELP) mechanism. Titanium chloride(s) also formed,
allowing the regeneration of HCl at the crack mouth. As the crack grew, the decreasing rate
of reaction reduced the level of embrittlement, and thus the corrosion crack growth rate, until
HSSCC could no longer occur at the prevailing stress, giving rise to a transition to conventional
fatigue crack growth, and hence the observation of the “blue spot”.
Conclusions 123
5. It is proposed that at high pressures such as are present in operational gas turbines, the titanium
alloy chloride reactions proceed more readily with oxygen than with water vapour due to its
greater availability, thus reducing the regeneration of HCl. This provides a rationale for the
non-observation of HSSCC in service components.
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Chapter 6
A Dislocation Mechanism of Stress
Corrosion Embrittlement
6.1 Summary
An observation of the dislocation mechanisms operating below a naturally initiated hot salt stress
corrosion crack is presented, suggesting how hydrogen may contribute to embrittlement. The observa-
tions are consistent with the hydrogen enhanced localised plasticity mechanism. Dislocation activity
has been investigated through post-mortem examination of thin foils prepared by focussed ion beam
milling, lifted directly from the fracture surface. The results presented in this chapter are in agreement
with existing published work, suggesting that hydrogen enhances dislocation motion. It is found that
the presence of hydrogen in solution results in dislocation motion on slip systems that would not nor-
mally be expected to be active. A rationale is presented regarding the interplay of dislocation density
and the hydrogen diffusion length.
6.2 Introduction
In Chapter 5, the formation mechanism of a blue-coloured fatigue crack initiation feature was examined.
The blue-coloured feature is observed at the origin of several fracture surfaces from elevated temperature
Ti-6246 spinning rig components and LCF test specimens, some of which were found to have reduced
fatigue lives. Evidence of chlorine within the “blue spot” was observed by scanning transmission
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electron microscopy based energy dispersive X-ray analysis (STEM-EDX). The blue spot was also
found to possess a thick (∼ 250 nm) TiO2 oxide scale. Further evidence for 35Cl−, 23Na+ and 16O−
was found using focussed ion beam-secondary ion mass spectrometry (FIB-SIMS). A hot salt stress
corrosion cracking (HSSCC) mechanism was proposed as an explanation for the apparent change in
fracture mode seen at the fatigue crack origin.
Full details of the proposed mechanism are given in Chapter 5, but in summary, the corrosion mechanism
was held to operate as follows. First, the (NaCl) salt deposit reacts with atmospheric moisture and the
oxide to produce HCl(g) and sodium titanate. This reaction disrupts the oxide scale, allowing the HCl
to then react with the exposed metal, forming titanium alloys chlorides and hydrogen. The volatile
alloy chlorides can then escape from the corrosion crack to react with moisture, precipitating a TiO2
corrosion product and re-forming HCl. The hydrogen produced can then diffuse into the metal at the
crack tip, where it remains because hydrogen concentrates at regions of high stress triaxiality [116,205].
Therefore, the extent of embrittlement is controlled by a competing reaction of hydrogen charging vs.
hydrogen diffusion, with hydrogen assisting the cracking process, possibly via HELP. Eventually, and
with a finite supply of salt, the Cl supply will become exhausted due to losses from the system, resulting
in a decrease in hydrogen charging. Therefore beyond a certain crack length, a transition from HSSCC
to conventional fatigue crack propagation was observed.
Therefore it remains to explain how the hydrogen embrittling mechanism operated in practice, through
HELP or otherwise, in this naturally initiated cracking process. Previously, Robertson and co-workers
have used hydrogen-containing in situ straining cells in the TEM to examine the effect of hydrogen on
dislocation activity [140,148–150]. These studies suggested that hydrogen enhances dislocation motion by
locally reducing the stress required to cause motion and/or increasing the velocity. Shih et al. showed
that by adding and removing hydrogen from the environment cell, they could control slip activity at the
crack tip [140]. Hydrogen shielding was proposed as a rationale for this enhanced mobility [148–150]. In this
present chapter the dislocations underlying the “blue spot” corrosion fatigue crack origin are examined
and compared to the low cycle fatigue situation, to determine if a change in dislocation mechanisms is
observable. This will be of particular utility for the investigation of failures where hydrogen-enhanced
cracking is suspected to be involved.
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6.3 Experimental Procedures
This present Chapter continues the assessment of the specimens first investigated in Chapter 5. A
number of similar Ti-6246 specimens were tested and supplied by the Mechanical Testing Operations
Center (MTOC), Rolls-Royce Deutschland. Two specimens were examined: “blue spot” specimen U7-
086 (Chapter 5) and “datum” specimen LCF127, which were tested at 450 ◦C with a maximum stress
(σmax) of 600 MPa (U7-086) and 640 MPa (LCF127) and an R ratio of 0.1. Full details of the testing
regime and specimen microstructure can be found with reference to Section 4.1, specifically Figures 4.2
and 4.3.
The spatial and crystallographic orientation of facetted fracture features at the hydrogen embrittled
origin were determined using the combined techniques of quantitative tilt fractography (QTF) and
electron backscattered diffraction (EBSD), as described in Section 3.7. By identifying the spatial orien-
tation of the fracture features using QTF it was possible to index Kikuchi diffraction patterns obtained
directly from the fracture surface [99,182,183]. Two facets within the hydrogen embrittled initiation site
were analysed, as shown in Figure 6.1 (LOM).
In situ FIB lift out was used for the preparation of site-specific thin foils from the “blue spot” origin
in U7-086, Figure 6.1, from the crack initiation site in LCF127 and from the region of fatigue crack
growth in U7-086, 600µm from the origin. FIB milling was carefully performed so as to minimise
the surface damage due to irradiation by the Ga+ beam [213,214], commonly attributed to Ga+ ion
implantation, which can, in some cases, affect defect structures. The reader should refer to Section
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Figure 6.1: The hydrogen embrittled zone is demonstrated by the blue semi-elliptical feature at the fatigue crack
origin. The locations of the facets for the QTF/EBSD technique, as well as the position of the foils for dislocation
contrast analysis, are given.
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Figure 6.2: Position of the grains of interest within the respective FIB-prepared TEM foils; the arrow denotes
the loading direction: (a) U7-086 hydrogen origin - foil 1, (b) U7-086 hydrogen origin - foil 2, (c) U7-086 fatigue
propagation - a ' 600µm, (d) LCF127 fatigue origin.
3.1.4 for a detailed description of the FIB lift-out procedure. Initially, a sample was produced from
as-received material that had not undergone further deformation since forging, using a dual beam FEI
Helios NanoLab 600. A comparison sample was prepared from the same as-received material using
conventional electropolishing, as described in Section 3.1.3. Both samples were analysed and provided
consistent results in the TEM, which is explained in detail later in this Chapter (Section 6.5.1). All
site-specific samples were then lifted directly from the fracture surface using the same FIB lift-out
procedure. The optimal sample thickness was found to be 150–180 nm. This was thick enough to
observe clear Kikuchi lines, while achieving adequate imaging conditions. For consistency, all analysis
was undertaken on primary alpha laths, as shown in Figure 6.2, since it has been documented that
compositional and morphological variations can affect dislocation behaviour [215].
Dislocations within grains connected to the fracture surface were examined using a combination of in-
visibility contrast conditions, alongside trace analysis, using a 200 keV JEOL 2000FX TEM. The grains
of interest were imaged with g = {0002}, {01¯11} and {01¯11¯}, as well as {101¯0}, {2¯110} and {01¯12} if
possible, where g is the reciprocal lattice vector. The Burgers vectors, b, of screw dislocations were then
differentiated by calculating invisibility contrast values as the scalar product of the reciprocal lattice
vector and possible Burgers vectors (g ·b). Edge dislocations were analysed by considering contrast
values calculated by g · (b× l), where l is the line vector. Section 3.8.2 provides detailed information
on contrast imaging and navigation of the hexagonal lattice. By incorporating trace analysis, it was
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possible (in some cases) to determine the active slip system.
In order to identify if the most energetically favourable (predicted) slip system had been activated (or
if another mechanism was at work), it was necessary to calculate Schmid factors for all grains, for
each possible slip system. The Schmid factor is a function of grain orientation with respect to loading,
hence it was first necessary to determine the orientation of each grain with respect to loading. Since
the success of QTF was low, the decision was made to lift foils from the fracture surface, and then
use TEM diffraction to identify the grain orientation. Section 6.3.1 (below) shows the method used to
calculate the angle between the hexagonal unit cell c-axis and the fatigue loading direction. Following
this, Section 6.3.2 documents the procedure for calculating Schmid factor values for hexagonal crystal
slip systems. Finally, information leading to the calculation of invisibility contrast values is given in
Section 6.3.3.
6.3.1 Crystallographic Grain Orientation
The crystallographic orientation of each grain was calculated by constructing a series of transformation
matrices, by using an indexed diffraction pattern and the known TEM double axises rotational angles
required to achieve the diffraction pattern, to align the loading direction (identified from the FIB thin
foil) with known crystallographic directions i.e. [0001]≡c axisuvtw.
A direction cosine is the cosine of the angle between two axis systems. Sets of direction cosines can be
used to construct a transformation matrix. With reference to Figure 6.3(a), transformation matrix 6.1
is used to align the sample axes (xs, ys, zs) with the holder axes (xh, yh, zh) by a rotation of an angle,
α, about zs:
T1 = cos

∠xhxs ∠xhys ∠xhzs
∠yhxs ∠yhys ∠yhzs
∠zhxs ∠zhys ∠zhzs
 =

cos(α) cos(90 + α) cos(90)
cos(90− α) cos(α) cos(90)
cos(90) cos(90) cos(0)

=

cos(α) −sin(α) 0
sin(α) cos(α) 0
0 0 1
 (6.1)
130 A Dislocation Mechanism of Stress Corrosion Embrittlement
The previous rotation moved only the sample axes, not the sample itself, but insertion of the holder
into the TEM requires alignment of a pin on the holder with the TEM column. This involves a
clockwise rotation of the holder through 90 ◦ about xh from the original loading position. To lock the
holder in position inside the column a further 90 ◦ clockwise rotation about xh is necessary. This total
180 ◦ rotation about xh is shown in Figure 6.3(b) by the new axis system xh’, yh’, zh’. The second
transformation matrix (6.2) is as follows:
T2 =

∠xh′xh ∠xh′yh ∠xh′zh
∠yh′xh ∠yh′yh ∠yh′zh
∠zh′xh ∠zh′yh ∠zh′zh
 =

cos(0) cos(90) cos(90)
cos(90) cos(180) cos(90)
cos(90) cos(90) cos(180)
 =

1 0 0
0 −1 0
0 0 −1
 (6.2)
It must also be noted, that the holder is guided inside the TEM at an angle of 45 ◦ to the phosphor
viewing screen. This rotation is shown in Figure 6.3(c), maintaining the same axes system as those given
in (b). When the sample is projected on the phosphor screen a lens effect within the column creates
a projection that is rotated by 45 ◦ in the clockwise direction about zh′. The consequent projection on
the phosphor screen is given in Figure 6.3(d), for the new axis system xi, yi, zi, which represent an
imaging coordinate system. The transformation matrix for this 45 ◦ clockwise rotation is given by 6.3
below:
T3 =

∠xixh′ ∠xiyh′ ∠xizh′
∠yixh′ ∠yiyh′ ∠yizh′
∠zixh′ ∠ziyh′ ∠zizh′
 =

cos(45) cos(45) cos(90)
cos(135) cos(45) cos(90)
cos(90) cos(90) cos(0)
 =

√
2
2
√
2
2 0
−
√
2
2
√
2
2 0
0 0 1
 (6.3)
Using a double tilt holder it is possible to tilt the sample along two separate orthogonal axes, in a
clockwise or anticlockwise direction. In the original coordinate system, theses axes were defined as xh
and yh, where xh corresponds to the tilt axis operated by a goniometer positioned on the exterior of
the TEM column, and axis yh corresponds to the holders’ internal tilt axis. After performing the first
three transformations to reach the imaging coordinate system, axis xi and yi relate to the external
and internal tilt axes respectively. The exterior tilt axes must be dealt with first, as a tilt about this
external axis affects the position of the internal axis. Consider the specimen when rotated anticlockwise
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Figure 6.3: Schematic illustration demonstrating the construction of the transformation matrices obeying the right
hand rule: (a) Omniprobe grid and attached sample placed into holder at an arbitrary position. The sample axis is
aligned to the holder axis after a clockwise rotation of α about zs (zs||zh both pointing up); (b) Holder loaded into
TEM after a 90 ◦ clockwise rotation to align the holder pin and a second 90 ◦ clockwise rotation to lock the holder
in place - overall 180 ◦ rotation about xh’ (zh’ pointing down); (c) The holder is loaded into the TEM at 45 ◦ to the
viewing screen; (d) As the TEM is switched on, a lens effect causes the image projected onto the phosphor screen to
undergo a 45 ◦ clockwise rotation about zh’; (e) External tilt operation in the anticlockwise direction about xi, which
is pointing up; (f) Internal tilt operation in the anticlockwise direction about yi, which is pointing up; (g) TEM foil
attached to omniprobe grid and displaying sample axes system (zs pointing up). Unit vector fˆ represents the loading
direction; (h) Selected area diffraction pattern in the image coordinate system, demonstrating the unit vector rˆ0001,
which is parallel to the c-axis of the hexagonal unit cell, (i) Demonstrating unit vectors fˆ and rˆ0001. Once a common
axis system is achieved by transforming the different systems accordingly, the vectors can be compared and the angles
between them can be calculated.
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by an angle, β, about axis xi:
T4 =

∠xi′xi ∠xi′yi ∠xi′zi
∠yi′xi ∠yi′yi ∠yi′zi
∠zi′xi ∠zi′yi ∠zi′zi
 =

cos(0) cos(90) cos(90)
cos(90) cos(β) cos(90− β)
cos(90) cos(90 + β) cos(β)

=

1 0 0
0 cos(β) sin(β)
0 −sin(β) cos(β)
 (6.4)
In the case where the rotation is in the clockwise direction, the transformation matrix is transposed
and becomes TT4 , as given below:
TT4 =

cos(0) cos(90) cos(90)
cos(90) cos(β) cos(90 + β)
cos(90) cos(90− β) cos(β)
 =

1 0 0
0 cos(β) −sin(β)
0 sin(β) cos(β)
 (6.5)
Finally, consider the specimen when rotated by an angle, γ, anticlockwise about axis yi’, using the
internally operated goniometer:
T5 =

∠xi′′xi′ ∠xi′′yi′ ∠xi′′zi′
∠yi′′xi′ ∠yi′′yi′ ∠yi′′zi′
∠zi′′xi′ ∠zi′′yi′ ∠zi′′zi′
 =

cos(γ) cos(90) cos(90 + γ)
cos(90) cos(0) cos(90)
cos(90− γ) cos(90) cos(γ)

=

cos(γ) 0 −sin(γ)
0 1 0
sin(γ) 0 cos(γ)
 (6.6)
As with matrix 6.4, when the rotation (tilt) is in the clockwise direction, transformation matrix 6.6 is
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transposed to become TT5 , as shown below:
TT5 =

cos(γ) cos(90) cos(90− γ)
cos(90) cos(0) cos(90)
cos(90 + γ) cos(90) cos(γ)
 =

cos(γ) 0 sin(γ)
0 1 0
−sin(γ) 0 cos(γ)
 (6.7)
The purpose of these transformations is to obtain the orientation of the analysed grain, in terms of the
angle between the loading direction and the hexagonal unit cell c-axis. The unit vector, fˆ , corresponds
to the tensile axis of the fatigue specimen, and is thus derived in terms of the the original ‘sample’
coordinate system; xs, ys, zs. With reference to Figure 6.3(a) and (g), the xs axis is chosen to be
parallel to the central pin of the omniprobe grid, and hence is also parallel to fˆ . It follows that the
loading direction unit vector, fˆ , has only an xs component, as given below:
fˆ =

fxs
fys
fzs
 =

1
0
0
 (6.8)
The vector defining the c-axis of the unit cell lies parallel to [0001], and can be derived from any
selected area diffraction pattern, in the double primed imaging coordinate system, that contains the
[0001] or [0002] direction. To calculate the angle between the loading direction and c-axis vectors, the
two vectors must first exist in the same coordinate system. Therefore, the unit vector fˆ in the sample
original coordinate system becomes fˆ ′ in the final system by sequentially performing all the rotations
on fˆ . According to Bunge Euler angle theory [216], the overall transformation matrix, A, is calculated
as shown below, with matrix multiplications undertaken in the order stated:
A = T5T4T3T2T1 (6.9)
Thus, fˆ ′ is calculated as follows, to obtain the loading direction vector in the final coordinate system
(xi
′′, yi′′, zi′′):
fˆ ′ = Afˆ (6.10)
Now, let us consider the diffraction pattern containing the {0001} index; Figure 6.3(h) and (i). Unit
vector, rˆ0001, corresponding to the [0001] direction, already exists in the final coordinate system (xi
′′,
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yi
′′, zi′′). Vector rˆ0001 is given as:
rˆ0001 =

r′′xi
r′′yi
r′′zi
 =

cos(ψ)
sin(ψ)
0
 (6.11)
Since both vectors are now expressed in the same coordinate system, the angle between the c-axis and
the loading direction can be determined as shown below:
θfˆ ′rˆ0001 = cos
−1
(
fˆ ′ · rˆ0001
|ˆf ′||ˆr0001|
)
(6.12)
Table 6.1 provides a list of the measured angles, and the calculated orientation of grains 1–5, where
θfˆ ′rˆ0001 is the angle between the loading direction and hexagonal unit cell c-axis.
SAMPLE ID Grain ID α β γ ψ θfˆ ′rˆ0001 180− θfˆ ′rˆ0001
U7-086 1 and 2 27 ◦ 6.5 ◦ 18 ◦ 35 ◦ 109 ◦ 71 ◦
U7-086 3 48 ◦ 14 ◦ 1 ◦ 66 ◦ 155 ◦ 25 ◦
U7-086 4 88 ◦ 15.5 ◦ 25.5 ◦ 66 ◦ 149 ◦ 31 ◦
LCF127 5 33.5 ◦ 9 ◦ 12 ◦ 26.5 ◦ 103 ◦ 77 ◦
Table 6.1: Determination of measured angles and the calculated angle between the loading axis and the hexagonal
unit cell c-axis (or [0001] direction). Grains 1-3 were from within the hydrogen embrittled fatigue origin, grain 4
was lifted from a crack length, a, of ∼600µm, in the fatigue crack propagation region and grain 5 was lifted from a
conventional LCF origin (not hydrogen embrittled).
6.3.2 Schmid Factor Calculation
Slip is a shear deformation process and occurs when the shear stress acting on a given slip plane
in a particular/possible slip direction reaches a critical value. Therefore activation of a given slip
system is promoted by a characteristic shear stress. In a particular crystal there will be multiple
possible slip systems. The Schmid factor (m) is a measure of the likelihood of slip on a particular
slip system and is given by cosφcosλ, where φ is the angle between the loading axis and slip plane
normal, and λ is the angle between the loading axis and slip direction. The rationale for performing
all the calculations of vector products in a cartesian (orthonormal) coordinate system is in order to
avoid the introduction of additional terms in the calculations that would otherwise be involved, were
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Figure 6.4: Demonstrating different hexagonal coordinate systems: (a) 4-index 4-axis; (b) 3-index 3-axis; (c) 3-index
orthogonal axes; (d) cartesian; (e) unit vector calculation for axes b∗ and c∗.
a coordinate system with unequal axis lengths and non-orthogonal angles to be used. Figure 6.4 and
equations 6.13-6.28, demonstrate the methodology for the transformation of vectors from a 4-index,
4-axis hexagonal coordinate system, to a 3-index, 3-axis cartesian co-ordinate system, as described by
Otte and Crocker [217].
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A direction with indices [uvtw], in the 4-index 4-axis hexagonal coordinate system (Figure 6.4(a)), may
be resolved into 4 components:
d = ua1 + va2 + ta3 + wc (6.13)
The same direction may be expressed with indices of [UVW ] in a 3-index 3-axis hexagonal coordinate
system (Figure 6.4(b)), by applying the transformation given in matrix A.1:

U
V
W
 =

2 1 0 0
1 2 0 0
0 0 0 1


u
v
t
w
 (6.14)
d = Ua1 + V a2 +Wc (6.15)
In order to express the direction with indices [pqr] in a mutually orthogonal 3-axis hexagonal coordinate
system, the new axes, a,b, c must be expressed in terms of the existing system, with axes a1,a2, c.
Refer to Figure 6.4(c).
a = a1,b = a1 + 2a2, and c (6.16)
d = pa + qb + rc
= pa1 + q (a1 + 2a2) + rc
= (p+ q) a1 + (2q) a2 + rc (6.17)
[pqr] =
[
U − V
2
,
V
2
,W
]
(6.18)
Finally, to express the direction with indices of [xyz], within a cartesian coordinate system, each axis,
a,b∗, c∗, must be defined in terms of unit vectors of equal length, chosen to be the length of a, |a|;
refer to Figure 6.4(d). The axis, b∗, can be simply defined through trigonometry, however, the c-axis
of the hcp cell, now defined as the c∗ in the cartesian system, is independent of a, therefore the lattice
parameters must be calculated in order to determine the c/a ratio. Using a SADP obtained from
diffraction in the TEM, interplanar spacings, d, can be measured. Figure 6.5 illustrates an example
SADP, and measurement of three different interplanar spacings. As the diffraction pattern exists in
reciprocal space, it follows that the measurements are also reciprocal and must be inverted, as shown
in equations 6.19–6.21.
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c
Figure 6.5: Calculating lattice parameters from SADP.
d0002 =
1
0.4171
= 2.398 A˚ (6.19)
d2112 =
1
0.7996
= 1.251 A˚ (6.20)
d2110 =
1
0.6701
= 1.492 A˚ (6.21)
As shown by the hexagonal unit cell in Figure 6.5, lattice parameter c is twice the (0002) planar spacing
= 4.796 A˚. Lattice parameter a can be determined using the following formula, as given by [188], where
d is inter planar spacing, h, k, l are 3-notation planar indices and a and c are lattice parameters of the
α phase:
1
d2
=
4
3
(
h2 + hk + k2
a2
)
+
l2
c2
(6.22)
The above equation requires the planar indices in 3-index hexagonal notation. Planes can be converted
from 4-to-3 index hexagonal notation as follows:

h
k
l
 =

1 0 0 0
0 1 0 0
0 0 0 1


h
k
i
l
 (6.23)
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For plane [21¯1¯0], lattice parameter a is calculated as:
1
d2110
=
1
1.4922
=
4
3
(
3
a2
)
(6.24)
a = 2.984 A˚
A direction with indices [xyz] in a cartesian coordinate system with axes a,b∗, c∗ can be expressed
as:
d = xa + yb∗ + zc∗ (6.25)
Considering |a| = |b∗| = |c∗|, unit vectors a,b∗, c∗ can be defined as follows:
tan 60 =
|b|
|a|
|b| = tan 60 |a|
|b| =
√
3|a|
|b| =
√
3|b∗| (6.26)
|c|
|a| = 1.6 A˚
|c| = 1.6|a|
|c| = 1.6|c∗| (6.27)
Transformation equation 6.28 defines new positions within a 3D cuboidal array of data points. It is
not that x, y and z are the same length, but the coordinates [1, 1, 1] describe the positions along all
the axes using a unit vector of equal length, in this case |a|.
[xyz] =
[
p,
√
3q,
|c|
|a|r
]
(6.28)
As mentioned previously, the Schmid Factor, m, is calculated by cosφcosλ, where φ is the angle between
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the loading axis and slip plane normal, and λ is the angle between the loading axis and slip direction. All
combinations of slip directions must be considered. After converting vectors from the 4-index hexagonal
notation to 3-index cartesian notation (as described above), the normal vectors of all identified slip
planes can be determined by calculating the cross product of any two vectors lying the given slip plane.
Since the plane normal is defined in terms of a cartesian coordinate system, all the corresponding
Burgers vectors and loading direction vectors must also be defined in terms of a cartesian coordinate
system. The Burgers vectors initially exist in the 4-index hexagonal system, so can be transformed
using the methodology given by equations 6.13–6.28. The loading direction unit vector, fˆ ′, however, is
defined in terms of the final imaging coordinate system with axes xi
′′, yi′′, zi′′.
Figure 6.6(a) illustrates the SADP previously shown in Figure 6.3(h). The SADP is obtained with
the beam parallel to the [21¯1¯0] zone axis, and also contains directions [0001] and [011¯0]. These three
directions are defined within the final imaging coordinate system and are mutually orthogonal, as shown
in 6.6(b). The crystallographic directions can also be expressed directly on the unit cell, according to
their 4-index hexagonal notation, as shown in 6.6(c), and are shown to be parallel to [xyz]; see Figure
6.4(d). Considering the position of the xi
′′, yi′′, zi′′ axes in relation to [0001], [011¯0] and [21¯1¯0], the
axes can be located onto the hcp unit cell; Figure 6.6(d). The xi
′′ and yi′′ axes lie in the shaded
plane, where the angle between [0001] and xi
′′, and [011¯0] and yi′′ is ψ. The zi′′ axis is parallel to
the [21¯1¯0] direction, but the vectors are in the opposite direction. A rotation of an angle ψ about zi
′′
will align a new coordinate axis system with indices [x∗y∗z∗], to the [0001], [011¯0] and [21¯1¯0] directions
respectively; refer to Figure 6.6(e) and (f). Finally, a rotation of 180 ◦ about y∗ aligns the final cartesian
axis system with indices [xyz] with [21¯1¯0], [011¯0] and [0001] directions. Thus, the coordinate system
describing vector f∗ is now consistent with coordinate system describing the slip directions (Burgers
vectors) and slip plane normals, allowing angles of φ and λ to be obtained, leading to determination of
m . The rotations illustrated by Figure 6.6(d)–(f) are described by transformation matrices 6.29 and
6.30:
T6 =

∠x∗xi′′ ∠x∗yi′′ ∠x∗zi′′
∠y∗xi′′ ∠y∗yi′′ ∠y∗zi′′
∠z∗xi′′ ∠z∗yi′′ ∠z∗zi′′
 =

cos(ψ) sin(ψ) 0
−sin(ψ) cos(ψ) 0
0 0 1
 (6.29)
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Figure 6.6: Calculation of crystal position in space: (a) orthogonal crystal directions, (b) position of directions in
reciprocal space, (c) unit vector calculation. Transformation from the final imaging coordinate system to the cartesian
coordinate system: (d) position of axes xi
′′, yi′′, zi′′ are shown on the hcp cell; (e) 2D representation of rotation to
align xi
′′, yi′′, zi′′ with [0001], [011¯0] and [21¯1¯0]; (f) Transformed axes x∗, y∗, z∗, aligned with [0001], [011¯0] and
[21¯1¯0]; (g) Final cartesian system x, y, z aligned with [21¯1¯0], [011¯0] and [0001] respectively.
T7 =

∠xx∗ ∠xy∗ ∠xz∗
∠yx∗ ∠yy∗ ∠yz∗
∠zx∗ ∠zy∗ ∠zz∗
 =

0 0 −1
0 1 0
1 0 0
 (6.30)
Schmid factors for grains 1 – 5 have been calculated for all possible slip systems, and are given in
Table 6.2. Appendix B provides schematic illustrations for all possible slip systems listed (Figures B.1
– B.5).
6.3.3 Invisibility Criteria
Schematic illustrations of edge and screw dislocations are given in Figures 2.4 and 2.5. As stated in
Section 2.2.2, in the case of an edge dislocation, the Burgers vector is perpendicular to the dislocation
line vector, whereas for a screw dislocation, the Burgers vector is parallel to the line vector. Considering
this, invisibility criteria for an edge dislocation is obtained through the calculation of g · (b× l), whereas
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Plane Slip System
Schmid Factor (m)
1 and 2 3 4 5
Basal 〈a〉
1
3 [2¯110] (0001) 0.07 0.22 -0.40 0.02
1
3 [1¯21¯0] (0001) -0.23 -0.16 -0.05 -0.18
1
3 [112¯0] (0001) -0.30 -0.38 0.35 -0.20
Prismatic 〈a〉
1
3 [2¯110] (011¯0) -0.18 -0.08 -0.09 -0.10
1
3 [1¯21¯0] (101¯0) 0.44 0.07 -0.03 0.45
1
3 [112¯0] (1¯100) -0.26 0.01 0.13 -0.35
Pyramidal 〈a〉
1
3 [2¯110] (011¯1) -0.19 -0.18 0.11 -0.10
1
3 [21¯1¯0] (01¯11) -0.13 0.03 -0.27 -0.08
1
3 [1¯21¯0] (101¯1) 0.50 0.14 0.00 0.48
1
3 [12¯10] (1¯011) 0.28 -0.02 -0.05 0.31
1
3 [1¯1¯20] (11¯01) -0.09 0.20 -0.06 -0.21
1
3 [112¯0] (1¯101) -0.37 -0.17 0.28 -0.40
1st order Pyramidal 〈c+ a〉
1
3 [21¯1¯3¯] (11¯01) 0.02 -0.29 -0.13 0.03
1
3 [12¯13¯] (11¯01) -0.06 0.40 0.10 -0.14
1
3 [112¯3¯] (101¯1) 0.14 -0.42 0.04 0.17
1
3 [2¯113] (101¯1) 0.12 0.49 -0.04 0.08
1
3 [1¯21¯3¯] (011¯1) 0.09 -0.50 -0.16 0.21
1
3 [112¯3¯] (011¯1) -0.19 0.40 0.22 -0.27
1
3 [21¯1¯3] (1¯101) -0.16 -0.36 -0.33 -0.11
1
3 [12¯13] (1¯101) -0.04 0.27 0.47 -0.10
1
3 [1¯1¯23¯] (1¯011) 0.30 -0.09 -0.44 0.27
1
3 [2¯113¯] (1¯011) -0.15 0.08 0.41 -0.10
1
3 [1¯1¯23¯] (01¯11) -0.50 0.12 0.30 -0.49
1
3 [12¯13¯] (01¯11) 0.43 -0.10 -0.45 0.45
2nd order Pyramidal 〈c+ a〉
1
3 [1¯1¯23¯] (1¯1¯22) -0.44 0.12 0.41 -0.42
1
3 [112¯3¯] (112¯2) 0.18 -0.46 -0.10 0.24
1
3 [12¯13¯] (12¯12) 0.27 -0.28 -0.31 0.33
1
3 [12¯13] (1¯21¯2) -0.07 0.43 0.35 -0.17
1
3 [2¯113] (21¯1¯2) -0.06 -0.44 -0.05 -0.03
1
3 [21¯1¯3] (2¯112) 0.00 0.24 0.41 0.01
Table 6.2: Schmid factor calculations for all operative slip systems for grains 1, 2, 3 and 4. Negative values indicate
that slip would occur in the opposite direction to that stated by the Burgers vector. All values are correct to 2 d.p,
and the highest Schmid factor for each grain is shown in bold.
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for screw type defects, the dislocation is invisible when g ·b = 0. Before calculations are made, each
vector is defined in terms of a cartesian coordinate system (as for the Schmid Factor calculations).
Invisibility contrast values were calculated for both edge and screw dislocations, and for all possible
slip systems. A number of tables defining the contrast values for different g vectors, and slip systems are
given in Appendix G. For all slip systems containing 〈112¯0〉 Burgers vectors, as well as 〈112¯3〉{1¯1¯22}
slip systems, line vectors for edge dislocations are easily identified as those residing in the slip plane,
but perpendicular to the Burgers vectors. However, for 〈112¯3〉{101¯0} type slip systems, the geometry
of the planes make an edge dislocation line vector difficult to identify schematically. Each {101¯0} type
plane contains two 〈112¯3〉 type Burgers vectors. Calculating the cross product of these two Burgers
vectors defines the vector normal to the specified {101¯0} type plane. The corresponding line vector for
each of the two Burgers vectors in the slip plane is then obtained by the cross product of the plane
normal vector and the Burgers vector of interest.
6.4 Results
6.4.1 Facet orientation
The spatial and crystallographic orientation of two facets residing within the hydrogen embrittled ini-
tiation site were analysed using QTF/EBSD. It was found that facet 1 and facet 2 were spatially
orientated such that each facet normal was <10 ◦ away from the tensile loading axis. By accounting
for the angular deviation of the facet normal away from the loading direction in the EBSD, the crys-
tallographic orientation of each facet could then be acquired. This made it possible to index directly
from the fracture surface without the need for prior sectioning and surface preparation. With refer-
ence to the [0001] pole figures, demonstrated in Figure 6.7, it can be seen that both facet normals lie
close to the [0001] direction. The facet normals were measured to be orientated ∼14 ◦ away from the
[0001] direction, indicating that the plane of the facet, and thus fracture plane, coincides with either
the {101¯7} or {101¯8} planes, inclined at 15 ◦ and 13 ◦ away from the basal plane respectively. Both
the {101¯7} and {101¯8} planes are known to be common hydrogen habit planes [53], indicating that the
fracture mechanism is likely to have been modified by the presence of hydrogen. It should be noted that
the three low intensity spots in Figure 6.7(b) have arisen from indexing of an adjacent, and differently
orientated grain.
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Figure 6.7: [0001] pole figures obtained from facets within the hydrogen embrittled origin: (a) Facet 1 ∼14 ◦ from
the basal plane , (b) Facet 2 ∼14 ◦ from the basal plane.
Specimen ID Grain ID Description θ
U7-086 1 Hydrogen Embrittled LCF Origin 71 ◦
U7-086 2 Hydrogen Embrittled LCF Origin 71 ◦
U7-086 3 Hydrogen Embrittled LCF Origin 25 ◦
U7-086 4 LCF Crack Propagation 31 ◦
LCF127 5 LCF Origin 77 ◦
Table 6.3: Location and orientation of grains, where θ is defined as the angle between the loading direction and the
c-axis.
6.4.2 Dislocation contrast analysis
Three FIB prepared foils, containing grains 1-4, were lifted directly from the low cycle fatigue fracture
surface that suffered HSSCC (sample U7-086). Grains 1, 2 and 3 are associated with an area embrittled
by hydrogen, near the fatigue crack origin; Figure 6.1(LOM) demonstrates the location of foil within the
hydrogen embrittled origin. Grain 4 resided within a foil that was milled from an area of fatigue crack
propagation, approximately 600µm from the origin. Finally, grain 5 was observed within a foil that was
milled from the origin of a different LCF specimen, that had not undergone hydrogen embrittlement
(sample LCF 127). To have the best chance of observing dislocation mechanisms associated with the
fracture process, it was deemed important to analyse grains connected to the fracture surface, i.e. not
subsurface. Figure 6.2 shows the positions of the analysed grains with respect to the fracture surface,
and Table 6.3 provides their orientation with respect to the loading axis.
Hydrogen assisted fatigue cracking
Grain 1’s {0002} plane normal was found to be ∼70 ◦ to the tensile-fatigue loading axis. Figure 6.8(a)
shows bright field (BF) TEM micrographs, imaged with several diffraction conditions. For g0002, an
array of linear dislocation segments were observed across the width of the primary alpha grain, ∼ 700 nm
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to 1.5µm beneath the fracture surface. The dislocations appear to be orientated almost parallel to the
(0002) trace, obtained from the 〈12¯10〉 selected area diffraction pattern (SADP). Referring to the 4-
index hcp coordinate system, it can be said that the beam direction vector (B) lies in the basal plane of
the crystal and is parallel to two of the 〈a〉 type Burgers vectors. Any dislocations residing in the basal
plane, and imaged under these conditions edge-on, would appear as straight line segments, parallel to
the (0002) trace. Slight misorientation between the trace and the dislocation segment is likely to result
from the small rotation of the SADP (from which the trace is obtained) when the sample is tilted away
from the pole to reach the required g vector. From trace analysis, it is therefore implied that the array
of dislocations in Figure 6.8 (g0002) has resulted from slip on the basal plane.
Basal glide has frequently been observed in α titanium, and this occurs almost exclusively with 〈112¯0〉
type Burgers vectors. Under g0002 diffraction conditions, as in Figure 6.8 (upper), all screw dislocations
with 〈a〉 type 〈112¯0〉 Burgers vectors should have zero contrast, and thus be invisible, which is not the
case here. It then became necessary to evaluate the edge component also, incorporating the g · (b× l)
criterion. Introducing a perpendicular line vector, with indices 〈11¯00〉, demonstrates positive contrast
for edge dislocations gliding on (0002) planes, when imaged with g0002. However, for all the {11¯00}
glide planes, there is zero contrast for dislocations with 〈112¯0〉 Burgers vectors; refer to Table G.3. This
finding eliminates the possibility of prismatic slip in this case. Hence, considering the contrast criteria
and the minimal misorientation between the (0002) trace and the dislocation segments, one possibility
is that the linear dislocations segments in Figure 6.8 (g0002) are associated with 〈112¯0〉{0001} type slip
systems, and have edge character.
An alternative hypothesis could be that these dislocations are of 〈c+ a〉 type. Both edge and screw
character 〈c+ a〉 dislocations have contrast at imaging conditions of g0002. Glide in the direction of such
Burgers vectors is restricted to the pyramidal planes, {101¯1} and {112¯2}. Under imaging conditions
of B ∼ 〈21¯1¯0〉, these inclined planes would be viewed at a small angle to the face of the plane, rather
than edge on, and hence may not be expected to appear as straight lines as they do for conditions of
g0002. However, 〈c+ a〉 dislocations have an inherently higher elastic energy compared to the 〈a〉 type.
Hence it is reasonable that such dislocations could exist as straight lines to minimise this energy, rather
than the bowed out segments and loops that may be observed from 〈a〉 type line defects.
The same area was viewed at alternative diffraction conditions of g01¯11¯ and g01¯11 in an attempt to
determine the active dislocation type. Contrast of the original linear dislocation array, as seen for
g0002, remains for both g01¯11¯ and g01¯11, in varying intensity. This observation essentially excludes
edge 〈c+ a〉 dislocations gliding on first order pyramidal planes, since the invisibility criterion suggests
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Figure 6.8: BF dislocation contrast images for grain 1, for diffraction conditions of g0002, g01¯11¯ and g01¯11. The
white arrows indicate the direction of the g vector.
zero contrast for either g01¯11¯ and g01¯11, in most cases (Table G.4). Table 6.4 provides details of the
invisibility criterion for a selection of relevant g vectors. Furthermore, the elastic energy of a dislocation
is proportional to the magnitude of the Burgers vector, with the 〈c+ a〉 energy almost twice that of the
〈a〉 type Burgers vector. Finally edge 〈a〉 show zero contrast at g0002 for prismatic planes and at g01¯11
for first order pyramidal planes. Hence, it is tentatively suggested that the linear dislocation arrays
observed for grain 1 in Figure 6.8 are associated with edge dislocations undergoing basal slip in the
direction of 〈112¯0〉 type Burgers vectors.
Closer investigation of Figure 6.8(b) reveals a number of shorter dislocation segments orientated ∼ 120 ◦
to the (0002) trace. Both the first and second order pyramidal slip planes are inclined ∼120 ◦ to the
Character Type b Glide Plane
Invisibility Contrast
g0002 g01¯11¯ g01¯11 g01¯12 g2¯110 g101¯0
Screw 〈a〉 13 [1¯1¯20] (0001), (101¯0) or (1¯1¯01) 0 + + + + +
Screw 〈c+ a〉 13 [12¯13] (1¯1¯22) or (1¯011) + + + + + 0
Edge 〈a〉 13 [1¯1¯20] (0001) + + + + 0 0
Edge 〈a〉 13 [1¯1¯20] (1¯100) 0 + + + + +
Edge 〈a〉 13 [1¯1¯20] (1¯101) + + 0 + + +
Edge 〈c+ a〉 13 [12¯13] (1¯101) + + 0 + + +
Table 6.4: Demonstrating selected invisibility contrast values, where contrast is defined as + and invisibility is
defined as 0.
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basal plane. First order {11¯01} planes are able to slip along either 〈c+ a〉 type 〈112¯3〉 or 〈a〉 type 〈112¯0〉
Burgers vectors, whereas second order {1¯1¯22} planes are restricted to glide in the 〈c+ a〉 direction only.
Under certain diffraction conditions, the short angled segments move out of contrast whilst those longer
sections, parallel to the (0002) trace, remain in contrast. It is hence implied that the short, orientated
segments observed have a different Burgers vector to the remainder of the linear array.
The observations made from analysis of grain 2 are consistent with those from grain 1, which has the
same crystal orientation. The uppermost image in Figure 6.9 shows the full length of the primary
alpha lath, identified as grain 2. In this case, the straight dislocation segments are observed up to 3µm
beneath the fracture surface. Beyond this depth, similar dislocations are not observed. In fact, beyond
3µm below the surface, only a small group of differently orientated dislocations can be identified at
the very tip of the primary alpha lath. Presumably, these have arisen as a result of grain 2 growth
during processing, and the consequent collision with another primary alpha lath; refer to Figure 6.2,
hydrogen origin foil 1. These observations again suggest that these dislocation structures are restricted
to material only a few microns subsurface of the growing crack. Observations based on trace analysis
and invisibility contrast suggest that, like grain 1, the linear dislocation segments spanning across the
lath have edge character, and have arisen from 〈112¯0〉{0001} type slip. Imaging under g01¯11¯ reiterates
these findings; Figure 6.9. With reference to the high magnification micrograph for g0002 given in Figure
6.9, the short, inclined dislocation segments first observed in grain 1, are indicated again in grain 2. In
this instance, at least three individual linear dislocations can be resolved, with each inclining away from
600 nm
300 nm 300 nm
Figure 6.9: BF dislocation contrast images for grain 2: (Upper) Stitch of low magnification images for g0002, (Lower)
Increased magnification views for g0002 and g01¯11¯. The dashed box indicates the area magnified from the stitch in the
lower left image. In all cases, the white arrow indicates the direction of the g vector.
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the (0002) trace at angles between ∼ 105 − 120 ◦. A collection of non-linear dislocations can also be
identified directly beneath the fracture surface of grain 2 for conditions of g0002; see low magnification
image. These looping dislocations appear to have been emitted from the 200 nm thick oxide layer, that
covers the hydrogen embrittled origin. It is, however, unclear whether these dislocations were present
prior to thin foil preparation, and may in fact be a consequence of the platinum deposition process.
For this reason they will not be discussed in more detail.
The c-axis of grain 3 is inclined at ∼ 25 ◦ to the fatigue loading axis, compared to a 70 ◦ inclination for
both grains 1 and 2. The contrast observed for grain 3 at each diffraction condition can be described
by the invisibility criterion given for edge 〈a〉 13 [1¯1¯20] and edge or screw 〈c+ a〉 13 [12¯13] dislocations,
gliding on (1¯101) planes in both cases; as given in Table 6.4. Strong contrast for g2¯110 and g0002
eliminates edge 〈a〉13 [1¯1¯20] dislocations gliding on basal and prismatic planes respectively and all screw
〈a〉 dislocations; refer to Figure 6.10. It is therefore suggested that dislocations are moving on the first
order pyramidal (1¯101) plane. Considering the increased elastic energy of 〈c+ a〉 dislocations compared
to the 〈a〉, it is not unreasonable to expect the dislocations to be 〈a〉 type in nature.
Figure 6.10 presents increased magnification micrographs of a bright field image for g01¯12. Two rows
of parallel dislocation arrays are seen to give contrast at these imaging conditions, as discussed above.
Consistent with findings from grains 1 and 2, the dislocations only reside immediately beneath the
fracture surface, up to ∼ 1.5µm subsurface. Considering the FIB foil in 3D, but noting its transparency,
500 nm 500 nm
500 nm 300 nm
Figure 6.10: BF dislocation contrast images for grain 3, for diffraction conditions of g0002, g2¯110 and g01¯12. The
arrows indicate the direction of the g vector.
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it is likely that the discontinuous appearance of the dislocation segments is an effect of the position
and orientation of the dislocations within the foil. Moreover, because the dislocations do not lie in
the plane of the foil, and thus are restricted to the foil thickness, they appear in short segments where
they “run out” the front and back planes of the foil. The two rows observed here, are considered to be
dislocations residing on parallel and adjacent sets of planes.
Fatigue crack propagation
Grain 4 was located within a thin foil that was lifted from the U7-086 sample fracture surface at a
crack length of ∼ 600µm. As the crack exceeded ∼100µm in length, there was an observed transition
in the cracking mechanism from HSSCC near the origin, to low cycle fatigue crack propagation. Grain
4 has therefore not experienced any effect of solute hydrogen. Since grains 3 and 4 have similar crys-
tallographic orientations ({0002} normal ∼ 25 ◦ vs. ∼ 30 ◦ from the loading axis), direct comparisons
can be made between them. Figure 6.11 provides BF diffraction contrast images taken with diffraction
conditions of g0002. A high dislocation density is seen to extend down the length of the primary alpha
laths. This is in stark contrast to observations from hydrogen embrittled grains. For grains 1-3, a low
density of individual dislocation arrays were observed, and appeared to be restricted to the first few
microns, directly beneath the fracture surface. The low magnification image given in Figure 6.11 has
been included to demonstrate these differences. Although not included here, images showing similarly
high dislocation densities were also obtained for several other diffraction conditions. A high dislocation
density visible for several g vectors indicates that a large number of dislocations were active during the
deformation process. As the dislocations move they will interact with each other, and likely entangle as
they intersect. Unlike the hydrogen embrittled grains 1-3, where a single slip system could be identified,
it is likely that dislocations with different Burgers vectors and gliding on various planes, has led to the
high densities observed in grain 4 and the adjacent laths. However, detailed examination of Figure 6.11
1 µm 300 nm
Figure 6.11: BF dislocation contrast images for grain 4, for diffraction conditions of g0002. The white arrows indicate
the direction of the g vector.
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1 µm 300 nm
Figure 6.12: BF dislocation contrast images for grain 5, for diffraction conditions of g01¯11. The white arrows indicate
the direction of the g vector.
reveals that the bands of the most highly dense dislocation entanglements appear to be almost parallel
to the (0002) trace. By observing the highest density bands in neighbouring primary alpha grains, it is
suggested that these dislocations may have been transmitted across the secondary alpha/beta matrix
ligaments, and continue into the adjacent primary alpha lath.
Comparator low cycle fatigue origin
Figure 6.12 illustrates the dislocations observed in a primary α lath (grain 5) beneath the origin of
a low cycle fatigue test specimen not subjected to hot salt stress corrosion cracking but tested under
similar conditions. A low magnification view of the TEM foil is provided in Figure 6.2. A high density
of dislocations can be observed for g0111, in common with the low cycle fatigue propagation region
(grain 4) already examined. The c-axis of grain 5 is inclined at 77 ◦ to the fatigue loading axis and
therefore grain 5 can be directly compared with grains 1 and 2; see Table 6.3. The observation of a
higher dislocation density in the low cycle fatigue crack growth region is consistent with those observed
in a conventional low cycle fatigue origin, and quite distinct from those in the hot salt stress corrosion
crack origin region. Thus, an effect of crack length can be excluded as an explanation for the disparities
observed between the HSSCC and LCF deformed grains.
6.5 Discussion
6.5.1 FIB Milling vs. Electropolishing
Several studies have discussed the surface damage associated with FIB prepared thin foils. When the
gallium beam impinges on the sample surface, Ga+ ions are implanted in the lattice of the target
material. This can lead to local compositional variations, as well as amorphisation of the outer layers
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of the foil [213]. Gallium penetration depth increases with beam energy (accelerating voltage). More
Ga+ interstitials would therefore be expected after bombardment at 30 keV compared to 5 keV. These
interstitial Ga+ ions impose strain on the crystal lattice and hence generate strain contrast in the TEM.
Kiener et al. [214] reported that after milling at 30 keV, it was not possible to distinguish individual pre-
existing dislocations from the contrast associated with point defects, in the form of Ga+ interstitials.
However, FIB induced damage can be controlled by reducing the beam energy. Although Kiener et al.
still observed some surface damage after irradiation at 5 keV, all pre-existing defects remained visible.
In the present study, final milling at 28 pA and 2 keV was undertaken in an attempt to remove damaged
outer layers, whilst minimising further damage.
Figure 6.13 demonstrates two different imaging conditions for: 1. a primary alpha lath within a FIB
prepared foil, and 2. a primary alpha lath within an electropolished foil. Both samples were prepared
from as-received material that had undergone no further mechanical deformation since the forging
process. For invisibility conditions of g0002, both samples show a low density of linear dislocation
segments, which extend across the width of grain. For both preparation techniques the dislocations are
also distributed throughout the length of the primary alpha. For an alternative contrast condition of
g01¯11, the dislocation density and distribution is again comparable for the grains in either sample, as
is the general appearance of the dislocation segments. Evidence of FIB damage can be seen at both
1 µm 1 µm
1 µm1 µm
Figure 6.13: BF dislocation contrast images for FIB and electropolished prepared thin foils, for diffraction conditions
of g0002 and g01¯11. The white arrows indicate the direction of the g vector.
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imaging conditions, but is more severe for g01¯11. The supposed FIB damage can be observed as the
speckled contrast throughout the alpha lath, that is likely to be associated with strain accumulation
caused by Ga+ ions implanted during milling. As a result, the dislocations within the FIB foil are
slightly less distinctive than those in the electropolished foil. However, the dislocation contrast in
the FIB foil remains adequate, so it is possible to differentiate between the dislocations and the FIB
damage. It is hence concluded that preparation using FIB milling has not effected the ability to analyse
dislocations within α titanium laths.
6.5.2 Facet formation
Over the past few years, various research groups have raised questions concerning the validity of the
common association of planar facet features with a brittle, cleavage, fracture mechanism. Pilchak et al.
found that thousands of fatigue load cycles could contribute to the formation of a single facet, providing
evidence to contradict the cleavage facet formation theory [104]. Bridier et al. discuss observations of
both basal and prismatic slip bands, and suggest fatigue cracks to have formed from these slip planes [84].
Additionally, Bantounas et al. found evidence suggesting facets on a high-cycle fatigue fracture surface
to be associated with basal slip [218]. Figure 6.7 demonstrated pole figures achieved from direct indexing
of facets in the hydrogen embrittled origin region. These pole figures suggested the plane of fracture to
be a high index plane, such as (101¯7) or (101¯8), which are known hydrogen habit planes. The facets
in question contain structure, and are certainly not featureless, thus it is suggested that the formation
of these low ∆K features arises via a slip induced mechanism, perhaps on one of the high index planes
stated above.
Figure 6.14 demonstrates a representative overview of the general fractography observed at a crack
length of 600µm (grain 4). Both secondary cracking, (a) and (b), and striated growth, (c) and (d), are
plastic processes, indicating that the material at this crack length has undergone significant plasticity
prior to crack propagation. Not only do the secondary cracks appear to be held open, but the fine
ligaments of material between individual striations are observed to have torn apart, 6.14(d), which is a
further indication of significant plasticity. Contrastingly, the material within the hydrogen embrittled
region is largely facetted and has a macroscopically brittle appearance (grains 1-3); refer to Chapter 5,
Figure 5.2.
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Figure 6.14: Secondary electron images taken from the fatigue crack propagation region, all at a crack length of
∼600µm, close to the location from which the foil containing grain 4 was extracted: (a) and (b) secondary cracking,
(c) and (d) evidence of underlying microstructure as primary alpha lath structures and torn striations.
6.5.3 Grain orientation
It has been well documented that under fatigue loading conditions, grains will deform via particular slip
systems depending on their orientation. For single crystals, a specific slip system is favoured depending
on, 1: the critical resolved shear stress (CRSS) necessary to initiate slip on the given system (also
dependent on temperature), and 2: the Schmid factor, which is a function of grain orientation with re-
spect to the loading axis. It is more complicated for polycrystals, where the orientation of neighbouring
grains, as well as the orientation of adjacent grain boundaries, can affect slip mechanisms.
Table 6.2 shows the Schmid factor values for grains 1–5 for each of the possible slip systems. With
reference to Table 6.2 it is clear that a number of slip systems could be activated (m approaching 0.50),
and thus it is difficult to predict which slip system should be favoured above another (especially with
the same m value for two different system types). Bantounas et al. attempted to predict the active slip
system of a given grain by introducing a term defined as a normalised Schmid factor, m′ where both
the critical resolved shear stress and the Schmid factor are considered. The normalised Schmid factor,
m′, is given by
m′ = m · (τmin/τ〈uvtw〉{hkil}) (6.31)
where the
(
τmin/τ〈uvtw〉{hkil}
)
component is the ratio of the minimum CRSS to activate any slip system
vs. the CRSS of a particular slip system [54] (∼ 3 : 1 for 〈c+ a〉 : 〈a〉). According to this rationale, it was
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expected that grains 1 and 2 would undergo 〈a〉 prismatic slip, and grain 3 〈a〉 basal slip. Instead, we
have suggested above that grains 1 and 2 underwent 〈a〉 basal slip and grain 3 〈a〉 1st order pyramidal
slip. It is suggested that this lack of conformity indicates a change in deformation mechanism, that
may be attributed to solute hydrogen.
Since it is possible to disregard any effects relating to crack length, grains 1, 2 and 5 can be directly
compared (hard orientation), with the same for grains 3 and 4 (soft orientation); Table 6.3. Although
in each case the grains are only slightly misorientated, their dislocation density and distribution is very
different. Considering their similar alignment to the loading axis, this disparity cannot be explained as
a consequence of grain orientation. Instead, solute hydrogen at or near the crack tip during the fracture
of grain 3 is suggested to affect the plastic behaviour of the grain. This idea is reiterated, since grains 1
and 2 have a hard, rather than soft, orientation, but still demonstrate a similar dislocation distribution
and density to grain 3.
6.5.4 Solute hydrogen diffusion
This study has demonstrated a clear change in micro-deformation mechanisms likely to be associated
with solute hydrogen, and the consequent embrittlement via hydrogen enhanced localised plasticity.
In this particular case, a naturally occurring hydrogen embrittled fatigue crack origin has been inves-
tigated. Reactions leading to the production of hydrogen and its consequent adsorption are given in
Chapter 5, where it is explained there is a finite supply of hydrogen. It is also considered that only
relatively low concentrations of hydrogen are involved in the mechanism, which may explain the lack
of observed hydride phases. Bache et al. suggested that hydrogen may have the most significant effect
on dislocation behaviour when present in lower concentrations [98]. Of course, hydrogen diffusivity in-
creases with temperature. The rapid diffusion of hydrogen in the beta phase at elevated temperatures
is the property that makes the HELP mechanism conceivable. For the bulk specimens discussed in this
study, the test temperature was 450 ◦C, which is sufficiently high to elevate hydrogen mobility. Another
observation linked to test temperature was the inclined dislocation segments in grains 1 and 2. These
segments were observed to have a different Burgers vector to the majority of the linear dislocation
array. When two edge dislocations intersect, one dislocation cuts through the glide plane of another,
creating a jog. A jog will form in the glide plane of a mobile dislocation when its dislocation line vector
is not parallel to the Burgers vector of the interacting dislocation. Hence, the jog will lie in the plane of
the intersecting dislocation, and in this case, will have a different Burgers vector to other dislocations
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gliding in the original slip plane before intersection. It is suggested that the short inclined dislocation
segments observed in grains 1 are 2 are formed as jogs. Motion of these jogs is a diffusion controlled
process only possible at elevated temperatures, such as those experienced here. Interestingly, the in-
clination of these jogs is ∼ 120 ◦ to the basal trace, which is also the approximate angle between both
the {11¯01} and {1¯1¯22} pyramidal planes with the basal plane. Therefore, it is suggested that under
high temperature, some edge dislocations moved out of their glide plane by climb on the pyramidal
{11¯01} 〈112¯3〉 or {1¯1¯22} 〈112¯3〉 slip systems.
6.5.5 A rationale for lower dislocation density with solute hydrogen
It is well documented that hydrogen increases the mobility of dislocations [98,140,148–150]. Shih et al.
explain that hydrogen enhances plasticity in the vicinity of a crack tip (HELP), altering the local
deformation mechanism. Since localised micro-fracture could then occur at stresses below the macro-
scopic yield stress, it can be considered a locally brittle material response, which may explain the brittle
faceted appearance at the hydrogen origin [140].
The Orowan equation describes the relationship between strain rate ˙, dislocation density ρm, average
velocity v¯ and magnitude of the Burgers vector b of the mobile dislocations [47].
˙ = bρmv¯ (6.32)
It has previously been discussed that grains 1-3 have a considerably lower dislocation density than
grains 4 and 5. This has been attributed to solute hydrogen presence at the fatigue crack origin. This
observation can be rationalised using the Orowan equation and the effect of hydrogen. If hydrogen
enhances dislocation mobility, raising the dislocation velocity, then at a given strain rate in the crack
tip plastic zone, this implies a reduction in the mobile dislocation density. Therefore, with the hydrogen
enhancing the mobility of the dislocations, it follows that fewer dislocations should be observed. It is
understood that hydrogen enters the lattice at elastic singularities, an example of which is the material
immediately ahead of the advancing crack. As the hydrogen concentration is highest at regions such
as this, plasticity is constrained locally at the crack tip.
For grains 4 and 5, the opposite is observed. Without hydrogen in solution, dislocations are less mobile.
Hence, for the same strain rate, many more dislocations will be observed, resulting in more dislocation
interactions. The increased density meant that more dislocation interactions occurred, making jogs. As
jogs effectively increase the length of the dislocation line, this hardens the material, as well as further
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impeding their motion [42]; the more dislocations cutting through the “forest” of dislocations, the harder
the material becomes. This is commonly referred to as forest hardening, consistent with observations
from grain 4. It has been suggested that solute hydrogen can “increase the propensity for edge character
dislocations” [148], possibly explaining why the frequency of occurrence of edge dislocations may have
been higher in the hydrogen embrittled grains analysed in this study. It also follows that since edge
dislocations are considered to be highly mobile (at least 100× faster than screw segments) [215,219], their
increased presence in the hydrogen embrittled grains is consistent with the HELP mechanism and the
Orowan equation.
6.5.6 Consistency of the HELP mechanism with the observation of macroscopic
hardening
The HELP concept was first introduced by Beachem [147], and has since been the subject of extensive
TEM investigations by Birnbaum, Shih, Robertson and others. Shih et al., using in situ straining in the
TEM, report that the velocity of dislocations near a crack tip in a thin foil is enhanced when hydrogen
is added to an environmental cell under constant stress [140]. Birnbaum and Robertson have since
proposed that hydrogen shielding of dislocation-dislocation interactions would explain their observation
of enhanced dislocation mobility [148,149]. They believe that this elastic shielding allows dislocations to
move at lower applied stress levels in the presence of hydrogen, resulting in localised flow softening at
a crack tip.
In contrast, other work [154,155,220] has found that hydrogen in solution increases the macroscopic flow
stress, implying solute hardening. The solubility of H in Ti at room temperature is approximately
0.1 at.% (∼ 20 ppmw) [221]. These studies suggest that this solute hardening is due to a dislocation
pinning effect, although it should be noted that the hydrogen atom is small compared to the interstitial
site, which is a drawback to this rationale. Beachem, observing hydrogen-assisted cracking and an
associated reduction in fracture toughness, suggested that hydrogen unlocks dislocations, rather than
pinning them [147].
Therefore it remains to rationalise how hydrogen, e.g. at a hot salt stress corrosion crack tip, can reduce
toughness, enhance dislocation mobility and yet provide macroscopic hardening. A primary difference
between a crack tip or thin foil and the bulk is the availability of a free surface. This could allow gliding
dislocations to escape. Therefore if, appealing to the Orowan equation, the HELP mechanism gives
rise to higher glide velocities, and so to a lower dislocation density for a given strain rate, then in the
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bulk this would result in larger glide lengths and more opportunity for dislocation tangling or forest
hardening. Whereas, in the presence of a free surface, this straining can occur without a gradual rise
in dislocation density.
In addition, these observations are consistent with the reduction of KIc with hydrogen content - hy-
drogen embrittlement is a consequence of enhanced plasticity and dislocation motion at the crack tip,
rather than requiring the alternative that decohesion (the formation of free surface) becomes easy even
at the very low H contents in solid solution that pertain in the present case, as proposed by Lynch [141].
An alternative postulation for the mechanism of hydrogen embrittlement at a crack tip is based upon
the availability of a free surface; if the hydrogen enhances dislocation motion and allows gliding dislo-
cations to escape at the crack tip free surface, this may result in dislocation exhaustion near the crack
tip and promote a locally brittle crack propagation response.
Thus, the present observation of a lower dislocation density below a stress corrosion crack than in
low cycle fatigue is consistent with both the observations of Shih and the HELP mechanism, and the
observation of macroscopic flow hardening and reduced fracture toughness.
6.5.7 Critical diffusion length
The significant difference in dislocation density, and its association with solute hydrogen, has been
discussed in detail. This was attributed to the ability of hydrogen to enhance dislocation motion. It
is also observed, that for hydrogen embrittled grains, dislocations appear to be restricted to within a
3µm depth beneath the fracture surface. Whereas for grain 4 (crack propagation), the high density
of dislocations continue throughout the length of the primary alpha lath, which intersects the fracture
surface at ∼ 90 ◦. This observation can be explained by considering the competitive processes of
hydrogen charging and hydrogen diffusion. The reader is referred to Chapter 5 for a detailed explanation
of these reactions, but the important points are summarised here.
When the rate of hydrogen charging exceeds the rate of hydrogen diffusion, the local hydrogen con-
centration immediately in front of the crack is sufficiently high to embrittle the material locally, via
the HELP mechanism. The grain experiences highly localised enhanced plastic strain and undergoes
deformation in the vicinity of the crack tip, leading to crack advance.
It is proposed that the localised nature of the deformation causes HELP to act over only the portion of
the grain closest to the newly created fracture surface. It follows that the lower region of the primary
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alpha lath will not experience enhanced plasticity before the crack front advances. Therefore, assuming
constant hydrogen charging and diffusion rates at a given temperature, it is postulated that there is a
critical diffusion distance, beyond which charging is insufficient to cause embrittlement. Hence, because
HELP is not active beyond this critical diffusion length, LD, hydrogen enhanced fracture mechanisms
are constrained to the uppermost material, estimated at 3µm for grains 1-3. It should also be noted,
that when LD is of the same order of magnitude as the crack growth increment per fatigue cycle,
there is no possibility for hydrogen accumulation over multiple cycles. Recent work by Gaddam et al.,
discusses this area in more detail [130].
Alternatively, turning to the AIDE hypothesis, we first consider that at 450 ◦C, then the hydrogen
diffusion rate and solubility are both likely high enough for diffusion to a 3µm depth to occur, in contrast
to the AIDE situation pertaining at ambient temperatures and high crack growth rates considered by
Lynch [141,222]. As previously noted, there is also the possibility of the β phase acting as a fast diffusion
path [135]. But, as has been more recently noted by Lynch [166], it remains possible that dislocation
nucleation from hydrogen at the surface might then result in propagation into the depth of the material,
in a HELP-like fashion. However, in our view the change in dislocation morphology (particularly those
travelling in ribbons in Figure 6.10) suggests that rather more is occurring than simply hydrogen-
stimulated dislocation emission.
6.6 Conclusions
The dislocation mechanisms underlying a naturally initiated hot salt stress corrosion crack have been
elucidated and compared to those observed in conventional low cycle fatigue. The following conclusions
can be drawn.
1. Hydrogen embrittled grains do not appear to conform to the predictions made by the normalised
Schmid factor method, as proposed by Bantounas et al [54].
2. It is proposed that solute hydrogen in the vicinity of the crack tip modifies dislocation behaviour.
3. Irrespective of the grain orientation, the dislocation density is consistently, and significantly, lower
in hydrogen embrittled grains compared to those from the fatigue crack propagation region and
LCF origin.
4. The effect of crack length is excluded as a contributing factor to the increased dislocation density
observed in the LCF propagation region.
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5. The Orowan equation is used to explain the reduction in dislocation density seen within hydrogen
embrittled grains, by considering the elevated dislocation mobility attributed to the onset of HELP
at the crack tip.
6. A rationale for the observed flow softening in thin foils vs. that of macroscopic hardening in bulk
specimens is proposed.
7. A term defined as the critical diffusion length is introduced. It is suggested that the competi-
tive reaction between hydrogen charging and hydrogen diffusion determines the maximum depth
beneath the fracture surface that is affected by solute hydrogen (with the HELP mechanism in
view).
Chapter 7
Characterisation of Internal and
Surface Connected Cracks using
Tomography
7.1 Summary
A first attempt at the three-dimensional evaluation of naturally initiated surface connected and inter-
nal fatigue cracks is presented. Fatigue crack initiation and growth in air and vacuum environments
have been investigated through X-ray microtomography in air and vacuum environments at elevated
temperatures (350 ◦C), accompanied by post-mortem electron microscopy of the fracture surfaces. In
vacuum (< 10−5 mbar), multiple internal and surface-connected crack initiation was observed, but only
the surface-connected cracks grew. In contrast, fewer cracks formed in air, these were mostly surface-
connected and all were observed to grow. In all instances the initiation features were associated with
globular primary α. An improved fatigue life was found in vacuum, which was mostly a consequence
of delayed initiation, but was also due to slower fatigue crack propagation. The non-propagation of
internal cracks was taken to imply that even the good laboratory vacuum obtained here was insufficient
to simulate the conditions obtained for an internal crack in a component. The crack shape evolved
towards a semi-circular shape a/c = 1 in air during fatigue crack growth, whilst the vacuum cracks
remained semi-elliptical (a/c ' 1.4). This was taken to imply that oxide-induced crack closure played
a role in fatigue crack growth in air.
160 Characterisation of Internal and Surface Connected Cracks using Tomography
7.2 Introduction
IMI 834 is a near-α titanium alloy that is often used for high temperature compressor applications (up to
600◦C [223]) as a lower-density alternative to nickel superalloys, whilst giving a significant temperature
benefit over their α/β counterparts (Ti-6Al-4V +200◦C, Ti-6246 +100◦C), cumulatively leading to
increased fuel efficiency. Reducing aeroengine fuel consumption improves overall aircraft efficiency,
offering positive financial and environmental implications to airlines.
During operation, compressor disks experience a range of temperature from maximum at the rim to
minimum at the disk bore. A complex bimodal microstructure is developed to withstand both creep
and fatigue mechanisms. IMI 834 is often used with ∼10-15% volume fraction of globular primary
alpha, in a transformed beta matrix, in order to provide a well balanced creep-fatigue response [79,224].
However, compressor disks are often subjected to cold working before entering service, in order to
increase resistance to fatigue [92]. This is achieved by surface treatment to produce compressive residual
stresses at the surface. In the past this was most commonly achieved by shot peening, where the
surface of the disk is bombarded by small spherical shot with enough force to produce dimples on
the component service. More recently, laser shock peening has been implemented, using shockwave
mechanics to produce a similar effect.
Low cycle fatigue is the most representative laboratory simulated regime for in-service flight cycles. Shot
peening can retard both fatigue crack initiation and growth, thus significantly increasing the lifetime of
the part. Fatigue cracks are eventually initiated subsurface and propagate internally before connecting
to the component surface and the surrounding atmosphere [93]. The fatigue cracking mechanism and
associated fatigue crack growth rates (FCGR) of internal features is poorly understood, and provides
a major challenge regarding estimation of component life.
It is therefore vital that knowledge within this area is developed. Subsurface short fatigue cracks cannot
be measured using the conventional potential drop method commonly utilised for crack growth rate
measurements of surface breaking defects. At present, subsurface initiating cracks are widely simulated
by testing and monitoring surface breaking fatigue cracks in a vacuum environment. However, Hack
and Leverant proposed a model in the early 1980s to explain a significant life debit observed from an
internal initiation site in a large colony Ti-6Al-4V material under LCF loading [65]. They propose that
the onset of basal slip and subsequent slip band formation promotes creation of a hydrostatic stress
field at the tip of a blocked pile of dislocations. This in turn is considered to attract increased levels
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of hydrogen by diffusion, facilitating cleavage of brittle hydride or local high hydrogen concentration
phases [65]. Hence, although many consider the FCGR of surface connected cracks in vacuum to be
equivalent to that of internal features, it is not clear that this is an accurate representation and if
existing lifing methods are conservative.
The present work demonstrates a first attempt, to our knowledge, at the direct measurement of a grow-
ing subsurface short fatigue crack at high temperature, using high-resolution X-ray microtomography
techniques. A number of recent studies have used X-ray tomography as the principal experimental
tool to investigate growth of short fatigue cracks [170–173]. Particularly, Birosca et al. have previously
undertaken three-dimensional characterisation of surface breaking fatigue cracks initiated from artificial
notches, propagating in air at ambient temperatures [169]. We aim to take this technique further, by
comparing the development of naturally initiated surface and internal fatigue cracks at high tempera-
ture, in both air and vacuum environments, using X-ray microtomography.
7.3 Material and Experimental Procedures
7.3.1 Fatigue Testing
As stated in Section 4.2.3, the cylindrical fatigue specimens tested during this work were machined
from the rim of IMI 8341 disc material, provided by Rolls-Royce plc. Metallographic samples were
prepared from the cross-section of the threaded ends of a fatigue specimen after failure, well away from
the fracture surface within the gauge length. With reference to Figure 4.5, the near-α alloy is shown to
have a bimodal microstructure, consisting of globular primary alpha grains embedded within a lamellar
transformed beta matrix, comprised of alpha laths. Figures 4.6(b) and (c) provide an engineering
drawing and trimetric view of the LCF test piece, with an overall length of 64.20 mm. A bespoke
vacuum furnace was developed in order to conduct the high temperature fatigue tests, both in air and
under high vacuum conditions (∼10−5 mbar), at 350 ◦C, as shown by Figure 3.13(d). Air and vacuum
samples were tested under the same constant stress amplitude loading conditions in the low cycle
fatigue regime, using a triangular waveform with an R ratio of ∼0.1 (σmax = 770 MPa, σmin = 70 MPa).
Prior to beam time, a number of samples were tested to failure to achieve an estimate for the average
number of cycles to failure, in both air and vacuum environments. Table 7.1 gives the number of cycles
to failure for samples tested at different stress ranges; those samples monitored using tomography
1IMI 834: Ti-5.8Al-4.0Sn-3.5Zr-0.7Nb-0.5Mo-0.35Si-0.06C (wt.%)
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Specimen σmax (MPa) Environment Nf Technique Method
LF016 700 Air 17977 — —
LF008 740 Air 16715 — —
LF026 770 Air 9402 — —
LF015 770 Air 12149 Synchrotron In situ
LF031 770 Vacuum 14372 — —
LF006 770 Vacuum 23204 Laboratory Ex situ
Table 7.1: Low cycle fatigue test parameters and resulting fatigue lives at a stress ratio, R∼ 0.1.
are also highlighted. The aim of the beamline experiment was to tomographically image the crack
initiation phase, and follow the advancing crack throughout the propagation stage of fatigue life. Thus,
to minimise the number of cycles prior to initiation during beam time, samples were previously cycled
oﬄine and brought to the beamline after accumulating various percentages of the estimated lives.
7.3.2 X-ray Microtomography
Sections 3.10.1 and 3.10.2 give a detailed description of the respective synchrotron and laboratory
tomography experiments undertaken in the present chapter. In situ experiments were possible using
synchrotron tomography, but ex situ laboratory-based tomography was utilised after beam time to ac-
quire further data sets to compliment the in situ results. For the ex situ experiments, a compact tensile
rig was developed that could be placed inside a Phoenix X-ray Systems & Services microtomography
instrument. The small rig was able able to apply a constant load to the sample through a scan, holding
the crack open to enable its detection. The tensile crack opening rig for ex situ tomography scans is
shown in Figures 3.14(a) and (b). A detailed explanation of the tensile rig set-up is provided in Section
3.10.2.
Data sets were first reconstructed using software based on a filtered back projection algorithm, before
the data was further processed using the commercially available software, Avizo 7.0 edition. Once
3D volumes were generated from manually thresholded 2D slices, principal component analysis was
performed in MATLAB to calculate crack lengths [191]. A full explanation of the image processing
procedures is provided in Section 3.10.3. Uncertainty in crack length measurements is a function of
the resolution, and thus is greater for the laboratory scans compared to the synchrotron data. Based
on detection of a bright-dark-bright voxel feature, the estimated nominal uncertainty of a voxel of size
N microns is 3N . In the context of the present study, further sources of error may have arisen from
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manual thresholding of both synchrotron and laboratory data sets, as well as inconsistencies of crack
opening displacement during scans, particularly between data sets obtained from the synchrotron vs.
the laboratory.
7.4 Results
7.4.1 Mechanical Testing
The monotonic stress-strain curve to failure at 350 ◦C in air is shown in Figure 7.1(a). The specimen
used for this tensile test was the same as those used for fatigue tests, as shown in Figure 4.6(b).
The 0.2% offset proof stress (σ0.2) at 350
◦C was approximately 660 MPa, with an associated failure
stress of 795 MPa (σF ). During the high-temperature tensile test, strain was measured using a high-
temperature ceramic clip-on extensometer. Figure 7.1(b) and (c) show the cyclic stress-strain curves
for air and vacuum samples (LF015 and LF006 respectively). Initially, fatigue tests were undertaken
using various stress ranges, with σmax between 700–770 MPa (Table 7.1). The R ratio was ∼ 0.1. Since
cracks were required to initiate naturally during the beamline experiment, a fatigue life (NF ) of circa
10,000 cycles was desired from tests in air. This was achieved using a stress range of 70–770 MPa; refer
to specimen LF026 in Table 7.1. The same loading conditions were applied (for consistency) during
the vacuum tests.
The utilisation of a maximum stress of 770 MPa resulted in macroscopic plasticity, giving low cycle
Figure 7.1: Mechanical testing data: (a) Tensile curve at 350 ◦C in air, strain measured using high-temperature
clip-on extensometer; (b) Stress-strain curves in air for cycles 1 and 5000 (LF015); (c) Stress-strain curves in vacuum
for cycles 1 and 5000 (LF006).
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fatigue behaviour and a life on the order of 104 cycles. This impressive LCF performance is also found
for operating temperatures at the rim on the order of 600◦C; e.g. at 550◦C where the yield stress is
∼ 550 MPa an LCF life of 104 cycles is obtained with a stress of 665 MPa [192].
Figure 7.1(b) shows cyclic data for cycles 1 and 5000 in both air and vacuum environments. Cyclic
strain accumulation was observed between cycle 1 and 5000 in both air (max 4.4-4.8%) and vacuum
(max 1.9-2.2%). It is clear the the overall levels of strain experienced in air were more than twice
those experienced in vacuum, under the same applied stress range and temperature. However, the
strain accumulation per cycle was very similar, 0.7% in air and 0.6% in vacuum. Finally, only minimal
hysteresis is observed during cycle 1, with almost fully reversed strain apparent in cycle 5000, consistent
across both environments. The observed plastic strain is also evident (post-failure) from the reduced
diameter of the specimen gauge cross-section.
7.4.2 Fatigue at 350 ◦C in air
In the present study, two samples were monitored during fatigue crack initiation and propagation, using
X-ray microtomography. The first specimen, LF015, was fatigued in air to 9000 cycles oﬄine and then
monitored in situ using synchrotron tomography. The first fatigue crack to initiate was feature 5 (Table
7.2); it was detected at 9217 cycles and monitored for > 2500 cycles as the crack propagated in fatigue
from the detection limit (∼ 5µm) to more than 500µm in length. The sample failed after 12149 cycles
when feature 5 reached a critical length. Figure 7.2 shows the measured crack size data for feature 5
plotted against the number of cycles. As shown in Figure 3.15(b), the major data (2c) corresponds to
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Figure 7.2: LF015 air data for surface feature 5: (a) Crack growth curves; (b) Ratio of parameter a to c.
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Feature ID Description
Crack Size (±5µm)
2c a
1 Surface 258 167
2 Surface 248 115
3 Surface 158 97
4 Surface 266 136
5* Surface 557 271
6 Surface 133 96
7 Surface 155 115
8 Surface 370 138
9 Surface 235 144
10 Surface 203 147
Table 7.2: Crack sizes for air sample LF015 after 11914 fatigue cycles, where 2c =surface length and a =depth.
Features 1 to 10 from top to bottom of gauge length; refer to Figure 7.3 (* indicates to the initiating feature resulting
in final failure).
the surface crack length and the minor data (a) to the crack depth.
A power law fit was calculated for both the major and minor data sets shown in Figure 7.2(a). By
integrating the Paris Law and comparing against the fitted data, power values ofm were estimated as 1.8
and 1.6 for the major and minor data respectively. The gradient of each curve is shown to increase with
number of cycles, demonstrating an increase in crack growth increment per cycle (increasing FCGR).
Figure 7.2(b) shows the evolution of the crack shape ratio a/c. Geometrically, for a semi-circular crack,
c = a; Figure 3.15(b) and (c). With reference to Figure 7.2(b) it is shown that this surface breaking
air crack conformed to this criterion between 11000 and 12000 cycles (a/c ∼ 1). This increment of
crack growth also corresponds to the longest cracks and highest growth rates. During slower growth
(< 10500 cycles), the ratio was closer to 1.8, equivalent to a narrower aspect ratio morphology.
The synchrotron tomography experiment was optimised for image resolution (1.3µm), which meant ac-
cepting a compromise regarding the vertical field of view (2.8mm). Scanning the entire specimen gauge
(15 mm) was inefficient regarding the strict time constraints imposed during beamline experiments.
Thus, only the dominant crack was monitored in situ once it had been identified. Following beam time,
the entire gauge length of air sample LF015 was scanned ex situ using the laboratory source. Table
7.2 shows the crack parameters for each of the 10 features resolved within the air specimen after 11914
cycles. Although feature 5 is clearly the dominant and largest defect, the sample did contain many
other surface connected defects of significant size (100–370µm). At this stage of the specimen life no
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Figure 7.3: LF015 air sample: demonstrating the po-
sition of all features throughout the gauge of the sample
after 11914 cycles (235 cycles before failure).
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Figure 7.4: LF006 vacuum sample: demonstrating the
position of all features throughout the gauge of the sam-
ple after 22726 cycles (478 cycles before failure).
internal cracks were observed. The longitudinal (a) and cross-sectional (b) position of each feature
within the specimen gauge volume is represented schematically in Figure 7.3. Although the features
appear to be clustered on one side of the specimen, which may indicate sample mis-alignment, a more
uniform feature distribution was evident in sample LF006, tested in vacuum; refer to Figure 7.4.
Figure 7.5 shows the reconstructed volumes of the surface breaking crack (feature 5), tested and mon-
itored in air in situ. Between cycles 9217 and 10564 the crack did not appear to undergo substantial
development. This corresponds to the low FCGR observed with reference to Figure 7.2 over the same
cyclic range. At 11914 cycles, the geometry of the feature clearly demonstrates the 1:1 a/c ratio as
observed from Figure 7.2. Feature 5 was monitored in situ until 11914 cycles, before cycling to failure
oﬄine (Nf = 12149). Figure 7.6(a) provides an overview of the fracture surface, demonstrating the
position of the initiation site ( – feature 5), an area of fatigue striations ( - e) and a fatigue crack
origin initiated just beneath the specimen surface (4 - f). Feature 5 was always observed to be surface-
connected during the tomography experiment, and this is reiterated by the surface connected initiating
facet observed at the primary fatigue crack origin; Figure 7.6(b). It is unclear whether the secondary
initiation site observed fractographically (f), can be related to any of the other cracks observed by X-ray
tomography, since it appears to have initiated subsurface, before growing to connect to the surface prior
to detection.
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Figure 7.5: Air tested sample LF015 - 3D volumes of the largest fatigue crack (surface breaking feature 5), projected
in the x–y plane, that resulted in specimen failure at 12149 cycles.
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Figure 7.6: Fractography of air tested sample LF015: (a) overview of the fracture surface (feature 5); (b) origin; (c)
initiating facet; (d) secondary crack emanating from initiating facet; (e) striations within the fatigue crack propagation
zone (dotted) at 395µm from the origin; (f) subsurface secondary initiation site; (g) subsurface initiating facet; (h)
microvoids distributed across the remainder of the fracture surface outside the fatigue crack initiation/propagation
zone.
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The striated region of the crack (a = 395µm) was just larger than the crack measured by X-ray to-
mography only 235 cycles prior to failure. Therefore the microvoid coalescence region corresponds to
the final failure. With reference to Figure 7.6(h) there is evidence to suggest the voids were crystal-
lographic in nature, since the band of voids shown in (h) appear to have association with the width
of the transformed lamellar microstructure. Similarly, the initiating facet shown in (b) and (c) has
dimensions equivalent to those of the primary alpha grains.
7.4.3 Fatigue at 350 ◦C in vacuum
The second specimen monitored during this study is denoted sample LF006. This specimen was fatigued
in vacuum to 12000 cycles, which was estimated from sample LF031 to be ∼85% of the total life; refer
to Table 7.1. As for air sample LF015, sample LF006 was (initially) monitored in situ using synchrotron
tomography. However, after cycling in situ for more than 6500 cycles without promoting fatigue crack
initiation, beamline time constraints required that work was continued ex situ, using laboratory based
X-ray tomography instrumentation. This involved fatigue cycling in vacuum at 350 ◦C before scanning
in the laboratory CT-unit in room temperature air under tension (∼ 3 kN); see Figure 3.14. A drawback
was that the resolution was reduced from 1.3µm (synchrotron) to 5.0µm in the laboratory. However,
a positive consequence was the ability to scan the complete sample gauge length, so as to monitor the
growth of all cracks within the volume.
The first feature was not detected until 19726 cycles, but unlike air sample LF015, multiple features
were detected. Further, a number of the features had initiated internally and had remained disconnected
from the specimen surface. Since all samples were manufactured from aerospace-grade titanium and pre-
scanned at zero cycles, it is considered highly improbable the internal features have initiated from melt
defects/inclusions or internal pores. The complete gauge length of sample LF006 was monitored ex situ
for a further 3000 cycles, with additional features identified at each scanning interval. Table 7.3 provides
the crack parameters for all features resolved within the vacuum specimen at each scan. The longitudinal
(a) and cross-sectional (b) position of each feature within the specimen gauge volume is represented
schematically in Figure 7.4. Unlike air sample LF015, the features are distributed throughout the
cross-section and a number of internal features were observed to have initiated well below the specimen
surface. Another contrast to air sample LF015 is observed from the crack parameters demonstrated in
Table 7.3. The values presented suggest that the majority of the surface and internal features in LF006
underwent only minimal growth, with only 6 out of 24 features growing to beyond 200µm. Therefore
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Feature ID Description
Crack Size (±15µm)
18726 cycles 19726 cycles 20726 cycles 21726 cycles 22726 cycles
2c a 2c a 2c a 2c a 2c a
1 Subsurface — — — — — — — — 97 54
2 Subsurface — — 65 62 68 65 60 54 72 66
3 Surface — — — — — — — — 96 57
4 Surface — — — — — — 64 50 114 85
5 Surface — — — — — — — — 77 55
6 Subsurface — — — — — — 70 54 85 64
7 Surface — — — — — — 47 20 108 62
8 Surface — — — — — — 43 22 133 129
9 Subsurface — — — — — — 35 22 84 61
10 Surface — — 107 56 125 95 133 56 187 107
11 Subsurface — — 62 31 73 57 68 37 86 64
12 Surface — — 145 147 158 126 175 136 336 262
13 Surface — — 109 79 134 93 110 79 284 207
14 Subsurface — — — — — — 66 34 90 66
15 Subsurface — — — — — — — — 101 42
16 Surface — — — — — — — — 91 63
17 Subsurface — — — — 94 59 118 73 131 82
18 Surface — — 130 93 152 99 151 95 245 149
19 Surface — — 61 60 98 59 86 62 204 107
20 Surface — — — — — — — — 134 123
21 Subsurface — — — — — — — — 92 52
22* Surface — — 158 138 162 127 159 135 379 257
23* Surface — — 161 101 165 109 149 111 404 305
24 Subsurface — — 93 55 78 48 75 69 104 80
Table 7.3: Crack sizes for vacuum sample LF006, where 2c =surface length and a =depth. Features 1 to 24 from
top to bottom of gauge length; refer to Figure 7.4 (* indicates to the initiating features resulting in final failure).
it appears that compared to fatigue in air, cycling in a vacuum environment results in an increased
number of initiating cracks but less propagation of non-dominant features.
Features 22 and 23 are highlighted within Table 7.3, since they were the dominant (surface) fatigue
cracks, whose growth cumulatively resulted in the final failure of the specimen. Figure 7.7 shows the
measured crack size data for features 22 and 23 plotted against the number of cycles. The quantity
of data gathered for vacuum sample LF006 was far less extensive than desired, and was an indirect
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Figure 7.7: LF006 vacuum crack growth data: (a,c) surface feature 22 and (b,d) surface feature 23, (a-b) crack sizes
and (c-d) crack aspect ratios.
shortcoming of the labour intensive ex situ data acquisition method. As for air sample LF015, a power
law fit was calculated for both the major and minor data sets. Power values of m were estimated as
1.8 and 1.6 for the major and minor data for feature 22 and 1.8 in both instances for feature 23. With
so few data points, the curve fit is poor and does not provide much additional insight, however it can
be observed that for both features, each crack appeared to be dormant from 19726–21726 cycles but
propagated from 100µm to > 350µm in the final 1000 monitored cycles. The sample failed during the
next increment of oﬄine fatigue loading; Nf = 23204 cycles. Figures 7.7(c) and (d) provide the crack
parameter ratios for features 22 and 23, respectively. Feature 22 exhibits a similar trend to LF015,
with the a/c ratio decreasing with number of cycles, but did not reach a 1:1 aspect ratio. By contrast,
feature 23 shows a gradual incline from 1.2 to 1.5.
Figure 7.8 shows the reconstructed volumes of the vacuum surface breaking cracks monitored ex situ
(features 22 and 23). The trends observed in Figure 7.7 are also clearly illustrated in the reconstructions
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Figure 7.8: Vacuum sample LF006 - 3D volumes of the largest growing fatigue cracks that resulted in specimen
failure at 23204 cycles: (a) Feature 22; (b) Feature 23.
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Figure 7.9: Fractography of vacuum sample LF006: (a) overview of fracture surface - dotted lines represent primary
fatigue initiation sites (features 22 and 23); (b) feature 23 origin; (c) feature 22 origin; (d) striations within fatigue crack
propagation zone of feature 23 at 320µm from the origin; (e) subsurface initiating facet surrounded by microvoids;
(f) subsurface facet dimensions of the order of globular primary α grains; (g) structure evident on the surface of the
subsurface facet; (h) microvoids distributed across the remainder of the fracture surface outside the fatigue crack
initiation/propagation zone.
172 Characterisation of Internal and Surface Connected Cracks using Tomography
shown in Figure 7.8. For feature 22, Figure 7.8(a), the crack appeared to propagate only between 21726
and 22726 cycles. This was also the case for feature 23, Figure 7.8(b). The observed morphology of
each of the features also suggests that the propagated cracks possessed a semi-elliptical shape, rather
than semi-circular, thus reiterating the findings of Figures 7.7(c) and (d). The ex situ nature of the
crack growth measurements for the vacuum sample led to larger cycle block increments between scans,
than for the in situ measurements on the beamline.
After scanning at N = 22726 cycles the next increment of fatigue loading was applied; the sample failed
after an additional 478 cycles (Nf = 23204 cycles). Figure 7.9 provides an overview of the fracture
surface of vacuum sample LF006, with areas corresponding to features 22 and 23 demonstrated by
the white dashed border; Figure 7.9(a). Particularly for the larger initiation site (feature 23), the
semi-elliptical morphology of the crack remained during final propagation to failure. As for air sample
LF015, both surface vacuum fatigue origins were observed as clusters of facets, each of a length scale
equivalent to globular primary alpha grains; Figure 7.9(b) and (c). Striations were resolved as the
crack extended, as shown by Figure 7.9(d), the location of which is denoted by the square symbol in
Figure 7.9(a).
With reference to Table 7.3, it is evident that a significant number of internal cracks were also resolved
within vacuum sample LF006, using laboratory X-ray tomography. Figure 7.10 shows the reconstructed
volume of internal feature 17 from the x-y cross-section perspective (left) and the z-y longitudinal
perspective (right). The dimensions of the volume demonstrated in Figure 7.10 are equivalent to
those of a globular primary alpha grain in the IMI 834 microstructure, as was the case for the surface
initiation facet origins in air and vacuum. Figure 7.11(a) shows the measured crack size data for feature
17 plotted against the number of cycles; this internal crack was resolved after 20726 cycles. Considering
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Figure 7.10: Vacuum sample LF006 - 3D volumes of a subsurface fatigue crack (feature 17) at 22726 cycles.
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Figure 7.11: LF006 vacuum crack growth data: (a) Subsurface feature 17; (b) Ratio of parameter a to c.
the y-axis scale, it is apparent that the subsurface feature did not undergo rapid propagation during
the monitored period, growing by only 20–30µm along the major and minor directions (within the
uncertainty range). The accelerated growth occurring in the final 1000 monitored cycles for features 22
and 23 was not observed for this, or any, internal feature. As for the dominant features 22 and 23, the
power fit should be considered an estimate, with a value m = 1.4 found for both the major and minor
crack axes. It should be noted that for internal cracks (assuming a platelet shape) 2c is taken as the
major length and a as the total minor length; i.e. parameter a is the short diameter (not radius) of an
elliptical geometry. Figure 7.11(b) indicates a consistent a/c ratio, which remains largely unchanged
for the duration of the monitored cycles, suggesting a roughly elliptical platelet shape was maintained
throughout growth.
For air sample LF015, it was previously stated that beyond the semi-circular fatigue initiation/propagation
site, the remainder of the fracture surface was observed to have formed by microvoid coalescence. This
observation was consistent for vacuum sample LF006 apart from a few disparities where facet-like fea-
tures were observed amongst the microvoids; Figure 7.9(e)–(h). Considering the size of the feature
displayed in 7.9(e) and (f) it is unlikely to have revealed one of the many dormant internal defects pre-
viously resolved from X-ray tomography. Instead it is suggested that the feature initiated from an area
of microstructural weakness (globular primary alpha grain) during the final fatigue loading increment
prior to failure. The features observed on the surface of the internal facet (Figure 7.9(g)) also suggest
the feature to have formed during more than one loading cycle.
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7.4.4 Fatigue propagation rates
Figure 7.6(e) shows fatigue striations that formed in air at 395µm from the fatigue crack origin in
sample LF015. The striation spacing was averaged over 10 features, with the growth increment esti-
mated at 1.1µm per striation. This was compared against the growth data acquired from synchrotron
tomography by estimating the FCGR at the same crack size from the major (2c parameter data) curve
in Figure 7.2. At a surface crack length of 395µm the FCGR was calculated as 305 nm cycle−1. This
indicates that there was not a 1:1 relationship between cycles and striation formation in this case.
Figure 7.9(d) shows fatigue striations that formed in vacuum at 320µm from the fatigue crack origin;
sample LF006, feature 23. As for the air sample, the spacing was estimated from taking an average
across 10 striations; in a vacuum environment, the growth increment was ∼ 190 nm, compared to 1.1µm
per striation in air. This was compared against the (limited) growth data acquired from the lab-source
X-ray tomography; Figure 7.7(b) major (c) curve at 320µm. The FCGR in vacuum was calculated as
131 nm cycle−1, which is in closer agreement. Therefore, for surface-breaking vacuum cracks, striation
formation appears to be more regular than in air, at least in the present case.
Fatigue crack growth rates were also compared at the same surface crack length of 200µm for air (LF015
feature 5) and vacuum (LF006 feature 23) environments. A crack length of 200µm corresponded to
86% and 92% of the total fatigue life for the air and vacuum samples, respectively. As would be
expected, at an equivalent crack size, the FCGR was higher in air than vacuum; 145 compared to
91 nm cycle−1.
7.5 Discussion
7.5.1 Synchrotron vs. laboratory source tomography
Air sample LF015 was monitored in situ using synchrotron tomography. Due to time constraints on
the beamline, only the primary fatigue crack was monitored in situ. Following beam time, the entire
gauge length (15 mm) of the specimen was scanned ex situ using a laboratory tomography source; data
for feature 5 was therefore captured using both imaging techniques. These data sets were processed as
per the method described in Section 3.10.3; upon analysis it was determined that parameters 2c and
a were calculated to be 556µm and 286µm from the synchrotron and 557µm and 271µm from the
laboratory source. The variation between the two data sets is minimal, and remains within the nominal
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uncertainty (±3 voxels). For this reason, data acquired from either source is considered equivalent and
consistent, and thus results are directly comparable. The decision to utilise the synchrotron over the
laboratory X-ray source (or vice-versa), will be determined by the priority placed on the data, whether
that be with regards to resolution, or flexible availability of equipment, etc.
7.5.2 Initiation and propagation
The improved fatigue life of metals in vacuum was initially identified during the 1960s. An increased
fatigue limit was observed for titanium alloys tested at pressures below 10−6 mbar, compared with
laboratory air conditions [91]. However, it remains unclear as to whether the reduced fatigue performance
in high temperature air environments is a consequence of deleterious effects upon the initiation or
propagation phases specifically, or a combination of both. In the present work two cylindrical IMI
834 specimens were tested at 350 ◦C using identical fatigue loading conditions; the only disparity in
the testing condition was the operating environment - LF015 was tested in air, LF006 in vacuum
(< 10−6 mbar). A number of observations can be made.
X-ray microtomography enabled three-dimensional observation of the fatigue crack initiation process.
Crack initiation is defined as the initiation of the first resolved feature within the sample (after growth
exceeds the detection limit). Examination of air sample LF015 demonstrated initiation after 9217
cycles, equivalent to 76% of the total fatigue life whereas vacuum sample LF006 initiated a fatigue
crack after 19726 cycles, equivalent to 85% of the total life; the difference in propagation life was
small (2932 vs. 3478 cycles). These observations provide evidence to suggest that improved fatigue life
(∼ 12000 to 23000 cycles) is mostly related to delayed crack initiation in vacuum, which is consistent
with findings from Demulsant and Mendez [91] and Sugano et al. [225].
From post-mortem examination of the fractographic surface, facet-like features of the length scale of
globular primary alpha grains were identified at the origins of air and vacuum fracture surfaces, and at
internal features. Therefore a picture emerges that the weakest locations in the microstructure are the
globular primary α grains. However, in the high-life vacuum cracking situation, these crack initiation
sites do not necessarily grow - crack initiation and growth is always preferred at a surface, preferably
one where air is available. Therefore profuse subsurface cracking is observed in the vacuum sample,
but they hardly grow.
FCGRs in air and vacuum were compared at a crack length of 200µm, in air and vacuum. It was
demonstrated that the growth rate in air was (1.6 times) higher than at an equivalent crack size in
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vacuum; consistent with existing literature on the subject [93,98,225]. Further, information extracted
from examination of the fracture surface was compared to tomographic observations; from the present
findings the elucidation of striation formation per fatigue cycle was confirmed for a vacuum environment
but refuted for an air environment (in the LCF regime). Ritchie et al. demonstrate that this hypothesis
completely breaks down in the high cycle fatigue regime, since they determined that 40000 cycles was
required to produce one fatigue striation [60].
Hydrogen (from water vapour) and oxygen are considered aggressive species and are damaging to
titanium at elevated temperatures [91,226]. The increased fatigue strength and reduced FCGR in vacuum
is often attributed to the absence of a chemisorbed oxide film on newly generate crack surfaces [226]. In
air, active gases have easy access to exposed titanium at the crack tip, particularly at the maximum
crack tip opening displacement [88]. As the surface oxide builds up, the adherent oxide layer restricts
slip reversibility upon load reversal [57] leading to reduced plasticity. In vacuum the newly exposed crack
tip can be kept comparatively clean; absence of oxide debris leads to fully reversed slip (often enhanced
by internal heating), increased plasticity, crack tip blunting and a lower FCGR [225,227].
7.5.3 Internal Cracking
Titanium alloys are known to be susceptible to internal fatigue cracking (subsurface crack initiation)
at high temperatures in both air and vacuum environments [228]. Internal fatigue origins are most
commonly associated with HCF loading, but internal LCF cracks have also been documented [91,93].
Subsurface fatigue cracks are considered to exist in a vacuum environment, since they are not in
contact with the external atmosphere and are thus not exposed to gas adsorption [229]. Demulsant and
Mendez suggest that internal crack initiation is in competition with surface damage, which would be
affected by both environment and stress. It is proposed that internal damage is more likely to lead to
internally initiated failure at low applied stresses or in an inert atmosphere [91]. Of course the likelihood
for internal initiation increases further by the application of surface compressive residual stresses (laser
shock peening).
Observations from the present work demonstrate that under equivalent loading conditions fatigue in
air demonstrated primarily surface connected initiations sites, whereas a combination of internal and
surface connected origins were observed after testing in vacuum, in agreement with work by Demulsant
and Mendez [91]. Further, the surface connected features in the air environment all propagated during
fatigue cycling, whereas several of the surface and internal origins in the vacuum environment appear to
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become periodically retarded during the propagation phase (Features 22 and 23), whilst other features
once initiated did not undergo propagation. It is also clear that a surface-connected crack growing in
vacuum conditions grows faster than a subsurface crack. Sinha and Larsen [93] consider the vacuum
levels needed to simulate internal fatigue crack growth. They demonstrated that even the most state-
of-the-art vacuum pumps are orders of magnitude away from truly simulating internal fatigue cracking
in titanium alloys [93]. During the present work, a vacuum on the order of 10−5–10−6 mbar was achieved
from a commercially available turbo pump, and an in-house bespoke built vacuum furnace. Although
many internal cracks initiated within the vacuum tested sample (LF006), it was two surface cracks that
caused final specimen failure, which may imply agreement with Sinha, on the basis that such vacuum
pressures do not truly simulate internal cracking [93].
This point is important, as many titanium components are now surface treated to introduce compressive
surface residual stresses, promoting subsurface crack initiation. This work implies that laboratory fa-
tigue crack growth tests in vacuum are not strictly comparable to the conditions obtained for subsurface
fatigue crack growth.
7.5.4 Crack shape evolution
The present work concerns short crack observations, where crack lengths range from < 100µm to
∼ 500µm. During this study several observations were made regarding the evolution of the crack shape
with increasing fatigue cycles, for surface connected and internal cracks in air and vacuum atmospheres.
During earlier stages of crack growth in air, the a/c ratio was ∼ 2 : 1, demonstrating a similar growth
rate at the specimen interior (parameter a) compared to the surface (parameter 2c) of the specimen. At
larger crack sizes and elevated FCGRs, the a/c ratio decreased towards 1:1 (∼ 12000 cycles) indicating
the driving force for crack growth was promoted at the specimen surface, 2c, in contact with the external
environment. Since the 1970s it has been accepted that FCGRs are influenced both by the conditions
ahead of the advancing crack, as well as by effects from previously deformed material in the crack wake.
The effect of crack closure increases with crack length, as the envelope of prior plastic zones develops
with each crack increment [230].
Significant crack closure effects could arise as a result of the low R ratio (0.1) used during this study,
by repeated crack face contact [57]. Roughness induced crack closure is considered the primary closure
mechanism in titanium alloys [60]; Prasad et al. consider that the chemisorbed oxide scale will further
enhance roughness induced crack closure, particularly for smaller crack sizes [231]. The inference is
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that the transition from a/c = 2 to a/c = 1 as the crack extends is due to the increased effect of
crack closure with crack length; i.e. less closure at the crack surface. As the crack propagates into the
specimen interior during tests in air, it is suggested that the effective closure increases, also experiencing
a mismatch in crack face asperities with build up of oxidation product [78], eventually reducing the
internal FCGR and resulting in a semi-circular crack (a/c = 1).
Figure 7.12(a) shows an x−z section through the primary surface-connected air-initiating fatigue crack
in LF015. Image (a) was captured from a synchrotron source with a resolution of 1.3µm, and looks to
be crystallographic in appearance and has undergone extensive crack branching. There is also evidence
of small secondary cracks, presumably formed ahead of the crack tip, which have since linked up with
the main crack as this primary crack has propagated. Birosca et al. [169] deduce that in α/β alloy Ti-
6246, crack bifurcation occurs from interaction of the crack tip with the microstructure; i.e. diverting
the crack at prior beta grain boundaries. We expect this is also the case for the duplex microstructure
near-alpha alloy IMI 834 used in the current study. Here, high misorientations between the α lamellae
are likely to cause crack path diversion and undulation as seen in Figure 7.12(a) [169]. Effective crack
closure is also considered to increase with further crack deflection during propagation [91], specifically
for short cracks where the deflection is comparable to the crack opening displacement [73].
Figures 7.12(b-c) show x− z sections through the specimen tested in vacuum (LF006), for the primary
surface connected fatigue cracks, and an example of an internally initiating fatigue crack. The drawback
of laboratory source data acquisition is demonstrated by (b) and (c) in terms of the reduced resolution;
however it remains possible to observe crack deviation of the primary surface connected vacuum crack
(b). Figure 7.12(c) displays a 2D section of a short internal crack (Feature 17 LF006).
100 µm
100 µm 100 µm
Figure 7.12: x − z slices with z=loading direction – (a) synchrotron data, (b) and (c) laboratory data: (a) Air
sample (LF015) surface feature 5 at N=11,914; (b) Vacuum sample (LF006) surface feature 23 at N=22,726; (c)
Vacuum sample (LF006) subsurface feature 17 at N=22,726.
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7.6 Conclusions
This work represents a first attempt at the three-dimensional characterisation of naturally initiated
surface connected and internal fatigue cracks, in air and vacuum environments at elevated temperatures.
The following conclusions can be drawn:
1. X-ray microtomography has the capability to detect internal fatigue cracks and follow their evo-
lution, which will promote increased understanding of the micromechanisms of internal fatigue
cracking, rather than relying on data from surface-connected fatigue crack growth in a laboratory
vacuum.
2. In all instances (air/vacuum and surface/internal), the mechanism of crack initiation on the
fracture surface was by facet formation, on the scale of globular primary alpha grain size (15-
50µm diameter).
3. The fatigue life was longer in vacuum than air and at the same crack size the fatigue crack growth
rate was higher in air than vacuum.
4. In air, the initiation life was 9217 cycles, equivalent to 76% of the total life (Nf = 12149),
whereas in vacuum initiation occurred after 19726 cycles, equivalent to 85% of the total fatigue
life (Nf = 23204).
5. The improved fatigue response in vacuum arose mostly from delayed initiation, but also from
slower propagation of fatigue cracks in a vacuum environment.
6. In air, when σmax > σy (LCF regime) several surface fatigue cracks initiated, which all propagated
during fatigue cycling.
7. LCF loading in vacuum resulted in the formation of many internal and surface-connected cracks.
Only a few of these propagated, which were all surface-connected.
8. The crack shape evolved towards a semi-circular shape a/c = 1 in air during fatigue crack growth,
whilst the surface-connected vacuum cracks remained semi-elliptical (a/c ' 1.4). This suggests
that oxide-induced crack closure plays a role in fatigue crack growth in air.
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Chapter 8
Conclusions and Further Work
The following chapter will summarise the conclusions that have been drawn from the three research
chapters in this study. The conclusions will be followed by suggestions for further research.
8.1 Conclusions
Rolls-Royce experienced premature cracking of a titanium high-pressure compressor disc in a full-scale
component simulation test (“spinning rig”), which, along with other investigations, led to the instigation
of this PhD programme. Since commencing the PhD, a number of these blue spot origins have been
observed on low cycle fatigue specimens tested at 450 ◦C. Determining the formation mechanism of the
blue coloured fatigue crack origin formed the basis of Chapter 5; investigations were also undertaken
to establish the effect of the feature on low cycle fatigue performance and to determine if the formation
mechanism could operate under in-service flight conditions.
In most cases, titanium alloys are highly corrosion resistant, due to their adherent and re-passivating
oxide scale. One of the original attractions of using titanium alloys for aerospace gas turbine components
was to exploit their supposed immunity to corrosion-enhanced fatigue; however this was soon found
to be an erroneous assumption. The research undertaken in Chapter 5 concluded that the previously
unexplained “blue spot” phenomenon resulted from hot salt stress corrosion cracking in the presence of
small deposits of NaCl contamination, when exposed to elevated temperatures. Results from Chapter
5 are associated with one specimen only, for clarity (ID: U7-086); the results from the first observed
blue spot on a compressor test component are given in Appendix D.2.
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A number of advanced microscopy techniques were utilised during this study. Initially, the Ti-6246
fracture surface was examined using high resolution secondary electron imaging in a field emission gun
scanning electron microscope. Alpha plates could be observed on the fracture surface in the region
of the blue spot, and had a cleaved appearance; further, a nodular corrosion product on the fracture
surface close to the crack initiation site partially obscured the underlying microstructure and implied
an environmentally assisted cracking mechanism. Qualitative SEM-based EDX was undertaken on the
fracture surface and showed the blue coloured crack origin to be associated with trace Cl and an oxide
layer. Electron transparent site-specific foils prepared using FIB milling were removed from the blue
spot origin. TEM and high-resolution STEM-EDX analysis re-affirmed the trace Cl observed from bulk
EDX; the oxide layer within the blue spot was observed to be of the order of 200 nm thick (compared
to 30 nm beyond the blue spot). The TiO2 later was determined to have the composition of TiO2. A
shallow, rough, eroded region was observed on the adjacent surface and was found to contain Na and
Cl by FIB-SIMS. It was hence concluded that the crack origin was consistent with a hypothesis of hot
salt stress corrosion cracking.
The proposed mechanism involves the formation of HCl from a reaction with the NaCl deposit, which
reacted with the exposed titanium alloy at the crack tip, generating monatomic hydrogen. It was
suggested that the hydrogen is adsorbed, subsequently diffusing and concentrating ahead of the crack,
embrittling the alloy and leading to cracking at stress levels below the bulk fracture toughness. Titanium
chlorides are formed from the same reaction and it is proposed that the volatile TiCl4 molecules move
towards the crack mouth to be hydrolysed, initiating a cycle leading to a regenerating supply of HCl
at the crack mouth, and thus of hydrogen into the titanium lattice. The transition from HSSCC to
conventional low cycle fatigue crack growth was explained with reference to the competing reactions
of hydrogen charging vs. hydrogen diffusion, implying insufficient embrittlement as the cause for the
observed transition. Specifically, in this particular case, the salt deposit was considered to be finite,
and with production of volatile titanium chlorides, losses can be expected. It was also suggested that as
the crack extends, further crack branching will occur, increasing the crack front area and consequently
reducing the concentration of HCl (and H charging) at any given point on the crack front. Furthermore,
when the local hydrogen concentration is insufficient to cause further cracking, a TiO2 reaction product
is thought to block the crack mouth and prevent the looping reaction.
Finally, a rationale for the non-observation of HSSCC in service components is proposed with con-
sideration to differences in pressures in operating gas turbines (high) compared to laboratory tested
specimens (atmospheric) and spinning rig tests (partial vacuum). It was suggested that the high pres-
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sure experienced during flights promotes a reaction of the titanium alloy chlorides with oxygen, as
opposed to water vapour, thus reducing the regeneration of HCl and the rate of hydrogen charging.
These observations of hydrogen embrittlement were thought to be consistent with the hydrogen en-
hanced localised plasticity mechanism, however an explanation of the HELP mechanism operating in a
naturally initiated SCC situation was not presented. Further investigations on this subject were under-
taken in Chapter 6, where the dislocations underlying the blue spot were examined and compared to
the low cycle fatigue situation, to determine if a change in dislocation mechanism is observable.
As for Chapter 5, thin specimens (∼ 180 nm) were prepared by FIB milling; two foils were lifted from
a blue spot HSSCC initiated origin, one foil was taken from an area of conventional low cycle fatigue
crack growth, approximately 600µm beyond the blue spot origin and a final foil was lifted from the
origin of a conventional low cycle fatigue test specimen. In total, 5 grains were analysed using the g ·b
and g · (b× l) invisibility criterion for screw and edge character dislocations respectively, where g is
the reciprocal lattice vector, b is the Burgers vector and l is the dislocation line vector (edge only).
The analysed grains were of varying orientations and the combination of trace and dislocation contrast
analysis was used to determine the types of dislocations present. It was concluded that hydrogen
embrittled grains do not appear to conform to the predictions made by the normalised Schmid factor
approach.
Birnbaum, Sofronis, Robertson and co-workers have undertaken comprehensive studies using in situ
straining cells in the TEM to investigate the effect of hydrogen on dislocation mobility; these studies
suggest that hydrogen enhances dislocation motion. From the present research, we were able to confirm
that for a natural HSSCC situation, solute hydrogen in the vicinity of the crack tip modified dislocation
behaviour. Further, it was apparent that irrespective of the grain orientation, the dislocation density
is consistently, and significantly, lower in hydrogen embrittled grains compared to those from the
fatigue crack propagation region and LCF origin. The distinct difference in dislocation density between
the HSSCC origin (low) and the LCF origin and crack propagation region (both high) led to the
conclusion that the effect of crack length could be excluded as a contributing factor to this anomaly.
The observation of a lower dislocation density in the hydrogen embrittled grains was rationalised with
reference to the Orowan equation; with acknowledgement of the findings by Birnbaum and co-workers,
it follows that if hydrogen enhances dislocation mobility, then at a given strain rate a reduction in the
mobile dislocation density is implied.
In other work, it has been found that hydrogen in solution increases the macroscopic flow stress,
implying solute hydrogen, presumably by pinning of edge dislocations by hydrogen in the dilation
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region of a dislocation core. However, the hydrogen is small compared to the interstitial site, which
reduces the credibility of this theory. In the present work, an attempt was made to rationalise the
observed flow softening in thin foils at crack tips, with the macroscopic hardening of bulk specimens.
It was proposed that the availability of a free surface at crack tips or when analysing thin foils, plays a
significant role in the contrasting observations in bulk and thin foil specimens. Finally, a term defined
as the critical diffusion length is introduced, and is explained by considering the competitive processes
of hydrogen charging and hydrogen diffusion. This competing reaction determines the maximum depth
beneath the fracture surface that is affected by solute hydrogen, with the low density of dislocations
present in hydrogen embrittled grains restricted to 3µm beneath the fracture surface, compared to the
high density of dislocations in grains fractured by conventional LCF extending throughout the length
of the primary alpha lath.
The final section of research undertaken in this thesis (Chapter 7) was largely unconnected to the work
undertaken in research chapters 5 and 6, but was originally linked to the role of hydrogen in fatigue
cracking situations. The motivation for this final chapter came after considering methods for lifing
critical rotating aeroengine components. Often compressor discs are shot peened to induce surface
compressive residual stresses, which increase the life of the component by promoting subsurface fatigue
crack initiation. A large quantity of data to verify lifing models is accumulated by testing of small fatigue
specimens in a laboratory atmosphere; the high stresses associated with the low cycle fatigue regime
typically lead to surface-connected crack initiation. By definition, internal cracks exist in a very high
vacuum environment, and are difficult to monitor; conventional potential drop techniques commonly
used to monitor growth rates of surface-connected cracks are inapplicable for internal cracks. Therefore,
to mimic internal cracking, surface-breaking fatigue cracks are often monitored in vacuum environments.
The basis of Chapter 7 evolved from considering whether this methodology is conservative; i.e. whether
for a subsurface crack, the internal hydrogen from processing might diffuse to regions of high hydrostatic
stress, possibly forming brittle hydrides, facilitating easy fatigue crack growth.
To investigate the possible differences between internal fatigue cracks and surface connected cracks in
air and vacuum, it was necessary to utilise a single method to monitoring both type of cracks, which
ruled out the potential drop technique. Instead, X-ray microtomography was employed; a bespoke vac-
uum furnace was developed for in situ synchrotron experiments. Previously, X-ray microtromography
has been used to monitor surface breaking cracks, initiated from artificial notches in room temperature
air environments. The work presented in Chapter 7 represents a first attempt at the three-dimensional
characterisation of naturally initiated surface connected and internal fatigue cracks, in air and vac-
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uum environments at elevated temperatures. This research was supported by post-mortem electron
microscopy on the fracture surface. The capability to detect internal fatigue cracks and follow their
evolution has the potential to promote increased understanding of the micromechanisms of internal fa-
tigue cracking, rather than relying on data from surface-connected fatigue crack growth in a laboratory
vacuum.
In all cases, i.e. air/vacuum and surface/internal cracks, the mechanism of crack initiation was observed
as facet formation, on the scale of the globular primary alpha grains. As would be expected, the fatigue
life was found to be longer in vacuum than air, and at the same crack size the fatigue crack growth
rate was higher in air than vacuum. In air, the initiation life was 9217 cycles, equivalent to 76% of
the total life (Nf = 12149), whereas in vacuum initiation occurred after 19726 cycles, equivalent to
85% of the total fatigue life (Nf = 23204). The improved fatigue response in vacuum arose mostly
from delayed initiation, but also from slower propagation of fatigue cracks in a vacuum environment.
Fatigue cycling was undertaken in the low cycle fatigue regime (σmax > σy). Under these conditions,
several surface fatigue cracks were observed to have initiated in air, which all propagated, whereas in
vacuum many internal and surface-connected cracks formed, but only a few of the surface-connected
cracks propagated. X-ray tomography also enabled the evolution of the crack shape to be monitored
throughout growth; in air the crack shape evolved towards a semi-circular shape, whilst the surface
connected vacuum cracks remained semi-elliptical. An oxide induced crack closure mechanism was
inferred to play a role in fatigue crack growth in air.
8.2 Suggestions for Further Work
In Chapter 5, the formation mechanism for the blue spot origin was proposed, and was attributed to
a hot salt stress corrosion cracking mechanism. Suggestions involving air pressure were also given to
account for the non-observation of HSSCC failures in service flights. Since the source of the NaCl was
considered to be finite and was (possibly) attributed to fingerprints, it remains unclear as to why the
blue spot formed in the single location observed. It is possible (as suggested) that the blue spot formed
at the location of a single, pre-existing defect in the normally protective oxide scale. However it is
suggested that further work be undertaken to determine if particular orientations or clusters of aligned
alpha laths are more susceptible to hot salt attack. It is recommended that a number of different
blue spots are sectioned and prepared for EBSD analysis to compare the orientations of the grains
directly beneath the blue spots. Although to date, no in-service failure has been attributed principally
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to HSSCC, as operating conditions of aeroengines continue to become more and more severe (higher
temperatures/stresses/flight duration) it is possible that a threshold preventing failures from service is
exceeded. Titanium alloys remain of high importance in the aerospace industry, but to maintain this
in the future, research may be required into the formulation of a hot-salt corrosion resistant ductile
coating.
During the TEM analysis undertaken in Chapter 6, dislocations in some of the hydrogen embrittled
grains are observed as ribbons under particular imaging conditions, i.e. Figure 6.10 for g01¯12, which
could imply a role of α2 in the mechanism. It is suggested that three-dimensional atom probe tomogra-
phy is employed in conjunction with high resolution TEM, to look for clusters of Ti3Al and superlattice
spots respectively, to determine if hydrogen promotes α2 formation. It is also suggested that a series
of low cycle fatigue tests should be conducted within a deuterium filled environment at elevated tem-
peratures. If the test is stopped prior to failure, the crack can be sectioned and analysed by secondary
ion mass spectrometry, to determine if the deuterium is concentrated at or beyond the crack tip.
Results from a first attempt at the three-dimensional characterisation of naturally initiated surface
connected and internal fatigue cracks in air and vacuum environments at elevated temperatures is
presented in Chapter 7. This investigation was largely a success, however a number of opportunities
have been identified to improve the experimental set-up. The very small diameter specimens (1.5 mm
diameter) were used so as to minimise the X-ray attenuation and optimise the resolution. Glass shot
peening was attempted on a selection of the specimens produced for this study; unfortunately this was
unsuccessful, and instead of pushing fatigue initiation subsurface it instead promoted initiation at the
overlapping dimples, causing premature failure. For this reason, these specimens could not be used
in the test and no primary (dominant) internal cracks were observed. As synchrotron tomography
continues to improve, higher energy X-rays, better detectors, it will be possible to use larger diameter
specimens that may allow successful shot peening.
As with all synchrotron experiments, time was very limited; originally the aim had been to also measure
strain during the experiment, and thus the specimens were designed to accommodate a high temperature
extensometer with a 10 mm gauge length. Eventually the already complex experiment was simplified
slightly so strain was only taken from the cross-head movement. In the future, video extensometry may
be employed. Since, the initiation phase was of interest, the 15 mm specimen gauge length was not
notched, and thus the entire gauge length was monitored duringin situ tomography experiments. The
synchrotron set-up was optimised for resolution which minimised the field of view, vastly increasing
the time to make one complete scan of the gauge length. Until the technique improves further to
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enable use of larger shot peened specimens, it is proposed that waisted specimens are used to ensure
initiation from a known region, without artificial initiation. Reducing time spent on the synchrotron
“finding” the crack, lower stresses could be employed that should assist with promoting more dominant
subsurface initiation sites. Final suggestions for synchrotron experiments could be to adapt the IMI
834 microstructure to encourage growth of larger grains, or instead use another alloy with a coarser
microstructure, which may allow phase contrast tomography to resolve the microstructure and thus
enable the crack path within the microstructure to be observed in situ.
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Appendix A
Hexagonal Vectors Illustrated
The figure on the following page (A.1) shows all the (112¯0) type slip directions of the hexagonal unit
cell.
Four-index hexagonal u v t w (directional) indices may be converted to three-index hexagonal U V W
indices by applying the transformation given in matrix A.1:

U
V
W
 =

2 1 0 0
1 2 0 0
0 0 0 1


u
v
t
w
 (A.1)
Similarly, the four-index hexagonal h k i l (planar) indices may be converted to three-index hexagonal
h k l indices by applying the following transformation:

h
k
l
 =

1 0 0 0
0 1 0 0
0 0 0 1


h
k
i
l
 (A.2)
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Figure A.1: (112¯0) hexagonal unit cell slip directions: (a) Schematic; (b) 4-index hexagonal indices; (c) 3-index
hexagonal indices.
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Slip Systems
a2
a3
c
a1
Figure B.1: Illustrating variants for
〈
1120
〉
type Burgers vectors and corresponding perpendicular line vectors for
edge dislocations on {0001} 〈a〉 basal glide planes.
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Figure B.2: Illustrating variants for
〈
1120
〉
type Burgers vectors and corresponding perpendicular line vectors for
edge dislocations on {1010} 〈a〉 prismatic glide planes.
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Figure B.3: Illustrating variants for
〈
1120
〉
type Burgers vectors and corresponding perpendicular line vectors for
edge dislocations on {1011} 〈a〉 pyramidal glide planes.
207
a1
a2
a3
c
Figure B.4: Illustrating variants for
〈
1123
〉
type Burgers vectors gliding on {1010} 〈c+ a〉 1st order pyramidal
planes.
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Figure B.5: Illustrating variants for
〈
1123
〉
type Burgers vectors and corresponding perpendicular line vectors for
edge dislocations on {1122} 〈c+ a〉 2nd order pyramidal glide planes.
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Appendix C
Vacuum Furnace Design
A bespoke vacuum furnace and loading rig was developed in order to undertake the research reported
in Chapter 7; the initial design drawing for the vacuum furnace is shown in Figure C.1. Due to
the planned synchrotron experiments, a number of constraints were placed on the design, i.e. the
maximum weight permitted on the tomography rotational stage and, crucially, the entrance and exit of
the X-ray beam. After initial designs were amended, CAD drawings were developed and sent to NTE
Vacuum Technology Ltd; this company revised and further amended the design before manufacturing
the furnace. Under optimal testing conditions, vacuum environments of the order of 10−8 mbar were
achieved and maintained.
In Figure C.1 Kapton is labelled as the material for the access window; eventually bespoke quartz
windows were sourced and supplied by Technical Glass Products, Inc. Original ideas included the
option to cool the sample grips with liquid nitrogen in order to allow for cryogenic testing, however
the design was simplified and this feature was removed from subsequent designs. An additional feed-
through was added to the top of the furnace to allow an accurate vacuum gauge to monitor the pressure
inside the furnace, as well as at the vacuum pump. For the heat sources, 80 mm diameter short wave
Omega single tube infrared emitter light bulbs were procured (1500 W, 230 V); these were supplied by
Heraeus Kulzer Ltd, Germany. Bespoke stainless steel vacuum bellows were sourced and manufactured
by BellowsTech, LLC in the United States; these were placed at the top and bottom of the load train,
to allow the actuator to move, and the rig alignment to be adjusted respectively.
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Figure C.1: Preliminary design for the bespoke vacuum furnace used during the research undertaken in Chapter 7.
Appendix D
Blue Spot Data Repeatability
Appendix D shows the repeat data that was acquired through the research presented in Chapter 5. A
number of similar specimens to that analysed in detail during Chapter 5 were investigated using the
same techniques as those in Chapter 5. Data consistent with that discussed in Chapter 5 was acquired
for all specimens tested; the results from one of these additional specimens (ID: U7-091) is provided in
Section D.1.
After optimising all techniques, the original spinning rig component (referred to as ST1) was analysed
to ensure the active mechanism was consistent with the data from the LCF specimens (U7-086 –
Chapter 5, U7-091 – Section D.1). The data acquired from the component was found to be consistent
with the results from the LCF specimens, leading to the conclusion that the same mechanism was
operative during the spinning rig premature cracking scenario and the LCF laboratory tests. A detailed
compilation of the results from ST1 are given in Section D.2.
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D.1 Sample U7-091
O Kα
100µm
50µm
LOM
165µm
166µm
107µm
165µm
166µm
107µm
10µm 30µm
origin
possible initiating feature
100µm
165µm
166µm
107µm
Ti Kα
100µm
30µm
Figure D.1: (a) SEI image of the blue spot - outlined; (b) Structure sensitive growth within the blue spot; (c)
surface feature on the adjacent surface.
1µm
1
2
3
6
5
4
6
Figure D.2: Electron image showing the location of
the TEM–EDX point analyses.
Composition (at.%)
Ti Al Sn Zr Mo O Cl Ga
1 21 3.0 0.3 0.7 0.2 75 0.1 0.2
2 21 2.9 — 0.4 0.01 74 0.1 1.5
3 22 0.5 0.1 0.2 0.2 76 0.1 1.0
4 17 2.5 0.4 0.7 1.7 77 0.2 0.1
5 83 11.1 0.7 1.6 0.4 3.4 — 0.2
6 79 11.1 0.8 1.9 0.2 5.7 — 1.2
Table D.1: TEM-EDX composition data adjacent to
the fracture surface (1-4) as compared to the subsurface
primary alpha laths (5-6).
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Figure D.3: Surface analysis data: (a) Surface profile from the surface feature observed in Figure D.1(c); (b) 16O−
SIMS data; (c) 35Cl− SIMS data; (d) 23Na+ SIMS data; (e) 16O− compared to 35Cl− SIMS data; (f) 23Na+/16O−
compared to 35Cl− SIMS data.
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D.2 Spinning Rig Component Investigation
D.2.1 Light Microscopy
Figure D.4(a) demonstrates a low magnification micrograph of the fatigue crack origin. A faint region
of blue discolouration can be seen seen centrally at the initiating edge. Figure (b) provides a higher
magnification view of the initiation site. Through increased magnification it is possible to see some
evidence of the underlying microstructure on the fracture surface, by way of primary alpha lath struc-
tures. The most significant areas of blue discolouration seem to coincide with the most clear examples
of primary alpha lath structures on the fracture surface. It is also shown that crack initiation has taken
place close to what looks like a prior beta grain boundary, demonstrated by primary alpha laths ar-
ranged in a fern like morphology that continues into the fracture surface away from the initiating edge.
A small feature measuring approximately 20µm in width can be seen on the adjacent (perpendicular)
surface of the component and also connecting to the fracture surface.
200µm 30µm
Figure D.4: Light optical micrographs showing the fracture surface at the fatigue crack origin; figures adapted from
images originally taken by Edward Saunders, Rolls-Royce Bristol.
D.2.2 Secondary Electron Fractography
Since detailed fractographic analysis through all stages of fatigue growth has previously been undertaken
by Edward Saunders (DNS145707), the fatigue crack origin and surrounding areas were the focus of
this study. The white dashed box given in figure D.5(a) demonstrates approximate dimensions of the
“blue spot”, determined from Figure D.4(b). The fern-like feature observed initially through optical
microscopy can be seen much more clearly using secondary electron imaging. Figure D.5(b) illustrates
the fractography within the blue spot. It is clear that areas of the fracture surface displaying evidence of
Spinning Rig Component Investigation 215
20µm30µmAdjoining surface feature
Blue spot outline
6µm
6µm3µm 3µm
Figure D.5: Fractography within the blue spot; 10kV accelerating voltage, 30µm aperture; (a) x1000; (b) x2000;
(c) x5000; (d) x10000; (e) x5000; (f) x10000.
the underlying microstructure are almost entirely confined to within the blue spot region. However, the
top end of the fern-like feature does extend beyond the blue spot origin. Figures D.5(c) and (d) show
increased magnification views of the alpha lath features extending from the spine of the fern-feature
which are assumed to illustrate alpha colonies growing from the grain boundary alpha at the prior beta
grain boundary. In Figure (d) it is even possible to see evidence of secondary alpha laths. Figures (e)
and (f) show the structure sensitive type growth away from fern feature but still within the blue spot.
From the appearance of the laths (criss-cross), it seems as though crack propagation is favourable along
particular alpha orientations.
Figures D.6(a) and (b) illustrate the fracture surface immediately adjacent to the blue spot, as the fern-
feature extends into the rest of the fracture surface. Figure (b) demonstrates a change in fractography
as the alpha laths forming the uppermost region of the fern feature do not have the same sharp/brittle
appearance as those towards the lower half of the image. Figure D.6(c) shows the boundary of the
blue spot according to the dimensions estimated from figure D.4(b). In this instance a fractographic
boundary coincides with the blue discolouration. The well defined alpha lath features are present within
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20µm 6µm 6µm
6µm 3µm 1µm
Figure D.6: (a)-(c) Fractographic boundary associated with the blue spot; (d)-(e) adjoining surface feature; 10kV
accelerating voltage, 30µm aperture.
the blue spot whereas immediately adjacent to it they are much less distinctive. Figures D.6(d)-(f)
show the adjoining surface feature. The fracture surface immediately above this feature is obscured
by some contamination/dirt that could not be removed by solvents combined with ultrasonic cleaning.
This adjoining feature is not central to the blue spot but is located towards one side.
D.2.3 Qualitative SEM-Based EDX Mapping
To determine the presence of chemical species local to the origin, SEM-based EDX maps were ac-
quired. Qualitative chemical maps are given in figure D.7 where bright pixels correspond to higher
counts/intensity. An accelerating voltage of 10 kV was used for this technique in order to achieve the
best compromise between lower interaction volume and high count rate. After comparing the oxygen
map with the optical micrograph adjacent it becomes apparent that the blue spot area (encompassed
by the white dotted line) is associated with elevated oxygen levels. There is also a corresponding
degradation in titanium intensity in the same region. It must be noted that the area providing very
low counts along the initiating edge demonstrated in the titanium, aluminium, zirconium and molyb-
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50µm 50µm 50µm
50µm50µm50µm
50µm 50µm 50µm
Figure D.7: Qualitative SEM-EDX chemical dot maps from the fatigue crack origin. Images captured with 10 kV
accelerating voltage, 120µm aperture and high current mode, using the Zeiss Auriga FIB-SEM.
denum maps is an effect of contamination along that edge (as discussed earlier). From considering the
C Kα, it is concluded that the contamination is associated with carbon containing deposits. A very
small area implying elevated sodium levels is possibly associated with the adjoining feature and there
is more a broad but faint chlorine enhancement shown to correspond to the blue spot region on the
fracture surface. The aluminium and molybdenum maps clearly illustrate the dual phase basket weave
microstructure. The alpha phase is rich in aluminium and is illustrated by bright pixels comprising
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the alpha laths in the aluminium map, whereas the molybdenum map is the inverse, with molybdenum
residing in the beta phase and thus the beta matrix achieving a higher intensity of counts.
D.2.4 (Semi)-Quantitative SEM-Based EDX Line Scans
Following the results from the qualitative dot mapping, point analysed line scans were acquired in order
to achieve a more quantitative understanding of the chemical species present and how these varied with
distance from the initiating edge. The line scan plots given in Figure D.8 were taken through the
spine of the fern-like feature, along the supposed grain boundary alpha. The oxygen levels within the
blue spot region peak at ∼80 at.% and drop down to ∼20 at.% as distance from the initiating edge
increases (although values fluctuate). As was expected (if referring back to the dot maps), titanium
levels show a corresponding enhancement with distance from the initiating edge. Although the values
are not particularly high, there is a stark chlorine trend in which within the blue spot there is clearly
elevated levels of chlorine but after moving out of the blue spot region, these counts sharply drop to
background counts. The oxygen and chlorine results therefore show a similar trend, with enhanced
levels throughout the blue spot region. An increase in sodium is also noticed within the blue spot,
however unlike the chlorine and oxygen plots, the elevation is not continuous throughout the blue spot
and levels reduce before exiting the blue spot region.
The second line scan is again measured from the initiating edge, through the blue spot and beyond,
but significantly the line scan also measures data from the adjoining surface feature as it links to the
fracture surface edge. Results are given in Figure D.9. Maps for oxygen and titanium are comparable
to those from the first scan, with oxygen levels high within the blue spot and reducing thereafter,
with the titanium data demonstrating the opposite. Again, the chlorine and oxygen trends are fairly
synchronised, both elevated within the blue spot and then reducing. Interestingly, there is a very large
sodium enhancement close to the initiating edge (note y-scale). This is consistent with the sodium dot
map given in Figure D.7 and perhaps provides further evidence that the surface feature is associated
with sodium elevation. This will be investigated in detail using FIB-SIMS.
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Figure D.8: Semi-quantitative EDX line scan (line 1) taken through the blue spot from the initiating edge. The
white dashed area on the fractograph demonstrates the blue spot dimensions; the grey shaded encompasses the points
measured from within the blue spot region.
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Figure D.9: Semi-quantitative EDX line scan (line 2) taken through the blue spot from the initiating edge. The
white dashed area on the fractograph demonstrates the blue spot dimensions; the grey shaded encompasses the points
measured from within the blue spot region.
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D.2.5 TEM Thin Foil Preparation
Site-specific thin foil preparation for transmission electron microscopy based EDX was undertaken using
the method outlined in Section 3.1.4. Focussed ion beam lamellae lift out was the necessary procedure
for the TEM sample preparation as lifting the foil from a specific and pre-determined location (i.e blue
spot) was essential and not often possible using alternative techniques (i.e. electropolishing). Two foils
were produced using this method. The first was extracted from within the blue spot region to gain
further understanding of the composition and thickness of the blue spot layer. The second foil was
lifted from an area of fatigue crack growth approximately 500µm beyond the blue spot to act as a
comparison sample. The positions of the two foils are demonstrated on an electron image in Figure
D.10(a). Figure D.10(b) illustrates the blue spot outline and the position within the blue spot from
which the foil was lifted. Figures (c) and (d) show the foil site at both 0 ◦ and 52 ◦ tilt respectively.
Figures (e) and (f) show the deposition of the protective platinum layer and the roughly milled trenches
before the sample is extracted for final thinning procedures at low beam energies.
5µm
5µm 5µm 5µm
platinum
20µm150µm
Comparison
foil
Blue spot
foil
Blue spot
region
Figure D.10: (a) Position of the two TEM foils lifted from the fracture surface; (b) – (f) site of the blue spot TEM
foil and showing the milling operations.
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D.2.6 Qualitative STEM-based EDX Mapping
Qualitative dot mapping was carried out on the JEOL 2100 TEM with 200 kV accelerating voltage.
Figure D.11 includes a labelled electron image that shows the location of the platinum on top of the
fracture surface, oxide layer and subsurface titanium metal. The oxygen map shows a ∼ 200 nm thick
oxide layer (the blue spot) and traces of chlorine are identified once more. The final image in the series
shows an overlay of the platinum, oxygen and chlorine maps. This map indicates that the chlorine
resides within the oxide layer. It also shows that there is a small gap between the platinum and the
oxide layer. This is to be expected. The topographic nature of the fracture surface means that the
deposited platinum is not always able to achieve direct contact with the fracture surface (oxide layer);
small gaps will be present. Other chemical maps taken from additional locations in the blue spot foil
(not shown) infer that the oxide layer is not of uniform thickness throughout the blue spot.
A comparison foil was lifted from an area on the fracture surface ∼500µm beyond the blue spot region;
refer to Figure D.10. In Figure D.11 it was shown that the oxide layer within the blue spot region was
~200nm
100nm
Oxide
Platinum
Titanium
Electron Ti KαO Kα
Cl KαPt Lα Pt/O/Cl
100nm 100nm
100nm100nm100nm
Figure D.11: Qualitative STEM-EDX dot maps from within the blue spot foil using the JEOL 2100 TEM at 200 kV
accelerating voltage, camera length 20 cm.
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100nm 100nm 100nm
100nm 100nm 100nm
Electron Ti KαO Kα
Cl KαPt Lα Pt/O/Cl
Figure D.12: Qualitative STEM-EDX dot maps taken from within the comparison foil using the JEOL 2100 TEM
at 200 kV accelerating voltage, camera length 12 cm.
∼200 nm thick. However, Figure D.12 demonstrates that outside the blue spot region, the thickness
of the oxide layer decreases by an order of magnitude, and is estimated to measure less than 20 nm.
This demonstrates a significant step change in oxide thickness within the blue spot region. There is no
indication of chlorine within the thin oxide layer or elsewhere in the bulk of the foil.
D.2.7 Quantitative STEM-based EDX Line Scans
In order to achieve some quantitative data, a single line scan was acquired from each foil. Data was
collected every 25 nm across a 450 nm distance, from the platinum layer, down through the oxide layer
and into the titanium metal matrix. The location of the line scan on the blue spot foil is shown in the
electron image in Figure D.13. Each data point was acquired for 50 seconds with an acquisition rate
of approximately 15 kcps (kilo counts per second), at 30% deadtime. The camera length remained at
20 cm with a spot size of 0.7 nm.
The grey shaded area in each of the line scan plots represents the position and thickness of the oxide
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Figure D.13: Quantitative STEM-EDX line scans acquired from position 1 of the blue spot foil using the JEOL
2100 TEM at 200 kV accelerating voltage, camera length 20 cm.
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scale, estimated from both the electron image in Figure D.13 and the oxide dot map from Figure
D.11. The first plot showing the oxygen and titanium data indicates significant oxygen concentration
elevation in the suspected oxide layer, which reaches up to 55 at.% at the maximum. The oxygen and
chlorine profile provides very similar data to that seen for the SEM-based line scan given in Figure D.8.
It shows that the trend of the oxygen and the chlorine are closely synchronised and both demonstrate
a stark elevation within the oxide layer. This chemical enhancement is confined to the oxide layer in
both cases. A very small increase in sodium is seen within the oxide layer (blue spot layer), however
the measured percentages are so low that the calculated errors are very large (standard deviation). The
sodium information should be treated with caution. In either case, the sodium and chlorine do not
have a synchronised trend, which was also the case for the data measured in the SEM.
As with the qualitative maps, a comparison data was taken from the second foil and is shown in Figure
D.14. Unsurprisingly, the enhancement of oxygen occurred over a much narrower distance, illustrating
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Figure D.14: Quantitative STEM-EDX line scans acquired from position 2 of the comparison foil using the JEOL
2100 TEM was used for acquisition with 200 kV accelerating voltage, camera length 12 cm.
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the far reduced thickness of the layer. There was no quantified data measured for chlorine.
D.2.8 Secondary Electron Metallography
Closer investigation of the adjacent surface feature was considered important, beginning with further SE
imaging. The specimen was remounted so that the adjacent surface was approximately perpendicular
to the electron beam. Figures D.15(d) to (f) demonstrate the etched surface of the component revealing
the microstructure and the presence of the feature. At higher magnification figures (e) and (f) show
that the microstructure is visible within the surface feature but it does not possess the same etched
appearance to the surrounding, unblemished areas. The surface etch is conducted prior to rig tests
as part of a standard procedure for all in-service components. The observation that the feature does
not demonstrate the etched appearance indicates that the feature has formed during the test and was
not previously present at the time of testing. The feature has approximate dimensions of 20µm x
10µm.
6µm
3µm
~12µm
20µm
20µm
6µm
3µm
Figure D.15: Secondary electron images of surface feature taken using 10kV accelerating voltage and 30µm aperture:
(a)-(c) Stage tilted to 30 ◦ with surface feature inclined 60 ◦ to electron beam (x2000, x5000 and x10000 respectively);
(d)-(f) Specimen re-mounted with surface feature 90 ◦ to electron beam (x2000, x5000 and x10000 respectively).
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D.2.9 Interferometry
Secondary electron imaging of the surface adjacent to the fracture surface has concluded that the
adjoining surface feature has a different surface appearance to surrounding material. The feature is
reminiscent of a corrosion pit, therefore non-contact interferometry was used to characterise the surface
profile of this feature. Surface colour maps and surface profiles are given in Figure D.16. The as-
measured data in the left column shows the feature to be concave with a depth of ∼3µm. This finding
is consistent with those from representative low cycle fatigue samples exhibiting similar features adjacent
to a blue spot at their fatigue crack origins. In two separate cases, these features were also measured
to give a depth of between 3 and 4µm. Given the concave form of the feature, a theory involving
corrosion attack may be inferred. The data in the right hand column has had a high pass Fast Fourier
Transform filter applied to it to emphasise roughness data. However, in this case the roughness is not
enhanced in the area local to the feature. This may be due to the surface etch applied to the whole
surface, uniformly increasing roughness.
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Figure D.16: Surface maps (upper) and surface profiles (lower) of the adjoining feature on the adjacent surface.
(Left) data as measured; (Right) after high pass fixed FFT filter selecting frequency information >50 1/nm.
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D.2.10 Qualitative SEM-Based EDX Mapping
Further qualitative SEM-EDX was carried out on the adjacent surface. With reference to Figure D.17
it can be seen that elevated oxygen is clearly demonstrated within the feature. This is accompanied by
a significant degradation in titanium counts and a less obvious degradation in zirconium.
The aluminium and molybdenum maps do not show any variation associated with the adjacent fea-
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Figure D.17: Qualitative SEM-EDX chemical dot maps from the fatigue crack origin. Images captured with 10 kV
accelerating voltage, 120µm aperture and high current mode, using the Zeiss Auriga FIB-SEM.
Spinning Rig Component Investigation 229
ture. They do however show the underlying lamellar microstructure and are the inverse of each other,
demonstrating the aluminium rich alpha phase and molybdenum rich beta phase. A slight chlorine
enhancement is also seen consistently across the surface feature. Interestingly, there is a faint and con-
sistent elevation in sodium counts within the surface feature but a small area shows further elevation.
It is postulated this significant sodium elevation is from the same position as the large sodium peak
seen ∼20µm in to the fracture surface on the second SEM-EDX line scan on the fracture surface.
D.2.11 (Semi)-Quantitative Point SEM-Based EDX Analysis
Further chemical analysis was undertaken to achieve (semi) quantitative chemical data from the surface
feature. In this case 3 individual locations were analysed within the surface feature and 3 outside of it
on the etched surface; refer to Figure D.18. It must be noted that the etched exterior surface has been
exposed to 350◦C for the duration of the test and thus will have grown an oxide layer. Considering this,
the data still demonstrates considerable differences when comparing the surface feature to surrounding
areas. The oxygen concentration increases from an average of 47 at.% to an average of 70 at.% in the
surface feature. This is accompanied by increases in chlorine and sodium levels also. Refer to table
D.2.
10µm
1
2
3 6
54
Figure D.18: Secondary electron image showing the
location of the EDX point analyses.
Composition (at.%)
Ti Al Sn Zr Mo O Cl Na
1 24 4.5 0.2 1.0 0.5 67 0.7 1.8
2 15 3.2 0.1 1.0 1.0 76 0.7 3.2
3 24 4.9 0.3 0.9 0.4 67 0.9 1.7
4 41 5.7 0.4 1.5 0.3 50 - 0.9
5 44 4.7 0.5 1.9 2.2 46 - 0.6
6 45 7.0 0.5 1.5 0.4 45 - 0.5
Table D.2: SEM-EDX composition data for the sur-
face feature (1-3) as compared to the surrounding etched
surface (4-6). Average uncertainty (at.%) given to 1sf.
D.2.12 Dynamic Depth Profiling (FIB-SIMS)
Focussed ion beam secondary ion mass spectrometry analysis was carried out using the methodology
employed in Chapter 5 and discussed in detail in Section 3.4.3. The addition of a second SIMS detector
on the FEI FIB200-SIMS ion microscope enabled simultaneous collection of both positive and negative
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secondary ions. Due to the small sites of interest and the destructive nature of this technique, this
advancement has been key for this particular experiment where there is interest in, for example, both
electropositive sodium ions (23Na+) and electronegative chlorine (35Cl−) ions. In this case, negatively
ionising oxygen 16 is also of interest.
Set-up involves tuning the optics of both detectors in order to promote detection of oppositely charged
secondary ions in each detector. Due to the arrangement of the many feedthrough ports on the instru-
ment, the original detector is positioned such that it is slightly closer to the sample than the additional
detector. As there is hence a shorter path from the sample to the detector the field is stronger and thus
makes this detector “dominant”. To counteract these effects the stage is tilted to 30 ◦ so the specimen is
positioned towards the new detector and hence promotes signal acquisition. A compromise eventually
has to be made when fine tuning each detector in order to achieve reasonable positive and negative ion
signals.
After the pre-sputter clean-up process, a mass spectrum is captured in order to determine peak positions
for depth profile measurements. The first set of depth profiles were milled directly beneath the blue blue
spot on the surface roughly perpendicular to the fracture plane. Craters 1-3 were positioned through
the surface feature close to the fracture surface edge with following craters continuing with increasing
distance away from the fracture surface edge. A second set of depth profiles were milled 1 mm laterally
from the surface feature (directly beneath the fracture surface as before) to act as a comparative data
series to set 1. Data set 1 and 2 provide 20 data points of chemical information up to 200µm beneath
the fracture surface edge. From considering both data set 1 and 2 it can be concluded if chemical
profiles are simply an effect of distance away from the fracture surface edge or if the profile only exists
locally to the blue spot and/or the adjacent surface feature. Figure D.19 shows the surface before and
and after preparation for depth profiling, and after the depth profiles have been milled.
Positive and negative profiles from these dynamic SIMS experiments are given in Figures D.20 and
D.21. Figures D.20 and D.21 show negative oxygen and chlorine chemical data as well as the positive
sodium chemical data with distance away from the fracture surface initiating edge. These plots are
produced by averaging the final five data points from each depth profile (crater) and applying the
silicon measurement normalisation. The measurements used to calculate all data points are acquired
from between the milling depths of ∼850 nm and 1µm and are thus subsurface measurements. With
reference to figure D.21, graphs (a) and (b), (c) and (d) and (e) and (f) represent 16O−, 35Cl− and
23Na+/ 16O− chemical information respectively. In each case, the left hand profiles demonstrate the
chemical profile through the entire 200µm depth profile region.
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Blue spot width on
fracture surface
Fern feature on
fracture surface
Original surface
condition
Surface after pre-
sputter at 20nA
Surface feature Location of TEM
foil extraction
Set 1 depth
profile craters
50µm
Figure D.19: Demonstrating the area used for SIMS analysis: (a) Original surface condition, labels show the
features used to determine the correct location; (b) Showing the area beneath the blue spot after the pre-sputter stage
and the position of the surface feature; (c) Set 1 depth profiles through the surface feature; (d) Optical micrograph
demonstrating the material removal achieved from the clean-up process; this is demonstrated by the distinct colour
change.
It is observed for data set 1 that both the 16O− and 35Cl− species demonstrate elevated counts very
close to the fracture surface edge which quickly return to baseline measurements for the majority of
the 200µm analysed. Data set 2 shows no such elevation close to the fracture surface edge but remains
close to baseline counts throughout. In the SIMS community it is widely acknowledged that large
amounts of electronegative elements such as oxygen can enhance positive secondary ion yield. This
is understood to be an effect of the formation and consequent dissociation of M-O bonds in oxygen
rich zones. Oxygen rich zones can form as a result of local contact with a primary ion beam or
may just be the nature of the sample/material itself (as in this case). From Figure D.21 it has been
demonstrated that up to 15µm away from the fracture surface edge there is elevated oxygen (and
chlorine) content that is likely to be associated with the surface feature. In order to determine if there
is 23Na+ elevation within the surface feature and confirm this is not an effect of the elevated oxygen
intensity, the 23Na+ data must be normalised to the 16O− data. This is achieved by division and
ensures that any enhancement observed in 23Na+/ 16O− profiles is a direct result of increased 23Na+
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concentration, taking into account the oxygen content measured at the same location. Considering
this, it is clear from Figure D.21(f) that the 23Na+ data also demonstrates elevated counts in the region
associated with the surface feature, returning to baseline thereafter. Again, corresponding set 2 data
shows not such trend. This information therefore supports the hypothesis that the elevation of oxygen,
chlorine and sodium observed near the fracture surface edge for data set 1 is likely to be an effect of
its proximity to the blue spot on the fracture surface, or the adjoining feature directly beneath it on
the surface perpendicular to the fracture plane.
As the region of elevated counts is comparatively small to the total 200µm measured, the right hand
plots in Figure D.21 show only the first quarter of the measured data in order to extend the x-axis for
the significant points between 0 and 50µm. With this much smaller x-axis range it is clear to see that
oxygen, chlorine and sodium elevation returns to baseline measurements after a little more than 10µm
away from the fracture surface edge. Referring back to figure D.15(e) it is shown that the adjoining
feature on the perpendicular surface is measured to extend ∼12µm vertically down from the fracture
surface edge. Considering figures D.21(b), (d) and (f) once more it is clear that the elevation of counts
in data set 1 is contained within the first 10-15µm and the elevated intensity for each species is therefore
likely to be associated with the adjoining surface feature positioned beneath the blue spot. Figure D.20
shows the overlay of set 1 data in Figures D.21(b) and (d), and D.21(d) and (f). It is clear from this
figure that the trend in the first 10-15µm for oxygen and chlorine species is quite synchronised; this
is consistent with findings from many other specimens analysed in the same way. In this instance the
chlorine and sodium elevation is similarly synchronised; Figure D.20(b). This has not always proved to
be the case in previously tested samples.
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Figure D.20: Overlay of chemical data: (a) 16O− and 35Cl− data; (b) 23Na+/ 16O− and 35Cl− data.
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Figure D.21: (a) and (b) 16O− data; (c) and (d) 35Cl− data; (e) and (f) 23Na+/ 16O− data.
The full profiles for the first 5 craters are shown in Figures D.22, illustrating the complete 16O−,
35Cl− and 23Na+/ 16O− data. The first 3 craters (3-10µm) show the elevated counts obtained near
the fracture surface edge, with craters 4 and 5 at 13 and 18µm beneath the fracture surface edge,
demonstrating the intensity returning to baseline levels for data measured beyond the surface feature,
which extends only 12µm beneath the fracture surface edge.
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Figure D.22: Depth profiles with increasing distance away from the fracture surface: (a) Oxygen; (b) Chlorine; (c)
Oxygen normalised sodium.
Appendix E
Low Cycle Fatigue Test Programme
Figure E.1 shows stress amplitude vs. life data for all fatigue specimens tested in preparation for, and
during, beamline experiments.
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Figure E.1: Stress-life plot for all fatigue specimens tested to failure during the experimental work undertaken in
Chapter 7.
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Table E.1 gives full details of the LCF tests undertaken during this study. The specimen ID, fatigue
stress range, testing environment and surface finish of the test piece are provided.
Specimen ID σmax (MPa) Environment Surface Finish Comment
LF029 60 – 600 Air Polished Rig error: Test stopped after 5000 cycles
LF023 80 – 800 Air Polished Specimen failed on cycle 1
LF032 65 – 650 Air Polished Rig error: Test stopped after 191 cycles
— — — — Rig error: Test stopped after 481 cycles
— — — — Specimen failed after 25329 cycles
LF027 65 – 650 Air Polished Test manually stopped after 35303 cycles
LF016 70 – 700 Air Polished Specimen failed after 17977 cycles
LF008 70 – 740 Air Polished Specimen failed after 16715 cycles
LF007 70 – 760 Air Polished Specimen scanned after 10000 cycles
LF009 70 – 770 Air Polished Power cut during test
LF035 70 – 770 Air Polished Power cut during test
LF026 70 – 770 Air Polished Specimen failed after 9402 cycles
LF030 70 – 770 Air Polished Specimen scanned after 7500 cycles
LF005 70 – 770 Air Shot peened Specimen failed after 4168 cycles
LF004 70 – 770 Air Shot peened Specimen failed after 2835 cycles
LF017 70 – 770 Air Polished Specimen scanned after 8500 cycles
LF003 70 – 770 Air Polished Thermocouple broke (returned to RT)
LF025 70 – 770 Air Shot peened Specimen scanned after 2000 cycles
LF015 70 – 770 Air Polished Test manually stopped after 9000 cycles
— — — — Specimen cycled in situ to 11914 cycles
— — — — Specimen failed after 12149 cycles
LF031 70 – 770 Vacuum Polished Specimen failed after 14372 cycles
LF028 70 – 770 Air Polished Test manually stopped after 12002 cycles
LF006 70 – 770 Vacuum Polished Test manually stopped after 12066 cycles
— — — — Specimen cycled in situ to 18726 cycles
— — — — 1000 cycles added ex situ – scan
— — — — 1000 cycles added ex situ – scan
— — — — 1000 cycles added ex situ – scan
— — — — 1000 cycles added ex situ – scan
— — — — Specimen failed after 23204 cycles
LF022 70 – 770 Air Shot peened Specimen fatigued to 2000 cycles
Table E.1: LCF test schedule, listed in chronological order.
Appendix F
Primary Ion Dose Density
The FIB-SIMS methodology is discussed in detail in Section 3.4.3, with the subsequent results given in
Section 5.4.2. To remove the first few atomic layers from the surface of the site of interest, the desired
area was sputter cleaned in situ. This process was undertaken before depth profiling or mass spectrum
data was acquired to ensure that the ions recorded were not a result of post-test contamination. A
20 nA beam was rastered across a 130µm×110µm area continuously for 10 minutes. The ratio of Ga+
atoms bombarding the specimen surface compared to titanium atoms at the surface was ∼ 350 : 1,
which demonstrated that all titanium atoms had been bombarded multiple times, leaving the surface
“clean” from post-test contamination. Since this clean-up procedure was performed in a vacuum (in
situ), there was confidence that any species identified through the FIB-SIMS analysis had been present
during the initial fatigue test. The following workings show how the ratio was calculated:
Clean-up area = 130µm × 110µm = 1.4×10−4 cm2
Primary ion beam current = 20 nA = 20×10−9 A
Pre-sputter time = 600 s
Charge = Current × Time = 20×10−9 × 600 = 1.2×10−5 C
Electric charge, e = 1.6×10−19 C
Number of Ga+ ions =
1.2× 10−5
1.6× 10−19 = 7.5× 10
13 (F.1)
PIDD =
7.5× 1013
1.4× 10−4 = 5.2× 10
17Ga+ ions cm−2 (F.2)
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Ti-6246 density = 4.7 g cm3
1 mol of Ti-6246 = 1 g atom of Ti-6246 = Atomic weight = 47.9 g
Avogadro’s Constant = 6.022×1023 atoms mol−1
Volume of 1 mol of Ti-6246 = Volume of 1 g atom =
47.9
4.68
= 10.2 cm3 (F.3)
Ti-6246 atoms cm−3 =
6.022× 1023
10.2
= 5.9× 1022 (F.4)
Ti-6246 atoms cm−1 = 3
√
5.9× 1022 = 38929964.2
Ti-6246 atoms cm−2 = 38929964.22 = 1.5×1015 Ti-6246 atoms cm−2
Ratio of Ga+ ions to Ti-6246 atoms in pre-sputtered area =
5.2× 1017
1.5× 1015 = 347 (F.5)
Appendix G
Dislocation Invisibility Contrast Values
Burgers Vector Glide Plane g ·b
uvtw hkil g0002 g01¯11 g01¯11¯ g101¯0 g2¯110 g01¯12
1
3 [112¯3] (1¯1¯22) or (1¯011)
5 1 -4 2 -2 4
1
3 [1¯1¯23¯] -5 -1 4 -2 2 -4
1
3 [1¯1¯23] (112¯2) or (101¯1)
5 4 -1 -2 2 7
1
3 [112¯3¯] -5 -4 1 2 -2 -7
1
3 [1¯21¯3] (12¯12) or (01¯11)
5 1 -4 0 2 4
1
3 [12¯13¯] -5 -1 4 0 -2 -4
1
3 [12¯13] (1¯21¯2) or (011¯1)
5 4 -1 0 -2 7
1
3 [1¯21¯3¯] -5 -4 1 0 2 -7
1
3 [2¯113] (21¯1¯2) or (11¯01)
5 3 -3 -2 3 5
1
3 [21¯1¯3¯] -5 -3 3 2 -3 -5
1
3 [21¯1¯3] (2¯112) or (1¯101)
5 3 -3 2 -3 5
1
3 [2¯113¯] -5 -3 3 -2 3 -5
Table G.1: Demonstrating g ·b values for pure screw dislocations on all slip systems operating in a hexagonal crystal
with 〈c+ a〉 type 〈112¯3〉 Burgers vectors; g ·b calculations are based on a cartesian coordinate system, and rounded
to 1 s.f.
240 Dislocation Invisibility Contrast Values
Burgers Vector Glide Plane g ·b
uvtw hkil g0002 g01¯11 g01¯11¯ g101¯0 g2¯110 g01¯12
1
3 [112¯0]
(11¯00)
0 -2 -2 2 -2 -2(0001)
(11¯01)
1
3 [1¯21¯0]
(101¯0)
0 -2 -2 0 2 -2(0001)
(101¯1)
1
3 [2¯110]
(011¯0)
0 0 0 -2 3 0(0001)
(011¯1)
1
3 [1¯1¯20]
(1¯100)
0 2 2 -2 2 2(0001)
(1¯101)
1
3 [12¯10]
(1¯010)
0 2 2 0 -2 2(0001)
(1¯011)
1
3 [21¯1¯0]
(01¯10)
0 0 0 2 -3 0(0001)
(01¯11)
Table G.2: Demonstrating g ·b values for pure screw dislocations on all slip systems operating in a hexagonal crystal
with 〈a〉 type 〈112¯0〉 Burgers vectors; g ·b calculations are based on a cartesian coordinate system, and rounded to
1 s.f.
241
Burgers Vector Line Vector Glide Plane g · (b× l)
uvtw uvtw hkil g0002 g01¯11 g01¯11¯ g101¯0 g2¯110 g01¯12
1
3 [112¯0]
[0001] (11¯00) 0 1 1 1 -4 1
[11¯00] (0001) -6 -3 3 0 0 -6
[1¯102] (11¯01) 6 6 0 3 -8 8
1
3 [1¯21¯0]
[0001] (101¯0) 0 -1 -1 3 -4 -1
[101¯0] (0001) -6 -3 3 0 0 -6
[1¯012] (101¯1) 6 0 6 6 -8 3
1
3 [2¯110]
[0001] (011¯0) 0 -3 -3 1 0 -3
[011¯0] (0001) -6 -3 3 0 0 -6
[01¯12] (011¯1) 6 -3 -8 3 0 0
1
3 [1¯1¯20]
[0001] (1¯100) 0 -1 -1 -1 4 -1
[1¯100] (0001) -6 -3 3 0 0 -6
[11¯02] (1¯101) 6 0 -6 -3 8 3
1
3 [12¯10]
[0001] (1¯010) 0 1 1 -3 4 1
[1¯010] (0001) -6 -3 3 0 0 -6
[101¯2] (1¯011) 6 6 0 -6 8 8
1
3 [21¯1¯0]
[0001] (01¯10) 0 3 3 -1 0 3
[01¯10] (0001) -6 -3 3 0 0 -6
[011¯2] (01¯11) 6 8 3 -3 0 11
Table G.3: Demonstrating g · (b× l) values for pure edge dislocations on all slip systems operating in a hexagonal
crystal with 〈a〉 type 〈112¯0〉 Burgers vectors; g ·b calculations are based on a cartesian coordinate system, and rounded
to 1 s.f.
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Burgers Vector Line Vector Glide Plane g · (b× l)
uvtw xyz hkil g0002 g01¯11 g01¯11¯ g101¯0 g2¯110 g01¯12
1
3 [12¯13¯] [2¯3¯1] (11¯01)
-10 -10 0 5 15 -15
1
3 [21¯1¯3¯] [1¯3¯1¯] -10 -10 0 5 15 -15
1
3 [2¯113] [13¯1] (101¯1)
10 0 -10 10 -15 5
1
3 [112¯3¯] [2¯31] 10 0 -10 10 -15 5
1
3 [1¯21¯3¯] [3¯01] (011¯1)
10 -5 -15 5 0 0
1
3 [112¯3¯] [3¯01¯] 10 -5 -15 5 0 0
1
3 [21¯1¯3] [131¯] (1¯101)
10 0 -10 -5 15 5
1
3 [12¯13] [231] 10 0 -10 -5 15 5
1
3 [2¯113¯] [1¯31] (1¯011)
-10 -10 0 10 -15 -15
1
3 [1¯1¯23¯] [2¯31¯] -10 -10 0 10 -15 -15
1
3 [1¯1¯23¯] [3¯01] (01¯11)
-10 -15 -5 5 0 -20
1
3 [12¯13¯] [3¯01¯] -10 -15 -5 5 0 -20
Table G.4: Demonstrating g · (b× l) values for pure edge dislocations on 1st order pyramidal slip systems operating
in a hexagonal crystal with 〈c+ a〉 type 〈112¯3〉 Burgers vectors; g ·b calculations are based on a cartesian coordinate
system, and rounded to 1 s.f.
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Burgers Vector Line Vector Glide Plane g · (b× l)
uvtw uvtw hkil g0002 g01¯11 g01¯11¯ g101¯0 g2¯110 g01¯12
1
3 [112¯3] [1¯100] (1¯1¯22)
6 7 1 -4 4 10
1
3 [1¯1¯23¯] -6 -7 -1 4 -4 -10
1
3 [1¯1¯23] [1¯100] (112¯2)
-6 1 7 -4 4 -1
1
3 [112¯3¯] 6 -1 -7 4 -4 1
1
3 [1¯21¯3] [101¯0] (12¯12)
-6 -7 -1 0 4 -10
1
3 [12¯13¯] 6 7 1 0 -4 10
1
3 [12¯13] [101¯0] (1¯21¯2)
6 -1 -7 0 4 1
1
3 [1¯21¯3¯] -6 1 7 0 -4 -1
1
3 [2¯113] [011¯0] (21¯1¯2)
-6 -3 3 -4 8 -6
1
3 [21¯1¯3¯] 6 3 -3 4 -8 6
1
3 [21¯1¯3] [011¯0] (2¯112)
6 3 -3 -4 8 6
1
3 [2¯113¯] -6 -3 3 4 -8 -6
Table G.5: Demonstrating g · (b× l) values for pure edge dislocations on 2nd order pyramidal slip systems operating
in a hexagonal crystal with 〈c+ a〉 type 〈112¯3〉 Burgers vectors; g ·b calculations are based on a cartesian coordinate
system, and rounded to 1 s.f.
