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Abstract
KE XU: Mathematics of microrheology with applications to pulmonary
liquids .
(Under the direction of M. Gregory Forest and Sorin Mitran.)
This thesis results from the Virtual Lung Project at the University of North Carolina
at Chapel Hill, whose target is to understand the mechanism of this disease and provide
guidance for effective therapeutic strategies. Instead of taking the problem as a whole, the
focus here is to develop new methods to characterize rheological properties of low volume
biological samples, such as mucus, sputum and their simulants, as well as to work out
fluid dynamical behaviors that are associated with experiments using micro-scale beads
in biological materials.
Classical rheological experiments (creep, relaxation and dynamical) are mostly de-
signed for the averaging steady state properties of milliliter size samples. The difficulties
lie in the fact that these biological samples are low-volume (on the order of microliters),
highly heterogeneous, sensitive to the surrounding environment and subject to change
over time, even during the same course of a constant stress load. The term thixotropy
is then used to describe the property of time-dependent change in viscosity. Therefore,
in this very first problem, we follow Baravian et al.(Baravian and Quemada, 1998) to
exploit inertia in the creep device, which is always present until transients pass, to gain
rheological information beyond the typical creep data analysis. A MATLAB graphical
user interface (GUI) is developed to allow users to fit different mechanical models to the
data by least square fits. In our studies of biological samples, we show that the time
average is a poor reflection of data, instead, allowing time-dependence in the material
iii
parameters during a constant loading is the correct methodology of studying thixotrophy.
We also address the difference of using rheometers of different length scales: cone-and-
plate on milliliters and parallel-plate on microliters and associate this difference with the
size of macromolecular structures of the materials. As a proof, we show that the CP and
PP yield similar rheological properties (same order of magnitudes) for hyaluronic acid
but quite different ones (at least one order difference in the magnitudes) for agarose gels.
For our second problem, our goal is to develop new methods for characterizing vis-
coelastic properties of biological liquids by the driven bead experiments done by our
collaborators at UNC Physics department. The standard method relies on a force bal-
ance argument with an ad hoc geometry factor and fitting with 1D mechanical models
(Ziemann et al., 1994). Instead of following this method, we solve the 3D unsteady Stokes
equations with specified driving force (Xu et al., 2007). These results extend classical
solutions of the Stokes equations, called Stokes singularities, from a viscous to a linear
viscoelastic medium. With the viscoelastic version of Stokes singularities, we are able to
give exact solutions for points, spherical and planar forces, as illustrated in Chapter 3.
The difference between a point and a spherical source is also addressed in this chapter.
iv
Acknowledgments
This research thesis have resulted from the Virtual Lung Project at the University of
North Carolina, involving many colleagues across the basic and medical sciences. First
of all, I would like to thank my advisor, Dr. M.G. Forest, who has been very helpful
and tolerant during my 6 years of Ph.D. studies. I would also like to thank all the
faculty members and students for their inputs and helpful discussions, R. Boucher, R.
Camassa, J. Cribb, R. Cortez, W. Davis, T. Elston, D. Hill, C. Hohenegger, T-J Leiter-
man, R. McLaughlin, M. Minion, S. Mitran, P. Mucha, M. Rubinstein, J. Sheehan, and
R. Superfine, Lingxing Yao, Zhi George Lin, especially I. Klapper and D. Hill, who are
co-authors my research articles.
I would also like to express my gratitude to the National Science Foundation (DMS-
0554501) and National Institutes of Health (R01-HL077546-01A2) for their financial sup-
ports.
v
vi
Table of Contents
Abstract iii
List of Figures xi
List of Tables xix
1 Introduction 1
1.1 An overview of the innate airway defense system . . . . . . . . . . . . . . 2
1.2 Mucus transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Ion and ASL volume regulation in lungs . . . . . . . . . . . . . . . . . . 4
2 Ringing effects in creep experiments–exploring thixotropy in biological
materials versus controlled stress levels 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Relaxation, creep and dynamic experiments . . . . . . . . . . . . . . . . 11
2.3 Introduction to cone-and-plate and parallel-plate rheometers . . . . . . . 15
2.3.1 Cone-and-plate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Parallel-plate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Dynamic tests performed under two geometries . . . . . . . . . . . . . . 19
2.4.1 Amplitude sweep vs. frequency sweep . . . . . . . . . . . . . . . . 20
2.4.2 Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.3 Dynamic experiments for hyaluronic acid and agarose . . . . . . . 22
vii
2.4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5 An overview on mechanical models . . . . . . . . . . . . . . . . . . . . . 24
2.5.1 Linear models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5.2 Nonlinear models . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6 The parameter fitting graphical user interface (GUI) . . . . . . . . . . . 33
2.6.1 Starting the program . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.2 Loading the data . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.3 Processing the data . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.7 Results for human sputum samples . . . . . . . . . . . . . . . . . . . . . 39
2.7.1 sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.7.2 Time dependence of viscoelastic properties in the parallel-plate
sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3 Microbead Rheology 57
3.1 An overview of driven magnetic bead experiments . . . . . . . . . . . . . 59
3.2 Linear Response Theory & the Viscous-Viscoelastic Correspondence Prin-
ciple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Exact Solutions of Viscoelastic Creeping Flow for Three Source Geometries 68
3.3.1 Viscous quasi-steady Stokeslets (without inertia) (Pozrikidis, 1992) 68
3.3.2 Viscoelastic analog of quasi-steady Stokeslets (without inertia) . . 70
3.3.3 Forced spheres in viscous fluids (the quasi-steady limit) . . . . . 78
3.3.4 Forced spheres in viscoelastic fluids (the quasi-steady limit) . . . 79
3.3.5 Finite size effects: quasi-steady driven spheres vs. point sources . 86
3.3.6 Unsteady (inertial) viscoelastic analog of Stokeslets . . . . . . . . 88
3.3.7 Forced flow in a half-plane . . . . . . . . . . . . . . . . . . . . . . 99
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
viii
4 Future work 127
4.1 Consider normal stresses generated by the instruments. . . . . . . . . . . 127
4.2 Nonlinear constitutive laws for the driven bead problem. . . . . . . . . . 127
Bibliography 129
ix
x
List of Figures
1.1 Model depicting relative airway surface area from proximal to distal re-
gions. On the left is the mechanical clearance hypothesis; on the right is
the chemical shield hypothesis. Adapted from (Knowles and Boucher, 2002) 6
1.2 ASL layer above epithelial cells. Adapted from (Boucher, 2004). . . . . . 6
1.3 The effective and the recovery stokes of a cilium. Adapted from (Boucher,
2004). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Stress responses from different materials under the input of a step strain.
Adopted from (Macosko, 1994). . . . . . . . . . . . . . . . . . . . . . . . 42
2.2 Schematic of CP and PP. Adopted from (Macosko, 1994). Note that the
symbols in the schematic are, Ω: angular velocity, β: cone angle, M:
torque, R: plate radius, h: gap depth. . . . . . . . . . . . . . . . . . . . 43
2.3 Shear rate as a function of t. . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4 Dynamical properties of hyaluronic acid from multiple runs. . . . . . . . 45
2.5 Average dynamical properties of hyaluronic acid. . . . . . . . . . . . . . . 46
2.6 Dynamical properties of agarose from multiple runs. . . . . . . . . . . . . 47
2.7 Average dynamical properties of agarose. . . . . . . . . . . . . . . . . . . 48
2.8 Starting up the parameter fitting GUI. . . . . . . . . . . . . . . . . . . . 49
2.9 Starting up the parameter fitting GUI . . . . . . . . . . . . . . . . . . . 49
2.10 Loading the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.11 Loading the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.12 Loading the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.13 Fitting generated by Jeffrey’s model. . . . . . . . . . . . . . . . . . . . . 51
2.14 Fitting generated by inertial Jeffrey’s model. . . . . . . . . . . . . . . . 51
xi
2.15 Fitting generated by inertial Jeffrey’s model. . . . . . . . . . . . . . . . 52
2.16 Fitting generated by inertial Jeffrey’s model. . . . . . . . . . . . . . . . 52
2.17 Fitting generated by inertial Jeffrey’s model. . . . . . . . . . . . . . . . 52
2.18 Fitting generated by inertial Jeffrey’s model. . . . . . . . . . . . . . . . 53
2.19 Fitting generated by inertial Jeffrey’s model. . . . . . . . . . . . . . . . 53
2.20 G and η1 vs. time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.21 η2 over time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.22 Best fits vs. experimental data. . . . . . . . . . . . . . . . . . . . . . . . 55
2.23 G’ and G” constructed from different time windows. Note that the blue
stars are the values of G’ and G” at the ringing frequency in the creep
experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1 3DFM magnetics stage. Adapted from (Fisher and Cribb, 2006) . . . . . 105
3.2 Pole geometry used in the driven bead technique. Adapted from (Cribb
et al., 2005) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
xii
3.3 A snapshot of planar displacement fields produced by a quasi-steady vis-
cous Stokeslet and two analogous viscoelastic creeping flow solutions due
to a stationary point source at the origin, directed parallel to the x axis,
with harmonic strength α(t) = 100 sin(ω0t) pN , and frequency ω0 = 10Hz.
Each fluid has identical viscosity, η0 = 50 cp. The length scale is 1µm. In
(a)-(c), a field of markers in the z = 0 plane is labeled at an initial time
when their effective force is zero, tracked for a half-period (t = 0.05 s) of
positive force along the positive x-axis. By symmetry, all markers remain
in the z = 0 plane. (a) Purely viscous fluid (red). (b) Viscoelastic 1-mode
Maxwell fluid with relaxation time λ0 = 0.01 s (blue). (c) Viscoelastic
1-mode Maxwell fluid with λ0 = 0.1 s (green). (d) Superposition of the
displacements of two lines of particles from (a), (b) and (c), one line start-
ing along x = −4µm and the other line along x = −2µm. The yellow dots
are the starting positions for each line, while the triangle-arrow represents
the position and direction of the point force. . . . . . . . . . . . . . . . . 106
3.4 Comparison of displacement fields versus time of a line of red viscous
(λ0 = 0 s) and blue viscoelastic (λ0 = 0.01 s) markers. The markers begin
at the same locations at t = 0, then are tracked for the same full cycle of
the force strength α(t), 0 ≤ t ≤ 0.1 s, revealing apparent recoil due to the
elastic phase lag. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.5 Comparison of displacement fields versus time of a line of red viscous and
green viscoelastic (λ0 = 0.1 s) markers, as in Figure 3.4. . . . . . . . . . . 108
xiii
3.6 A snapshot of 3-D displacement fields produced by non-inertial viscous
and viscoelastic analogs of Stokeslets for the same solutions but different
markers than Figure 3.3. In (a)-(c), a field of markers in the z = 1µm
plane is labeled at an initial time when their effective force is zero, tracked
for a half-period (t = 0.05 s) of positive force along the positive x-axis.
Each marker executes planar motion in the plane of r and F, which is not
the z = 1 plane. In (d), we extract two different initial lines of tracers,
along x = −3.5 µm and x = −1.5 µm, and their deformations from (a-c)
are superimposed to illustrate the elasticity contrasts for a viscous fluid
λ0 = 0 (red) and two viscoelastic fluids of Maxwell type with relaxation
times λ0 = 0.01 s (blue) and 0.1 s (green). Note, figure (d) is rotated
around the z-axis by 90 degrees. . . . . . . . . . . . . . . . . . . . . . . . 109
3.7 A snapshot of planar displacement fields for a line of markers starting from
z = 1 µm, y = 0 in 3 different fluids. The displacements are produced
by a stationary point source at the origin, directed parallel to the x axis,
with harmonic strength α(t) = 100 sin(ω0t) pN , with ω0 = 10Hz. These
markers are labeled at an initial time when their effective force is zero,
tracked for a half-period (t = 0.05 s) of positive force along the positive
x-axis. By symmetry, all markers remain in the y = 0 plane. Each fluid
has identical viscosity, η0 = 50 cp but different relaxation times λ0 = 0
(red), 0.01 s (blue) and 0.1 s (green). The length scale is 1µm. The yellow
dots are the markers’ original positions. . . . . . . . . . . . . . . . . . . . 110
xiv
3.8 Comparison of displacement fields versus time of a line of viscous (red)
(λ0 = 0 s) and viscoelastic (blue) (λ0 = 0.01 s) markers in the z = 1 µm
focal plane. The markers begin at the same locations (x = −1 µm, y
ranging from −10 µm to 10 µm) for each fluid, then are tracked for the
same full cycle of the force strength α(t), 0 ≤ t ≤ 0.1 s, revealing apparent
recoil due to the elastic phase lag. The yellow dots are the markers’ original
positions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.9 Comparison of displacement fields versus time of a line of viscous (red)
and viscoelastic (green) (λ0 = 0.1 s) markers, as in Figure 3.8. The black
dots are the markers’ original positions. . . . . . . . . . . . . . . . . . . . 112
3.10 Stokeslets and their viscoelastic analogs. Snapshots are given at t = 0.01 s
for 4 distinct normalized velocity amplitudes |u|/U0 vs. distance r mea-
sured in a where U0 =
f0
6piaη0
, f0 is the force amplitude, η0 = 50 cp and
a = 1µm is the bead radius, illustrating contrasts due to inertia and/or
elasticity on the baseline of a non-inertial viscous Stokeslet (red dotted
curve). Each response u(r, t) is due to the same stationary point force
at x = 0, F = 100δ1jcos(ω0t) pN with frequency ω0 = 10 Hz, and each
fluid has identical zero strain rate viscosity η0 = 50 cp. The viscoelas-
tic responses are illustrated for a 1-mode Maxwell fluid with relaxation
time λ0 = 0.01 s. The constant slope -1 and -3 lines are superimposed to
identify r−1 and r−3 scaling. . . . . . . . . . . . . . . . . . . . . . . . . 113
3.11 Stokeslets and their viscoelastic analogs, continued. The t = 0.03 s snap-
shots corresponding to Figure 3.10. . . . . . . . . . . . . . . . . . . . . . 114
xv
3.12 Stokeslets and their viscoelastic analogs, continued. Snapshots of the same
solutions at t = 0.01 s of Figure 3.10, except the distance r from the point
source is along the y-axis, transverse to the direction of the force in the
z = 0 focal plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.13 Stokeslets and their viscoelastic analogs, continued. The t = 0.03 s snap-
shots corresponding to Figure 3.12. . . . . . . . . . . . . . . . . . . . . . 116
3.14 Inertial Stokeslets (red) and their viscoelastic analogs (green). Two-dimensional
representations (in the plane z = 0) of the inertial velocity fields at
t = 0.01 s from Figures 3.10 and 3.13. The respective coordinate frames
are shifted to capture the center of the vortices, whose 1-d signatures are
the oscillations in the earlier figures. Both of x and y are measured in vis-
cous/viscoelastic damping length: δv = 0.89× 10−3m, δve = 0.97× 10−3m. 117
3.15 Inertial Stokeslets and their viscoelastic analogs, continued. The t = 0.03 s
snapshot of the 2-d velocity fields depicted in Figure 3.14. . . . . . . . . 118
3.16 Viscous and viscoelastic vortex tracking in the z = 0 focal plane from
the inertial solutions in Figure 3.10. The center of the nearest vortices
to the point source in the half-plane y > 0 are tracked for viscous (red)
and viscoelastic (green) point-force-driven media, for two periods of the
periodic force. The position data is measured in bead radii a = 1µm. . 119
3.17 Stress-driven spheres: contrasts due to inertia and/or elasticity. The point-
force solutions of Figure 3.11 are extended here to a driven sphere whose
center oscillates about x = 0, with the identical force, zero strain rate
viscosity, and elastic relaxation time. The snapshot is again taken at
t = 0.03 s with velocity amplitudes measured along the x-axis of the force
to distinguish identically driven spheres and point sources. . . . . . . . . 120
xvi
3.18 Stress-driven spheres: contrasts due to inertia and/or elasticity, continued.
Snapshot of the same solutions at t = 0.03 s of Figure 3.17, except the
distance r from the point source is along the y-axis (transverse to the
direction of the force) in the z = 0 focal plane. . . . . . . . . . . . . . . . 121
3.19 Finite-size source effects: near-field errors. The percent error in velocity
versus distance from the source (measured in bead radius units in the z=0
focal plane along the axis of the applied force) between responses due to
a point source (Figure 3.11) and a driven sphere of micron radius (Figure
3.17). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.20 Finite-size source effects: intermediate to far-field errors. Following Figure
3.19, the percent error in velocity between responses due to a point source
(Figure 3.11) and a driven sphere of micron radius (Figure 3.17), shown
here on a logarithmic scale in bead radii. . . . . . . . . . . . . . . . . . 123
3.21 Responses due to oscillatory stress imposed on an infinite plane. Instan-
taneous snapshots of the stream function (3.120) (real part) for various
values of ω. A single-mode Maxwell constitutive law is assumed with unit
values of all parameters M, k, ρ, λ, η. Open streamlines are ψ = 0 level
sets emanating from (instantaneous) stagnation points. . . . . . . . . . . 124
3.22 Responses due to oscillatory stress imposed on an infinite plane, continued.
Instantaneous comparisons of the viscoelastic ψve and viscous ψv stream
functions at cross-section {x = 0.1, y ≥ 0}. For the viscoelastic fluid a
single-mode Maxwell constitutive law is assumed with unit values of all
parameters M, k, ρ, λ, η (and resulting modulus Gˆ(ω)). For the viscous
fluid, the viscosity is set to η = |Gˆ(ω)| at each value of ω. . . . . . . . . . 125
xvii
xviii
List of Tables
2.1 Description of classical experiments in rheology. . . . . . . . . . . . . . . 14
3.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
xix
xx
Chapter 1
Introduction
Cystic Fibrosis is a hereditary disease which results from mutations in the cystic fibro-
sis transmembrane regulator (CFTR) gene. The defective gene and its protein product
cause the body to produce anomalously thick, sticky mucus that clogs the lungs and leads
to life-threatening lung infections. The syndromes include difficult breathing, recurrent
respiratory infections, upset stomach and excessive appetite but poor weight gain. This
disease is life-threatening and patients with CF usually die young in their 20’s or 30’s.
Being one of the most common fatal inherited diseases: one in twenty-two people of Eu-
ropean descent (in contrast, one in thirty-one Americans) carries one gene for CF, it is a
major focus of the medical research and clinical community in the U.S., and in particular
for the participants in the Virtual Lung Project at UNC. The goal of this project is to
combine researchers with different basic science backgrounds such as applied mathemat-
ics, physics, computer science, biochemistry to develop mathematical and computational
models to support and sometimes guide laboratory experiments for a variety of issues
that underlie effective therapeutic strategies. The main focus of this dissertation is the
characterization of the rheological properties of pulmonary liquids such as mucus and
sputum, as well as to work out fluid dynamical behavior that is associated with ex-
periments using micron-scale beads in biological materials. The field of microrheology
encompasses the topics in this dissertation as well as many new experimental probes and
theoretical modeling of the experiments. These new approaches are largely driven by the
inability of traditional rheological devices to deal with extremely low volumes and with
materials that yield at extremely low stress levels.
In Chapter 2, we solve the unsteady Stokes equations with specified driving force for
driven magnetic beads immersed in viscoelastic fluids (Xu et al., 2007). These results
extend classical solutions of the Stokes equations, called Stokes singularities, from a vis-
cous to a linear viscoelastic medium. In Chapter 3, inertial mechanical models initially
developed by Baravian and Quemada (Baravian and Quemada, 1998) which couple in-
ertial effects in creep experiments are brought to bear and explored in the limit of small
volume samples. Experiments by David Hill on mucus simulants and human sputum
samples are analyzed with our modeling tools. We begin with a brief introduction to the
pathogenesis of cystic fibrosis lung disease and associated treatments.
1.1 An overview of the innate airway defense system
There are 20-25 generations of conducting airways in human respiratory system, which
result in dramatic changes in airway surface area from nasal/tracheal passages to distal
alveoli, as shown in Figure 1.1 by a inverted funnel. To illustrate, the surface area of
the third generation is about 50cm2, in contrast to 2m2 in the 20th generation. The
liquid layer on the airway surface is referred as ASL (airway surface liquid) layer, which
consists of a viscoelastic mucus layer formed by high-molecular weight macromolecules
and a viscous periciliary liquid (PCL) layer, as showed in Figure 1.2. Note that the mucus
transport rate is measured in epithelial cell cultures. The ASL layer plays an important
role in airway defense system since most of the inhaled particles are trapped in this layer
by protein binding. The two predominant hypotheses about the airway defense system
are:
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1. Mucus clearance mechanism. In this hypothesis, inhaled bacteria will be trapped
and cleared out of the airway system through mucus transport, by means of ciliated
motion and coughing. Therefore, epithelial cells function to provide a suitable
environment required by this activity to take place.
2. “Chemical shield” hypothesis. This theory states that the two major functions of
epithelial cells are the secretion of salt-sensitive antimicrobial peptides (defensins)
to provide a shield for the airway surface, and the regulation of peptide activities
by modifying the salinity of the ASL layer .
There have been debates on the validity of these two models for years. One of the
relevant tests is to measure the activities of the antimicrobial molecules due to salinity
change, yet little work can be done because it is difficult to identify the defensin molecules
from ASL due to their light molecular weights. Another possibility is to test the ionic
composition of ASL in normal and sick conditions. Recently, measurements of normal
and CF ASL in both human and mice have been done and they showed no difference in
ionic composition, hence in this thesis the mechanical clearance of mucus is considered
as the primary defense system in lungs.
1.2 Mucus transport
There are two mechanisms to clear mucus from the lung: by ciliated motion and coughing.
In healthy lungs, it takes about 6 hours for total mucus clearance (Wanner et al., 1996).
However, bacteria will double their size every 20 minutes under optimal conditions. Thus,
antimicrobial molecules are secreted from the epithelial cells to suppress the growth of
bacteria which are effective for about 2−6 hours (Cole et al., 1999; Ganz, 2002). Patients
with CF lungs usually have little or no mucus transport due to dysfunctional cilia, which
will eventually result in accumulation of bacteria near epithelial cell surface as we will
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discuss later.
The propulsion of respiratory cilia is the basal mechanism for mucus transport. During
a typical beat cycle, a cilium moves forward with a large angle in the power stroke and
returns back slowly in the recovery stroke as illustrated in Figure 1.3. In its power
stroke, the cilium penetrates into the mucus layer for a short period of time and pushes it
forward; in the returning stroke, the cilium bends down and returns slowly from sideways
to diminish the repulsion force. Even though the coordinate motions of cilia causes a
net transport of mucus, it remains unknown how the PCL reacts in a beat cycle, as it
may be dragged along with the mucus layer by friction (Knowles and Boucher, 2002) or
merely oscillates back and forth (Satir and Sleigh, 1990). This basal, cilium-dependent
mucus clearance is mainly governed by the viscoelastic properties of the mucus layer, the
viscosity of the PCL layer and the volume(height) of ASL.
The other mucus clearance mechanism is coughing. It is rather easy to see that the
efficiency of coughing is much higher than the motions of cilia. The PCL layer plays an
important role in this mechanism because of its low viscosity. If the PCL layer is depleted,
the mobile mucins in the mucus layer such as MUC5AC and MUC5B will touch the cell
surface and bind with cell surface mucins such as MUC1 and MUC4. As a result, the
mucus layer will glue to the cell surface which will strongly decrease the efficiency of
coughing.
1.3 Ion and ASL volume regulation in lungs
As it is important to maintain a normal height of the ASL in mucus clearance, studies
have shown that ion transport in epithelial cells is a basic means to regulate this process
by Na+ absorption and Cl− secretion. If excessive liquid is detected, the epithelial Na+
channel (ENaC) is activated and it mediates Na+ absorption. During this process, extra
water is absorbed by epithelial cells (Canessa et al., 1994; Canessa et al., 1993). On
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the other hand, if the ASL volume is below the normal level, ENaC channel is blocked
and Cl− is secreted through Cl− channels such as CFTR, which is also a regulator for
ENaC(Stutts et al., 1995; Stutts et al., 1997; Konig et al., 2001).
In CF lungs, the CFTR gene is mutated. Among all kinds of mutations, the most
common one is 4F508, in which the protein product is slightly misfolded and cannot
be transported out of the rough ER. Without this protein, the balance between Na+
absorption and Cl− secretion is interrupted, i.e., Na+ absorption accelerates while Cl−
secretion ceases. As a result, the PCL layer is depleted and mucus plaques/plugs on
airway surface are formed, which cause cilia to collapse and cease to beat. If the mucus
layer contacts with epithelial cells, the mucins in this layer bind with the cell surface
mucins such as MUC1 and MUC4 which will further interrupt the coughing mechanism
and form a stage for chronic infection (Boucher, 2004).
Closing remarks From the above discussion, it is clear that the depletion of PCL layer
is the first stage for slow/little mucus transport, which eventually leads to a thickened
mucus layer and chronic infection. Therefore, future studies should focus on the following
two issues: 1. for anti-inflammation and anti-infection treatments, how to penetrate this
thickened mucus layer and act effectively underneath it in an anaerobic environment; 2.
for treatments regulating ion transport thus restoring the PCL layer, how to maintain this
liquid layer for a relatively longer time (the half-life of most osmolytes and hydrophilic
drugs is about 1 min). For both treatments, the mucus layer is the first layer for drugs to
act on, thus it is important for us to know its viscoelastic and biochemical properties in
both healthy and CF lungs. The focus of this thesis is to develop mathematical models
to calibrate the rheological properties of pulmonary liquids, i.e., mucus and sputum.
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Figure 1.1: Model depicting relative airway surface area from proximal to distal regions.
On the left is the mechanical clearance hypothesis; on the right is the chemical shield
hypothesis. Adapted from (Knowles and Boucher, 2002)
Figure 1.2: ASL layer above epithelial cells. Adapted from (Boucher, 2004).
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Figure 1.3: The effective and the recovery stokes of a cilium. Adapted from (Boucher,
2004).
7
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Chapter 2
Ringing effects in creep
experiments–exploring thixotropy in
biological materials versus controlled
stress levels
2.1 Introduction
The rheological properties of human sputum are highly heterogeneous, sensitive to the
surrounding environment and subject to change over time. Furthermore, samples are
typically quite low volumes relative to sample sizes for traditional rheometers. These
features combine to motivate methods for rheological characterization that are relatively
quick to perform and which only require small volumes. Another feature addressed here
is the ability to use one experimental device, a creep instrument, which normally probes
steady-state (time-independent) storage and loss moduli, for learning about dynamic
moduli.
In the following, we will first introduce the three commonly used experiments in
rheology: relaxation, creep and dynamic tests. But these tests either require longer time
to perform, such as the creep and dynamic experiments, or the output is too complicated
to analyze, such as in the relaxation experiment because most of the biological materials
have a wide range of relaxation spectrum. Instead of applying these classical tests, here
we follow Baravian et al.(Baravian and Quemada, 1998) to exploit inertia in the creep
device, which is always present until transients pass, to gain rheological information
beyond the typical creep data analysis. A MATLAB graphical user interface (GUI) is
developed to allow users to fit different mechanical models to the data by least square fits.
In our studies of sputum samples, we have found clear evidence that typical stress levels
of creep devices do not support application of the standard linear viscoelastic models
used to fit to the data. Rather, it is clear that fitting a given model to the data over
different time windows leads to trends in the inferred storage and loss parameters. The
time average therefore is a poor reflection of the data. Instead, we use a sliding window
and fit parameters inside each window, and then report the dynamics of the parameter
fit during each experiment. This approach gives insights into how the applied stress of a
standard creep experiment modifies the microstructure of sputum over the course of one
experiment, and our data fitting tools then yield how the storage and loss properties of
the sample evolve over time. (It is an outstanding problem to build a multi-scale model
for the dynamics of microstructure evolution in creep experiments.) This approach is
different than the standard approach to infer ”yielding” of a material whereby constant
parameter, linear model fits are applied to each experiment, and then one compares a
sweep of experiments to see how parameters change. For example, a typical protocol is
to control shear rate, and compare results for a range of controlled shear rates to infer
shear thinning (lower viscosity at higher shear rates).
Here we address the issue of volume limitations on biological samples in general. To
address this constraint, we study the similarities and constrasts of two rheometers, the
Cone & Plate (CP) and Parallel Plates (PP). The PP only requires 63 microliters whereas
the CP requires 7.9 milliliters. We emphasize here an insight into the length scales of
heterogeneity that can be gained by using both the CP and PP devices. It is quite
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possible that there are associations among the macromolecular structures comprising
sputum that span a wide range of length scales. Since the PP samples at 1/10 of the
length scale of the CP, we would expect that averaging 10-100 PP runs should match the
CP results If there are no critical structures that span scales longer than the PP sample
volumes. On the other hand, if sputum has associations and entanglements that span
CP length scales, and which contribute to the rheological properties of the CP creep
experiment, then the two experimental probes may yield very different inferences about
sputum properties. Since sputum samples are so limited, and typically are reserved for
translational studies, we first establish benchmarks on our approach by using two mimics
of sputum and mucus: hyaluronic acid and agarose gels.
We pause now to introduce the most commonly used experiments in rheology.
2.2 Relaxation, creep and dynamic experiments
For linear viscoelastic materials, the stress tensor is related to the rate of strain tensor
by the following formula:
τ =
∫ t
−∞
G(t− t′)2D(t′)dt′, (2.1)
where G(t) is recognized as the relaxation modulus and τ and 2D are tensors of order 2.
Thus, if the deformation is unidirectional shear, the rate of strain tensor 2D simplifies
to:
2D =

0 γ˙ 0
γ˙ 0 0
0 0 0
 ,
where γ˙(t) is the controlled shear rate. Hence, the linear stress-strain equation is simpli-
fied to
τ(t) =
∫ t
−∞
G(t− t′)γ˙(t′)dt′. (2.2)
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If the shear is given by a simple unit step function
γ(t) = H(t)γ0, (2.3)
then the relaxation modulus is computed as the ratio between the measured stress τ(t)
and γ0. The type of experiments developed based on this result is called stress relaxation
after sudden strain (Ferry, 1980). The typical behaviors of Hookean solid, Newtonian
fluid and viscoelastic solid/liquid in the stress relaxation experiment are shown in Fig.
2.1.
Another type of experiments in which the complex modulus G∗ or complex compliance
J∗ is calibrated are called the dynamic or periodic experiments. Consider the controlled
strain is given by a periodic function (Ferry, 1980)
γ = γ0 sin(ωt), (2.4)
it is resulting from Eqn. (2.2) that
τ(t) = γ0ω
∫ t
−∞
G(t− t′) cos(ωt′)dt′ (2.5)
= γ0ω
∫ ∞
0
G(s) cos[ω(t− s)]ds
= γ0
[
ω
∫ ∞
0
G(s) sin(ωs)ds
]
sin(ωt) + γ0
[
ω
∫ ∞
0
G(s) cos(ωs)ds
]
cos(ωt)
= γ0(G
′(ω) sin(ωt) +G′′(ω) cos(ωt))
As shown in above, the storage modulus G′(ω) is defined as the in phase modulus with
strain while the loss modulus G′′(ω) is the out of phase part. It is straight forward to
write the above equation as
τ(t) = γ0(|G′(ω) +G′′(ω)|) sin(ωt+ δ), (2.6)
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where δ is the phase angle between stress and strain, and the loss tangent is defined as
tan(δ) = G′′(ω)/G′(ω) (Ferry, 1980). If the controlled strain is given by a cosine function
γ = γ0 cos(ωt), (2.7)
the following result is attained by repeating the above procedure:
τ(t) = γ0(|G′(ω) +G′′(ω)|) cos(ωt+ δ). (2.8)
Combining Eqn (2.6) and Eqn (2.8), we see that if the strain is given by a complex
function γ∗ = γ0eiωt, the resulting stress is also complex τ ∗ = σ0ei(ωt+δ). Then the
complex modulus is defined as the ratio between the complex stress and complex strain
G∗ = τ ∗/γ∗ = G′ + iG′′ (2.9)
= ω
∫ ∞
0
G(s) sin(ωs)ds+ iω
∫ ∞
0
G(s) cos(ωs)ds
= iω
∫ ∞
0
G(s)e−iωsds. (2.10)
Thus, if we only consider the unilateral Fourier transform as in Chapter 2, we identify
the following relationship between the G∗ and Gˆ (the Fourier transform of G(t)):
G∗ = iωGˆ. (2.11)
The data from an oscillatory experiment can also define the complex compliance
J∗ = γ∗/τ ∗ = 1/G∗ = J ′ − iJ ′′. (2.12)
The third type is called creep experiment, where the input stress is given by a heaviside
function or tophap function, τ = τ0H(t) or τ = τ0(H(t)−H(t− t0)). An alternative way
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Table 2.1: Description of classical experiments in rheology.
Name Input Output Calibrated value
Relaxation A step strain Stress G(t)
Creep A step or tophat stress Stain J(t)
Dynamic Oscillatory stress or strain the complementary strain or stress G∗ and J∗
to write Eqn (2.2) is (Ferry, 1980)
γ(t) =
∫ t
−∞
J(t− t′)τ˙(t′)dt′. (2.13)
Thus,
γ(t)/τ0 = J(t) if τ = τ0H(t)
= J(t)− J(t− t0) otherwise.
It is derived by Ferry (Ferry, 1980) that the creep compliance and the relaxation
modulus are connected by
(J ∗G)(t) = t (2.14)
where ∗ denotes convolution. Therefore, in Laplace space, L(J(t))L(G(t)) = 1/s2.
Connecting Laplace transform with unilateral Fourier transform, we have Gˆ(ω)Jˆ(ω) =
−1/ω2. Therefore, the Fourier transform of J(t) relates to the complex compliance by
J∗(ω) = iωJˆ(ω). (2.15)
Please refer to table 2.1 for summary.
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2.3 Introduction to cone-and-plate and parallel-plate
rheometers
Commercial rheometers can be divided into two categories: drag flows and pressure flows.
Cone-and-plate and parallel-plate rheometers fall into the former category where shear
is generated between a rotating and a fixed surface (Macosko, 1994). No constitutive
laws are imposed during the calibration of stresses or strain in any of these theometers.
Instead, only equations of motion under a specified geometry are considered. For example,
the stresses in a cone-and-plate rheometer are determined from torque, pressure and
thrust measurements on the instrument surfaces.
2.3.1 Cone-and-plate
As shown in Fig. 2.2 (a), under a cone-and-plate geometry, a truncated cone is mounted
with its axis perpendicular to a fixed plate. And the gap between the two is where the
sample is trapped. The cone angle β is restricted to be less than 5◦ to ensure homogenous
shear rate in the sample when shear is generated by the instrument, as we will show later
in this section. To simplify the equations of motion, here we assume (Macosko, 1994):
1. Steady, laminar, isothermal flow;
2. vφ(r, θ) only, vr = vθ = 0;
3. Negligible body force;
4. Spherical liquid boundary;
5. β < 5◦.
The the equations of motion can be reduced to: (Macosko, 1994)
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Equations of motion
r :
ρv2φ
r
=
1
r2
∂
∂r
(r2τrr)− τθθ + τφφ
r
(2.16)
θ : 0 =
1
r sin(θ)
∂(τθθ sin(θ))
∂θ
− cot(θ)τθθ
r
(2.17)
φ : 0 =
1
r
∂τφθ
∂θ
+
2
r
cot(θ)τφθ (2.18)
with boundary conditions:
vφ(pi/2) = 0 (2.19)
vφ(pi/2− β) = Ωr sin(pi/2− β) ∼ Ωr. (2.20)
Shear stress τφθ and the torque of the apparatus M The shear stress τφθ can be
obtained by integrating equation (2.18)
τφθ =
C
sin2 θ
∼ C, (2.21)
where is C is a constant to be determined. On the other hand, the torque M of the
system can be computed as
M =
∫
rτφθdA, (2.22)
where dA = rdrdφ is the area element. Hence, the torque M on the plate is
M =
∫ 2pi
0
∫ R
0
r2τφθ|(θ=pi/2)drdφ = 2piR
3
3
τφθ|(θ=pi/2), (2.23)
and the homogenous shear stress is
τ12 = τφθ ∼ 3M
2piR3
(2.24)
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since | sin2 θ − 1| < 0.01 for β < 5◦.
Shear rate The velocity profile can be approximated by
vφ = Ωr
pi/2− θ
β
. (2.25)
Therefore, the velocity gradient tensor L and the rate of strain tensor 2D = ∇v+(∇v)T
can be computed in the spherical coordinate system:

Lrr Lrθ Lrφ
Lθr Lθθ Lθφ
Lφr Lφθ Lφφ
 =

0 0 −vφ
r
0 0 −vφ
r
cot θ
∂vφ
∂r
1
r
∂vφ
∂θ
0
 ∼

0 0 0
0 0 0
0 1
r
∂vφ
∂θ
0
 (at the plate),

Drr Drθ Drφ
Dθr Dθθ Dθφ
Dφr Dφθ Dφφ
 =

0 0 0
0 0 −vφ
r
cot θ + 1
r
∂vφ
∂θ
0 −vφ
r
cot θ + 1
r
∂vφ
∂θ
0
 =

0 0 0
0 0 γ˙
0 γ˙ 0
 .
Therefore,
γ˙ = (2D)φθ (2.26)
∼ 1/r4vφ4θ (2.27)
∼ 1/rvφ(pi/2− β)− vφ(pi/2)
β
(2.28)
∼ 1/rΩr − 0
β
(2.29)
=
Ω
β
, (2.30)
where the approximations cot(pi/2− β) ∼ 0 and sin(pi/2− β) ∼ 1 used above are on the
order of O(β).
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The discussion on the normal stresses will be neglected here.
2.3.2 Parallel-plate
A sketch of parallel-plate rheometer is given in Fig. fig:CP.pdf(b). Under this geometry,
the equations of motion are solved in the cylindrical coordinates (Macosko, 1994):
Equations of motion
r : −ρv
2
θ
r
=
1
r
∂
∂r
(rτrr)− τθθ
r
, (2.31)
θ : 0 =
∂τθz
∂z
, (2.32)
z : 0 =
∂τzz
∂z
, (2.33)
with no-slip boundary conditions
vθ(r, z = 0) = 0, (2.34)
vθ(r, z = h) = rΩ. (2.35)
Similarly, we assume (Macosko, 1994):
1. Steady, laminar, isothermal flow;
2. vθ(r, z) only, vr = vz = 0;
3. Negligible body force;
4. Cylindrical boundary.
Shear rate If we neglect inertial forces, the flow between a fixed and a rotating disk
must be
vθ(r, z) =
rΩz
h
. (2.36)
18
The rate of strain tensor under the cylindrical coordinates can be written as:

Lrr Lrθ Lrφ
Lθr Lθθ Lθφ
Lφr Lφθ Lφφ
 =

0 −vθ
r
0
∂vθ
∂r
0 ∂vθ
∂z
0 0 0
 ∼

0 0 0
0 0 ∂vθ
∂z
0 0 0
 (at the plate),

Drr Drθ Drz
Dθr Dθθ Dθz
Dzr Dzθ Dzz
 =

0 −vθ
r
+ ∂vθ
∂r
0
−vθ
r
+ ∂vθ
∂r
0 ∂vθ
∂z
0 ∂vθ
∂z
0
 =

0 0 0
0 0 γ˙
0 γ˙ 0
 .
Therefore, the shear rate
γ˙ = Dθz =
rΩ
h
. (2.37)
Again, the torque of the system and the shear stress can be described by equation (2.22).
Under cylindrical coordinates, this equation simplifies to
M = 2pi
∫ R
0
r2τ12dr. (2.38)
After some work (Macosko, 1994), the shear stress at r = R can be written as a function
of the measurable quantity M
τ12(R) =
M
2piR3
(3 +
d lnM
d ln γ˙R
). (2.39)
2.4 Dynamic tests performed under two geometries
Two types of materials are used in this test: hyaluronic acid and 0.3% agarose, where the
former is a weakly elastic material with strong shear thinning effects (Gibbs et al., 1968)
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and the latter is a highly inhomogenous material. The agarose gel used in this test can be
viewed as a good simulant of human airway fluids because they both share a wide range
of rheological properties (Button et al., 2008). Here we choose the dynamic experiment
to compare the accuracy of the two rheometers because it can generate storage and loss
moduli over a range of appllied strain/stress or frequency. In contrast, we might need to
run a series of creep tests on different stress level to have the same effect. We will look
at two commonly used methods in the following section, the amplitude sweep and the
frequency sweep.
2.4.1 Amplitude sweep vs. frequency sweep
As mentioned before, dynamical properties of viscoelastic materials can be measured by
oscillatory tests: amplitude sweep and frequency sweep experiments. For both types of
experiments either the the stress τ or the strain γ can be controlled, as shown in the
following list.
1. Amplitude strain sweep: γ(t) = γ0(t) sin(ω0t) where γ0(t) is a function of time
and ω0 is constant over time. The measured stress is a phase shifted sine function
τ(t) = τ0(t) sin(ωt+ δ) where δ is termed as the loss angle. An illustration for the
input strain is shown in Fig. 2.3.
2. Amplitude stress sweep: τ(t) = τ0(t) sin(ω0t) where τ0(t) is a function of time and
ω0 is constant over time. The measured strain is a phase shifted sine function
γ(t) = γ0(t) sin(ωt− δ).
3. Frequency sweep strain: γ(t) = γ0 sin(ω(t)t) where ω0(t) is a function of time and
γ0 is constant over time. The measured stress is a phase shifted sine function
τ(t) = τ0 sin(ω(t)t+ δ).
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4. Frequency sweep : τ(t) = τ0 sin(ω0(t)t) where ω0(t) is a function of time and
τ0 is constant over time. The measured strain is a phase shifted sine function
γ(t) = γ0 sin(ω(t)t− δ).
In a frequency sweep experiment where the controlled strain is given by
γ = γ0 sin(ωt), (2.40)
the strain rate can be computed as
γ˙ = γ0ω cos(ωt). (2.41)
It is clear that the magnitude of the strain rate is also a function of ω. Therefore, this
experiment has been performed under two evolving variables: the strain rate and the
frequency. Sometimes the change in both variables might disguise the real rheological
response in the material. For example, the yield stress for a particular material might be
a function of both. In this case, it makes more sense if we freeze one of the two variables
and study the dependence of the remaining one. The strain rate can be fixed by making
γ0 a reciprocal function of ω, as Wyss et al. mentioned in their paper (Wyss et al., 2007).
Here, we simply fix the frequency in the following discussions, i.e., we choose amplitude
stress sweep for data analysis.
2.4.2 Sample preparation
Hyaluronic Acid (HA) solutions are prepared using Hyaluronic acid sodium salt from
Streptococcus equi (Sigma product number 53747) in buffer solution (0.2M NaCl, 0.01EDTA,
and 0.01% Sodium Azide) to a final concentration of 10mg/ml HA. Likewise, low melting
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point agarose (Sigma product number A9414) is mixed to 0.3% in the same buffer. The
samples’ rheological properties are determined by a Bohlin Gemini Rheometer in both
cone and plate ( 60mm diameter, 1 degree, 7.9× 103mm3 in volume) and parallel plate
(20mm diameter, 50um gap, 63mm3 in volume) geometries under the stress amplitude
sweep mode.
2.4.3 Dynamic experiments for hyaluronic acid and agarose
The goal of this section is to show that micro-rheology depends on the probing length
scale. Controlled stress amplitude sweeps are applied to two types of materials, hyalunic
acid and agarose. For each experiment, it repeats for five times with the same stressing
condition and a 10-sec break between each run at a controlled temperature T = 23◦.
Note that different stress ranges might be used for different instrument geometries, the
cone-and-plate and the parallel-plate.
Hyaluronic acid:
The storage and loss moduli of hyaluronic acid are calibrated from five consecutive runs,
as shown in Fig. 2.4 for (a) cone-and-plate and (b) parallel-plate. Oscillatory stresses at
f = 1Hz with an amplitude ranging from 0.05 pa to 50 pa are applied in the cone-and-
plate while those with an amplitude ranging from 0.05 pa to 10 pa are applied in the
parallel-plate. The data have shown a high consistency and reproducibility over time in
both rheometers.
In Fig.2.5 (a), average strains are plotted against the stresses with error bars (one
standard deviation as the default) and it is clear that both rheometers generate very
similar stress-strain relationship. In Fig. 2.5 (b), (c) and (d), G′ and G′′ are plotted
with error bars against time, stress and strain respectively. The similarity in G′, G′′
and even shear thinning region at same stress/strain level show that the difference in
22
the probing length scales under different geometry does not make any difference in the
material response. We then conclude that the length scale of the real material must be
smaller than the probing length scales of the rheometers, hence the bulk properties are
seen in the above figures.
Agarose:
As shown in Fig.2.6 , five repetitive runs are generated in cone-and-plate and parallel-
plate rheometers for agarose respectively to calibrate G′ and G′′ under oscillatory stresses
ranging from 0.05 pa to 10 pa. Except for G′′ in parallel-plate at low stresses, we have
good data consistency for this sample. The average stress-strain history is plotted in Fig.
2.7 (a) while the average storage and loss moduli are plotted against time, stress and
strain in Fig. 2.7 (b), (c) and (d) respectively. Here we observe:
1. Under the same stress, the strain generated in the cone-and-plate is about 10 times
of that generated in the parallel-plate, revealing a scale difference in the two in-
struments.
2. The resulting loss and storage moduli calibrated from parallel-plate are about 10
times bigger than those calibrated in cone-and-plate.
3. The peak in the loss modulus indicates a local increase in the dissipation of the
formation energy, which is a sign of the internal structure break-down. It can be
observed from Fig.2.7 (c) that the pronounced peaks in G′′(ω) are at the same
strain, revealing that this behavior is more strain related.
4. The yield stress is defined as the limiting value of G′(ω) in the linear viscoelatic
range (Mezger, 2006). From Fig. 2.7 (c), the yield stress of the sample in cone-
and-plate is about 1 order of magnitude smaller than that in the parallel-plate.
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5. The flow point is defined as the intercept point of G′(ω) and G′′(ω) (Mezger, 2006).
From Fig. 2.7 (d), the flow point for both materials is at about the same strain
γ = 0.1.
Note that the uneven error bars is a result of log scale.
2.4.4 Conclusion
Therefore, for the dynamic experiments, we conclude as follows:
1. The cone-and-plate does better for both materials, especially at low stresses.
2. For hyalunic acid, the probing scales of both instruments are bigger than the char-
acteristic length scale of the material. Hence, similar stress-strain relationship and
dynamic moduli are generated from both rheometers.
3. The difference in the dynamical properties of agarose is caused by the difference
in the probing scales of the rhometers. And this difference also shows up in the
stress-strain history. Therefore, we suspect that the material length scale of agarose
is between the probing length scales of the two rheometers.
2.5 An overview on mechanical models
In this section, we summarize different mechanical models and also include the solutions
for each model with 2 kinds of input stresses: a step stress τ = τ0H(t) or a top hat stress
τ = τ0[H(t)−H(t− t0)].
24
2.5.1 Linear models
Classical Models
Fluid-like Models These models are called fluid-like models is because that all of
them have the following two charactors: a finite steady state viscosity, presented as η/t
in the solution; and a non-zero recovery coming from the effect of a top hat function (the
input stress) on the same term η/t.
1. Maxwell. Maxwell model can be represented as a purely viscous damper with
viscosity η and a purely elastic string with elastic constantG connected sequentially.
The stress-strain relationship is given by
τ˙
G
+
τ
η
= ˙ (2.42)
.
For a suddenly imposed step stress τ = τ0H(t), the solution for the creep strain is
given by
 = τ0(
1
G
+
t
η
)H(t). (2.43)
For the stress given by a top hat function τ = τ0[H(t) − H(t − t0)], the strain is
given by
 = τ0
[
(
1
G
+
t
η
)H(t)− ( 1
G
+
t− t0
η
)H(t− t0)
]
. (2.44)
2. Jeffrey (short for Maxwell-Jeffrey) model There are two equivalent forms of
this model: one can be represented by a Voigt in series with a dashpot element
while the other one can be represented by a Maxwell in parallel with a dashpot
element. Here we adopt the first arrangement. The stress strain equations for a
Voigt and a dashpot element in series in given in equations (2.45) and (2.46) where
the same stress is felt by the two elements in series while the total strain is the sum
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of the two.
τ = G1 + η1˙1 (2.45)
τ = η2˙2 (2.46)
Combining these two equations, we have a equation for the total stress and total
strain, as shown in equation (2.47).
(η1 + η2)τ˙ +Gτ = η1η2¨+Gη2˙ (2.47)
It can then be solved in the Laplace space where  is either a step or a top hat
function. For a suddenly imposed step stress τ = τ0H(t), the solution for the creep
strain is given by
 = τ0
[ 1
G
(1− e− Gη1 t) + t
η2
]
H(t). (2.48)
For the stress given by a top hat function τ = τ0(H(t) − H(t − t0)), the strain is
given by
 = τ0
{[ 1
G
(1− e− Gη1 t) + t
η2
]
H(t)−
[ 1
G
(1− e−
G(t−t0)
η1 ) +
t− t0
η2
]
H(t− t0)
}
. (2.49)
3. Multi-mode fluid.
For a step function,
 = τ0[
t
η
+
∑
i
1
Gi
(1− e−
Gi
ηi
t
)]H(t). (2.50)
This solution can be written in more general form, as seen in (Macosko, 1994):
 = τ0[
t
η
+
∑
i
Ji(1− e−
t
λi )]H(t). (2.51)
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For a top hat stress input, the solution is given by
 = τ0[
t
η
+
∑
i
Ji(1− e−
t
λi )]H(t)− τ0[t− t0
η
+
∑
i
Ji(1− e−
t−t0
λi )]H(t− t0). (2.52)
Solid-like Models Solid-like models have the following signatures: a complete recovery
of strain; infinite steady state viscosity, i.e. the longtime behavior is a plateau, not a line
with finite non-zero slope.
1. Kelvin-Voigt The Kelvin-Voigt model can be represented as an elastic spring in
parallel with a viscous damper. The stress-strain relation is given by
τ = G+ η˙. (2.53)
For a suddenly imposed step stress τ = τ0H(t), the solution for the creep strain is
given by
 =
τ0
G
(1− e−λt)H(t). (2.54)
where λ is the relaxation time defined as λ = G
η
.
For the stress given by a top hat function τ = τ0(H(t) − H(t − t0)), the strain is
given by
 =
τ0
G
[
(1− e−λt)H(t)− (1− e−λ(t−t0))H(t− t0)
]
. (2.55)
2. Multi-mode solid. The multi-mode solid model is given by multiple Kelvin-Voigt
elements connected in series. The stress-strain relation for each one of them is given
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by
τ = G11 + η1˙1
τ = G22 + η2˙2
... , (2.56)
where the total strain  = 1 + 2 + ... The solution is easy to obtain in Laplace
space with a step or a top hat function as the input, as given below. For a step
function,
 = τ0
∑
i
1
Gi
(1− e−
Gi
ηi
t
)H(t). (2.57)
This solution can be written in more general form, as seen in many text books:
 = τ0
∑
i
Ji(1− e−
t
λi )H(t). (2.58)
For a top hat stress input, the solution is given by
 = τ0
∑
i
Ji(1− e−
t
λi )H(t)− τ0
∑
i
Ji(1− e−
t−t0
λi )H(t− t0). (2.59)
Inertial models
System equations. The equation of motion for a rotational system is given by (Cutnell
and Johnson, 2006)
I
∂Ω
∂t
= ΓA − ΓR (2.60)
where I is the moment of inertial of the mobile part of the rheometer, ΓA and ΓR are the
applied and resistive torques by the fluids and Ω(t) is the angular velocity. Under linear
viscoelasticity, it is natural to assume that the shear rate and stress are proportional to
the angular velocity and the torque respectively with proportionality constants F˙ and
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Fτ , i.e., F˙ =
˙
Ω
and Fτ =
τ12
Γ
. Therefore, equation (2.60) can be rewritten as
a¨ = τa − τw, (2.61)
where a = I Fτ
F˙
. Note that for non-inertial models, since I = 0, τa = τw.
Determine a for a cone-and-plate rheometer For a rotational system, the applied
torque is defined as
Γ =
∫ R
0
τ122pir
2dr. (2.62)
Since the stress is constant in a cone-and-plate rheometer, the above equation can be
integrated as
Γ =
2
3
piτ12R
3. (2.63)
Or equivalently,
Fτ =
τ12
Γ
=
3
2piR3
. (2.64)
On the other hand, the shear strain can be written as
 =
φr
r tan(θcone)
(2.65)
where φ = Ωδt is the angular displacement. Differentiating the above equation gives the
shear rate
˙ ≈ Ω
θcone
, (2.66)
since tan(θcone) ≈ sin(θcone) ≈ θcone for small cone angle (θcone is as small as 6◦). There-
fore, the inertial constant in a cone-and-plate rheometer is given by
a = I
Fτ
F˙
=
3θcone
2piR3
. (2.67)
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Determine a for a parallel-plate rheometer In a parallel-plates rheometer, the
torque is defined in the same way as shown in equation (2.62). But the shear strain and
shear rate are not homogenous in this geometry. Instead, they are functions of position
r where 0 ≤ r ≤ R and R is the disk radius,
 =
φr
h
, (2.68)
˙ =
Ωr
h
, (2.69)
and h is the distance between two disks. Because the shear rate is a function of r only,
we can expect that the shear stress only depends on r, i.e., τ12 = τ12(r). Since r =
h
Ω
˙,
equation (2.62) can be rewritten as
Γ = 2pi
∫ ˙R
0
(R
˙R
)3
˙2τ12d˙ (2.70)
where ˙R =
ΩR
h
. By Leibnitz’s rule,
τ12(R) =
Γ
2piR3
(3 +
d ln Γ
d ln ˙
), (2.71)
where d ln Γ
d ln ˙
should be pre-determined by running consecutive experiments by varying Γ
and ˙R. Therefore,
a = I
Fτ12(R)
F˙(R)
= I
h
2piR4
(3 +
d ln τ12
d ln ˙
). (2.72)
1. Inertial Jeffrey model Combining the system equation (2.61) and strain stress
relation of Jeffrey’s model (2.47) gives rise to the following equation
(η1 + η2)τ¨w + (G+
η1η2
a
)τ˙w +
Gη2
a
τw =
Gη2
a
τa +
η1η2
a
τ˙a (2.73)
Now, the applied stress τa is either a step or top hat function as mentioned before.
30
If τa = τ0H(t), the resistive stress by the fluid can be solved by Laplace transform,
τw = τ0
{
1− e−At
[
cos(ωt) +
aG− η1η2
2aω(η1 + η2)
sin(ωt))
]}
(2.74)
where A = aG+η1η2
2a(η1+η2)
and ω =
√
Gη2
a(η1+η2)
− A2. Integrating this equation twice, the
shear strain is given by
 = τ0
{ t
η2
−B + e−At
[
B cos(ωt) +
A
ω
(
B − 1
Aη2
)
sin(ωt)
]}
(2.75)
where B = a(η1+η2)
Gη2
(
2A
η2
− 1
a
)
.
2. Inertial Maxwell modelMaxwell model can be obtained from Jeffrey model with
η1 → 0. Therefore, A = G2η2 , B = aη22 −
1
a
and ω =
√
G
a
− G2
4η22
. And equation (2.75)
simplifies to
 =
τ0
η2
{
t− a
G
(G
η2
− η2
a
)[
1− e− G2η2 t
(
cos(ωt) +
G
2η2ω
G/η2 − 3η2/a
G/η2 − η2/a sin(ωt)
)]}
.
(2.76)
3. Inertial Kelvin-Voigt model This model can be obtained from inertial Jeffrey
model with η2 → ∞. Therefore, from the derivation, A = η12a , B = − 1G and
ω =
√
G
a
− η21
4a2
. Then equation (2.75) simplifies to
 =
τ0
G
{
1− e− η12a t
[
cos(ωt) +
η1
2aω
sin(ωt)
]}
. (2.77)
2.5.2 Nonlinear models
These linear mechanical element models cannot be taken too literally. For example, they
are scalar equations which are presumably related to a particle stress and deformation
component. Stress and deformation are tensor and vector quantities, and so one way to
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validate these mechanical models is to recover them from a tensorial constitutive law.
The form of the ODEs for each mechanical model suggests which tensor constitutive laws
might work. We show here which tensor constitutive law yields each mechanical model,
and thus legitimize the use of the scalar model, but also show what the relevant nonlinear
model is. In this way, we have a chance to explore nonlinear behavior by fitting data
to exact or numerical solutions. In the following, I will give two examples to illustrate.
Based on previous results, we can rearrange the components in the velocity gradient
tensor and the rate of strain tensor so that they are equivalent to those in the rectangle
coordinate system under simple shear:
L ∼

0 γ˙ 0
0 0 0
0 0 0
 , 2D =

0 γ˙ 0
γ˙ 0 0
0 0 0
 .
Upper convective Maxwell → Maxwell
The upper convective Maxwell model is given as
τ + λ
∂
∂t
τ + λv · Oτ − λL · τ − λτ · LT = 2η0D. (2.78)
The term λv · Oτ can be eliminated since we assume that the flow is steady. The
UCM equations simplify to:
(1 + λ
∂
∂t
)

τ11 τ12 0
τ12 τ22 0
0 0 τ33
− λ

2γ˙τ12 γ˙τ22 0
γ˙τ22 0 0
0 0 0
 = η0

0 γ˙ 0
γ˙ 0 0
0 0 0
 .
It is straightforward to see that τ22 = τ33 = 0 for the steady state solutions. There-
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fore, the only nonzero stress components are τ11 and τ12 (Macosko, 1994):
τ11 + λτ˙11 − 2λτ12γ˙ = 0, (2.79)
τ12 + λτ˙12 = η0γ˙. (2.80)
Notice that the second equation is the linear Maxwell model for 1D case.
Oldroyd-B model → Maxwell-Jeffrey
The Oldroyd-B model is given by
τ = τ p + τ s, (2.81)
where τ p is given by the UCM model and τ s is just a Newtonian term 2ηsD. Consider
only the equation for τ12, we have:
τ p12 + λτ˙
p
12 = η0γ˙, (2.82)
τ s12 = γ˙ηs. (2.83)
Hence,
τ12 + λτ˙12 = (η0 + ηs)γ˙ + ληsγ¨, (2.84)
which is equivalent to the Maxwell-Jeffrey model by rearranging the coefficients.
2.6 The parameter fitting graphical user interface
(GUI)
This parameter fitting GUI was developed to perform inverse characterization for creep
experiments. It provides a wide range of potential “best fit” models, from standard
ones such as Maxwell, Kelvin-Voigt, Jeffrey, multi-mode solid and multi-mode liquid to
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more sophisticated ones such as inertial Maxwell, inertial Kelvin-Voigt, inertial Jeffrey
and even nonlinear ones such as KBKG and Giesekus. Although the software already
implements all models that have been used in the rheology literature, it is easy to add
new models.
2.6.1 Starting the program
1. Open MATLAB, make the GUI directory to be the current directory.
2. Type guide in MATLAB command window and use browse to select from existing
GUI’s. In our case, select test.fig, as shown in Fig. 2.8 (a). Then the GUI is loaded
and ready for editing, as shown in Fig. 2.8 (b). In the same directory, a file
named test.m is linked to this GUI. Any modifications done with the GUI will be
automatically saved in test.m.
3. To run it, click on the green triangle showed on tool bar of the GUI. A figure with
the title parameter fitting gui then pops up, which will be used as the fitting
tool.
2.6.2 Loading the data
The GUI only takes data stored in .mat files. There should be two variables in the data
file to be loaded, x and t, where x is a column vector for the compliance and t is a column
vector for the corresponding time. To load this file, click on the load data file button on
the GUI and open it in the directory contains it. Once it is done, there is a line showed
up in MATLAB command window suggesting that the data has been loaded successfully,
which is in the following format: (2009.06.03, 17:36:52) parameter fitting gui:
Loaded datafile, agarose p3CR p5.mat.
34
2.6.3 Processing the data
Model selection
Before we decide which model should be used for the fitting, a quick review on the data is
very helpful. The GUI allows users to plot compliance and compliance rate data against
time, i.e., ~x(t) and ~˙x(t). Selecting either displacement or velocity from the first pop-
up menu on the upper left corner will construct such a plot. Fig. 2.11 shows the graph
after clicking on displacement. It is clear that the shear stress is applied in [0,10] then
removed. The right hand side figure in Fig. 2.11 shows a classical creep curve with
fluid-like properties: finite steady state viscosity and a nonzero recovery except that it
has about 2 seconds’ ringing at the beginning. Hence, the first models to be tried on this
data set will be classical fluid models such as Maxwell and Jeffrey. To select a model
for fitting, choose one from the second pop-up menu on the left (the Fit browser), as
shown in Fig. 2.12.
Fitting interval
Linear non-inertial models The edit boxes named start time, end time and force-
off time are for inputs of the fitting start time, end time and the time when the force
is turned off, none of which can be an empty entry. For example, if a user wish to fit
between [5,15] for the loaded data set agarose p3CR p5.mat, enter 5 for start time, 15
for end time and 10 for force-off time. (Note that the exact time at which the force is
turned off should be collected from the experimentalist since there might be a delay time
in the response of the material. ) Click on fit button, the fitting results are shown in a
MATLAB figure tagged as 1001 and the values of parameters are shown in the MATLAB
command window, as shown in Fig. 2.13. There are two sub figures in the MATLAB
Figure 1001 shown in Fig.2.13, the left hand side figure shows the real data vs. fitting
curve in [5,15] while the right hand side figure shows the real data vs. model prediction
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by the same set of calibrated parameter values on the entire time domain [0,60].
Inertial and nonlinear models For now, only fittings in the force-on region have
been developed for these models, i.e.,for the loaded data set, only fittings between [0,10]
are allowed. Please make end time ≤ force-off time. The model prediction is made
within [0,force-off time]. The left sub figure in Fig. 2.14 shows a fit with inertial
Jeffrey’s model and the one on the right shows a prediction in [0,10].
Fitting control for non-inertial models
There are two grey control groups in the center part of the GUI. The darker one is a
control for non-inertial models while the lighter one is the control for inertial models. In
this section, let’s first look at the control for non-inertial models.
# of modes showed in the dark gray box is for multi-mode models, i.e., multi-mode
fluid and multi-mode solid models as mentioned in the summary of mechanical models.
These models can be used as a means of determining if more than one retardation time
is required for the fitting. For example, let’s try multi-mode fluid on this particular data
set with the fitting region to be [0,10]. Enter 2 for # of modes and click on fit, the
parameters are shown in the MATLAB command window and the plots are generated
in MATLAB figure 1001, as shown in Fig. 2.15. In the command window, we can see
the complain from MATLAB about the ill-conditioning Jacobian, which may be caused
by the redundancy in the fitting parameters. As a proof, let us take a look at the values
of lambda gf in the command window, which are the retardation times in the spectrum.
Since these two values are the same untill the fifth decimal place, it suggests that only
one retardation time is necessary in the spectrum. The computed steady state viscosity
is also showed in the text box tagged as viscosity in the center of this control group.
(Under development) Further more, this computed viscosity can be fixed when fitting
with different windows. For example, the steady state viscosity can be computed using
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the data in the entire domain, then smaller windows are selected to generate fits with
a fixed steady state viscosity with a check in the fix viscosity check box. In this case,
the steady state viscosity is assume to remain relatively unchanged compared to other
variables. We then are able to study the time evolution of all the other fitting parameters
based on a fixed steady state viscosity.
Fitting controls for inertial models
Before the inertial models are applied to generate fits, we should realize that since the
solution of each inertial models has a combination of exponential and trigonometry func-
tions, a good fit is very sensitive to the initial guesses. Therefore, most of the control
options developed here are designed to meet the needs of generating a good initial guess.
Determine the ringing frequency. As mentioned in above, a reasonable guess on
the ringing frequency is necessary to generate good fits. Click on the freq by fft button,
the ringing frequency is calibrated between start time and end time. The computed
angular frequency ω = 2pif is then shown in the text box right next to the freq by fft
button and also in the edit box in the control group for inertial models as an initial guess
of the angular frequency.
We will use the following notations in the discussion,
fs = sample rate in Hz (2.85)
dT =
1
fs
= interval between samples (2.86)
N = number of samples taken (2.87)
T = N × dT = total time period (2.88)
f1 = 1/T = frequency of the first harmonic in Hz. (2.89)
For the loaded data set, fs = 50Hz and 10 seconds’ of data have been collected before
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the force is removed, which will gives the total of N = 500 samples during the force
application. Therefore, the frequency of the first harmonic is f1 = 0.1. Before the
Fourier transform is performed, the linear trend in the data is subtracted off. In Fig.
2.16, a linear line (green line in the figure) y = at + b is fit to the data with fitting
coefficients shown in the MATLAB command window. This line is then used to remove
the constant and linear modes in the data (the red curve) and Fourier transform follows.
The result is shown in the same graph with the computed angular frequency. We notice
that there is a spreading of angular frequencies around ω = 20, which is a direct result
of using a limited set of samples and usually referred as a frequency leakage. Therefore,
we can only say that the actual ringing frequency is close to the calibrated one, and use
it as an initial guess.
Control options. Now let’s look at the control options available for inertial models,
as shown in Fig. 2.17. In the button group, the check box is for using the values in the
input boxes as the inertial guesses for frequency and inertial constant a. If the box is
checked, the values in these two boxes are used as the initial guesses if needed. The 3
radio buttons are for parameter fitting controls. If you wish to fix frequency while fitting,
select the first radio button; if you wish to fix the inertial variable a while fitting, select
the second radio button; otherwise, select the last one. Therefore, one check box and 3
radio buttons give you the following fitting options:
1. Check box is checked the first radio button is selected. An input guess for the
inertial constant a is used and the frequency is fixed.
2. Check box is checked the second radio button is selected. An input guess for the
frequency is used and the inertial constant is fixed.
3. Check box is checked the third radio button is selected. Both input guesses for the
inertial constant a and the frequency are used.
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4. Check box is unchecked the first radio button is selected. A random guess for the
inertial constant a is used and the frequency is fixed.
5. Check box is unchecked the second radio button is selected. A random guess for
the frequency is used and the inertial constant is fixed.
6. Check box is unchecked the third radio button is selected. Random guesses for the
inertial constant a and the frequency are used.
The ability of using both input guesses and random guesses allows the program to search
for the optimal solutions in the parameter space more efficiently. As a comparison, let’s
apply the inertial Maxwell model on this data set. As shown in Fig. 2.18, if the checkbox
left unchecked, the fit generated by this model doesn’t hit the actual frequency. However,
if this boxed is checked, the correct frequency is picked out in the parameter space.
2.7 Results for human sputum samples
2.7.1 sample preparation
We may want to relate to the real stress felt by the mucus in vivo/vitro (up to 75 pa
according to David?) to justify the applied stress range on the parallel plate rheometer.
2.7.2 Time dependence of viscoelastic properties in the parallel-
plate sample
In this analysis, we apply the inertial Maxwell-Jeffrey model on human sputum samples
under 2 pa and 0.2 pa controlled stresses respectively. The fitting is done with our param-
eter fitting tool developed with MATLAB. With the assumption that the parameters in
the inertial Maxwell-Jeffrey model remained unchanged over the entire force application
(10 seconds), we generate a fit with constant parameters, as shown in Fig. 2.22 (a). Note
that the fit is not satisfying comparing to the original data shown in the same figure.
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Instead, we use the sliding window approach, fitting the data with a window size
chosen to be the length of two ringing cycles. Therefore, the window size is 1.5 ([0,7.5])
for τ = 2 and 1.8 ([0,9]) for τ = 0.2. For both data sets, there is a clear pattern according
to which the fitting parameters are changing with time, ie., G and η1 are decreasing with
time while η2 is increasing with time. Based on this observation, we believe that all
the 3 parameters are functions of time. We then construct the functional form for each
of them (assuming they are continuous in time in stead of piece-wise constants) and
regenerate a fit over the entire 10-second window. The result is shown in Fig. 2.22 with
the original experimental data. It is clear that with time dependent functions, we have
greatly improved the fit of our model, which can be considered an evidence for thixotropy
of the sample.
As we mentioned before, the complex modulus G∗ is related to the relaxation modulus
Gˆ by G∗ = iωGˆ. Theoretically, we can compute one from the other by this simple rela-
tionship. Instead of this approach, we will construct G∗ by the following: the Maxwell-
Jeffrey equation with known parameters is solved with a stress input τ(t) = τ0e
iωt; G′ is
computed as the real part of γ(t)
τ(t)
and G” as the imaginary part. For each of the sliding
window, we have different parameter values for η1, η2 and G in the creep experiment.
By constructing G′(ω) and G′′(ω) according to different t, we associate the dynamical
modulus with time dependent properties. The results are shown in Fig. 2.23.
Here, we want to emphasize:
1. The fit with time varying parameters shows that the material is thixitropic. We are
interested in finding a lower bound for the stress so that the sample is homogenous
and independent of time. However, we haven’t discovered this stress yet. It is very
possible that commercial rheometers cannot generate such a low stress threshold.
2. The increase in η2 (Fig. 2.21) and decrease in η1 and G (Fig. 2.22) have been
observed repeatedly in many samples, even in those which only have weak ringings.
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Hence it is a rather reliable result.
3. By reconstructing G′ and G′′ using the time dependent values of the model parame-
ters, we obtain the change in dynamical properties during the full force application.
Although we didn’t mention here, we make the assumption that the material has
the same rheological properties in two different experiments (constant control stress
and oscillatory controlled stress), which is a basic assumption in the society of rhe-
ology.
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(a) Step input in strain γ. (b) Stress response in Hookean solid.
(c) Stress response in Newtonian fluid. (d) Stress response in viscoelastic
solid/liquid.
Figure 2.1: Stress responses from different materials under the input of a step strain.
Adopted from (Macosko, 1994).
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(a) Cone-and-plate rheometer. (b) Parallel-plate rheometer
Figure 2.2: Schematic of CP and PP. Adopted from (Macosko, 1994). Note that the
symbols in the schematic are, Ω: angular velocity, β: cone angle, M: torque, R: plate
radius, h: gap depth.
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Figure 2.3: Shear rate as a function of t.
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Figure 2.4: Dynamical properties of hyaluronic acid from multiple runs.
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Figure 2.5: Average dynamical properties of hyaluronic acid.
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Figure 2.6: Dynamical properties of agarose from multiple runs.
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Figure 2.7: Average dynamical properties of agarose.
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Figure 2.8: Starting up the parameter fitting GUI.
Figure 2.9: Starting up the parameter fitting GUI
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Figure 2.10: Loading the data.
Figure 2.11: Loading the data.
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Figure 2.12: Loading the data.
Figure 2.13: Fitting generated by Jeffrey’s model.
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Figure 2.14: Fitting generated by inertial Jeffrey’s model.
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Figure 2.15: Fitting generated by inertial Jeffrey’s model.
Figure 2.16: Fitting generated by inertial Jeffrey’s model.
Figure 2.17: Fitting generated by inertial Jeffrey’s model.
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Figure 2.18: Fitting generated by inertial Jeffrey’s model.
Figure 2.19: Fitting generated by inertial Jeffrey’s model.
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Chapter 3
Microbead Rheology
The current chapter is motivated by the driven microbead experiments done by our
collaborators D. Hill and J. Cribb in Dr. Superfine’s group at UNC Physics department,
in order to characterize the viscoelastic properties of lung airway surface liquids, i.e.,
mucus. The standard model for driven magnetic beads (Ziemann et al., 1994) relies on
a force balance argument with an ad hoc geometric factor, and analogies with the Voigt
mechanical model often used to interpret creep-recovery data. Instead of following this
analysis, we will review the linear response theory and the two special Stokes singularities
that have been applied in microrheology, the Stokeslet and the flow generated by a
driven sphere. The goal here is to place these results in a unified context in which
results and perspectives from viscous hydrodynamics are transferred to viscoelasticity
with relative ease, consistent with (Zwanzig and Bixon, 1970; Mason and Weitz, 1995), by
a straightforward prescription — the viscous-viscoelastic correspondence. The analogous
elastic-viscoelastic correspondence is addressed in detail by Christensen (Christensen,
2005). These results are necessary to model and interpret a range of active microrheology
experiments, including driven magnetic beads as well as bead tracers for propagating
shear waves.
In previous research, Mason and Weitz already applied the results for a single localized
source or a spherical source in their seminal papers (Mason and Weitz, 1995; Mason
et al., 1997), and Levine & Lubensky (Levine and Lubensky, 2000) and Crocker et al.
(Crocker et al., 2000) already analyzed and applied special features of the displacement
of one bead due to the thermal motion of another bead, in their analysis of two-point
passive microrheology. The two-point focus is in the special regime where the beads are
separated by several bead diameters, where bead-fluid interactions are suppressed. In our
experiments, the beads do not all satisfy this criterion, and it is of interest to know the
response function in the immediate neighborhood of a driven bead. The microscope takes
data in a focal plane, so it is also relevant to know whether or on what timescale beads
will stray out of the focal plane for a given experiment. It is clearly of interest to derive an
explicit expression for a bead driven by a magnetic field in an arbitrary linear viscoelastic
material, which yields the bead motion in time as well as the displacement and stress
fields in the neighborhood of the bead. This information follows from our analysis of a
forced sphere. In shear wave experiments with embedded bead tracers (Mitran et al.,
2008), normal stress generation is capable of generating bead motion along the direction
of wave propagation. Can one quantify this effect?
For these and related applications, the viscoelastic creeping flow induced by a time-
varying point source and a driven sphere to contrast responses from near-field to far-field,
and in different focal planes is analyzed. Is it possible to distinguish quasi-steady versus
unsteady (inertial) effects in the field surrounding a harmonically driven sphere, and
if so, where? An investigation into this question is approximated with the viscoelastic
analog of a Stokeslet for an imposed time-varying point force by Liverpool & MacKintosh
(Liverpool and MacKintosh, 2005) and Atakhorrami et al. (Atakhorrami et al., 2005).
Here, we analyze inertia-induced vortices in both viscous and viscoelastic fluids, and in
particular, we show where vortices are spawned in bead diameter dimensions and analyze
the vortex strength relative to the applied force, for time-varying point forces and driven
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spheres. In each illustration, the goal is to inform experimental protocols as to whether
and where signatures of elastic versus viscous properties are most accessible.
We pause here to give a brief introduction to our experiments and come back to
the linear response theory and viscous-viscoelastic correspondence principle in the later
sections.
3.1 An overview of driven magnetic bead experi-
ments
This project is motivated by experiments of J. Cribb on biological liquids in the Superfine
lab at UNC: DC magnetic force 10-second impulses are applied to micron-scale magnetic
beads in their Three Dimensional Force Microscope (3DFM), and creep relaxation is
recorded of driven and passive surrounding beads by video microscopy or laser based
tracking method. The 3DFM is designed to provide a large range of 3D forces on an
observable specimen in an optical microscope (Fisher and Cribb, 2006). The geometry
for the driven bead microrheological technique consists of a sharp tip of thickness 175µm
opposing a flat plate with a gap distance of 250µm mounted on a #0 (100um) glass
coverslip, between which a small volume of specimen ( 3 uL) is trapped, as shown in Fig.
3.2 .
3.2 Linear Response Theory & the Viscous-Viscoelastic
Correspondence Principle
Linear response theory, of thermal fluctuations and their associated power spectra and
of driven motion from an imposed source, provides a basis for exploring viscous, elastic
and compressible properties of condensed matter. For the case of a moving sphere, the
viscous-viscoelastic correspondence was developed in 1970 by Zwanzig & Bixon (Zwanzig
and Bixon, 1970), motivated by numerical experiments of Alder & Wainwright (Alder
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and Wainwright, 1970) on atomic fluctuation spectra. Zwanzig & Bixon developed a
quite general theory, allowing for linear viscoelasticity (assuming a single mode Maxwell
law), compressibility of the surrounding medium, arbitrary degree of slip of the sphere,
and inertial (unsteady) effects. They derived the generalized Stokes-Einstein drag law
for viscoelastic fluids, and then the velocity correlation function for thermal fluctua-
tions. Note that an even earlier application of linear response theory was carried out
by Thomas and Walters (Thomas and Walters, 1966) in 1965 to model a sedimenting
sphere in a viscoelastic fluid. Their focus was on the transient motion and passage to
terminal velocity (which they showed depends only on the zero strain rate viscosity of
the fluid). Oscillatory forcing of magnetic beads in viscoelastic materials was carried out
by Ziemann, Ra¨dler and Sackmann (Ziemann et al., 1994) and then modeled with force
balance arguments and spring-dashpot mechanical models to give an alternative method
for storage and loss modulus characterization.
Mason & Weitz (Mason and Weitz, 1995) and Mason et al. (Mason et al., 1997)
had the seminal idea to apply the generalized Stokes-Einstein drag law and associated
power spectra of thermally fluctuating beads to rheology. The field of microrheology
is now established as a viscoelastic characterization technique, with many variants of
the original Mason-Weitz protocol. Gittes et al. (Gittes et al., 1997) used laser-based
microscopy techniques to measure trajectories of individual spheres, together with linear
response theory. Crocker et al. (Crocker et al., 2000) and Levine & Lubensky (Levine
and Lubensky, 2000) developed the elastic-viscoelastic correspondence to relate two-
point tracer statistics with viscoelastic (loss and storage) moduli, in some sense a mirror-
equivalent approach to the viscous-viscoelastic correspondence emphasized in the present
chapter.
To formulate the viscous-viscoelastic correspondence, the first step is to cast linear
response theory in parallel with the classical hydrodynamic analyses of viscous creeping
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(Stokes) flow (Happel and Brenner, 1983; Pozrikidis, 1997). Because of linearity, gener-
alizations to richer sources relevant for modern experiments are immediate, e.g., point or
spherical sources with oscillating strength; these results are provided in greater details
than in the literature. Again, the emphasis is on illuminating experimentally measurable
features. The more challenging analysis of initial-value problems, as in Thomas & Wal-
ters (Thomas and Walters, 1966), has not been introduced into microrheology thus far,
and we do not take up the challenge here.
In the viscoelastic formulation of linear response theory, the viscosity of simple viscous
liquids is replaced by the complex viscoelastic modulus of linear viscoelastic materials,
after the equations have been transformed from the time domain to frequency space. This
identification is possible because linear viscoelasticity presumes a convolution integral
for the stress tensor, whose Fourier transform yields the Stokes relation with a complex
(frequency-dependent) viscosity. The creeping flow equations (steady or unsteady) can
then be posed consistent with point, finite or extended sources, of force, velocity, strain or
stress, and the correspondence remains intact for the associated geometry and boundary-
initial value problems. Whenever the creeping viscous flow problem can be solved, the
analogous solution of the viscoelastic flow problem follows.
Thus far, the field of microrheology has exploited two such creeping viscoelastic flow
solutions, for a stationary point source of force and a driven sphere. In fact, only partial
features of these solutions are typically used; additional information of experimental
relevance is illustrated in the analysis and figures below. These are two from a large family
of special solutions arising from “Stokes singularity theory” of viscous fluids (Pozrikidis,
1997). By varying the geometry of the problem and the source (local or nonlocal, steady
or unsteady, of force, stress, displacement or velocity), the essential calculation is that of
a Green’s function, called in this context a viscous Stokes singularity. In the following
sections, illustrations for point, spherical, and planar sources are presented.
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3.2.1 Governing equations
Consider unsteady creeping (Stokes) flow (Happel and Brenner, 1983) with velocity u,
defined by
ρut +∇p = ∇ · τ + f , ∇ · u = 0, (3.1)
where ρ is the fluid density, p is pressure, τ is the “extra” stress tensor, and f is a
prescribed, general force. For incompressible viscous fluids, τ = 2η0D, where D =
(1/2)(∇u + ∇uT ) is the rate-of-strain tensor. For an incompressible viscoelastic fluid,
the canonical linear constitutive law involves a scalar relaxation modulus G(t) (Ferry,
1980),
τ (x, t) = 2
∫ t
−∞
G(t− t′)D(x, t′) dt′.
Assuming causality, i.e., G(τ) = 0 for τ < 0, the linear viscoelastic model becomes
τ (x, t) = 2
∫ ∞
−∞
G(t− t′)D(x, t′) dt′. (3.2)
(It is straightforward to generalize this discussion to compressible viscoelastic fluids,
requiring one additional modulus function (Ferry, 1980); see Zwanzig & Bixon (Zwanzig
and Bixon, 1970).)
Alternative constitutive laws to (3.2) are often used. One can express the stress τ
in terms of the time history of the strain tensor γ, essentially by integrating (3.2) by
parts. One can also prescribe an inverse constitutive law for the strain tensor in terms
of the history of the rate of the stress, where the memory kernel J(t) is called the creep
compliance.
In practice, G(t) is typically determined in Fourier space by fitting rheometric re-
sponse data to imposed deformations while using the transform of (3.2):
τˆ (x, ω) = 2Gˆ(ω)Dˆ(x, ω), (3.3)
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where either of stress τˆ (x, ω) or rate-of-strain Dˆ(x, ω) is imposed and the other measured.
Here zˆ refers to the temporal Fourier transform defined in the example of G(t) as
Gˆ(ω) =
∫ ∞
−∞
G(τ)e−iωτdτ. (3.4)
The alternative constitutive law formulations are appropriate when one experimen-
tally controls time dependence of strain or stress. The “inverse” formulations of linear
viscoelastic constitutive laws are borne out by the relationship between G(t) & J(t) in
transform space (we omit the time domain relation for their convolution):
Jˆ(ω)Gˆ(ω) = − 1
ω2
. (3.5)
Contact with notation in the rheology literature: Depending on the experiment a
variety of equivalent linear viscoelastic properties are presented.
• The complex relaxation modulus G∗(ω) = iωGˆ(ω) = G′(ω) + iG′′(ω), which defines
the storage modulus G′(ω) and loss modulus G′′(ω). The ratio G
′′(ω)
G′(ω) = tan δ(ω) is
known as the loss tangent.
• The complex viscosity η∗ = Gˆ(ω) = η′ − iη′′, where we note for later usage that
η′(ω) = ω−1G′′(ω) and η′′(ω) = ω−1G′(ω).
• The following identity will prove useful in examples:
Gˆ(ω) =
η′(ω)
| sin δ(ω)|e
i(δ(ω)−pi/2). (3.6)
Some familiar finite-mode approximations for G(t), which characterize viscous and
elastic behavior with a finite number of material parameters, will be used later in exam-
ples.
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• Newtonian viscous fluids (G = GV ):
GV (t) = η0δ(t) (3.7)
where η0 is the (constant) viscosity, Gˆ(ω) = η0, G
′(ω) = 0, and η′(ω) = η0.
• Single-mode Maxwell (linear viscoelastic fluids) (G = G1−M):
G1−M(t) = G0e−t/λ0 , (3.8)
where λ0 is the elastic relaxation time and G0 is the elastic modulus,
Gˆ1−M(ω) =
G0λ0
1 + iωλ0
, tan δ1−M(ω) =
1
ωλ0
(3.9)
and
G′1−M(ω) =
ω2G0λ
2
0
1 + ω2λ20
, G′′1−M(ω) =
ωG0λ0
1 + ω2λ20
, η′1−M(ω) =
G0λ0
1 + ω2λ20
. (3.10)
• N-mode Maxwell (linear viscoelastic fluids) (G = GN−M):
GN−M(t) =
N−1∑
j=0
Gje
−t/λj , (3.11)
where λj and Gj are, respectively, the elastic relaxation time and the elastic mod-
ulus (or spectral strength) of mode j. Also
GˆN−M(ω) =
N−1∑
j=0
Gjλj
1 + iωλj
, tan δN−M(ω) =
∑N−1
j=0
Gjλj
1+ω2λ2j∑N−1
j=0
ωGjλ2j
1+ω2λ2j
, (3.12)
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and
G′N−M(ω) =
N−1∑
j=0
ω2Gjλ
2
j
1 + ω2λ2j
, G′′N−M(ω) =
N−1∑
j=0
ωGjλj
1 + ω2λ2j
, η′N−M(ω) =
N−1∑
j=0
Gjλj
1 + ω2λ2j
.
(3.13)
We follow Zwanzig & Bixon (Zwanzig and Bixon, 1970) to analyze the linear system
(3.1)-(3.3). Applying a time Fourier transform to (3.1) and substituting (3.3),
iρωuˆ(x, ω) +∇pˆ(x, ω) = Gˆ(ω)∇2uˆ(x, ω) + fˆ(x, ω), ∇ · uˆ(x, ω) = 0. (3.14)
If boundary conditions are time-dependent then they should be transformed as well – see
below for an example.
Note that (3.14) is formally equivalent to the Fourier transform of the unsteady vis-
cous Stokes flow equations (3.1) with the exception that Gˆ(ω) is generally complex and
frequency dependent. It follows that if fˆ(x, ω) and the boundary conditions are pre-
scribed independently of velocity u, then any solution of viscous Stokes flow transforms
to a linear viscoelastic creeping flow solution in a natural way. This correspondence be-
tween Newtonian viscous Stokes flow and linear viscoelastic creeping flow can be written
schematically as follows:
viscous Stokes flow ⇐⇒ viscoelastic Stokes flow
fˆ , pˆ ⇐⇒ fˆ , pˆ
η0 ⇐⇒ Gˆ(ω)
where quantities on the left apply to viscous Stokes and quantities on the right to linear
viscoelastic Stokes. In particular: given (in Fourier space) a system of boundary condi-
tions and prescribed forcing, viscous Stokes flow and viscoelastic creeping flow produce
formally identical solutions where η0 is replaced by Gˆ(ω).
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We make the following observations specific to a particular frequency:
1. Gˆ(ω) is in general complex for ω 6= 0 so that (3.3) implies that τˆ (x, ω) is out of
phase with Dˆ(x, ω), uˆ(x, ω) by a frequency dependent phase shift. It is standard to
write Gˆ(ω) = −i|Gˆ(ω)|eiδ(ω), where tan δ(ω) = G′′ω)
G′(ω) is the classical ”loss tangent”.
This observation is independent of flow regime or source, depending only on (3.3).
For specified sources, these observations are then accompanied by the relative phase
shifts between τ , D, u and a time-dependent force, and by pre-factors arising from
|Gˆ(ω)|. (At the risk of notational confusion, we will use δ for both the loss angle
and for the Dirac delta function, as both notations are universally standard.)
2. Taking the divergence of (3.14), we see that ∇2pˆ = ∇ · fˆ , so that pressure is
independent of the linear viscoelastic constitutive law and is in phase with external
forcing.
3. In the case of quasi-steady creeping flow, i.e., dropping the inertial term iρωuˆ
from (3.14), suppose g is the (real) viscous Green’s operator (Pozrikidis, 1992).
We can write
uˆ(x, ω) =
∫
g(x,x′, ω)
η0fˆ(x
′, ω)
Gˆ(ω)
dx′ =
∫
g(x,x′, ω)fˆ eff (x′, ω) dx′, (3.15)
where
fˆ eff (x, ω) =
η0fˆ(x, ω)
Gˆ(ω)
=
η0
|Gˆ(ω)|e
i(pi/2−δ(ω))fˆ(x, ω). (3.16)
This schematic representation will be exploited and illustrated in examples to fol-
low. Note that uˆ is generically out of phase with the forcing. Referring back to
Observation 1 and equation (3.3), for forced systems, τˆ and fˆ are in phase, whereas
both are out of phase with uˆ, Dˆ by the frequency dependent phase factor pi/2−δ(ω).
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Fourier inversion of the “effective force” (3.16),
f eff (x, t) =
∫ ∞
−∞
fˆ eff (x, ω)eiωt
dω
2pi
, (3.17)
yields an explicit (and quite general) correspondence principle (3.15) between quasi-
steady viscous and viscoelastic experiments. It follows immediately that:
• the same velocity field uˆ(x, ω) arises for a viscous fluid with forcing f eff (t)
and a viscoelastic fluid with forcing f(t);
• conversely, for experiments where force is imposed, analogous formulas (de-
veloped below) relate the elasticity-induced contrast in viscous velocity fields.
These general statements are worked out below for three distinct “experimental
controls”: on force, on velocity, and on stress, and for three distinct source ge-
ometries: a point, a sphere and an infinite plane. In each illustration, we further
specialize source features (e.g. steady and harmonic) and the viscoelastic modulus
G(t) to those listed above (3.7)-(3.13). We then explicitly identify ”trade-offs” be-
tween sources and responses for viscous and viscoelastic materials (see §3.3.2, §3.3.4,
§3.3.4, §3.3.6 & §3.3.7). These specific viscous-viscoelastic relations are then imple-
mented in the figures to simulate experimental observations of viscosity-matched
and elasticity-contrasted materials.
4. For unsteady (i.e. inertial terms retained) viscoelastic creeping flow, the scaling
argument made in the previous observation fails so that all three of uˆ, τˆ , and fˆ
may be out of phase with each other at any given frequency ω. See §3.3.6 for
explicit illustration.
5. More generally, in the case of a superposition of forcing frequencies, since Gˆ(ω) is
frequency dependent, there is a superposition of these single-frequency solutions,
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each with a different phase shift and effective viscosity. The picture is thus more
complicated but formally straightforward. For an arbitrary time-dependent source,
a Fourier integral is necessary to describe the response. We do not explore this
level of generality here.
3.3 Exact Solutions of Viscoelastic Creeping Flow
for Three Source Geometries
Dimensional considerations lead naturally to a complex-valued viscoelastic penetration
depth,
`(ω) =
√
Gˆ(ω)
iρω
, (3.18)
where we assume throughout that ω 6= 0; |`(ω)| measures the depth to which viscoelastic
stress dominates over inertia. When the relevant system length scale L is small relative
to |`|, then we can neglect the unsteady term iρωuˆ in (3.14). Conversely, when L is large
relative to |`|, inertial effects become dominant and viscoelastic response is negligible
at these length scales. The upshot is that experiments aimed at viscoelastic properties
need to be tuned to appropriate length scales and cognizant of the relative role of inertial
effects. We illustrate with three source types and geometries.
3.3.1 Viscous quasi-steady Stokeslets (without inertia) (Pozrikidis,
1992)
Consider a point force located at X0 with time-dependent strength α(t) in an infinite
(boundary free) domain,
f(t) = α(t)δ(x−X0). (3.19)
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The velocity field and the stress field are found by solving the continuity equation together
with the singularly forced Stokes equation,
∇ · uv(x, t) = 0, (3.20)
∇pv(x, t) = η0∇2uv(x, t) +α(t)δ(x−X0). (3.21)
The superscript v denotes the viscous formulas for velocity, pressure, stress and force.
(More generally, we can allow X0 = X0(t) and transform away the time dependence by
x → x − X0(t).) These equations have Stokeslet solution (see Pozrikidis (Pozrikidis,
1997))
uvi (x, t) = S
v
ij(x, η0)αj(t), (3.22)
Svij(x, η0) =
1
8piη0
(
δij
r
+
x¯ix¯j
r3
)
, (3.23)
where η0 is the zero strain rate viscosity for the fluid, x¯ = x−X0, r = |x¯|, and Svij(x, η0)
is called the viscous Stokeslet tensor. Note that the separability in x and t of (3.22)
carries over to both transform spaces.
In the Fourier domain, the corresponding uˆvi (x, ω) is given by
uˆvi (x, ω) = S
v
ij(x, η0)αˆj(ω). (3.24)
The stress field for uv becomes, since τ = 2η0D,
τ vik(x, t) = −
3
4pi
x¯ix¯jx¯k
r5
αj(t), (3.25)
which is independent of fluid viscosity. Finally, to make contact with experimental track-
ing of passive tracers, we note the displacement field associated with a velocity field
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u:
Xvi (x, t) =
∫ t
t0
uvi (x(t
′), t′) dt′ + x(t0). (3.26)
3.3.2 Viscoelastic analog of quasi-steady Stokeslets (without in-
ertia)
Following the development of the viscous Stokeslet, we consider a concentrated point force
located at a fixed point X0 in an infinite, boundary-free domain with time-dependent
strength α(t) as in equation (3.19) above, or equivalently in the Fourier domain,
fˆ(x, ω) = αˆ(ω)δ(x−X0). (3.27)
This example appears in several recent microrheology applications (Levine and Lubensky,
2000; Atakhorrami et al., 2005; Liverpool and MacKintosh, 2005). From (3.14),
∇pˆ(x, ω) = Gˆ(ω)∇2uˆ(x, ω) + αˆ(ω)δ(x−X0), ∇ · uˆ(x, ω) = 0. (3.28)
These equations have a Stokeslet-like solution (3.22)-(3.26), constructed simply by re-
placing η0 with Gˆ(ω):
uˆi(x, ω) = S
v
ij(x, η0)
η0αˆj(ω)
Gˆ(ω)
, (3.29)
= Svij(x, η0)αˆ
eff
j (ω),
where
αˆeffj (ω) =
η0αˆj(ω)
Gˆ(ω)
, (3.30)
and factors of η0 (an arbitrary real viscosity scalar) are inserted to make explicit contact
with the viscous Stokeslet (3.23). Following Ferry (Ferry, 1980), a standard choice for η0
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is
η′(ω0) =
G′′(ω0)
ω0
, (3.31)
where ω0 is an experimentally distinguished frequency. (We provide explicit illustrations
below.)
The inverse transform of (3.29) yields the viscoelastic analog of the Stokeslet,
ui(x, t) = S
v
ij(x, η0)α
eff
j (t), (3.32)
where the renormalized source strengthαeff (t) is defined fromα(t) and the shear modulus
G(t) by
αeffj (t) = η
′(ω0)
∫ ∞
−∞
αˆj(ω)
Gˆ(ω)
eiωt
dω
2pi
. (3.33)
Note: the viscous limit, where Gˆ(ω) = η′(ω0) = η0 is constant, yields α
eff
j (t) = αj(t),
and recovers (3.22).
From here, we can make explicit connections between the viscoelastic analog of a
Stokeslet (3.32) and the corresponding viscous Stokeslet, (3.23). Namely, a purely viscous
fluid of viscosity η′(ω0) forced by f eff (x, t) = αeff (t)δ(x−X0) will have identical Stokes
singularity solution (i.e., velocity field u(x, t)) as a viscoelastic fluid with modulus G(t)
forced by
f(x, t) = α(t)δ(x−X0).
For special forcing strength α(t) and modulus G(t), this correspondence can be made
exact; see §3.3.2 below. This relationship underscores the fact that the viscous and
viscoelastic response functions for a point source are not fundamentally different, so that
care has to be taken in identifying signatures of viscoelasticity.
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Finally, we observe that the stress field for (3.32) is
τik(x, t) = − 3
4pi
x¯ix¯jx¯k
r5
αj(t), (3.34)
which is independent of Gˆ; hence, the non-inertial stress is identical for viscous and linear
viscoelastic fluids. That is, once transients and inertial effects have died out, there is no
stress signature of elasticity nor viscosity.
Quasi-steady creeping flows for single frequency, harmonic point forces: αj(t) =
δ1jF0Im[e
iω0t]
To make explicit predictions and comparisons, we restrict the time-dependent source
strength to a single frequency ω0, such as one might impose with an oscillatory magnetic
field strength on a stationary microscopic “point” source. Thus we impose
α(t) = F Im[eiω0t], (3.35)
where
F = F0[1, 0, 0] = F0δ1j, (3.36)
and recall the Fourier transform of eiω0t is 2piδ(ω−ω0). Selecting the viscosity parameter
consistent with the modulus G at the imposed frequency, η0 = η
′(ω0) =
G′′(ω0)
ω0
, we obtain,
with αeff (t) = (αeff1 (t), 0, 0),
αˆeff1 (ω) =
η′(ω0)αˆ1(ω)
Gˆ(ω)
= 2piF0
η′(ω0)δ(ω − ω0)
Gˆ(ω)
. (3.37)
This characterization in transform space can be explicitly inverted back to the time
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domain:
αeff1 (t) = F0η
′(ω0)Im
[
eiω0t
Gˆ(ω0)
]
, (3.38)
= F0
η′(ω0)
|Gˆ(ω0)|
sin(ω0t+ pi/2− δ0), (3.39)
where
tan(δ0) =
G′′(ω0)
G′(ω0)
. (3.40)
An explicit amplitude and phase renormalization of the source strength follows:
αeff1 (t) =
η′(ω0)
|Gˆ(ω0)|
α1
(
t+
pi
2
− δ0
ω0
)
. (3.41)
Furthermore, by virtue of the separable form of the viscoelastic creeping flow solution
(3.32), the amplitude and phase renormalization due to viscoelasticity transfers directly
to the velocity field in the real time domain with no effects on the stress field:
The viscoelastic creeping flow and viscous Stokeslet velocities, u and uv respectively,
for the same harmonic point source (3.19), (3.35), (3.36), are related by a transparent
relation:
ui(x, t) = A(δ0)u
v
i (x, t+ φ(δ0)), (3.42)
τik(x, t) = τ
v
ik(x, t), (3.43)
where the phase shift φ and attenuation factor A are obtained explicitly from the loss
tangent δ(ω0) at the frequency ω0 of the source:
A(δ0) = | sin(δ0)| ≤ 1, (3.44)
φ(δ0) =
pi/2− δ0
ω0
. (3.45)
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If we consider the single-mode Maxwell constitutive law, (3.8)-(3.10), the attenuation
and phase formulae become especially transparent:
A =
1√
1 + ω20λ
2
0
and φ =
1
ω0
tan−1(ω0λ0). (3.46)
We now use formulae (3.42)-(3.46) to illustrate quasi-steady, non-inertial viscoelastic
creeping flow and viscous Stokeslet features in Figures 3.3-3.9, with a single forcing
frequency. A benefit of these relations is that real-time predictions of an experiment
can be made, as opposed to standard matching in transform space. From the velocity
formulae above, we generate displacement fields of passive markers in the vicinity of
the source. The parameters we use are listed in Table 3.1 and are representative of
airway mucus material properties and cilia forcing frequency. The characteristic shear
relaxation times for mucus span the range 10−2 s to 102 s. In addition to a viscous
fluid, we consider two single-mode Maxwell fluids with relaxation times λ0 = 0.01 s and
λ0 = 0.1 s, respectively. (Predictions for longer relaxation times follow immediately
from (3.46) but since they generate highly attenuated displacement fields for this model
experiment, they are omitted.) The viscosity of “healthy” human mucus is about 50
times that of water in the frequency range of interest. In order to highlight elasticity
contrasts in displacement fields for viscosity-matched liquids, we fix the viscosity η′(ω0)
(3.31) to be 50 cp for each of the three sample fluids, and vary the 1-mode Maxwell
elasticity parameter λ0. Healthy cilia beat in the range of 10 ∼ 15Hz; we choose ω0
to be 10Hz in the following simulations. A reasonable estimate of forces in the lung is
100 pN (picoNewtons), which we use for F0.
A few remarks help to motivate the features illustrated. Any marker remains in the
plane of its position vector and the applied force, for all time. It follows that every plane
passing through the axis of the point force is an “invariant plane” of this flow; here,
the force is at the origin and along the x-axis. In microscopy experiments, the stage is
74
set so that one can adjust the focal plane vertically, which in our choice of coordinates
corresponds to heights z = constant. Thus, z = 0 is an invariant plane, and Figures
3.3-3.5 track markers in this plane, contrasting the displacement fields for materials with
identical viscosity and varying elasticity (parametrized by λ0). Note that any other focal
plane, z = constant, which does not contain the point source, is not an invariant plane,
and markers will move vertically as well as in the plane. Figures 3.6, 3.8 and 3.9 will
address this feature. Note that y = 0 is also an invariant plane. We will illustrate this
feature in Figure 3.7.
In Figure 3.3, we present a snapshot of the displacement fields produced by viscous
(3.3a) and viscoelastic analogs (3.3b, 3.3c) of Stokes singularities over a time interval
in which each respective material is exposed to a half-cycle of unidirectional, positive
force. The formulas (3.42), (3.46) allow us to remove the effects of the viscoelastic
phase shift, by a simple translation of the time interval, and focus on elasticity-induced
attenuation for viscosity-matched materials exposed to identical forcing. The length scale
in each figure is 1µm; typical suspended bead diameters are 200nm to 1µm. A field
of markers in the z = 0 plane is labeled at t = 0 in (3.3a), when α(t) = 0, then
phase shifted to t0 = −φ in (3.3b) and (3.3c), when αeff (t) = 0. Recall the period
of α is 0.1 s (ω0 = 10Hz). The field of markers is tracked for .05 s, a half-period of
forcing in which each respective force strength is non-negative, causing motion along the
positive x-axis. These figures thus correspond to the maximum displacements observable
in each material under these conditions. The purely viscous fluid, with λ0 = 0, clearly
experiences the largest displacements, in the direction of the force. There is no storage
of stress. The viscoelastic fluids, one with λ0 = 0.01 s (3.3b) and another with λ = 0.1 s
(3.3c), experience smaller displacement fields, since they store a fraction of the stress in
each cycle. The contrasts between (3.3a-c) are explained from the velocity attenuation
contrasts (3.46) and formula (3.42): A = 1 for the viscous fluid, A = 0.85 in (3.3b)
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and A = 0.16 in (3.3c). The attenuation contrast is highlighted in Figure (3.3d), which
superposes the final positions corresponding to two initial lines of particles (positions
x = −4 or −2µm, y = −10 to 10 µm with spacing 0.5µm), for each of the three different
fluids.
Figures 3.4 and 3.5 further illustrate the predictions of formulas (3.42) and (3.46),
through time traces of particle paths. As in Figure (3.3d), we start with a line of markers
in the z = 0 plane, with the same x-coordinate x = −3.5µm, and with 40 equally spaced
y-coordinates, −10µm to 10µm. (Note that we omit the marker starting from [-3.5, 0, 0]
µm to prevent contact with the point force.) Since the solutions are non-inertial, and
periodic in time, they preserve the Stokes property of time-reversibility. Namely, each
solution will trace out a curve, that is retraced each period of the forcing function.
However, the relative phase of the force amplitude α matters. Here we evaluate all
solutions over one period of the forcing function, starting at t = 0 and through t =
0.1 s. We do not phase shift as in Figure 3.3 to generate the response of the viscoelastic
materials. Thus, the viscoelastic markers begin with a partial cycle of positive force,
followed by a 0.5 cycle of negative force, then the remainder of the positive force cycle.
Each figure contrasts the viscous displacement data (blue) and viscoelastic data, with
λ0 = 0.01 s (red) in Figure 3.4 and λ0 = 0.1 s (green) in Figure 3.5. The length scale in
each figure is 0.5µm. Clearly, the viscous markers move to the right under the half-cycle
of positive force, then retrace back to their origin. The viscoelastic markers exhibit an
“apparent recoil” due to the phase shift expressed in αeff (t), (3.41).
In Figures 3.6-3.9, we address the issue of the paths of tracers that are not in the
focal plane z = 0 of the source in a microscopy experiment, and which thereby execute
apparent 3D motion. (Each particle of course lies on a closed segment of a planar curve,
but the microscope will not be focused along that path!) In Figure 3.6 we illustrate
the displacement fields of an array of tracers initialized in the z = 1 µm plane. The
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markers all move out of the z = 1 µm plane, displacing vertically and transversely.
The attenuation versus increased λ0 is apparent, and one finds the maximum vertical
displacement occurs at the marker just above the position of the force, with the maximum
height ranging from 1.63 µm to 1.55 µm to 1.13 µm for λ0 = 0, 0.01, 0.1 s, respectively.
Since each marker traces a closed path in the plane of the force (x-axis) and its initial
position, the line (x, y = 0, z = 1 µm) remains in the y = 0 plane and we illustrate
this feature in Figure 3.7. These particle paths clearly show the relative translational
(along x) and transverse (along y) displacements versus elastic relaxation contrast, for
viscosity-matched liquids.
Figures 3.8 and 3.9 are analogs of Figures 3.4 and 3.5. In these two figures, we start
with a line of markers in the z = 1 µm plane, with the same x-coordinate x = −1µm,
and with 21 equally spaced y-coordinates, −10µm to 10µm. As before, we evaluate all
solutions over one period of the forcing function, starting at t = 0 and through t = 0.1 s.
We do not phase shift to generate the response of the viscoelastic materials. Each figure
contrasts the viscous displacement data (blue) and viscoelastic data, with λ0 = 0.01 s
(red) in Figure 3.8 and λ0 = 0.1 s (green) in Figure 3.9. The length scale in each figure
is 0.5µm. The attenuation and phase lag due to elasticity of viscosity-matched fluids are
apparent, and each effect is important for interpretation of data.
If multiple frequencies are present, the velocity and stress correspondences are more
complicated; for example, the superposition in (3.32) results in a sum of the above
solutions with different viscosity scalings and phase shifts. Even in the case of single
frequency forcing, if the unsteady term is present then uˆ(x, ω0) is no longer linear in
Gˆ(ω0). As a further remark, results extend to multiple point forces by superposition,
and can be extended to viscoelastic dipoles and other singularities, all by replacing η
with Gˆ(ω) and carrying out the appropriate analysis. See Pozrikidis (Pozrikidis, 1997)
for a complete catalog of viscous Stokes singularities.
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3.3.3 Forced spheres in viscous fluids (the quasi-steady limit)
When the sphere velocity is prescribed as a periodic function of period P of the form
U(t) = U0
M−1∑
k=0
Im[eiωk(t+ξk)], ωk = 2pik/P, (3.47)
one can construct the fluid velocity for Stokes flow past a sphere of radius a in a fluid with
viscosity η0. Because of the linearity of the equations, the Stokes equation can be solved
in Fourier space for each fixed frequency ωk; each of these solutions is constructed by
combining two singular solutions, namely a Stokeslet and a potential dipole (Pozrikidis,
1997). By summation, the flow field generated by the imposed sphere motion (3.47) is
then:
uvi (x, t) =
1
4
a
r
(
3 +
a2
r2
)
Ui(t) +
3
4
a
r
(
1− a
2
r2
)
x¯ix¯j
r2
Uj(t). (3.48)
(Note that the velocity field is independent of fluid viscosity when the sphere motion is
controlled, and the viscosity then arises in the measured stress field, or equivalently, in
the drag force Fvdrag(t) on the sphere due to the velocity U(t).)
The corresponding stress tensor is given by (Pozrikidis, 1997)
τ vik(t) =
3aη0
4
T SijkUj(t)−
a3η0
4
TDijkUj(t), (3.49)
where
T Sijk = −6
x¯ix¯jx¯k
r5
,
TDijk = 6
δijx¯k + δikx¯j + δjkx¯i
r5
− 30 x¯ix¯jx¯k
r7
.
The drag force Fvdrag(t) on the sphere is given by the viscous Stokes drag law,
Fvdrag(t) = −6piaη0U(t), (3.50)
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(found by integrating the fluid stress over the surface of the sphere).
Classical Stokes formulas (3.48)-(3.50) convey that u, τ and F are easily related for
viscous fluids, all in terms of the boundary motion U(t) on the sphere. For viscoelastic
fluids, these relations are non-trivial. If one controls eitherU or F on a sphere, then linear
response theory gives explicit formulas for the corresponding F or U. These formulas are
simple in transform space, but non-trivial in the time domain. Once again, we specialize
the driving conditions and viscoelastic modulus to arrive at exact correspondences in
the time domain. (Generalizations of these results for slip and partial-slip boundary
conditions follow from results in Zwanzig & Bixon (Zwanzig and Bixon, 1970).)
3.3.4 Forced spheres in viscoelastic fluids (the quasi-steady limit)
Imposed periodic velocity on spheres in fluids with arbitrary relaxation mod-
ulus
It is straightforward to solve the quasi-steady restriction of the creeping viscoelastic flow
equations (3.14) in the Fourier domain. The viscoelastic solution corresponds to the
viscous counterpart (3.48)-(3.50), with η0 replaced by Gˆ(ω). One obtains the generalized
Stokes drag law (Zwanzig and Bixon, 1970; Mason and Weitz, 1995; Mason et al., 1997;
Schnurr et al., 1997) in transform space:
uˆi(x, ω) =
1
4
a
r
(
3 +
a2
r2
)
Uˆi(ω) +
3
4
a
r
(
1− a
2
r2
)
x¯ix¯j
r2
Uˆj(ω), (3.51)
τˆik(ω) = τˆ
v
ik
Gˆ(ω)
η0
(3.52)
=
3aη0
4
T SijkUˆ
eff
j (ω)−
a3η0
4
TDijkUˆ
eff
j (ω), (3.53)
Fˆdrag(ω) = −6piaGˆ(ω)Uˆ(ω) = −6piaη0Uˆeff (ω), (3.54)
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where we have introduced an “effective sphere velocity”
Uˆeff (ω) =
Gˆ(ω)
η0
Uˆ(ω). (3.55)
Recalling the identity (3.6) for Gˆ(ω), we have an alternative representation,
Uˆeff (ω) =
η′(ω)
η0
1
| sin(δ(ω))|e
i(δ(ω)−pi/2)Uˆ(ω). (3.56)
Analogous formulas for the viscoelastic u, τ ,F in the real time domain are:
ui(t) = u
v
i (t), (3.57)
τik(t) =
3aη0
4
T SijkU
eff
j (t)−
a3η0
4
TDijkU
eff
j (t), (3.58)
Fdrag(t) = −6piaη0Ueff (t), (3.59)
where
Ueff (t) =
∫ ∞
−∞
Uˆ(ω)
Gˆ(ω)
η0
eiωt
dω
2pi
. (3.60)
If we specify U(t) as a finite Fourier sum (3.47),
Ueff (t) = −U0{
M−1∑
k=0
η′(ωk)
η0
1
| sin(δ(ωk))| cos[δ(ωk) + ωk(t+ ξk)]}. (3.61)
Note: The insertion of a viscosity parameter η0 in (3.54) and (3.59), and thereby also
in the definition of Uˆeff (ω), (3.55), is for the sole purpose of identifying explicit relations
for the imposed sphere velocity boundary-value-problem, (3.51)-(3.56) in the frequency
domain, and (3.57)-(3.60) in the time domain. We make the the following observations:
• The viscous limit, Gˆ(ω) = η0, yieldsUeff (t) = U(t), while (3.58) and (3.59) recover
(3.49) and (3.50).
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• If one prescribes U(t), then the non-inertial quasi-steady velocity fields for viscous
and viscoelastic fluids are identical, (3.51) and (3.57).
• To achieve U(t) on the boundary of the sphere, the required viscous drag force
Fvdrag(t) is immediate: F
v
drag(t) = −6piaη0U(t). For viscoelastic fluids, however,
the drag force Fdrag(t) is nontrivially dependent on the modulus G(t), from (3.54)-
(3.56), (3.59) and (3.60). There is a trade-off due to elasticity captured by the scaled
sphere velocity, Uˆeff (ω) or Ueff (t), (3.55) or (3.60). We return to applications of
these formulas below. (Realistically, an experiment controls the applied force F(t)
on the sphere, and the induced drag force Fdrag = −F.)
• Whereas the velocity fields for prescribed sphere motion are identical, the stress
fields responsible for the drag forces are clearly elasticity-dependent. The chosen
representations, τˆ(ω) in (3.52), (3.53) and τ(t) in (3.58), are efficient for elucidat-
ing elasticity contrasts in viscosity-matched liquids, analogous to the point force
illustrations above.
For illustration, we turn to specialized imposed sphere motion U(t) where the above
correspondence formulas yield exact transparent predictions, i.e. exact force specification
to achieve the prescribed sphere motion.
The simplest example of this class of exact solutions is to restrict to a 1-mode Maxwell
fluid with single frequency (ω0) harmonic oscillation of a sphere, where
U(t) = U0 sin(ω0(t+ ξ0)). (3.62)
From (3.60), it is straightforward to obtain
Ueff (t) = U0
1
| sin(δ0)| sin[ω0(t+ ξ0) + δ0 −
pi
2
], (3.63)
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where δ0 is defined as tan(δ0) = 1/(ω0λ0). Then the drag force and corresponding stress
field for the viscoelastic fluid are immediate from (3.58) and (3.59). This result can be
expressed as an explicit relation between viscosity-matched viscous and viscoelastic fluids
for the oscillating sphere experiment:
Fdrag(t) = F
v
drag
(
t+
δ0 − pi/2
ω0
)
1
A(δ0)
, (3.64)
τik(t) = τ
v
ik
(
t+
δ0 − pi/2
ω0
)
1
A(δ0)
, (3.65)
where Fvdrag(t) and τ
v
ik(t) are the viscous drag force (3.50) and the viscous stress tensor
(3.49) with U(t) given in (3.62). Recall A(δ0) = sin(δ0) is the attenuation factor in the
point force example (3.46) and η0 is the common viscosity.
These two explicit applications of the correspondence principle, for a simple harmonic
stationary point force and single harmonic oscillatory sphere, (3.42)-(3.46) and (3.64)-
(3.65), share similar solution features:
1. equal but opposite-signed phase shifts φ(δ0) and −φ(δ0)
2. reciprocal multiplicative factors, A(δ0) and 1/A(δ0).
We note that for ω  λ (or ω  max(λj) in the N-mode case) the viscoelastic Stokes
drag law reduces to a viscous one, i.e., for time scales long compared to the longest elastic
relaxation time, the drag converges to the viscous law with viscosity λG0 (or
∑
λjGj in
the N-mode version).
Imposed periodic force (stress) on a sphere in the quasi-steady limit
Suppose the experimental control is the force F(t) on the sphere where F(t) is a periodic
function in either a viscous or viscoelastic fluid; this is the appropriate formulation for
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driven magnetic beads. From the Stokes drag law (3.50), the viscous sphere motion is
Uv(t) =
F(t)
6piaη0
, (3.66)
and the velocity and stress fields of the surrounding fluid are given by (3.49)-(3.50).
To get the velocity and stress fields of a viscoelastic fluid, one proceeds as follows. In
transform space, from the Stokes formula (3.54), the sphere velocity in a viscoelastic fluid
with modulus G(t) (or equivalently compliance J(t)) is
Uve(ω) =
Fˆ(ω)
6piaGˆ(ω)
= − ω
2
6pia
Fˆ(ω)Jˆ(ω), (3.67)
and in the real time domain,
Uve(t) =
∫ ∞
−∞
Fˆ(ω)
6piaGˆ(ω)
eiωt
dω
2pi
= −
∫ ∞
−∞
ω2
6pia
Fˆ(ω)Jˆ(ω)eiωt
dω
2pi
. (3.68)
Following the procedure outlined above, we then obtain the velocity and stress fields:
uˆi(x, ω) =
1
4
a
r
(
3 +
a2
r2
)
Uˆ vei (ω) +
3
4
a
r
(
1− a
2
r2
)
x¯ix¯j
r2
Uˆ vej (ω), (3.69)
τˆik(ω) =
1
−24pi (3T
S
ijkFˆj(ω)− a2TDijkFˆj(ω)), (3.70)
ui(x, t) =
1
4
a
r
(
3 +
a2
r2
)
U vei (t) +
3
4
a
r
(
1− a
2
r2
)
x¯ix¯j
r2
U vej (t), (3.71)
τik(t) =
1
−24pi (3T
S
ijkFj(t)− a2TDijkFj(t)). (3.72)
Note: It is apparent that for an imposed force on the sphere, the induced stress field is
independent of the material properties (viscous or viscoelastic).
Analogous to the finite-mode assumption (3.47), suppose the periodic force has the
form:
F(t) = F0
M−1∑
k=0
Im[eiωk(t+ξk)].
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Then the sphere motion is given by
Uve(t) =
F0
6pia
{
M−1∑
k=0
1
η′(ωk)
| sin(δ(ωk))| cos[δ(ωk)− ωk(t+ ξk)]}. (3.73)
Specialized formulas for a Maxwell fluid As before, the simplest illustration is
a one-mode Maxwell fluid with single frequency harmonic forcing: F(t) = F0 sin(ω0t).
Then
Uve(t) = Im[
∫ ∞
−∞
Fˆ (ω)
6piaGˆ(ω)
eiωt
dω
2pi
]
= | sin(δ0)|Uv(t+ pi/2− δ0
ω0
) (3.74)
= A(δ0)U
v(t+ φ), (3.75)
where recall tan(δ0) =
G′′(ω0)
G′(ω0)
. Now from Uve(t), the induced flow is immediate from
(3.71), with the same attenuation and phase shift features.
In summary,
• if an identical force is imposed on a viscous and viscoelastic liquid, the stress fields
match while the viscoelastic velocity field is attenuated by A(δ0) = | sin(δ0)| and
phased shifted by some angle φ = pi/2−δ0
ω0
where tan(δ0) =
G′′(ω0)
G′(ω0)
;
• conversely, if identical sphere motion is imposed, the induced drag force and stress
field on the viscoelastic liquid are amplified by 1/A(δ0) and phase shifted by −φ
relative to the viscous liquid.
Special case of a constant force due to gravity From the above solutions, we easily
recover the result of Thomas and Walters (Thomas and Walters, 1966): the terminal
velocity of a falling sphere is independent of elasticity. We specialize to a constant force
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on the sphere, F = F0, in a viscoelastic medium with modulus G(t). Since
Fˆ(ω) = 2piF0δ(ω),
it is straightforward to calculate
Uve(t) =
∫ ∞
−∞
Fˆ(ω)
6piaGˆ(ω)
eiωt
dω
2pi
=
F0
6piaGˆ(0)
, (3.76)
where Gˆ(0) = η0 is the zero strain rate viscosity. Thus, the terminal velocity does not
depend on G(t) except through Gˆ(0).
Special case of a step force In driven magnetic bead experiments, a step force is
applied at t = 0 for a period of time t0 and bead displacement data are registered during
both the force-on and force-off phase. To model the bead dynamics, we will prescribe the
force as a Heaviside function (for long force pulses) or the sum of two Heaviside functions
for finite t0,
Fstep(t) = F0H(t) (3.77)
or
Fpulse(t) = F0(H(t)−H(t− t0)). (3.78)
First we recall (3.54) and (3.55),
Fˆ(ω) = 6piaGˆ(ω)Uˆ(ω),
and note the relation in transform space between the bead position x(t) and velocity
U(t) = x˙(t):
xˆ(ω) = Uˆ(ω)/(−iω).
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Further recalling the relationship between the modulus and compliance in transform
space, Gˆ(ω)Jˆ(ω) = − 1
ω2
, Eqn (3.5), we determine the bead position in transform space:
xˆ = − iω
6pia
FˆJˆ . (3.79)
The bead position will be labeled xstep when F = Fstep and xpulse when F = Fpulse.
Further note Fˆstep = 2piF0(δ(ω) +
1
iω
), which yields
xˆstep = −F0
3a
(iωδ(ω) + 1)Jˆ , (3.80)
which inverts back to the time domain as:
xstep(t) = − F0
6pia
J(t). (3.81)
For the pulse force, we deduce
xpulse(t) = − F0
6pia
(J(t)− J(t− t0)). (3.82)
We thereby rigorously recover the formulas derived in (Ziemann et al., 1994) by ad hoc
arguments, and indeed we can now draw an explicit analogy between driven magnetic
microbead motion and a bulk creep-recovery shear model.
3.3.5 Finite size effects: quasi-steady driven spheres vs. point
sources
Here we quantify the approximation of driven sphere motion by point source response
functions (the Stokeslet and its viscoelastic analog). (We continue with the quasi-steady
or non-inertial limit here, and couple inertial effects below.) As anticipated, the accuracy
of the approximation depends on where measurements are made relative to the location of
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the source. For a point source, the natural lengthscale is the penetration depth `(ω); for a
sphere, we can also measure response on the scale of the bead diameter. All figures below
depict (on a log scale) response features at one micron from the source, and then each
horizontal unit corresponds to a factor of 10 bead diameters. This allows one to easily
visualize the comparisons between point and sphere sources, for viscous and viscoelastic
fluids, and for quasi-steady and inertial (unsteady) responses, in units of bead diameter.
The velocity field around a stationary point force of strength α(t) in a viscoelastic
fluid with relaxation modulus G(t), in Fourier space, is given from (3.29):
uˆpointi (x, ω) = S
v
ij(x, η0)
η0αj(ω)
Gˆ(ω)
, (3.83)
Svij(x, η0) =
1
8piη0
(
δij
r
+
x¯ix¯j
r3
)
. (3.84)
Meanwhile, the fluid velocity (denoted usphere) for creeping flow past a sphere of radius
a moving at velocity U(t) in the same viscoelastic fluid is given from (3.71):
uˆspherei (x, ω) =
1
8pi
(
δij
r
+
x¯ix¯j
r3
)
bˆj(ω) +
1
4pi
(
−δij
r3
+ 3
x¯ix¯j
r5
)
dˆj(ω), (3.85)
where
bˆ = 6piGˆ(ω)aUˆ, (3.86)
dˆ = −pia3Uˆ. (3.87)
If we assume that the applied force on the sphere is the same as the point force, then
the sphere motion is
Uˆi(ω) =
αˆi(ω)
6piaGˆ(ω)
. (3.88)
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We now observe the difference in velocity fields is
uˆpointi (x, ω)− uˆspherei (x, ω) =
a2
3r2
1
8piGˆ(ω)
(
−δij
r
+ 3
x¯ix¯j
r3
)
αˆj(ω). (3.89)
It is clear that if a passive tracer is close to the sphere, a
r
∼ O(1), then this difference is
comparable in magnitude to the point force solution (3.29). We return to this comparison
in the discussion below and Figures 3.10 - 3.17, where we present viscous and viscoelastic,
quasi-steady and unsteady, solutions on the same plots. But first, we extend the above
explicit solutions and analysis to the unsteady case.
3.3.6 Unsteady (inertial) viscoelastic analog of Stokeslets
Comparing the magnitudes of the unsteady and viscous terms in (3.14), we see that the
unsteady term becomes important when ρL2ω/|Gˆ(ω)| = L2/|`|2 is order one or larger.
Here L is the relevant characteristic length scale. Thus the unsteady term iρωuˆ must be
retained for either L large (relative to the viscous damping length (|Gˆ(ω)|/ρω)1/2) or ω
large (relative to the inverse damping time |Gˆ(ω)|/ρL2).
We reconsider in this light the example of a concentrated point force located at a
stationary point X0 with time-dependent strength in an infinite (boundary free) domain,
now satisfying the unsteady creeping flow equations
iρωuˆ(x, ω) +∇Pˆ (x, ω) = Gˆ(ω)∇2uˆ(x, ω) + αˆ(ω)δ(x−X0), ∇ · uˆ(x, ω) = 0, (3.90)
where P is a modified pressure. These equations have inertial (or unsteady) viscous
Stokeslet (see (Pozrikidis, 1997)) and analogous viscoelastic solution
uˆi(x, ω) =
1
8piη0
(
δij
r
A(r, `(ω)) +
x¯ix¯j
r3
B(r, `(ω))
)
η0αˆj(ω)
Gˆ(ω)
, (3.91)
= Sˆij(x, η0, ω)αˆ
eff
j (ω), (3.92)
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where
A(r, `(ω)) = 2e−r/`(ω)
(
1 +
`(ω)
r
+
`2(ω)
r2
)
− 2`
2(ω)
r2
, (3.93)
B(r, `(ω)) = −2e−r/`(ω)
(
1 + 3
`(ω)
r
+ 3
`2(ω)
r2
)
+ 6
`2(ω)
r2
, (3.94)
`(ω) = (Gˆ(ω)/iρω)1/2. (3.95)
Note that the viscous limit corresponds to Gˆ(ω) = η0. Recalling (3.30), one finds
ui(x, t) =
1
2pi
∫ ∞
−∞
Sˆij(x, η0, ω)αˆ
eff
j (ω)e
iωt dω. (3.96)
We call (3.96) an inertial (or unsteady) viscoelastic analog of the inertial viscous Stokeslet.
From (3.96), there is generally an inertial coupling between Sˆij(x, η0, ω) and the forcing
strength αˆeffj (ω). Aspects of this solution have been explored by Liverpool and MacK-
intosh (Liverpool and MacKintosh, 2005). In particular, they focus on the frequency-
dependent prefactor Sij(x, η0, ω) in frequency space. We remark that conclusions about
the spatial fields associated with Sij rely upon special forcing functions α(t) for which
the inertial solution preserves the time-space separability of the quasi-steady, non-inertial
formula. We return to explicit illustrations below, where significant fluctuations in the
spatial flow field arise for a periodic forcing function typical of an AC magnetic field.
The corresponding stress tensor is given by
τik(x, t) =
1
16pi2
∫ ∞
−∞
Tijkαˆj(ω)e
iωt dω, (3.97)
where
Tijk(x, ω) = − 2
r3
(δijx¯k + δkjx¯i)[e
−r/`(ω)(r`−1(ω) + 1)−B(r, `(ω))]− 2
r3
δikx¯j(1−B(r, `(ω)))
−2 x¯ix¯jx¯k
r5
[5B(r, `(ω))− 2e−r/`(ω)(r`−1(ω) + 1)]. (3.98)
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Recall from (3.55), `2(ω) admits the representation
`2(ω) =
Gˆ(ω)
iρω
=
η′(ω)
iρω| sin(δ(ω))|e
i(δ(ω)−pi/2). (3.99)
Observe then that
• There is an inertial stress signature, in contrast to the quasi-steady limit. Note
that (3.97)-(3.99) with `2V (ω) = η0/iρω is the stress tensor for a purely viscous fluid
with inertia.
• In the case of single frequency forcing (3.35) and (3.36), recalling
αˆj(ω) = δ1j2piF0δ(ω − ω0), (3.100)
and selecting η0 = η
′(ω0), the stress integral (3.97) can again be explicitly com-
puted. This stress tensor in the real time domain is
τik(x, t) =
F0
8pi
{− 2
r3
(δi1x¯k + δk1x¯i)[e
−r/`0(r`−10 + 1)−B(r, `0)]−
2
r3
δikx¯1(1−B(r, `0))
−2 x¯ix¯1x¯k
r5
[5B(r, `0)− 2e−r/`0(r`−10 + 1)]}, (3.101)
where
`20 = `
2(ω0) =
η0
iρω0| sin(δ0)|e
i(δ0−pi/2) = `2V (ω0)
1
| sin(δ0)|e
i(δ0−pi/2). (3.102)
Thus we see that the inertial viscoelastic ”Stokeslet” stress tensor acquires an am-
plified penetration depth.
• In addition, note that A(r, `(ω)) and B(r, `(ω)) are non-separable.
Again, one can extend these previous formulas to multiple point forces by super-
position, and build other unsteady viscoelastic singularities, e.g. unsteady viscoelastic
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doublets, all by replacing η0 with Gˆ(ω). See Pozrikidis (Pozrikidis, 1997) for a catalog of
unsteady viscous Stokes singularities.
Note that (3.90)-(3.98) differ from their quasi-steady counterparts (3.28)-(3.34) through
the perturbative factors A(r, `(ω)) and B(r, `(ω)), which are frequency-dependent. We
make the following observations for the respective velocity fields.
• For r  |`(ω)|, i.e., for distances smaller than the viscous damping length, A(r, `(ω))
and B(r, `(ω)) are 1+O(r|`(ω)|−1) and so at this length scale, quasi-steady and in-
ertial viscoelastic analogs of Stokeslets are comparable.
• For r > |`(ω)|, the first terms in the formulas for A(r, `(ω)) and B(r, `(ω)) are
exponentially suppressed as e−rRe `(ω)/|`(ω)|
2
, leaving A(r, `(ω)) ≈ −2`2(ω)/r2 =
−2Gˆ(ω)/(iρωr2), B(r, `(ω)) ≈ 6`2(ω)/r2 = 6Gˆ(ω)/(iρωr2). Thus (3.96) becomes
ui(x, t) ≈ 1
16pi2ρ
(
2
δij
r3
− 6 x¯ix¯j
r5
)∫ ∞
−∞
iαˆj(ω)
ω
eiωt dω. (3.103)
Note that: (i) inertial velocity decay goes as r−3 rather than r−1 (as for the quasi-
steady case), and, importantly, (ii) u is independent of Gˆ(ω) to an exponentially
small correction. In other words, at distances beyond the viscous damping length
|`(ω)|, the fluid velocity decays much more rapidly with r and in any case cannot be
used to determine constitutive information about viscosity or viscoelasticity. Expo-
nential damping beyond the viscous damping length is characteristic of oscillating
fluids, viscous or viscoelastic; see the example of planar oscillatory stress sources
below.
• There is an overlap region r = O(|`(ω)|) where differences between quasi-steady
and unsteady viscoelastic analogs of Stokeslets are significant, and where infor-
mation about Gˆ(ω) is available. This is the appropriate range for experimental
interrogation.
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Specialized point-source formulas: 1-mode Maxwell constitutive laws with
single-frequency harmonic forcing
As a concrete example, consider a single frequency forcing, i.e., αˆ(ω) = 2piF0 δ(ω − ω0),
and a 1-mode Maxwell constitutive law (3.8)-(3.10). Then (3.96) becomes
ui(x, t) =
1
8piη0
Im[
(
δij
r
A(r, ω0) +
x¯ix¯j
r3
B(r, ω0)
)
η0(1 + iω0λ0)
G0λ0
Fje
iω0t] (3.104)
=
| sin(δ0)|
8piη0
Im[
(
δij
r
A(r, ω0) +
x¯ix¯j
r3
B(r, ω0)
)
Fje
i(ω0t+pi/2−δ0)], (3.105)
with A(r, ω0) and B(r, ω0) evaluated using ` = `(ω0) as follows:
`(ω0) = (Gˆ(ω0)/iρω0)
1/2 = C0e
i(−pi/2+δ0/2),
C0 =
√
G0λ0
ρω0
√
1 + ω20λ
2
0
,
A(r, ω0) = 2e
−r
C0
ei(pi/2−δ0/2)
(1 +
C0
r
ei(δ0/2−pi/2) +
C20
r2
ei(δ0−pi))− 2C
2
0
r2
ei(δ0−pi),
B(r, ω0) = −2e
−r
C0
ei(pi/2−δ0/2)
(1 +
3C0
r
ei(δ0/2−pi/2) +
3C20
r2
ei(δ0−pi)) +
6C20
r2
ei(δ0−pi).
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Manipulating further,
ui(x, t) =
| sin(δ0)|
8piη0
Im[
δijFj
r
A(r, ω0)e
i(ω0t+pi/2−δ0)]
+
| sin(δ0)|
8piη0
Im[
x¯ix¯jFj
r3
B(r, ω0)e
i(ω0t+pi/2−δ0)] (3.106)
=
| sin(δ0)|
8piη0
δijFj
r
[2e
−r
C0
(sin(δ0/2))(sin(α1) +
C0
r
sin(α2) +
c20
r2
sin(α3))
+2
C20
r2
cos(ω0t)]
+
| sin(δ0)|
8piη0
x¯ix¯jFj
r3
[−2e−rC0 (sin(δ0/2))(sin(α1) + 3C0
r
sin(α2)
+3
c20
r2
sin(α3))− 6C
2
0
r2
cos(ω0t)], (3.107)
where
α1 = ω0t+ pi/2− δ0 − r cos(δ0/2)
C0
, (3.108)
α2 = ω0t− δ0/2− r cos(δ0/2)
C0
, (3.109)
α3 = ω0t− pi/2− r cos(δ0/2)
C0
. (3.110)
The general observations made for viscous and viscoelastic response functions due to
point sources of force (Stokeslets and their viscoelastic analogs) are now illustrated for
the special case of a 1-mode Maxwell liquid (with the same zero strain rate viscosity as
the viscous fluid it is compared with) and a single harmonic force amplitude. In these and
all figures to follow, we adopt physical parameters that are representative of pulmonary
mucus: zero strain rate viscosity η0 = 50 cp, or about 50 times as viscous as water, a
single relaxation time λ0 = 0.01 s, a uni-directional force F(t) = 100 cos(ω0t) pN with
frequency ω0 = 10 Hz consistent with cilia beat cycles, and the density ρ for both fluids is
103kg/m3. With respect to the viscoelastic and viscous penetration depths noted earlier,
for these specified fluid properties we find ` = 9.7× 10−4 m, `v = 8.9× 10−4 m, each on
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the order of 103 bead diameters.
In the figures to follow, we superimpose all four solutions, quasi-steady and inertial,
viscous and viscoelastic, in order to amplify the respective effects of elasticity and inertia
for otherwise controlled conditions.
Figures 3.10 and 3.11 depict two different snapshots, at 0.01 s and 0.03 s, of the
spatially varying velocity amplitudes on a log-log scale, where distance r is along the
direction (x-axis) of the imposed force. (Note: all the velocity amplitudes are normalized
by U0 = 1.06× 10−4m/s which is defined as U0 = f06piaη0 ) where f0 = 100 pN is the force
amplitude and η0 = 50 cp is the matching viscosity, while the distance r is measured in
bead radii a = 1µm.
• For near-field observations close to the point force (r/a ∼ 1−10), or more generally
for |r|  |`(ω)|, the effects of inertia are negligible for either viscous or viscoelastic
fluids.
• Quasi-steady solutions exhibit uniform r−1 decay at all times and time-space sepa-
rability. However, the relative amplitudes of the viscous and viscoelastic velocities
fluctuate about one another due to the elastic phase shift, in effect disguising the
quasi-steady elastic attenuation factor; the t = 0.01 snapshot indicates a viscoelas-
tic attenuation whereas the t = 0.03 snapshot indicates amplification. The post-
transient time history over a full period of the driving force has to be monitored to
detect elastic attenuation.
• Unsteady (inertial) solutions clearly show non-uniformity in r and t and non-
separability, with |uve(r, t)| and |uv(r, t)| fluctuating about one another in both
position and time.
• In the far-field, r  |`(ω)|, inertial solutions decay as r−3 while quasi-steady solu-
tions decay as r−1.
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• On intermediate lengthscales, r ∼ |`(ω)|, the distinction between viscous and vis-
coelastic response is most pronounced, but again phase shifts are evident in any
snapshot, and the amplitude of the signal has to be considered relative to exper-
imental noise. In this spatial range along the direction of the force, Figure 3.10
shows a slight inertial amplification for viscoelastic fluids which then falls off to-
ward the r−3 scaling; in contrast, there is an inertial decay for viscous fluids which
continues to grow with r toward the r−3 scaling.
• On intermediate and far-field lengthscales, inertia-induced oscillations in the veloc-
ity amplitudes emerge for viscous and viscoelastic fluids. This feature is highlighted
in recent articles (Liverpool and MacKintosh, 2005; Atakhorrami et al., 2005).
Again due to non-separability, the inertial signatures of what appear to be vortices
are strongly time-dependent. Since we are showing velocity amplitudes along the
direction of the point force, one might infer stronger vorticity signals transverse to
this direction; this is the focus of the next figures.
Next, we extract the scaling behavior of these same four solutions along any axis
orthogonal to the x-axis of the point force. For relevance with respect to the focal plane
of a microscopy experiment, we remain in the z = 0 plane and measure distance r along
y at x = 0. The same snapshots are presented in Figures 3.12 and 3.13. As anticipated,
since the oscillatory point force induces oscillatory shear gradients with respect to y, both
snapshots detect multiple velocity fluctuations, or apparent vortices. In addition to the
features alighted highlighted above from the x− direction behavior, we note:
• The number of apparent vortices is greater moving out transverse to the forcing
direction, suggesting that vortices are spawned at some distance from the point
force and that they propagate away from the force axis as well as away from the
point source. Both snapshots suggest viscoelastic vortices initially propagate faster
than their viscous analogs.
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• To an observer sitting at any fixed distance beyond the spawning location of velocity
fluctuations, the relative effects of elasticity are also fluctuating; the inertial viscous
and viscoelastic amplitudes cross one another repeatedly.
• For the vortices to be observable, the observer has to sit nearly 103 bead radii away
from the force source. Also, the velocity amplitude has dropped to nearly 10−4 of
the sphere velocity, which supports the statement in (Liverpool and MacKintosh,
2005) that no direct experimental observation of this vortex-induced back-flow has
been made.
Next, we provide 2d flow field snapshots in the focal plane z = 0 of the unsteady
(inertial) solutions depicted in the above Figures 3.10-3.13. Figure 3.14 corresponds to
the t = 0.01 snapshot and Figure 3.15 to the t = 0.03 snapshot. We only show the
velocity field surrounding the nearest vortex in the half-plane y > 0, since nearer to the
source the velocity amplitudes swamp these vortex features. Clearly there are vortices
spawned in both fluids at some distance away from the point source with centers also at
some distance away from the axis of the force. The vortices then propagate transverse
to the axis of the point force. In Figure 3.16, we track the centers of the vortices in the
z = 0 plane versus time. Since all solutions are periodic with the frequency of the driving
force, vortices are spawned apparently one per half period, and then they propagate away
from the point source and x-axis.
Of course, solutions due to a point force are idealized. Typically, such solutions are
good approximations to a stress-driven sphere if one is sufficiently far away from the
center of mass of the sphere. While this comparison is extremely well-documented for
viscous fluids, we do not find such a careful comparison in the microrheology literature
for viscoelastic fluids. Thus our motivation is to extend the Figures just presented to
force-driven spheres of a prescribed micron diameter, to see the near-field discrepancies
between point force and sphere velocity fields, and to see the corresponding inertial
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signatures for driven spheres.
Spherical forcing with inertia
As before, singular solutions can be combined to produce an exact solution of unsteady
creeping flow around an oscillating sphere of radius a. In this case, the fluid velocity u
for unsteady creeping flow past a sphere of radius a moving at velocity U(t) (an arbitrary
periodic function) in a fluid with viscosity η0 is given by
ui(x, t) =
1
8piη0
(
δij
r
A(r) +
x¯ix¯j
r3
B(r)
)
cj +
1
4pi
[
−δij
r3
e−r/`(1 + r`−1 + (r`−1)2)
+3
x¯ix¯j
r5
e−r/`(1 + r`−1 +
(r`−1)2
3
]dj, (3.111)
where
c = 6piη0a(1 + a`
−1 + (1/3)(a`−1)2)U, (3.112)
d = −pia3(6/(a`−1)2)(ea/` − 1− a`−1 − (1/3)(a`−1)2)U. (3.113)
As usual, this same velocity applies after Fourier transform to the linear viscoelastic case
with η0 replaced by Gˆ. Note also that the correction terms to the unsteady Stokeslet
velocity are exponentially damped beyond the viscous damping length. Thus remarks
made previously about Stokeslet signals beyond the viscous damping length continue to
apply.
The unsteady or inertial generalized Stokes drag law can be calculated to be (Zwanzig
and Bixon, 1970)
Fˆ(ω) = −6piGˆ(ω)a
(
1 + a`−1 +
1
9
(a`−1)2
)
Uˆ(ω) + iω(ρs − ρ)a3Uˆ(ω), (3.114)
where ρs is the density of the sphere. If ρs ∼ ρ then ω/Gˆ(ω) must be O(a−2) or larger
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before corrections to (3.54) become important. Note that the unsteady correction terms
alter both the drag amplitude and phase lag.
The driven-sphere solutions are illustrated in Figure 3.17 and Figure 3.18, which are
snapshots taken at t = 0.03 s for points located in the z = 0 focal plane, along the
x-direction and y-direction respectively, analogous to the driven point source solutions in
Figures 3.10 and 3.11. In Figure 3.17 and Figure 3.18, the velocity curves fall off from the
line with slope −1, showing a measurable difference between the point force and driven
sphere solutions in the near-field. Next we continue the discussion on finite size effects
with inertial effects incorporated.
Finite size effects for inertial solutions In Section §3.3.5, the difference between
quasi-steady solutions for a fixed point source and an oscillating sphere are given in
(3.89). As shown in Section §3.3.6, the Stokes drag force in the Fourier domain is given
by (3.3.6), which, if ρ ∼ ρs and a |`|, can be simplified into
Fˆ(ω) = −6piaGˆ(ω)Uˆ(ω) (3.115)
as in the quasi-steady case. Also, c and d in (3.111) can also be simplified as:
c ∼ 6piaGˆ(ω)Uˆ, d ∼ −pia3Uˆ
for the viscoelastic analog in Fourier space. Once again, if the same force is applied on
the sphere as with the point force, from (3.91) and (3.111),
uˆpointi (x, ω)− uˆspherei (x, ω) =
a2
3r2
αˆj(ω)e
−r`−1
8piGˆ(ω)
{−δij
r
[1 + r`−1 + (r`−1)2]
+ 3
x¯ix¯j
r3
[1 + r`−1 +
(r`−1)2
3
]}.
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It is clear that in the near-field |r/`|  1, uˆpointi (x, ω) − uˆspherei (x, ω) decays as r−3,
which we now amplify in Figure 3.19. We plot the relative velocity differences (i.e.
percent error) for the driven sphere solutions of Figure 3.17 and the point force solutions
of Figure 3.11. The percent error in the point source approximation due to suppression of
the finite bead size is given versus distance from the source, in bead radius units. For all
4 solutions (inertial viscous, quasi-steady viscous, inertial viscoelastic and quasi-steady
viscoelastic), errors of 10-50% occur within 2 bead radii, but then errors fall to below 1%
at 10 radii. Figure 3.20 addresses the percent error on a log scale again in bead radius
units. Clearly, there are intermediate and far-field absolute velocity differences due to
finite bead radius, but they become vanishingly small beyond 1−2 decades of bead radii.
3.3.7 Forced flow in a half-plane
We have emphasized that linear response theory and the viscous-viscoelastic correspon-
dence provide a method for constructing viscoelastic solutions from Newtonian flow so-
lutions in far more generality, e.g., with nonlocalized sources of stress. To illustrate this
point, consider an infinite flat plane with oscillating space-dependent stress boundary
condition which consists of the real part of
τxy(x, y = 0, t) =Me
i(ω0t+kx). (3.116)
Here x refers to a direction parallel to the plate and y to the direction perpendicular to
the plate. The Fourier transform of (3.116) (recall (3.3)) is
Gˆ(ω)Ωˆ(x, y = 0, ω) = 2piMeikxδ(ω − ω0), (3.117)
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where ∇×u = Ωz¯ is the vorticity (in the e¯z = e¯x× e¯y direction). Taking the curl of (3.14)
(with fˆ = 0) we obtain
iρωΩˆ(x, ω) = Gˆ(ω)∇2Ωˆ.
This equation, together with plate boundary condition (3.117), has solution
Ωˆ(x, ω) = 2piM
eikx−γyδ(ω − ω0)
Gˆ(ω)
,
where γ is a complex reciprocal penetration depth,
γ(ω) =
√
k2 + i
ρω
Gˆ(ω)
=
√
k2 + `−2 (3.118)
(with the square root chosen so that Re γ is positive). Vorticity penetration is determined
by the decay length scale [Re γ(ω)]−1. Note that presence of elasticity, i.e. G′ > 0,
increases vorticity penetration in some sense. More precisely, if we were to compare two
materials with G′′1 = G
′′
2 but G
′
1(ω) > G
′
2(ω), then we find that Re γ1(ω) < Re γ2(ω), i.e.,
material 1 would have a deeper vorticity penetration depth than material 2.
In the time domain,
Ω(x, t) =M Re
[
eikx−γ(ω0)yeiω0t
Gˆ(ω0)
]
. (3.119)
The stream function ψ(x, t) for this problem (which satisfies ∇2ψ = −Ω with ψ = 0 on
y = 0) is given by
ψ(x, t) =
M
ρω0
Re[i(e−ky − e−γ(ω0)y)ei(ω0t+kx)], (3.120)
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from which we obtain the velocity
u(x, t) = −Mk
ρω0
Re
[
ei(kx+ω0t)
(
i
(
e−ky − γ(ω0)
k
e−γ(ω0)y
)
,−(e−ky − e−γ(ω0)y)
)]
.
(3.121)
Note that the viscoelastic flow is not just a phase-shifted and attenuated version
of purely viscous flow. The relationship between forcing and velocity (and hence also
stress) is not so simple as can be seen by comparing (3.117) and (3.121); note there is a
y-dependent phase shift.
Notice also that if we write γ(ω0) as γ
R
0 + iγ
I
0 = |γ(ω0)|eiβ, for k = 0, we recover the
shear wave propagation result (Ferry, 1980) with a phase shift pi/2+β
ω0
. The translational
velocity u1(x, t) is
u1(x, t) = −M |γ(ω0)|
ρω0
e−γ
R
0 y sin[ω0t+ β − γI0y], (3.122)
where 2pi/γI0 is the wavelength and 1/γ
R
0 is the distance within which the amplitude falls
off by a factor of 1/e. For k 6= 0, the solution (3.121) reveals:
(i) a coupling of the wavelength-dependent boundary stress to the translational veloc-
ity (u1(x, t)) wave structure;
(ii) a vertical flow (u2(x, t)) with penetration depth given by the maximum of k
−1 and
[Re(γ(ω0))]
−1.
As a particular example, we illustrate the real part of the stream function (3.120)
for a single-mode Maxwell fluid in Figure 3.21. The penetration depth is O(1) for these
parameters. In Figure 3.22 we show a comparison of instantaneous viscoelastic and vis-
cous stream functions along a cross-section of the half plane {y ≥ 0}. Velocity amplitude
differences are largest (i.e., most easily observed) near frequencies where G′(ω) = G′′(ω)
which, for the particular choices of parameters made here, occurs at ω = 1.
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3.4 Conclusion
We have formulated linear response theory, following Zwanzig & Bixon (Zwanzig and
Bixon, 1970) and Mason & Weitz (Mason and Weitz, 1995), to yield an explicit corre-
spondence in the governing equations of incompressible creeping flow between a viscous
fluid and any linear viscoelastic material, valid for an arbitrary prescribed source: force,
flow, displacement or stress; local or nonlocal; steady or oscillatory. Upon specification
of the geometry and source, non-inertial and inertial viscous Stokes singularities (Happel
and Brenner, 1983; Pozrikidis, 1997) transfer to exact solutions for linear viscoelastic flu-
ids. This formulation is not new; it is our intention that such a transparent formulation
of the viscous-viscoelastic correspondence will facilitate the transfer of detailed knowl-
edge of special solutions of viscous Stokes flow to the analogous, creeping flow limit, of
viscoelastic soft matter. The three examples presented here illustrate this perspective by
applying the viscoelastic analog of Stokes singularities to simulate experimental features
and to highlight phenomena associated with elastic and inertial effects.
The explicit correspondences imply how elasticity contrasts can be measured for
viscosity-matched materials, and how to modify sources for different materials to yield
identical responses. The length scales at which the effects due to inertia, viscosity, and
elasticity are most distinguishable have been clarified and illustrated. Additionally, vari-
ability in experimental snapshots for time-varying sources has been illustrated. Two
examples that have been central in microrheology, namely a point source of force and
a spherical source of velocity or stress, have been revisited and developed in detail for
oscillatory or step pulse forcing strength. These illustrations clarify the approximation
of forced spheres by point sources, and in particular, where in the response field the
errors are negligible. Following the recent attention on inertial effects in microrheology,
we have amplified the mechanism of vortex generation due to time-varying point sources
(Liverpool and MacKintosh, 2005; Atakhorrami et al., 2005) and forced spheres.
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From a modeling perspective, explicit formulas are produced for Maxwell fluid laws,
where it is straightforward to carry the correspondence back to the time domain. This
step is valuable for simulating passive tracers in the response field surrounding actively
driven microspheres. The results presented serve as a roadmap for extension to more
complex linear constitutive laws, which are perhaps more tedious but do not require any
conceptual advance. In these special examples, we have developed a variety of illustra-
tions of simulated experiments, focusing on the role of elastic properties with respect
to measurable quasi-steady and inertial features. Finally, we illustrated the generality
in source type and geometry of this viscous-viscoelastic creeping flow correspondence by
analyzing the linear response for a nonlocal, planar source of unsteady stress.
A take-home message is that many additional applications of linear response theory
await implementation, using the extensive literature on viscous Stokes flow. Our viscous-
viscoelastic approach is the mirror symmetry of the Levine, Lubensky & Crocker et al.
(Levine and Lubensky, 2000; Crocker et al., 2000) analysis which begins with linear elas-
ticity and extends the formalism to viscoelasticity by complexifying the elastic moduli.
Indeed, combining both correspondences leads to a transfer between elastic and viscous
classical exact solutions. Looking ahead to more sophisticated applications, by summing
appropriate singularities, and exploiting linearity of the equations of motion, solutions
of complex boundary value problems for viscous fluids have been developed; examples
include slender body theory (Keller and Rubinow, 1976), the viscous flow around a ro-
tating rod (Camassa et al., 2008), and numerical methods for fluid-structure interactions
(cf. the immersed boundary method (Peskin, 2002), the blob projection method (Cortez,
2001), many-particle codes (Brady and Bossis, 1988; Squires and Brady, 2005; Sierou
and Brady, 2001; Mucha et al., 2004; Schaink et al., 2000), and flows of slender filaments
(Shelley and Ueda, 2000; Tornberg and Shelley, 2004)). The formulation given here is a
step toward extension of these concepts and tools to viscoelastic materials, with provisos
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on the validity of Stokes approximations. The issue of nonlinearity is, of course, a major
challenge (Squires and Brady, 2005).
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Figure 3.1: 3DFM magnetics stage. Adapted from (Fisher and Cribb, 2006)
(a) Pole tip mounted in a cover slip. (b) Cross-section view of the sample
chamber.
Figure 3.2: Pole geometry used in the driven bead technique. Adapted from (Cribb
et al., 2005)
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Figure 3.3: A snapshot of planar displacement fields produced by a quasi-steady viscous
Stokeslet and two analogous viscoelastic creeping flow solutions due to a stationary point
source at the origin, directed parallel to the x axis, with harmonic strength α(t) =
100 sin(ω0t) pN , and frequency ω0 = 10Hz. Each fluid has identical viscosity, η0 = 50 cp.
The length scale is 1µm. In (a)-(c), a field of markers in the z = 0 plane is labeled at
an initial time when their effective force is zero, tracked for a half-period (t = 0.05 s)
of positive force along the positive x-axis. By symmetry, all markers remain in the
z = 0 plane. (a) Purely viscous fluid (red). (b) Viscoelastic 1-mode Maxwell fluid with
relaxation time λ0 = 0.01 s (blue). (c) Viscoelastic 1-mode Maxwell fluid with λ0 = 0.1 s
(green). (d) Superposition of the displacements of two lines of particles from (a), (b)
and (c), one line starting along x = −4µm and the other line along x = −2µm. The
yellow dots are the starting positions for each line, while the triangle-arrow represents
the position and direction of the point force.
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Figure 3.4: Comparison of displacement fields versus time of a line of red viscous
(λ0 = 0 s) and blue viscoelastic (λ0 = 0.01 s) markers. The markers begin at the same
locations at t = 0, then are tracked for the same full cycle of the force strength α(t),
0 ≤ t ≤ 0.1 s, revealing apparent recoil due to the elastic phase lag.
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Figure 3.5: Comparison of displacement fields versus time of a line of red viscous and
green viscoelastic (λ0 = 0.1 s) markers, as in Figure 3.4.
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Figure 3.6: A snapshot of 3-D displacement fields produced by non-inertial viscous and
viscoelastic analogs of Stokeslets for the same solutions but different markers than Figure
3.3. In (a)-(c), a field of markers in the z = 1µm plane is labeled at an initial time when
their effective force is zero, tracked for a half-period (t = 0.05 s) of positive force along
the positive x-axis. Each marker executes planar motion in the plane of r and F, which
is not the z = 1 plane. In (d), we extract two different initial lines of tracers, along
x = −3.5 µm and x = −1.5 µm, and their deformations from (a-c) are superimposed
to illustrate the elasticity contrasts for a viscous fluid λ0 = 0 (red) and two viscoelastic
fluids of Maxwell type with relaxation times λ0 = 0.01 s (blue) and 0.1 s (green). Note,
figure (d) is rotated around the z-axis by 90 degrees.
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Figure 3.7: A snapshot of planar displacement fields for a line of markers starting
from z = 1 µm, y = 0 in 3 different fluids. The displacements are produced by a
stationary point source at the origin, directed parallel to the x axis, with harmonic
strength α(t) = 100 sin(ω0t) pN , with ω0 = 10Hz. These markers are labeled at an
initial time when their effective force is zero, tracked for a half-period (t = 0.05 s) of
positive force along the positive x-axis. By symmetry, all markers remain in the y = 0
plane. Each fluid has identical viscosity, η0 = 50 cp but different relaxation times λ0 = 0
(red), 0.01 s (blue) and 0.1 s (green). The length scale is 1µm. The yellow dots are the
markers’ original positions.
110
−4
−3
−2
−1
0
1
2
3
4 −40
−20
0
20
40
0
0.5
1
1.5
2
2.5
3
y scaled by 0.5 µm
λ0=0.01 s
x scaled by 0.5 µm
z 
sc
a
le
d 
by
 0
.5
 µ
m
Figure 3.8: Comparison of displacement fields versus time of a line of viscous (red)
(λ0 = 0 s) and viscoelastic (blue) (λ0 = 0.01 s) markers in the z = 1 µm focal plane. The
markers begin at the same locations (x = −1 µm, y ranging from −10 µm to 10 µm) for
each fluid, then are tracked for the same full cycle of the force strength α(t), 0 ≤ t ≤ 0.1 s,
revealing apparent recoil due to the elastic phase lag. The yellow dots are the markers’
original positions.
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Figure 3.9: Comparison of displacement fields versus time of a line of viscous (red)
and viscoelastic (green) (λ0 = 0.1 s) markers, as in Figure 3.8. The black dots are the
markers’ original positions.
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Figure 3.10: Stokeslets and their viscoelastic analogs. Snapshots are given at t = 0.01 s
for 4 distinct normalized velocity amplitudes |u|/U0 vs. distance r measured in a where
U0 =
f0
6piaη0
, f0 is the force amplitude, η0 = 50 cp and a = 1µm is the bead radius,
illustrating contrasts due to inertia and/or elasticity on the baseline of a non-inertial
viscous Stokeslet (red dotted curve). Each response u(r, t) is due to the same stationary
point force at x = 0, F = 100δ1jcos(ω0t) pN with frequency ω0 = 10 Hz, and each
fluid has identical zero strain rate viscosity η0 = 50 cp. The viscoelastic responses are
illustrated for a 1-mode Maxwell fluid with relaxation time λ0 = 0.01 s. The constant
slope -1 and -3 lines are superimposed to identify r−1 and r−3 scaling.
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Figure 3.11: Stokeslets and their viscoelastic analogs, continued. The t = 0.03 s
snapshots corresponding to Figure 3.10.
114
100 101 102 103 104 105
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
r / a
|u(
r)| 
/ U
0
t=0.01 s
 
 
Inertial Viscoelastic
Q−S Viscoelastic
Inertial Viscous
Q−S viscous
slope=−1 line
slope=−3 line
Figure 3.12: Stokeslets and their viscoelastic analogs, continued. Snapshots of the same
solutions at t = 0.01 s of Figure 3.10, except the distance r from the point source is along
the y-axis, transverse to the direction of the force in the z = 0 focal plane.
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Figure 3.13: Stokeslets and their viscoelastic analogs, continued. The t = 0.03 s
snapshots corresponding to Figure 3.12.
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Figure 3.14: Inertial Stokeslets (red) and their viscoelastic analogs (green). Two-
dimensional representations (in the plane z = 0) of the inertial velocity fields at t = 0.01 s
from Figures 3.10 and 3.13. The respective coordinate frames are shifted to capture the
center of the vortices, whose 1-d signatures are the oscillations in the earlier figures. Both
of x and y are measured in viscous/viscoelastic damping length: δv = 0.89×10−3m, δve =
0.97× 10−3m.
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Figure 3.15: Inertial Stokeslets and their viscoelastic analogs, continued. The t = 0.03 s
snapshot of the 2-d velocity fields depicted in Figure 3.14.
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Figure 3.16: Viscous and viscoelastic vortex tracking in the z = 0 focal plane from the
inertial solutions in Figure 3.10. The center of the nearest vortices to the point source
in the half-plane y > 0 are tracked for viscous (red) and viscoelastic (green) point-force-
driven media, for two periods of the periodic force. The position data is measured in
bead radii a = 1µm.
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Figure 3.17: Stress-driven spheres: contrasts due to inertia and/or elasticity. The
point-force solutions of Figure 3.11 are extended here to a driven sphere whose center
oscillates about x = 0, with the identical force, zero strain rate viscosity, and elastic
relaxation time. The snapshot is again taken at t = 0.03 s with velocity amplitudes
measured along the x-axis of the force to distinguish identically driven spheres and point
sources.
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Figure 3.18: Stress-driven spheres: contrasts due to inertia and/or elasticity, continued.
Snapshot of the same solutions at t = 0.03 s of Figure 3.17, except the distance r from
the point source is along the y-axis (transverse to the direction of the force) in the z = 0
focal plane.
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Figure 3.19: Finite-size source effects: near-field errors. The percent error in velocity
versus distance from the source (measured in bead radius units in the z=0 focal plane
along the axis of the applied force) between responses due to a point source (Figure 3.11)
and a driven sphere of micron radius (Figure 3.17).
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Figure 3.20: Finite-size source effects: intermediate to far-field errors. Following Figure
3.19, the percent error in velocity between responses due to a point source (Figure 3.11)
and a driven sphere of micron radius (Figure 3.17), shown here on a logarithmic scale in
bead radii.
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Figure 3.21: Responses due to oscillatory stress imposed on an infinite plane. In-
stantaneous snapshots of the stream function (3.120) (real part) for various values of ω.
A single-mode Maxwell constitutive law is assumed with unit values of all parameters
M, k, ρ, λ, η. Open streamlines are ψ = 0 level sets emanating from (instantaneous)
stagnation points.
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Figure 3.22: Responses due to oscillatory stress imposed on an infinite plane, contin-
ued. Instantaneous comparisons of the viscoelastic ψve and viscous ψv stream functions
at cross-section {x = 0.1, y ≥ 0}. For the viscoelastic fluid a single-mode Maxwell con-
stitutive law is assumed with unit values of all parameters M, k, ρ, λ, η (and resulting
modulus Gˆ(ω)). For the viscous fluid, the viscosity is set to η = |Gˆ(ω)| at each value of
ω.
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Table 3.1: Parameters
Parameters Viscous Stokeslet V-E analog of Stokeslet 1 V-E analog of Stokeslet 2
ω0 20pi s
−1 (10Hz) 20pi s−1 (10Hz) 20pi s−1 (10Hz)
η′ 50 cp 50 cp 50 cp
λ0 0 s 0.01 s 0.1 s
G′(ω0) 0Pa 1.97Pa 19.74Pa
G′′(ω0) 3.14Pa 3.14Pa 3.14Pa
δ0 pi/2 0.32pi 0.05pi
A(δ0) 1 0.85 0.16
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Chapter 4
Future work
4.1 Consider normal stresses generated by the in-
struments.
As we mentioned in Chapter 2, normal stress differences can be measured in CP and PP
rheometers in shear experiments. However, to simplify the problem, we only consider the
equation of the shear stress τ12 in this thesis and neglect the equations for normal stresses.
It is very likely that more accurate results can be attained if these equations are included
to characterize material properties. Furthermore, we will have a better understanding for
the following questions: quantifying nonlinear stress thresholds and then the nature of
the nonlinear response, and exploring whether we can reformulate thixotropy with fully
nonlinear models, or whether we need a microstructure evolution model.
4.2 Nonlinear constitutive laws for the driven bead
problem.
Again, to simplify the problem at hand, we couple the Navier Stokes equations with
a linear constitutive law. But the materials we are dealing with are most likely to be
responding in a nonlinear manner, such as the ”take-off” phenomenon that Cribb observes
with driven magnetic micro-beads. They find that if one step function of force is applied,
the material can recover almost completely. However, when a train of finite duration
pulses is applied (between two applications, there is a 10s∼20s break to allow the material
to recover), the bead (at some as yet unpredictable time) suddenly takes off as though
it is passing through a low viscosity fluid. They have no control of when and where
this “take-off” phenomenon happens: it can be seen only after 2 force applications, but
sometimes after 10 or more pulls. It is apparent that the local structure of the material
is changed by the motion of the bead during the experiment. However, the modeling
tool described in Chapter 3 is not sufficient to model this phenomenon. Therefore, we
propose two methods to solve this problem.
1. Replace the linear stress-strain relation by a nonlinear constitutive equation. This
is an ongoing project with Dr. Forest and Dr. Layton, where the full Navier-Stokes
equations will be solved by immersed boundary method, which is developed by Dr.
Peskin (Peskin, 2002) for elastic structures interacting with fluid flows.
2. Monte Carlo simulations. As we know, these viscoelastic fluids are polymers or
polymer networks immersed in viscous solvents. Multi-scale modeling is required
since the size of the driven bead (on the order of microns) is much bigger than
that of the polymers (on the order of nanometers). Therefore, a bead-spring model
is considered to present the local network, and then the integration of the stress
around bead surface will give rise to the force on the bead. Finally, this force is
inserted into the Navier-Stokes equations to solve for the velocity field. This is also
an ongoing project with Dr. Mitran.
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