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ABSTRACT 
We prove that if R is a nonscalar Toephtz matrix R,, i =T,,_~, which commutes 
with a tridiagonal matrix with simple spectrum, then 
4-l 
rk -_= 
r1 u,.. l(COS p) ’ 
k=4,5,..., 
with U, the Chebychev polynomial of the second kind, where p is determined from 
1 
J 
“, 
cosp- - r1 
-r,r, 
2 ‘-rlq r2 
INTRODUCTION 
The motivation for the present work is to find efficient and accurate ways 
to compute the eigenvectors of a real symmetric Toeplitz matrix R with 
elements 
Ri f =rJi-j,, lGi, j<N+l. 
Matrices of this kind arise in a large number of applications, and it is 
desirable to have methods which exploit their special structure. This has 
*Partially supported by NSF Grant MCS 78-06718. Part of this work was done while the 
author was a visitor at the IBM Watson Research Center. 
LINEAR ALGEBRA AND ITS APPLICATIONS 40~25-36 (1981) 25 
0 Elsevier North Holland, Inc., 1981 
52 Vanderbilt Ave., New York, NY 10017 00243795/81/06C025+ 12$02.50 
26 F. ALBERT0 GRiiNBAUM 
certainly been achieved for the problem of solving linear equations or finding 
the inverse of such a matrix; see for instance [7, 9, 101. 
Nothing comparable to this development has been accomplished for the 
eigenvector-eigenvalue problem for Toeplitz matrices, except in some special 
cases such as the one given in [l] with 
sin(v(i-j) 
Ri,j=rli-jl = sinfi(i-j)' 
where one can exhibit a tridiagonal matrix T with the same eigenvectors as 
those of R. This matrix is similar to the operators studied by Slepian, Landau, 
and Pollack in [2, 3, 4, 5, 61. 
The problem of finding the eigenvectors for a tridiagonal matrix can be 
handled very efficiently using the Q-R algorithm, maybe with inverse itera- 
tion; see [13, 141. 
This reduction to an amenable problem is achieved by first producing a 
tridiagonal matrix T which commutes with R. Then, exploiting the fact that T 
happens to have a simple spectrum, one proceeds as follows: if v is an 
eigenvector of T with eigenvalue h one obtains 
RTv=XRv=TRv, 
so that Rv is also an eigenvector of T with eigenvalue X. This implies, since T 
has a simple spectrum, that 
Rv=pv for some p, 
i.e., v is an eigenvector of R. 
In this paper we wil1 produce all those real symmetric Toeplitz matrices R 
that commute with a symmetric, tridiagonal matrix T with simple spectrum. 
As it will turn out, if R contains one such T, it contains essentially only one. T 
will be exhibited explicitly in terms of R. 
Our insistence on a simple spectrum for T is motivated by our aim of 
obtaining the eigenvectors of the original Toeplitz matrix R. 
The results reported here could be seen as the discrete analogues of results 
due to Morrison in the continuous case [ll]. His results were never published 
in full but are quoted in [12]; see also [8]. 
The rest of the paper is organized as follows. In Section 1 the notation is 
set down, the commutativity condition is translated into a set of equations, 
and some simplifying preliminary observations are given. In Section 2, the 
main part of the paper, the “generic case” is dealt with in detail, arriving at 
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expressions (13) for the entries of R and (9), (10) for those of T. Finally in 
Section 3 the remaining exceptional cases are treated one by one. 
1. PRELIMINARIES 
We use the notation 
T=B-D-AD+. 
Here A and B are diagonal matrices and D * stand for the usual difference 
operators. Explicitly, 
Aii =c~~t$, Bii =t!& Di; =fiill & i 
with the convention a0 =a N+ I ~0. 
One clearly has 
4 -a1 "1 
Ul 6, -a2 -al a2 
a2 b, -a3 -a2 ‘. 
bN-1- 
a,-, 
‘N-1 - 
hl 
‘N-2 ‘h7pl 
0, -uN -aN-, 
UN 
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The condition 
RT=TR 
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is equivalent to the system of equations 
or equivalently 
+ri_Jbi -bJ=O, (2) 
lCi, j<NS- 1. 
Recall the convention a, =uN+i = 0, and notice that we can always assume 
r, 10, since this amounts to adding to R a scalar matrix which does not affect 
the commutativity. 
Before attacking Equation (1) or (2) we make some preliminary observa- 
tions. Throughout the paper we assume that T= B- D -AD + as above, with 
a simple spectrum, has been found such that TR = RT. 
(a) If a, =O for some i, l<i<iV, then 1; =O, j>l. For, if ui =O, then the 
span of e, . . .e, is invariant under T. Here e, is the column vector with 1 in 
the ith row and zero elsewhere. In this span one can find i independent 
eigenvectors for T. They must be eigenvectors of R by the argument given 
earlier, and thus this span is an invariant subspace for R too. Now from 
we conclude that ri =O for jai, while using 
(8 ek,ei+l) =‘i--k-t13 
we conclude that ~,_~+r = 0 for k<i. Combining these two cases we get 
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(b) If rr =0 then q =O, j3 1. To see this, set i=2, i=l in (1) to obtain 
r,a, =O. 
If a2 =O, we can use (a) and reach our conclusion. Otherwise we get rz =O. 
Now inductively assume r, = . . . =rp_r =O. Setting i=p, j=l in (l), we get 
rpap =O, 
and the conclusion follows easily. From now on we assume a i # 0 and rl # 0. 
In this way we are only eliminating the case of a scalar R given by R =rOI. 
A final preliminary observation is 
(c) If a, =a and bi Gb, l<i&N, then r, =r. Indeed, for i>2 and j=l 
in (2) we conclude that 
(1; -r,_,)a=O 
and thus 1; or. 
The observations made above will be used throughout the paper. 
2. THE GENERIC CASE 
We proceed now to solve Equation (2). Eliminate the hi’s from (2) by 
setting i=i - 1 in (2) and i= i - 2 in (2) to obtain 
(r2-rl)(ai -ai+)+rl(bi -bi_l)=O, i>2, (3) 
and 
+rz(bi -bi_2)=0, i33. (4) 
Now replace i by i - 1 in (3) and add the resulting equation to (3) to obtain 
(r. -r,)(ai_l -ai_3)+(r2-rl)(ai -ui-2)+r,(bi -bi_,)=O. (5) 
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Finally multiply (4) by rr and (5) by ra and subtract to get 
(ni-ai_3)(Trr3-r~)+(ui-r-ai_s)(rl”-r~)=0, i>3. (6) 
From here on we distinguish two situations, depending on the vanishing of 
r,rs -rs’. The first one in its “generic” form is treated first. The other cases 
are treated in the next section. 
Cuse I. rlr3 -ri#O 
The third order difference equation (6) has characteristic equation 
(X-l) x +A 1-t [ s ( E)+II;0 
with roots 1, A,, A, satisfying X,A,=l. 
Cuse 1~. Distinct Roots. We consider first the case of distinct roots 
A, =e2iP, A, = e --2iP (7) 
with p in general a complex number, and e4ip # 1, which implies sin pcos p 
#O. Then 
1-t r; -r: _ ~ - -2cos2p, 
r2 -v3 
which gives 
1 
cosp=- 
rf - r,r, 
2 
J. r22 - rlr, 
(8) 
The solution to (6) which satisfies a, =uN+r =O is given, except for a 
multiplicative constant, by 
aj=cosp(N+l)-cos[p(2j-N-1)]=2sinjpsin(i-N-1)p. (9) 
To solve for hi, return to (3) with this expression for the a’s to get, after 
some simplications, 
bi=2r2;r1 -cos pcos[p(2j-iv-2)]. (10) 
One can also add a constant to all the bj’s. 
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Now we insert back in (2) the expressions for ai and bj and simplify to 
obtain, if i-i=k, 
ht1 
2h-3) 
-rk)sinp(k+l)+(rk--l-rk)sinp(k-l)+r, r1 cos p sin pk 1 
Xsinp(k-2j-2-N)=O. 
Since this holds for all i and sin p#O, we conclude that 
r~+rsinp(k+l)+r,P,sinp(k-l)=2~rLsinkpcosp, k=1,2,... . (11) 
Tl 
This equation is best handled by introducing the Chebychev polynomials 
of the first and second kind, denoted by T,,(x) and U,(x) [15]. They are the 
solutions to the second order difference equation 
satisfying 
and 
T&)=1, Tl(x)=x 
respectively. 
u,(x)= 1, U,(x)=2x 
If x = cos 6 one can see that 
T,(x)=cos nB and U*(x)= 
sin(n+1)8 
sin0 * 
With these definitions, and dividing Equation (11) by sin p, we get 
r~+ruk(cos p)+rk_-Iuk_-2(cos p) =2;cos p~$J_~(cos p), kal. 
This shows also that 
P,-, =~k~k-l(cos P) 
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is a solution of (12) if x=(ra/ri)cos p. Thus, we have 
r,U,_,(cosp)=AT,_, ( ~cosp)+Buk-,( ;cosp) 
with A and B independent of k, to be determined. For k = 1 we get 
r,=A+B, 
while for k=2 we have 
If r, # 0 (recall that we are assuming ri # 0 and cos p # 0) we get 
A=O, B=rl, 
leading to 
(13) 
If rs ~0, one sees from U,,(O)=(- l)k and U sn+i(0)=O that (13) gives the 
solution to (11). 
3. THE EXCEPTIONAL CASES 
Case lb. Coincident Roots. This corresponds to setting either p=O or 
p =a/2 in (7). In the first case we get hi =X, = 1; in the second case we get 
A,=&= -1. 
One can repeat with very minor changes the analysis given above and 
obtain 
sin k8 
r,=r - 
’ ksin8 
if A,=A,=l 
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with 0 (in general complex) chosen so that q/r1 =cos 8, and 
T2i+l Erl> rzi E rz if X,=h,=-1 
A more economical route consists in “passing to the limit” with p in (13). 
Notice that in so doing we obtain exactly the results given above. 
Case ZZ. r r -ri=U 
From (A;we get 
(ui_l -ai_2)(rf -rl)=O, i23, 
and we consider two cases. 
ZZa. rf -ri #O. From (6’) we get 
a, =a2 Yz . . . =aN, 
and now, going to (2), obtain (using rl #Oj 
b2xb3= . ..=b 
N 
b, =bN+l. 
Setting i= i and i = i + i in (2), we obtain 
(1;+1-7;:)~i+l+(~i_l-7;:)(~i--al)+ri(bi+l-bl)=0, ial. 
In view of the relations just derived, this gives 
ri(b,-b2)=(~+l-~)Q1, lGi<iV-1. 
From our preliminary observations we get 
and setting 
(6’) 
34 
one gets 
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Notice that a = - 1 gives rise to the usual second difference operator given by 
rr = 1, r, = 0, i > 2. Notice also that the resuhing formula can be obtained from 
(13) by setting cos p= CC. 
ZZh. r;” - I;” =O. We have two instances to consider, rl =r, and rl = - rz. 
If rl =rz, then ri or,, j>l. To see this set i-i=1 in (2) and obtain 
hi -hi_l =o, 2<i<N+l. 
This implies hi rh,, and returning to (2) with i=3, i= 1, one gets 
(r3 -r,)a,=O, 
which gives r3 = rz. The argument can now be completed by induction as in 
part (b) of the preliminary comments. On the other hand, if rl = -rz then 
ri =( - l)‘+‘rr, i 2 1. To see this set i-i= 1 in (2) to get 
-2rl(ui-ai_,)+r,(hi-h,_,)=O. (14) 
If the expression (14) is written with i replaced by i - 1 and the result added 
to (14), we get 
-2r,(ui -“i-z+ai_, -ai_-3)+rl(bi-bi_-2)=0. (15) 
Now set i-i=2 and i-i=3 in (2), and use r,= -rl to get 
(r, +rr)(ai -ui_-3)+2rl(aj_, -uj-2) -rl(hi -b,_,)=O (16) 
and 
(17) 
respectively. 
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Adding (15) and (16), one has 
(18) 
Finally, setting i=3 in (18), one concludes, since ua #O, that 
r, = r, . 
Proceeding in the same manner and using (17) one gets r4 =ra, and by 
induction 
rj=(-l)i+lrr, k>l. 
In closing, notice that both 
and 
r; =( -l)i+‘rr, ial, 
are contained in (13). 
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