The intensity data produced by terrestrial laser scanners has become a topic of increasing interest in the remote sensing community. We present a case study of radiometric calibration for two phase-shift continuous wave (CW) terrestrial scanners and discuss some major issues in correcting and applying the intensity data, and a practical calibration scheme based on external reference targets. There are differences in the operation of detectors of different (although similar type) instruments, and the detector effects must be known in order to calibrate the intensity data into values representing the target reflectance. It is, therefore, important that the effects of distance and target reflectance on the recorded intensity are carefully studied before using the intensity data from any terrestrial laser scanner.
Introduction
Terrestrial laser scanning (TLS) has become a widely used remote sensing method, providing an effective and low-cost monitoring approach in many fields of research. Information on TLS performance and range data accuracy is constantly increasing [1, 2] , and this facilitates new fields of application and usage of existing instruments.
OPEN ACCESS
The use of TLS has gained wide attention in forest management and agriculture as an effective and non-destructive means of measuring, e.g., 3D-structure of trees and vegetation canopies (canopy gap fractions), tree volumes and leaf-area [3] [4] [5] . 3D modelling has become important in archaeology, e.g., building surveys and site models [6, 7] , where TLS is used to construct 3D models and create photorealistic virtual copies of landscapes, buildings, and archaeological features (see also [8] ). Furthermore, TLS has recently brought a new approach to geomorphological studies, providing effective and low-cost 3D site data, especially in hazardous and limited access areas, e.g., slopes with landslides [9] and permafrost affected rock walls in mountain regions, where rock falls occur and can be observed with TLS [10] . There is a growing interest in remote monitoring techniques in the study of the cryosphere, particularly in snow avalanche hazard regions, because of their inaccessibility and complications caused by these regions for traditional observation. Long-range (up to 2,500 m) laser scanners are usually preferred for this purpose [11, 12] . In comparison of methods of snow depth determination for snowpack and snowdrift models, TLS has been found to be a quick means of getting high-point density data, having major advantages over manual probing, which is often time consuming and dangerous [13] . Integration of TLS and microwave ground-based SAR (synthetic aperture radar) data has also been studied in glaciology for measuring snow depth in mountainous regions [14] .
TLS data has also been used in combination with airborne laser scanner (ALS) data or matched with digital images, to obtain, e.g., 3D city models for urban planning and virtual reality purposes [15, 16] . Accurate 3D geometric information on real objects is also important in computer vision and robotics research to create virtual reality and digitally preserving cultural heritage objects. Range sensor (such as TLS) data merged with colour images provides an effective method for these applications [17, 18] .
One of the most recent and important future developments include vehicle-based (mobile) TLS, which has become a topic of increasing interest because of their high future potential for numerous different applications (see [19, 20] for more references). Intensity calibration and correction procedure would be particularly important in mobile applications, where large distance/intensity variations have mixed effects on both of these parameters, and there are detectors that work differently at different distances. Only a small number of applications have been introduced thus far, such as monitoring the coastline, which is often difficult because of tides or the length of the coastline [21, 22] . Furthermore, vehicle based systems are capable of faster and more effective data acquisition than the traditional stationary (multi-scan) laser scanning [21] . Further development and applications can also be expected in 3D city modelling (buildings and roads) [20, 23] , and agricultural studies [5] .
In addition to the point cloud (x,y,z) data, most TLS instruments also record the point intensity value. The intensity measurement is mostly meant to enhance the range determination; therefore, the raw values of the intensity signal may be strongly modified by the instrument. There is usually no information on these modifications available without special requests to the manufacturer, let alone any calibration or correction methods of these values to get comparable intensity information. However, the use of TLS intensity data, also as reflectance information, is increasing, and knowledge on its reliability and correction methods have become an important topic of study and discussion. Mobile applications would especially benefit greatly from a possibility of calibration, similarly to airborne laser scanning (ALS), where the advantages of calibrated intensity have been more widely recognized to improve the accuracy of ALS data classification and many other aspects, such as target recognition and change detection [24] [25] [26] . The potential of calibrated TLS intensity has been studied in snow cover change detection from intensity and range data, even though the accuracy of the intensity provided by TLS instruments would remain limited [27] .
TLS intensity values have been mainly used as uncalibrated raw data. Even as such, they have found applications in, e.g., registering TLS data with digital camera images. This has become practical also because many of the TLS manufacturers offer a digital camera mounted on the TLS for simultaneous acquisition of high-resolution digital images [8, 28] . The advantage of using calibrated intensity values as a reflectance image would be that in a one-shot intensity and point cloud data (x,y,z,I), there would be no need for georeferencing between separate data sets. Intensity information is also useful in extracting features (such as corners or edges of a building) from a TLS image (see [29] and refs. therein). There are also applications of intensity in the point cloud processing algorithms, such as scaling the point cloud images (e.g., [21] ) and registration of point clouds from different scans [28] . Selection of points can also be made based on intensity, e.g., to separate foliage from wood in trees to generate tree skeletons and reconstruct branching structures [4] . Using the attenuation of TLS intensity in beam transmission provides a non-destructive means of tree-volume and leaf-area measurement in crop leaf area testing [5] .
The effect of target intensity on the range accuracy has also been tested with retro-reflective targets: large errors occur in the distance measurement for highly reflective targets, resulting in errors if these targets are used in data georeferencing [30] . It has also been observed that intensity values which are too low influence the accuracy, and practically prohibit the range measurement [14] . Similar effects have been found for the range camera, which is also becoming popular in small-scale range measurement [31] .
In spite of a variety of practical usage of intensity data, radiometric calibration of TLS intensity has become a topic of wider interest only recently, and few case studies have been published thus far [26, 32] . The calibrated intensity has been applied, e.g., to the snow cover change detection [27] . Even though the same physical principles apply [25] , there are some characteristics in TLS data acquisition and measurement that need special attention in putting the calibration methods into practise. The physical principles of laser scanner radiometric calibration are reviewed in, e.g., [25, 33] . The basic idea in the radiometric calibration approach is to find a sequence of corrections that convert the instrumental (raw) intensity (or waveform) information into a value proportional (or equal) to target reflectance. This should be possible since, in principle, the received signal is proportional to the power entering the receiver, and hence to the reflectance. Since the measurement only occurs in one direction (backscatter), instead of the entire hemisphere of reflection, we can only measure a directional portion of the hemispherical reflectance, which we call here the backscattered reflectance of the target. How well the backscattered reflectance represents the full hemispherical reflectance properties of a target is a topic of further study; nevertheless, it is a value characteristic to the surface, and can be used in object classification and change detection from laser scanner data (see also [26] ).
In this paper we discuss some important aspects of the radiometric calibration of TLS intensity data with the aid of a case study for two different TLS detectors for which there are fundamental differences in scaling and instrumental pre-processing of the intensity value. The concept of using external reference targets was first developed for ALS (e.g., [34, 35] ). In this paper we have extended this method to the radiometric calibration of stationary, continuous wave terrestrial laser scanners (with no beam deflection pattern). Both brightness and distance scales are included in the study, because the effects of brightness and distance on the received signal seems to be somewhat mixed for TLS detectors. It is important that the effects of distance and target reflectance are well defined before making measurements and applying TLS intensity data.
Instruments and Data Correction

The Instruments and Measurements
One of the terrestrial scanners used in this study was the FARO LS HE80, which is a continuous wave 785 nm terrestrial laser. Phase modulation technique is used for the distance measurement; three different carrier wavelengths are modulated with an unambiguity range of approximately 76 metres. The distance measurement accuracy is 3-5 mm and the scanner field-of-view is 360  320. The circular beam diameter at the exit is 3 mm and beam divergence 0.25 mrad. The laser power of the scanner is 22 mW, and the returning intensity is recorded in 11 bits [0 2048]. In 2009, the scanner was updated into Faro Photon 80, with 0.16 mrad beam divergence, and the distance error at 25 m reduced to 2 mm. The detector (photo multiplier) of the scanner is not designed for intensity measurement, but rather to optimise the range determination. Therefore, an amplifier for small reflectance has been added, which results in a logarithmic intensity scale. Additional correction of the intensity data is needed to get the raw intensity values into a linear scale. The detector is also equipped with a brightness reducer for near distances, which strongly affected the distance scale measurement. The second scanner used in this study was a Leica HDS6000, a 650-690 nm continuous wave laser scanner. A phase modulation technique similar to the FARO scanner is used for the distance measurement, the unambiguity range being approximately 79 metres. The distance measurement accuracy is 4-5 mm and the field-of-view is 360°  310°. The Leica scanner also has angular resolution selectable from full 0.009 down to 0.288. The circular beam diameter at the exit and the beam divergence are 3 mm and 0.22 mrad, respectively. A silicon Avalanche Photo Diode (APD) is used as a photodetector.
The distance effect on the intensity data of these two scanners was studied by using a four-step Spectralon® (Labsphere Inc.) reflectance target of 12%, 25%, 50%, and 99% reflectance. The 99% panel was mainly used as a reference to calibrate the backscattered reflectance of other targets. FARO LS880HE was first tested in 2007 and after conversion to Faro Photon, the experiment was repeated in 2009. Leica HDS6000 was also tested in 2009. In 2009, we used profiler mode in both scanners to speed up the measurement process: the position of the scanner was stationary, and a four-step Spectralon was constantly moving away from the scanner, as opposed to have individual scan for all different distances (as in the FARO 2007 measurement, where the scans were made at 1-2 metre increments). In the profiler mode, only the reflection mirror (and not the scanner) rotates, but the technique has no effect on the measured intensity and range values. The angular effect was minimised by making an individual scan for all four planes of Spectralon, so that the each of the four sections was facing the laser beam directly. Intensity data was extracted from the resulting point clouds at 1 metre increments from 1 to 30 metres, which provided sufficient sampling to investigate the distance effects. The 30-metre maximum distance was chosen for practical reasons and the fact that our study was mainly focused on near distances (< 30 m).
A further study of the distance effect was carried out by mounting the FARO scanner on top of a scissor lift (Figure 1) . The targets were then scanned in 50 cm increments (stationary mode) from about 2 m to 10 m height (the bounds were limited by the height of the lift rack and the ceiling of the building). The four-step Spectralon target was measured at each height, and the 99% Spectralon plate was used as reference. To investigate the distance effect on targets that represent airborne/terrestrial laser scanning land targets better than the Spectralon panel, we included some gravel samples in the measurement. This was also the reasoning for the use of the scissor lift, i.e., not having to tilt the samples in a vertical position as in the Spectralon distance measurements described above. Samples of crushed redbrick, beach sand from Kivenlahti beach, sanding gravel, and sandblasting sand (of 0.1-0.6 mm grain size) were also placed in the target field. The Kivenlahti beach has been an object of numerous ALS campaigns [35] .
Data Correction
For both scanners, the raw intensity value of a surface was extracted by averaging points over a selected surface area in a point cloud image. From each target, a surface area as large as possible was sampled, so that for, e.g., a gravel sample, the area would not include any part of the container. The point cloud images were created using the standard software from the manufacturer (i.e., FARO Scene and Leica Cyclone). A point cloud image consists of the raw intensities recorded buy the detector. The Spectralon 99% intensity value was extracted similarly. To correct the logarithmic amplifier effects of the FARO scanner, the average value was then calibrated into backscattered reflectance R(target) with the following equation:
where I(target) and I(STD) are the (raw) intensities of the target and and Spectralon 99%, respectively. A and B are constants pre-determined by a measurement of reflectance greyscale targets for the logarithmic correction (see [26] for more details).
The intensity values for the Leica HDS6000 scanner seemed linear in several tests with e.g., a fourstep Spectralon target and calibration frame for NIR-camera; therefore, no logarithmic corrections were needed. However, Z+F LaserControl 7.4.5 (Zoller+Fröhlich GmbH) software had to be used for the extraction of raw intensity, because of intensity normalisation implemented in the data by the Leica Cyclone 6 software at the pre-processing stage, which complicated the radiometric calibration, and no linear values could be acquired. 
Near-Infrared Digital Camera
A near-infrared (NIR) digital camera system was also mounted in the scissor lift to get reference measurements of reflectance at different distances to the targets. The system has also been tested on ALS campaign sites to provide in situ reference data for ALS radiometric calibration [35] . The camera is a Fuji IS PRO with an 850 nm IR-filter and Nikon SB800 flash with output power variation of  2%. This enables imaging in constant illumination with a small margin of error. The Fuji IS Pro has a boosted NIR sensitivity. It uses a charge coupled device (CCD) imager with red-green-blue (RGB) colour filter array to produce colour images. At 850 nm, all colour channels have quite uniform response, so the green channel is used for intensity measurements because it has the largest number of pixels. The camera was mounted next to the scanner with lens facing downwards to the targets (Figure 1) , and an image was taken at each height simultaneously with the FARO scan. Figure 2 presents a Fuji-image taken of all the targets during the lift experiment. The 14-bit raw format images (ISO100, 1/250s exposure time) were exported into linear 16-bit tiffimages (using dcraw open source raw converter), images were corrected using a flat field image, and the green channel intensity values were recorded (using ImageJ software). The average error for the camera measurements was estimated from the standard deviations of five separate camera exposures to be about 2.5% for gravel and sand type samples as well as the Spectralon panels.
Results
Distance Effects
First we studied the effect of distance on the scanner intensity. Figure 3 presents the FARO raw data (normalised with the 1-metre intensity value of the 99% panel) as a function of distance (the 2007 measurement). The values are presented before and after the logarithmic correction described in Section 2.2 and Equation 1. Figure 4 presents the similar values obtained from the Leica 2009 measurement, normalised with the 99% panel at 4.5 m. Normalization was carried out for easier comparison of intensity levels, and therefore the brightest value (raw data) for the 99% panel was chosen in each case. No logarithmic correction was needed for Leica because of the linearity of the intensity data. The distance effects are similar for both scanners: the maximum intensity is produced at about 5 m distance, after which fading occurs. The increase in intensity between 1 m and 5 m distances is most likely due to the near distance brightness reducer in the FARO scanner. According to the manufacturer, the Leica detector should not have any reducing effects, but we observed a reducing effect similar to that of FARO at distances of less than 5 m.
According to the manufacturer's information, the digital value of the FARO intensity also depends on the parameters of the analogue to digital conversion and the logarithmic amplification (cf. Section 2.1). The exact conversion and amplification values of an individual scanner are not provided by the manufacturer, so each instrument needs a specific calibration procedure. This is more or less the case for the Leica scanner as well, since, according to the manufacturer of the detector, the intensity is strongly affected by the receiver optics at distances below 12 m. This means that each individual scanner has to be calibrated separately, and no general law on the intensity behaviour can be established until a number of instruments have been investigated. This is particularly the case for other type, such as pulsed, detectors, which have not been included in this study. Pulsed lasers, however, have been studied in the ALS case with promising results [34, 35] . For these reasons, we have focused our study on the empirical correction of these effects rather than a physical study of them at this point. 
Calibration of Distance Effects
To investigate the feasibility of radiometric calibration and correction of the distance effect using a reflectance standard measured at the same distance to the target, we divided the 12%, 25%, and 50% panel intensities at each distance with the intensity of the 99% panel at the same distance. In Figures 5-7 Figures 5 and 6 ). This is also seen in Table 1 Furthermore, the distance effect is not corrected for FARO by using a standard at the same distance, and the effects of the small-reflectance amplifier and the near distance reducer are clearly visible in all three datasets: the reflectance values are not constant at distances less than 3 m, after which the nominal reflectance values of the three panels are not reproduced. The former is likely to be caused by the brightness reducer, whereas the latter may be due to the 99% panel being more strongly reduced by the brightness reducer than the other (lower reflectance) panels, but also because the target reflectance at backscatter may be different from the hemispherical (nominal) one. It is also likely that both the reducer and amplifier effects are mixed. The observed inconsistency also raises a question whether the amplitude modulation of the phase shift scanners affects the observed intensity, see [2] for more details on the phase shift technique. This means that the target may be illuminated differently at each range due to the interference of the modulated three waves. This, however, needs further investigation.
For the Leica, the distance effect is more consistent between different reflectance panels: the reflectance levels at different distances are constant, except for slight fading of the 12% and 25% targets over distance (Figure 7) . The reflectance of the 50% panel appears noisier, because the curves (and hence the noise levels) are flattened for the other two targets plotted in the same scale. The nominal reflectance values of the panels are not reproduced by the Leica scanner either, which may also be an effect of the measurement geometry. Similar reflectance levels have been produced by Leica in other experiments carried out in field conditions, with the Spectralon target placed some 2.0-2.5 m from the scanner, so the reflectance values produced by the Leica scanner seem repeatable.
The results from all measurements are compared in Table 1 , where backscattered reflectance at a 5 m distance is compared for each panel. The 5-meter distance was chosen because we could assume the near-distance detector effects to be negligible at that distance. In spite of the slight wavelength differences between the different sensors used in this study, these results are comparable because the spectral variation for these targets has been previously measured to be small in the wavelength range spanned by these instruments [34] . Figure 8 presents the Fuji NIR camera results from the scissor lift experiment. Here the 50% panel was used as a reference for the Fuji measurements because, being in the edge of the image field, the 99% panel was not entirely visible in all images (cf. Figure 2) . The intensity at 2.2 m was set to 0 because of this. The Fuji results at 5 m are also compared to the scanner reflectance in Table 1 . The results are similar to the Leica results, i.e., there is little or no distance effect, even though some deviation in data exists. The difference between reflectance levels between the camera and the scanners is partly due to the differences in the measurement geometry. The agreement of the Leica and Fuji results also indicates the linearity of the Leica intensity measurement. Qualitatively, the FARO results from the scissor lift experiment ( Figure 5 ) are also in reasonable agreement with the Fuji results, at least at scanner distances greater than 5 m. 
Conclusions
We have investigated the brightness and distance effects related to the radiometric calibration of FARO LS HE80 (later on FARO Photon 80) and Leica HDS6000 terrestrial laser scanners. Strong distance and brightness effects on FARO intensity data were observed, whereas for the Leica data, these effects are simpler and easier to calibrate using external reference targets. A NIR digital camera was used in the validation of these results, and it turns out that the camera-based approach seems useful for reflectance validation, especially in field conditions, where laboratory reference data are difficult to obtain in some cases (cf. [35] ). Even though the intensity vs. distance behaviour of an individual scanner cannot be generalized at this point, the correction method with external reference targets can be applied, provided that there is enough information on the detector operation and characteristics.
In spite of differences between datasets, especially for the FARO Photon scanner, calibrated TLS data can be used in the development of classification and change detection methods, which are important in e.g., automatic target recognition procedures in mobile laser scanning, where large amounts of data are produced in a single data acquisition or campaign. Since the use of intensity information is becoming increasingly important in many applications, including those using a reducer/amplifier-based (nonlinear) detector, it is important to know the accuracy and limitations of the intensity data they produce and find methods for their calibration. This is particularly important in mobile applications.
