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UNIFORM CONTINUITY AND QUANTIZATION
ON BOUNDED SYMMETRIC DOMAINS
W. BAUER, R. HAGGER, AND N. VASILEVSKI
Abstract. We consider Toeplitz operators T λf with symbol f acting on the standard
weighted Bergman spaces over a bounded symmetric domain Ω ⊂ Cn. Here λ > genus− 1
is the weight parameter. The classical asymptotic relation for the semi-commutator
(∗) lim
λ→∞
∥∥T λf T λg − T λfg∥∥ = 0, with f, g ∈ C(Bn),
where Ω = Bn denotes the complex unit ball, is extended to larger classes of bounded
and unbounded operator symbol-functions and to more general domains. We deal with
operator symbols that generically are neither continuous inside Ω (Section 4) nor admit a
continuous extension to the boundary (Section 3 and 4). Let β denote the Bergman metric
distance function on Ω. We prove that (∗) remains true for f and g in the space UC(Ω) of
all β-uniformly continuous functions on Ω. Note that this space contains also unbounded
functions. In case of the complex unit ball Ω = Bn ⊂ Cn we show that (∗) holds true
for bounded symbols in VMO(Bn), where the vanishing oscillation inside Bn is measured
with respect to β. At the same time (∗) fails for generic bounded measurable symbols.
We construct a corresponding counterexample using oscillating symbols that are continuous
outside of a single point in Ω.
1. Introduction
Let Ω ⊂ Cn be a bounded symmetric domain (shortly BSD) and consider a (suitable)
algebra of functions on Ω. It is a classical scheme in deformation quantization to construct an
associated family of non-commutative algebras Aλ that depend on a deformation parameter
λ, and such that in the semi-classical limit (i.e. when the Planck constant ~ ∼ 1
λ
tends to zero)
Aλ should approach in some sense the above commutative algebra of functions, cf. [7, 6].
A classical method for constructing a deformation quantization of symmetric spaces uses
Toeplitz operators as quantum counterparts of the functions we start with. Such operators
are defined on the standard weighted Bergman spaces over Ω, cf. [1, 11, 12, 15, 20, 22] and
the weight parameter explicitly appears in the density function of the (Lebesgue) measure
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restricted to Ω. Essential relations that one needs to prove (cf. [22]) are the norm convergence
(∗) and (assuming some smoothness of the symbols) the second order asymptotic
(∗∗) ∥∥[T λf , T λg ]− iλT λ{f,g}∥∥ = O(λ−2) as λ→∞.
Here [·, ·] denotes the commutator of operators and {·, ·} is the Poisson bracket which is
associated to a symplectic form induced by the Bergman metric tensor.
Recall that a quantization via Toeplitz operators acting on the Bergman space was first
introduced by F. Berezin [6, 7, 8] for the case of the unit disk D in the complex plane and,
more generally, for BSDs Ω ⊂ Cn. An a bit different approach to quantization for the
unit disc D has been considered by Klimek and Lesniewski in [20] and subsequently was
generalized to arbitrary BSDs by Borthwick, Lesniewski and Upmeier in [12]. Deformation
estimates for Berezin-Toeplitz quantization on the Euclidean n-space Ω = Cn equipped with
a family of Gaussian measures were obtained in [11, 14]. In this non-compact setting the
proofs are based on the relation between Toeplitz operators and pseudo-differential operators
in Weyl-quantization. In particular, the required norm estimates are a consequence of the
Calderon-Vaillancourt theorem. For Ω being a compact Ka¨hler manifold, the above asymp-
totic relations have been obtained by Bordemann, Meinrenken and Schlichenmaier [10] (see
also [21]). An analysis of the semi-classical limit for smoothly bounded strictly pseudoconvex
domains in Cn can be found in [15]. We mention as well that a family of associative star
products in deformation quantization can be constructed on the base of (∗) and (∗∗), cf.
[15].
The above mentioned results typically require certain regularity of the operator symbols
and their controlled behavior close to the boundary of the domain (or at infinity). More
precisely, in [12, Theorem 2.2] the relation (∗) is proved assuming that f and g are bounded
continuous functions and g has compact support in Ω. In the special case of Ω = Bn we may
as well apply [15, Theorem 3], which assumes that f and g are smooth up to the boundary
of Ω. If one is only interested in (∗), this assumption can be relaxed to f, g ∈ C(Ω) by a
simple approximation argument.
The aim of the present paper is to extend (∗) for symbols f, g in larger algebras of bounded
(and unbounded) functions in BSDs Ω. We show that (∗) holds true if f and g are bounded
and uniformly continuous in Ω with respect to the Bergman metric distance β. Note that in
general such functions do not extend continuously to the boundary ∂Ω. Moreover, we can
even drop the boundedness assumption and obtain (∗) for (unbounded) Toeplitz operators
with β-uniformly continuous symbols (cf. Theorem 3.8). At the same time Example 3.15
shows that (∗) may fail if we drop the continuity assumption even in one single point inside
Ω. In the last section of the paper we deal only with the complex unit ball Ω = Bn. We
emphasize that a controlled oscillation of bounded symbols f and g inside Ω implies (∗). To
be precise, assuming that f or g belongs to the space VMO(Bn) of bounded functions having
UC FUNCTIONS AND QUANTIZATION 3
vanishing oscillation with respect to β is sufficient for (∗). Our proofs use a refinement of the
norm estimates for Hankel operators in [5] and an asymptotic analysis of the BMOλ-semi-
norms of β-uniformly continuous functions (cf. Proposition 3.4 and 3.7). We remark that by
different methods similar (but slightly weaker) results for the Fock space case (i.e. Ω = Cn
equipped with a family of Gaussian measures) have been obtained recently in [1].
One of our motivations for considering this problem stems from the representation theory
of C∗-algebras generated by Toeplitz operators (cf. [4]). In fact, in this paper a family of
irreducible representations has been constructed under certain assumptions which include
(∗). We expect our analysis to be useful for the study of Toeplitz C∗-algebras with gener-
ating operators having symbols in (suitable) classes of functions that not necessarily admit
continuous boundary values. Further details shall be presented in a forthcoming work.
In Section 2 we fix the notation and present some standard material on BSDs, Bergman
spaces and Toeplitz operators. In particular, we show that finite products of (i.g. unbounded)
Toeplitz operators with β-uniformly continuous symbols are well-defined on a common dense
domain. We start Section 3 with some technical estimates and use them to derive a norm
estimate for Hankel operators, which is needed in the proof of our main result (Theorem 3.8).
The compactness of semi-commutators are discussed and we present the above mentioned
counterexample. Finally, in Section 4 we prove (∗) in the case of bounded symbols having
vanishing oscillation inside Ω = Bn.
2. Preliminaries
Throughout the paper we consider a BSD Ω ⊂ Cn in its Harish-Chandra realization
[5, 13, 15, 17, 24]. In particular, Ω contains the origin and is convex and circular. We write
G = Aut0(Ω) for the connected component of the automorphism group of Ω which contains
the identity. By K we denote the (maximal) subgroup of G that stabilizes the origin.
As is well-known, each k ∈ K extends to a linear mapping on Cn [13]. If r denotes the
rank of Ω, then there is a set {f1, · · · , fr} ⊂ Cn (Jordan frame) of R-linear independent
vectors such that
(2.1) Ω =
{
z ∈ C : z = k
r∑
j=1
tjfj, k ∈ K, 1 > t1 ≥ t2 ≥ · · · ≥ tr ≥ 0
}
.
The sum-representation of z ∈ Ω in (2.1) is called polar decomposition and, assuming the
above ordering, the numbers tj are uniquely determined (k is not i.g.). There is a polynomial
(Jordan triple determinant)
h : Cn × Cn → C
holomorphic in z and anti-holomorphic in w which restricted to the diagonal fulfills
(2.2) h(z, z) =
r∏
j=1
(
1− t2j
)
.
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Moreover, h is conjugate symmetric, i.e. h(z, w) = h(w, z) and invariant under the action of
K, i.e. for all z, w ∈ Ω and all k ∈ K
(2.3) h(kz, kw) = h(z, w).
Let p be the genus of Ω (see [15] for the definition) and λ > p− 1. Consider the following
weighted measure on Ω:
dvλ(z) = cλh(z, z)
λ−pdv(z),
where dv denotes the normed to one Lebesgue measure on Ω and cν > 0 is a normalizing
constant such that vλ(Ω) = 1, i.e. cp = 1. An explicit expression of cλ can be found in [17].
We write A2λ(Ω) for the weighted Bergman space of holomorphic functions in L2(Ω, dvλ).
The norm and inner product on these spaces are denoted by ‖ · ‖λ and 〈·, ·〉λ, respectively.
The following result is well-known [16, 17]:
Lemma 2.1. The Bergman space A2λ(Ω) is a reproducing kernel Hilbert space and the kernel
can be expressed in terms of the Jordan triple determinant:
(2.4) Kλ(z, w) = h(z, w)
−λ, where (z, w) ∈ Ω× Ω.
We denote by βλ(·, ·) the Bergman metric on Ω with respect to the weighted Bergman
space A2λ(Ω). More precisely, βλ is the metric distance function induced by the infinitesimal
Bergman metric on Ω with metric tensor:(
gλij(z)
)
i,j
=
( ∂2
∂zi∂zj
logKλ(z, z)
)
i,j
∈ Cn×n,
where Kλ denotes the reproducing kernel function as defined above. Then we have
(2.5) βλ(z, w) =
√
λ
p
β(z, w), with the definition β(z, w) = βp(z, w).
2.1. Functions of bounded and vanishing oscillation. With fixed w ∈ Ω consider the
normalized reproducing kernel kλw ∈ A2λ(Ω)
kλw(z) := Kλ(z, w)‖Kλ(·, w)‖−1λ = h(z, w)−λh(w,w)
λ
2 , z ∈ Ω.
The Berezin transform of f ∈ L1(Ω, dv) (see [3, Lemma 4.1]) is the real analytic function on
Ω defined by the integral transform
(2.6) Bλ(f)(z) :=
∫
Ω
f(w)|kλz (w)|2dvλ(w)
(see (3.7) for yet another representation of the Berezin transform). Recall that the mean
oscillation of f ∈ L2(Ω, dv) at z ∈ Ω is given by:
(2.7) MOλ(f)(z) := Bλ(|f |2)(z)− |Bλ(f)|2(z) = Bλ
(
|f − Bλ(f)(z)|2
)
(z) ≥ 0.
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We consider the family of semi-norms
‖f‖BMOλ := sup
{√
MOλ(f)(z) : z ∈ Ω
}
.
The space of functions having bounded λ-mean oscillation is given by:
BMOλ(Ω) :=
{
f : Ω→ C : ‖f‖BMOλ <∞
}
.
In what follows we shortly write BMO(Ω) := BMOp(Ω) and MO(f) := MOp(f). Note
that for all λ > p− 1:
L∞(Ω) ( BMOλ(Ω).
Let C0(Ω) = {f ∈ C(Ω) : limz→∂Ω f(z) = 0} be the space of all continuous functions
vanishing at the boundary ∂Ω.
Definition 2.2. A complex valued function g on Ω is said to have ”vanishing mean oscilla-
tion” at ∂Ω if MO(g) ∈ C0(Ω). Put
VMO∂(Ω) :=
{
g : Ω→ C : MO(g) ∈ C0(Ω)
}
.
There is also the notion of bounded oscillation with respect to the weighted Bergman
metric βλ:
Definition 2.3. Let λ > p − 1. A continuous function f is said to be of ”bounded λ-
oscillation” on Ω if
(2.8) ‖f‖BOλ := sup
{
|f(z)− f(w)| : z, w ∈ Ω, βλ(z, w) < 1
}
<∞.
Clearly, one has for λ ≥ µ:
‖f‖BOλ ≤ ‖f‖BOµ.
We say that the function f has ”vanishing λ-oscillation at ∂Ω” if Oscλz (f) ∈ C0(Ω), where
Oscλz (f) := sup
{
|f(z)− f(w)| : w ∈ Ω, βλ(z, w) < 1
}
, z ∈ Ω,
denotes the λ-oscillation of f in z. We write BOλ(Ω) and VOλ∂(Ω) for the functions having
bounded and vanishing λ-oscillation, respectively. For λ = p we omit the superscript p:
BO(Ω) := BOp(Ω) and VO∂(Ω) := VO
p
∂(Ω).
By choosing a geodesic curve between two points z, w ∈ Ω and using (2.8) we obtain a
global estimate:
Lemma 2.4. Let f ∈ BOλ(Ω). Then for all w, z ∈ Ω we have
(2.9) |f(z)− f(w)| ≤ ‖f‖BOλ
[
1 + βλ(z, w)
]
.
Proof. In case of βλ(z, w) < 1 we have (2.9) by definition. Otherwise we divide the geodesic
curve in pieces and use the same calculation as in [26, Lemma 8.2, p. 209]. 
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2.2. Toeplitz and Hankel operators. Our aim of this work is to analyze the asymptotic
behavior of semi-commutators of Toeplitz operators when sending the weight parameter
λ > p− 1 to infinity. First we fix some basic notations. Consider the orthogonal projection
Pλ : L
2(Ω, dvλ)→ A2λ(Ω).
Using Lemma 2.1, one can write Pλ explicitly as
(Pλf)(z) =
∫
Ω
f(w)h(z, w)−λ dvλ(w).
Given a symbol f ∈ L∞(Ω) we introduce the Toeplitz operator T λf and the Hankel operator
Hλf defined on A2λ(Ω) by
T λf : = PλMf ,
Hλf : = (I − Pλ)Mf .
Here Mf denotes the pointwise multiplication by f . A straightforward calculation shows the
standard relation
T λf T
λ
g − T λfg = −(Hλf )∗Hλg ,
which implies the norm estimate
(2.10) ‖T λf T λg − T λfg‖λ ≤ ‖Hλf ‖λ‖Hλg ‖λ.
We are also concerned with Toeplitz operators having symbols in the space UC(Ω) of
complex valued functions on Ω that are uniformly continuous with respect to the Bergman
metric distance β. Since UC(Ω) contains unbounded functions (e.g. f(z) := β(0, z)) Toeplitz
operators with uniformly continuous symbols are unbounded in general (cf. Remark 3.9 and
[2]). Hence we need to define finite products of such operators in a careful way by specifying
a common invariant dense domain.
We recall the Forelli-Rudin estimates [16, Proposition 8]: let the BSD Ω ⊂ Cn be of type
(r, a, b) with characteristic multiplicities a, b ∈ Z+. Then we have:
Lemma 2.5. Let α > p − 1 and t > r−1
2
a, then there is a constant C > 0 (independent of
z ∈ Ω) such that for all z ∈ Ω∫
Ω
h(w,w)α−p|h(z, w)|−(α+t) dv(w) ≤ Ch(z, z)−t.
Let ρ > 0 and consider the following function spaces:
Sρ(Ω) :=
{
f ∈ C(Ω) : ∃ C > 0 s.t. |f(z)| ≤ Ch(z, z)−ρ for all z ∈ Ω
}
.
Moreover, define Hρ(Ω) := Sρ(Ω) ∩A2λ(Ω) and consider the intersections
Sym(Ω) :=
⋂
ρ>0
Sρ(Ω) and D :=
⋂
ρ>ρ∗
Hρ(Ω),
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where ρ∗ := r−1
2
a. Note that Sym(Ω) is actually an algebra. Since D contains the restrictions
of all holomorphic polynomials to Ω it is a dense subspace in all Bergman spaces A2λ(Ω).
Lemma 2.6. Let λ > ρ∗+p−1 and assume that f ∈ Sym(Ω). Then the (possibly unbounded)
Toeplitz operator T λf leaves the space D ⊂ A2λ(Ω) invariant. In particular, all finite products
T λf1T
λ
f2
· · ·T λfm : D −→ D
with symbols fj ∈ Sym(Ω) are defined and induce densely defined operators on A2λ(Ω).
Proof. Let ρ ∈ (ρ∗, λ+1− p) and let ε > 0 be sufficiently small such that α := −ρ− ε+λ >
p− 1. Given g ∈ D and f ∈ Sym(Ω) we can choose Cρ, cε > 0 such that
|f(z)| ≤ cεh(z, z)−ε and |g(z)| ≤ Cρh(z, z)−ρ.
The Forelli-Rudin estimates in Lemma 2.5 imply then:∣∣[T λf g](z)∣∣ = ∣∣∣ ∫
Ω
f(w)g(w)h(z, w)−λ dvλ(w)
∣∣∣
≤ Cρcε
∫
Ω
h(w,w)−ρ−ε+λ−p|h(z, w)|−λ dv(w)
≤ Cρcε
∫
Ω
h(w,w)α−p|h(z, w)|−(α+ρ+ε) dv(w)
≤ C˜Cρcεh(z, z)−(ρ+ε).
Since ρ > ρ∗ and ε > 0 can be chosen arbitrarily small, we conclude that Tfg ∈ D. 
Let f ∈ BOλ(Ω), then it follows from (2.9) with z = 0 that
|f(w)| ≤ |f(0)|+ |f(0)− f(w)| ≤ |f(0)|+ ‖f‖BOλ
(
1 + βλ(0, w)
)
.
Corollary 3.3 below implies that for any ρ > 0 there is C(ρ, f) > 0 such that
|f(w)| ≤ C(ρ, f)h(w,w)−ρ, w ∈ Ω,
and therefore one obtains the inclusions
(2.11) UC(Ω) ⊂ BOλ(Ω) ⊂ Sym(Ω).
Let Auc(Ω) denote the (non-closed) subalgebra in Sym(Ω) which is generated by functions
in UC(Ω), i.e. Auc(Ω) consists of finite sums of finite products of functions in UC(Ω). Then
we have:
Lemma 2.7. Toeplitz operators with symbols f ∈ Auc(Ω) leave D invariant. In particular,
finite products of such operators with dense domain D are well defined.
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3. Uniformly continuous functions and quantization
In the present section we study the asymptotic behavior of semi-commutators of Toeplitz
operators with symbols in f ∈ UC(Ω) (cf. Theorem 3.8). Although each single Toeplitz
operator T λf may be unbounded it follows from the inclusions (2.11) together with the results
in [5] that the semi-commutators T λg T
λ
f −T λfg, f, g ∈ UC(Ω) are bounded operators. We start
with some preparations (Lemma 3.1, 3.2 and Corollary 3.3), which give auxiliary inequalities
that are essential in the proof of Proposition 3.4 devoted to the norm estimate of Hankel
operators.
Lemma 3.1. Let s, C1, C2 > 0, U ⊂ Cn and let f, g : U → R+ satisfy g(z) ≥ 1 and
f(z) ≤ C1g(z) for all z ∈ U . Further assume that there exists a set V ⊂ U such that{
f(z) ≤ C2
√
log g(z) for all z ∈ V,
g(z) ≥ 1 + s for all z ∈ U \ V.
Then there exists a constant C ′ > 0 such that
√
λf(z) ≤ C ′g(z)λ for all z ∈ U and λ ≥ 1.
Proof. Fix z ∈ V and λ ≥ 1. If g(z) = 1, then f(z) = 0 and thus obviously√λf(z) ≤ C ′g(z)λ
for all λ ≥ 1 and any C ′ > 0. So assume that g(z) > 1 and set C ′V :=
√
log 2C2. Then
C ′V g(z)
λ = C ′V 2
λ log g(z)
log 2 ≥
√
log 2
log g(z)
f(z)
√
λ log g(z)
log 2
=
√
λf(z)
since 2y ≥ √y for all y ≥ 0.
For z ∈ U \ V we choose C ′V c := C1 1+s√2 log(1+s) so that
C ′V cg(z)
λ ≥ C1 (1 + s)
λ√
2 log(1 + s)
g(z) ≥ C1
√
λg(z) ≥
√
λf(z),
where we used (1+s)
y√
2 log(1+s)
≥ √y for all y ≥ 0 and s > 0. Choosing C ′ := max{C ′V , C ′V c}
finishes the proof. 
Lemma 3.2. Let Ω ⊂ Cn be a BSD and ρ > 0. Then there is a neighborhood V of 0 and a
constant C(ρ) > 0 such that
β(0, z) ≤ C(ρ)
√
log h(z, z)−ρ
for all z ∈ V .
Proof. Since
√
log h(z, z)−ρ =
√
ρ
√− log h(z, z), it clearly suffices to check the assertion for
one particular ρ. We may thus assume that ρ = λ > p− 1.
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With s > 0 and each fixed z ∈ Ω consider the polynomial
Pz(s) := h(sz, sz) =
r∏
j=1
(
1− s2t2j
)
= 1− s2
r∑
j=1
t2j +O(s
4) (as s ↓ 0).
Therefore the Taylor expansion in z = 0 of z 7→ h(z, z) cannot have a linear term. Write
(3.1) h(z, z) = 1 +
∑
|α+β|>1
aαβz
αzβ
and insert this expansion into (2.4):
logKλ(z, z) = log h(z, z)
−λ = −λ log h(z, z) = −λ log
(
1 +
∑
|α+β|>1
aαβz
αzβ
)
.
One obtains the Bergman metric tensor
gij(z) : =
∂2
∂zi∂zj
logKλ(z, z)
=
λ
h(z, z)2
( ∑
|α+β|>1
aαβαiz
α−eizβ
)( ∑
|α+β|>1
aαββjz
αzβ−ej
)
− λ
h(z, z)
∑
|α+β|>1
aαβαiβjz
α−eizβ−ej ,
where ei = (0, . . . , 1, . . . , 0) = (δiℓ)ℓ=1,...,n ∈ Zn+. For z = 0 we have (gij(0))ij = −λ(aeiej)ij .
Since the metric tensor is positive definite, it follows that
−A := (aeiej)ij < 0.
Hence we can write the quadratic term in the expansion of (3.1) as follows:
(3.2) h(z, z) = 1− 〈Az, z〉 +
∑
|α+β|>2
aαβz
αzβ where A =
1
λ
(
gij(0)
)
i,j
> 0.
Let µ > 0 denote the minimal eigenvalue of (gij(0))ij. Then we can choose a convex
zero-neighborhood V ⊂ Ω such that
(3.3) log h(z, z)−λ = logKλ(z, z) ≥ −λ log
(
1− µ
2
|z|2
)
≥ λµ
2
|z|2, z ∈ V.
Given z ∈ V we can consider the straight path
γ : [0, 1]→ V : γ(t) = tz.
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Then we can estimate:
(3.4) β(0, z) ≤ ℓ(γ) =
∫ 1
0
√√√√ n∑
i,j=1
gij(tz)zizjdt ≤ sup
z∈V
√
‖(gij(z))ij‖ · |z| =: CV |z|,
where |z|2 := |z1|2 + · · ·+ |zn|2. A comparison of (3.3) and (3.4) gives for all z ∈ V :
β(0, z) ≤ CV |z| ≤
√
2
λµ
CV
√
log h(z, z)−λ =: C(λ)
√
log h(z, z)−λ.
This finishes the proof. 
Corollary 3.3. Let Ω ⊂ Cn be a BSD and ρ > 0. Then there is a constant C > 0 (depending
only on ρ) such that √
λβ(0, z) ≤ Ch(z, z)−ρλ
for all z ∈ Ω and λ ≥ 1.
Proof. It holds h(z, z)−ρ ≥ 1 and from [5, Equation (∗∗) on p. 317] one has for all z ∈ Ω:
β(0, z) ≤ C1h(z, z)−ρ.
Furthermore, Lemma 3.2 implies β(0, z) ≤ C2
√
log h(z, z)−ρ for all z in a suitable zero-
neighborhood V ⊂ Ω. The product form (2.2) shows that h(z, z)−ρ > 1 for z 6= 0 and
h(z, z)−ρ →∞ as z → ∂Ω. Therefore one also has
h(z, z)−ρ ≥ 1 + s
for some s > 0 and all z ∈ Ω \ V . Setting f(z) := β(0, z) and g(z) := h(z, z)−ρ, the result
follows from Lemma 3.1. 
Proposition 3.4. Let f ∈ BOλ(Ω). Then there is a constant C > 0, independent of f and
of λ > 4p, such that
‖Hλf ‖λ ≤ C‖f‖BOλ .
Proof. Let g ∈ A2λ(Ω). From the integral expression of the Hankel operator[
Hλf g
]
(z) =
∫
Ω
[
f(z)− f(w)]g(w)Kλ(z, w)dvλ(w), z ∈ Ω,
and the estimate (2.9) in Lemma 2.4 it follows that∣∣Hλf g(z)∣∣ ≤ ‖f‖BOλ ∫
Ω
(βλ(z, w) + 1)|h(z, w)|−λ|g(w)| dvλ(w).
The constant C > 0 can be chosen as the norm of the integral operator
L2(Ω, dvλ) ∋ u 7→ Lλ(u)(z) :=
∫
Ω
(βλ(z, w) + 1)|h(z, w)|−λ︸ ︷︷ ︸
=:Lλ(z,w)
u(w) dvλ(w) ∈ L2(Ω, dvλ).
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In order to estimate the norm (independently of λ) we apply the Schur test. Since the
integral kernel Lλ(z, w) of Lλ is symmetric in z and w it is sufficient to construct a positive
function h on Ω and a constant C > 0 independent of λ such that for all z ∈ Ω:
Iλ(z) :=
∫
Ω
(βλ(z, w) + 1)|h(z, w)|−λh(w) dvλ(w) ≤ Ch(z).
With t to be determined later put
h(z) := h(z, z)t,
and let ϕz be an involutive automorphism of Ω interchanging 0 and z. A change of variables
and the identity βλ(z, w) = βλ(0, ϕz(w)) gives:
Iλ(z) = cλ
∫
Ω
[
βλ(0, ϕz(w)) + 1
]|h(z, w)|−λh(w,w)t+λ−p dv(w)
= cλ
∫
Ω
[
βλ(0, w) + 1
]|h(z, ϕz(w))|−λh(ϕz(w), ϕz(w))t+λ−p dv(ϕz(w)) = (+).
We can use the following standard relations (see e.g. [16])
h(z, ϕz(w)) =
h(z, z)
h(z, w)
and h(ϕz(w), ϕz(w)) =
h(z, z)h(w,w)
|h(z, w)|2 ,
as well as
dv(ϕz(w)) =
(
h(z, z)
|h(z, w)|2
)p
dv(w),
to obtain
(+) = cλ h(z, z)
t︸ ︷︷ ︸
=h(z)
∫
Ω
[βλ(0, w) + 1]h(w,w)
t+λ−p|h(z, w)|−2t−λ dv(w).
Now we apply Corollary 3.3. For any ρ > 0 there is a constant C = C(ρ) > 0 (independent
of λ and w ∈ Ω) such that
(3.5) 1 + βλ(0, w) = 1 +
√
λ
p
β(0, w) ≤ C(ρ)h(w,w)−ρλ.
Hence we can further estimate (+) by
(+) ≤ cλC(ρ)h(z)
∫
Ω
h(w,w)t+(1−ρ)λ−p|h(z, w)|−2t−λ dv(w) = (++).
Choosing t = −λ
2
and ρ = 1
4
, we obtain
(++) = cλC
(1
4
)
h(z)
∫
Ω
h(w,w)
λ
4
−p dv(w) =
cλ
cλ
4
C
(1
4
)
h(z).
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Since cλ
cλ
4
is bounded (as a function of λ, cf. [17]), the result follows from the Schur test. 
A relation between BMOλ(Ω) and BOλ(Ω) is given by the following result:
Theorem 3.5. Let g ∈ BMOλ(Ω) and λ ≥ p. Then we have for all z, w ∈ Ω∣∣Bλ(g)(w)− Bλ(g)(z)∣∣ ≤ 2‖g‖BMOλβλ(z, w).
In particular, Bλ(g) ∈ BOλ(Ω) and
‖Bλ(g)‖BOλ ≤ 2‖g‖BMOλ .
Proof. See [3, Theorem 4.9]. 
Let λ > 4p, replace f ∈ BOλ(Ω) in Proposition 3.4 by Bλ(f), where f ∈ BMOλ(Ω), and
use Theorem 3.5. We obtain a constant C > 0 independent of f and λ such that
(3.6) ‖HλBλ(f)‖λ ≤ C‖Bλ(f)‖BOλ ≤ 2C‖f‖BMOλ .
In particular, let f ∈ UC(Ω) be uniformly continuous w.r.t. the Bergman metric β(z, w).
We analyze the asymptotic behavior of ‖f‖BMOλ as λ → ∞. By applying a change of
variables in the integral, the Berezin transform (2.6) of a function f can be represented as a
convolution type integral (cf. [3]):
(3.7) Bλ(f)(x) = cλ
∫
Ω
(f ◦ ϕx)(y)h(y, y)λ−p dv(y).
We will use the following asymptotic behavior of the Berezin transform for uniformly
continuous symbols:
Proposition 3.6. Let Ω ⊂ Cn be a BSD and f ∈ UC(Ω). Then
lim
λ→∞
Bλ(f) = f,
where the convergence is uniformly on Ω.
Proof. See [3, Proposition 4.4]. 
According to (2.7) and (3.7), we can write
MOλ(f)(x) = cλ
∫
Ω
∣∣f ◦ ϕx(y)− Bλ(f)(x)|2h(y, y)λ−p dv(y)
= cλ
∫
Ω
∣∣f ◦ ϕx(y)− Bλ(f) ◦ ϕx(0)∣∣2h(y, y)λ−p dv(y).
The next observation is crucial in the proof of our main theorem:
Proposition 3.7. Let f ∈ UC(Ω). Then limλ→∞ ‖f‖BMOλ = 0.
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Proof. Let 1
4
> ε > 0 be fixed and choose δ > 0 such that |f(z)− f(w)| < ε for all z, w ∈ Ω
with β(z, w) < δ. We divide the domain of integration into two parts:
(3.8) MOλ(f)(x) = cλ
{∫
β(y,0)<δ
+
∫
β(y,0)≥δ
}∣∣f ◦ ϕx(y)− Bλ(f) ◦ ϕx(0)∣∣2h(y, y)λ−p dv(y).
In the case β(y, 0) < δ we have
β(ϕx(y), ϕx(0)) = β(y, 0) < δ
uniformly for all x ∈ Ω. The uniform continuity of f and Proposition 3.6 for sufficiently
large weight parameter λ imply then that
|f ◦ ϕx(y)− Bλ(f) ◦ ϕx(0)|2 ≤
≤
(∣∣f ◦ ϕx(y)− f ◦ ϕx(0)∣∣+ ∣∣(f − Bλ(f)) ◦ ϕx(0)∣∣)2 < 4ε2 < ε.
Hence we obtain
0 ≤ MOλ(f)(x) ≤ ε+ cλ
∫
β(y,0)≥δ
∣∣f ◦ ϕx(y)− Bλ(f) ◦ ϕx(0)∣∣2h(y, y)λ−p dv(y) = (+).
It is known (see [3, Lemma 2.1] or (2.11)) that UC(Ω) ⊂ BO(Ω) and therefore∣∣f ◦ ϕx(y)− f ◦ ϕx(0)∣∣ ≤ ‖f‖BOp[1 + βp(ϕx(y), ϕx(0))](3.9)
= ‖f‖BOp
[
1 + β(y, 0)
]
.
The difference f − Bλ(f) is uniformly bounded on Ω. According to Proposition 3.6, we
have
lim
λ→∞
‖f − Bλ(f)‖∞ = 0
and therefore it follows for all x ∈ Ω and sufficiently large parameter λ that
|f ◦ ϕx(y)− Bλ(f) ◦ ϕx(0)| ≤ 2‖f‖BOp
[
1 + β(y, 0)
]
.
The last estimate implies that for sufficiently large λ and all x ∈ Ω we have
(+) ≤ ε+ 4cλ‖f‖2BOp
∫
β(y,0)≥δ
[
1 + β(y, 0)
]2
h(y, y)λ−p dv(y).
Since g(y) := 1 + β(y, 0) defines an element in L2(Ω, dv) (see [5, Theorem E]), cλ ∼ λn
as λ → ∞ (see e.g. [3]) and there is a constant s > 0 (only depending on δ) such that
h(z, z) ≤ 1− s for all z ∈ Ω with β(z, 0) ≥ δ, it follows that
lim
λ→∞
4cλ‖f‖2BOp
∫
β(y,0)≥δ
[
1 + β(y, 0)
]2
h(y, y)λ−p dv(y) = 0.
This implies that lim
λ→∞
‖f‖BMOλ = 0. 
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By combining the previous estimates, we obtain the following quantization result on the
semi-commutator of Toeplitz operators with symbols in UC(Ω).
Theorem 3.8. Let f ∈ UC(Ω). Then lim
λ→∞
‖Hλf ‖λ = 0. In particular,
(3.10) lim
λ→∞
∥∥T λf T λg − T λfg∥∥λ = 0
for all g ∈ L∞(Ω) or all g ∈ UC(Ω).
Proof. According to (2.10), it is sufficient to show that limλ→∞ ‖Hλf ‖λ = 0. We use the
estimate:
‖Hλf ‖λ ≤
∥∥Hλf−Bλ(f)∥∥λ + ‖HλBλ(f)∥∥λ ≤ ∥∥f − Bλ(f)∥∥∞ + ‖HλBλ(f)∥∥λ.
From Proposition 3.6 we conclude that the first summand on the right-hand side tends to
zero as λ→∞. Proposition 3.7 together with estimate (3.6) implies that lim
λ→∞
‖HλBλ(f)
∥∥
λ
= 0,
and the assertion follows. 
Remark 3.9. As was previously mentioned, the space UC(Ω) contains unbounded func-
tions. In [2, Theorem 3.8] the following equivalence is shown for Toeplitz operators with
symbols in UC(Ω):
Tf is bounded, f ∈ UC(Ω) ⇐⇒ f ∈ UC(Ω) ∩ L∞(Ω).
According to (2.11), we have the inclusions
UC(Ω) ⊂ BOλ(Ω) ⊂ BMOλ(Ω).
Moreover, Hλf is bounded in case of f ∈ BMOλ(Ω). In particular, the Hankel operator Hλf
with uniformly continuous symbol f is bounded. Therefore the semi-commutators in (3.10)
are bounded although each single Toeplitz operator may be unbounded (cf. Section 2.2).
If one prefers to deal with bounded Toeplitz operators, one may choose the symbols from
the space (C∗-algebra) BUC(Ω) of bounded β-uniformly continuous functions on Ω. Note
that
C(Ω) ( BUC(Ω).
In this case a stronger version of Theorem 3.8 holds true:
Corollary 3.10. Let f1, · · · fm ∈ BUC(Ω). Then we have
lim
λ→∞
‖T λf1T λf2 · · ·T λfm − T λf1f2···fm‖λ = 0.
Proof. Use Theorem 3.8 and standard estimates. 
We draw some further conclusions and comment on the compactness of semi-commutators.
Lemma 3.11. Let Ω be a BSD in Cn, then VMO∂(Ω) ∩UC(Ω) = VO∂(Ω).
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Proof. Let f ∈ VO∂(Ω). Given ε > 0, select a compact subset K of Ω such that for each
z ∈ Ω \K we have that
Oscpz(f) = sup
{|f(z)− f(w)| : w ∈ Ω, β(z, w) < 1} < ε.
The restriction f |K is obviously uniformly continuous. Thus we can find δ, which depends
on the given ε so that |f(z)− f(w)| < ε whenever β(z, w) < δ. That is VO∂(Ω) ⊂ UC(Ω).
Furthermore, by [5, Theorem B],
VMO∂(Ω) = VO∂(Ω) + J ,
where, by [9, pages 940 and 944], J consists of all functions g ∈ VMO∂(Ω) such that the
Toeplitz operator Tg is compact. Now, VO∂(Ω) ⊂ UC(Ω) implies that
VMO∂(Ω) ∩ UC(Ω) = VO∂(Ω) + J ∩ UC(Ω).
By [2, Theorem 3.8], J ∩UC(Ω) = C0(Ω) ⊂ VO∂(Ω), which finishes the proof. 
Consider the function space
Γ :=
{
f ∈ L∞(Ω) : T λg T λf − T λgf is compact for all g ∈ L∞(Ω)
}
.
We summarize the results of [5, Theorem B, Section 9], [9, Theorem A, Proposition 1],
and [28, Proposition 6] in the following statement. Note that, although the paper [28] is
devoted to the case of the unit disk, the result of its Proposition 6 remains valid for the case
of a general bounded symmetric domain Ω.
Theorem 3.12. Let f ∈ L∞(Ω). Then the following statements are equivalent:
(1) f ∈ Γ ∩ Γ,
(2) f ∈ VO∂(Ω) + J ,
(3) Hf and Hf are compact,
(4) [Pλ,Mf ] is compact,
(5) T λf T
λ
f
− T λ|f |2 and T λf T λf − T λ|f |2 are compact.
Thus the operator-theoretic version of Lemma 3.11 reads as follows.
Corollary 3.13. Let f ∈ BUC(Ω). Then (i) and (ii) are equivalent:
(i) Both semi-commutators T λf T
λ
g − T λfg and T λg T λf − T λgf are compact for all g ∈ L∞(Ω),
(ii) f ∈ VO∂(Ω).
We mention (cf. [9, page 924]) that, in the case of Ω = Bn, the algebra C(Bn) is a subset
of VO∂(B
n), and that this inclusion fails for higher rank domains. That is, in the classical
situation of Ω = Bn and f ∈ C(Bn), the semi-commutator
T λf T
λ
g − T λfg
of Theorem 3.8 is compact for each g ∈ L∞(Bn) and all λ > p− 1 = n. However, in case of
operator symbols from BUC(Ω) such compactness does not need to be true.
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Example 3.14. Let Ω = D be the unit disk. Given a point t0 on the unit circle S
1 = ∂D,
let ℓt0 be the arc on S
1 with endpoint t0 and −t0. Define then the function
ft0(z) = 2ω(z, ℓt0,D)− 1, z ∈ D,
where
ω(z, ℓt0 ,D) =
∫
ℓt0
1− |z|2
|eiθ − z|2
dθ
2π
is the harmonic measure of ℓt0 at z in D, cf. [18, page 5]. The function fℓt0 , being bounded
and harmonic, belongs to BUC(D). At the same time fℓt0 is a boundary piecewise continuous
function in the sense of [25, Section 5].
Theorem 5.1 of [25] describes the quotient algebra of the algebra generated by Toeplitz
operators with boundary piecewise continuous symbols modulo compact operators. This de-
scription implies that the self semi-commutator T λft0T
λ
ft0
− T λ
f2t0
is not compact, while for any
point t1 ∈ S1 different from ±t0, the semi-commutator T λft0T λft1 − T λft0ft1 is compact.
Note that the paper [25] deals with the classical Bergman space (λ = p), but the re-
sults therein remain valid (with correspondent adjustments in formulas) for each weighted
Bergman space A2λ(D) with λ > p− 1.
The following example shows that Theorem 3.8 may fail for bounded symbols being not
continuous in Ω (cf. [1, Example 5.1]).
Example 3.15. We consider the unit disc Ω = D in C. Let f ∈ L∞(D) be defined by
f(z) :=
{
1 if z = 0,
ei|z|
−2
if z 6= 0.
Since f¯ f = 1, we get T λ
f¯f
= Id for all λ = 2 + α, where α > −1 (see below). We will now
show that T λf 1 → 0 as λ → ∞, which contradicts the statement of Theorem 3.8. Since f is
radially symmetric, [19, Theorem 3.1] implies
(3.11) (T λf 1)(z) = (α + 1)
∫ 1
0
eir
−1
(1− r)α dr = α + 1
α
∫ ∞
1
α
eiαx
(
1− 1
αx
)α
1
x2
dx = (+),
where we have used the substitution x := 1
α
r−1 (for α ≥ 1, say). We change variables again
and put y := x+ π
α
. This yields
(3.12) (+) = −α + 1
α
∫ ∞
1+pi
α
eiαy
(
1− 1
αy − π
)α
1
(y − π
α
)2
dy.
By taking the average of (3.11) and (3.12), we get
(T λf 1)(z) =
α + 1
2α
∫ ∞
0
eiαx
[(
1− 1
αx
)α χ[ 1
α
,∞)(x)
x2
−
(
1− 1
αx− π
)α χ[ 1+pi
α
,∞)(x)
(x− π
α
)2
]
dx.
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The integrand on the right-hand side is uniformly bounded by
e−
1
x
1
x2
+ e−
1
x min
{
1,
1
(x− π)2
}
∈ L1([0,∞))
for α = λ− 2 ≥ 1 and converges pointwise to 0. Thus T λf 1→ 0 as λ→∞ by the dominated
convergence theorem.
4. Quantization and ”VMO inside”
Let Ω = Bn ⊂ Cn denote the open Euclidean unit ball. In this case the genus is p = n+1
and the rank r = 1. As usual, we put λ = n + 1 + α, where α > −1. With our previous
notation and λ > n = p− 1 the weighted measure on Bn is given by
dvλ(y) = cλh(y, y)
λ−p dv(y) =
Γ(n+ 1 + α)
n!Γ(α + 1)
(1− |y|2)αdv(y).
With ρ > 0 and x ∈ Bn consider the Bergman balls
E(x, ρ) :=
{
y ∈ Bn : β(x, y) < ρ} with volume |E(x, ρ)| = ∫
E(x,ρ)
1 dv(y).
For a locally integrable function f on Bn and by using the notation in [9] we define the
averaging function
fˆ(x, ρ) :=
1
|E(x, ρ)|
∫
E(x,ρ)
f(y)dv(y).
With q ≥ 1 and f ∈ Lq(Bn) put now
Aq(f, ρ, x) :=
1
|E(x, ρ)|
∫
E(x,ρ)
|f(y)− fˆ(x, ρ)|qdv(y).
Definition 4.1. With q = 2 we define the space of bounded functions that have vanishing
oscillation inside the unit ball (cf. [28])
(4.1) VMO(Bn) :=
{
f ∈ L∞(Bn) : lim
ρ→0
A2(f, ρ, x) = 0 uniformly for x ∈ Bn
}
.
Note that different from standard notations we assume functions in VMO(Bn) to be bounded.
Remark 4.2. A standard estimate shows that
A2(f, ρ, x) ≤ 1|E(x, ρ)|2
∫
E(x,ρ)×E(x,ρ)
∣∣f(y)− f(z)∣∣2dv(y, z).
Note that one has the proper inclusion BUC(Bn) ( VMO(Bn). Here is an example of a
function in VMO(D) that is not continuous:
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Example 4.3. Let Ω = D = B1 and with r ∈ (0, 1) put
f(r) := log
(
log
(
1 +
1
r
))
.
Consider g = f ◦ | · | : D \ {0} → C. This function is clearly not continuous at 0. Moreover,
f is convex and
|f ′(r)| =
∣∣∣∣ 1log(1 + 1
r
)
1
1 + 1
r
1
r2
∣∣∣∣ ≤ 1r log(1 + 1
r
)
.
Thus
A2(g, ρ, x) ≤ 1|E(x, ρ)|2
∫
E(x,ρ)2
∣∣f(|y|)− f(|z|)|2 dv(y, z)
=
2
|E(x, ρ)|2
∫
E(x,ρ)2
|y|≤|z|
∣∣f(|y|)− f(|z|)∣∣2 dv(y, z)
≤ 2|E(x, ρ)|2
∫
E(x,ρ)2
|y|≤|z|
∣∣f ′(|y|)|2 (|y| − |z|)2︸ ︷︷ ︸
≤ 4
pi
|E(x,ρ)|
dv(y, z)
≤ 8
π
∫
E(x,ρ)
1
(|y| log(1 + 1
|y|
))2
dv(y).
Since 1
(|y| log(1+ 1|y| ))
2 is integrable on D, A2(g, ρ, x) tends uniformly to 0 as ρ→ 0. Of course,
g is unbounded. To get an example of a bounded function, just consider sin ◦ g.
With λ > p− 1 and the involution ϕx consider the mean oscillation in (2.7) again:
MOλ(f)(x) =
∫
Bn
∣∣f ◦ ϕx(y)− Bλ(f)(x)∣∣2dvλ(y).
Lemma 4.4. For all x ∈ Bn and all parameters ρ > 0, λ > n we have
MOλ(f)(x) ≤
∫
Bn
∣∣f ◦ ϕx(y)− fˆ(x, ρ)∣∣2dvλ(y).
Proof. Let x ∈ Bn and fix the parameters ρ > 0 and λ > p− 1 = n. Consider the function
L : C→ R+ defined by
L(c) :=
∫
Bn
∣∣f ◦ ϕx(y)− c∣∣2dvλ(y).
Then the gradient grad L(c) vanishes precisely for
c =
∫
Bn
f ◦ ϕx(y)dvλ(y) = Bλ(f)(x).
Since L attains a minimum in the complex plane, the assertion follows. 
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Theorem 4.5. Let f ∈ VMO(Bn), then limλ→∞ ‖f‖BMOλ = 0.
Proof. Let t > 0 be a parameter which we will specify later on, λ ≥ p and put ρ(λ) := c−
1
2n
λ .
The estimate in Lemma 4.4 shows that:
MOλ(f)(x) ≤
{∫
E(0,tρ(λ))
+
∫
β(0,y)≥tρ(λ)
}∣∣f ◦ ϕx(y)− fˆ(x, tρ(λ))∣∣2dvλ(y)
=: I1,λ,t(x) + I2,λ,t(x).(4.2)
First we estimate the integral I1,λ,t(x) using the transformation rule together with the
Cauchy-Schwarz inequality:
I1,λ,t(x) =
∫
E(x,tρ(λ))
∣∣kλx(y)∣∣2∣∣f(y)− fˆ(x, tρ(λ))∣∣2dvλ(y)
≤ cλ
{∫
E(x,tρ(λ))
|kλx(y)
∣∣4(1− |y|2)2(λ−p)dv(y)} 12 {∫
E(x,tρ(λ))
∣∣f(y)− fˆ(x, tρ(λ))∣∣4dv(y)}12 .
We calculate the first integral on the right:∫
E(x,tρ(λ))
|kλx(y)
∣∣4(1− |y|2)2(λ−p)dv(y) =
=
1
c2λ−p
∫
E(x,tρ(λ))
|k2λ−px (y)|2|kpx(y)|2dv2λ−p(y)
=
1
c2λ−p
∫
E(0,tρ(λ))
∣∣kpx ◦ ϕx(y)∣∣2dv2λ−p(y) = (+).(4.3)
According to Proposition 3 in [9], it holds∣∣kpx ◦ ϕx(y)∣∣2 = 1|kpx(y)|2 = |h(y, x)|2ph(x, x)p .
Therefore
(+) =
1
c2λ−ph(x, x)p
∫
E(0,tρ(λ))
|h(y, x)|2p dv2λ−p(y) ≤ ‖h‖2p∞
∣∣E(0, tρ(λ))∣∣
h(x, x)p
,
where ‖h‖∞ = sup
x,y∈Bn
|h(y, x)| < ∞. According to Lemma 1.23 in [27], the volume of the
Bergman ball E(z, tρ(λ)) with z ∈ Bn is given by
|E(z, tρ(λ))| = tanh(tρ(λ))
2n(1− |z|2)n+1
(1− tanh(tρ(λ))2|z|2)n+1(4.4)
≤ C(tρ(λ))2n(1− |z|2)n+1 = t
2nC
cλ
h(z, z)p.
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Here C > 0 is a suitable constant and the estimate holds for large λ > n. Inserting this
estimate above with z = 0 gives
(+) ≤ ‖h‖
2p
∞t
2nC
cλ
1
h(x, x)p
.
Hence we have
I1,λ,t(x) ≤ ‖h‖p∞tn
√
Ccλ
|E(x, tρ(λ))| 12
h(x, x)
p
2
{
1
|E(x, tρ(λ))|
∫
E(x,tρ(λ))
|f(y)− fˆ(x, tρ(λ))|4dv(y)
}1
2
.
By using (4.4) again one obtains as λ→∞:
I1,λ,t(x) ≤ ‖h‖p∞t2nC
√
A4
(
f, tρ(λ), x
) ≤ 2‖h‖p∞t2nC‖f‖∞√A2(f, tρ(λ), x)→ 0,
where by the assumption on f the above limit is uniform on Bn.
Now we estimate the second integral in (4.2) which we have denoted I2,λ,t(x). By [27,
Corollary 1.22], we have β(0, y) ≥ tρ(λ) if and only if |y| ≥ tanh(tρ(λ)) =: Rλ. A change of
variables shows that
cλ
∫
β(0,y)≥tρ(λ)
(1− |y|2)λ−p dv(y) = 2ncλ
∫ 1
Rλ
(1− r2)λ−n−1r2n−1 dr
= 2n
cλ
λn
t2n
∫ √λ
t
Rλ
√
λ
t
(
1− t
2r2
λ
)λ−n−1
r2n−1dr = g(Rλ).
We have the following asymptotic behavior as λ→∞:
R2λ = tanh(tρ(λ))
2 ∼ t
2
c
1/n
λ
∼ t
2
λ
and cλ ∼ λn.
Moreover, for all λ > p−1 and fixed t > 0 the integrand is dominated by c exp(−t2r2)r2n−1
where c > 0 is a suitable constant independent of t and r. Therefore the dominated conver-
gence theorem implies:
lim
λ→∞
g(Rλ) = 2nγ1t
2n
∫ ∞
γ2
e−t
2r2r2n−1dr =: H(t).
Since H(t)→ 0 as t→∞ we can choose t > 0 sufficiently large such that for λ > M1 and
all x ∈ Bn we have
I2,λ,t(x) ≤ 4‖f‖2∞g(Rλ) ≤ 8‖f‖2∞H(t) < ε.
With this fixed t we can choose M2 > M1 such that I1,λ,t(x) ≤ ε for λ > M2 and all x ∈ Bn.
From (4.2) we find MOλ(f)(x) < 2ε uniformly on Bn. 
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Proposition 4.6. Let Ω be a BSD and f ∈ BMOλ(Ω). Then it holds
sup
z∈Ω
Bλ(|f − Bλ(f)|)(z) ≤ C‖f‖BMOλ
for some constant C > 0 (independent of λ ≥ 2p).
Proof. By the triangular inequality, we have for all z ∈ Ω:
Bλ(|f − Bλ(f)|)(z) =
∫
Ω
|f(w)− Bλ(f)(w)||kλz (w)|2 dvλ(w)
≤
∫
Ω
|f(w)− Bλ(f)(z)||kλz (w)|2 dvλ(w) +
∫
Ω
|Bλ(f)(z)− Bλ(f)(w)||kλz (w)|2 dvλ(w).
According to the Cauchy-Schwarz inequality the first term is dominated by ‖f‖BMOλ . Hence
it remains to estimate the second term. Using [3, Theorem 4.9] and Corollary 3.3, we get∫
Ω
|Bλ(f)(z)− Bλ(f)(w)||kλz (w)|2 dvλ(w) ≤ 2
√
λ
p
‖f‖BMOλ
∫
Ω
β(z, w)|kλz (w)|2 dvλ(w)
= 2
√
λ
p
‖f‖BMOλ
∫
Ω
β(z, ϕz(w)) dvλ(w)
= 2
√
λ
p
‖f‖BMOλ
∫
Ω
β(0, w) dvλ(w)
=
2C√
p
‖f‖BMOλ
∫
Ω
h(w,w)−
λ
2 dvλ(w)
=
2C√
p
cλ
cλ
2
‖f‖BMOλ .
Here C > 0 is the constant in Corollary 3.3 which does not depend on λ. Since the
quotient cλ
cλ
2
is bounded as a function of λ, the proposition follows. 
Lemma 4.7. Let Ω be a BSD and f ∈ L∞(Ω). Then there is a constant C > 0 (independent
of λ ≥ 2p) such that
‖T λf ‖λ ≤ C
√
‖f‖∞‖Bλ
2
(|f |)‖∞,
where we consider T λf = PλMf as an operator acting on the whole space L
2(Ω, dvλ).
Proof. We use the Schur test and put hλ(z) := h(z, z)
−λ
2 , C := sup
λ≥2p
cλ
cλ
2
. Recall that the
Toeplitz operator T λf has the integral kernel
Tλ,f (z, w) := f(z)h(z, w)
−λ.
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Hence we obtain∫
Ω
∣∣Tλ,f (z, w)∣∣hλ(z)dvλ(z) = cλ ∫
Ω
|f(z)||h(z, w)|−λh(z, z)λ2−pdv(z)
=
cλ
cλ
2
∫
Ω
|f(z)||h(z, w)|−λ2 ·2dvλ
2
(z)
=
cλ
cλ
2
hλ(w)Bλ
2
(|f |)(w)
≤ C1hλ(w)
with C1 = C‖Bλ
2
(|f |)‖∞. Integration with respect to the parameter w yields:∫
Ω
∣∣Tλ,f(z, w)∣∣hλ(w)dvλ(w) = cλ|f(z)| ∫
Ω
|h(z, w)|−λh(w,w)λ2−p dv(w)
=
cλ
cλ
2
|f(z)|
∫
Ω
|h(z, w)|−λ2 ·2 dvλ
2
(w)
=
cλ
cλ
2
|f(z)|h(z, z)−λ2
≤ C2hλ(z)
with C2 = C‖f‖∞. Hence ‖T λf ‖λ is dominated by
√
C1C2 = C
√
‖f‖∞‖Bλ
2
(|f |)‖∞. 
Corollary 4.8. Let Ω be a BSD, f ∈ L∞(Ω) and C > 0 as above. Then
(4.5) ‖Hλf ‖λ ≤ C
√
‖f‖∞‖Bλ
2
(|f |)‖∞.
Proof. Note that the norm of the multiplication Mf : A2λ(Ω) → L2(Ω, dvλ) coincides with
the norm of
MfPλ =
[
PλMf
]∗ ∈ L(L2(Ω, dvλ)).
Therefore one has
‖Hλf ‖λ ≤ ‖Mf : A2λ(Ω)→ L2(Ω, dvλ)‖λ = ‖PλMf‖λ(4.6)
and Lemma 4.7 implies the estimate (4.5). 
Theorem 4.9. Let f ∈ VMO(Bn). Then limλ→∞ ‖Hλf ‖λ = 0 and, in particular, we obtain
lim
λ→∞
‖T λf T λg − T λfg‖λ = 0
for all g ∈ L∞(Bn) or all g ∈ UC(Bn).
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Proof. Because of (2.10) and Theorem 3.8 (in the case where g ∈ UC(Bn)) it is sufficient to
check that for all f ∈ VMO(Bn):
lim
λ→∞
‖Hλf ‖λ = 0.
According to Corollary 4.8, we have:
‖Hλf ‖λ ≤
∥∥Hλf−Bλ
2
(f)
∥∥
λ
+ ‖HλBλ
2
(f)
∥∥
λ
(4.7)
≤ C
√
2‖f‖∞‖Bλ
2
(|f − Bλ
2
(f)|)‖∞ + ‖HλBλ
2
(f)
∥∥
λ
.
The first term on the right tends to zero as λ→∞ by the Proposition 4.6 and Theorem 4.5.
Note that according to (2.5) we have
√
2βλ
2
(z, w) = βλ(z, w) and Theorem 3.5 implies that
‖Bλ
2
(f)‖BOλ ≤
√
2‖f‖
BMO
λ
2
.
The estimate (3.6) implies that there is C > 0 independent of λ and f with
‖HλBλ
2
(f)
∥∥
λ
≤ C‖Bλ
2
(f)‖BOλ ≤
√
2C‖f‖
BMO
λ
2
.
Since f ∈ VMO(Bn) it follows from Theorem 4.5 that the right hand side tends to zero as
λ→∞. Hence (4.7) proves the assertion. 
We add an observation on the asymptotic behavior of semi-commutators of Toeplitz op-
erator and a relation to a compactness result in [5]. With n ∈ N consider the standard
monomial orthonormal basis of A2λ(Bn+1)
B = {eλα(z) := zα‖zα‖−1λ : α ∈ Zn+1+ }.
We split the coordinates z ∈ Bn+1 and multi-indices α ∈ Zn+1+ into two parts:
z = (z′, z′′) ∈ C× Cn and α = (α′, α′′) ∈ Z+ × Zn+.
A direct calculation (cf. [4] in the case of n = 1) shows that e0α(z) = e
n
α′(z
′)e
|α′|+1
α′′ (z
′′). This
induces an orthogonal decomposition of the unweighted Bergman space
(4.8) A20(Bn+1) =
⊕
j∈Z+
span
{
enα′(z
′) : α′ = j
}⊗A2j+1(Bn)︸ ︷︷ ︸
=:Hj
.
Let c, d ∈ L∞(Bn) and extend c to the ball Bn+1 by fc(z) := c(z′′). The Toeplitz operator
T 0fc and the semi-commutator T
0
fcT
0
fd
− T 0fcfd act on (4.8) as follows:
T 0fc =
∞⊕
j=0
I ⊗ T j+1c
T 0fcT
0
fd
− T 0fcfd =
∞⊕
j=0
I ⊗ (T j+1c T j+1d − T j+1cd ).(4.9)
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Assume that fc or fd are functions in VMO∂(B
n+1). Then it follows from the results in [5]
that the semi-commutator T 0fcT
0
fd
− T 0fcfd is compact on A20(Bn+1). The decomposition (4.9)
and standard arguments imply that
T j+1c T
j+1
d − T j+1cd ∈ K(A2j+1(Bn)) and limj→∞ ‖T
j+1
c T
j+1
d − T j+1cd ‖j = 0.
Introduce the C∗-algebra
VMO†(Bn) :=
{
c ∈ L∞(Bn) : fc ∈ VMO∂(Bn+1)
}
.
Observe that if z tends to z0 = (z
′
0, z
′′
0 ) ∈ ∂Bn, with any z′0 6= 0, then the values of
the function fc near the boundary point z0 coincide with the values of the function c in
a neighborhood of the point z′′0 ∈ Bn. Hence a ”vanishing oscillation condition” of the
function fc near the boundary may be interpreted as a ”vanishing oscillation condition” of
the function c inside Bn. This somewhat vague comment suggests the following
conjecture: VMO†(Bn) = VMO(Bn).
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