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a b s t r a c t
The article presents the reconstruction method of the flow fields from vector tomography
passive ion Doppler spectroscopy in a plasma experiment. The method is based on series
expansion in terms of vector spherical harmonics for volumetric, divergent-free vector
fields and intended for three-dimensional diagnostic in the spherical tokamak devices. An
inversion of spectral experimental data is known in tomography as an inversion of vectorial
ray transform. The relation of the vectorial ray transform with Doppler spectroscopy
measurements are given in Balandin and Ono (2001, 2003) [7,8]. The effectiveness of the
proposed method is tested on a range of model 3D divergent-free vector fields.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Tomographic reconstruction of scalar fields in plasmas from passive spectroscopic measurements is a well established
technique for non-invasive measurements of internal plasma structure [1,2]. Scalar tomography techniques have, for
example, resolved plasma shapes in tokamaks during sawtooth crashes from X-ray emission [3] and imaged the kink
instability in a magnetoplasmadynamic thruster from ultraviolet line emission [4]. Tomographic reconstruction of vector
fields in plasmas, however, has only been proposed more recently [5–9]. Vector Spherical Harmonics (VSHs) (as well as
tensor spherical harmonics) occur in many fields of engineering and theoretical physics. In particular, they are used in
quantum mechanics [10–12], or whenever one has to deal with vector fields of any geophysical nature [13,14]. Freeden
in [15] give an application of VSHs to geoscientific problems. While VSHs have been long used in electromagnetic theory
[16] and quantum mechanics [17], it is only recently that they have been applied in vector tomography problems. Various
applications have led to different ways of definition of vector and tensor spherical harmonics, putting the accent on issues
[11,12,16,18]. The comparison of VSHs defined by different authors are given in [18, p. 234].
This paper is an attempt to extend the use of VSHs to real computations in vector tomography diagnostics of spherical
tokamak plasmas. The basic formulas used for spherical vector theory are reviewed in [18].
The vector field is considered in the laboratory coordinate system S = (e1, e2, e3), with Euclidean coordinates x =
(x, y, z) and may be subjected to any rotation R (R is an element of the rotation group SO(3)). This rotation transforms
the vector field g(x) to a new vector field g′(x′). Thus, each rotation of the group SO(3) is in correspondence with a linear
transformation TR acting in the following manner:
g′(x′) = TRg(x) = Rg(R−1x). (1)
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Fig. 1. Integration path L(p, α, β, γ ) and Euler angles for the ray transformation; xyz and x′y′z ′ are, respectively, the laboratory coordinate system and
the coordinate systems for a vector field. Integration is performed along the z axis with different values of the angles α, β , and γ , with p = OA.
Expanding vector fields requires basis functions to be chosen so that any operation of the transformation group SO(3)
yields a linear combination of the basis functions. For instance, radial vector fields in a spherical coordinate system are
transformed by rotation in exactly the same way as are scalar fields; consequently, as the basis for the subspace of entirely
radial vector fields we can take vector functions YJM(θ, ϕ)er , where er are unit radial vectors in the spherical coordinate
system and YJM(θ, ϕ) are scalar spherical harmonics [19]. Thus, radial vector fields can be studied with the use of scalar
spherical harmonics.
For an arbitrary vector field, each component of the vector function g(x) can also be expanded into a series with respect
to scalar spherical harmonics, but the field components become mixed owing to rotation, and the coefficient matrix will be
of full rank and of considerable size [9]. Representation of the vector field via VSHs is justified by the following properties
of these harmonics (see Appendix B):
∇ · [f (r)Y(0)JM (θ, ϕ)] = 0, ∇ · [f (r)Y(±1)JM (θ, ϕ)] ≠ 0
for all functions f (r) ≠ 0 and Y(λ)JM (θ, ϕ) are vector spherical harmonics. Thus, VSHs naturally divide the vector field into the
solenoidal and potential components; correspondingly, we can form bases for the solenoidal and potentional vector fields.
As the spectral Doppler data allow only the solenoidal component of the field to be reconstructed, belowwe assume that
∇ ·g(x) = 0. Themeasurements are supposed to be performed in a laboratory coordinate system S along the z axis. Rotation
is considered as an active process, i.e., as rotation of the vector field in a fixed coordinate system S, [20]. The rotation matrix
R(α, β, γ )maps the vector x in the laboratory coordinate system S to a new vector x′ in a vector field coordinate system S ′,
and we write x = R(α, β, γ )x′, where Euler angles (α, β, γ ) are determined in the same way as in [18]. Now β and α are
the polar and azimuthal angles of the axis z ′ in the coordinate system S (see Fig. 1). For an arbitrary rotation determined by
positive Euler angles (α, β, γ ), the rotation matrix is written in the form1
R =
cosα cosβ cos γ − sinα sin γ
sinα cosβ cos γ + cosα sin γ
− sinβ cos γ
− cosα cosβ sin γ − sinα cos γ− sinα cosβ sin γ + cosα cos γsinβ sin γ
 cosα sinβsinα sinβcosβ

,
0 ≤ α < 2π, 0 ≤ β ≤ π, 0 ≤ γ < 2π.
The paper is organized as follows. The representation of the solenoidal vector field is given in Section 2. An inversionmethod
is described in Section 3. Results of numerical simulation are given in Section 4. Appendix A provides the definition ofWigner
D-functions and the method for calculating these. The definition of vector spherical harmonics and some of their properties
are given in Appendix B.
2. Representation of the solenoidal vector field
In the space R3, a unit ball and unit sphere are defined to be B3 = {x ∈ R3 | |x| < 1} and S2 := {ω ∈ R3 | |ω| = 1} =
∂B3. We assume that the vector field g(x) is reconstructed in the unit ball has zero values of the normal component on the
boundary, and belongs to the Sobolev space [21], i.e.,
H0(div;B3) := {g ∈ L2(B3) | div g = 0, ν · g(x) = 0, x ∈ ∂B3}.
1 The angle is positive if the rotation appears to be counterclockwise with respect to an observer looking towards the origin.
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It is known that the Helmholtz–Hodge expansion, in this instance, lacks in a harmonic vector component [22]. As the set
Y(λ)JM forms an orthogonal basis in L2(S
2) (see Appendix B), an arbitrary vector field g(x) satisfying the condition
|g(rω)|2dω <∞ with

dω ≡
 π
0
dθ sin θ
 2π
0
dϕ, 0 < r ≤ 1,
can be represented, in its own coordinate system, as a series
g(x′) =

λ
∞
J=0,
|M2 |≤J
g(λ)JM2(r)Y
(λ)
JM2
(ω′), x′ = rω′, ω′ = (θ ′, ϕ′), λ = −1, 0, 1. (2)
or, in invariant form
g(x) =

λ
∞
J=0,
|M2 |≤J,|M1 |≤J
g(λ)JM2(r)D
J
M1M2
(α, β, γ )Y(λ)JM1(ω
′), x = rω, ω = (θ, ϕ), (3)
where DJM1M2(α, β, γ ) are Wigner D-functions and Y
(λ)
JM1
(ω) are vector spherical harmonics.
To satisfy the condition of being solenoidal for a field, we use Eq. (34) of Appendix B and impose the following constraints
on the functions g(−1)JM2 (r) and g
(+1)
JM2
(r) in Eq. (3):
g(−1)JM2 (r) = i

J(J + 1)1
r
g(00)JM2 (r), g
(+1)
JM2
(r) = i

d
dr
+ 1
r

g(00)JM2 (r), (4)
where g(00)JM2 (r) is an arbitrary differentiable function. In this case Eq. (3) is rewritten thus:
g(x) =
∞
J=0,
|M1 |≤J,|M2 |≤J
DJM1M2(α, β, γ ){g(0)JM2(r)Y(0)JM2(ω′)+∇ × [g(00)JM2 (r)Y(0)JM2(ω′)]}, (5)
and the solenoidal condition ∇ · g(x) = 0 is satisfied. Thus, Eq. (5) is an expansion of an arbitrary solenoidal vector field in
terms of VSHs Y(λ)JM2(ω). Since each solenoidal field under rotation remains solenoidal, the field components do not become
mixed in such a representation [23].
3. Inversion procedure
The task of 3D vector tomography is to reconstruct a vector field g(x)in a space B3 from a certain set of projection data,
i.e., from its ray transformation. In the general form, projection data can be written
(Xg)(x,n) ≡ gˇ(x,n) =
 ∞
−∞
g(x+ ln) · χ(n)dl, (6)
where n is a unit vector aligned along the observation line; the vector function χ depends on the physical method of
measurement; for spectral measurements, we have χ(n) ≡ n.
It is known, that there are two classes of tomographic projections of vector fields. The first type includes integration
of a field component directed along the observation line (spectral measurements). The second type involves integration
of a field transverse component (NMR measurements). In the first case the central section theorem applies, and only the
solenoidal component of a field can be reconstructed from projection data. Measurements of the second type allow a
potential component of the field to be calculated [24].
Rotation of the coordinate system S ′ with respect to the coordinate system S is chosen so that the integration line
representing the projection data is directed along the z axis, and the angle ϕ can be set to zero in the laboratory coordinate
system. In this case the projection data (6) are written in the form
gˇ(p, α, β, γ ) =
 ∞
−∞
dz

λ=−1,0,+1

J,M2,M1
g(λ)JM2(r)D
J
M1M2
(α, β, γ ) ez · Y(λ)JM1(ω′). (7)
It seems convenient to present Eq. (7) by the following two relations:
gˇ(p, α, β, γ ) =

J,M2,M1
DJM1M2(α, β, γ )G
J
M1M2
(p), (8)
GJM1M2(p) =

λ
 ∞
−∞
dz g(λ)JM2(r) ez · Y(λ)JM1(ω′). (9)
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The functions GJM1M2(p) can be found from the experimental data gˇ(p, α, β, γ ), based on the orthogonality property for
Wigner D-functions under the condition that a large number of measurements are available. We obtain
GJM1M2(p) =
2J + 1
8π2
 2π
0
dα
 π
0
sinβdβ
 2π
0
dγ gˇ(p, α, β, γ )DJ∗M1M2(α, β, γ ), (10)
where the asterisk means complex conjugation.
In the opposite case, we can use the least squares technique [25]. Thus, below we assume that the functions GJM1M2(p)
are known and can be used to calculate the unknown functions g(λ)JM2(r) in (9). There is no loss of generality in computing the
scalar product in (9) for ϕ = 0. As a result, we obtain
Y(−1)JM (θ, ϕ = 0) · ez = NJM cos(θ)PMJ (cos(θ)), (11)
Y(0)JM (θ, ϕ = 0) · ez =
NJM M√
J(J + 1)P
M
J (cos(θ)), (12)
Y(1)JM (θ, ϕ = 0) · ez =
NJM√
J(J + 1)

(J + 1) cos(θ) PMJ (cos(θ))− (J −M + 1) PMJ+1(cos(θ))

, (13)
where cos(θ) = 1− p2/r2, NJM = 1/∥YJM∥L2 and PMJ (x) are adjoined Legendre polynomials.
Our present goal is to calculate the right-hand side of Eq. (9) with allowance for constraints (4). We have √1−p2
−
√
1−p2
dz g(0)JM2(r) ez · Y(0)JM1(θ, ϕ = 0) = C1
 1
p
PM1J

1− p2/r2

g(0)JM2(r) dr
1− p2/r2 (14)
 √1−p2
−
√
1−p2
dz

i

J(J + 1)/r

g(00)JM2 (r) ez · Y(−1)JM1 (θ, ϕ = 0) = i C2
 1
p
PM1J

1− p2/r2

g(00)JM2 (r) dr
r
(14′)
 √1−p2
−
√
1−p2
dz i(d/dr + 1/r) g(00)JM2 (r) ez · Y(+1)JM1 (θ, ϕ = 0) = i C3
 1
p
PM1J

1− p2/r2

(d/dr + 1/r) g(00)JM2 (r) dr
− i C4
 1
p
PM1J+1

1− p2/r2

(d/dr + 1/r) g(00)JM2 (r) dr
1− p2/r2 (14
′′)
C1 = M1NJM1(1+ (−1)
J+M1)√
J(J + 1) , C2 = NJM1

J(J + 1) (1+ (−1)J+M1),
C3 = NJM1(J + 1)(1+ (−1)
J+M1)√
J(J + 1) , C4 =
NJM1(J −M1 + 1)(1− (−1)J+M1)√
J(J + 1) .
(15)
From Eqs. (14) we can see that the functions g(0)JM2 satisfy the following Volterra equation:
Re{GJM1M2(p)} =
 1
p
K1(p, r)g
(0)
JM2
(r) dr
≡ (1+ (−1)
J+M1)M1NJM1√
J(J + 1)
 1
p
PM1J

1− p2/r2

g(0)JM2(r) dr
1− p2/r2 , (16)
The functions g(00)JM2 meet, respectively, (17), (18) with even and odd values of J +M1, i.e.,
Im{GJM1M2(p)} =
 1
p
K2(p, r)f
(+)
JM2
(r) dr
≡ (1+ (−1)J+M1)NJM1

J + 1
J
 1
p
PM1J

1− p2/r2
  d
dr
+ J + 1
r

g(00)JM2 (r) dr. (17)
Im{GJM1M2(p)} =
 1
p
K3(p, r)f
(−)
JM2
(r) dr
≡ (1− (−1)
J+M1)NJM1(J −M1 + 1)√
J(J + 1)
 1
p
PM1J+1

1− p2/r2
  d
dr + 1r

g(00)JM2 (r) dr
1− p2/r2 . (18)
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The function Re{GJM1M2(p)} and Im{GJM1M2(p)} are, respectively, the real and imaginary parts of GJM1M2(p). Eqs. (16)–(18) can
be solved by usual method of quadratures [26], since the limit of the integrand at r = p is bounded.2 Thus, the function
g(0)JM2(r) is found from (16), and functions f
(±)
JM2
(r) are determined from Eqs. (17) and (18) with odd and even values of J +M1,
respectively. The functions g(−1)JM2 (r) and g
(+1)
JM2
(r) are computed as follows
g(+1)JM2 (r) = i f (−)JM2 (r) where i =
√−1,
g(−1)JM2 (r) = i

(J + 1)/J f (+)JM2 (r)− f (−)JM2 (r). (19)
The vector field is reconstructed with the use of (3). Note that there exist an analytical formula for the inversion of (16) and
(18) [27], but this formula is of no practical value because of its instability.
4. Numerical simulation
To estimate the reconstruction quality in experiments, the tomographic reconstruction technique is first tested on two
reference vector fields. The first model is a solenoidal vector field (for instance velocity field), which is generally described
by infinitely Fourier coefficients and is written in the form
g(x) = ∇ × 9(x, y, z), 9 = (ψx, ψy, ψz), (20)
ψx = exp

− (ρyz − ρx)
2
2σ 2

, ρyz = (y2 + z2)1/2,
ψy = exp

− (ρxz − ρy)
2
2σ 2

, ρxz = (x2 + z2)1/2,
ψz = exp

− (ρxy − ρz)
2
2σ 2

, ρxy = (x2 + y2)1/2,
σ = △ρ/2√(2 ln 2),△ρ = 0.7, ρx = ρy = ρz = 0.65.
The second simulation uses a more realistic solenoidal (divergent-free) vector field with an infinite number of Fourier
coefficients. The reference vector field g(x) is the Solov’ev analytical solution to the Grad–Shafranov equation [28], generally
used to model magnetic plasma equilibrium. A flux function ψ and the corresponding velocity field are given by
ψ(r, z) = ψ0 r
2
r40
(2r20 − r2 − 4ζ z2),
g(r, z) = 1
2πr
∇ψ × eϕ,
gr(r, z) = 12πr
8ψ0ζ
r40
r2z,
gz(r, z) = 12πr

−4ψ0
r40
r3 + 2

2
ψ0
r20
− 4ζ ψ0
r40
z2

r

,
g(x) = (gr(r, z) cos(ϕ), gr(r, z) sin(ϕ), gz(r, z)),
(21)
where ψ0 = 1.0, r0 = 0.7, ζ = 0.2.
The projection data (functions gˇ(p, α, β, γ )) were calculated on a grid Nα = Nβ = Nγ = 11 and Np = 10 for the
variables α, β, γ and p, respectively. The reconstructions was performed with the projection data spoiled by artificial noise
with normally distributed deviate, with zeromean and unit variance [29], taken to be 5% of themaximum level of measured
data. The cross sections of the three-dimensional model vector fields, phase curves, and the result of fields reconstruction
on a plane Y = 0 are shown in Fig. 2 for the first model, in Fig. 3 for the second model. Phase curves in the secant plane are
calculated using
φ(x, z) = arctan

gz(x, z)
gx(x, z)

(22)
over three different paths: z1 = −0.49, curve (−+−), z2 = 0.02, curve (−×−), z3 = 0.36, curve (− ∗ −).
2 limx→0 = Pmn (x)x = 2m+1π−1/2 sin

π(m+n)
2

Γ ( n+m2 +1)
Γ ( n−m2 +1/2)
.
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Fig. 2. The first model is defined by Eq. (20). Plane x− z: field (gx, gz) and corresponding phase curves for z1 = −0.49, curve (−+−), z2 = 0.02, curve
(−×−), z3 = 0.36, curve (− ∗ −); exact (left) and reconstructed (right), fields.
A relative error of vector field reconstruction was calculated via
ϵ =

i,j,k
(∥g(xi, yj, zk)∥ − ∥g˜(xi, yj, zk)∥)2
i,j,k
∥g(xi, yj, zk)∥2 , (23)
where i = 1÷ Nx, j = 1÷ Ny, k = 1÷ Nz, ∥ · ∥ is a Euclidean norm.
Errors ϵ for 3D vector fields are 23% and 28% for the first and second models, respectively.
5. Conclusion
The paper has investigated the problem of reconstructing the 3D vector fields from linearly integrated data (vectorial
ray-transform). Throughout the paper, vector spherical harmonics is used as basis vector-functions for vector field
representation. This approach is quite convenient for our problem for several reasons. The first one is that VSHs forms
orthonormal basis for solenoidal vector fields because of their properties (see Appendix B). The second feature is that
the algorithm based on the VSHs decomposition regularizes computational process by cutting higher harmonic mode
very easily. Finally our method take into account the spherical symmetry of the device and permit to plan experiment
with sufficiently arbitrary geometry of the measurements. For spectral measurements, which often take place in spherical
tokamak experiments, the problem is reduced to the Volterra integral equation of the first kind. Spectroscopic experimental
data allows reconstruct only solenoidal component of a vector field, however, the irrotational component may be retrieved
from the solution based on the boundary-value problem for the Laplace equation. Numerical computations on two different
models have shown that the topology of the vector field is recovered with acceptable accuracy. The technique developed
is means to be used for plasma flow velocity reconstruction in a spherical tokamak devices. There is strong interest in
measuring the 3D plasma flow vectors in the whole volume of plasma experiments and the proposed method presents
a solution for the solenoidal components.
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Fig. 3. The second model is derived from the analytical solution of the Grad–Shafranov equation and is described by Eqs. (21). Plane x − z: field (gx, gz)
and corresponding phase curves for z1 = −0.49, curve (−+−), z2 = 0.02, curve (−×−), z3 = 0.36, curve (−∗−); exact (left) and reconstructed (right)
fields.
Appendix A. Wigner D-functions
Matrices DJM1 M2(α, β, γ ) are representations of the rotation group SO(3) and are normally expressed via a product of
three functions, each depending only on one Euler angle (α, β, γ ), i.e.,
DJM1 M2(α, β, γ ) = e−iM1α dJM1 M2(β) e−iM2γ .
Here, α(0 ≤ α < 2π) is the angle of rotation with respect to initial axis initial axis z, β(0 ≤ β ≤ π) is the angle of rotation
with respect to the new (rotated) axis y′, and γ (0 ≤ γ < 2π) is the angle of rotation with respect to the new (rotated) axis
z ′. All types of rotation of the coordinate system can be realized by consecutive rotations with respect to the axes z, y′, and
z ′, respectively, by the angles (α, β, γ ). The real functions dJM1 M2(β) have the following exact representation:
dJM1 M2(β) = (−1)M1−M2 [(J +M1)!(J −M1)!(J +M2)!(J −M2)!]1/2
×

k
(−1)k (cosβ/2)
2J−2k−M1+M2(sinβ/2)2k+M1−M2
k!(J −M1 − k)!(J +M2 − k)!(M1 −M2 + k)! .
The index k runs over all integer values for which the argument of the factorial has positive values, i.e.,
max(0,M2 −M1) ≤ k ≤ min(J −M1, J +M2)
(cf. [18]). Useful recurrent formulas for computing dJM1 can be found in [20]. Edmonds in [17] came up with a method for
calculating DJM1 M2(α, β, γ ) for arbitrary values of arguments using the following relation:
DJM1 M2(α, β, γ ) =

m
e−iM1α · dJM1 m(π/2) · e−imβ · dJmM2(π/2) · e−iM2γ ,
here, the values dJM1 M2(π/2) can be calculated readily.
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Appendix B. Vector spherical harmonics (VSHs): definition and some properties
The set of vectors Y(λ)JM with all positive integer values of J(0 < J < ∞), λ = −1, 0, 1, and integer values ofM , |M| ≤ J ,
form a complete orthonormalized system in the space L2(S2), S2 := {(θ, ϕ|0 ≤ θ < π, 0 ≤ ϕ < 2π)}. In the paper, use is
made of the VSHs defined in [18]: namely
Y(+1)JM (θ, ϕ) =
1√
J(J + 1)∇ΩYJM(θ, ϕ) (24)
Y(0)JM (θ, ϕ) =
−i√
J(J + 1) (er ×∇Ω)YJM(θ, ϕ), (25)
Y(−1)JM (θ, ϕ) = erYJM(θ, ϕ), (26)
where ∇Ω = ∂
∂θ
eθ + 1sin θ
∂
∂ϕ
eϕ .
Now, Y(+1)JM and Y
(0)
JM are transverse vectors with respect to the unit vector er = r/r , and Y(−1)JM is a longitudinal vector. We
write
er · Y(+1)JM = er · Y(0)JM = 0, er × Y(−1)JM = 0. (27)
Normalization constants for VSHs with respect to the norm L2(Ω) are
∥Y(+1)JM ∥L2 = ∥Y(0)JM ∥L2 = ∥Y(−1)JM ∥L2 =

4π
(2J + 1)
(J +M)!
(J −M)! (28)
An expansion of the vector functions Y(λ)JM (θ, ϕ)with respect to the basis vectors er , eθ , and eϕ has the form
Y(λ)JM (θ, ϕ) = [Y(λ)JM (θ, ϕ)]r er + [Y(λ)JM (θ, ϕ)]θ eθ + [Y(λ)JM (θ, ϕ)]ϕ eϕ . (29)
Spherical components of the vectors Y(λ)JM (θ, ϕ) are represented as follows [18]:
[Y(1)JM (θ, ϕ)]r = 0, (30)
[Y(1)JM (θ, ϕ)]θ =
1√
J(J + 1)
∂
∂θ
YJM(θ, ϕ),
[Y(1)JM (θ, ϕ)]ϕ =
1√
J(J + 1)
1
sin θ
∂
∂ϕ
YJM(θ, ϕ) = iM√
J(J + 1)
1
sin θ
YJM(θ, ϕ),
[Y(0)JM (θ, ϕ)]r = 0,
[Y(0)JM (θ, ϕ)]θ =
i√
J(J + 1)
1
sin θ
∂
∂ϕ
YJM(θ, ϕ) = −M√
J(J + 1)
1
sin θ
YJM(θ, ϕ),
[Y(0)JM (θ, ϕ)]ϕ = −
i√
J(J + 1)
∂
∂θ
YJM(θ, ϕ).
[Y(−1)JM (θ, ϕ)]r = YJM , [Y(−1)JM (θ, ϕ)]θ = 0, [Y(−1)JM (θ, ϕ)]ϕ = 0.
The behavior of the vectors Y(λ)JM (θ, ϕ) under rotation of the coordinate system is described by the equation
Y(λ)JM2(ω
′) =

|M1|≤J
DJM1M2(α, β, γ ) Y
(λ)
JM1
(ω). (31)
Here DJM1M2(α, β, γ ) are Wigner D-functions (see Appendix A for definition and method of calculation); ω = (θ, ϕ) and
ω′ = (θ ′, ϕ′) are unit vectors in, respectively, the initial (laboratory) and rotated (object-fitted) coordinate systems.
The orthogonality condition for Y(λ)JM (θ, ϕ) is expressed as follows π
0
 2π
0
Y(λ
′)∗
J ′M ′ (θ, ϕ)Y
(λ)
JM (θ, ϕ) sin θ d θdϕ = δJ ′Jδλ′λδM ′M , (32)
where the asterisk means complex conjugation and δij is the Kronecker delta.
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The following differential correspondences are used in the paper.
∇ × [f (r)Y(+1)JM (ω)] = i

d
dr
+ 1
r

f (r)Y(0)JM (ω),
∇ · [f (r)Y(+1)JM (ω)] = −

J(J + 1) f (r)
r
YJM(ω),
(33)
∇ × [f (r)Y(0)JM (ω)] = i

d
dr
+ 1
r

f (r)Y(+1)JM (ω)+ i

J(J + 1) f (r)
r
Y(−1)JM (ω),
∇ · [f (r)Y(0)JM (ω)] = 0,
(34)
∇ × [f (r)Y(−1)JM (ω)] = −i

J(J + 1) f (r)
r
Y(0)JM (ω),
∇ · [f (r)Y(−1)JM (ω)] =

d
dr
+ 2
r

f (r)YJM(ω),
(35)
for any function f (r) and i = √−1.
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