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Abstract
Wilks’ test (1938) constitutes a major contribution to 
statistics and in practical applications. It is admittedly a 
classical method but even so it is of real interest because 
it is highly convenient to use. We hope to illustrate this 
in the following article by means of a study in the field 
of traffic psychology. In this demonstration, we start 
from a “characterization questionnaire” filled in by three 
populations of drivers and we test the population effect 
working from categorical data and 3-way tables. The 
differentiating power of the items is then examined and 
ranked in decreasing value. Through this example, we 
thus show the scope of Wilks’statistics and their highly 
general import with qualitative or category-specific data, 
compared with other techniques. 
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INTRODUCTION
Samuel S. Wilks, known as the Statesman of Statistics 
(Mosteller, 1964), largely contributed to the theory and 
practice of statistics (David & Morrison, 2006). In the 
year of his PhD (1932), Wilks proposed noteworthy 
extensions of Fisher, Hotelling, Neyman, Pearson and 
Wishart’s concepts. Namely in the beginning, that is, 
during his “normal” period (from 1932 to 1937-38), 
he took up and significantly developed the likelihood 
ratio L (or l) that Neyman and Pearson introduced in 
1930-31 (Wilks, 1932; Pearson & Wilks, 1933). Indeed, 
Wilks also made an essential contribution in 1938 by 
considering normal approximations for other multi-
parametered statistical distributions and developing the 
asymptotical distribution of the transformed lambda 
distribution W = -2lnL(or -2lnl).
The other particularity of Wilks resides in his desire 
to go beyond pure mathematics. For his doctorate which 
contributed to the small sample theory, he minored in 
education. His works came to the attention of Professor 
Lindquist, Professor of Education at Iowa University, 
who had used the technique of matched groups in his 
experimental works on educational psychology (Lindquist, 
1931). The variety of Wilks’ works is the expression of 
his manifold interests in different fields. Notably, Stephan 
et al. wrote (1965, p. 943): “His wide range of activities 
were an expression of his deep interests in mathematics 
and education as well as national defense, social science 
and the integrity of research”. Thus, Samuel S. Wilks 
widely contributed to the practical application of statistics 
and it was practical problems which influenced both his 
own publications and those of his students (Stephan et al., 
1965). 
In the field of study of social representations there exist 
several tools and methods to analyse and understand social 
thinking and practices (Moscovici, 1961/76; Gaymard & 
Tiplica, 2015; Gaymard, Tiplica, Koh, & Wong, 2016; 
Nzobounsana & Gaymard, 2010; Tsoukalas, 2006; Vergès, 
2001; Wagner, 1996 ; Wagner et al., 1999). In the last few 
years, it has been possible to identify specific works in the 
field of traffic psychology dedicated to vulnerable users 
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such as pedestrians. The development of environmental 
models of moving such as walking constitutes a problem 
for society with pedestrian safety at stake (International 
Transport Forum, 2012). The tools identified in this 
specific field concern for example, free associations 
(Gaymard, Boucher, Greffier, & Fournela, 2012), the 
Conditional Scripts Questionnaire (Gaymard & Tiplica, 
2015), the characterization questionnaire (Gaymard, 
Andrés, & Nzobounsana, 2011), discourse analysis using 
filmed sequences (Gaymard, Boucher, Nzobounsana, 
Greffier, & Fournela, 2013) or the little stories (Gaymard, 
2012). The advantage of these tools is that they enable the 
study of the interactions between drivers and pedestrians; 
these interactions are not taken into account in most 
simulation models (Tom, Auberlet, & Bremond, 2008). 
Working from a characterization questionnaire, Gaymard, 
Andrés and Nzobounsana (2011) compared the rank order 
of the themes among young French and Spanish drivers. 
The rank order of the themes shows that the Spanish 
seem more aware of pedestrian vulnerability. If, for the 
moment, the only publication taking into account the age 
variable and driving experience with this type of tool is 
a report (Boucher & Gaymard, 2009), studies based on 
oculometric data can be found (Borowsky, Shinar, & 
Oron-Gilad, 2010; Underwood, Phelps, Wright, Loon, 
& Galpin, 2005). For example Borowsky et al. (2010) 
examined the effects of age and driving experience on the 
capacity to detect risks while driving. The results show 
that experienced drivers are more apt to detect potential 
hazards (e.g., with pedestrians), which is not the case of 
young, inexperienced drivers. 
A common point in studies of social representations, 
as in social sciences in general, is a substantial presence 
of qualitative or ordinal data. Wilks’ statistics are very 
convenient for such data and surveys that use them; we 
consequently propose to deal with Wilks’ criterion and 
statistics in this study. We are therefore interested here in 
the characterization of the pedestrian by comparing three 
populations of drivers differentiated by age, background 
and driving experience.
1. METHOD
1.1 Tool and Populations
1.1.1 Characterization Questionnaire
Using exploratory interviews, a characterization 
questionnaire was designed to study the representation 
that drivers have of pedestrians. The characterization 
questionnaire (Gaymard, Andrés, & Nzobounsana, 2011) 
is composed of 20 items which deal with different types of 
users (e.g., children, elderly) but which also describe their 
attitudes or behaviour (e.g., respectful, cross anywhere) 
(see Table 1). 
Flament, a psychologist and methodologist known 
for his works on the analysis of similarity or Boolean 
algebra (1962, 1976), reintroduced the characterization 
questionnaire in order to verify the hypothesis of the 
existence of collective rank ordering of themes (or items) 
in a survey. This questionnaire is comprised of a list of 
items the number of which has to permit hierarchical 
block ranking. Thus, working from a questionnaire 
comprised of 20 items, the subjects are asked first of all 
to choose the 4 items most characteristic of the object 
studied (here the pedestrian). This choice is mandatory: 
Four items are necessary and not three or five. Then, he 
or she is asked to choose the 4 items least characteristic 
of the object studied from the remaining items. After this, 
the subject chooses the 4 items which are still slightly 
characteristic and finally the 4 which are slightly less 
characteristic. Each item is then coded from 1 to 5:5 if 
chosen as characteristic, 1 if chosen as non characteristic, 
and 3 if not chosen by the subject questioned. This 
questionnaire is thus of a “rectangular Q-sort” type, which 
differs from the classical Q-sort that seeks to approach a 
Gaussian Law. It is not the items with a distribution whose 
mode is in the central class which concern us but on the 
contrary those with a very disymmetrical distribution 
which gives priority to the dimension of “characteristic” 
or “non characteristic” (Vergès, 2001). 
Table 1
List of the Items of the Characterization Questionnaire
Careful Teenagers
Don’t respect the green light 
(for the drivers) Space sharing
Have time Pedestrian crossing
Unpredictible Elderly people
Fragile Have priority
Children Impose themselves
Cross anywhere Courteous
Wait Cross slowly on purpose
In a hurry Respectful
Dangerous Group
1.1.2 The 3 Populations 
The population of the study consisted of two groups of 
students from lay (state-subsidised) and catholic (private) 
universities: 20 lay students (population A “Young A”), 
21 catholic students (population B “Young B”), and 
one older group, 20 experienced drivers. University 
fees differ considerably between the state and the 
catholic universities, which explains the differences in 
background between the lay students and those from 
catholic universities, who are more privileged. Moreover 
the experienced drivers tested came from a similar 
background to the lay students. Population A, had an 
average age of 20.8 years (SD = 1.51). Population B, had 
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an average age of 22.8 years (SD = 0.75). Population C 
had an average age of 44.75 years (SD = 4.37). 
1.1.3 The General Methodological Framework
There are several ways to analyze qualitative or category-
specific data. For instance, factorial analysis describes 
the respective locations of the variables, their discrete 
values and the individuals, and explains the relationships 
between variables, the interactions and/or structures 
(Doise, Clemence, & Lorenzi-Cioldi, 1992; Gaymard, 
2012). There is also, more or less implicitly, a lot of 
scaling or scoring processing that provides numerical 
values for the different qualities (Sheppard, 1962; Carroll 
& Arabie, 1980; Masson, 1980), although some of it 
is ‘a bit hair raising’ (Luce & Galanter, 1963) and is 
also meaningless in the sense of measurement theory 
(Suppes & Zinnes, 1963; Roberts, 1979). In some cases 
it is possible to develop measurement representations 
(Michell, 1990; Maurin, 2011; Maurin & Wang, 2011) but 
each one applies to a particular type of recording without 
any overall implementation. Data and multifactorial 
analyses use matricial linear algebra and many clustering 
techniques based upon numerous metrics or semi and/or 
ultra metrics between individuals and variables (Lebart 
et al., 1984), and frequently employ techniques close to 
functional equations (Aczél, 1966).
But fortunately Wilks’ statistics and tests are 
convenient for qualitative data (Maurin, 2004). So in this 
study we avoid factorial analysis assumptions as well as 
more complicated measurement; thus we choose to make 
use of Wilks’ statistics for the 3-way contingency tables 
and related multinomial distributions, at the same time 
using a more traditional statistical methodology.
1.2 Statistics
1.2.1 Wilks’ Statistics and Test
In 1938, Wilks introduced very powerful statistics 
(or criterion) by considering the log likelihood ratio 
for statistical distributions D(X, q) depending on a 
multidimensional parameter θ∈Ω. In the ratio l or L = 
L0max/Lmax the denominator is the maximum likelihood 
for the full model, the numerator is the maximum 
likelihood under a null hypothesis H0 corresponding to 
a regular sub-space ω⊂Ω, and Wilks showed that under 
H0, W = -2lnL follows asymptotically a Chi-squared 
distribution with dim(W)-dim(w)df. Later the result was 
complemented by Wald in 1943 and Chernoff in 1954 
(Cox & Hinckley, 1974; Kullback, 1967; Lehmann, 
1959). Then any analytically regular H0 hypothesis about 
the parameter of a very large number of distributions can 
be tested, and this is notably the case for multinomial 
distributions.
1.2.2 The Use of Wilks’ Statistics for the Data
The data constitute a 3-way table with a row factor i = 
1…I for items, a column factor j = 1…J for response 
categories and a layer factor k = 1…K for populations, (I = 
20, J = 5, K = 3), and they follow a multinomial distribution 
with pijk parameters under the single condition ∑ijk pijk = 
1. Here we are mainly concerned with a difference (or 
not) between the populations as with differences (or not) 
between items and these interroga tions may be quite 
resolved when considering some ad-hoc sub-spaces in the 
pijk parameters’ space.
- For the complete model L = ∏ijk pijk
nijk, 
   ln L = ∑ijk nijk ln pijk, (1)
and the maximum likelihood estimators pijk = nijk/n+++, i 
= 1…I, j = 1…J, k = 1…K. Then we get classically
ln Lmax = ∑ijk nijk ln nijk - n+++ ln n+++, (2)
(the notation + in the subscript means the summation of 
data for the corresponding subscript).
- For every H0 null hypothesis on parameters there is 
a L0max and its Wilks’ statistic W(3, H0) = 2 (lnLmax–ln 
L0max). 
The basic first one H0 is the mutual independence 
between factors with 
pijk = pi++ p+j+ p++k,
   L0 = ∏ijk (pi++ p+j+ p++k)
nijk
      = ∏i pi++ni++ ∏j p+j+n+j+ ∏k p++kn++k, (3.a)
pijk = ni++/n+++, …. and 
ln L0max =  ∑i ni++ ln ni++ + ∑j n+j+ ln n+j
                    + + ∑k n++k ln n++k - 3 n
                    +++ ln n+++. (3b)
Then
W(3, H0) =  2 {∑ijk nijk ln nijk – ∑i ni++ ln ni
                  ++ – ∑j n+j+ ln n+j+ – ∑kn++k ln n
                  ++k + 2 n+++ ln n+++}, (3c)
follows asymptotically a chi-squared distribution with IJK 
– 1 – (I–1 + J–1 + K–1) = IJK – I– J – K + 2 df ; we denote 
it the D null hypothesis with its W(3, D) related statistic.
- Besides, each population has its own mode of 
responses in a 2-way table crossing items and categories, 
and we observe a population effect when there is a 
statistical dependence between the joint item-category 
distribution and the population distribution. With this H0 
joint independence pijk = pij+ p++k we get  
L0 =  ∏ijk (pij+p++k)
nijk = ∏ij pij+nij+ ∏k p++kn++k, (4a)
Pij+ = nij+/n+++ , P++k = n++k/n+++ and
ln L0max =  ∑ij nij+ ln nij+ + ∑k n++k ln n
                    ++k - 2 n+++ ln n+++. (4b)
Then
W(3, H0) =  2 {∑ijk nijk ln nijk - ∑ij nij+ ln nij
                 + - ∑k n++k ln n++k + n+++ ln n
                 +++}, (4c)
follows asymptotically a chi-squared law with IJK –1– 
(IJ +K–2) = (IJ–1)(K–1)df; we denote it the Ak null 
hypothesis with its W(3, Ak) statistic. 
- The joint independence of the i factor with pijk = 
pi++p+jk is noted Ai, and W(3, Ai) follows asymptotically 
a Chi-squared law with (I-1) (JK-1)df.
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1.2.3 The Case of 2-Way Tables
Of course Wilks’ tools are also useful for 2-way tables 
and notably for the marginal data of an initial 3-way table. 
In this case the independence between row and column 
factors is the sole H0; for instance for the ij marginal 
distribution after summation on the k layer factor, then the 
Wilks’ statistic 
W(2, k+) =  2 {∑ij nij+ ln nij+ – ∑i ni++ ln ni
                 ++ – ∑j n+j+ ln n+jk + n+++ ln n
                 +++}, (5)
follows a Chi-square law with (I-1)(J-1)df.
Next we concern ourselves with the differences 
between the populations of respondents (subscript k), and 
notably by means of items (subscript i). So we consider 
the i = 1…I sub-2-way tables with mjk = nijk data, j = 1…
J, k = 1…K. In this case 
  ln Lmax= ∑jk mjk ln mjk – m++ ln m++ , (6)
and concerning the j and k factors’ independence H0 we 
have 
ln L0max =  ∑j mj+ ln mj+ + ∑k m+k ln m+k 
                     – 2 m++ ln m++. (7) 
Then we get other Wilks’ statistics noted 
W(2, i) =  2 {∑jk nijk ln nijk – ∑j nij+ ln nij+ 
                – ∑k ni+k ln ni+k + ni++ ln ni++},   (8)
with (J-1) (K-1) df, and we check 
∑i W(2, i) =  2 {∑ijk nijk ln nijk – ∑ij nij+ ln nij
                    + – ∑ik ni+k ln ni+k+ ∑i ni++ ln ni
                    ++} = W(3, Bi) . (9)
2. ILLUSTRATION
As our data are in a 3-way contingency table nijk with the 
items factor i (rows), the reply categories factor j (columns) 
and the drivers’ populations factor k (layers), they are in 
accordance with the foregoing statistics. So they are an 
occasion to illustrate and implement them, and we may 
immediately test some hypotheses related to our topics.
2.1 The Main Effects
To begin, as a preamble, the basic mutual independence 
hypothesis D yields W(3, D) = 669.4, df = 274 and the 
usual normal approximation for a Chi-squared = 13.2 
; then the null hypothesis of mutual independence is 
rejected and we may conclude that there is a global effect 
between the factors.
In order to be more precise we go into the question 
of an effect between the populations which concerns the 
joint independence between the layer factor of populations 
and the couple of row and column factors (respectively 
item and reply categories), say the Ak hypothesis. This 
is one of the central points of our surveys. Here we get 
W(3, Ak) = 192.3, df = 198 and the normal approximation 
= - 0.26. This supposes that the null hypothesis of joint 
independence is accepted, and we have to conclude that 
there is not a population effect on the data. In the same 
way we get W(3, Ck) = 196.7, df = 200 and the normal 
approximation = - 0.14 ; then the null hypothesis Ck of the 
non-participation of the layer factor k in the data is also 
accepted.
We consider also the Ai null hypothesis related to the 
presence of an item effect with the joint independence 
between item factor i and the two other factors j for 
categories and k for populations. Now we get W(3, Ai) 
= 669.3, df = 266 and the normal approximation = 13.5. 
Then inversely this joint independence is rejected and 
we observe an item effect in the data. In complement 
we can also observe this effect on the ij-factor marginal 
distribution, and test it with the related W(2, k+) 
statistic. Here W(2, k+) = 477.1 , df = 76 and the normal 
approxima tion = 18.6; then the null hypothesis of 
marginal independence between items and categories is 
rejected and this confirms the presence of an item effect. 
Lastly the test of the Bi  null hypothesis is in 
accordance with the previous tests. Here W(3, Bi) = 
192.3, df = 160 and the normal approximation = 1.75; 
consequently the conditional hypothesis of independence 
between j and k factors given item factor i is accepted, 
(1.75 < 1.96 for a first order risk a = 0.05). This agrees 
with the non-effect of the population factor k (see W(3, 
Ak) and W(3, Ck) results) whatever the effect of the item i 
factor (cf. W(3, Ai) and W(2, k+) results).
Then, concerning the main effects, a global effect 
is observed but the populations are not differentiated 
in the answers of all the participants in the items as a 
whole. However, since the interest of the characterization 
questionnaire is to reveal a collective ranking of 
the items, the presence of an item effect meets our 
expectations more. Subsequently, it seems relevant to 
test the differentiating power of the items and to develop 
reflection on their degree of characterization.  
2.2 The Differentiating Power of the Items and 
Their Degree of Characterization                
There is no real population effect but since the items 
express a strong difference in the answer, we are led to 
question whether some of them do not distinguish the 
populations more than others. To do this, we introduce the 
differentiating power of an item i concerning populations 
k. In this case, the sub-2-way tables of the nijk are 
considered for each item i and the W(2, i) statistics which 
serve to test the hypothesis of independence between 
the populations and the reply categories for each i are 
introduced. W statistics asymptotically follow the chi-
squared law with 8df, but considering an analytical 
level and not a statistical one, this numerical value also 
indicates the departure between the item I answers. 
The higher the W(2, i) the greater the item effect on the 
answers. It is therefore an indicator of the differentiating 
power of the item concerning population and with these 
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powers the differences between items can be observed 
and ranked by order of power. Table 2 presents this 
differentiating power of the items in decreasing order. 
The first is statistically significant, that is to say the 
independence H0 is rejected for a first order risk a = 0.05 
but again what is important here is the numerical data and 
their order. Some items are seen to be greater, and the first 
five for example can be considered to be dominant items 
in terms of differentiation of the three populations. 
Table 2 
Items Ranked by Decreasing Differentiating Power 
Item i W(2, i)
Children 20.29
Dangerous 15.72
Impose themselves 15.66
Pedestrian crossing 14.93
Have priority 13.2
Have time 12.62
Unpredictible 10.35
Courteous 10.16
Wait 10.13
Space sharing 9.99
Elderly people 9.48
Fragile 8.67
Teenagers 7.07
Don’t respect the green light 6.78
In a hurry 6.03
Careful 5.99
Group 5.35
Cross anywhere 4.31
Respectful 3.88
Cross slowly on purpose 1.75
These results are unexpected since, in studies on 
conditionality, “children” has always appeared as a 
consensual element within the populations: “A child 
must be respected” (Gaymard, 2007). Moreover, 
previous results have shown that the children did not 
belong to the most characteristic elements of pedestrian 
representation (Boucher & Gaymard, 2009; Gaymard, 
Andrés, & Nzobounsana, 2011). In this context, the 
problem is that the child and the elderly person belong 
to the most vulnerable road users but they do not appear 
as central elements of the representation (Gaymard, 
Boucher, Greffier, & Fournela, 2012). Concerning the 
other dominant items, the item “dangerous” had already 
been identified as more characteristic among young 
people (Boucher & Gaymard, 2009; Gaymard, Boucher, 
Greffier, & Fournela, 2012) and more characteristic of 
young French people (Gaymard, Andrés, & Nzobounsana, 
2011); it may be thought that the differentiating power 
observed here is oriented in the same direction. In 
the previous studies, the item “impose themselves” 
although not among the most characteristic items of 
the pedestrian, is nevertheless more characteristic for 
young drivers. Inversely, in the earlier studies, the item 
“pedestrian crossing” is among the characteristic items 
of the pedestrian and the one most often quoted by the 
young drivers and the experienced ones (Gaymard, 
Boucher, Greffier, & Fournela, 2012). At the other end 
of this list, the item “cross anywhere” for example was 
one of the most characteristic of the pedestrian and does 
not differentiate the populations here; the item “crosses 
slowly on purpose” which is the least differentiating 
item, appeared in the previous works among the least 
characteristic items of the pedestrian. 
At this stage based on the early results, it can 
not be concluded that there exists a link between the 
differentiating power of certain items and the fact that 
they are more or less characteristic of the pedestrian. 
There is here an interesting corollary because we may 
extract a partial 3-way contingency table from original 
data when retaining the first 12 items from ‘children’ to 
“fragile”. In doing so we build a posteriori a new table 
which shows a population effect when considering its own 
W(3, Ak) statistic; here W(3, Ak) = 151.2, df = 118 and the 
normal approximation = 2.06, (2.06 > 1.96 for a = 0.05). 
Of course every sub-table with ordered items 1 to n, n ≤12 
also shows a population effect.
2.3  Two by Two Population Comparisons 
Table 2 comes from the study of the differentiating power 
of the items for all the data of the three populations and 
the dominant items are those from the association of these 
three populations. It may also be done with only two 
populations; the initial 3-way tables have two layers K 
= 2. However it is useful to complete the notation with a 
subscript K and to note WK(2, i) for K = 2 or 3; the W3(2, i) 
df is 8 and the one for W2(2, i) is 4.
Below, the power of differentiation of the items W2(2, 
i) is calculated for pairs of populations 2 by 2. Table 3 
classes the items by decreasing power W2(2, i) for the 4 
pairs of populations : young A and young B, young A and 
experienced, young B and experienced, and lastly all the 
young A and B and the experienced.
Again some of them are significant (H0 rejected 
for a = 0.05), but the main importance is the numerical 
indications and the presence of items in the top levels, and 
possibly some repeated presences. 
When the populations are compared 2 by 2, and if the 
first 3 most differentiating items are taken, a finer reading 
of the differences between the populations is obtained. 
Thus it can be noted that the item “children”, which is 
the most differentiating between the young lay students 
(“young A”) and the group of young catholics (“young B”), 
is also the most differentiating between the experienced 
drivers and the young catholics. It can therefore be 
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supposed that this differentiating power is more marked 
among the young catholics (“young B”). Concerning the 
items “dangerous” and “impose themselves”, these results 
could corroborate previous studies which identified these 
items as being more characteristic of young lay drivers 
(“young A”) (Boucher & Gaymard, 2009). However, at 
this stage, it is not possible to say more explicitly which 
direction the differences take. 
Table 3
The Respective Orders of Items for Decreasing Differentiating Power Between Populations
Young A & B  YA & exper YB & exper  YA+B & exper
Item i W2(2, i) Item i W2(2, i) Item i W2(2, i) Item i W2(2, i)
Children 12.51 Dangerous 11.53 Children 15.14 Impose themselves 12.02
Pedestrian crossing 11.12 Impose themselves 8.59 Impose themselves 11.95 Dangerous 10.78
Teenagers 6.95 Elderly people 6.56 Have priority 11.29 Have priority 9.94
Fragile 6.00 Unpredictible 5.89 Dangerous 8.42 Children 7.78
Have time 5.88 Careful 5.60 Have time 8.41 Have time 6.74
Unpredictible 5.70 Wait 5.08 Space sharing 7.19 Elderly people 6.53
Wait 5.18 Pedestrian crossing 4.99 Pedestrian crossing 6.35 Space sharing 5.55
Courteous 5.06 Have priority 4.79 Courteous 6.23 Courteous 5.10
Dangerous 4.94 Have time 4.60 Wait 6.12 Wait 4.95
Space sharing 4.44 Space sharing 4.35 Elderly people 5.12 Careful 4.81
In a hurry 4.13 Don’t respect the green light 4.20 Fragile 3.79 Unpredictible 4.65
Impose themselves 3.64 Courteous 4.03 Don’t respect the green light 3.76
Don’t respect the green 
light 4.30
Respectful 3.29 Children 3.53 Unpredictible 3.54 Pedestrian crossing 3.81
Have priority 3.26 Fragile 3.46 Group 3.42 Group 3.29
Elderly people 2.95 Respectful 2.54 In a hurry 3.07 Fragile 2.68
Cross anywhere 2.56 In a hurry 2.13 Careful 2.37 In a hurry 1.89
Don’t respect the 
green light 2.48 Teenagers 2.12 Cross anywhere 2.03 Cross anywhere 1.75
Group 2.06 Group 2.03 Teenagers 1.74 Cross slowly on purpose 0.85
Careful 1.18 Cross anywhere 1.34 Cross slowly on purpose 0.68 Respectful 0.60
Cross slowly on 
purpose 0.90 Cross slowly on purpose 1.01 Respectful 0.28 Teenagers 0.12
DISCUSSION
In this study, the aim was to show the interest of using 
Wilks’ test (1938). This is a traditional statistical method 
but it has the advantage of being of general import and 
having varied practical applications. During his career, 
Wilks effectively focused on the relationship between 
theoretical and applied statistics. He worked with the 
College Entrance Examination Board and the Educational 
Testing Service developing the standardized tests that have 
had a profound effect on American education. He also 
worked with Walter Shewhart on statistical applications in 
quality control in manufacturing. 
In this article the aim was to detail the procedure of 
Wilks’ statistics through a concrete example of application 
to the field of traffic psychology, which is concerned with 
the relationship between psychological processes and the 
behavior of road users. We started from a characterization 
questionnaire, which is a frequently-used tool in the field 
of social representation; it makes it possible to characterize 
an object of representation through collective ranking 
by means of block choices (Gaymard, 2003; Gaymard, 
Andrés & Nzobounsana, 2011; Vergés, 2001). Until 
now, Wilks’ statistics have not been applied to this tool. 
7Sandrine Gaymard; Michel Maurin (2017). 
Cross-Cultural Communication, 13(1), 1-9
Copyright © Canadian Academy of Oriental and Occidental Culture
The object in study of the characterization questionnaire 
used in this article bears on the representation of the 
pedestrian by drivers, which is a real social problem given 
the development of “eco-friendly” means of transport. 
For example, numerous articles deal with the problem of 
pedestrian injuries and fatalities, which more particularly 
concern children and the elderly (e.g. Chong, Poulos, 
Olivier, Watson, & Grzebieta, 2010; Damsere-Derry, Ebel, 
Mock, Afukaar, & Donkor, 2010; Gaymard, Boucher, 
Nzobounsana, Greffier, & Fournela, 2013). 
We gathered data from three groups of drivers: Young 
drivers from a lay university (A), young drivers from 
a catholic university (B) and experienced drivers. The 
answers of these three groups serve as a basis for our 
demonstration. In order to do this the Wilks’ test is a 
major contribution in statistics and some points may be 
mentioned. 
- First there are some aspects in relation to multinomial 
distributions and the loglinear model. The analysis of 
n-way contingency tables was initiated by Roy in 1956 
(Agresti & Gottard, 2005; Kendall & Stuart, 1961), 
presented by Birch (1963) for instance, and became 
the loglinear model (Agresti, 1990; Goodman, 1970; 
Lindeman, Merenda, & Gold, 1980). The statisticians’ 
attention was mostly concerned with the breakdown of 
pijk… parameters, or ln pijk…, in connexion with main 
effects, two-factor interactions…, as in ANOVA. They 
used the maximum likelihood estimators and their fine 
properties for the pijk but it does not seem that they have 
widely and clearly used Wilks’ test, (however note the G2 
(= W) statistic in Agresti explicitly referenced to Wilks). 
Moreover although some expressions such as nij ln nij or 
pij ln pij appear (Agresti, 1990; Kupperman, 1959; Nelder 
& Wedderburn, 1972), and nijk lnnijk (Birch, 1963, 
Kullback, 1967), their properties apparently have not been 
systematically employed in loglinear models for the tests 
of null hypothesis.
-Another aspect is related to some inflexions or shifts in 
statistical terminology. One of them concerns the criterion; 
indeed there is a “basic” and unavoidable discrepancy 
between data and models in Statistics, and this has been 
emphasized with the special new term of deviance, “the 
quantity -2 Lmax which we propose to call the deviance” 
(Nelder & Wedderburn, 1972, note their notation L for log-
likelihood). It then occurs as a measure of this discrepancy 
and finally ‘the deviance or deviance difference is just 
a log likelihood ratio statistic’ (McCul lagh & Nelder, 
1989). Despite their deviance in 1989 in what they called 
the deviance difference of 1972, this term became a new 
name for the L Wilks’ statistic or criterion. The result is that 
Wilks’ name largely disappeared from statistical texts.
Independently, for the maximum likelihood in n-way 
contingency tables there are some nice and meaningful 
analytical breakdowns (Agresti, 1990), and certain others 
because of the closeness with Shannon’s entropy and its 
own properties (Kullback, 1967; Maurin, 2001). As a last 
argument, the numerical calculations for a 3-way table 
are very easy to use with a mere spreadsheet on today’s 
personal computers, which is much more straightforward 
than the tables used in Kuppermans’ time as mentioned in 
his talk (Kupperman, 1959).
This approach is the central technical point of our 
examination of data, and for all of the above reasons 
the W statistic is without any doubt an outstanding tool 
for 3 or n-way tables without making any scaled value 
assumptions on factor modalities. In parallel we also 
consider that the name of Wilks and the Wilks’ test 
deserve to be acknowledged. 
If there exists no study in the field of road safety 
which compares young drivers from lay and catholic 
universities, Gaymard (2006) showed the impact of 
this variable of membership in the representation of the 
elderly person. Thus in her study young students from 
a catholic university appeared “less charitable” towards 
elderly people than young students from a lay university. 
An interpretation proposed by the author to explain these 
differences was that lay students generally belong to the 
middle class or the underprivileged and many of them 
work in different contexts to help others. So lay students 
could have developed a greater spirit of solidarity than 
catholic students.
Wilks’ statistics constitute an interesting method for the 
analysis of characterization questionnaires dealing with 
several populations since, from the differentiating power 
of the items, they enable reflection on their degree of 
characterization. Thus an item which is not characteristic 
with regard to other items when working with a single 
group can become so with regard to other groups. This 
aspect, which allows a group to be situated with regard to 
another group, is fundamental in social psychology and in 
the study of social representations. Wilks’ statistics such 
as they are applied to the field of education, the army and 
manufacturing have a very wide field of applications has 
we have shown here by associating mathematics to the 
domain of traffic psychology. 
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