Abstract-Proposed is a multicomponent model for the estimation of light-emitting diode (LED) lumen maintenance using test data that were acquired in accordance with the test standards of the Illumination Engineering Society of North America, i.e., LM-80-08. Lumen maintenance data acquired with this test do not always follow exponential decay, particularly data collected in the first 1000 h or under low-stress (e.g., low temperature) conditions. This deviation from true exponential behavior makes it difficult to use the full data set in models for the estimation of lumen maintenance decay coefficient. As a result, critical information that is relevant to the early life or low-stress operation of LED light sources may be missed. We present an efficiency-decay model approach, where all lumen maintenance data can be used to provide an alternative estimate of the decay rate constant. The approach considers a combined model wherein one part describes an initial "break-in" period and another part describes the decay in lumen maintenance. During the break-in period, several mechanisms within the LED can act to produce a small (typically < 10%) increase in luminous flux. The effect of the break-in period and its longevity is more likely to be present at low-ambient temperatures and currents, where the discrepancy between a standard TM-21 approach and our proposed model is the largest. For high temperatures and currents, the difference between the estimates becomes nonsubstantial. Our approach makes use of all the collected data and avoids producing unrealistic estimates of the decay coefficient.
I. INTRODUCTION
A standard test method (IES LM-80-08) was established by the Illumination Engineering Society of North America (IES) to measure the lumen maintenance of light sources incorporating light emitting diodes (LEDs) [1] . Projections of the long-term lumen maintenance of LED light sources are commonly made from LM-80 data using IES TM-21-11, which assumes an exponential decay in LED lumen maintenance after the first 1000 hours [2] . This form can be expressed in a simple equation:
Φ(t) = Be
−αt (1) where Φ(t) is the normalized luminous flux output at time t, B is a projected initial constant of normalized luminous flux, usually taken as 1, and α is the decay rate constant. In addition to an exponential fit, a series of empirical rules are applied in the TM-21 fitting protocol, including (1) requiring a minimum of 6000 hours of test data, (2) using only the last half of the data set for tests lasting 10 000 hours or longer, and (3) discarding the first 1000 hours of test data in the exponential fit. The lumen maintenance decay rate constant, α, strongly depends on LED junction temperature, which is a function of ambient temperature, the current flowing through the junction, LED package design, and the specifics of the manufacturing process. LED lumen maintenance data sometimes show a temporary increase in luminous flux over time. This increase can be the result of several effects, including annealing of defects in the LED epitaxial layer, reduction in contact resistances, and changes in the refractive index of materials in the light path (e.g., silicone binder in LED phosphors). TM-21 does not fit this increase, which is one of the reasons the TM-21 protocol dictates that the first 1000 hours of data be discarded. Such an increase in luminous flux can occur during early operation time (i.e., first 1000 hours) or under low stress conditions (e.g., low operational currents combined with low ambient temperatures). In such instances, it is often observed that luminous flux increases slightly to a normalized value greater than 1.0 (usually before the first 1000 hours) and then slowly decays. Because a single exponential model does not describe both the increase in efficiency and the extended decay over time, an empirical rule in TM-21-11 is to drop observations obtained during the first 1000 hours and calculate the exponent based on the remaining data. Such an approach is undesirable because of the loss of potentially important data and because 1000 hours is an arbitrary time period which may vary from LED to LED.
Even with the removal of the first 1000 hours there are some LEDs that show an increase in luminous flux with time during LM-80-08 testing. This increase, although often followed by an eventual decrease, biases the value of the decay rate constant toward more optimistic, lower values. In fact, when the decay is slower, the decay constant is smaller and the time to reach L70 is larger. In extreme cases, the luminous flux does not decrease over the observed period of time, leading to unrealistic, negative decay rate constants and infinite lifetime forecast. This is sometimes the case for low temperatures (e.g., 55
• C) where values of the decay rate constant calculated using TM-21 are negative and thus physically unrealistic. For example, in Phillips LM-80 report DR05-1-LM80, for air temperature of 53
• C all 45 estimates of α for individual LEDs are negative; at temperatures of 85
• C, 38 of 45 were negative, but at 105
• C all of the decay rate constants were positive as physically expected [3] .
Modeling the initial increase in luminous flux provides insights on the operation of LED devices during the commissioning and initial burn-in phases. Understanding these changes is important not only for lumen maintenance but also for 1530-4388 © 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
understanding the factors that affect operational performance, particularly color shift in LED light sources.
II. THEORY
Temporary increases in a measurable property followed by a decrease are often generically described by a Weibull function commonly used in reliability. The challenge, however, is to find a more interpretable "mechanistic" approach to the description of this phenomenon. Several unelucidated mechanisms may be responsible for a temporary increase in luminous flux. Although there is not great certainty in the literature regarding the physical origin (or origins) of these short-term improvements in luminous flux, different functional forms can be proposed and tested if certain mechanistic assumptions are made. Thus, it might be possible to estimate the temporal form of the burnin period from among a limited number of temporal forms associated with common physical processes like diffusion or chemical reactions. For example, a kinetic process could arise when a catalyst continues the curing of the silicone encapsulant to produce an end form with a different index of refraction or when defects in the epitaxial or interconnect layers are annealed during LED operation, increasing device efficiency. Zero, first, and second order kinetic processes such as these would proceed at different rates with known (or easily parameterized) forms as a function of time [4] - [6] . For simplicity, a physical process that involves a first order rate of change was assumed in this analysis. Such processes lead to a model with a single dominant exponent with two easily interpreted empirical parameters. For the maximum observed luminous flux improvement, this assumption yields a time-dependent lumen improvement that could be represented as:
where λ corresponds to the maximum asymptotic increase in efficiency as t → ∞, and β is a special decay coefficient such that 1/β corresponds to the time when the efficiency increases by about 0.63 of the maximum value. Other functional forms are possible depending on the mechanisms one wishes to explore and could be explored in later work. If all data acquired using the LM-80 method were to be considered, a functional form would need to be developed that accounts for the potential increase in luminous flux under certain conditions in addition to the exponential loss that follows. We propose a model that explicitly fits both the exponential decay and the increase in efficiency. The total model would fundamentally be:
where M1 is a model for luminous flux increase, and M2 is the model for luminous flux decay given by equation (1) . Specifically, M2 is an exponential model, eαt , as shown in Fig. 1(a) , and M1 is a 2-parameter asymptotic model:
where B corresponds to projected initial normalized luminous flux value, λ corresponds to the maximum asymptotic increase in efficiency as t → ∞, and 1/β corresponds to the time when the efficiency increases by about 0.63 of the maximum value.
If there is no increase in efficiency (λ = 0) the model becomes equivalent to a simple exponential model given in equation (1) since M1 will be equal to B. The combined model is given in Equation (5) and depicted graphically in Fig. 1 :
When the combined model given in equation (5) is fit to the data, the estimated absolute value of the decay rate constant α would be slightly larger and thus more conservative than the value obtained from the simple exponential model [equation (1)].
This occurs because in the presence of the break-in period an exponential model compensates for a slight increase in lumen output by lowering the estimate of α. Even if this revised model [equation (5)] is incorrect and the model [equation (1)] is a true model, the estimate of α from the revised model [equation (5)] will be conservative (i.e., estimated failure times could be slightly shorter than under the exponential model), which is desirable from a design reliability standpoint.
A. Fitting Algorithms
Automatic algorithms that find the best model fit using the observed data are generally sensitive to the initial conditions and require setting up boundaries for plausible parameter values. We thus used a hybrid approach in which a grid search was used to identify plausible initial conditions, then the solution was refined by using restricted nonlinear least square models with an automated "port" algorithm. In selecting a model with the best fit, a mean square error (MSE) criterion was used rather than an R2; R2 values can be misleading when the fit is close to a horizontal line because R2 is close to zero even if the model shows a good fit. Such situations are not uncommon in lumen maintenance data, when the level of noise is high and α is small.
A nonlinear grid search starts in a space of 4 parameters and about 10 values for each of the parameters. With the computational power of a ThinkPad laptop (Intel i5 processor, 2.6 GHz), the algorithm took less than 15 seconds to process 50 LEDs. After obtaining the approximate values of the best parameter combination, these values were used as an initial approximation in an automated search in the same range of the parameter values. We considered a number of automatic fitting algorithms (Gauss-Newton, Golub-Pereyra, and Port) [7] , but preferred the "port" algorithm, which allows for the physical restriction of parameter values. The fitting algorithm usually converged very close within the size of the grid cell. As expected, the double model [equation (5)] produced a better fit (measured in terms of MSE) compared to an exponential model using all of the available data. TM-21 models that consider estimation starting at 5000 hours often produced a similar fit to the double model, but when the model was extended to the entire range of observational times the double model produced better fits. In presenting the results, we follow convention and use R2 to illustrate goodness of fit.
III. RESULTS
This methodology was applied to more than 100 LEDs where the TM-21-11 protocol resulted in unrealistic (i.e., negative) values of the decay rate coefficient. Decay coefficients α were calculated using our double model and compared the estimates using the TM-21 protocol. Below we provide three examples that illustrate the application of our method to several publicly available LED datasets.
Example 1. Capturing Initial Increase in Lumen Maintenance With the Combined Model:
In this example we used Phillips LED (A41 DR05-1-LM80) [8] to illustrate that TM-21 estimates that ignore the first several observations collected before 5000 hours do not capture the initial increase in lumen maintenance. The double model uses all of the data and thus Fig. 2 . Comparison of the TM-21 model (red) and the proposed combined model (blue) using lumen maintenance data of a single LED [3] . TM-21 model decay coefficient = 5.8 × 10 − 6. If the TM-21 model extended to the data corresponding to hours, i.e., 1000-5000, the R2 would be equal to 0.86. The combined model decay coefficient = 7.3 × 10 − 6, and the corresponding R2 = 0.93. Fig. 3 . Comparison of the TM-21 model (red) and the newly proposed combined model (blue) using lumen maintenance data of a single LED. TM-21 model decay rate coefficient is negative and is equal to −9.2e-06. The combined model decay rate coefficient = 1.09e − 06, and R2 = 0.72 for the combined model. captures this initial increase. The estimates of the decay coefficients are similar but in the combined model the α value is slightly larger than the one produced by the exponential model. The fit quality on the data after 5000 hours is similar for both models, but if the exponential model is extended to the entire observed data, the fit quality of the double model will be significantly better. Both model fits are overlaid on the data to which the model was fitted in Fig. 2 .
Example 2. Realistic Fit With the Combined Model to the Data That Otherwise Produces Nonphysical Results:
For a sample of Phillips LED (A26 DR05-1-LM80) [8] , TM-21 methodology (red line) produces a negative decay coefficient (-3.67 E-8), which is not supported by physics and the notion of eventual loss of luminous flux. The reported value of L70 was negative: −10 328 970, which is also not realistic. A combined model produces a realistic estimate of the decay coefficient of 1.09 10-6. Again, the fit quality is similar for the TM-21 and the double models with R2 of 0.72. Both double model and TM-21 fits are presented in Fig. 3 .
Example 3. A Group of LEDs With Increased Lumen Flux:
The proposed multicomponent model was applied to a family of LED samples and illustrates how discarded data points under an exponential model can now be used. The sample population considered contained 50 LEDs in low operating temperature, which had a low-quality fit under an exponential model. In Fig. 4 , we present the distributions of the decay rate constants α estimates for different ambient temperatures and currents.
As the temperature and current increase, the estimates of α also increase. The α values calculated using the proposed double model are generally higher than those calculated using TM-21, and thus are more conservative. The difference between the estimates from the double model described in this report and those from TM-21 is not substantial when the data do not show an initial increase in lumen output.
IV. DISCUSSION
The presented approach estimates the decay coefficient for LED lumen maintenance while including data that are excluded in the current TM-21 protocol. The method is based on both theoretical models from semiconductor physics and robust statistical methodology for estimation and testing. The double model described here combining separate Improvement + Maintenance models allows one to fit more of the measured data than a simple exponential model. The double model method is conservative in the sense that it tends to err toward shorter lumen maintenance lifetime estimate compared to the traditional exponential model. This method safeguards against producing overly optimistic results and at the same time does not ignore the data that could be previously discarded. TM-21 protocol states that only the last 5000 hours are used when the LM-80 measurements are carried over to 10 000 hours and the last half of the data when the measurements are taken for the longer period of time. Our approach allows one to use all the data without discarding the early measurements. The use of the entire data set will improve the fit but also help identify the change of the improvement in lumen flux with the operation temperature. The double model is a first step toward understanding the complex dynamics underlying the performance of LEDs. More work is needed to understand why these effects occur and how to predict and benefit from them.
V. CONCLUSION
We present a theoretical model and practical estimation method that combines initial improvement in lumen output and sequential exponential decay. This double model approach provides a more realistic way to measure long-term lumen maintenance, especially in lower operating temperatures. The model also points to gaps in understanding of physical reasons for the initial improvement in lumen output and suggests that in some instances the improvement could last for a period longer than 10 000 hours.
