Introduction
Two ways of assessing image quality have been proposed in the preceding sections. However it is clear that these are not alternative, competing approaches, but rather methods for analyzing different aspects of the imaging system: One technique offers an analysis of the acquired data based upon measurements of the physical parameters of the instrument, while the other is a psychophysical measurement that includes the displayed datal observer interaction. Both, however, lead to a final measure of quality relating to the contribution of different aspects of the imaging system to overall image quality. Inevitably, both techniques have limitations and the degree to which they will be useful for the measurement of quality will depend upon the specific aspect of image quality which is beingjudged.
The assessment of image quality can be considered as three, interconnected stages. First, there is the definition of the task and development of the test image set; second, the assessment of the quality of the acquired data; and third, the measurement of the performance of the entire imaging system including the observer. A complete measurement of performance requires all of the steps to be followed. There are, however, circumstances in which only part of the process may be employed. For example, the assessment of the acquired data may be used by physicists to optimize the imaging system, while clinicians may evaluate the value of the system for clinical applications using the ROC approach.
The following sections give general guidance on the practicalities of making measurements of image quality parameters; problems specific to particular imaging modalities will be addressed in subsequent reports.
Definition of Task and Choice of Test Image Set
There are a number of considerations to be made in the selection of the test image set and the strategy for analyzing these images.
Choice of Task
The starting point is the choice of a task (or group of tasks) which underlies the definition of image quality; in the context of this Report, this will be a clinical task. In order to apply the techniques described in the previous two sections, this task must be formulated as one of discrimination. That is, the number of possible outcomes of the task must be finite and known. Typically, two alternative outcomes are used. One should keep in mind that minor changes in the definition of the test strategy can be important. For example, it may be difficult to calculate the ideal observer detection performance in the task of detecting a signal that may be present at a number oflocations.
Choice of Test Pattern
There are four possible types of test patterns: clinical, phantom, computer-generated and hybrid images. The advantages and disadvantages of each are discussed in detail in Section 4.4. As a rule of thumb, the type of pattern should be as simple as possible while retaining the complexity ofthe selected clinical task.
Having defined the task and test image set, one can proceed to use the two techniques to measure how effectively the imaging system carries out the task.
Quality of the Acquired Data
The quality of the acquired data depends upon the physical measurements of K, MTF and the Wiener spectrum. These can also be combined to obtain the NEQ for the imaging system (Section 3.4). This gives the potential for combining the effect of noise and spatial resolution in a single equation representing their effect on image quality.
Provided that certain conditions are met, the SNR achieved by the ideal observer can then be calculated by the weighted integral of the NEQ with some function which depends upon the nature of the task (see Equation 3.18).
The most basic constraints on this approach are that the imaging system should be linearizable and shift invariant, noise should be stationary, and that both signal and background should be known exactly.
In practice, the constraint of linearity may not be unduly restrictive. A series of measurements of noise and PSF can be made piecewise over the linear range. Thus the whole operating range of the device can be considered, albeit in terms of a series of small sections.
The nature of the background may be problematical. In cases where the statistical properties of the background image noise are different from place to place on the image, calculation of the ideal observer performance may be either very difficult or impossible.
Given known random variability in the signal and background, the SNR can still be calculated using the so-called Hotelling observer (Section 3.5.1 and Appendix E). The SNR is then given by Equation 3.19. If the imaging system is not linear and shift invariant, the SNR must be evaluated in the spatial rather than Fourier domain.
The NPWMF is an example of an observer that can also be applied to derive a SNR when the signal or background has random variability. For situations in which the noise is strongly anti-correlated, it is a better predictor of human performance than the ideal observer (Myers et ai., 1985; Myers and Barrett, 1987) .
As mentioned in Section 5.2, both the strategy and form ofthe test images must be such that the number of possible alternatives is finite and well-defined. That is, the number of different signals likely to be present, their form and location, and the number of backgrounds must be known. Ifthe number ofhypotheses is not known, the ideal observer performance cannot be defined.
If the task cannot be defined in a form which allows the ideal or one of the quasi-ideal observers to be used, an alternative is to measure the NEQ for the system for the operating conditions of interest. The resulting curves allow an assessment of the performance of the imaging system to be made by considering the values of the curve over the range of spatial frequencies relevant to the clinical task. It does not, of course, permit a SNR to be calculated. It can, however, be a very powerful measure of data quality and may prove to be of great value in assessing equipment performance (see, e.g., Cowen and Workman, 1992) .
Thus, once the physical parameters of the system have been determined, the NEQ for the operating condition of interest can be calculated and then, assuming that the restrictions outlined above can be met, a weighting appropriate to the task must be determined in order to calculate the SNR of the ideal observer.
Determination of the Large Area Transfer Factor
As detailed in Section 3.2.1, K describes the scaling factor, or relationship, between the output (or image) and the input (or object), e.g., between CT numbers and attenuation coefficients, or between MRI parameters and spin density. When the imaging system is non-linear, the large area transfer factor depends upon the operating point and this must be specified.
Determination of Modulation Transfer Function
The concept of the OTF and its modulus, the MTF, was introduced in Section 3.2.2. The accurate measurement of the MTF of radiographic systems was considered in ICRU Report 41 (lCRU, 1986) and will not be repeated here. However, while the availability of the LSF in a digitized form simplifies the production of the MTF, the digitization itself can cause distortion unless certain precautions are taken to ensure accurate data sampling.
1. The width of the line or slit used to produce the spread function must be small compared with that of the line spread function. The length of the slit must be large compared to the extent of the point spread function, typically at least 10 times longer. 2. The sampling distance of the digital acquisition should not be greater than (2{maJ-1, where {max is the highest spatial frequency at which the MTF has an appreciable value. A sampling distance of less than 12 percent of the full width at half maximum height of the LSF will be adequate in radiography (Metz et ai., 1972) . 3. If the sampling distance is greater than the size of the sampling aperture, item 2 may not ensure adequate data sampling (see Giger and Doi, 1984) . 4. The peak of the LSF should be at the center of a pixel (Giger and Doi, 1984) .
Measurement of the Noise Power
Spectrum 1. Acquire the image of a uniform phantom or flood image at the chosen operating level, i.e., count density, dose, etc. 2. Select a region of interest in the image, subtract the mean output value from this area and then calculate its two-dimensional Fourier transform. This will force the DC level of the power spectrum to zero. The true level must then be determined separately from the variance of the DC values. 3. The value of the NPS at a particular frequency is estimated by the sum of the squared values of the real and imaginary components of the Fourier transform. This value is then normalized by dividing by the area of the region of interest. A simple check on the whether or not the normalization is correct is to see if the area under the four quadrants of the NPS is equal to the measured pixel variance.
Except at zero and the Nyquist frequency, the coefficient of variation of each point is 100 percent. At the other two frequencies it is 140 percent. Taking the average of N independent repetitions of the experiment reduces the coefficient of variation by a factor of (N)-1I2.
A total of M data points will yield a frequency resolution of the order of(Mox)-l where ox is the pixel size (this statement is true for one dimension or for each of several dimensions). The most appropriate choice of M will depend upon the expected noise power spectrum. 5.3.3.1 Separation of Stochastic Noise from Deterministic Artifacts. The interpretation of noise power spectral measurements on imaging systems is frequently complicated by the presence of determinis-tic artifacts, i.e., those effects which occur in every image of the collected set. It can be shown that the stochastic component of the Wiener spectrum is given by
where W t is the measured average NPS of the n images on which measurements have been made and Wa is the NPS of the averaged image. This means a series of n images of noise are acquired and the power spectrum of the average image calculated. This term is then subtracted from the average power spectrum of all the images to give the power spectrum of the stochastic component of the noise, the left hand side of the equation. This approach has been used by Grossman et al. (1984) (NPS) , that is, a power spectrum from which the mean has been removed.)
It is important that the images collected in such a study are in perfect registration. This may be impossible for systems which include a video pick-up camera whose jitter can frequently destroy the desired registration. Experience will indicate when this is happening and other methods for differencing, e.g., taking successive difference images to study the stochastic noise component, may be necessary (see Giger et al., 1986) . 5.3.3.2 Image Artifacts. So far, it has been assumed that there have been sufficient data samples per view of the object to ensure that no significant image artifacts appear to confound the analysis. This is not to make light of the importance of this aspect of image performance which is, in fact, a major area of investigation in itself. A great problem arises in the study of artifacts since they are usually signal or object dependent and thus it is difficult to make general statements of the kind that we have made here.
Although there have been some excellent and comprehensive studies of this problem, in particular those of aliasing in digital radiography (Giger and Doi, 1984; 1985 , 1987 Giger et al., 1984) , non-linear artifacts in CT (Joseph, 1981) and the family of ghosts in MRI (Harris and Wesbey, 1988), there exists no general framework for analysis. A major step in this direction has taken place in recent years, however, by adapting the Bayesian methods of signal detection and statistical decision analysis to this problem. For example, Hanson has presented a methodology in which a Bayesian observer is given a task to perform with artifact-limited images reconstructed from limited data sets (Hanson, 1988; 1990) .
Calculation of Noise Equivalent Quanta
In Section 3.4, the formula for calculating NEQ was shown to be (5.2) Thus, three parameters need to be measured: K, MTF, and W n, the noise power spectrum. The first two factors define the scaling relationship between the object and image. Usually, a calibration phantom is used to generate the scaling relationship and measurements are made under conditions comparable to the intended conditions of use of the imaging system.
The kinds of physical signals generated from objects, phantoms or patients are discussed in Appendix A. Where possible, one attempts to define these signals in such a way that they are intrinsic properties of the object and independent of the imaging conditions. Frequently this can be done by, for example, defining the relative activity of neighboring materials or tissues in the nuclear medicine case, or by working with the logarithm of the detected signal, i.e., optical density, in radiography. This independence is not always possible, however; in MRI the relative signal strengths depend upon several timescales characteristic of the imaging technique. The calibration technique should control for such parameters; i.e., they should be specifiable and repeatable.
A critical ingredient of such a calibration technique is the phantom itself. Much experience has been gained in recent years indicating that the physical properties of some phantom materials may change over time. This problem must be addressed, either through the design of a stable calibration phantom, or a stable calibration transfer technique, in order to achieve consensus measurement methodology.
Calculation of Signal-to-Noise Ratio.
For the simple detection or discrimination task, the SNR, is given by combining the NEQ with a function .1[(v), representing the task to be performed (see Sections 3.3 and 3.4):
Models for predicting the SNR for other tasks are available, but may be of daunting complexity. One approach is to assume (see also, Hanson, 1983) that they take the form v n K2MTF2(v)
where the choice of the value for n depends upon the specific task.
Advantages and Disadvantages. The
ideal observer approach has two main advantages.
Firstly, it allows one to predict the best possible performance that the imaging system could achieve for a specific task. Secondly, being analytical, it allows one to determine rapidly how changes in various parameters associated with the imaging system will affect its performance. However, the drawbacks of this approach are, firstly, that, at present, an optimal performance is only predictable for a very limited number of simple situations. Eventually it may be possible to extend it to a greater range of tasks and imaging problems. Secondly, the difficulty in making measurements of system parameters, such as MTF and Weiner spectrum, should not be underestimated. While the basic steps in this process have been outlined above, in practice, achieving accurate measurements is not a trivial task. Thirdly, the relationship between the results of the ideal observer approach and the result of clinical evaluation is unknown at present.
Quality of the Displayed Data
The application of signal detection theory to the real observer allows us to measure directly the actual performance achieved in a specific imaging situation.
Two approaches are available, one being to use the rating paradigm to generate the ROC curve, the other to use the forced choice approach. These techniques are discussed in detail in Sections 4.2.2 and 4.3.1, respectively. A number of parameters can be generated from the data, including A z and d a , the latter measuring the SNR achieved by the real observer. It should be noted that, in both cases, it is necessary to train the observers in the task they are to perform so that the results are not influenced by the effect of learning.
Rating Technique
The relationship between the number of images, as well as the relative number of normal and abnormal images, and statistical power is very complicated, but various aspects of this subject are discussed in Hanley and McNeil (1982; 1983) , McNeil and Hanley (1984) , Metz et aZ. (1984) , Metz (1989) and Swets and Pickett (1982) . The number of images needed in an ROC (or forced choice) experiment can vary widely, depending strongly upon both the magnitude of the difference in detectability that actually exists -or is considered negligible -and the extent to which ROC estimates are correlated across imaging conditions and/or observers (Swets and Pickett, 1982) . These factors should be estimated in a pilot study.
For each image, the observer is asked to grade his/her confidence in the degree of normality / abnormality. Either a discrete five-point scale, such as that described in Section 4.2.2, or a continuous "subjective probability" scale can be employed (Rockette et aZ., 1992) .
The cumulative total of responses for each rating category is calculated; this will give pairs of true and false positive response rates from which the ROC curve can be plotted. For example, the five rating categories will yield four points on the ROC curve.
Curve fitting and index calculation can be performed using the programs devised by Metz (1989).
Forced Choice Technique
Each presentation consists of a group of images, one of which is abnormal and the others normal. The position of the abnormal image is varied randomly among presentations.
As this approach assumes that the observer is aware of the signal parameter information, a reference copy of the signal should be placed in the image outside the normal field. It is also assumed that the observer is aware of the possible signal location within each image, so it is important to provide location markers to indicate the precise location at which the signal may appear.
The observer is asked to identify the abnormal image in each group.
The value of d' or d a corresponding to the observer's proportion of correct choices is then found from the tables published by Elliot (1964) , with due attention paid to the caveat noted in Section 4.3.2. This value can then be converted to the ROC area index A z ifthat is desired, by use of the formulaA z = ¢(dal J2), where ¢( -) represents the cumulative standardnormal distribution function.
To achieve acceptably small sampling errors (e.g., less than five percent), typically, 200 to 400 trials are required.
Comparison of Rating and Forced-Choice Techniques
In order to achieve a given degree of accuracy, the forced-choice technique is less demanding of observer time, but requires more images. Also, it only allows one to predict the summary measures of the ROC curve and not the curve itself. Choice of technique will thus depend upon the particular situation but, in general, the rating technique appears the best for clinical images and the forced choice approach when using synthetic data.
Relative Role of the Ideal and Real Observers in Measuring Quality
The SNR r provides the measure of the upper limit of the performance achievable by any observer. This approach also allows a rapid assessment to be made of the effect of altering imaging parameters on signal-tonoise ratio. However, there are a number of limitations to its application as a general measure of image quality which must be addressed.
The real observer allows one to measure the performance on real clinical patient data, under clinical conditions and is, at present, the most realistic measure of performance. However, it is not practicable to use the real observer as the primary assessment of image quality as the technique is unduly time consuming. Its main limitation is that it only provides a measure of SNR at one specific point out of a whole range of various operating conditions. For example, to measure the effect of changing a parameter, such as exposure time, a new experiment must be done.
Suggested Approach to Measuring Image Quality Parameters
Based on the ideas presented in Sections 3 and 4, it is suggested that image quality could be assessed in the following way. However, it should be emphasized that variations on this approach may prove to be necessary in the light of experience with different imaging modalities.
Experimental Procedure
It is suggested that the following steps be employed for the experimental determination of quality.
Firstly, the clinical problem, or group of problems, for which the imaging technique(s) is to be applied should be defined. This problem may then need to be redefined, if possible, as a discrimination task with a finite number of known outcomes. This having been done, it is possible to design the test pattern set.
A variety of parameters should be measured in order to define the performance of the imaging equipment; these should include the MTF, K and Wiener spectrum of the system. All measurements should be made under the conditions that are applicable to the imaging test. If it proves possible to obtain all these measures, the NEQ can be calculated.
If the test pattern and task permit, the SNR r should be calculated for the appropriate range(s) of operating conditions. If, however, the ideal observer approach is not practicable, then an approximate model should be tried.
Based on the measurements of the ideal or quasiideal SNRs, the operating conditions, corresponding to the maximum SNR, should be chosen. If, however, the SNRs cannot be calculated, the relevant operating conditions may need to be determined using one of the test patterns described in Section 2.3.
Using the same (or similar) test image set to that above, measure the ROC curves for the chosen operating conditions. From these ROC curves, the SNR R can be calculated.
Use of Image Quality Parameters
The MTF, K, NPS and NEQ all provide measures of the performance of the imaging device. Noise equivalent quanta has the advantage of combining the three other parameters and it may prove to be of great value in assessing equipment performance.
From the measurements outlined above, it is possible to derive performance indices, SNR R and, in certain cases, SNR 1 (or the SNR of a quasi-ideal observer). These SNRs provide the most comprehensive measures of image quality, but their relative value depends upon the reason why quality is being measured. In the context of the clinical task, four questions are relevant:
1. Does imaging modality X perform better than modalityY? 2. Is instrument A better than B for carrying out the task, both instruments being of the same modality? 3. How does varying the instrument's parameters alter its ability to carry out the task? 4. What is the best performance that the instrument can actually achieve? The use of SNR can give a measure which is independent of the modality. This allows instruments of either the same or different modalities to be compared. This permits problems (1) and (2) to be addressed, although in answering question (1) cognizance must be taken of the effect of the physical, chemical and physiological properties of the lesions and surrounding tissues on image contrast when using different imaging techniques. While the comparison can be made using either SNR, or SNR R , there are potential limitations. It should be remembered that many types of task do not permit SNR, to be calculated. Also, since SNR R represents the performance achieved under the particular conditions of data presentation chosen for the experiment, changes in data display may significantly alter the signal-tonoise ratio.
Signal-to-noise ratio of the real observer is the performance achieved by the real observer. A comparison with SNR, measures how closely the actual performance approaches to the ideal and, therefore, whether there are any further improvements to be gained by modifying data presentation, e.g., image reconstruction algorithms, data processing and image display. This allows question (3) to be investigated. Such a comparison is possible if, and only if, the SNR can be determined for both ideal and real observers for the same objects, which may not necessarily be lesions in clinical images.
A plot of SNR, as a function of operating condition shows the best achievable performance of the device, bearing in mind the very specific conditions under which SNR, can be calculated. Thus, in these circumstances, question (4) can be readily answered. However, as has been emphasized several times, there may be many situations which cannot be modelled in a way that will allow the calculation of the signal-tonoise ratio of the ideal observer.
Finally, it is important to consider whether the measured differences in the quality of images are relevant. The difference must be significant in terms of the clinical task. For example, system A may detect smaller lesions than system B, but if clinical symptoms do not develop until the lesion has at least reached the size detectable by system B, then the measured difference may be clinically irrelevant. Therefore, serious consideration must be given to the need to specify the level of quality which is to be regarded as clinically useful.
It should be emphasized that even in circumstances where only the ROC measurements of SNR R are reported, it is essential that physical measurements necessary to characterize the imaging system used are given. Such measurements facilitate the understanding of the physical conditions needed to obtain the study's results in clinical practice, and serve to define the state-of-art ofthe modality studied.
