Performance Measures for Wavelet-Based Segmentation Algorithms by Fatemi-Ghomi, Navid
Performance measures for Wavelet-based 
Segmentation Algorithms 
Navid Fatemi-Ghomi 
Submitted in 
Partial Fulfilment of the 
Requirements for the Degree of 
Doctor of Philosophy 
of 
Surrey University 
f 
Ir 
yCh 
, 
Centre for Vision, Speech and Signal Processing 
School of Electronic Engineering, Information Technology and Mathematics 
University of Surrey 
Guildford, Surrey GU2 5XH, U. K. 
September, 1997 
Abstract 
This thesis is concerned with the performance measures for the wavelet-based texture 
segmentation algorithms. 
After, a brief introduction to wavelets and various texture segmentation algorithms, 
we present four wavelet detection transformation techniques. We then introduce the dis- 
tance histogram and the two-point correlation function as quality measures in feature 
space. 
We use the distance histogram as a performance measure, as well as a tool for selecting 
features, and show that it can quantify performance in a way that correlates with ground 
truth measures. We show the results of 4 different possible wavelet-based feature detec- 
tion methods combined by 10 wavelet filters. Brodatz images are used as test images. We 
show that among the methods we have tested, one stands out clearly as superior to all the 
others, and that the choice of filters plays little role. There are, however, cases where the 
distance histogram does not indicate the presence of any distinct clusters in the feature 
space, while the segmentation result are very good. 
The two-point correlation function is introduced to serve as a unbiased quality mea- 
sure in the feature space. The two-point correction function is defined as the excess prob- 
ability of finding a given difference in feature values. The fact that the feature space is 
always finite causes a boundary problem which impairs the performance of this measure 
in pattern recognition. The whitening transform helps to introduce some techniques to 
correct this border problem. The two-point correlation function, however, will fail when 
it is used for very high dimensional feature spaces. 
The overall conclusion of the thesis is that both the distance histogram and the two- 
point correlation function do not require any a priori knowledge of the given feature 
space. The two-point correlation function is an unbiased statistic and, consequently, it is 
more reliable than the distance histogram. The disadvantage of the two-point correlation 
function to the distance histogram, however, is that it cannot be used in a very high di- 
mensional space. We conclude that while the two-point correlation function outperforms 
the distance histogram in reasonably low dimensional spaces, the distance histogram may 
be more useful for high dimensional spaces. 
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Chapter 1 
Introduction 
1.1 The Time-Frequency Representation 
In signal analysis it is very often necessary to study the frequency content of a signal lo- 
cally in time. The reason for this is that the spectrum of many signals change with time. 
For instance if we study the sunset phenomenon we will observe that the colour of the sky, 
which represents the frequency elements of the light during sunset, changes as the time 
passes. If we model the sunset by showing the frequency elements of it over a long pe- 
riod of time we will not be able to distinguish it from the white light. Therefore a compre- 
hensive presentation of the sunset, for example, must consider both time and frequency 
elements[21]. Technically speaking, many practical signals have non-stationary proper- 
ties which means their characteristics change in time. 
The Windowed Fourier Transform is the classical method for the time-frequency rep- 
resentation of signals. The signal f (t) is multiplied by the window function g(t), i. e. cen- 
tred around 0, and then the Fourier Transform of the product is calculated. By translating 
g(t) in time by to we can also find the fundamental frequencies of f (t) around to. If we 
define the Fourier Transform of function f (t) as 
. F[w] = 
1-00 +00 f (t)e-3wtdt (1.1) 
where cv represents the frequency, the Windowed Fourier transform will be 
+00 
WF(to) =f .f 
(t)9(t - to)e-ýWtdt (1.2) 
00 
1 
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where to is the instance where we are studying the frequency elements of f (t). From equa- 
tion (1.2) and figure (1.1-a) we can see that the spectrum of the product g(t - to) f (t) pro- 
duces an estimation of the fundamental frequencies of f (t) around to. We can also quan- 
tise the frequency domain by substituting w with non, where 1 is a constant which is the 
smallest frequency resolution and no is an integer variable. Therefore noQ will be the 
translation of g(t) in the frequency domain. We can see from equation (1.2) and figure 
(1.1-a) that the Windowed Fourier Transform is in fact the inner product of f (t) with a set 
of functions 
gto, w = g(t - to)e-inoQt (1.3) 
for different no and to, where the inner product of two functions, x(t) and y(t), is defined 
as 
f+00 
J x(t)y(t)dt -00 (1.4) 
One of the drawbacks of the Windowed Fourier transform is that the window function 
g(t) introduces some unwanted frequency elements to the localised f (t). This is, however, 
unavoidable as the only window function which will not affect the frequency elements of 
f (t) is the delta function, 6(t), defined as 
such that 
+oo fort=0 
S(t) _ (1.5) 
0 otherwise 
r+00 
J 6(t)dt =1 (1.6) - 00 
Although it seems that this window function has the advantage of having unit value for all 
frequencies and therefore its spectrum does not affect any frequency elements of f (t), the 
period of it is too short in time to extract any frequency information of a signal. The win- 
dow function, g(t), should be long enough so that the product f (t)g(t) contains some use- 
ful frequency elements in the application under study. This function cannot be too long 
either as it will defeat the objective of windowing the signal. Therefore the time and fre- 
quency localisation of the Windowed Fourier Transform should be carefully designed for 
the application under study. Another issue with this regard is to express the uncertainty 
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Figure 1.1: (a) The Windowed Fourier Transform (b) The Wavelet Transform (c) The di- 
lated wavelets 
principle in information theory. The uncertainty principle limits the amount of informa- 
tion you can obtain by relating the window size to the frequency resolution. 
The function g(t) has some finite values around 0 and is limited in time, i. e. it is ei- 
ther compactly supported or a truncated version of an unlimited signal. A suitable g(t) 
f(t)g(t)e 
jmwt 
w(L ) w( a) 
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depends on the application we are studying. If both time and frequency localisation is de- 
sired, the Gaussian function is chosen as it is the best optimally concentrated function in 
both time and frequency. The Gaussian Windowed Fourier Transform is called the Gabor 
Transform[50]. 
The main drawback of the Windowed Fourier Transform, however, is that once the 
length of the window function is decided it cannot be changed. In other words we have 
a fixed resolution in time because the same window function g(t) has been translated in 
time. We also have a fixed resolution in frequency because the frequency resolution is 
determined by the quantisation factor of Q in equation (1.3). In nature, however, we en- 
counter signals which contain multiresolution information both in time and frequency. 
The wavelet transform is another time-frequency representation for signals with multires- 
olution properties. The wavelets are more suited for representing short bursts of high fre- 
quency signals or long duration of slowly varying signal. 
1.2 Wavelets: The State of the Art 
The wavelet transform of f (t) is the inner products of f (t) with the translation and dilation 
of a prototype function: 
W (a, b) =1 
+00 
4n)ab 
(t) f* (t) dt (1.7) 
1a' 
where f (t)* is the complex conjugate of f (t) and hab(t) is 
ab 
(t) =1 (t 
- b) (1.8) 
aa 
0(t) is called the mother wavelet which must satisfy the following criterion: 
J 
+00 
fi(t) =0 (1.9) 
-00 
As it can be seen by comparing figures (1.1-a) and (1.1-b), the similarity between the 
Windowed Fourier and Wavelet Transforms is that both equations (1.7) and (1.2) take the 
inner product of f (t) with a family of windowing functions indexed by two labels. In 
equation (1.3) the indices are time and frequency and in equation (1.8) time and scale. The 
scale, however, represents different frequency ranges because large values of the scaling 
parameter, a, correspond to small frequencies and small values of it correspond to large 
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Figure 1.2: The Haar Wavelets for three scaling factors (a) 2 (b) 1 (c)2 . 
frequencies. The size of a also affects the length of L(ä) in time as shown in figure (1.1- 
c). Therefore the wavelet transform provides a multiresolution time-frequency descrip- 
tion of f (t) which can be very useful in many applications. Before the development of the 
wavelet theory, many functions had been discovered and found useful in the many prac- 
tical applications. The oldest of these are the Haar functions[56], which turned out to be 
the simplest form of wavelets. Figure (1.2) illustrates the Haar wavelets for three scaling 
factors a. Although the Haar wavelet can be localised very well in time, it suffers from the 
discontinuity in time. This discontinuity causes a range of unwanted frequency elements 
in its spectrum. 
The initial solid theoretical study of the wavelets topic can be credited to Mathemati- 
cians [13,14]. It has also been independently studied by Physicists [113], and engineers 
[34,118]. Because of the multiresolution time-frequency representation, the wavelet trans- 
form has now been established as a powerful signal processing tool. Like most of the 
mathematical tools, there is a different view between the understanding of the tool by the 
mathematicians and applied scientists. 
From the mathematical point of view wavelets are a set of basis functions[55]. This set 
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of functions is generated from the dilations and translations of a unique function called 
the "mother wavelet". The mother wavelet is the function that needs to satisfy an "ad- 
missibility"' condition. Any function in L2, i. e. the set of square integrable complex func- 
tions, can be expressed in terms of wavelets. This means that given a mother wavelet, we 
can project any function onto the dilated and translated versions of this mother wavelet. 
These functions, therefore, span the space of L2 functions, much like the cosine and sine 
functions which span the Fourier domain. The wavelet basis need not be an orthogonal 
basis. A number of constraints such as orthonormal, compactness, regularity of wavelet 
filers can determine the form of the mother wavelet. From the electrical engineering point 
of view wavelets are band pass filters. The wavelet basis can be viewed as a bank of filters 
with various bandwidths. The complete set of the wavelet filter bank covers all frequen- 
cies in the Fourier domain and therefore all frequency elements of a signal can be extracted 
from a set of wavelets. From the physicist point of view the wavelet functions are a set of 
functions which have good localisation in both the time and frequency domains. Unlike 
the Windowed Fourier transform which can either have good frequency or time locali- 
sation, the wavelet transform can perceive both frequency and time information from a 
given signal [21 ]. 
Another interpretation of wavelets is in terms of multiresolution decomposition 
theory[96,100,26] where the decomposition of a signal in terms of wavelets expresses 
the difference between coarse and fine level representations of the signal. In computer 
vision this multiresolution property of wavelets can be used to improve the efficiency of 
existing algorithms. Wavelet functions have also been used to model the mammalian vi- 
sual neurons. Field [44] presents a wavelet-based model of the sensory coding. His model 
represents images with arrays of basis functions that are localised in the two-dimensional 
frequency domain as well as the two-dimensional image plane. 
It is more than likely that the implications of the wavelet theory was not envisaged 
by Calderon[13] in 1960s. The applications of the wavelet transform are enormous and 
beyond the scope of a single thesis. 
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1.3 Texture Segmentation 
Texture segmentation is not a new topic in the vision community as it has been investi- 
gated in its own right for the last thirty years by researchers in psychophysics and more 
recently computer vision. One reason for focusing on this problem again is that the use 
of wavelets has increased enormously in various problems related to Computer Vision. 
The other reason for revisiting this topic is that the recent computing power has probed 
many new viable pattern recognition algorithms which could not be considered even 10 
years ago. As it stands a large number of applications such as video coding, virtual real- 
ity, autonomous robotics, intelligent surveillance, seismology, remote sensing and med- 
ical imaging can use the results of this research. Accurate segmentation plays a critical 
role in the early stages of these visual systems as error in this stage will be propagated to 
a later stage. Therefore, final performance of these systems rely upon the quality of seg- 
mentation. 
There are a large number of algorithms for texture segmentation in literature. All of 
these, however, can be categorised into two major approaches: structural and statistical 
methods. In the structural methods, texture in an image is defined as a structure which 
is made up of a large ensemble of elements that resemble each other to a great extent and 
which have some kind of "order" in their locations, with no one element attracting the 
viewer's eye [49]. These elements are called textons or texels. In 1966, Brodatz, a pho- 
tographer, collected a comprehensive set of textures which has now become the standard 
test images for texture analysis. Figure 1.3 shows a few samples of the Brodatz texture 
database [8]. Most structural algorithms search to find the basic texton and then segment 
the image by identifying the order of these elements. Hence the texture is characterised 
by a description of its primitives and their placement rules. The placement rules may be 
deterministic [82] or stochastic [60] for more random structure. The former implies that 
either the texture image is highly periodic or the reconstructed image will look synthetic. 
Matsuyama et al [82], for example, use the Fourier domain as the basis of a top-down anal- 
ysis: They first identify the 2-D fundamental spatial frequency of the texture by locating 
the maxima of the spectral density function. This information is used to measure the tex- 
ture placement rule and to isolate the texture primitives. This method fails if the texture 
does not have a complete periodic structure. 
In the statistical approaches, however, texture segmentation is formulated as a clas- 
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sical statistical pattern recognition problem [75]. The segmentation, therefore, has three 
major steps: feature detection, feature selection and clustering of the selected features. 
The feature detection stage in many of these methods is based upon Julesz findings that 
the human visual system uses only local changes in texton density and therefore the first 
order local statistics are the best texture features [71,72]. Many statistical methods use a 
multi-channel filtering scheme. These approaches are now becoming more important as 
inexpensive hardware solutions become more readily available. The Gabor-based decom- 
position [50], for example, has been extensively used for texture segmentation [76,67,30]. 
The principle of all of these methods is based on the biological discoveries that the sim- 
ple cells in the visual cortex can be modelled by Gabor functions [28]. These functions 
are the Gaussian modulated complex exponentials which have the optimum resolution of 
both frequency and time. Dunn et al [30] designed the band pass Gabor-based filters and 
showed that if Gabor filters are carefully designed the segmentation results will improve. 
Their conclusion is that the results are much more sensitive to the band pass property of 
the filters than the type of filter, which is Gabor filter in their case. Ade [3] uses the so 
called 'eigenfilters' to characterise homogeneous textures. He uses the grey level values 
of all 3x3 neighbourhood pixels as feature vectors. The eigenvectors of the covariance 
matrix of such a feature space form the eigenfilters. The convolution of the given texture 
with the eigenfilter that corresponds to the largest eigenvalue will give us the principal 
component of the feature set. 
One other well-studied filter-based approach is using local linear transforms [123,124, 
69]. A number of filter masks are used to project the image onto the transformation space. 
Careful study of these methods shows that these masks are the discretized samples of 
band-pass filters. The discrete cosine transform [70], for example, is the convolution of 
some masks which are sampled from a cosine function. Other filter-based approaches are 
based on wavelets [97,16]. Kuo et al [15] first proposed the tree-structured wavelet trans- 
form for texture classification and expanded the idea to a texture segmentation scheme 
[16]. The same texture model as the one introduced by [76] is appropriate for wavelet- 
based approaches, i. e. we first model textures as concentrations of energy or informa- 
tion in the middle frequency bands. We, therefore, decompose the image into various fre- 
quency bands. The decomposition can be in an adaptive manner so that we can trap the 
texture elements in all given images. We then compute a local first order statistic of the 
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decomposed image to produce the feature set. 
It seems that the main difficulty of handling the texture analysis problem is that there is 
no universal definition for textures [68]. If we can define the right mathematical model for 
textures then there will be no need to invest on the other parts of the recognition engine. 
This is certainly still an open research area although it has been challenged by a number 
of researchers in this field [49,116,1]. Francos et al [49] and Picard et al [116] use a2-D 
Wold-Like Decomposition to model texture. On the basis of a two-dimensional Wold-like 
decomposition for homogeneous random fields, the texture field is decomposed into a 
sum of three mutually orthogonal components: a purely nondeterministic component, 
harmonic field and a generalised evanescent field. When textured images are ordered by 
distances between their Wold components, the results appear to be much closer to the hu- 
man perception of similarity. Abend et al [1] initiate the one-dimensional Boolean model 
for textures. Here, a texture is assumed to consist of two independent statistical processes, 
a shape process and a Poisson point process. The outcomes of the shape process determine 
the shape of primitives, and the outcomes of Poisson point process determine where these 
shapes appear. 
For the reason of not having a complete understanding of textures, we should not rely 
on single feature detection method and we need to combine various methods. This rather 
blind approach is unavoidable so long as a comprehensive model and definition for tex- 
tures does not exist. We therefore require a selection mechanism to optimise the feature 
set obtained from the feature detection algorithms. The optimised feature set is the one 
which has the maximum similarity of objects from the same class and has the maximum 
dissimilarity of objects from different classes. 
The feature selection step of a pattern recognition engine also reduces the dimension- 
ality of feature space which is of great concern for a reliable data analysis. The feature 
selection algorithms can be categorised into two distinct methods: In the first approach 
we try to find the best possible combination of features out of a given feature set. The ul- 
timate aim of these methods is to find an optimum subset of features from the given set of 
features without degrading the performance of the recognition system significantly. This 
approach can be very exhaustive and one can find a number of methods to accelerate these 
sort of approaches [117]. The criteria used to determine superiority of one feature set over 
another are also called the class separability measures. There are a number of class separa- 
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bility measures in the literature which we discuss extensively in chapter 4 of this thesis. 
In the second approach, we project the feature space onto another space with smaller 
dimension than the original feature space. This means that final features can have differ- 
ent values from the original data. We can also apply both methods to optimise the feature 
set. The feature selection algorithms can be very expensive computationally and many 
practical applications ignore this step. In some practical approaches, we do the feature 
selection from a stereotype case. We can then restrict the computation to the selected fea- 
tures for a given problem. Although these kinds of approaches are computationally less 
expensive, they cannot be applied to problems which are non-stationary, and they are ap- 
plication dependent. 
The final step of the statistical approaches to texture segmentation is the clustering or 
classification algorithms. Classification techniques can be categorised into two major ap- 
proaches: parametric and non-parametric, according to the assumption that can be made 
about the probability distributions of the patterns in each of the classes. Parametric classi- 
fiers exploit the assumption that the class conditional probability densities have a known 
parametric form [32]. The knowledge of the form can be used to derive a parametric de- 
cision rule. Once the parameters of the decision rule are estimated from the training data, 
the classifier can be applied to classify unknown patterns. 
Non-parametric methods estimate the unknown class densities or a posteriori proba- 
bilities at a point using an available training set. They do not require any a priori mathe- 
matical model for the underlying patterns [126]. A group of non-parametric methods de- 
rive the local statistics based on distances between the point and the patterns in the train- 
ing set. The most commonly used classifier within this group is the K-nearest neighbour 
classifier [48]. The principle of this method is based on a voting mechanism. To find the 
affinity of a pattern to a class, we first find the separation of this pattern from every pat- 
tern in all classes. The pattern under study belongs to the class which contains K patterns 
with the closest distance to it. Another group of methods that can compute the relevant 
functions are Neural Networks. This group can be considered as adaptive classifiers that 
learn through examples in the training set. 
In this thesis the fuzzy c-means algorithm has been used which can be related to para- 
metric classification method because the shapes of clusters in feature space are spherical. 
We believe this method is useful in the contest of the texture segmentation due to the fuzzy 
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nature of texture boundaries. In the fuzzy c-means algorithm, we assign membership val- 
ues to each point in the feature space. Each value indicates the degree of membership of 
the point to a certain cluster. The membership values depend on the separation of a given 
pattern from cluster centres. A full description of this method and its relationship with 
texture will appear in chapter 3. 
1.4 Performance evaluation of a Vision System 
In the previous section it was shown that the texture segmentation abounds with many 
methods to solve its problem. This is a common problem in the study of Computer Vi- 
sion. A much neglected aspect of the research in Computer Vision, which is now receiv- 
ing increasing attention, is the development of measures and strategies to compare and 
contrast these different solutions. It may be that some methods are better suited to the 
solution of only certain classes of problems, while others may be more generally applica- 
ble. Hitherto, detailed comparison of the various techniques has been largely neglected. 
Therefore a systematic performance evaluation of vision systems is necessary. 
One of the main hurdles in this area is that the performance of a vision system is not 
only algorithm dependent but it is also data dependent. The reason could be that each 
solution assumes a model for its problem which is application dependent. Nonetheless, 
many industrial investors believe that computer vision algorithms are not reliable and so 
long as there are no evaluation tools for each application area, it will be a very hard job to 
change their attitude. As such, a mechanism for preferring one algorithm to another and 
monitoring the quality of an algorithm is required for every single application. 
Part of the difficulty in addressing this issue is that it is hard to quantify the perfor- 
mance of any particular algorithm. How can one say that one method is better than an- 
other? Our subjective judgement on the outputs of routines is as hard to quantify as our 
vision system's ability to understand the images it receives and interpret them in terms of 
a 3D world. 
Another important aspect to this problem revolves around not only the comparison of 
different methods, but also the identification and appropriate setting of internal param- 
eters in any particular method. This factor can be decisive in any comparison of perfor- 
mance, since an inappropriate choice of parameters may render an otherwise excellent 
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method ineffective and inferior to lesser methods during the testing. The question of ap- 
propriate parameter setting is not only an issue of the comparison, but it is important in- 
formation when judging the usefulness of a method. If it is found that the method per- 
forms poorly unless certain critical parameters are finely tuned, then the method is not 
very robust. 
This last point begs another important aspect of the performance measure, and that 
concerns the scope of self-adjusting algorithms. In this way the algorithm itself chooses 
its own parameter settings on the basis of its performance compared to how it is expected 
to perform. Such a method has been described in the case of a segmentation problem by 
[84] and extended in [85]. The development of criteria for judging performance is a useful 
tool for the setting of parameters as well as comparing algorithms. 
Thus, there are two types of evaluation that can be considered. The first of these is 
similar to clinical trials [57]. In this form of performance measure, ground truth is known 
for some image(s) and a series of trials of the methods is performed to look for statistically 
significant differences in performance [58]. This provides an absolute measure of perfor- 
mance as it is based upon the availability of ground truth. Such a method, however, is 
inappropriate for choosing parameter settings where the choice of parameters will nor- 
mally be needed for images where no ground truth is available. In this case, a self-tuning 
performance measure is required. 
This thesis considers the problem of texture segmentation. We shall also confine our- 
selves to methods that attempt this segmentation with the use of the Wavelet transform 
[7,15,65]. Although this may appear a highly restricted problem to consider, one can find 
in the literature a whole plethora of methods based on wavelets for the segmentation of 
textured regions [133,15,40,78,88]. Besides the numerous techniques that have been de- 
veloped, there is an even longer list of wavelet filters that one can employ in each of these 
methods [24,27,19,20,95,89,132,5,92]. This situation is quite bewildering, and the rel- 
ative merits of different methods are difficult to assess [131]. 
1.5 Objective of This Thesis 
A few years ago very little work was done on wavelets for the texture analysis. As time 
passed a number of wavelet-based methods for texture segmentation were devised and 
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carried out in the Computer Vision community. Some of these lost even the theoretical 
link to the original wavelet theory. Even a WWW home page is now established to ad- 
dress the implications of wavelets on texture analysis: http: //www. ruca. ua. ac. be/ Vi- 
sionLab/WTA. html. In this respect it was the purpose of this thesis to find the best ex- 
isting method. 
Therefore, the objectives of this thesis are twofold. The first and main objective of this 
thesis is to introduce novel quality and separability measures in the feature space. Al- 
though a heuristic measure, the distance histogram, is proposed and used for this pur- 
pose. A more sophisticated and elegant two-point statistic- the two-point correlation 
function, is defined and explored. The examination of this unbiased statistic draws its 
usage and limitation in pattern recognition. 
Another purpose of this thesis is to present the survey of a number of wavelet-based 
feature detection methods for segmenting textured images. Its links with multiresolution 
theory and filter banks are very good reasons to induce this research. It is hoped that the 
results of the survey of methods and their performance that we report in this thesis will 
help others decide among all the possible techniques and wavelet filters open to them, 
when using wavelets for related tasks. 
1.6 Achievements 
The original contributions in this thesis are applicable to any data analysis and statistical 
pattern recognition application and can be itemised as follows: 
"A survey of wavelet-based feature detection methods for the use of statistical pat- 
tern recognition [41]. 
" Identifying the usefulness of a Gaussian mask to calculate the local statistics when 
we want to calculate the wavelet features. 
" The definition and examination of the distance histogram as a visualisation of exis- 
tence of clusters in feature space [41]. 
" An algorithm for the distance histogram. 
" Introducing and examining the two-point correlation function as a geometric sepa- 
rability measure in pattern recognition [43,42]. 
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" An algorithm for the two-point correlation function for an M dimensional space [43, 
42]. 
" Demonstrating the two-point correlation function of a number of classical feature 
spaces [43,42]. 
" Identifying the border problem of finite spaces for the use of the two-point correla- 
tion function [43,42,87]. 1 
9 Correction of the border problems in heuristic and systematic ways [87,42]. 
" Analytical solution for correcting the border problems for an M-dimensional space 
[87]. 
1.7 Thesis Overview 
Chapter 2 of this thesis reviews those wavelet-based feature detection methods for the use 
in statistical pattern recognition. The wavelet transform is defined and expressed for two 
dimensional signals. The philosophy behind wavelet packets is introduced. 
The following chapter, chapter 3, starts by describing the fuzzy c-means clustering al- 
gorithm. This clustering algorithm is then used in a multiresolution segmentation algo- 
rithm based on the tree-structured wavelet transform. The chapter continues with the def- 
inition of the distance histogram. The distance histogram is introduced as a visualisation 
tool of the existence and relative locations of clusters in the feature space. It is, therefore, 
used as a quality measure to evaluate the wavelet-based features. The results of this sur- 
vey are discussed and reported in this chapter. 
Chapter 4 introduces the two-point correlation function as an unbiased two-point 
statistic for the use in pattern recognition. A novel algorithm is proposed for an M di- 
mensional feature space. The two-point correlation function of the classical feature spaces 
is analytically and experimentally investigated. The limitation of this method to demon- 
strate the separability of feature space is then shown. 
The following chapter, chapter 5, studies the ways that one may reduce the limitations 
of the two-point correlation function. In particular the border problem, due to the fact that 
'This is one of the major differences of its use in astronomy and pattern recognition. 
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the feature space is finite, is addressed and an analytic method is proposed to correct this 
problem. The Fourier transform of the two-point correlation function follows with the 
possible reduction of the limitation of the two-point correlation. 
The final chapter draws our conclusions and discusses the future directions for further 
research. 
Chapter 2 
The Wavelet Transform for Textured 
Images 
2.1 Introduction 
This chapter focuses on the part of wavelet theory which can be of interest to the com- 
puter vision community for texture segmentation purposes. Wavelet theory is now a solid 
mathematical tool in many signal processing applications and the whole topic is beyond 
the scope of this thesis. 
We study wavelets from two different perspectives. The first view is the link between 
the multiresolution theory and wavelet decomposition theory. Mallat has shown in his 
PhD thesis [96,100,26,25,24] that the information contained in a signal at any resolution 
can be decomposed into the information contained in the signal at a coarser resolution 
plus the decomposition of the signal into so called wavelet functions. In other words the 
wavelet transform of a signal at fine resolution can be interpreted as the difference be- 
tween the information content of the signal at two successive resolutions. The multires- 
olution characteristic of the wavelet transform is very attractive to all vision algorithms 
where the speed of the algorithms can be achieved by maintaining the quality of the final 
result. 
The second perspective of wavelets which we will discuss in this thesis is the ability of 
wavelet filters to span both spatial and frequency domains. This property in conjunction 
with a texture model makes wavelets a useful tool in many texture segmentation algo- 
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rithms. 
In this chapter we shall first describe the wavelet transform of one and two dimen- 
sional signals, and describe its relationship to multiresolution analysis. 
2.2 The Discrete Wavelet Transform 
In this section we shall describe the one dimensional discrete wavelet transform of a sig- 
nal. The decomposition starts by considering a square integrable function 0 (x) . This func- 
tion is called the mother wavelet. The wavelet transform of an arbitrary one dimensional 
signal consists of decomposing the signal into translated and dilated forms of the mother 
wavelet. 
Although the wavelet function may be continuous, for our purposes it is convenient 
to consider discrete functions - defined as values at regular intervals in the time domain. 
The translated and dilated wavelets derived from the mother wavelet are given by: 
mn[k] = 
2- 2 0[2-mk - 12] (2.1) 
where m, n and k are some integers. The wavelet decomposition for the signal x [k] is de- 
fined as follows: 
x [k] =>w [m, n] Om,, [k] 
m, n 
where 
(2.2) 
[m, n] _< X, 'bmn >= 
Zx[k]'bmn[kl (2.3) 
k 
are called the wavelet coefficients. Equation (2.3) also introduces the inner product of x 
and Vm, n: < x, mnn >. Equations (2.2) and 
(2.3) imply that the set of functions generated 
by equation ( 2.1) are orthonormal. Mathematically two functions are orthonormal when 
their inner product is given by: 
4'mn , 'm' n' 
>: -- Smm' Sn' n (2.4) 
where Smn is the Kronecker delta. This means that for an orthonormal basis the inner 
product of any basis function with itself is unity. The inner product of a function with 
itself is called the norm. 
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If the wavelets are compactly supported (5 [k] is non-zero for only a finite number of 
values k) then only a finite number of terms need to be considered in equation ( 2.3), a 
desirable property for numerical calculations. 
For a function O(x) to be acceptable as a mother wavelet, it must satisfy the "admissi- 
bility condition": 
f+00 
I , 0(f) 12 d f< oo (2.5) 
where ý (f) is the discrete Fourier transform of the mother wavelet, 0 [k]. It can be shown 
that this admissibility condition implies 
k 
i. e. the function has zero means [25]. 
2.3 Multiresolution Decomposition Theory 
(2.6) 
A major breakthrough in our understanding of orthonormal wavelet bases is based on un- 
derstanding the concept of multiresolution analysis, developed by Mallat and Meyer [100, 
101,102]. 
We start by considering a function q[k] whose dilations and translations span a space 
Vom-,,. We assume that q[k] does not satisfy the admissibility condition and therefore is not 
a wavelet function. These functions are defined by: 
Omn[k] = 2- 
2 0[2-mk - n] (2.7) 
where k, m, nEZ, Z being the set of all integers. At first glance this set seems to be infinite 
but if q[k] is of finite support, there will be sets of m, n values for which O, n, n [k] is zero. 
Although these functions need not be orthonormal, they are most useful to us when they 
do have this property. An arbitrary square integrable signal x [k] can be expanded in terms 
of these functions using equations analogous to equations ( 2.2) and (2.3). This, however, 
results in a loss of information since space Vm is a subspace of L2( R), the space of all square 
integrable functions. We call this procedure the projection of x[k] onto Vm. 
'When a signal has zero mean in the spatial domain it means that the dc component of the signal, in the 
frequency domain, is zero. Therefore we can say that cannot be a low pass filter. 
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The projection of x [k] onto Vm produces an approximation to the signal x. The projec- 
tion onto V, _1 produces a more accurate approximation, as 
the sampling in (2.7) is twice 
as frequent. It follows that Vm C V,,, -,. 
If we now consider all possible values of in, we 
obtain a ladder of nested subspaces: 
C V2 C VI C VO C V-1 C V-2 C ... (2.8) 
In the limit m -+ -oo, the sampling is so dense that V_, -+ L2(R). The function O[k] 
which generates the bases for these nested subspaces is called the scaling function. From 
its properties we can show that 
O[k] =1 (2.9) 
k 
i. e. the mean of the scaling function is one2. 
One can define many ladders of nested subspaces in L2 (R). The key feature of the 
above that distinguishes it as a multiresolution approximation is that the bases are all 
generated from one scaling function through (2.7). Ideally these functions should be or- 
thonormal but this is not a necessary requirement. For a given multiresolution approx- 
imation (Vm ), E Z, there exits a unique orthonormal set of functions, 0"'. '[k], which sat- 
isfies equation (2.7), however, for different multiresolution approximations, the scaling 
functions which generate orthonormal basis functions are different [96]. The dilation em- 
ployed in equation ( 2.7) is 2' which is called dyadic dilation in the literature [98,99]. 
The form of dilation is especially useful in digital image processing, as it enables us to 
efficiently create different successive resolutions of an image, see section § 2.6. 
In figure ( 2.1), we illustrate how by going down to coarser resolution, say from sub- 
space Vm, to Vm+l, we lose some information from the signal which is contained in the 
complement space, Wem, +i 3. There exists a set of functions that spans this complement 
space of Vm, +l. It is remarkable that this set of functions turns out to be a wavelet basis 
[96] and can be defined from a mother wavelet O[k] such that: 
2 When the average of a signal in the spatial domain is one it means that the dc component of the signal 
in the frequency domain is one. Therefore when we decompose a signal into the set of scaling functions at 
different resolutions, we will transfer the low frequency information of the signal to the lower resolutions. 
3This means that two subspaces I m+l and Wm+l of a space Vm, form a direct sum decomposition. In other 
words every element of j ,,, can be written uniquely as a sum of an element of V,,. +1 and an element of W, +l . 
We then use the notation I ;n=;,, +1 ® IVm+1. 
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Figure 2.1: Schematic representation of a ladder of the multiresolution subspaces 
bmn[k] = 2- 
2 0[2-mk - n] 
where ncZ. 
(2.10) 
In other words, the wavelet decomposition of a signal contains the information lost 
in the projection of a signal at two successive levels of resolution. Suppose, therefore, we 
have a signal x[k] E Vm,. Since Vm, = Vom,, +1 ® Wm+i, then we may write: 
x[k] =Z<x, Om+1, n > 
Om+1, 
n 
+Z<X, 4'm+ 1, n > 4'm+ 1, n 
2.11) 
nn 
Since x [k] E Vm, we may also write: 
x [k] _Z<x, Om, n > 
Om, 
n 
(2.12) 
n 
Comparing equations ( 2.11) and ( 2.12) gives: 
< X, m+1, n > 
V)m+1, n = L, < X, Om, n > Om, n -E<X, Om+1, n > Om+1, n (2.13) 
721 n 
which shows that the wavelet decomposition of x [k] is the difference between the infor- 
mation contained by projection of two successive levels of resolution. 
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This result means that there is a pair of two functions, one having zero dc component 
and the other having unit dc component, the dilations and translations of which form a 
complete basis for the lossless representation of a signal. These two functions cannot be 
arbitrary but if one is defined then the other is uniquely determined as these two functions 
will form two bases which span two complement spaces. In other words, each function 
has to be used for generating one space which should be the complement space of that 
produced by the other one. 
2.4 Two Dimensional Wavelet Transform 
So far in all practical applications of the wavelet transform, two dimensional separable 
wavelet functions have been investigated. Having defined the one dimensional scaling 
function and mother wavelet, a two-dimensional separable scaling function can be writ- 
ten as: 
(2.14) 
whose dilations and translations form a basis for a subspace V,. 
In the two dimensional case, there are three mother wavelets generating orthonormal 
bases for three orthogonal subspaces- Wl, W2 and W3 respectively. These wavelets are 
also separable, and given by: 
Y'1 
[2, ß) _ 
q[2) 
Y'[ý) 
2[2ýý) _ [z)ß[7) (2.15) 
? b3 {i, j) = Y' 
[z]4' [i) 
2.5 How to Choose the Mother Wavelet? 
In practice there is no need to know about the shape or the values of the wavelet functions 
or even the scaling functions. They can both be expressed in terms of a pair of low and 
high pass filters h and g respectively. For practical reasons we are interested in compactly 
supported (i. e. finite) wavelets. In fact Daubechies [24,26] has proved that there is no 
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closed formula for compactly supported wavelet functions except for Haar wavelets, see 
also [37]. Instead we can compute the wavelet coefficients very quickly by introducing 
the h and g filters. In this section we shall introduce Battle-Lemarie and Daubechies filters 
and explain correspondence to the h and g filters. Other orthonormal basis functions may 
be found. There are, in theory, two major ways to construct orthonormal wavelet bases 
[26]. They are as follows: 
9a multiresolution space which was described in section § 2.3 has to be defined. Then 
the mother wavelet function associated to that multiresolution space can be found. 
"a mother wavelet can be constructed to satisfy the admissibility condition as de- 
scribed in section § 2.2. 
Lemarie has proved [93] that all of the compactly supported wavelets can be associ- 
ated with a multiresolution analysis of some form. 
2.6 Subband Filtering Scheme and Wavelets 
One possibility to construct an orthonormal wavelet basis is to use the scaling function as 
a starting point. In a multiresolution ladder of spaces Vm, with q5o E Vo C V-1, it follows 
that: 
q5(x) = 21/2 hnq(2x - n) (2.16) 
n 
with 
hn =< q5o, o, 0-I, n > (2.17) 
In the frequency domain equation ( 2.16) becomes 
2-1/2 E hne-in, f/2ý(f/2) (2.18) 
n 
It is useful to define the periodic function: 
mo(f) = 2-1/2 hne-inf/2 (2.19) 
n 
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The orthonormal wavelet basis generated from the mother wavelet 00 is orthogonal 
to that generated from co in V_1, i. e. V)o E Wo c V_1. It therefore follows that there exists 
some numbers g, such that 
which satisfies [24,26,97]: 
O(x) = 21 2 1: 9,, 0(2x - n) (2.20) 
n 
9n = (-1)nh-n+1 (2.21) 
If the sequences gn and h7z are considered as discrete functions then by using their discrete 
Fourier transform equation ( 2.21) can be written as 
9ýfý = gn-inf = 
1: (_1)nh-n+l-inf (2.22) 
nn 
Therefore h(f) is a "mirror" of g(f) with respect to the "half-band" value f= it/2 and 
consequently gn and hry,, are "quadrature mirror filters" (QMF). 
Equations ( 2.16) and ( 2.20) can be generalised for any successive spaces. Therefore 
from the generalised form of ( 2.16) and ( 2.20) we can write: 
Cj, k = hn-2kCj-1, n 
n 
(2.23) 
dj, k = 9n-2kCj-1, n 
n 
where Ci, k and dj, k are the inner products of the scaling function q5j, k and wavelet function 
Oi, k with a function fE V-1 respectively. 
We may use the coefficients hn and gn to produce a fast hierarchical algorithm for 
generating the wavelet transform and the smoothing function, q(x). We proceed as fol- 
lows. For a signal f (x) starting from co,,, =< f (x), cbo, 7z >, the wavelet transform of f, i. e. 
<f (x), l, k >, and <f (x), q1,, ß > can be computed from equation ( 2.23). <f (x), c1, k > 
is required to compute <f (x), V2, k > and <f (x), q2, k >, at the next level of resolution. 
This means that at every stage both the wavelet coefficients <f (x), 'j, k > of the corre- 
sponding j-level and <f (x), q5j, k > have to be computed. In practice the computation 
is stopped after a finite number of levels. As shown in [96] the original function can be 
reconstructed by the inverse operation, i. e 
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Figure 2.2: Subband filtering scheme 
C. i-1 
Cj-l, n = 
1: (hn-kCj, 
k + 9n-2kdj, k) (2.24) 
k 
It is worth mentioning that the hn's and gn's are associated with a low pass and a band 
pass filter, respectively. In fact the scaling function and the wavelet function can be inter- 
preted as smoothing and band pass filters respectively, see [37]. 
The conclusion is that there is no need to compute the orthonormal wavelet bases in 
practice. From the hn's, we can obtain the gas by using equation ( 2.21) and then a sig- 
nal can be decomposed into wavelet functions by a recursive algorithm using equation 
( 2.23). This is called "the pyramidal wavelet transform" and has been introduced by Mallat 
[96]. This pyramidal wavelet transform has been used as a subband coder, [98,99,136], 
which means that it is not suitable for signals such as speech or textures whose dominant 
frequencies are in the middle frequency region. To analyse quasi-periodic signals, the con- 
cept of wavelet bases has been generalised to include a library of modulated waveform 
orthonormal bases which will be discussed in detail in section § 2.7. 
2.6.1 Extension to Two dimensional Signals 
As described in § 2.4, the corresponding 2D h and g filter coefficients are separable: 
hLL[k, 1] = h[k]h[l] 
hLH[k, 1] = h[k]9[l] 
hHL[k, 1] = 9[k]h[l] 
(2.25) 
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hHH[k, 1] = 9[k]9[l] 
where the first and the second subscripts denote the low pass and high pass filtering char- 
acteristics in x and y directions, respectively. 
2.7 The Tree-Structured Wavelet Transform (TSWT) 
To analyse quasi-periodic signals, the concept of the wavelet bases has been generalised to 
include a library of modulated waveform orthonormal bases, called wavelet packet bases 
[23], or simply wavelet packets. 
In the pyramidal wavelet transform we decompose the signal represented in space Vz 
into two orthonormal sets of basis functions. One spans Vm+l and the other spans W, n+i, 
see figure (2.1) and section § 2.6. This decomposition is performed for the next level only 
in the space V7, +l recursively. This means that we have a better localisation for lower fre- 
quencies or better description of the signal in the V,, 's subspaces. This concept can be ex- 
plained better as follows. To simplify the case we assume that we perform the pyramidal 
wavelet transform for two levels. This means that we use N-tap h, and g, filters in equa- 
tion ( 2.23) and perform this equation twice. Instead of performing this procedure twice, 
in theory, the final results can be obtained by convolving the input signal with a larger 
2N-tap filter. Larger filters in the spatial domain imply better localisation in the frequency 
domain. Therefore we have a better frequency localisation at low frequencies. This sort of 
decomposition is not suitable for textured images whose dominant frequencies may not 
be in the low frequencies. 
In the following sections we shall demonstrate that in the wavelet packet decomposi- 
tion we have a better frequency localisation for not only the low frequencies but also in 
the higher frequencies regions. Therefore wavelet packets has the power to focus on the 
dominant frequency region. An analogy between a tree structure and the wavelet packet 
decomposition is now well established in the wavelet literature. In the wavelet packet de- 
composition the input signal is decomposed into four images as in a tree structure the par- 
ent node is connected to four child nodes. This wavelet packet decomposition can be very 
inefficient when the dominant information of the signal is concentrated in certain regions 
of the frequency domain. The quad-tree wavelet transform is useful when we would like 
to decompose the signal only into the dominant frequency regions. 
2.8. THE SPLITTING TRICK 27 
Figure 2.3: Splitting the wavelet subspace into two new orthogonal subspaces 
2.8 The Splitting Trick 
Before explaining the wavelet packets, it is necessary to introduce the "splitting trick". We 
have already split the space of Vom,, into Vm+i and Wem-,, +1 by using the pyramidal wavelet 
transform. The idea of the splitting trick is to further split Wem,,, the complement space of 
Vm, into two orthogonal subspaces. As shown in figure (2.3), by using the splitting trick 
we will split Wm into W.;, and W. This means that the set of functions that spans the Wm 
space is split into two sets of functions which span each of the two subspaces. 
Numerically this can be done as follows [26]. If hn and gn are filter coefficients of an 
orthonormal wavelet basis with dilation factor 2, then any function' whose translation 
makes an orthonormal basis can be used to define two new functions, e. g. 'Pi and T2', 
whose translations are orthonormal and span the same space as T. W. and '2 can be ob- 
tained by using 
Wi(x) = hn (x - n) 
n 
(2.26) 
XP2(X) = 9nxP(x - n) 
n 
For instance, the wavelet bases can be split into two new bases 
V 1(x) =E hnV)(x - n) 
n 
(2.27) 
e2ýxý = 9ne(x - n) 
n 
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Figure 2.4: Schematic representation of the fast algorithm explained in the text to compute 
the split wavelet coefficients. 
To compute the coefficients of these new orthogonal bases, a fast algorithm can be de- 
rived from the above description and section § 2.6 as follows(see figure ( 2.4)): 
" First the same equations as for the pyramidal wavelet transform can be applied. This 
gives us the scaling and wavelet coefficients for the next resolution. 
C1, k - 
hn-2kC0, 
n 
n 
dl, k = 
1: 
9'n-2kc0, n 
n 
" Splitting the wavelet basis into two orthogonal bases means that we will have two 
sets of wavelet coefficients which can be computed as follows: 
d1l k= hk-ndl, n 
n 
d2 
i, k = 9k-ndl, n 
n 
By applying the splitting trick, at the price of having larger supports in the spatial do- 
main, we will have two functions with better frequency localisation than ' itself. This is 
due to the fact that by convolving h, and g, with a compactly supported function we will 
have larger supports in its spatial domain. 
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Figure 2.5: Schematic representation of the subspaces in the wavelet packet decomposi- 
tion 
This gives new inspiration to use wavelets in texture analysis where the dominant fre- 
quency is unknown. 
2.9 Wavelet Packets 
In short, wavelet packets are the set of functions generated by splitting each of 0 and 0 
into two new orthonormal sets of basis functions as described in section § 2.8. A library 
of wavelet packet basis functions {W}0 can be generated from a given function To as 
follows [15]: 
1P2n(x) =Z hkWn(2x - k) 
k 
(2.28) 
ql 2n+1(X) _ 
Z9kWn(2x 
- k) 
k 
where To (x) and W 1(x) are scaling and wavelet functions respectively. Then, the library 
of wavelet packet bases can be defined as the collection of orthonormal bases composed 
of functions of the form ',,, (2i x- k), where i, kEZ. Each element of the library is deter- 
mined by a subset of the indices: a scaling parameter 1, a localisation parameter k, and an 
oscillation parameter n. 
Figure (2.6) helps to visualise the wavelet and scaling filters in the two dimensional 
frequency domain. Using the pyramidal wavelet transform the decomposition of the 
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Figure 2.6: Visualisation of the localisation in the frequency domain (a) pyramidal wavelet 
transform (b) tree-structured wavelet transform 
signal at coarser resolution produces wavelet filters with better localisation for low fre- 
quency, see figure (2.6-a). Whereas using wavelet packets there is a better localisation 
throughout the frequency domain, figure (2.6-b). 
One can expand the relation in (2.28) for two dimensional signals easily. In figure (2.7) 
the wavelet packet decomposition is modelled as a tree. Any subimage has to be decom- 
posed into four new subimages. The decomposition scheme is similar to section § 2.6. This 
means that the unknown signal, i. e. the image, has to be used as Io in ( 2.28). In the two 
dimensional case there will be four new images (or subimages) with half the size of the 
original image in each direction. Then any of these subimages can be used as a new input 
to generate four new subimages. 
2.10 Quad Tree Wavelet Transform 
Chang and Kuo [15] have proposed a quad tree representation of wavelet packets for tex- 
ture classification and Lin et al [94] and Chang and Kuo [16] have used it for texture seg- 
mentation. Their proposed tree-structured wavelet transform is as follows. As shown in 
section § 2.6, the pyramidal wavelet transform recursively decomposes sub-signals in the 
low frequency channels. This decomposition would not be useful in texture analysis or 
segmentation, since the most significant information of a texture usually appears in the 
middle frequency channels. This means that further decomposition in the lower region 
may not help very much for segmentation or classification purposes [15,16]. Therefore 
a sophisticated approach to perform the wavelet transform for textures is to detect the 
dominant frequency channels and then to explore those dominant channels further. 
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Figure 2.8: Quad tree-structured wavelet transform of the test image 
In order to achieve such decomposition, instead of decomposing the signal only for 
low frequency sub-signals recursively, decomposition can be applied to the output of any 
filter, i. e hLL, hLH, hHL or hHH. This means that the wavelet packet decomposition has to 
be used. However, it is very expensive and unnecessary to accomplish a full decomposi- 
tion. To avoid this full decomposition, a simple criterion has been proposed in [15], using 
the global energy of subimages. 
Simply put, the tree-structured wavelet transform or quad tree wavelet transform can 
be summarised as follows for texture images: 
(a). A given texture image has to be decomposed using a 2-D two-scale wavelet trans- 
form into 4 subimages, which can be viewed as the parent and child nodes in a tree. 
More precisely, if x[m, n] is the texture image, by using equation ( 2.25), four subim- 
ages can be obtained as follows: 
NN 
Wl [m, n] =Z h[i] h[, ]x[2m - i, 2n -3 «] 
i=l j-1 
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Figure 2.9: Test Image: X 
NN 
W2 [m, n] _ h[i] 9[I]x[2m - i, 2n - j] (2.29) 
i=1 j=1 
NN 
W3[m, n] _ 9[2] E h[j]x[2m - i, 2n - j] 
i=1 j=1 
NN 
W4[m, n] = 9[i] 9[j]x[2m - i, 2n - 
i=1 j=l 
where N is the number of filter taps. It is clear from equation ( 2.29) that the size 
of the subimages reduces to half upon decomposition. In practice there is always a 
border problem which depends on the size of the filters. 
(b). The energy of each decomposed image has to be calculated. More precisely, if the 
decomposed image is Wj [m, n] with 1<m<M and 1<n<N, the energy is 
MN 
e= 
MN El Wj [m, n] . (2.30) 
z=1 j=1 
(c). When the energy of a subimage is substantially smaller than in the others, the de- 
composition will stop in this region since it contains less information. One alterna- 
tive to this is to compare the energy with the largest energy value at the same scale. 
This means that if e< Tem, o, x, the decomposition will stop in that region where T is 
a constant less than unity. Experimentally we found good results with T=0.30. 
m 
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Figure 2.10: Tree-structured wavelet transform of the test image: (a) Decomposition of the 
test image in level one. (b) Decomposition of the test image in level two (c) Decomposition 
of the test image in level three. 
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(d). If the energy of a subimage is large enough, the above decomposition procedure is 
repeated, forming a new set of subimages. 
(e). When the size of the smallest subimage is small enough, e. g. 16 x 16, the algorithm 
terminates. 
In figure ( 2.8) a wavelet packet decomposition scheme is shown. The A, B, C 
and D channels correspond to outputs calculated by convolving the input signal with 
hLL, hLH, hHL and hHH respectively. 
To show the effect of the energy criterion, T=0.1 was chosen and the image in fig- 
ure (2.9) was chosen as a test image. The quad tree representation of this image and the 
corresponding wavelet coefficients are shown in figure (2.8) and ( 2.10) respectively. This 
means that the subimage in channel D does not contain any significant information and 
therefore it has not been expanded any further. Figure ( 2.10-b) shows that only 7 subim- 
ages of level two have been decomposed further in level 3. 
2.11 Wavelet Texture Features 
Wavelet feature detection consists of two major steps: Transformation and feature detec- 
tion. The wavelet transform of a 1D signal involves a smoothing filter [96] and a wavelet 
filter. For an image, considered as a 2D signal, there are four combinations of the smooth- 
ing and wavelet filters that can be used for convolutions along two orthogonal orienta- 
tions. We shall refer to the output images of these four combinations as filtered images. 
It is important to remember that in image coding applications the filtered versions of 
an image are sub-sampled so that they are only a quarter of the size of the original im- 
age (a reduction of two in each dimension). There is no loss of information in replacing 
the image by its four filtered versions. It is questionable, however, whether for the pur- 
poses of texture analysis we should subsample the filtered images, as the incorporated re- 
dundancy by not sub-sampling may make the scheme more robust. This leads us to other 
wavelet transformation techniques: Over-sampled wavelet transform [133](which is also 
called ordinary wavelet transform in [41]) and maximum-overlap wavelet transform [88]. 
The over-sampled and maximum-overlap wavelet transforms introduce redundancy in 
filtered images which may be useful for a reliable result in a recognition problem [44]. 
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The redundancy of information will present itself as more patterns for each cluster in fea- 
ture space. In many clustering algorithms the reliability of final results will be increased 
by having more feature vectors per cluster. For instance, one classical problem in pattern 
classification is the curse of dimensionality. This means that we wish to have more feature 
vectors in the feature space. 
Once the filtered images have been obtained, we compute features from a local charac- 
teristics of the filtered image. A number of local statistics for this purpose are mentioned 
in section 2.12. We will see in this section that the local characteristics may be computed 
within a fixed window size and with weighting parameters. 
It should already be evident from this discussion that there is scope for a large number 
of variations on the technique. We explore four wavelet feature derivation approaches. 
The transformation techniques are called over-sampled (ordinary) wavelet transform 
[133,86], dyadical wavelet transform [16], the maximum-overlap wavelet transform [88] 
and the intermediate features of the maximum-overlap wavelet transform. So far there is 
no comprehensive publication on wavelet feature detection techniques. The discussion of 
variation of wavelet filters is left to the following section. 
2.11.1 The Over-sampled Wavelet Transform 
In this method we convolve the image with the wavelet filters without any sub-sampling. 
This means that each of the four filtered images has the same dimensions as the original 
image. In this way we build redundancy into the technique which, it is hoped, will make 
this method more robust to noise. We compute features in these four filtered images by 
using a local square window of side 11 x 11 and compute the local energy. Figure (2.11) 
shows the schematic diagram of this transformation. 
One may compute the wavelet transform of the filtered images and continue recur- 
sively to lower and lower resolutions. Such a method has been applied by [86]. In their 
approach the recursion is terminated by a threshold in local energy - implying insufficient 
signal. 
The drawback of the over-sampled wavelet transform is that the same local window 
size is used everywhere and consequently we will not detect different textures with multi- 
ple texel sizes. The advantage of this method, however, is that we have some redundancy 
in feature space compared to the dyadical wavelet transform. The dyadical wavelet trans- 
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Figure 2.11: The schematic diagram of the over-sampled(ordinary) wavelet transform. 
The filtered images are the same size as the input image. The local energy is shown as 
the local statistics to detect the local features. 
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Figure 2.12: splitting the input image into four subimages: The top diagram is present- 
ing an image in which the pixels are labelled by 1,2,3 and 4. The collection of 1's make 
subimage one and the same procedure for the other labels. 
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Figure 2.13: The schematic diagram of the dyadical wavelet transform. The size of filtered 
images is half of that of the input image. The local energy is shown as the local statistics 
to detect the local features. 
form is the optimum wavelet decomposition of a signal from the information theory point 
of view and has been widely used for image and speech coding applications. 
2.11.2 The Dyadical Wavelet Transform 
In this version of the technique we convolve the image with the filters and subsample [96]. 
Hence this technique has no redundancy. After sub-sampling, we compute local features. 
Figure (2.13) shows the schematic diagram of this transformation technique. 
It is important to note, in this procedure, that the output images are 1 /4th the size of 
the original image, due to the sub-sampling. If we apply this technique recursively we 
obtain the tree-structured wavelet transform [15]. The hierarchy of transformed images 
either terminates due to insufficient energy in the channels, or due to a minimum image 
size that allows the use of the wavelet filters. The advantage of this approach is that we 
have an efficient algorithm with no redundancy. The drawback, however, is that it does 
not combine features from different levels of resolution and therefore fails for images with 
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various texel sizes. One can therefore consider this as a single resolution technique which 
segments the image in various resolutions. This drawback has been successfully over- 
come by using a fuzzy membership function to link different resolutions [38] [40]. 
2.11.3 The Maximum-Overlap Wavelet Transform 
The maximum overlap wavelet transform subsamples the image before convolution with 
the filters and make four subimages as it is shown in figure (2.12). As it is shown in figure 
(2.14) when we are at level i we split each image into 4i subimages by sub-sampling the 
original image by 2i and shifting by one in both horizontal and vertical directions. After 
applying low and high pass filters (four filters) to any of these subimages, we obtain four 
images for each split image, i. e 16 filtered images in total. We then interleave the corre- 
sponding filter outputs of these subimages to get four images. For example the outputs 
of all of the hh filters are interleaved and the same for the outputs of hg, gh and gg filters. 
After interleaving, we have four images of the same size as the original image. These four 
images belong to level i+1. Features are then computed in a local weighted window as 
before. 
The advantage of this approach is that we can directly combine features from differ- 
ent levels of resolution since all output images are of the same size [39]. The drawback, 
however, is that the same local window size is used to compute all the wavelet features 
regardless of the level of resolution. 
2.11.4 The Intermediate Features of The Maximum-Overlap Wavelet Trans- 
form 
In a large number of experiments that we performed, we discovered that for various tex- 
tures with different texel sizes the best local window size to calculate features varies. In an 
image with different texel sizes, we handled the problem with a local window size suit- 
able for the largest texels. Therefore we are facing two problems: the first is that for a 
given image we do not know the best local window size before experimentation; second, 
in an image with patterns of different texel sizes we choose a window size suitable for 
the largest texel sizes and then we introduce more uncertainty on the boundaries regions. 
Here we propose a novel adaptive window size to generate the wavelet features to solve 
these problems. 
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Figure 2.14: Schematic diagram of the maximum overlap wavelet transform. First the in- 
put image is split into four subimages. Then each subimage is filtered by four wavelet fil- 
ters. The corresponding filtered images are then interleaved and make four final images. 
The sizes of the final images are the same as the input images. 
This method is a variant of the last method as shown in figure (2.15). The essential 
difference is that it uses a novel adaptive window size. This is achieved by calculating the 
features before performing the interleaving of filtered images. The effective window size 
thus changes with the level of resolution, yet we can still compare the features of different 
levels for the same sized images. 
The advantage of this method to previous methods is that we have a set of wavelet 
features of the same size of various levels of resolutions and different local window sizes 
h. 
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Figure 2.15: Schematic diagram of the Intermediate Features of The Maximum-Overlap 
Wavelet Transform. For the level n the original input image is split into 4' subimages. 
Then each subimage is filtered by four wavelet filters. The local energy is calculated on 
4n+1 filtered subimages. The corresponding filtered subimages are then interleaved and 
make four final images. The sizes of the final images are the same as the input images. In 
the experimental result this is done for four levels and if none of the images are pruned 
the total number of features will be 16. 
for different levels. For example, if the local window size is 5x5 and we consider three 
levels of resolution 0,1 and 2, we will have 12 wavelet features of the same size, because of 
interlacing, but three different local window sizes of 5x5,10x10 and 20x20. This has been 
done through the multiresolution property of the maximum overlap wavelet transform. 
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These various window sizes will catch textures with different texel sizes. 
2.12 Variation of Local Statistics 
Wavelet coefficients are insufficient for texture cues. They are helpful to split textured in- 
formation into different frequency channels. Then we must consider the locality of the 
pixels with local statistics. In this chapter wherever we talk about features we mean one 
of the local statistics. 
To calculate features of an image, we slide a fixed-size window on the wavelet coeffi- 
cients of an image and compute the local statistics in each individual window and asso- 
ciate these values as feature values of the centred pixels of these windows. 
Several local statistics of wavelet coefficients have been used as our features including 
local variance of square and Gaussian windows, local mean of squared values in square 
and Gaussian windows and local mean of absolute values in square and Gaussian win- 
dows. The latter may be associated with the local energy [108] and are preferred over 
other local statistics. 
A large number of experiments were performed to comment about the quality of fea- 
tures from various local statistics. Using any of the above local statistics we get separation 
of features for different patterns. When we used a Gaussian weighting window we had 
less sparse points compared to when we used no weighting window. In local variance 
and local mean of square values, the shape of the clusters were not Gaussian and they 
had skewed and non-symmetric distributions. Features also tend to be close to the ori- 
gin of the feature space. Whereas in the local mean of absolute values we not only have a 
good separation of different patterns in feature space but also the distribution of clusters 
is symmetric and similar to a Gaussian profile. 
We conclude that when we choose a Gaussian weighting window in all cases we have 
denser feature distributions. Local energy or local mean of absolute values of a Gaussian 
window give us a robust quality of features in the feature space in all of our test images. 
In some particular applications with certain specification of images, however, other local 
statistics might perform better while they might perform very badly in other applications. 
Another issue with this regard is the local window size itself as to the weighting win- 
dow. After a number of experiments we discovered that the size of the local window is 
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very crucial to find proper features. For larger texels it is better to choose larger local win- 
dow size and for smaller texels it is better to use smaller window size. 
2.13 Variation of Wavelet Filters 
In sections 2.13.2 and 2.13.1, the wavelet filters of Daubechies and Battle-Lemarie will be 
briefly described. The variety of the wavelet filters, however, is far larger than this [127] 
and indeed beyond the objective of this thesis. Nevertheless, it is worthwhile to men- 
tion that one can find a vast amount of wavelet filters from the literature: orthonormal, 
biorthonormal and non-orthonormal wavelets, compactly supported and most symmet- 
ric wavelets, complex wavelets and multi-wavelets[24,27,19,20,95,89,132,5,92]. 
2.13.1 Battle-Lemarie Wavelets 
Battle [5] and Lemarie [92] independently constructed orthonormal spline wavelets using 
symmetrical basis functions with an exponential decay. To make Battle-Lemarie wavelets, 
first a B-spline with knots at integer values is used for the scaling function. It can be shown 
that these functions are associated with multiresolution ladders and in the general case, 
0 is a B-spline of degree N, since [26,122] 
ik 5212 
ý(f) 
_ 
(27r) 2e- 2(2 )N+1 
2 
(2.31) 
where ic =0 if N is odd, r, =1 if N is even and O(f) is the Fourier transform of the scaling 
function expressed in the frequency domain. This 0 satisfies equation ( 2.9) and can be 
written as: 
2M 2M+1 
(2M+ 
1 
2-Eý__o 0(2x-M-l+j) if N= 2M 
(2.32) OW = 
2M-1 2M-ý2 2M +2 2- Eg=o 0(2x-M-1+j) ifN=2M+l 
When N=0 we have the well-known Haar wavelet [37]. In figure (2.16), the h and g's 
of Haar filters are shown in the frequency domain, H and G respectively. This figure illus- 
trates that the H and G of Haar wavelets are "quadrature mirror filters"(QMF). Even though 
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the Haar basis is orthonormal and compactly supported, the ripples of H and G are sig- 
nificant. Moreover there will be a significant aliasing effect when we use Haar QMF. The 
reason being that the sudden change of Haar values in the time domain will be reflected 
as a wide range of frequency elements in the frequency domain. 
Haar H and G filters 0 
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Figure 2.16: Haar QMF filters in frequency domain 
For Ný0, the 0 obtained from equation ( 2.32) does not produce an orthonormal 
basis, which in the frequency domain would require: 
ý(f+21)2= 
1 
27r 
(2.33) 
This relation can be obtained from equation ( 2.4) and the bases which are generated by 
translation of a single function. To produce an orthonormal basis from (2.32) we must 
perform an "orthogonalisation trick" on it and obtain: 
#ý f) _ (27r)-i/2 [l (f + 27rl)12]-1/2ý(f ) (2.34) 
1.047 2.094 3.142 
2.13. VARIATION OF WAVELET FILTERS 44 
B-Spline wavelets Daubechies wavelets 
Haar 4-tap 
1 0.482963 
1 0.836516 
16-tap Battle-Lemarie 0.224144 
0.766130 -0.129410 
0.433923 6-tap 
-0.050202 0.332670 
-0.110037 0.806891 
0.032081 0.459877 
0.042068 -0.135011 
-0.017176 -0.085441 
-0.017982 0.035226 
0.008685 8-tap 
0.008201 0.230378 
-0.004354 0.714847 
-0.003882 0.630881 
0.002187 -0.027984 
0.001882 -0.187035 
-0.001104 0.030841 
-0.000927 0.032883 
-0.010597 
Table 2.1: Some examples of the B-Spline and Daubechies wavelets. (h, z) 
This means that Vi(f) has to be multiplied by (27r)-1/2[Ei 1ý(f + 27rl) 2]-1/2 to make an 
orthonormal bases of equation ( 2.7). Unfortunately after using normalisation ( 2.34), the 
compactly supported property of equation ( 2.32) is destroyed. Even so, the 0# (x) have 
exponential decay and so may be treated as approximately compactly supported. Com- 
pactly supported scaling and wavelet functions are desirable in practice as finite impulse 
response filters (FIR4 filters) are desired to construct the original signal completely in prac- 
This means that only a finite number of elements of h are non-zero. 
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tice. h, of Haar and 16-tap Battle-Lemarie wavelets are shown in table (2.1). In figure 
( 2.17-a), we plot the h and g filters in the frequency domain for 16-tap Battle-Lemarie fil- 
ters. The ripple of the H and G filters is partially because of truncating the h filter. 
2.13.2 Daubechies Wavelets 
Daubechies has calculated sets of orthonormal compactly supported wavelets [24]. She 
has proved that there is no closed formula, apart from Haar wavelets, for these orthonor- 
mal compactly supported wavelets. 
For compactly supported wavelets there must be a finite number of h, in equation 
( 2.16) which are non-zero, i. e. there must be a compactly supported scaling function after 
the orthogonalisation trick. Since the wavelet and scaling functions are quadrature mirror 
filters and their dilation and translation can also span two complement spaces, we can 
define function mo (f) to be a trigonometric polynomial which satisfies: 
mo(. f) 2+Imo(f+7r)l2 =1 
and 
(2.35) 
mo (0) = 1. (2.36) 
Then we can define the scaling function, 0, and the mother wavelet, 0 in the frequency 
domain as follows: 
00 
mo (2-'. f ) 
j=1 
(2.37) 
-e- 
2 
mo(f +7r)ý(f ) 
22 
These functions are compactly supported and they satisfy equations ( 2.16) and ( 2.20), 
i. e 
O(x) = 21/2 Z hnq(2x - n) 
n 
e(x) = 21/2 Z 9no(2x - n) 
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Figure 2.17: H and G filters of 16-tap Battle-Lemarie and 4,6 and 8-tap Daubechies 
wavelets in frequency domain are shown in a, b, c and d respectively. 
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where the hn's are determined by equation ( 2.19) and the ga's are determined by equation 
(2.21). 
Therefore what we should do is to find a trigonometric polynomial which satisfies 
equations (2.35) and (2.36). Then from its spectrum, equation (2.19), the filter coefficients 
can be extracted. 
Now the question is how to achieve an mo (f) . Daubechies [24] has proposed the fol- 
lowing: 
1 mo(f) 2=(1+ 
e-if )21v 
N-1 -f- k (sine 
f 
)k + (sin 2 
f)NR(1 
- sing 
f) 
(2.38) 
2 
k_o k2222 
where R is an odd polynomial, chosen so that the right hand side of the equation ( 2.38) 
becomes positive definite. 
In table (2.1), Daubechies wavelets for N=2,3 and 4 are shown and their shape in 
the frequency domain is illustrated in figure (2.17b-d). 
Daubechies[27] has also introduced other wavelets with more vanishing moments for 
both the scaling and wavelet functions. It follows that the scaling and wavelet functions 
should also satisfy the following criteria: 
J 0(x)dx =1 
fx1(x)dx = 0, for l=1, ..., L-1 
1=0, for l=0, ..., L-1 
(2.39) 
This new constraint means that the inner product of the scaling function with a smooth 
function, f, only depends on f (23 k) and derivatives of f of order greater or equal to L[27]. 
Imposing these vanishing moments will force symmetry to q(x) as well. The wavelets 
derived from these criteria are called "Coiflets of order L" from the name of Coifman who 
requested these filters for some signal processing applications[26]. 
Different applications may introduce new mathematical constraints to the basic 
wavelet definition. It is not the objective of this thesis to review all of these functions how- 
ever. 
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2.14 Adaptive Window For Assigning Feature Values 
To improve the reliability of feature values around texture boundaries we have utilised 
an adaptive window to assign features. This adaptability is in terms of a simple decision 
rule on the area of which we should calculate the features. We consider the variance of 
wavelet features in five neighbourhood areas of the pixel under study. One of the areas is 
the area which is covered by a local window centred at the pixel under study, four other 
areas are the areas which are covered by local windows in which our concerned pixel is 
on the top right corner, top left corner, bottom right corner and bottom left corner. The 
window size in all five cases is fixed. We find the window with the minimum variance 
and then assign the local statistics of that window as the feature of the pixel under study. 
We have proven that this adaptive window method fails and destroys the quality of 
information in feature space when the mean values of two distributions are very close to 
each other. We discovered this problem first experimentally when we applied this method 
on wavelet coefficients, rather than wavelet features, where it is possible to have two re- 
gions with similar means. We then applied this on wavelet features where we expect 
more robust improvement of features than when applying it on wavelet coefficients. This 
method will not fail if we apply it on wavelet features because if the features are good, we 
should not have two regions with feature distribution with similar means. Otherwise if 
we have two distributions with nearly equal means in feature space, we will not be able 
to find the affinity of the points to the two distributions correctly. 
2.15 Discussion and Conclusions 
Texture has not been well-defined in the Computer Vision community and there is no uni- 
versal definition for this important element of scene recognition. This is not surprising 
as texture analysis covers a large number of images with very different psycho-physical 
presentation. In this study, we envisage textures in the frequency spectrum concentrated 
with energies predominantly in mid-band frequencies to low band frequencies for non- 
textured areas. On this basis we have employed a number of wavelet-based transforma- 
tions. This type of transformation has the capability of searching the dominant informa- 
tion of a signal in frequency domain adaptively. 
In this chapter a large number of wavelet-based texture feature detection techniques 
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were described. As far as recognition of a texture or segmentation of composite textured 
images is concerned, having a large number of features is not a bonus. In contrast to many 
practical applications, high dimensionality feature spaces not only increase the complex- 
ity of the system but also corrupt the performance and reliability of the classifier. It is 
therefore a necessity to have a mechanism to select the best few features before using them 
as input to a classifier. 
As the nature of textures implies there is not a unique algorithm to produce the best 
feature set for all images. There is a need for a system which can adapt itself to find the 
best possible features for any given image. For a system to be able to do that, we need a 
criterion which will assess the separability of the classes in feature space, and allow us to 
visualise them. The next two chapters introduce two novel quality measures of the feature 
space for this purpose. 
Chapter 3 
Evaluation of Wavelet Features Using 
The Distance Histogram 
3.1 Introduction 
There are two types of evaluation of a pattern recognition algorithm that can be consid- 
ered. The first of these is similar to clinical trials [57]. In this form of performance measure, 
ground truth is known for some image(s) and a series of trials of the methods is performed 
to look for statistically significant differences in performance [58]. This provides an abso- 
lute measure of performance as it is based upon the availability of ground truth. Such a 
method, however, is inappropriate for choosing parameter settings where the choice of 
parameters will normally be needed for images where no ground truth is available. In 
this case, a self-tuning performance measure is required. 
In this chapter we shall consider both of these types of performance measure for the 
set of experiments performed, and describe a heuristic tool for the self-tuning of an algo- 
rithm. By comparing the results of the two performance characteristics we can establish 
how useful the self-tuning performance criterion we propose is. 
For this purpose we shall consider the problem of texture segmentation. We shall also 
confine ourselves to methods that attempt this segmentation with the use of the Wavelet 
transform[7,15,65]. Although this may appear a highly restricted problem to consider, as 
it is shown in chapter 2, one can find in the literature a whole plethora of methods based 
on wavelets for the segmentation of textured regions [133,15,40,78,88]. Besides the nu- 
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merous techniques that have been developed, there is an even longer list of wavelet filters 
that one can employ in each of these methods [24,27,19,20,95,89,132,5,92]. This sit- 
uation is quite bewildering, and the relative merits of different methods are difficult to 
assess [131]. 
Haralick has proposed [59] the following properties for a good image segmentation: 
" regions of a segmented image should be uniform and homogeneous with respect to 
some characteristic such as gray level or texture. 
" adjacent regions of segmentation should have significantly different values with re- 
spect to the characteristic on which they are uniform. 
" region interiors should be simple, not ragged, and must be spatially accurate. 
To achieve such segmentation, a textured image segmentation scheme should consist 
of the following: a set of texture features having good discriminating power; a segmenta- 
tion algorithm having spatial constraints; a method for estimating texture features taking 
the non-stationary nature of the feature image planes into account. 
This chapter presents the results of the performance of the survey of methods de- 
scribed in chapter 2. We report which technique and filter among all these techniques and 
wavelet filters is the best. What is obtained by the use of wavelets in the context we are 
considering? Essentially we are describing textures in the image by a series of features 
derived from their wavelet transform at different levels of resolution. This leads to a clas- 
sical problem in pattern recognition - that of choosing appropriate features to use when 
performing a clustering analysis. We therefore need to be able not only to quantify the 
performance of the final segmentation of the images by the various methods, but also to 
examine the choice of features that have been used. 
After a set of features has been selected, in order to identify clusters within the feature 
space, we use a fuzzy C-means clustering scheme. 
In section 3.2 we shall first describe the overall framework for clustering and segmen- 
tation that we have used. In the following section we shall describe a general purpose 
tool which allows the assessment of the presence or otherwise of clusters in the derived 
feature space. This tool will be used as a blind performance evaluation criterion which is 
appropriate for the self-tuning of the algorithms. 
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In section 3.4 we shall describe the experiments that we have performed on a set of 
images with known ground truth for the evaluation, and in section 3.5 we shall discuss 
the results and draw our conclusions. 
3.2 Non-Supervised Fuzzy Segmentation 
In section § 2.10 we decomposed the test image into wavelet packets. This decomposition 
has an adaptive structure when we choose some of the subimages. The selection of the 
subimages is based on the dominant frequency channels of the original image. Since this 
decomposition has an adaptive structure the feature space that we will generate from it 
has an adaptive property which is especially useful for texture images. Chang and Kuo 
[15] have used the structure of the tree for texture representation. They used the five most 
dominant frequency channels to represent a texture. Having compared this representa- 
tion with other conventional texture classification methods their scheme is very success- 
ful for classification. Later Lin et al and Chang and Kuo [94,16] proposed a texture seg- 
mentation scheme using this tree-structured wavelet transform. They have used the local 
energy values of the subimages in the quad tree wavelet transform to generate texture fea- 
tures. A feature space for each level on the tree has been defined. The dimension of this 
feature space is equal to the number of subimages at that level. This means that for each 
pixel in these subimages, there is a corresponding feature vector, or pattern, with dimen- 
sions equal to the number of subimages at that level. These patterns are clustered using a 
fuzzy C-means clustering scheme. We shall demonstrate their method and show that the 
structure of the tree is not efficient for non-supervised texture segmentation, i. e. we do 
not use a prior information about image statistics. In supervised segmentation, however, 
we know that each image region represents one of a finite set of textures whose statistical 
properties are approximately invariant over a large set of images. In general, therefore, 
we need to perform non-supervised segmentation. 
3.2.1 Fuzzy Clustering 
The statistical and structural clustering algorithms assign each pattern to one and only one 
cluster. This means that the patterns are partitioned into disjoint sets. Those algorithms 
perform well for compact and well separated clusters. However, when there is some kind 
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(a) (b) 
Figure 3.1: Fuzzy nature of two texture boundaries 
of ambiguity or uncertainty associated with assigning each pattern to one cluster or, in 
other words, the clusters have "fuzzy" boundaries, the assignment of patterns to clusters 
is difficult. In the real world, the distribution of two clusters usually overlaps. Fuzzy clus- 
tering based on fuzzy set theory has been developed by Zadeh [134] and provides an in- 
teresting approach to texture segmentation. Its advantages and disadvantages compared 
to ordinary clustering algorithms has yet to be investigated [119]. 
3.2.2 Fuzzy Set 
A fuzzy set is a class of objects with a continuum of grades of membership [135]. In con- 
trast to classical sets, an object can be assigned to a fuzzy set with varying degree of mem- 
bership from 0 (not a member) up to and including 1 (definitely a member). Membership 
grades are based upon the definition of the classes rather than the measurements them- 
selves. It is notable that the grade of membership is not the same as the probability that 
the pattern belongs to the cluster even though in both cases values are taken in the range 
[0,1]. Under a probabilistic framework, pattern x belongs to one and only one cluster and 
the probability values reflect our state of knowledge. In fuzzy set theory, however, pattern 
x may belong to one, two or many clusters simultaneously. 
3.2. NON-SUPERVISED FUZZY SEGMENTATION 54 
3.2.3 Fuzziness In Texture Boundaries 
In texture segmentation, there might be an ambiguity or uncertainty around the precise 
location of the boundary between two textures, see figure ( 3.1). This ambiguity is not 
due to noise in the image, but results from the "fuzzy" nature of boundaries between two 
neighbouring textures, see figure ( 3.1b). Figures (3.1a) and (3.1b) show the ambiguity 
around the boundaries of two textures. These images are taken from the top left corner 
of two test images. Therefore fuzzy clustering and fuzzy set theory should be used for 
texture segmentation. 
3.2.4 Membership Function 
Associated with each pixel we have a pattern x derived from our wavelet decomposition. 
We wish to partition the set of patterns into clusters {C1, ..., CND 
}. Let n2 be the number of 
patterns in cluster C. We define b(x, Cj) as the similarity between pattern x and cluster 
Cj. The larger this value, the closer the pattern x is to the cluster. The cluster membership 
function uj (x) for pattern x induced by cluster Cj can be defined by [66] 
uý(x) = 
PjS(x' C3) 
(3.1) 
k_° 11'kb(x7 Ck) : 
where Pk =n is the fraction of pixels(patterns) associated with cluster Ck. This mem- 
bership function is nonnegative and sums to one for every pattern, i. e. 
NN 
u3. >0and > uk=1 
k=1 
(3.2) 
The similarity or affinity function, b(x, Cj), can be based on the distance concept, the 
neighbourhood concept, or the probabilistic concept. 
This membership function can be treated as a NN dimensional vector associated to each 
pattern. Using ( 3.2) we can say that the membership vector is a point on a hyper-plane 
in a Nc dimensional space, the membership space, see figure (3.2) for the (NN = 3) case. 
3.2.5 Fuzzy C-Means Algorithm 
In this section we shall explain the fuzzy C-means algorithm (FCM) for features in an im- 
age. 
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Figure 3.2: Hyper plane representation of membership function in membership space 
To every pixel we have associated a feature vector, x. For each cluster we determine the 
position vector of the centre of the cluster in this feature space vj. We define the distance 
of a pattern in the feature space, from the cluster Cj as: 
dj =x-v, - (3.3) 
The affinity function in FCM is defined as: 
6(x, Cj) = P3-id3-- (3.4) 
where Pj is the relative size of cluster Cj, defined earlier. The exponent m incorporates 
the fuzzy weighting, and is always greater than unity. For m=2, the affinity function is 
just inversely proportional to the square of the distance. From equation 3.1 we have: 
N 
uj(x) - 
c 
j_l 
di (3.5) 
It is useful to introduce a matrix of vectors U[m, n] (or just U) associated with pixel 
[m, n] in the subimages. The components of these vectors, uj [m, n] or uj (x) (where x is 
the feature vector associated with pixel [m, n]) represents the membership of each pixel to 
cluster C. 
To perform the FCM, we proceed as follows: First we initialise the membership func- 
tion matrix UM. The superscript represents the iteration step in our algorithm. The final 
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value, UM , where l is the number of iterations performed, will 
be assigned to U. In order 
to speed up the algorithm we apply the following trick. We assume that the centres of the 
clusters are distributed in such a way that they are equi-distant from each other. Exper- 
imental observations have shown that our algorithm is substantially faster by using this 
trick. 
After initialisation of the membership function, U(°), we compute the cluster centres 
{vgl) } from: 
i [uj1) (X )]mx 
(1) 
_ 
pixels (3.6) 
pixels 
where j=1, ..., N, are the clusters in the 
feature space. 
A new U(1) is computed by using equation (3.5). In the next step, this new UM is 
compared to U('-') by 
UM I<6 (3.7) 
where E is a small value. This is the distance moved on the hyper-plane in the membership 
space on each pixel. This criterion must be satisfied for all pixels for the iteration to stop. 
The flow chart for the FCM is illustrated in figure (3.3). 
3.2.6 A Multiresolution Texture Segmentation Using the FCM 
Lin et al [94,16] have proposed a texture segmentation scheme using the tree-structured 
wavelet transform and the fuzzy C-means algorithm. The texture segmentation algorithm 
they propose has a hierarchical structure and consists of two phases: a top-down phase 
followed by a bottom-up phase. 
3.2.6.1 Top-down Phase 
During the top-down phase a K-level tree-structured wavelet transform is performed. 
Consider an image of size 2n x 2' in this scheme. After filtering with the h and g filters 
(see section § 2.10) we produce four subimages of size 2'-1 x 2n'-1. This procedure can be 
repeated so that at level p of the tree we have subimages of size 2n-p x2 n-P. 
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Figure 3.3: The flow chart of the fuzzy C-means clustering algorithm 
After generating the tree, each pixel is assigned a local energy value: 
xk [m, n] = L2 u'Om1 , n'J 1 m', n'EE 
(3.8) 
where E is a square window of side L and Wk [m', n']'s are wavelet coefficients obtained 
by equations ( 2.29). 
These local energy values are then used as texture features. We have experimented 
with several values of L, and observed that the larger the size of the window the more 
reliable were the texture features found. However, the less accurate the boundaries be- 
tween feature clusters become. This leads to a trade off between choosing a good region 
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segmentation or good boundaries between regions. Different sizes of windows were in- 
vestigated: 3x3,5 x 5,7 x 7,9 x 9,11 x 1l. 
Energy values within each node have to be normalised to ensure that they lie within 
the same dynamic range. This ensures that the energy values in the non-dominant spa- 
tial frequency channels provide important information for discriminating between tex- 
tures during the clustering process. The energy values within each node are normalised 
to lie between 0 and 1 so that they can be conveniently used for segmentation during the 
bottom-up phase. 
3.2.6.2 Bottom-up Phase 
In the bottom-up phase, we accumulate all the features from the child nodes in level K as 
a vector x and perform the C-means fuzzy clustering scheme described in section § 3.2.5. 
The segmentation results are used as intermediate results for the parent image at level 
K-1. The same procedure can be applied recursively from bottom to top and the seg- 
mentation result of the root node can be thus obtained. 
Any pixel has to have a fuzzy membership function which has NN dimensions asso- 
ciated with the number of clusters. Each element of membership function describes the 
membership value with respect to a particular type of cluster and clearly the sum of these 
elements is equal to 1. For instance, if there are Nc textures in the composite textured im- 
age, the vector membership function has a dimension of Nc and their values at each pixel 
are the input of the fuzzy clustering process at the next level. It is notable that only the 
first Nc -1 elements in the membership vector should be stored and used as the input for 
the next level. 
Having obtained the segmentation result for the child subimages, a linear interpola- 
tion algorithm is used to obtain an initial state for the membership function for the parent 
nodes in the clustering scheme. The interpolation algorithm, described in § 3.9, interpo- 
lates the clustering result from size 21-P x 2n-p to size 2n-p+1 x 2n-P+1 
up-1 [2m, 2n] 
up-1 [2m, 2n + 1] 
ui p-1 [2m, 2n] 
= up [m, n] 
=2 [up [m, n] + up [m, n+ 1]] 
=1 [up [m, n] + uP [m + 1, n]] (3.9) 
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up-1 [2m, 2n] =1 [uP [m n] + up [m, n+ 1] + 
up[m+1, n]+uP[m+1, n+1]] 
where up [m, n] shows the value of membership at level p of the tree associated with the 
pixel [m, n] to cluster C. 
There is no need to use a more sophisticated interpolation algorithm at this stage be- 
cause we still have to perform the clustering for all of the pixels at each level. This is due to 
the fact that we are using a non-supervised clustering scheme. Therefore all of the statisti- 
cal parameters change when we go to a coarser level. Ng et al in [110,109] have developed 
a supervised multiresolution segmentation under the assumption that image classes are 
normally distributed. They have used a Bayes' decision rule and shown that unbiased 
statistics cannot be achieved by direct calculation. Therefore they have calculated the pa- 
rameters of class distributions at each resolution. Having estimated the class statistics on 
training sites at the full image resolution, they have computed the corresponding parame- 
ters at lower resolution using scaling factors. Under this assumption they only need to re- 
classify the boundaries between the segmented regions obtained in the coarser level when 
they come to a finer resolution. In our algorithm, however, we have not made any such 
assumption concerning the class distribution and so must perform the clustering of pixels 
in the feature space. 
To speed up our algorithm we have manipulated the membership function as follows. 
If there are two clusters, then if the membership of a pixel for a cluster exceeds 0.9, we 
change it to 1 and set the membership of the other cluster to zero. Consequently we have 
to change the location in feature space of corresponding pixels to the feature values of the 
seed (or centre)to which the pixel belongs. Moreover, in order to calculate the cluster cen- 
tre using equation ( 3.6), we have taken into account only the values which have a mem- 
bership of more than 0.5. Our algorithm is relatively fast and the clustering procedure 
terminates after only two iterations. 
Figure (3.5) shows the results of the fuzzy clustering algorithm on the test image in 
figure (2.9). As described in section § 2.10, we have developed three levels of the tree- 
structured wavelet transform scheme, see figure (2.10). Therefore we have 28 dimensions 
for our feature space at level three, 12 dimensions at level 2, and finally 4 dimensions at 
level one. Bearing in mind that when we have 28 dimensions the number of points in the 
feature space has been reduced by a factor of 64 from the original image, regardless of the 
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Level p 
Figure 3.4: Bottom-up phase 
border problem, the clustering algorithm is still fast. Nevertheless, it seems that this tree- 
structured wavelet transform is more suitable for a supervised classifier, e. g. using Bayes' 
decision rule, because once we go to a finer resolution the only information that we had 
from the coarser resolution is its membership function and we use this membership func- 
tion as a good initial start for the fuzzy clustering algorithm. This means that when we 
are at the finest resolution, i. e level 1, we have only a four dimensional feature space that 
may not be enough to segment different regions smoothly and accurately. If we used a 
supervised classifier, however, we could just do clustering for the points which have un- 
certain membership. Therefore the attempt to have a large number of dimensions would 
not be useful for the final segmentation result. The tree-structured wavelet transform can 
be used for texture representation and classification purposes [15]. 
In order to go to level zero, the final segmented image, a more sophisticated interpo- 
lation algorithm must be used. This is due to the fact that there is not feature space associ- 
ated with level zero, and so no additional clustering is performed. In [115] an extremely 
efficient surface interpolation has been proposed. We have added an interpolation scheme 
which uses the hit filter and does smoothing and interpolation simultaneously: 
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Figure 3.5: Segmentation results of the test image: (a) level 3: fuzzy segmentation; (b) level 
3: binary segmentation; (c) level 2: fuzzy segmentation ; (d) level 2: binary segmentation; 
(e) level 1: fuzzy segmentation ; (f) level 1: binary segmentation; (g) level 0 which is in- 
terpolated version of level 1. (h) binary segmentation 
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(a) (b) 
Figure 3.6: The final result after post-processing (a) fuzzy segmentation (b) binary seg- 
mentation 
u° [m, n] _ h[m - 2i] h[n -2 j]u, [i, j] (3.10) 
ij 
Our interpolation algorithm has been inspired from [26]. The result of this interpolation 
applied to figure (3.5e) is shown in figure (3.5-g). 
A further post-processing algorithm is applied to smooth the segmented image. To 
decide the final membership value for a given pixel, we choose a3x3 window centred 
by the pixel under study, and compute the average value of the membership function for 
these pixels. Then we slide the window 8 times so that the 8 other pixels from the original 
window will be at the centre of the slided windows on each occasion and we compute the 
average value of the membership function for these pixels. From these 9 values we assign 
either the maximum or the minimum value to the membership function of the pixel at the 
centre of the first window. If we define the maximum value Uaveragemax and the minimum 
value ? taverage,, i,,, the maximum value will 
be chosen if Uaveragen ax > 
1-2taveragem2, other- 
wise the minimum value will be chosen. The result of performing this procedure is shown 
in figure (3.6). 
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Figure 3.7: Segmentation results for Brodatz textured images 
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3.2.7 Experimental Results on Real Images 
To see the performance of this algorithm we have superimposed the final result on the 
original test image and some other images chosen from the Brodatz album [8], in figure 
(3.7). 
In figure 3.8 the algorithm is tested on a couple of SPOT images. These figures are 
part of a larger image which has been taken from part of Greece. The urban area contains 
a number of buildings which can be modelled by micro-textures at this level of resolu- 
tion. The non-urban areas, includes green fields and forests, and it may be considered as 
the second type of texture region. In figures (3.8-c, d) we show the images of figure (3.8- 
a, b) with their histograms equalised so that the texture details become visible. This figure 
shows that this method can successfully separate urban and non-urban areas for remote 
sensing applications. The ground truth of these images has not been available. However, 
the boundary of the urban and non-urban areas can be distinguished by eye. 
3.3 The Distance Histogram 
The pruning mechanism based upon the global energy of the transformed images, pro- 
posed by Lin et al [94] and Chang and Kuo [16], ignores a basic concept of "separability 
measure" in pattern recognition. If the final set of features does not contain more than one 
cluster but contains a reasonably large amount of energy, the clustering algorithm will be 
looking for multiple clusters which do not exist. The problem will be even more bewilder- 
ing when we consider other wavelet techniques described in section 2.11. The question is 
if any of these methods are superior for a certain image. On this basis, we propose the 
distance histogram as a visualisation tool in the feature space in this section. 
The distance histogram is the histogram of pairwise distances in the feature space. 
If we have two clusters, separated enough, the distance histogram will have two peaks. 
The first one is formed by the within class distances and the second one is formed by the 
between-class distances. If we have a single cluster, however, the distance histogram will 
have a single peak, figure 3.9. 
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Figure 3.8: The algorithm can discriminate the urban and non-urban areas successfully. 
(a) South of Athens in Greece is included in the top left corner of this image. (b) A small 
town in Greece is enclosed in the white curve. Figures (c) and (d) are enhanced versions 
of the images in (a) and (b) to show their texture complexity 
3.3.1 An algorithm for the Distance Histogram 
We first find the maximum possible distance between two points in the feature space. This 
may be done by identifying the physical meaning of our features and finding the range of 
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Figure 3.9: The distance histograms of 5 dimensional feature spaces: (a) A single Gaussian 
cluster with a covariance matrix of 0.2515 where 15 is a5 dimensional unit matrix. (b) Two 
Gaussian clusters are located close to each other and the change of curvature in the his- 
togram manifests the existence of more than one cluster. (c) Two Gaussian clusters: The 
clusters have the same covariance matrix as in case (a). One is placed at the origin and the 
other at the position (1,1,1,1,1). 
values of each feature. Clearly this varies from one application to another. However, it is 
possible to figure out this range in a well-defined application. For an adaptive algorithm, 
we assume that the feature space is a hyper-cube. We therefore find the main diagonal 
of this hyper-cube as the maximum possible distance between any two points, by finding 
the maxima and the minima of all feature values. This value is quite crucial for the shape 
of the final result because the bin size is determined by it. By dividing this distance range 
by the number of bins we want, we find the bin size. 
We then choose a pair of points at random within the feature space and compute their 
distance. The Euclidean distance has been used as the distance measure though it is not 
necessary. The Euclidean distance between two M-dimensional patterns x and y is de- 
fined as 
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d =EMS 1(xi - yi)2 (3.11) 
where xi and yj are features number i of two patterns x and y, respectively. By dividing 
the distance by the bin size we find which bin this distance belongs to. We repeat the pro- 
cess for a few thousand randomly chosen pairs and count the numbers of pairs associated 
with each bin. 
This function is next normalised by multiplying the above ratio by the volume of the 
feature space and divide it by the total number of randomly chosen pairs. The reason 
for this normalisation factor is in order to have a flat distance histogram if we have equal 
numbers of pairs at all distances. Therefore the area under the distance histogram is al- 
ways equal to the distance range calculated in the feature space. 
In principle we should compute the histogram for all pairs of points. This means that 
we have aO (N2) process. However, we make use of the fair sample hypothesis to select 
points at random as a realization of the whole ensemble. This states that any statistically 
significant sampling of the distribution of points gives a fair representation of the whole 
distribution. If, therefore, we execute the experiment M times with different random sam- 
plings, each experiment in this ensemble will yield identical results. So to compute the 
distance histogram we do not need to consider the whole point distribution, but a statis- 
tically significant sampling of it. For example we have chosen typically 40000 pairs for a 
feature space which contains 65000 points. 
3.4 The Distance Histogram as a Quality Measure of Feature 
Space 
We now describe the set of experiments that we have performed. All the experiments were 
performed on images taken from the Brodatz database [8]. A cross shaped mask was used 
to superimpose one texture on top of another. Since the same mask is used in all experi- 
ments we have the ground truth of where the texture boundaries ought to be. 
Tables (3.2) to (3.11) show the results of the 800 experiments. The four wavelet trans- 
formation techniques are denoted as "Ordinary" for the ordinary wavelet transform, 
"MOWT" for the maximum-overlap wavelet transform, "IMOWT" for the intermediate 
maximum-overlap wavelet transform and "dyadic" for the dyadic wavelet transform in 
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Figure 3.10: Test images: from the top and left to right images 1,2,3,4,5 ; from bottom 
and left to right images 6,7,8,9 and 10 
all tables. These methods are explained explicitly in chapter 2. In figure (3.10) we show 
the set of the test images used which are denoted as images 1,2,3,4,5,6,7,8,9,10 in 
tables of results (3.2) to (3.11). For each transformation method we also used each of the 
10 wavelet filters described in table (3.1), so this provides a total of 400 experiments. The 
results of these 400 experiments are shown on "No Selection" columns in tables (3.2) to 
(3.11). 
For each experiment we computed the feature space and used the distance histogram 
to determine how well we could distinguish different textures. As described in section 3.3, 
the distance histogram should show a double peak, distinguishing between intra-cluster 
separations and inter-cluster separations. The more separated these peaks are, the better 
the feature space we have used is. For these experiments we have examined the distance 
histogram by eye and classified it as Bad, Good or Excellent, see figures (3.9-a, b) and (c), re- 
spectively. Bad means that the distance histogram does not show any sign of the existence 
of more than one clusters in the feature space. The reason is that there is no perceptible 
change of curvature, and the distance histogram falls smoothly with separation. Good is 
used for histograms where the curvature changes, but a second maximum is not found. 
This shows that the inter-cluster separation is not much larger than the size of at least one 
of the clusters. Excellent means that the distance histogram shows a distinct double peak. 
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Symbol Description Reference 
D4 4-tap compactly supported orthonormal wavelets [24] 
D6 6-tap compactly supported orthonormal wavelets [24] 
D8 8-tap compactly supported orthonormal wavelets [24] 
D10 10-tap compactly supported orthonormal wavelets [24] 
D12 12-tap compactly supported orthonormal wavelets [24] 
D14 14-tap compactly supported orthonormal wavelets [24] 
D16 16-tap compactly supported orthonormal wavelets [24] 
Haar 4-tap compactly supported orthonormal wavelets [26] 
BL16 16-tap non-compactly and non-orthonormal Battle-Lemarie wavelets [5,92] 
Coiflets 6-tap compactly supported with vanishing moments 
for both wavelets and smoothing functions [27] 
Table 3.1: Wavelet filters tested. 
This means that there exist more than one cluster in the feature space. In tables of results 
(3.2) to (3.11) the quality of feature space is shown in ý column and the "B", "G" and "E" 
are used to denote the Bad, Good and Excellent terminology respectively. 
The other performance measure we have used is to compute the percentage of pixels 
that have been misclassified when compared with the ground truth. This is a quantifiable 
measure of segmentation performance. The percentage of misclassified pixels are shown 
in the "error %" column in tables (3.2) to (3.11). We shall discuss these results in more 
detail in the next section. 
The distance histogram has also been used to select features. This is done by using the 
distance histogram to assess the quality of each individual feature and for the segmenta- 
tion retain only those features which were characterised as having "Excellent" or "Good" 
distance histogram. 
The performance of these algorithms in the 400 experiments performed with feature 
selection was much improved, and the results are presented in the columns titled as "After 
Selection" of tables (3.2) to (3.11). 
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D4 D6 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 1 3.76 E 11 3.54 E 4.42 G 5 4.51 E 
MOWT 1 2.85 E 6 2.94 E 3.69 E 6 3.78 E 
IMOWT 1 2.14 E 2 2.02 E 2.02 E 3 1.99 E 
dyadic 1 22.07 E 12 6.08 E 6.32 E 11 6.62 E 
Ordinary 2 2.30 E 20 2.30 E 3.18 E 20 3.18 E 
MOWT 2 2.24 E 19 2.21 E 2.61 E 20 2.61 E 
IMOWT 2 1.70 E 4 1.72 E 1.80 E 4 1.75 E 
dyadic 2 5.49 E 15 5.57 E 5.79 E 15 5.91 E 
Ordinary 3 3.6 B 4 8.44 E 4.16 G 5 4.44 E 
MOWT 3 8.96 G 14 3.34 E 11.18 G 14 9.77 E 
IMOWT 3 3.10 E 4 3.04 E 3.89 E 3 3.97 E 
dyadic 3 2.88 E 12 2.95 E 14.65 E 11 14.14 E 
Ordinary 4 3.93 E 10 3.95 E 6.23 E 6 5.12 E 
MOWT 4 26.58 E 10 3.33 E 28.41 E 16 26.40 E 
IMOWT 4 1.78 E 3 2.57 E 2.02 E 3 2.48 E 
dyadic 4 21.34 E 11 2.44 E 22.78 E 10 20.70 E 
Ordinary 5 3.20 G 13 3.40 G 3.76 E 8 4.15 E 
MOWT 5 9.73 G 17 9.73 G 3.23 G 15 3.29 G 
IMOWT 5 9.77 G 4 9.76 G 2.23 G 4 2.36 G 
dyadic 5 5.96 G 13 6.03 G 6.08 G 13 6.30 G 
Table 3.2: Table of results for D4 and D6 filters: The first column shows four wavelet 
transformation techniques: "Ordinary", "MOWT", "IMOWT" and "dyadic" correspond 
to the ordinary wavelet transform, the maximum-overlap wavelet transform, the inter- 
mediate maximum-overlap wavelet transform and the dyadic wavelet transform, respec- 
tively. Column "Image" shows the test images which are 1 to 5 in this table. Columns 
"D4" and "D6" indicate the results for the 4-tap (D4) and the 6-tap (D6) Daubechies fil- 
ters, see table (3.1). The set of experiments without any feature selection and after feature 
selection are shown in "No Selection" and "After Selection" columns. The percentage of 
misclassified pixels in the segmented image and the quality of the feature space are shown 
in columns "error %" and "c". "B", "G" and "E" are used to denote the Bad, Good and Ex- 
cellent terminology respectively as explained in section 3.4. The number of selected fea- 
tures are shown in column "Sel. ". If the number of selected features is zero, the "error %" 
and "ý" columns will have a dash, "-", sign. 
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D4 D6 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 6 34.21 B 0 - - 32.66 B 0 - - 
MOWT 6 47.69 B 0 - - 51.30 B 0 - - 
IMOWT 6 32.11 B 0 - - 29.07 B 0 - - 
dyadic 6 52.22 B 0 - - 59.08 B 0 - - 
Ordinary 7 10.03 B 6 10.75 G 9.70 B 7 9.90 G 
MOWT 7 9.78 B 5 11.33 G 14.37 B 0 - - 
IMOWT 7 6.61 B 0 - - 6.64 B 0 - - 
dyadic 7 16.58 B 10 18.31 G 17.58 B 9 4.05 G 
Ordinary 8 26.42 G 8 24.09 G 24.75 G 6 22.25 G 
MOWT 8 11.70 G 0 - - 7.16 G 5 8.80 G 
IMOWT 8 10.91 G 3 6.31 G 12.93 B 3 5.33 G 
dyadic 8 27.88 G 8 21.78 G 27.22 E 9 28.71 E 
Ordinary 9 2.37 E 6 3.25 G 2.33 G 10 2.70 E 
MOWT 9 2.31 G 8 2.33 G 2.67 G 7 3.44 G 
IMOWT 9 2.81 G 2 2.51 G 2.98 G 3 2.59 G 
dyadic 9 5.61 G 13 6.01 G 6.27 G 11 6.84 G 
Ordinary 10 2.87 B 13 2.79 G 2.90 G 12 3.09 E 
MOWT 10 2.71 B 2 2.37 E 2.40 G 6 2.57 G 
IMOWT 10 5.84 B 2 3.61 G 4.72 G 1 3.84 E 
dyadic 10 10.69 B 9 6.67 G 5.76 G 10 6.23 G 
Table 3.3: As table 3.2 for images 6 to 10. 
3.5 Analysis of the Results 
In this section we present some of the segmentation results together with the shape of the 
their associated distance histogram and then we will analyse the tables of results. 
From several interesting observations of 800 experiments we break down the outcome 
of this observation into the following issues: 
9 The effect of the feature selection 
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D8 D10 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 1 4.78 B 10 4.55 E 5.09 B 10 4.89 E 
MOWT 1 6.97 E 9 4.49 E 5.13 E 10 5.23 E 
IMOWT 1 2.11 E 2 2.15 E 2.38 E 3 2.62 E 
dyadic 1 7.18 E 12 7.18 E 3.47 E 11 7.47 E 
Ordinary 2 3.44 E 20 3.44 E 3.88 E 20 3.88 E 
MOWT 2 3.17 E 17 3.88 E 3.63 E 16 3.77 E 
IMOWT 2 1.92 E 4 1.83 E 2.10 E 4 1.98 E 
dyadic 2 6.08 E 15 6.13 E 6.55 E 16 6.05 E 
Ordinary 3 4.77 G 6 4.91 E 21.16 G 8 39.96 E 
MOWT 3 11.80 G 14 11.21 E 14.17 G 10 6.74 E 
IMOWT 3 4.30 E 2 3.15 E 4.78 E 4 4.23 E 
dyadic 3 17.46 E 7 6.15 E 23.41 E 11 18.02 E 
Ordinary 4 10.42 E 5 5.84 E 25.05 E 7 6.95 E 
MOWT 4 33.36 E 12 31.27 E 5.23 G 13 5.29 G 
IMOWT 4 2.24 G 2 4.77 G 2.65 G 2 5.18 G 
dyadic 4 18.94 E 10 16.21 E 24.41 E 2 10.25 E 
Ordinary 5 4.41 E 11 4.65 E 5.11 E 9 5.40 E 
MOWT 5 4.28 E 13 4.96 E 8.46 E 13 5.86 E 
IMOWT 5 2.49 G 4 2.40 G 2.57 G 4 2.45 G 
dyadic 5 6.91 E 8 7.37 G 7.34 G 7 8.08 G 
Table 3.4: As table 3.2 for D8 and D10 filters. 
" The best and worst performance for each image 
" The effect of filter choice 
" The best and worst results 
" Correlation between the quality of segmentation results and the shape of their asso- 
ciated distance histograms 
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D8 D10 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 6 39.29 B 0 - - 58.89 B 4 56.00 B 
MOWT 6 49.94 B 0 - - 46.62 B 2 33.56 B 
IMOWT 6 35.84 B 0 - - 39.77 B 0 - - 
dyadic 6 56.57 B 0 - - 61.67 B 2 68.11 B 
Ordinary 7 10.37 B 8 9.78 G 8.91 B 3 12.28 G 
MOWT 7 13.89 B 4 10.32 B 13.34 B 6 8.37 B 
IMOWT 7 6.76 B 5 11.80 B 6.77 B 3 8.67 B 
dyadic 7 19.85 B 1 15.41 G 45.48 B 7 3.69 B 
Ordinary 8 26.15 G 0 - - 27.07 G 4 35.55 G 
MOWT 8 7.71 G 5 8.20 G 14.80 G 6 9.81 B 
IMOWT 8 15.32 G 3 6.09 G 12.34 G 1 10.80 G 
dyadic 8 28.27 G 1 16.36 E 31.79 E 8 23.19 E 
Ordinary 9 2.54 E 10 2.80 E 2.68 G 9 3.06 G 
MOWT 9 2.94 E 8 3.89 B 3.35 G 11 3.81 G 
IMOWT 9 3.23 G 2 2.80 G 3.69 G 2 3.34 G 
dyadic 9 5.88 G 12 7.98 G 5.81 G 12 7.26 G 
Ordinary 10 2.98 B 16 3.48 E 3.12 B 10 3.42 B 
MOWT 10 2.50 B 2 3.42 E 2.99 B 7 4.05 E 
IMOWT 10 5.64 B 1 4.32 E 5.44 B 2 4.66 G 
dyadic 10 6.35 B 1 4.61 E 12.30 B 11 6.20 G 
Table 3.5: As table 3.4 for images 6 to 10. 
We start from figure (3.11). We see the effect of incorporating feature selection to the 
segmentation process. We see that as the segmentation improves, the two peaks in the dis- 
tance histogram become separated. In figure (3.12) we illustrate the best and worst case 
segmentations for image 4. In this case the good segmentation corresponds to a distance 
histogram with distinct peaks. In figure (3.13) we illustrate the relatively minor impor- 
tance of the filter used. We consider the same image and the same method but using very 
different filters. The outputs are very similar. This is not just because the segmentation is 
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D12 D14 
No Select ion After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 1 5.59 B 10 5.26 E 5.55 B 4 6.16 E 
MOWT 1 6.20 G 10 6.14 G 6.77 G 7 7.26 E 
IMOWT 1 4.23 E 10 3.94 E 3.41 E 4 3.40 E 
dyadic 1 10.08 E 11 8.11 E 11.94 E 4 9.89 E 
Ordinary 2 4.26 E 20 4.26 E 4.50 E 19 4.54 E 
MOWT 2 3.56 E 16 4.07 E 4.54 E 15 4.93 E 
IMOWT 2 2.34 E 4 2.25 E 3.98 E 4 2.58 E 
dyadic 2 6.32 E 15 6.27 E 6.88 E 16 6.88 E 
Ordinary 3 20.03 G 8 6.92 G 19.50 B 6 14.57 E 
MOWT 3 13.88 G 13 6.46 E 16.40 G 9 8.40 E 
IMOWT 3 4.90 E 1 5.58 E 11.67 E 2 5.57 E 
dyadic 3 15.99 E 10 15.16 E 19.87 E 7 8.35 E 
Ordinary 4 27.48 E 7 8.78 E 26.49 E 7 10.10 E 
MOWT 4 33.84 G 12 7.00 G 36.07 B 14 8.35 G 
IMOWT 4 3.43 G 4 3.44 G 28.10 B 3 5.35 G 
dyadic 4 18.26 G 10 18.46 G 22.19 G 11 20.39 G 
Ordinary 5 5.91 E 9 6.12 E 6.56 G 7 6.86 G 
MOWT 5 6.89 E 12 8.16 E 8.43 E 12 8.80 E 
IMOWT 5 2.73 G 4 2.80 G 3.65 G 4 3.24 G 
dyadic 5 8.23 G 11 8.62 E 14.50 G 9 10.50 G 
Table 3.6: As table 3.2 for D12 and D14 filters. 
good, as we show in figure (3.14). The results in this figure concern image 10 using very 
different filter sizes. Finally, in figure (3.15) we show the best result we could obtain on the 
most challenging image, image 6. We can make out the cross in this output, but it is still 
very noisy. For comparison, the best result obtained over all the experiments in shown in 
figures (3.15-b) and (3.15-d). 
The tables of results contain a wealth of information, and we shall just draw together 
a few statistics from them in order to draw our conclusions. 
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D12 D14 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 6 50.53 B 0 - - 56.43 B 0 - - 
MOWT 6 51.18 B 0 - - 53.15 B 0 - - 
IMOWT 6 36.23 B 0 - - 40.41 B 0 - - 
dyadic 6 52.29 B 0 - - 63.15 B 0 - - 
Ordinary 7 24.43 B 3 13.13 G 9.24 B 6 10.16 B 
MOWT 7 13.53 B 3 15.01 B 13.29 B 6 11.27 B 
IMOWT 7 6.95 B 0 - - 7.31 B 2 9.24 G 
dyadic 7 18.87 B 0 - - 14.42 B 0 - - 
Ordinary 8 24.80 G 4 21.89 G 29.61 G 5 40.30 G 
MOWT 8 17.35 G 8 21.64 B 18.60 G 9 11.87 G 
IMOWT 8 15.95 G 2 7.40 G 15.06 G 4 15.94 G 
dyadic 8 28.12 E 5 28.49 E 27.98 G 0 - - 
Ordinary 9 3.07 G 9 3.43 G 3.39 G 8 3.69 G 
MOWT 9 4.72 G 12 4.67 G 4.83 B 11 5.18 G 
IMOWT 9 4.08 G 2 3.90 G 5.29 G 3 5.13 G 
dyadic 9 7.40 E 12 8.79 E 7.18 G 9 9.13 G 
Ordinary 10 3.39 B 10 3.53 G 3.38 B 9 3.93 G 
MOWT 10 11.16 B 8 4.24 B 9.37 B 2 7.20 E 
IMOWT 10 5.75 B 1 6.18 E 5.88 B 2 6.52 G 
dyadic 10 12.43 B 10 6.30 B 13.38 B 13 6.84 B 
Table 3.7: As table 3.6 images 6 to 10. 
We first show the best technique for each set of experiments. We have 200 sets of exper- 
iments as for each technique we have ten different filters, ten images, and two approaches, 
without and with feature selection. For each of these 200 experiments we show which 
transformation technique has the smallest error. Table 3.12 summarises these results. 
Two methods, the ordinary and IMOWT, have performed equally well using the D8 
filter for image 9. It is highlighted that the best technique is the IMOWT, which produced 
the smallest error in 116 of the 200 experiments. The second best technique was the or- 
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D16 BL16 
No Selecti on After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 1 5.66 B 7 5.35 E 6.03 B 6 9.76 G 
MOWT 1 10.34 G 4 7.54 E 19.43 B 5 14.25 G 
IMOWT 1 6.57 E 10 5.70 E 8.19 G 2 7.46 E 
dyadic 1 10.21 E 11 8.87 E 15.19 G 11 9.72 G 
Ordinary 2 4.69 E 20 4.69 E 3.46 E 17 3.37 E 
MOWT 2 5.56 E 13 6.39 E 3.94 E 20 3.94 E 
IMOWT 2 7.30 E 4 2.96 E 9.21 E 4 5.04 E 
dyadic 2 6.81 E 16 6.81 E 6.98 E 16 6.98 E 
Ordinary 3 21.74 G 7 20.96 E 11.54 G 19 10.03 G 
MOWT 3 17.52 G 12 9.12 E 15.08 G 19 14.88 G 
IMOWT 3 5.63 E 1 7.14 E 5.08 E 3 6.27 E 
dyadic 3 17.21 E 11 15.67 E 9.33 G 14 9.40 G 
Ordinary 4 25.49 E 2 14.51 E 7.45 E 13 6.74 E 
MOWT 4 8.68 G 11 11.33 G 15.92 G 4 15.37 G 
IMOWT 4 4.63 B 2 7.79 G 8.77 G 2 8.94 G 
dyadic 4 17.46 G 11 16.65 G 18.77 G 11 9.50 E 
Ordinary 5 7.32 G 7 7.66 G 3.49 E 19 3.53 E 
MOWT 5 9.50 E 12 8.24 E 39.24 G 20 39.24 G 
IMOWT 5 3.88 G 3 4.07 G 5.59 G 4 5.57 E 
dyadic 5 9.57 G 12 9.94 G 4.25 E 3 4.88 E 
Table 3.8: As table 3.2 for D16 and BL16 filters. 
dinary wavelet transform which provided the smallest error in 40 out of the 200 experi- 
ments. The maximum overlap and the dyadic techniques outperformed other methods in 
29 and in 6 of the 200 experiments respectively. In 9 cases none of methods could produce 
a sensible result. We conclude that none of the methods is the best in all cases. Nonethe- 
less, the intermediate maximum wavelet technique outperforms all the other methods. 
We next look at the results on a per image basis, to see which method performs the 
best in all the experiments on each image. The results are shown in table 3.13. This table 
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D16 BL6 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 6 57.71 B 0 - - 54.66 B 0 - - 
MOWT 6 51.93 B 0 - - 44.52 B 0 - - 
IMOWT 6 36.84 B 0 - - 53.53 B 0 - - 
dyadic 6 56.07 B 0 - - 47.97 B 0 - - 
Ordinary 7 21.39 B 8 9.37 G 19.75 B 0 - - 
MOWT 7 15.89 B 5 10.10 G 50.95 B 3 34.25 B 
IMOWT 7 7.96 B 1 17.58 G 46.84 B 2 28.40 G 
dyadic 7 12.60 B 10 14.43 G 61.35 B 9 29.05 G 
Ordinary 8 30.80 G 8 32.99 G 5.21 G 7 4.51 G 
MOWT 8 19.38 G 2 11.85 G 23.12 B 7 10.60 G 
IMOWT 8 16.15 G 4 14.62 G 11.40 G 4 12.57 G 
dyadic 8 26.44 G 1 22.05 E 21.46 G 9 18.53 G 
Ordinary 9 4.13 E 5 4.36 E 2.60 G 19 2.60 G 
MOWT 9 7.72 G 1 15.38 G 5.32 G 13 5.23 G 
IMOWT 9 5.59 G 9 5.24 G 10.30 G 4 6.10 E 
dyadic 9 16.84 G 3 11.16 G 9.13 G 14 10.03 G 
Ordinary 10 3.77 G 12 4.02 G 3.72 B 13 3.33 G 
MOWT 10 15.95 B 6 7.73 G 1.66 B 6 13.17 G 
IMOWT 10 7.13 B 2 8.11 G 1.99 G 1 11.64 G 
dyadic 10 12.06 B 2 5.98 E 23.41 G 14 26.00 G 
Table 3.9: As table 3.8 for images 6 to 10. 
again shows that the intermediate transformation technique outperforms the others, al- 
though the maximum overlap technique has provided the best solution in three images. 
Image 6 is particularly difficult to segment, and so the error is high in all experiments on 
this image. Not much can be said about the choice of wavelet filter. In general the perfor- 
mance seemed fairly uniform for all filters, although the Battle-Lemarie were worst. It is 
surprising to us that the Haar filter (the simplest wavelet) actually produced the lowest 
error in four images. The feature selection, however, did not make much impact on the 
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6-tap Coiflets Haar 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % e Sel. error % 
Ordinary 1 4.02 G 10 3.78 E 4.43 E 7 3.48 E 
MOWT 1 2.51 E 7 2.73 E 4.38 E 9 2.54 E 
IMOWT 1 2.14 E 2 1.93 E 2.61 E 2 2.27 E 
dyadic 1 5.44 E 12 5.59 E 4.37 G 2 4.32 E 
Ordinary 2 2.92 E 20 2.92 E 2.76 E 20 2.76 E 
MOWT 2 1.93 E 20 1.93 E 2.03 E 20 2.03 E 
IMOWT 2 1.81 E 4 1.84 E 1.81 E 4 1.84 E 
dyadic 2 5.25 E 16 5.25 E 5.20 E 16 5.20 E 
Ordinary 3 21.02 G 6 5.88 G 4.13 G 13 3.94 G 
MOWT 3 4.04 B 6 5.23 G 5.05 E 17 4.90 E 
IMOWT 3 3.44 E 3 3.48 E 2.45 E 4 2.51 E 
dyadic 3 10.84 E 8 2.56 E 11.13 E 11 6.27 E 
Ordinary 4 3.39 E 11 3.35 E 3.07 E 8 3.37 E 
MOWT 4 15.30 E 7 3.36 E 45.72 B 9 2.98 E 
IMOWT 4 1.78 E 2 3.42 E 1.58 E 3 2.47 E 
dyadic 4 28.10 E 15 5.79 E 33.20 E 14 30.57 E 
Ordinary 5 3.90 G 14 4.06 G 3.16 G 16 3.20 G 
MOWT 5 2.42 G 19 2.42 G 2.69 G 18 2.69 G 
IMOWT 5 2.22 G 4 2.20 G 2.32 G 4 2.39 G 
dyadic 5 5.66 G 11 5.86 G 5.76 G 12 5.76 G 
Table 3.10: As table 3.2 6-tap Coiflet and Haar filters. 
best results per image when this filter was used. 
The last set of statistics we considered was to see how the use of the distance histogram 
for feature selection, and for determining the performance of an algorithm, compared 
with ground truth. For this we split the experiments up into two groups, one using all the 
features generated and the other using feature selection based on the distance histogram. 
For each of these two groups we then average the error in the final segmentation for each 
of the three classes of excellent, good and bad distance histograms. We found that when 
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6-tap Coiflet Haar 
No Selection After Selection No Selection After Selection 
Technique Image error % Sel. error % error % Sel. error % 
Ordinary 6 47.18 B 0 - - 56.09 B 0 - - 
MOWT 6 48.05 B 0 - - 36.34 B 0 - - 
IMOWT 6 31.01 B 0 - - 32.42 B 0 - - 
dyadic 6 46.46 B 0 - - 51.56 B 0 - - 
Ordinary 7 10.06 B 6 16.77 G 13.62 B 3 13.96 G 
MOWT 7 25.67 B 5 10.53 G 12.23 B 1 12.77 G 
IMOWT 7 6.98 B 0 - - 6.47 B 2 8.93 G 
dyadic 7 33.69 B 12 24.32 G 13.67 B 9 12.01 B 
Ordinary 8 7.87 G 8 7.71 G 28.84 G 6 23.62 G 
MOWT 8 4.00 G 7 5.32 G 15.72 G 4 3.27 G 
IMOWT 8 8.03 G 6 8.26 G 10.13 G 3 5.85 G 
dyadic 8 8.30 E 7 12.01 E 21.46 E 10 20.78 E 
Ordinary 9 2.93 G 12 3.35 G 2.32 G 11 2.18 G 
MOWT 9 2.21 G 4 4.67 E 1.97 G 5 2.17 E 
IMOWT 9 2.95 G 2 2.67 G 2.73 G 4 2.66 G 
dyadic 9 5.20 G 11 5.54 G 3.12 G 1 4.63 E 
Ordinary 10 3.31 G 12 3.20 E 3.17 B 1 4.64 E 
MOWT 10 2.15 G 7 2.15 G 15.69 B 5 3.02 G 
IMOWT 10 3.62 G 1 3.34 E 10.02 B 0 - - 
dyadic 10 3.42 B 1 5.98 G 6.47 B 9 10.38 B 
Table 3.11: As table 3.10 for images 6 to 10. 
all the features were used, there were 131 experiments in class excellent, with an average 
segmentation error of 8.33%; 142 experiments in class good with average error 10.09% and 
127 experiments in class bad with average error 23.67%. This shows a fairly even split be- 
tween the three classes, but the worst error cases were identified as bad by the distance 
histogram. 
Repeating the above in the experiments where feature selection was employed we 
found 177 experiments in class excellent with average error 6.71%, 153 experiment in class 
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Figure 3.11: Feature selection improves both the quality of the distance histogram and the 
segmentation results. (a) and (b) show the distance histogram before and after feature 
selection for image 10 and the MOWT method and filter D14, respectively. (c) and (d) 
show the corresponding segmentation results. 
good with 9.62% error and 22 experiments in class bad with 17.50% error. In 48 cases none 
of the features were selected. This shows that selecting features using the distance his- 
togram does statistically reduce the number of experiments in class "bad", without degra- 
dation of the errors in the other two classes. The errors for the class "excellent" are some- 
what exaggerated here as for image 4 we often had relatively large errors. This arises be- 
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Figure 3.12: The worst and best results on image 4 before feature selection: (a) and (c) The 
distance histogram and segmentation results when we use the MOWT method and filter 
D14. (b) and (d) are the distance histogram and segmentation results when we use the 
MOWT method and the 6-tap Coiflet filters. (c) and (d) show the corresponding segmen- 
tation results. 
cause the pattern inside the cross in this image is a herring-bone, and we obtain good sepa- 
ration between the different slopes of the herring-bone. The ground truth, however, does 
not discriminate between the two subclasses. Typical errors in the class excellent, if we 
ignore this image, are around 3%. 
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Figure 3.13: Filters do not affect the final segmentation results significantly. First column 
shows the distance histogram before feature selection and the distance histogram and seg- 
mentation result after feature selection for image 9 when we choose D16 filter, respec- 
tively. The second column shows the same results for the 6-tap Coiflets. 
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Figure 3.14: Filters do not affect the final segmentation results significantly. Here we show 
results of filters D4 an D12 on image 7. Figures (a) and (c) are the distance histogram and 
segmentation result without feature selection when we choose the D4 filter, and (b) and 
(d) are the corresponding results for the D12 filter. 
From this we conclude that the distance histogram for feature selection and as a mea- 
sure of performance is useful. The separability in the distance histogram agrees well with 
measures based on ground truth, and so it can be used reliably in cases where ground 
truth is not known. Although we have only classified the distance histogram into three 
classes, it is a smooth function of separation when typically 105 pairs are used. This would 
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Method Before Selection After Selection 
Ordinary 19 21 
MOWT 14 15 
IMOWT 65 51 
dyadic 2 4 
Table 3.12: This table shows the number of times that each method has outperformed all 
other methods for 200 sets of experiments. Each set of experiments consists of four tech- 
niques. In 9 cases none of methods could produce a sensible result. Two methods, ordi- 
nary and IMOWT, have performed equally well using D8 filter for image 9. 
Image Error Method Filter Features 
1 1.93 IMOWT Coiflets selected 
2 1.70 IMOWT D4 all 
3 2.45 IMOWT Haar all 
4 1.58 IMOWT Haar all 
5 2.20 IMOWT Coiflets selected 
6 29.07 IMOWT D6 all 
7 3.69 dyadic D10 selected 
8 3.27 MOWT Haar selected 
9 1.97 MOWT Haar all 
10 1.66 MOWT BL16 all 
Table 3.13: Best method for each image. 
enable more sophisticated measures of the distance histogram to quantify performance. 
3.6 Summary and Conclusions 
In this chapter we considered two different evaluation criteria to assess the quality of a 
number of wavelet-based feature space. For the first of these ground truth was known for 
some images and a series of trials of the methods was performed to look for statistically 
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Figure 3.15: Method IMOWT: (a) and (c) show the distance histogram and segmentation 
result after feature selection of one of our best results for image 6 which is the most chal- 
lenging image. Filter D6 and IMOWT are chosen. (b) and (d) show the distance histogram 
and segmentation result for image 1 which is one our best results. 
significant differences in performance. This provides an absolute measure of performance 
as it is based upon the availability of ground truth. The second evaluation criterion which 
we have used in this chapter is based on a self-tuning performance measure which does 
not require any prior knowledge. 
In this chapter we considered 800 experiments using a variety of different methods 
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for texture segmentation based upon wavelets presented in chapter 2. The experiments 
considered ten different wavelet filters and used as a testbed a variety of composite images 
taken from the Brodatz database. Ground truth for the texture segmentation is known for 
these images. 
We proposed the distance histogram as a method for evaluating how well the different 
textures are separated in the selected feature spaces. We compared these results with the 
final performance of the segmentation boundary compared to ground truth. 
We showed that among the methods we tested, the intermediate maximum-overlap 
wavelet transform stands out clearly as superior to all the others, and that the choice of 
filters plays little role. 
In conclusions, we may say that the proposed distance histogram is a useful tool ap- 
propriate for both the visualisation of the presence(or lack of) structure in any feature 
space of high dimensionality as its qualitative shape seems to correlate well with the qual- 
ity of the segmentation achieved using the corresponding set of features. Further, the dis- 
tance histogram can be used as a tool for choosing the best features to be used in the seg- 
mentation process. 
There were, however, cases where the distance histogram did not indicate the pres- 
ence of any distinct clusters in the feature space, while the segmentation result was very 
good. Such as when we applied the Ordinary wavelet transform with D4 filter on images 
3 and 10, the MOWT with D14 on image 9, etc. For image 10, in particular, ý is indicating 
a "Bad" quality for the feature space in a number of cases but the segmentation results are 
reasonably acceptable. Two examples of these cases are also shown in figure 3.16. 
We attribute this to the fact that when we construct the distance histogram we do not 
take into consideration the volume of the feature space from which the pairs of patterns 
are drawn: The more different the patterns are, the larger the volume of the feature space 
from which they can be drawn, therefore the more likely to arise. This effect may smooth 
out any secondary peak that the distance histogram might have. To take this effect into 
consideration and study it more carefully, we introduce in the next chapter a more rigor- 
ously defined cluster separability measure, namely the two-point correlation function. 
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Figure 3.16: In a few cases, the distance histograms do not indicate the presence of any 
distinct clusters in the feature space, while the segmentation results are good. (a) The dis- 
tance histogram of the feature space produced from the image 3 when the MOWT tech- 
nique and 6-tap Coiflet filter are used. (b) The segmentation results of the feature space 
of (a). (c) The distance histogram of the feature space produced from the image 3 when 
the ordinary wavelet transform and D4 filter are used. (d) The segmentation results of the 
feature space of (c). 
Chapter 4 
The Two-Point Correlation Function 
4.1 Introduction 
Recognition of a Physical phenomenon is done in two steps[45,33,32]. First we define 
Physical or Mathematical attributes from the observed space in terms of features. Then by 
using a decision-making rule, we segment the features into distinguished clusters. Nor- 
mally, for a given recognition problem, there are a number of methods to obtain the fea- 
tures. Nevertheless, if the distinctive attributes of a pattern are taken, the problem of the 
decision-making is not difficult at all and the likelihood of the classification error will be 
close to zero. Thus, the effectiveness of a feature set affects the performance of a recog- 
nition system crucially. A class separability measure is a tool which measures this ef- 
fectiveness. A number of class separability measures have been introduced in the pat- 
tern recognition literature[9,17,46,74,47,31]. The criteria used by all of these methods, 
however, can be categorised into five different classes: probability of error[130], interclass 
distance[125], probability distance[103,9,17,105,104], probability dependence[129] and entropy 
measures[91,2]. 
The probability of error as a separability measure is useful where the performance of a 
system can be evaluated by it. This is, however, not practical since the computation of the 
probability of error is not feasible. The interclass distance separability measures are com- 
puted from the pairwise distances between points in different clusters whereas the proba- 
bility distance measures determine the distance between two class distributions. If two dis- 
tributions have no overlapping we get the maximum distance and when there are exactly 
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the same we get zero distance. The probability dependence, on the other hand, represents 
the distance between the class conditional distribution and the mixture distribution of the 
whole feature space. Finally, the entropy measure determines the dispersion of magnitudes 
of the a posteriori probability functions using information theory approaches. From the 
definitions of the above separability measures, it is clear that all methods require the es- 
timation of the class conditional probability functions with the exception of the interclass 
distance measures. Hence, interclass distance measures are computationally less complex 
and more practical. 
There are a number of ways to obtain the interclass distance measures reported in the 
literature[73,128]. One of the most intuitive interclass distance separability measures is 
the average distance between patterns in feature space. This average distance is computed 
as follows: First the average distance of the members of each cluster from the cluster cen- 
troid is found. Then the average distance of the cluster centroids from the centroid of the 
whole set is found. The average distance between patterns is simply the sum of the above 
defined average distances. The average distance between patterns is not only computa- 
tionally expensive, but also it does not reflect the fact that in a "good" feature space (i. e. 
where classes can be separated) the average within-class distance should be minimal and 
the average inter-class distance should be maximal. Thus, a better separability measure 
which has been introduced, is the ratio of the average inter-class distance to the average 
within class distance. The within class distance is computed as follows: For each cluster 
in the feature space, the covariance matrix is calculated. Then the within class distance 
is the sum of the traces of these covariance matrices. The inter-class distances can be ob- 
tained by the summation of distances between the class mean and the global mean in the 
feature space. 
We can see from the above definitions that all of the class separability measures ig- 
nore the effect of correlations on the pattern vector components. Thus, the features in the 
feature space should be uncorrelated before using these separability measures. 
Another group of methods utilises scatter matrices instead of two-point distances. The 
scatter of a cluster of n points in an M-dimensional space around a pivotal point is de- 
fined as the sum of the volumes that can be constructed from all possible combinations of 
d points out of n points and the pivotal point. It can be shown that the scatter of points 
in a feature set, around their mean, is equivalent to the determinant of its covariance ma- 
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trix. This covariance is called the scatter matrix. Like metric measure methods, it is pos- 
sible to define a separability measure as the ratio of the scatter of all points in a feature set 
around their mean vector, to the sum of scatters of the within class points around their cor- 
responding centres. Equivalently, in terms of scatter matrices, we can say that the ratio of 
the determinant of the scatter matrix of all points around their centre, to the determinant 
of the sum of within class scatter matrices is an interclass distance separability criterion. 
This criterion presents a better measure of class separability, although it is computation- 
ally more demanding. 
There are a number of drawbacks with all of the above separability measures: High 
value of these measures does not necessarily mean that the clusters in the feature space are 
separable. An example is the case of clusters with equal means but sparse distributions. 
It is also possible to have a lower value for the separability measure for two well sepa- 
rated clusters than for two overlapping clusters with high deviations. In other words we 
may say that the above measures suffer from inability to visualise the relative locations of 
clusters. In practice there is no means of visualising the configuration of clusters in a high 
dimensional feature space. For example, drawing scatter-plots[35] for all combinations 
of feature pairs, cannot reflect a straight-forward visualisation of the relative locations of 
clusters or even of the number of clusters in the feature space. 
Here we introduce the two-point correlation function as a class separability measure. 
In the classical interclass distance measures, we try to assign a number to a feature set 
representing its class separability. Obviously we will have a better representation if we 
consider the whole shape of a curve instead of just a number. In other words, mapping 
an M-dimensional space into a two-dimensional space, i. e. f: RM -+ 'R2 may give us 
the opportunity to visualise and also estimate the relative locations of clusters in feature 
space regardless of its dimensionality. It may also give us an estimate of the minimum 
number of clusters which is a useful piece of information in many clustering algorithms 
in which an initial number of clusters must be specified. 
In section 4.2 we define the two-point correlation function for 1D feature space and 
generalise it to M-dimensional discrete spaces. We then propose a fast algorithm to com- 
pute the two-point correlation function in section 4.3 and discuss the volume and bound- 
ary effects on the performance of the algorithm in section 4.4. In section 4.5, we test our 
algorithm on some clusters of interest including uniform and Gaussian clusters. In sec- 
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tion 4.9 we examine the two-point correlation function as class separability criterion and 
finally compare it with the Bhattacharyya distance. 
4.2 The Two-Point Correlation Function 
The two-point correlation function represents the density of two-point distances in a given 
feature space. If there are clusters present in the feature space the function computed in 
this way will have distinct peaks corresponding to the intra-cluster spread and the inter- 
cluster separation. The two-point correlation function has been used in astronomical liter- 
ature extensively[83,114]. Here we use it as an interclass separability criterion in pattern 
recognition. 
4.2.1 Continuous feature space: 1D case 
First we consider a set of features and try to define the two-point correlation function for 
each of these feature channels. If a feature channel is least appropriate for separating clus- 
ters, then we will expect all feature values within the available range to be equally proba- 
ble. So in this case we will have a uniform distribution of values. In the one dimensional 
continuous case, the two-point correlation function computes the probability of finding 
a given difference in feature values from any randomly chosen pair of points. If the dis- 
tribution of feature values were uniform then this would produce a constant two-point 
correlation function for all differences. We therefore subtract this constant value off to ob- 
tain the excess probability of finding a given difference in feature values (x). If the mean 
number density of feature values is n, then the probability of finding a given separation 
x in a random pair is: 
dP =n (1 + e(x))dx (4.1) 
where fi(x) is the two-point correlation function or excess probability of finding a given 
difference, and Np is the number of pairs. If there is a continuous density in this feature 
space v(x), then the two-point correlation function is related to the autocorrelation func- 
tion of this smooth density distribution. Let the range of feature values be R. Then we 
can define an average of some function Q(r) over this range as: 
<Q >- 
1R 
R 
Q(r)dr In (4.2) 
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In this notation n =< v >. The probability of picking out a point with feature value r in 
a range dr is 
v(r)dr dPl = NP 
(4.3) 
If we now choose a second point at random, the probability that this point has a feature 
value r+x in some range dx is 
v(r + x)dx dP2 = 1VP 
(4.4) 
So the probability of selecting such a pair of points from within the feature space is given 
by the product of these two. We then integrate this over all possible values of r to get the 
probability of finding a difference x in a range dx. This leads to: 
dP _n< 
v(r)v(r + x) > dx 
Np n2 
(4.5) 
Equating this with (4.1), we obtain the relationship between the two-point correlation 
function and the autocorrelation function of the feature values: 
ý(ý) _ 
< v(r)v(r + x) > 
n2 -1 
(4.6) 
4.2.2 Discrete feature space 
We now consider a distribution of points in a feature space. We then choose an infinitesi- 
mal volume SV small enough so that the probability of finding one point in SV is 0(6V), 
but the probability of finding more points in it is 0(6V2) or smaller. By neglecting these 
higher order terms, we may say that bV is chosen so that it contains at most 1 point. We 
assume that the probability of finding a point in volume bV is 
dP=n6V (4.7) 
where n is a constant. This is equivalent to saying that out of all the elementary volumes 
SV in the whole space, a fraction nSV are occupied and the rest are empty. Thus, if we 
choose at random M of them, we expect to find MnÖV points. We write the probability 
dP12 of finding a point in elementary volume SV1 and another in SV2 at a separation r12, 
as follows: 
dP12 = n2 5V16V2[1 + (r1; r12)] (4.8) 
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In the above expression ý (rl ; r12) represents the correlation between point locations. If 
the points are not spatially correlated, and are simply the outcomes of a Poisson process, 
then ý(rl; r12) =0 for all r12 and for all rl. Thus, if we interpret e(rl; r12) as the excess 
probability of finding a neighbouring point at separation r12, inside a volume 8V2, and 
then we assume that we are given a point in 6V1, the conditional probability of finding a 
second point in 6V2 is 
6 P12= nSV2[1 + ß(r1; r12)ý (4.9) 
We can write the above expression in a more general way by considering that if we fix 
the position of the first chosen point, it expresses the probability of finding a second point 
at distance r: 
6 P,. = näV + ne(ri; r)SV (4.10) 
We can integrate this expression over 6V. The left hand side then will represent the 
total number of points Nr we shall find inside the volume V, of radius r, while the first 
term on the right hand side will be the number of points we would have found if all points 
were uniformly distributed, and the second term on the right hand side will express the 
extra number of points we shall find: 
N, =nVr+nJvT ý(rl; r)dV (4.11) 
Suppose now that we repeat the same process, by using a different starting point. Each 
time we do that we find a different value for Nr as ß(r1; r) depends on rl, the chosen start- 
ing point. Suppose that we take the ensemble average of all these results: 
<Nr >=nVr+nJVr <ý(ri; r) > dV (4.12) 
This process of averaging effectively eliminates the dependence of ý on r1. This aver- 
age I function is the 2-point correlation function: 
fi(r) =< ý(rl; r) > (4.13) 
< Nr > now means the average number of pairs of points we can find at distance less 
or equal to r from each other. Then the average number NP of pairs we can find at distance 
between r and r+ dr from each other is given by: 
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NP =< Nr+dr >-< Nr >= n(Vr+dr -Vr) +n[J BdV - JVr BdV] = nSrdr+ne(r)Srdr Vr+dr 
(4.14) 
where S, is the area of the boundary surface of Vr. Note that Np is not the same as dP12 
of (4.8) because in (4.8) we were talking about a specific choice of an original point, while 
here we are talking about an average number of pairs over the whole space. 
From (4.14) we obtain the two-point correlation function for the discrete case as fol- 
lows: 
ýr) = 
NP 
-1 nSrdr 
(4.15) 
where dr is the bin size and Sr is the surface of a sphere with radius r. We refer to the 
Srdr as the volume correction and will show its role in the shape of the two-point correlation 
function in section 4.4. 
4.2.3 Extension to an M-dimensional feature space 
One of the interesting aspects of the two-point correlation function is that it can be easily 
extended to an M-dimensional feature space. This function computes the probability of 
finding a given distance in feature space for any randomly chosen pair of points within 
the feature space. If the distribution of patterns were uniform then this would produce a 
constant value for the two-point correlation function for all distances. We therefore sub- 
tract this constant value off to obtain the excess probability of finding a given distance in 
feature values jxj. 
We consider a feature space of dimension M, and compute the expected correlation 
function in this space. If the mean number density of feature values in this feature space 
is n, then the probability of finding a given separation x in a random pair is: 
dP =- [1 + i(Ixj)] dx (4.16) 
where ý(x I) is the two-point correlation function, and NP is the number of pairs consid- 
ered in the feature space. If there is a continuous density in this feature space v(x), then 
the two-point correlation function is related to the autocorrelation function of this smooth 
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density distribution. Let the volume of the feature space over which v(x) is defined be rep- 
resented by VM. Then we can define the average of some function Q(x) over this volume 
as: 
<Q>= 
1 
Q(x)dMX 
VM 
f 
VM 
(4.17) 
Thus, the probability of picking a point with feature values in the range (r, r+ dr) is 
dP1 = 
v(r)dMr 
Np 
(4.18) 
If we now choose a second point at random, the probability that this point has a feature 
value r+x in some range dx is 
dP2 = 
v(r + x)dMx 
Np 
(4.19) 
So the probability of selecting such a pair of points from within the feature space is given 
by the product of dPl and dP2. We then integrate this over all possible values of r to get 
the probability of finding a difference x. This leads to: 
dP =n< 
v(r)v(r + x) > dMx 
Np n2 
(4.20) 
Using this with (4.16) we obtain the relationship between the two-point correlation func- 
tion and the autocorrelation function of the feature values: 
(X) = 
4.3 The algorithm 
G v(r)v(r + x) > 
n2 -1 
(4.21) 
In this section we propose a fast algorithm to compute the two-point correlation function 
for an M-dimensional feature space. The excess probability of finding a pair of points at 
a given distance is in fact, the ratio of the average density of pairs of points inside the 
volume of a shell with radius equal to that distance (SNdr) divided by the average density 
of points (n) in the feature space, minus one. 
We first find the maximum possible distance between two points in the feature space. 
This may be done by identifying the physical meaning of our features and finding the 
range of values of each feature. Clearly this varies from one application to another, how- 
ever, it is possible to figure out this range in a well-defined application. For an adaptive 
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algorithm, we assume that the feature space is a hyper-cube. We therefore find the main 
diagonal of this hyper-cube as the maximum possible distance between any two points, 
by finding the maxima and the minima of all feature values. This value is quite crucial 
in the shape of the final result because the bin size is determined by it. By dividing this 
distance range by the number of bins we find the bin size. 
We then choose a pair of points at random within the feature space and compute their 
distance. The distance measure that we have used in this paper is the Euclidean distance. 
By dividing the distance by the bin size we find which bin this distance belongs to. We 
repeat the process for a few thousand randomly chosen pairs and count the number of 
pairs associated with each bin. We then divide the number of counted pairs found in each 
bin of the histogram by the volume of feature space in which the second point could have 
been found, given the location of the first point. This means that we divide the number 
of pairs at a given separation by the volume of an M-dimensional hyper-spherical shell 
which has radius equal to the separation. By using mathematical induction, the surface 
area of an M-dimensional hyper-sphere surface is: 
2[ 2 
7r[ 
2 ]rM-1 
(M - 2) 1ý 
where [x] is the largest integer not exceeding x. Therefore the normalised number of 
(4.22) 
counted pairs is: 
normalised pairs = 
number of pairs (4.23) 
(hyper-sphere surface area)Or 
where r is the distance for which we have the "number of pairs" and Or is the bin size. 
This function is next normalised in such a way that for uniform distribution it will have 
value one. This means that we multiply the above ratio by the volume of the feature space 
and divide it by the total number of randomly chosen pairs. We now subtract off one: the 
value that will be obtained from a uniform distribution. This is then plotted as the two- 
point correlation function of the difference in feature values. 
In principle we should compute the histogram for all pairs of points. This means that 
we have a 0(N2) process. However, we make use of the fair sample hypothesis to select 
points at random as a realization of the whole ensemble. This states that any statistically 
significant sampling of the distribution of points gives a fair representation of the whole 
distribution. If, therefore, we execute the experiment M times with different random sam- 
plings, each experiment in this ensemble will yield identical results. So to compute the 
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two-point correlation function we do not need to consider the whole point distribution, 
but a statistically significant sampling of it. For example we have chosen typically 40000 
pairs for a feature space which contains 65000 points. 
An alternative way to consider this computation is in terms of the auto-correlation 
function in terms of which ý (r) is given by equation (4.21). The integration implied by the 
expression on the right hand side of the equation is performed by Monte-Carlo simulation, 
where the points are chosen according to the distribution v(x), the density distribution in 
the feature space. 
As we will see in section 4.5, the analysis of the two-point correlation function using 
equation (4.21) becomes very complicated even for a well-defined distribution in the fea- 
ture space, and needless to say, for a non-parametric distribution in the feature space the 
analysis is not possible. However, the algorithm described above computes the two-point 
correlation function very quickly and accurately. 
4.4 Boundary and Volume Effects 
By definition, 6(x) is expected to vanish for a uniform distribution. In this section we in- 
vestigate the boundary and the volume effects on the shape of the two-point correlation 
function of a uniform distribution. 
4.4.1 Boundary Effects 
To explain the boundary effects, we consider a constant density p of points between 0 and 
L in a 1D space. We wish to compute ý(u) for some separation u. First we choose a point 
between xo and xo + dx0. The probability of finding such a point is p. Given a point at 
xo, the number of points within a distance u of this point is 
fpxO+u 6Nu =J 
_u 
v(x)dx 
x 
where 
(4.24) 
0<x<L 
V(X) -p (4.25) 0 otherwise 
Because of the boundary effects, we have three regions to compute 6Nu: 
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xo+u dx 
- fo P- P(o +u) 0<X0<u 
6Nu =fX +u pdx = 2pu '< xo <L-u (4.26) xo- 
fL dx= L-Xxo_u P P( o+ u) L-u< xo <L 
We can find the total number of pairs with separation less than u by integrating over 
all xo: 
I Ný =LP SNudx = 
P2 (Mu - u2) L 
(4.27) 
By differentiating, we get the number of pairs with separation between u and u+ du. 
We then divide it by two as we have counted each pair twice. 
1 dNu p2 NP _2 du L 
(L - u) (4.28) 
where Np is the number of pairs which by the definition of the two-point correlation func- 
tion, is equivalent to p2 (1 +6 (u)). We therefore obtain the following: 
ý(u) _-L (4.29) 
If L --* oo, we then obtain a null excess probability for a uniform distribution which is 
expected. 
Now if we restrict xo to lie in the range 2-R< xo <2+R for some value R<L, 
then the number of points with separation u will be 
L+R 
Nu =L 
-2R 
L 6Nudxp 
2 
(4.30) 
where 6Nu is given by (4.26). 
We show here that when u<L2R there is no boundary effect. The number of pairs 
with separation less than u for u<L 2R is 
L+R 2 
Nu =P2 2pudxo = 
2p Ru 
(4.31) L 
lL-R 
L 2 
We therefore find the number of pairs with separation u to be: 
2 
NP=Pý (4.32) 
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The number points from which we choose the first point is pR while the number of points 
for which we choose the second point is p. We can therefore find the number of points 
from the two-point correlation function as follows: 
NP = 
(PR) 
L(PIl+ýýu)ý) 
(4.33) 
Comparing equations (4.32) and (4.33) we obtain ý (u) = 0. For u>L2R we get the bound- 
ary effects as before, so ý (u) decreases from zero at u=L2R to minus one at u=L. 
Since the above discussion was direction independent, it can be easily extended to the 
2D case. We perform the following experiment to observe the agreement between the 
above theoretical discussion with practical results. We choose our points from a uniform 
distribution within a square region 0<x< 10 and 0<y< 10: 
c for0<x<10 and0<y<10 
v(x, y) = (4.34) 
0 otherwise 
If we choose random pairs from this distribution and use the algorithm discussed in 
section 4.3, we obtain figure (4.1-b). Due to boundary effects, the two-point correlation 
function of a uniform distribution with finite range is a monotonically decreasing func- 
tion. 
We now define a 4x4 square within this square, centred at the same position as the 
centre of the original square, as shown in figure (4.1-a). We find the distance between two 
points where the first point is randomly chosen from inside the small square and the sec- 
ond point can be anywhere inside the full square. We count such distances for each bin 
and normalise the bin values according to the algorithm in section 4.3, and plot the result 
in figure (4.1-c). The above way of choosing pairs simulates a uniform distribution with 
an infinite range for distances less than 3. In figure (4.1-c) we have a flat and null value for 
the two-point correlation function up to separation 3. At larger separations we observe an 
almost straight line drop to -1, which is caused by the boundary effect. 
4.4.2 Volume Effects 
Without Srdr in the denominator, i. e without the volume correction, equation (4.15) be- 
comes the distance distribution or distance histogram, while the two-point correlation func- 
tion may be related to the distance density function. 
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Figure 4.1: Boundary and volume effects: (a) Uniform distribution (b)The two-point cor- 
relation function of the feature space: both points in a pair are chosen randomly from the 
whole square. (c) Simulation of a uniform distribution with infinite range: Two-point cor- 
relation function or distance density histogram of pairs which are chosen as follows. The 
first point is randomly chosen from the inner square and the second point is randomly 
chosen from the whole square (d) Volume effects: Distance histogram of the whole square. 
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To illustrate the difference between the two-point correlation function and the distance 
histogram we compute the distance histogram of all points in figure (4.1-a) and obtain 
figure (4.1-d). 
4.5 Signature of Some Clusters of Interest 
In this section we present the shape of the two-point correlation function for some simple 
cases. This study is limited to 1D and 2D feature spaces. We only consider uniform and 
Gaussian distributions which are two important distributions for practical applications. 
4.6 Signature of a Cluster with a Uniform Distribution 
We first consider a uniformly distributed cluster in 1D feature space and find its two-point 
correlation function. The number density of such a cluster is 
N for0<r<b 6- 
v(r) _ (4.35) 
0 otherwise 
where N is the total number of points in the cluster and b is the range of the cluster. As 
the mean feature value is b, we can obtain the two-point correlation function of this dis- 
tribution from equation (4.6) as: 
-b 0<x<b 
fi(x) = (4.36) 
-1 otherwise 
which is a straight line for x<b, as expected from the discussion on the boundary effects. 
In figure (4.2), the two-point correlation function of 1D, 2D, 3D and 4D uniformly dis- 
tributed points within a cubic range is shown. It is expected that the two-point correlation 
function starts from value 0 for zero separation and ends up at -1 for a separation equal 
to the maximum possible distance in the feature space. This is expected as the algorithm 
which we have used finds the maximum possible distance in a cubic feature space as the 
range of the feature space, i. e. the main diagonal of the hyper-cube. 
Now we consider a uniform distribution in 2D space which consists of a constant den- 
sity inside a circular region of radius b: 
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Figure 4.2: Signature of uniformly distributed points in a squared box a) 1D feature space 
which agrees with equation (4.36) b) in 2D feature space c) in 3D feature space 4) in 4D 
feature space. 
c O<x2+y2 <b2 
v(x, y) = 
0 otherwise 
(b) 
(4.37) 
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Figure 4.3: Signature of a single circular uniform cluster: (a) The simulated cluster with 
diameter 5 (b) The two-point correlation function computed using the algorithm. (c) The 
two-point correlation function using equation (4.38). In the inset in the right corner the su- 
perposition of (b) and (c) after rescaling of (b) is shown. This different scaling is expected 
as described in the text. 
From relation (4.21) we obtain the following: 
ý (T) = 
[2b2cos-1 2b J2 4b2 - r2] -10< r2 < 4b2 77 
(4.38) 
-1 otherwise 
where r is the displacement in the feature space. We note that ý only depends upon r as 
the distribution is isotropic. The derivation of this equation is given in appendix I. 
Figure (4.3-a) shows the simulation of such a 2D uniform cluster for b=2.5. Figures 
(4.3-b, c) show the two-point correlation function of the same cluster when we compute 
it using the algorithm described in section 4.3 and equation (4.38) respectively. The fact 
that the shape of both results is the same is shown on the top right corner of figure (4.3-c) 
by resealing the analytical result by a factor of 4 and superimposing it on the numerical 
result. This difference between the two curves is expected due to the normalisation step in 
the algorithm. The algorithm assumes a square feature space and finds this area instead 
of the actual area of the cluster which is a circle (see section 4.3). The ratio of the two areas 
is. 
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This experiment shows that there may be a difference between the real volume of the 
feature space and the one that the algorithm computes. This volume difference appears 
to become large for high dimensional feature spaces. One may choose to solve this prob- 
lem in one of two ways: Either one may remove the assumption that the allowed feature 
space is a hyper-cube and find adaptively the volume of a given feature space, or in a well- 
defined application, one may have a priori knowledge of the volume of the feature space. 
4.7 Signature of a Gaussian Cluster 
We next consider the two-point correlation function of a spherical Gaussian cluster. The 
cluster is centred at µ with covariance matrix of a2I, where I is the unit matrix. The den- 
sity function can then be written as: 
v(r) = Ne 2,2 (4.39) 
where N is a constant. We note that in this case the feature space is infinite in volume, 
although in practice the distribution is effectively finite. We therefore keep the volume VM 
in relation (4.17) arbitrary for this calculation. If we average v(r) over all possible feature 
values we then obtain for the mean density: 
n=N (27r)M/2 UM/VM (4.40) 
where M is the dimensionality and VM is the volume of the feature space. 
The computation of the autocorrelation function then gives an expression for the two- 
point correlation function we seek: 
S(IX) = 
VM 
iM/2 (2a)M 
X2 
e- 4v2 -1 (4.41) 
We see that the correlation function is a Gaussian with zero mean and variance of 2cr2. In 
the case where the cluster is an M-sphere the correlation function is only dependent upon 
the magnitude of the difference in feature vectors. Note that ý(x 1) increases arbitrarily as 
the volume VM increases. For an infinite volume it is technically infinite. This is a pure 
artifact due to the vanishing of the mean number density. In practice, we can consider a 
finite volume Vt sufficiently large to contain all scales on which there is any correlation. 
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Then by rescaling ý (I x) appropriately we can compare this prediction with experimental 
results. 
We note that this correlation function provides no information about where the cluster 
appears, but shows a measure of the size of the cluster. We therefore expect to see a peak 
at small separations to reflect the intra-cluster separations between points. 
Figure (4.4) shows a single spherical Gaussian cluster and its corresponding two-point 
correlation function. The cluster contains 30000 points and its covariance matrix is a unit 
matrix. Figure (4.4-b) shows the two-point correlation function of this Gaussian cluster 
computed with the algorithm explained in section 4.3, while figure (4.4-c) shows the two- 
point correlation function from the relation (4.41) with volume one, i. e. V2 = 1. The stan- 
dard deviation of the Gaussian function in figure (4.4-b) is /, since we chose a- = 1. In 
this experiment the minimum and maximum values of the feature values are 3.9317 and 
-4.10334 in the x direction and 4.1821 and -3.96304 in the y direction respectively. The area 
of the feature space, V2, is 65.446526. To compare the analytical and the experimental re- 
sults, we first translate both results by 1 along the vertical direction and then multiply the 
analytical result by 65.446526, figure (4.4-d). 
4.8 Signature of an Elliptical Gaussian distribution in 2D 
In this section we present the two-point correlation function for a single elliptical distri- 
bution. Since the two-point correlation function is rotation and translation invariant in 
feature space, we can presume that we have an ellipse at the origin with its principal axes 
parallel to the coordinate axes. 
where 
Tn2 
v(X, y) =e2 (4.42) 
x22 
m2 2+2 (4.43) 
and a and b are two parameters. Without loss of generality we can align the x axis with 
the semi-major axis, as shown in figure (4.5). 
From equation (4.21) we obtain 
ý(Ul v) - 
V2 u2 v2 
e 2a e ab -1 (4.44) 27rab 
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Figure 4.4: Signature of one spherical Gaussian cluster: (a) A Gaussian cluster which 
contains 30000 points with a unit covariance matrix. (b) The two-point correlation func- 
tion using the algorithm. (c) The two-point correlation function using relation (4.41) with 
V2-- 1. (d) Figures (b) and (c) are superimposed as explained in the text. The doted curve 
is obtained from the two-point correlation function (c). 
where u and v are the separation in x and y directions respectively and V2 is the area of the 
feature space. We therefore need to do an angular integral to obtain the angle averaged 
correlation function (See Appendix III). Eventually we find: 
N 
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V2 1+\_ (1+A)r Io (ßr2) -1 (4.45) 27ra 
22 
(r) =2e2 4a 
where 
a2 iý - a2 ( b2 - 1) (4.46) 
and 10 (x) = 2ý f'r, e-ýCOSOdq5 is the modified version of the first kind of zero order Bessel 
function[106]. 
In figures (4.5-a, b, c, d) an elliptical Gaussian distribution in a 2D feature space and the 
two-point correlation function for both features together and for each individual feature 
are shown, respectively. Each feature has a Gaussian distribution and therefore its cor- 
responding two-point correlation function is a Gaussian with maximum at the origin, as 
shown in figures (4.5-c) and (4.5-d). If we rotate the feature space we will have the same 
shape for the two-point correlation function that refers to the 2D feature space but slightly 
scaled because the normalising factor will be different. (The normalising factor depends 
on the area of the minimum enclosing rectangle, which is not rotationally symmetric. ) 
However, the shapes of the two-point correlation functions that refer to individual fea- 
tures will change with the rotation of the feature space. 
4.9 The two-point correlation function as a measure of class sep- 
arability 
We examined in the previous section how the two-point correlation function appears 
when we have one cluster present in the feature space. The basic idea, however, is to see 
whether we can use the two-point correlation function as an indicator of the presence of 
more than one clusters in the feature space. In this section we shall start by examining the 
appearance of the function for the simple cases of two uniform or two Gaussian clusters 
in a 2D feature space. In practice, however, the dimensionality of the feature space will be 
higher than 2, and the clusters will not be spherical Gaussian with equal populations. So, 
we shall also examine how the appearance of the two-point correlation function changes 
when one deals with two elliptical (but still Gaussian) clusters and how its effectiveness 
in quantifying "clumpiness" in the feature space changes with the dimensionality of this 
space and the parameters of the clusters that are present in it. Further, we shall compare it 
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Figure 4.5: (a) A single elliptical cluster which contains 16000 points: the standard devia- 
tion of features one and two are 1.25 and 0.25 respectively. (b) The two-point correlation 
function of the 2D feature space. (c) and (d) the two-point correlation function of feature 
one and two respectively: it is clear that we can find the standard deviation of the features 
in each direction by fitting a Gaussian into these functions. As it is shown theoretically 
their standard deviation is 2.5 and 0.5 respectively. 
4 
with another measure of feature quality often used in feature selection, namely the Bhat- 
tacharyya distance. 
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4.9.1 Signature of two Clusters with Uniform Distributions 
We now presume that we have two 1D uniform distributions. The first cluster starts at 
the origin and the second starts at Dµ: 
Cl 0<r<bl 
v(r) = C2 Ap <r< Dµ + b2 (4.47) 
0 otherwise 
If b2 < bl and 2b1 < Dµ, it is shown in appendix II that the two-point correlation 
function will be the following: 
(Ix) 
2V1(c2l (bl-I X I)+C2(b2-I xl)) 1 
(b2c2+bic1)2 - 
2V1(c1(bl-I XI)+C1C2(I xl-9)+C2(b2-IXI)) 
-1 (b2c2+bici) 
2V1(c2(bl-Ixl)+clc2(IxI-9)) 
-1 (b2c2+bi cl )2 
2V1(c2 l(bl-IxI)+clc2b2) -1 (b2c2+bici) 
2Vccb2 
-1 (b2c2+bic1) 
2Vlclc2(Lµ+b2- X 
(b2c2+bi ci ) 
0 
o<1x <9 
9C IxI < b2 
b2<IxJ<b2+g 
(4.48) b2 +9< IxI < bi 
bi < Ix < Dµ 
Dµ<Ix <Dµ+b2 
Otherwise 
where Vl is the range of the feature space and g- Ap - bl. At the origin, x=0, a peak 
appears. This peak represents the intra-cluster distances. The inter-cluster separation ap- 
pears as a plateau area around Dµ - bl + b2 x Dµ. 
Figure (4.6) shows two uniform distributions for the 2D case. The distance separation 
of the two cluster centres, Dµ, is 2 and is distinctively shown in the two-point correlation 
function of these circular uniform clusters in figure (4.6-b). 
4.9.2 Signature of Two Gaussian Clusters 
To illustrate how the separability of clusters in feature space can be measured using the 
two-point correlation function, we consider in this section the two-point correlation func- 
tion for a 1D density distribution which consists of two Gaussian clusters. In this case the 
number density is: 
2ý 2uv(r) = Nie 1+ Nee 2 (4.49) 
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Figure 4.6: Signature of two circular uniform clusters: (a) The 2000-point cluster on the left 
has a radius of 0.5 and is centred at (4,5). The 3000-point cluster on the right has a radius 
of 0.75 and is centred at (6,5) (b) two-point correlation of (a): The peak due to the distance 
of the cluster centres is clearly shown in the graph at ordinance 2. 
where Nl and N2 are some parameters. Proceeding as before, the mean density is now: 
n= 27r(Nlgl + N2(T2)/Vi (4.50) 
where Vl is the range of the feature space. The calculation of the autocorrelation function 
is somewhat lengthy (see Appendix IV), but straight-forward, and leads to a final result 
for the two-point correlation function: 
2 1/2 x X2 ý2(72 
ý(x) =V {Nl Qie 
4a1 + NNQ2e 402 + 2N1N2V _2 
(4.51) 
_z_ 
(A µ2)2 
_ 
e 
2()e 2(°1+ 
2) cosh( 
21 
22) 2 ýr N Q+ Na21 
12 
To get a feeling for what this expression means, we restrict ourselves to the case when 
both clusters have equal numbers of points in them, and a1 = 92 = a. The two clusters 
therefore look the same, but are shifted in feature space by an amount Dµ -I P1 - P21- 
With these simplifying assumptions, expression (4.52) reduces to: 
ýW= 
Vl 
e 4,1 + e- 4,2 cosh 
ýý2 
-1 (4.52) 4 V67rQ 2Q 
4.9. THE TWO-POINT CORRELATION FUNCTION AS A MEASURE OF CLASS 
SEPARABILITY 111 
ö 
ö 
0 0 2 4B 
(a) 
B1 
x 
0 
°0 
2f6 B 10 
x 
Figure 4.7: Signature of two Gaussian: (a) When there is a distinctive secondary maximum 
(b) When there is not a distinctive secondary maximum but still a second cluster appears 
as a knee. 
We see that this expression comprises of two terms. The first is a Gaussian centred 
at the origin, and represents the correlation between pairs chosen from the same cluster 
(since we have chosen the clusters to be identical, it does not matter which cluster a pair 
is chosen from). The second term is an interference term where we choose a point from 
one cluster and one from the other. It therefore represents the inter-cluster separations. 
We consider what these outputs look like. In figure (4.7-a), we plot the two-point cor- 
relation function for two Gaussian clusters. The two Gaussian clusters are also plotted on 
the same figure. We see that a secondary peak in e(x) shows the presence of two clusters 
in the feature histogram. In figure (4.7-b), we show the result as the two Gaussian clusters 
are brought closer together. In this case the correlation function has a knee, rather than a 
secondary peak. This can still be used to show the existence of a secondary population. 
Similarly, the above argument can be extended to an M-dimensional feature space eas- 
ily. Figure (4.8-a) shows two spherical Gaussian clusters in a 2D space. From its two-point 
correlation function in figure (4.8-b) we can estimate that the two cluster means are sepa- 
rated by almost two units. 
Gaussian fits to E(x) Gaussian fits to E(x) 
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Figure 4.8: Signature of two spherical Gaussian clusters: (a) The two clusters with standard 
deviations 0.25 and 0.5 respectively. (b) The two-point correlation function: One Gaussian 
profile centred at the origin and a secondary peak is at the mean separation. 
4.9.3 Signature of two elliptical clusters 
In figure (4.9-a) two elliptical Gaussian clusters are shown. The standard deviations are 
0.5 and 0.25 for the cluster on the right and 0.6 and 0.3 for the cluster on the left. They are 
located at (5.75,4.25) and (4.25,5.75) and their major axes are parallel to the first feature 
axis. As shown in figure (4.9-b), the two-point correlation function of this feature space 
has a secondary peak which signifies the presence of more than one clusters. In figures 
(4.9-c, d), the histograms of features one and two are shown. In this particular case, feature 
2 clearly indicates the presence of two clusters. 
Figure (4.10) shows that individual feature histograms will not be always reliable, de- 
pending on the rotation of the feature axes, while the two-point correlation function has 
always the same appearance no matter what the rotation is. Figure (4.10-a) is obtained by 
rotating the feature axes of figure (4.9-a) by 45 degree anti-clockwise. None of the feature 
histograms now indicates the presence of two clusters. The shape of the two-point corre- 
lation function of the feature space (4.10-b), however, is the same as in figure (4.9-b). Due 
to normalisation by the full volume of the feature space computed by finding the minima 
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Figure 4.9: (a) Two clusters in 2D space with elliptical Gaussian distributions: the stan- 
dard deviation of both clusters are 2 and 0.25 along their principal axes, with 16384 points 
each. The means of the clusters are in located at (5.75,4.25) and (4.25,5.75), respectively. (b) 
The two-point correlation function of the 2D feature space. (c) and (d) The histograms of 
feature one and two respectively. 
and maxima of the features in all directions, there is a scaling difference between figures 
(4.9-b) and (4.10-b). However, both curves indicate equally reliably the presence of the 
two clusters. 
Now we add another cluster to the feature space in (4.9-a) with standard deviation 
of 2 and 0.125 along its principal axes and mean vector (5,5), as shown in figure (4.11-a). 
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Figure 4.10: The two-point correlation function is rotation invariant in the feature space: 
(a) The clusters in figure (4.9-a) rotated by 45 degree. (b) The two-point correlation func- 
tion. (c) and (d) The histograms of feature one and two respectively. 
The principal axes are rotated by 45 degrees with respect to the feature axes. The three 
clusters have equal populations. As it is shown in figure (4.11-b) the two-point correla- 
tion function of this feature space has a secondary peak which signifies the existence of 
at least one other cluster. There is also a change of curvature in the tail of the two-point 
correlation function which shows the presence of a possible third cluster. In figures (4.11- 
c, d), the histograms of features one and two are shown. We can see that although figure 
(4.11-b) indicates clearly the presence of more than one clusters, the individual histograms 
8 
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Figure 4.11: (a) Three elliptical Gaussian clusters in 2D space with 16384 points each: A 
cluster has been added to figure (4.9-a) at (5,5) with standard deviations of 2 and 0.125 
along its principal axes. (b) The two-point correlation function of the 2D feature space. 
(c) and (d) The histograms of feature one and two respectively. 
indicate a rather uniform distribution. 
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4.10 Limitations of the two-point correlation function for two 
Gaussian Clusters 
Here, we concentrate on the limitation of the two-point correlation function in determin- 
ing the cluster separability in a feature space. First we investigate the detectability of the 
secondary peak for two 1D spherical Gaussian clusters in terms of the various parameters. 
On returning back to equation (4.52), we can see that there are only three parameters 
which are involved in the detection of separability as manifested by figure (4.7-a): Popu- 
lation ratio, ii- P21101 - 
ID1I/Q1 and 92/0'1- 
The dependence of the detection of the presence of a second cluster on the various 
parameters, is shown in figures (4.12-a) and (4.12-b). The sets of parameters I Dµ /Q1 and 
0-2/071 for which a secondary peak in the correlation function can be observed are in the 
regions above each curve parameterised by population ratio. The larger the population of 
the second class relative to the first is, the tighter the second cluster (cr2 « a1) should be 
in order to be detected. In this figure, we have nearly covered all possible configurations 
by scaling Q2 and Dµ by a,. 
Figure (4.13) presents the limits of the detectability of the second cluster by the two- 
point correlation function in terms of distance separation of mean cluster vectors and di- 
mensionality of the feature space. We have experimentally obtained these limits by ob- 
serving the secondary peak in the two-point correlation function for two spherical clus- 
ters, one of which has unit covariance matrix. We emphasise that the number of points 
in the feature space has been enough to present the clusters. In figures (4.13-a), (4.13-b) 
and (4.13-c) the population ratios are 1,2 and 0.5 respectively. The covariance matrices of 
the clusters are diagonal. From figure (4.13) we can see that by increasing the dimension- 
ality of the feature space, the range of parameters over which we will have a secondary 
peak becomes smaller. The reason will become clear if we highlight the fact that the fea- 
ture space is a finite space in practice. As explained in section 4.3, we need to normalise 
the number of counted pairs, for a given distance, by the volume in which the distance 
can be found. In relation (4.23), we have considered such a volume as the product of the 
surface of a hyper-sphere, whose radius is the given distance, and the size of the bin in 
the algorithm. Part of this volume will be out of the feature space when we approach the 
borders of the feature space. In other words, this volume turns out to be larger than the 
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covariance matrices of both clusters are diagonal matrices and expressed in terms of a unit 
matrix. 
real volume in which a given distance may exist. For shorter distances, the fraction of the 
volume which is out of the feature space is negligible. However, this fraction becomes 
significant for larger distances and even more significant for higher dimensions. 
We suppose that we have two feature spaces, one M-dimensional and the other (M + 
1) -dimensional. We assume that we have two spherical Gaussian clusters with equal pop- 
ulations in both feature spaces. We also assume that the number of points in the feature 
spaces are equal and well above the minimum of points which we need to represent the 
clusters adequately from the statistical point of view in the (M + 1)-dimensional space. 
The distance between the two means is the same in both spaces and larger than four times 
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the standard deviation of each individual feature. Now, we follow the algorithm of section 
4.3. We pick equal numbers of pairs from both feature spaces, well above the minimum 
required. We now consider the value of the two-point correlation function for a given sep- 
aration bin. We expect to have equal numbers of counted pairs at the same separation in 
both spaces. After normalisation, however, the value of the excess probability at this dis- 
tance will be less in the (M + 1)-dimensional space than in the M-dimensional space. The 
reason is that the volume associated with this separation is a smaller percentage of the 
total volume in the higher dimensional space. This problem gets worse at larger separa- 
tions if we keep the same bin width. Besides the above effect, in practice we also have the 
limitation of the number of points available. The assumption of having enough points in 
the higher dimensionality space is not feasible in many practical applications. 
In the following chapter we partially overcome these limitations by projecting any 
given feature space into a well-defined, finite space. Having done this projection, we then 
try to correct the normalisation factor in the algorithm. 
4.10.1 When do we have enough points in the feature space? 
The number of required points for a fair representation of a cluster in a high dimensional 
space is significantly more than that in a low dimensional space. In practice, adding new 
separable features to the already well-separated feature set may damage the performance 
of a recognition system. This phenomenon is called the "curse of the dimensionality"[62, 
12,10,18]. In practice, the quantity of data is limited and employing a high dimensional 
feature space will lead to a sparse data set. In this section we determine the minimum 
number of points required in the feature space in order to have an adequate representation 
of the two-point correlation function. 
As shown in the previous sections, the two-point correlation function of a uniform 
distribution plays an important role in the theoretical development of the two-point cor- 
relation function. Thus, the number of points in the feature space should potentially be 
enough to represent a uniform distribution. On the other hand, we quantise the volume in 
the feature space when computing statistics of the distribution. If we have 100 points for 
each individual quantised region we expect to have 10 percent deviation in the number of 
points in each region. This means that each quantised region will contain between 90 and 
110 points[107]. We believe that this number of points is reasonable for an adequate rep- 
4.10. LIMITATIONS OF THE TWO-POINT CORRELATION FUNCTION FOR TWO 
GAUSSIAN CLUSTERS 120 
resentation of a uniform distribution. Therefore, we conclude that the minimum number 
of required points in the feature space for a fair representation is equal to 100 times the 
number of quantised regions in the feature space. 
To compute the two-point correlation function, however, we need to consider the 
number of pairs. This will ease the restriction on the minimum number of points substan- 
tially. If we have N points in the feature space, we will have N 2-1 pairs. Therefore, we 
may choose the minimum number of points as the square root of 100 times the number of 
quantised regions in the feature space multiply by two. If we have a hyper-spherical fea- 
ture space, which is true after the whitening process, and the two-point correlation func- 
tion has B bins, the number of quantised regions in the feature space will be the volume 
of a hyper-spherical space with radius B, i. e 
VM(ý) 
2[2] 
'ý1 2 1(B)Nr M!! 2 
(4.53) 
where M is the dimensionality and VM (B) is the number of quantised regions. Then the 
minimum number of required points is 
Pn = \/2OOVM() (4.54) 
Pn is the minimum number of required points in the feature space. It can be seen from 
relation (4.54) that the minimum number of required points increases exponentially by a 
factor of (B) 2. This phenomenon is an important drawback for the two-point correla- 
tion function in practical applications, although other methods have the same drawback. 
Comparing to one-point statistics where the minimum number of points will be increased 
by a factor of (B) M, such as a histogram of multidimensional data, the two-point correla- 
tion function is less limited. For example in image processing, if an image contains more 
than 100,000 pixels and if we allow 50 bins for the two-point correlation function, the max- 
imum acceptable features, i. e. dimensionality in feature space, will be 5. We, therefore, 
do not recommend the use of the two-point correlation function for more than five di- 
mensional space in image processing. One solution to reduce this limitation slightly is to 
allow for fewer bins which means we will smooth the two-point correlation function and 
so obtain less resolution. 
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4.10.2 Comparison with the Bhattacharyya Distance Measure 
Bhattacharyya introduced a measure of the separability of two distributions in 1943 [9]. 
The Bhattacharyya distance measure is linked to an upper band of the Bayesian probabil- 
ity error and therefore plays an important role in Pattern Recognition. 
The Bhattacharyya distance for two normally distributed clusters is defined as 
IT E1 + E2 11 
rl1 E21 
dBhatt =g (M2 - Ml) [2 ]- (M2 - M1) +2 In 2 (4.55) V-JE 12 
where Mi and >j are the mean vector and the covariance matrix of cluster i, respectively. 
This measure consists of two terms. The first term is the Mahalanobis distance between 
the two mean vectors and the second term gives the class separability due to the covari- 
ance difference. The latter term makes this measure distinguished from the scatter matri- 
ces class separability measures. 
From equation (4.55), the Bhattacharyya distance measure for two 1D Gaussian clus- 
ters becomes: 
1( )2 1 1+(i)2 0-1 - dBhatt -81+ (Z-) 2+2 
lrt 2Q2 
0-1 a1 
(4.56) 
In figure (4.14-a), the curves of constant distances are drawn. In figure (4.14-b), the lo- 
cality of equal distances of Bhattacharyya distance and the boundaries of the detectable 
secondary peak in the two-point correlation function for various population ratios, are su- 
perimposed. We can see that for similar population ratios, the minimum Bhattacharyya 
distance of two clusters should be roughly 0.5 for the two-point correlation function to in- 
dicate their existence. For more extreme population ratios the two families of curves are 
more divergent. So, we may have two clusters with relatively high Bhattacharyya dis- 
tance, which however will not be detected by the two-point correlation function unless 
their population ratio is above a certain value. At first sight this dependence of the two- 
point correlation function on the population ratio may appear to be a disadvantage over 
the Bhattacharyya distance. However, the two-point correlation function and the Bhat- 
tacharyya distance measure serve different purposes. The two-point correlation function 
is for indicating the presence or lack of a secondary cluster in the feature space, while the 
Bhattacharyya distance measures the distance of two already determined clusters. 
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Figure 4.14: Bhattacharyya Distance: a) Each curve presents equal Bhattacharyya distance 
value shown on the right side b) The boundaries of the detectable secondary peak in the 
two-point correlation function (curves with stars) are superimposed on the curves in (a). 
Chapter 5 
Reducing the limitation of the 
Two-Point Correlation Function 
5.1 Introduction 
In the previous chapter we defined the two-point correlation function and proposed it as a 
class separability measure in feature space. The algorithm, which is proposed for it in sec- 
tion 4.3, can demonstrate the separability of features under certain assumptions. Figures 
(4.12) and (4.13) illustrate the range of parameters where a distinctive class separability 
can be observed from the shape of the two-point correlation function for two Gaussian 
clusters. As it is expressed earlier, the parameters which affect the existence of the sec- 
ondary peak in the shape of the two-point correlation function are the relative location 
of mean vectors, the relative sparseness of the patterns in different clusters, the popula- 
tion ratio of clusters and the dimensionality of feature space. Moreover, there should be 
enough points in the feature space. This chapter addresses the methods which may be 
applied to improve the capability of the two-point correlation function as a separability 
measure in a given feature space. Two different methods are proposed. 
The first method is based upon the fact that the feature space is finite. It has been 
shown in the previous chapter that the effect of such a boundary to the feature space 
causes the two-point correlation function to decrease monotonically with increasing sep- 
aration. If we define a shape for a given feature space as a closed volume in which 95 
percent of patterns are inside of it, then we can say that the shape of the feature space also 
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Figure 5.1: Two-point correlation function for a finite 2D feature space with a uniform dis- 
tribution of points. The correlation drops monotonically due to the boundary effect. 
affects the height of the secondary peak in the two point correlation function. Therefore 
the first method, consists of two steps. The first step is to transfer a feature space with an 
unknown shape to that of known shape. The second step is to devise a way to compensate 
the boundary effect of the amplitude of the secondary peak of the two-point correlation 
function. 
The second method is based on the spectrum analysis of the feature space. It is shown 
that the Fourier transform of the autocorrelation function represents the frequency of clus- 
ters in the feature space. This idea improves the limitation of the two-point correlation 
function as well. 
We have also compared the improved two-point correlation function and the distance 
histogram at the end of this chapter. 
5.2 Understanding the Problem of the Boundary Effects 
In figure (5.1) we show the two-point correlation function for a two-dimensional feature 
space of radius R. The points in the feature space have been distributed uniformly, and 
so we would expect from the definition that e(x) =0 for all separations. Figure (5.1), 
however, shows that this is not so, and at maximum allowed separation ý (x) = -1, in- 
dicating maximum anti-correlation. This is due to the increased effect of the boundary. 
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Figure 5.2: Two-point correlation function for a feature space containing two clusters. Al- 
though the clusters are well separated and fill well-defined regions, the boundary effect 
has suppressed the secondary peak. 
Now we consider the same feature space, but with two clusters in it, representing two 
classes we wish to separate. If the distance between these cluster centres is large, then the 
secondary peak in the two-point correlation statistic, due to inter-class separations, will be 
suppressed by the boundary effect. This is shown in figure (5.2), where the corresponding 
two-point correlation function is shown. We see that although a secondary peak exists, its 
amplitude is very much reduced due to the monotonic decline arising from the boundary 
problem. 
This problem limits the effectiveness of the statistic when there are many clusters to be 
identified, as some of these clusters (assuming they are well separated) will be suppressed 
by the boundary problem. In figure (5.3a) we present a two-dimensional feature space 
with 3 clusters in it. These clusters are well defined and well separated. We would expect 
to see the two-point correlation function show a large peak at small separations due to the 
intra-cluster separations in all three clusters, followed by three other peaks representing 
the three inter-cluster separations. We show the two-point correlation function for this 
feature space in figure (5.3b) where we see the suppressing effect of the boundary on the 
inter-cluster separations. 
Another problem that arises when the dimensionality of the feature space increases, 
as then the effects of the boundary become more pronounced. We illustrate this by a case 
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Figure 5.3: The effects of the boundary in distinguishing the existence of three classes by 
use of the correlation function. 
where we have three clusters in a 4-dimensional feature space, see figure (5.4). Here we 
see that although one may guess any ripples at larger separation, one could not identify 
the number of clusters in the feature space. 
The effectiveness of being able to detect multiple peaks in the two-point correlation 
function, and hence to be able to determine the number of distinguishable classes present, 
is very much dependent upon removing the boundary problem that suppresses the sig- 
nature of clusters with significant separations compared to the size of the feature space, 
and to knowing accurately the range of the features being used to achieve reasonable res- 
olution and scaling. 
5.3 The Whitening Transformation of the Feature Space 
Converting the covariance matrix of a cluster in a feature space to a unit covariance ma- 
trix is called the whitening transformation [45]. To perform the whitening transformation 
we need to find the eigenvectors and the eigenvalues of the covariance matrix, E. If A,, 
A21..., AA1 are the eigenvalues, we define an MxM diagonal matrix with eigenvalues along 
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its diagonal and call it A. We also define an eigenvector matrix, U, in which the columns 
are the eigenvectors of the covariance matrix. The definition of the whitening matrix, W, 
is 
W =A-2UT 
which defines the transformation of feature space 
(5.1) 
Xprojected =WX (5.2) 
where X is a feature vector in the original feature space and Xprojected is the new vector 
in the projected space. It can be shown that the covariance matrix of the projected space 
is unit. Figure (5.5) shows two spherical Gaussian clusters before and after the whiten- 
ing transformation. Both clusters have a unit covariance matrix. The mean vector of the 
first cluster is located at the origin and the mean vector of the second cluster is located at 
(4.5,0). The mixed covariance matrix of the feature space is a diagonal matrix with values 
6 and 1 along the diagonal. Thus, the shape of this feature space is assumed to be an el- 
lipsoid as shown in figure (5.5-a). This means that we assume that all feature vectors are 
inside an ellipsoid represented by the mixed covariance matrix of the feature space. After 
the transformation, however, we assume that all the points are inside a hyper-spherical 
volume. The radius of this volume may be assumed to be 2.5 times the standard devia- 
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tion of each feature. The reason for choosing 2.5 times the standard deviation is that in 
a Gaussian distribution the probability of having a point 2.5 standard deviations away 
from the mean value is less than 5 percent. Having spherical feature space is at the price 
of changing the shape of the clusters from spherical to ellipsoidal. 
Two advantages of the whitening transformation are that the total volume and the 
maximum separation in the feature space are known precisely which are two important 
pieces of information for the algorithm. If we have a single elliptical Gaussian cluster, we 
will have on transformation, a spherical Gaussian cluster with unit matrix. The radius 
of the hyper-sphere feature space, will be 2.5 times the standard deviation. Therefore the 
maximum distance in this cluster is 5 and the volume of this sphere is 
[] 
VM = 
2M2 
ýrý 
2 12.5M 
(M)!! 
(5.3) 
where VM is the volume of the M-dimensional hyper-sphere and [x] is the largest integer 
not exceeding x. 
We now can determine the volume of the (M + 1) -dimensional feature space in terms 
of the volume of the M-dimensional feature space: 
M ti2((M+1) mod 2) VM+1 =() ý(M mod 2) 2 5VM (5.4) (M+ 1) II.. 
where (M mod 2) is zero if M is even and it is 1 when M is odd. 
Figure (5.6) shows that the normalisation factor in relation (4.23), giving the volume in 
which a given separation can be found, will be presented better for a spherical cluster than 
for an elliptical cluster. This means that the fraction of the total volume for a given sepa- 
ration, which falls outside the feature space, will be less for a spherically shaped feature 
space, than for an elliptically shaped one. 
The whitening transformation also has one other vital property for us. If the feature 
space is uniformly populated by feature points, then after the whitening transformation 
the density of points in the transformed feature space will remain uniform. So if the corre- 
lation function is zero before transformation, it will remain zero afterwards. The whiten- 
ing transformation does not introduce any bias in the two-point statistic. 
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Figure 5.5: (a) The original feature space with Gaussian clusters with unit covariance ma- 
trices. The mean vector of the first cluster is located at the origin and the mean vector of 
the second cluster is located at (4.5,0). (b) The feature space after the whitening transfor- 
mation. The covariance matrix of this feature space is unit. (c) The two-point correlation 
function using the algorithm in section 4.3. (d) The two-point correlation function after 
whitening and correction of the normalisation factor as explained in figure (5.7). (e) The 
two-point correlation function after whitening and correction of the normalisation factor 
using the two-point correlation function of a uniform distribution. 
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Figure 5.6: This figure shows that the border effect damages the performance of the 
two-point correlation function in a hyper-ellipsoidal feature space more than in a hyper- 
spherical feature space. In both figures (a) and (b) the maximum possible separation is 
the same. The separations under study is also the same in both figures. It is clear that in 
figure (a) the area(volume) in which the given separation may be found out of the feature 
space is larger than that in figure (b). 
5.4 Correction of the border effect 
After the whitening transformation, we can optimise the algorithm in section 4.3 for a fi- 
nite space. We propose two methods for correction of the border effect on the two-point 
correlation function. For both methods, we utilise a preprocessing phase before applying 
the two-point correlation function algorithm. This means that we first calculate the total 
covariance matrix of the feature space and then find the corresponding whitening matrix. 
After the whitening transformation of the feature space, we presume that the shape of the 
projected feature space is spherical with radius 2.5 times the standard deviation of each 
feature, figure (5.5-b). 
In the first proposed method, figure (5.7), we assume an inner sphere with radius 1.5 
times the standard deviation of each feature and pick the first point from this subspace 
and the second point from somewhere in the whole space. This way we avoid the border 
effects up to distance one, i. e the standard deviation of each feature. This is similar to 
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randomly chosen from the inner hyper-sphere and the second point from whole feature 
space. 
the discussion in section 4.4.1 and concerning figure (4.1). For separations more than one 
standard deviation of each feature, we need to correct the volume in which we may find a 
given separation. Let us assume that we wish to find the value of the two-point correlation 
function at separation (1 + b) where b is the bin size in the algorithm. If the first chosen 
point is inside the hyper-sphere with radius 1-b, then we know that the second point is 
within the feature space. However if the first point is in the annulus between the hyper- 
spheres with radii between 1- b and 1 we know that the second point may be outside the 
feature space. We therefore correct the volume in which we may find b+1 by the volume 
ratio of TrVM 1.15 where VM (r) is the volume of a hyper-sphere with radius r. The effect of 
this border correction is shown in figure (5.5-d). Compared to figure (5.5-c), where there 
is no preprocessing of the feature space, figure (5.5-d) shows significant improvement. 
Although the above volume correction works for some of the two dimensional fea- 
ture spaces, it fails for higher dimensional spaces. This is not surprising since this volume 
correction is not at all accurate. In relation (4.23), the number of counted pairs should be 
divided by the average of all volumes in which the given distance may be found. This 
average is presumed to be a hyper-spherical shell, which was true if we had an infinite 
feature space. Figure (5.8), however, shows that the average of all volumes in which the 
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Figure 5.8: Average of all volumes in which a given distance may be found can be the 
volume of a shell between two hyper-arcs. 
given separation may be found can be the volume of a shell between two hyper-arcs. 
The calculation of such a volume for any given separation and any dimensional space 
is very difficult analytically. What is proposed here is based upon the definition of the 
two-point correlation function and experimental results. We know that for a uniform dis- 
tribution, the two-point correlation function should be zero for all separations. Since the 
two-point correlation function determines the probability of seeing two points in the fea- 
ture space at the given separation, in excess of that expected for a uniform distribution, 
then the simplest way to remove boundary effects is to directly compute the statistic for 
a uniform population. By computing the ratio of the function for the real data to the uni- 
form data we scale out the effects of the boundary. If the two-point correlation function 
obtained using the data is eD, and that from the uniform distribution of points is ýu, then 
the corrected two-point correlation function will be: 
(s) -1+ 
eD(s) 
-1 1+ eu (s) 
(5.5) 
This approach means that we need to compute the statistic twice, although ýU only needs 
to be computed once for a given boundary. The advantage, however, is that we can re- 
move the boundary problem for arbitrary boundary topologies of the feature space. In the 
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appendix we describe how to set up a uniform distribution of points in an M-dimensional 
spherical feature space. The two-point correlation function of figure 5.5-a) after this cor- 
rection is shown in figure (5.5-e). 
As well as determining the allowed volume of feature space in order to normalise the 
two-point correlation function correctly, the whitening transformation also allows us to 
determine analytically the boundary effect and hence remove it exactly. These two ad- 
vantages make the two-point correlation function combined with the whitening transfor- 
mation a powerful statistic in any dimensional feature space. 
Having corrected the normalisation factor, we compare the boundary of the detectable 
secondary maximum in the two-point correlation function before and after the whitening 
transformation in figure (5.9). In figure (5.9-a) we compare the boundary of the detectable 
secondary peak in the two-point correlation function before and after the whitening trans- 
formation on feature space for a one dimensional feature space containing two clusters 
with equal populations. The curve labelled "before whitening" is taken from the bottom 
curve in figure (4.12-a) whereas the curve labeled "after whitening" represents the im- 
provement of the performance of the two-point correlation function after the whitening 
transformation and correction of the border effect. This new boundary is found manually 
by performing a number of experiments and observations. It is also clear from figure (5.9- 
b) that the performance of the two-point correlation function has significantly improved 
for the two-dimensional feature space. The curve labeled "before whitening" is the top 
curve in figure (4.13-a), only for the 2D case it is found experimentally. The boundary for 
3D and 4D are predicted. For any higher dimension, however, we either require the ana- 
lytical formula for the two-point correlation function of a uniform distribution, in a finite 
M-dimensional hyper-sphere or, as mentioned earlier, we could find it by experimenta- 
tion and store it in a look-up table. 
5.5 The Two-Point Correlation Function Of M-dimensional Uni- 
form Distribution 
In the previous chapter and appendix A and also in [43], the two-point correlation func- 
tions of one and two dimensional uniform distributions have been derived. We shall now 
consider how to generalise that argument to compute the two-point correlation function 
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Figure 5.9: The boundary of the detectable secondary peak in terms of separation of mean 
vectors and dimensionality of feature space for two Gaussian spherical clusters. (a) The 
dimensionality of the feature space is one and two clusters have equal population. The 
curve labeled by "before whitening" is taken from the bottom curve in figure (4.12-a). (b) 
Improvement of performance of the two-point correlation function for high dimensional 
feature space. The curve labeled by "before whitening" is taken form the top curve in 
figure (4.13-a). Only for 2D case it is found experimentally. The boundary for 3D and 4D 
are predicted. 
of M-dimensional uniform distribution which is useful to correct the boundary effect in 
an arbitrary dimensional feature space. The basic principle behind the derivation lies in 
the relationship between the two-point correlation function and the auto-correlation of 
the density function in feature space expressed by equation (4.21). If we have a uniform 
distribution of points in the feature space then the autocorrelation function should reduce 
to n2, or the square of the mean density. Hence the two-point correlation function should 
vanish for all separations. 
Now let us consider how to compute this statistic. From equation (4.21) we can com- 
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pute it as a convolution integral of the density over the feature space. So the two-point 
correlation function at a separation x=s can be computed by taking a duplicate copy 
of the feature space shifted in any arbitrary direction (which direction exactly does not 
matter as we perform an angle average) by a distance s, and compute the overlap inte- 
gral. Since the density is uniform, this reduces to the overlap volume multiplied by some 
normalisation factor. If the feature space is infinite in extent, then the overlap is always 
100%. If, however, the feature space is finite, then for any non-zero separation some of the 
volume of the shifted copy will lie outside the domain of the feature space. This is shown 
in figure 5.11 where we plot the original transformed feature space centred at P and its du- 
plicate copy centred at Qa distance s away. We have also introduced a co-ordinate system 
7/) with origin at the midway point between P and Q. We need to compute the volume 
of intersection between these two spheres. 
It now becomes apparent, from considering the two-point correlation function in 
terms of the autocorrelation of the density, that even for a uniform distribution of points, 
ý (x) will decrease monotonically, as the overlap volume drops to zero. Let the overlap 
volume in (4.21) be AM(s) for a separation s in an M dimensional feature space. It then 
follows from above that the two-point correlation function for a uniform distribution of 
5.5. THE TWO-POINT CORRELATION FUNCTION OF M-DIMENSIONAL 
UNIFORM DISTRIBUTION 136 
Figure 5.11: Overlap integral for a finite feature space 
points in a finite M dimensional spherical feature space will be: 
1+ eu(s) = 
Am(s) 
(5.6) 
V 1(R) 
where VM (R) is the total volume of the feature space. So if we write AM (s) _ 
CM(s)VM(R), then: 
'eu(s) = CM(s) -1 (5.7) 
We show in the appendix how to compute the volume of an M-dimensional sphere, 
and we use a similar reasoning to compute the overlap integral we require in our M- 
dimensional space here. 
In figure (5.11) we consider the overlap integral required in the case M=2. The co- 
ordinates of point N are (\/'R2 - s2/4,0). The sphere centred at P intersects the positive 
r] axis at the point (0,770) where rho =R- s/2. By symmetry we can integrate over just the 
positive ( and positive 77 quadrant and multiply by four. Hence: 
A2(s) =4 
/'7l0 
R2 - 
(, i + s/2)2dr l1 JO (5.8) 
In figure (5.12) we introduce the angles 9 and a. Expressing our integral in terms of these 
angles it is quite easy to show that: 
a 
C2 (s) _ (2R) 
V 
(R) 
ý 
sine Ode 
2 0 
(5.9) 
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Figure 5.12: Definition of the angles 8 and a. The points correspond to those in figure 
(5.11). 
where we have written Vl (R) as the 'volume' of a1 dimensional feature space of 'radius' R. 
Hence Vl (R) = 2R. The reason for writing this answer in this way will become apparent 
shortly. Evaluating this integral then gives: 
2(8)82 
C2 (s) _ cos -1 2R 2R 
1 
4R2 
(5.10) 
As the separation approaches 2R, the maximum allowed separation inside the feature 
space, this expression vanishes. As the separation tends to zero, the overlap becomes com- 
plete and this expression tends to 1, hence eU(s) = 0. 
Now let us consider generalising this argument to the 3 dimensional case. Because 
of the symmetry, the volume we seek can be obtained by rotating half the overlap area 
of figure (5.11) around the 71 axis. We therefore wish to compute a volume of revolution. 
Using symmetry we just compute the effect of rotating the area in the positive (, positive 
r1 quadrant and then double the result. Hence: 
A3(s) =2f 
770 
7(2d71 
0 
(5.11) 
Expressing this in terms of the angles 0 and a and computing the fraction of the total vol- 
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urne then gives: 
a % 
sin3 OdO (5.12) C3 (s) _ (2R) 
V2 R 
V3 (RJ )0 
Evaluating this integral then gives: 
c3 (s) 12 
2R 
(1+ 4R (5.13) 
This again has the correct asymptotic behaviour. 
Generalising this argument further, as we add new dimensions to the feature space, 
because of the symmetry we can consider each as the volume of revolution about the 
newly introduced axis, which we define as our 'rj' axis. The volume we revolve about 
this axis always has 1 smaller dimension. Thus: 
fo 
770 
AM(s) = 2VM-1(()d77 (5.14) 
and proceeding as before gives: 
CM(S) = (2R) 
VMV-1 lo a 
sinM 9d9 (5.15) 
M(R(R) ) 
This is the expression for the general case. Using equation (F. 4) from the appendix we can 
express this as: 
Cm (s) = 
fo sinnt OdO 
f0 /2 sinnt Ode 
From this expression it is clear that as s -+ 0, a -* 71/2 and CM(0) 
(5.16) 
1. Also as s -+ 
2R, a -4 0 and CM(2R) = 0. Hence for all dimensions EU(s) decreases from zero at zero 
separation to (-1) at maximum separation, implying complete anti-correlation. 
We can evaluate this expression, but before doing so it is worthwhile generating a re- 
currence relation for CM. This enables us to determine what the correction factor will be 
as we add more dimensions to our feature space. Integration by parts shows that: 
CM (a) = CM-2 (a) - 
where 
sinM-1 a cos a 
(M - 1)IM_2 
(5.17) 
12m = 
(2m-1)!! 7r (5.18) 
(2m)!! 2 
and 
_ 
2m! ß 
12m+1 = (2m + 1)!! 
(5.19) 
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where m is a positive integer. To compute the boundary correction to a higher dimensional 
feature space we therefore only need to add terms to the correction for lower dimensional 
feature spaces. This therefore allows us to recursively build up the correction we need. 
Alternatively, we can actually evaluate the integrals and compute the boundary cor- 
rection directly. To do this we need to consider the cases of M odd and M even separately. 
There are many forms one can express the result in, but the most useful ones are: 
C2m, +i = (2m + 1)!! 1-sm, 
+l m m-k (- 1)r 1 
2R 
E 
2r+k(m-r-k)! k! r! m+r+k+1 2R k=0 r=0 
(5.20) 
and 
m-1 2)r- (2r)!! 
C2r =- 
[0_i 
s 2s - 2s 
1- 
45 2E1_ R2 
(5.21) 
RRR 
r=o 
(2r + 1)!! 4R 
where again m is a positive integer. Although these expressions look somewhat complex, 
they are straight-forward to compute. 
5.6 Experimental Results for Synthesised Feature Space 
We start by demonstrating the volume correction on a 4D uniform distribution. Figure 
5.13 shows the two-point correlation function of a 4D feature space. To obtain this result 
we have synthesised a uniform distribution of points in a four dimensional hyper-sphere. 
Appendix G presents a general way of synthesising uniform distributions of points in an 
M dimensional hyper-sphere. We then have used the equation 5.5 to compute the two- 
point correlation function. The numerator of the right hand side of the equation 5.5 is the 
algorithm of section 4.3 and the denominator of it is the equation 5.21. 
We now consider the cases described in section (5.2), and show how the whitening 
transformation along with the boundary correction has improved the performance. In 
the first example we considered a feature space with two clusters well separated, with 
separations comparable to the full range of the feature space. In figure (5.14) we show the 
two point correlation function after transformation of the feature space. This should be 
compared with figure (5.2). We see that the presence of a secondary peak has been dra- 
matically revealed by this transformation. 
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Figure 5.13: Two-point correlation function of uniformly distributed points after the bor- 
der correction. The feature space is a hyper-sphere of four dimension. 
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Figure 5.14: Two-point correlation function for the transformed feature space containing 
two clusters. 
We can consider what would happen if we increased the separation between these two 
clusters still further. In figure (5.15a) we show the two-point correlation function for the 
two clusters when the separation has been doubled. Although a secondary peak can be 
seen at the correct separation, the amplitude is so low that this could not form a reliable 
detection. In figure (5.15b) we show the result after the transformation. We have kept 
the horizontal scale the same in both figures to avoid undue distortion. We see that the 
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Figure 5.15: Two-point correlation functions before and after transformation with a larger 
separation between two clusters. 
secondary peak is now very marked. 
This result also illustrates another point of the whitening process. Since we have fixed 
the maximum scale of the transformed feature space (in this case to 5 units), then measures 
that determine the horizontal width of multiple peaks in the correlation function can be 
used to measure confidence in the numbers of features expected. 
The next experiment had three clusters in the feature space, which was 3 dimensional, 
and in figure (5.3) we showed how the boundary made the statistic influenced the effec- 
tiveness of the correlation function to distinguish that there were three clusters. We show 
in figure (5.16) the correlation function after whitening. We now see that the peaks have 
become clearly defined. 
Finally, we had considered the extension of this experiment to a4 dimensional feature 
space. We had shown in figure (5.4) that all evidence of the three clusters was completely 
swamped by the boundary effect. In figure (5.17) we show the result after transformation. 
Again we have preserved the horizontal scale to compare with figure (5.4). We see that by 
being able to analytically compute the boundary effect we can extend the use of the two- 
point correlation function to higher dimensional feature spaces without difficulty. 
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Figure 5.16: Two-point correlation function for the transformed feature space containing 
three clusters. 
1 
C 
O 
O 
C 
C 
O 
OO 
N 
O 
U 
C_ 
O 
d 
3 
-1 
D2468 10 
Distances in 4D feature space 
Figure 5.17: Two-point correlation function for the transformed feature space containing 
three clusters in 4D feature space. 
5.7 The Two-Point Correlation Function as a quality measure of 
3-D Feature Space 
In this section we use the shape of the two-point correlation function in texture segmen- 
tation to predict the quality of segmentation results before applying the clustering algo- 
rithm. Texture segmentation may be considered as a recognition problem. Our aim here 
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is to demonstrate one of the applications of the two-point correlation function. We have 
used a wavelet-based approach as described in chapter 2. 
First we define a parameter which represents the shape of the two-point correlation 
function. It is expected that when we observe a secondary peak in the two-point corre- 
lation function, we will have a well-separated feature space and the final segmentation 
result will be with a low number of misclassified pixels. We, therefore, define a parame- 
ter to represent the secondary peak in the shape of the two-point correlation function. It is 
common sense that this parameter should be a function of the value of the two-point cor- 
relation function in the valley before the secondary peak and the value of the two-point 
correlation in the secondary peak. If we define S representing the shape of the two-point 
correlation we define the following: 
S=1- (ýmin (r) + 1) / (ýmax (r) + 1) (5.22) 
where Amin (r) is the minimum of the two-point correlation unction before the secondary 
peak and Amax (r) is the value of the two-point correlation function in the secondary peak. 
In this set of experiments we only use the wavelet features after one set of transfor- 
mations. We therefore have a three dimensional wavelet feature space. Figure 5.18 shows 
that the quality of the segmentation is consistent with the quality of the two-point corre- 
lation function in a 3D wavelet feature space. Each row represents an experiment. The 
test images, the two-point correlation function of the wavelet space and the final cluster- 
ing result if we use all three wavelet features are shown in columns one, two and three 
respectively. The ground truth of the test images is known. In table tabl the values of S 
are compared with the classification errors of test images. In four cases, the value of S is 
zero, test image 4,6,7 and 8. Of these four images, the segmentation result on image 6 and 
8 are not acceptable as it was predicted form the S values. The classification error in test 
image 4 and 7, however, are only 2.85 and 9.25. Nevertheless, we can argue that in their 
shape of the two-point correlation function, we can observe a knee which is presenting a 
weak separation. We conclude that the quality of the segmentation is consistent with the 
quality of the two-point correlation function and we need to define a value to present a 
knee in the shape of the two-point correlation function in our future work. 
5.7. THE TWO-POINT CORRELATION FUNCTION AS A QUALITY MEASURE OF 
3-D FEATURE SPACE 144 
(a) 
4 
93 
ö2 
o, 
O 
O1234 
Distances in 3D feature space 
(c) 
l 
V Fam. i 
ý,. 
o 
'Y 
1 
fi 
0123a 
Distances in 30 icot- spcco 
(d) (e) 
(g) 
(b) 
Yý-4 
'ýö1 
" 
M. 
0 
ý1 
0t235 
Distonces in 3D feature epoce(Wovelet featurce) 
(h) 
c2 
O 
0123. 
Distances in 3D feature space 
Ü) (k) 
(0 
(i) 
This figure is continued on the next page. 
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Figure 5.18: (a) and (d) are the test images. In (b) and (e) the two-point correlation function 
of wavelet feature space of figure (a) and (d) are shown respectively. In figures (c) and (f), 
the segmentation result after clustering in the 3D wavelet feature space of figure (a) and 
(d) can be seen respectively. 
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Test Images 1 2 3 4 5 6 7 8 
Shape 0.017 0.622 0.182 0.0 0.222 0.0 0.0 0.0 
Error(%) 2.16 1.97 3.88 2.85 3.30 31.92 9.25 28.48 
Table 5.1: The percentages of misclassified pixels and the value corresponding to the 
shape of the two-point correlation function. 
5.8 The Fourier Transform of The Two-point Correlation func- 
tion 
In this section we show that the Fourier transform of the two-point correlation function 
will reduce the limitation of detectability of the secondary peak in it. 
In section 4.2 we showed that the two-point correlation function of a feature space is re- 
lated to the autocorrelation function of the feature space. It is well-known that the Fourier 
transform of the autocorrelation function of a signal is in fact the power spectrum of that 
signal [11][112]. If we present a signal by v(t) and its Fourier transform by . T[v(t)] we can 
write: 
Y[v(r)] =I F[v(r)] I ew(-97[v(r)]) (5.23) 
where cp(. F[v(r)]) is the phase of the signal. Then we can say 
. 'F[v(r)]12 = . 9[< v(r)v(r + x) >] 1 (5.24) 
We can therefore relate the Fourier transform of the two-point correlation function to 
the power spectrum of the feature space. While obtaining the power spectrum of the fea- 
ture space by taking its Fourier transform may be tedious and impractical, particularly in 
a high dimensional feature space with a large number of points, by having the two-point 
correlation function, the power spectrum of the feature space can be obtained easily. 
The importance of the power spectrum of the feature space is that the presence of 
clusters in it may appear as a low frequency component. In this section we present the 
power spectrum of 1D feature spaces containing one or two Gaussian clusters. We then 
show that the limitation of two-point correlation function as a separability measure for 
two Gaussian clusters reduces when we study its Fourier transform. 
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5.8.1 The Power Spectrum of one Gaussian Cluster 
From relation (4.41), we can derive the Fourier spectrum of a Gaussian cluster. In the 1D 
case, we have 
ý[1 + (x)] = e-W20,2 (5.25) 
From relation (5.25) we again see a single Gaussian profile with inverse standard deviation 
compared to relation (4.39). 
5.8.2 The Power Spectrum of two Gaussian Clusters 
From relation (4.52) we can derive the power spectrum of two Gaussian clusters (See ap- 
pendix V): 
.ý 
1+ = 
Vl 
[e-(w0.1)2+(N292)2e-(wý1 )2+2(N292)e 
( (1+(° )2)cos(DµW)] 2[( )ý 
(1 + -)2 Nial Nla, Nio-i 
(5.26) 
We obtain two Gaussian profiles centred at the origin and a third term which is modu- 
lated by a cos function. The only parameter which changes the oscillation is the distance 
between the two cluster centres. Surprisingly, the oscillation does not depend on the stan- 
dard deviations of the two clusters. This characteristic of the Fourier transform of the two- 
point correlation function is useful when the secondary maximum does not appear in the 
two-point correlation function. 
Figure (5.19) shows the two-point correlation function and its corresponding Fourier 
transform for the case where the standard deviation of both clusters are 1.5 with equal 
populations and their mean vectors are separated by 5 unit in feature space. 
For the very special case when we have equal populations with the same standard de- 
viation, from equation (4.52) we will have: 
ýý1 + (x)] = 21 e-(Wa) 
2 (1 + cos(AAW)) (5.27) 
Figure (5.20) compares the boundary of the detectable secondary peak in the Fourier 
transform of the two-point correlation function and that of the two-point correlation func- 
tion. Clearly, the sensitivity of the detectable secondary peak improves in the Fourier do- 
main. 
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Figure 5.19: (a) Two two-point correlation functions (b) Its corresponding Fourier trans- 
form. 
5.9 Comparison with The Distance Histogram 
In this section, we show the relation between the distance histogram and the two-point 
correlation function. We also compare these two measures and highlight their cons and 
pros. 
5.9.1 Improving The Two-Point correlation Function Using The Distance His- 
togram 
Algorithmically the difference between the two measures is the normalisation factor in 
equation 4.23. 
We know that the two-point correlation function is the probability of a given distance 
in excess of that expected for a uniform distribution. We, therefore, compute the distance 
05 10 
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Figure 5.20: The detectability of the secondary peak in the two-point correlation is im- 
proved by using its Fourier transform. The boundary of detectable secondary peak for 
various population ratios(labeled by FTPC). For comparison the curves of detectability of 
the secondary peak in the two-point correlation function are given as dashed lines(labeled 
by TPC). 
histogram for a uniform population. By computing the ratio of the distance histogram for 
the real data to the uniform data we scale out the normalisation factors. 
If the distance histogram obtained using the data is OD, and that from the uniform 
distribution of points is Au, then the corrected two-point correlation function will be: 
(s) _ 
CD (s) 
-1 AU(S) 
(5.28) 
This approach means that we need to compute the statistic twice, although /u only needs 
to be computed once for a given topology. The advantage, however, is that we can remove 
the boundary problem for arbitrary boundary topologies of the feature space. For an indi- 
vidual problem, however, we need to set up a uniform distribution with certain boundary 
topology. 
One may express the distance histogram in terms of the two-point correlation function 
0 0.5 
as follows: 
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OD(s) _ (e(s) + 1)Du(s) (5.29) 
where c(s) is the two-point correlation for given separation s and DU(s) is the distance 
histogram of uniformly distributed feature space. 
Figure 5.21 presents the distance histogram of the same feature space as figures 5.4 and 
5.17. Four peaks can be observed in this figure. The first peak represents the within class 
distances while the rest of them represent the between class distances. The figure show 
that the distance histogram can be used as a good alternative of the two-point correlation 
function. 
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Figure 5.21: The distance histogram for feature space containing three clusters in 4D fea- 
ture space. The feature space is the same as that in figure 5.17. 
5.9.2 Comparison of the Distance Histogram and the Two-Point Correlation 
Function 
One of the main advantages of the two-point correlation function over the distance his- 
togram is that it is an unbiased statistic and therefore it is more reliable than the distance 
histogram. Figure 5.22 compares these two measures. In this figure, it is assumed that the 
feature space is finite with a circular shape. A uniform distribution of points is present in 
this space. There are also two Gaussian clusters present in this space. Two experiments 
are performed. In both feature spaces the Gaussian clusters are the same with one excep- 
tion that the number of points in them have changed. 
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When the points are considerably fewer than the background uniform distribution, the 
distance histogram fails to show any secondary cluster, figure (5.22-c). On the contrary, 
the two-point correlation that shows the existence of two clusters, figure (5.22-e). When 
we increase the number of points in two Gaussian clusters, the distance histogram shows 
two clusters as well as the two-point correlation function, figures (5.22-d) and (5.22-f) re- 
spectively. Therefore, the two-point correlation function is more robust that the distance 
histogram. 
Figure (5.23) also shows a real example of superiority of the two-point correlation 
function over the distance histogram. We have used image 10 of chapter 3, see figure 
(3.10). The maximum-overlap wavelet transform and D10 filter are used. Only one level 
of resolution is considered and therefore we have a 4-dimensional feature space. The his- 
togram of these four features are shown in figures (5.23-a) (5.23-d). We can see that only 
one feature shows the presence of two clusters, and from figure (5.23-e) we see that the dis- 
tance histogram of the combined feature space fails to show the presence of two clusters. 
On the other hand, figure (5.23-f) shows that the two-point correlation function of the four 
dimensional feature space can clearly detect the presence of two clusters. Figures (5.24-a) 
and (5.24-b) show the image 10 figure (3.10) and the segmentation result when we use all 
four features of figure (5.23) and the c-means fuzzy clustering algorithm. 
The disadvantage of the two-point correlation function to the distance histogram, 
however, is that the feature space will be void in higher dimensional space and therefore 
the two-point correlation function cannot be correctly computed. As stated earlier, the an- 
alytical method for volume correction is based on the model which we have made for the 
feature space: We draw a hyper-elliptical shape for the feature space. This is the reason 
that we then use the whitening transform to convert this shape to a hyper-sphere and then 
we correct the border problem analytically. In very high dimensional spaced, however, 
depending on the topology of the feature space, it is likely that after approximation of the 
volume of the feature space by an hyper-elliptical volume, we will have a large number 
of empty volume elements. If this happens the two-point correlation function will per- 
form poorly. In other words we will not have enough points in the feature space for a fair 
representation of the two-point correlation function. For such feature spaces, the distance 
histogram will outperform the two-point correlation function. 
We may conclude that while two-point correlation function should be used for reason- 
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Figure 5.22: The two-point correlation function is a robust statistics unlike the distance 
histogram: (a) The feature space: two Gaussian distributions are placed within a uniform 
distribution which spans the circular-shaped feature space. (b) The same as (a) but the 
Gaussian clusters containing more points. (c) The distance histogram of the feature space 
containing the Gaussian clusters with fewer points. (d) The distance histogram of the fea- 
ture space containing the Gaussian clusters with more points. (e) The two-point correla- 
tion function of the feature space containing the Gaussian clusters with fewer points. (f) 
The two-point correlation function of the feature space containing the Gaussian clusters 
with more points. 
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Figure 5.23: The maximum-overlap wavelet transform and D10 filter are applied to image 
10 of figure (3.10): (a) Feature one. (b) Feature two. (c) Feature three. (d) Feature four (e) 
The distance histogram of the four dimensional feature space. (f) The two-point correla- 
tion function of the four dimensional feature space. 
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Figure 5.24: (a) Image 10 of figure (3.10). (b) The final segmentation result when we use 
all four features of figure (5.23) and c-means fuzzy clustering algorithm. 
ably low dimensional spaces, the distance histogram may be used for high dimensional 
spaces. 
5.10 Conclusions 
In this chapter we have considered the problem of boundary effects due to a finite bound- 
ary in feature space, on the computation of the two-point correlation function. We have 
shown that in general this causes the two-point statistic to decay monotonically with sep- 
aration, thus making it less likely to detect peaks in the correlation function due to the 
presence of several clusters of points when these clusters are at distances comparable to 
the size of the allowed feature space. 
We have also considered the effects of extending the boundary of the allowed feature 
space, while not rescaling the clusters within it. This introduces a large void region in the 
feature space which also degrades the performance of the two-point correlation function 
as a class separability measure. 
We have approached the problem with two different solutions. First we have shown 
that both of these drawbacks can be overcome by the use of the whitening transforma- 
tion. This enables us to define an outer boundary to the feature space at values relevant 
to the data, and also uniquely determines the shape of the boundary in feature space. We 
have derived analytic expressions, and a recurrence relation, for the boundary effect of 
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the transformed space, thus eliminating the boundary problem entirely. We have demon- 
strated the improvement in the separability measure using this whitening transformation, 
for a number of interesting cases. 
We have also proposed the Fourier transform of the two-point correlation function as 
a way to observe the existence of clusters in the feature space. 
We have also related the distance histogram and the two-point correlation function. 
One of the main advantages of the two-point correlation function over the distance his- 
togram is that it is an unbiased statistic and therefore it is more reliable than the distance 
histogram. The disadvantage of the two-point correlation function to the distance his- 
togram, however, is that it cannot be used in a very high dimensional space. We conclude 
that while two-point correlation function outperforms the distance histogram in reason- 
ably low dimensional spaces, the distance histogram may be used for high dimensional 
spaces. 
Chapter 6 
Conclusions and Future Work 
6.1 Introduction 
Texture segmentation is one the most challenging parts of a comprehensive vision system. 
Segmentation of a given scene is essential for any further processing and the precise per- 
ception of a real world scene is not possible without segmenting the textured objects. The 
performance of a vision system depends upon the performance of the texture segmenta- 
tion algorithm it uses crucially as an error at this stage will be propagated to its other lev- 
els. It is, therefore, not surprising to see the attention of researchers on this topic for the 
last thirty years and one can find a whole surfeit of methods for segmentation of textured 
regions in the literature. 
Nonetheless, the more challenging problem is to find the best method. The question 
is whether there is such a method which can outperform other methods for all images in 
a certain application area. Many Computer Vision scientists believe that we should first 
define the application domain and then find the best solution. The common problem for 
all computer vision topics, however, is the lack of performance measures. 
This thesis addressed the wavelet-based texture segmentation algorithms. We pre- 
sented four wavelet detection transformation techniques and showed the results of 4 
different possible wavelet-based feature detection methods combined with 10 different 
wavelet filters. We then introduced the distance histogram and the two-point correlation 
function as quality measures of the feature space. The performance of the wavelet-based 
segmentation was tested using the distance histogram for a set of realistic test images with 
156 
6.2. SUMMARY OF WHAT HAS BEEN ACHIEVED 157 
known ground truth. The limitations of the two-point correlation function were discussed 
and some methods to improve these limitations were introduced. 
This concluding chapter consists of two parts. The first part summarises the research 
work carried out and the original contributions described in this thesis. The second part 
provides some suggestions for improvement of this area of research and future investiga- 
tion. 
6.2 Summary of What Has Been Achieved 
The research objectives outlined in section 1.5 were twofold. 
" To survey a number of wavelet-based feature detection methods for segmenting tex- 
tured images. 
" To introduce quality and separability measures in the feature space. 
In this thesis a review of representative wavelet-based approaches to texture segmen- 
tation was carried out. One basic problem with texture is that there is no universal defini- 
tion for it. In this thesis, we described textures by concentrations of information in middle 
band frequencies with different bandwidths. The wavelet-based methods provide a suit- 
able solution for separating textures using such a description, as its multi-resolution and 
time-frequency properties allow us to search for the dominant frequency adaptively. 
We have considered a large number of experiments, some 800 in total, using a va- 
riety of different methods for texture segmentation based upon wavelets. The four 
wavelet-based feature detection methods presented in this thesis are the ordinary, dyadic, 
maximum-overlap(MOWT) and intermediate maximum-overlap(IMOWT) wavelet trans- 
forms. The intermediate maximum-overlap wavelet transform we proposed here turned 
out to perform better than the other methods in 65.5% of the cases. The reason of the su- 
periority of this method to other methods is that we have the same number of features 
for multiple levels of resolution. We also have different local window sizes for different 
levels. The experiments which were used to evaluate the wavelet-based feature detec- 
tion methods also considered ten different wavelet filters and used as a testbed a variety 
of composite images taken from the Brodatz database. Ground truth for the texture seg- 
mentation was known for these images and used to assess the performance. 
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We proposed the distance histogram for this evaluation to see how well different tex- 
tures are separated in the selected feature spaces, using these different algorithms, as 
well as for measuring the final performance of the segmentation boundary compared to 
ground truth. We have shown that the distance histogram could quantify performance in 
a way that correlates well with ground truth measures. 
Several interesting observations have been made regarding the wavelet features. 
None of the methods was the best in all cases. However the new intermediate maximum- 
overlap wavelet transform stands out clearly as superior to all the other methods in 65.5% 
of cases. The MOWT and IMOWT are computationally more demanding than the other 
methods. The dyadic wavelet transform is the fastest method as the final result is deter- 
mined at coarse resolution. 
Each wavelet-based technique must use a wavelet filter. There is no limit to the num- 
ber of wavelet filters[127]. In this thesis we have used 10 well-known filters representing 
the most popular choices in the literature. The overall performance of wavelet detection 
techniques does not depend upon the choice of wavelet filters. Unlike many other digital 
signal processing applications, textures are not well defined and therefore there is no fil- 
ter which can be optimally designed for all of them. These wavelets are band pass filters 
and therefore should be useful for describing textures. In addition the wavelet transform 
can decompose the image in a multi-resolution manner and therefore can adapt itself with 
an unknown given texture with whatever middle band frequency information. We have 
concluded that the distance histogram can be used as a quality measure for the multidi- 
mensional wavelet feature spaces. One problem with using this measure, however, is that 
it is a biased statistic and therefore is not as reliable as an unbiased statistic. 
That is why we proposed the two-point correlation function, which is an unbiased 
statistic, as a quality measure of the feature space. The two-point correction function is 
defined as the excess probability of finding a given difference in feature values. In this 
thesis we studied the shape and analytical formula this statistic takes when the clusters 
in the feature space have uniform and Gaussian distributions. Since the feature spaces are 
always finite, this gives rise to a border problem when computing the two-point correla- 
tion function. We envisaged many solutions for this problem. The whitening transform 
was used to change the shape of the feature space to a hyper-spherical shape. For this 
purpose, we modelled the shape of the feature space as a hyper ellipsoid. The border cor- 
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rection was then calculated analytically for an M dimensional feature space which has a 
hyper-spherical surrounding surface. 
The significant advantage of the two-point correlation function is that it can be used 
for mapping an M-dimensional space into a two-dimensional space, i. e. f: RM R2 
which gives us the opportunity to visualise and also estimate the relative locations of clus- 
ters in feature space regardless of its dimensionality. This interesting property of the two- 
point correlation function can be very much appreciated in many data analysis applica- 
tions. Nonetheless, there is a limit for this advantage. The computation of the two-point 
correlation function using the proposed algorithm in section 4.3 will fail when it is used 
for very high dimensional feature spaces. The first reason is that we need a fair number of 
samples in the feature space to represent the density profile of the features statistically cor- 
rectly. This requirement is absolutely essential to calculate the two-point correlation func- 
tion. This requirement, however, cannot be satisfied for high dimensional feature spaces 
in most, if not all, practical applications even if we use all of the data. Secondly, the des- 
ignation of a hyper-ellipsoid shape to the feature space is not always valid in very high 
dimensional feature spaces. By using this model, we may include a large empty volume in 
the feature space which adversely affects the power of the two-point correlation function 
as a separability measure. 
It should be pointed out that in the unlikely event of two overlapping classes with 
identical mean vectors, the two-point correlation function, when compared to the Bhat- 
tachatyya distance measure, cannot separate them. Nevertheless, the significant advan- 
tage of the two-point correlation function is that a priori knowledge of the given feature 
space is not required for its computation and moreover it is an unbiased statistic. 
6.3 Future Research Directions 
From the texture point of view, a comprehensive mathematical model for textures is 
highly desirable. The main issue is whether we can find a complete mathematical model 
for all sorts of textures; or else we will have to partition the space of all textures into some 
application domains. Then for each one of these applications find the right model. Having 
pursued such model(s) we will be able to find the optimal solutions for each application 
area. 
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From the wavelet point of view a fast algorithm is required for the intermediate 
maximum-overlap wavelet transform. Although it outperforms the other methods, this 
method is computationally more demanding than the rest of the methods. Like other sig- 
nal processing tools such as the FFT[53] and fast wavelet transform[61], it could be possi- 
ble to improve the speed of this transform algorithmically. 
The performance measures, the distance histogram and two-point correlation func- 
tion, introduced in this thesis were only used for wavelet-based features. Further work 
can be carried out on applying these measures to different sorts of feature spaces. Many 
feature detection algorithms described in the first chapter can be exemplified for this pur- 
pose. Another realistic case is to examine the three dimensional colour space using these 
measures. 
One of the possible applications of the two-point correlation function is in a feature se- 
lection scheme. Most of the feature selection techniques are parametric in the sense that 
the criteria functions applied in them are based upon the assumption that a priori knowl- 
edge about the probability distributions of the data is available. The two-point correlation 
function, however, can be used as a criterion which is stand alone and no a priori knowl- 
edge is required for its computation. It may be preferable to start from an empty feature 
set which is then successively built up by adding every new feature and examining any 
improvement in the separability of the clusters. If no improvement can be observed the 
feature can be eliminated. Of course there are a number of ways which can be employed 
to improve such a "bottom-up" feature selection scheme. 
Another potential use of the two-point correlation function is in texture classification. 
As a separability measure it can be used to find the similar texture from a set of defined 
textures. To achieve this, we propose to modify the two-point correlation function in the 
following way. We choose a pair of points at random one from the given texture and the 
other from one of the defined textures. The rest of the algorithm would be the same as the 
algorithm proposed in section 4.3. If we have a peak at the origin we would have known 
that the two textures are similar. The above idea can also be extended to searching for a 
texture icon in a database of images which may contain part of the given texture. 
The proposed algorithm in section 4.3 together with its improvement in chapter 5 can 
also be used in other areas of pattern recognition and signal detection where we have 2 or 
3 dimensional data. 
6.4. CONCLUDING REMARKS 
6.4 Concluding Remarks 
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The overall conclusion of the thesis is that both the distance histogram and the two-point 
correlation function do not require any a priori knowledge of the given feature space. The 
two-point correlation function is an unbiased statistic and, consequently, it is more reliable 
than the distance histogram. The disadvantage of the two-point correlation function to the 
distance histogram, however, is that it cannot be used in a very high dimensional space. 
We conclude that while the two-point correlation function outperforms the distance his- 
togram in reasonably low dimensional spaces, the distance histogram may be more useful 
for high dimensional spaces. 
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Appendix A 
The two-point correlation function of 
a 2D uniform distribution 
We consider a uniform distribution which consists of a constant density inside a circular 
region: 
c 0<x2+y2 <b2 
v(x, y) = (A. 1) 
0 otherwise 
From relation (4.21) the analytical formula of the two-point correlation function can be 
found. The first term on the right hand side in this equation is the autocorrelation function 
of a uniform distribution in a two dimensional space divided by the square of the mean 
density in the feature space. For separation r, the autocorrelation function of a circular 
uniform distribution is the intersection area of two circles with the centres separated by 
r, times the square of constant c divided by the area over which we integrate, i. e. the area 
of the circle. In figure 17, this area is between AB in circle C and AB in circle C' which is 
two times as the area between arc AB and the line segment AB or 
A 
The intersection area = 2(The area of ABO -The area of ABO) (A. 2) 
A 
The height of triangle ABO is half the length 00' which is the separation r in the auto- 
A 
correlation function. The base of the triangle ABO in terms of radius b and the separation 
r is 
174 
175 
o r2 AB = Base of triangle ABO= 2 b2 -4 (A. 3) 
A 
Thus the area of the triangle ABO is 
The area of ABO= 2r 
Jb2 
- 
r4 2 (A. 4) 
A The angle AOB in terms of radius b and the separation r is 
Ar 
The angle AOB= 2cos-1(i) (A. 5) 
Therefore the area of the ABO is 
The area of ABO= b2cos-1(b) (A. 6) 
C, 
C 
Figure A. 1: 
From relations (A. 6), (A. 4) and (A. 2) we then find the intersection area of the two cir- 
Iles. The autocorrelation function of (A. 1) is 
The autocorrelation function 
2 
=ßb2 (2b2cos-1(2b) 2 
(vlr4-b2 -- r2)) (A. 7) 
The autocorrelation function should be divided by the square of the mean density, i. e 
c2 to obtain equation (4.38). 
Appendix B 
The two-point correlation function of 
two 1D uniform distributions 
The two-point correlation function of two 1D uniformly distributed clusters is quite 
straight forward. If the first cluster starts at origin and the second cluster starts at Dµ we 
then define the density of the feature space as follows: 
Cl 0<r<bl 
v(r) = c2 <r< Dµ + b2 (B. 1) 
0 otherwise 
We assume that b2 < bl and 2b1 < Dµ. To obtain the autocorrelation function, we have 
to consider 12 cases: 
176 
177 
< v(r)v(r + x) > 
Vi ,1 
Cl C2dr 1 rxDµ-62 
- 
Vl Cl C2 
b2 
Vl (Cl C2 b2 +f Xoµ+g cidr) 
Vl (fx Aµ+bl clc2dr +f xA+g cidr) 
Vý (fx g clc2dr +f xbl c1dr +f xb2 c2dr) 
Vi 
(f x0µ+g cidr +f xb2 c2dr) 
Vl bi 
cidr + 
fx2 
c2dr) 
Vl (fbl cidr + f9 c1c2dr + fx2 c2dr) 
*(fxbl cidr + fg c1c2dr) 
Vl (fxl c1dr + c1c2b2) 
Vl Cl C2 
b2 
1 fxbl+g+b2 
V1 clc2dr 
-Dµ-b2<x<-Dµ 
-Dµ<x<-b1 
-bl <x< -g - b2 
-g-b2 <x < -b2 
-b2<x<-9 
-g<x<0 
0<x<g 
g<x<b2 
b2<x<b2+g 
b2+g<x<b1 
bi<x<Ap 
Ap<x<Ap+b2 
(B. 2) 
where g- Ap - bl and bl > b2 > g. To calculate the two-point correlation function 
we need to find the autocorrelation function for Ix I. The square of the mean density is 
(b2 c2V bl cl )2 , and using this we can obtain the two-point correlation 
function from the fol- 
i 
lowing: 
[1 + OXDI = 
2Vi (ci (bi -I xI)+c2(b2-IX I)) 
(b2c2+bici)2 
2V1(c2f (bi -IxI)+clc2(IxI-9)+c2(b2-IxI)) 
(b2c2+bl ci ) 
2V1(c2l (bi -IxI)+clc2(IxI-9)) (b2c2+bicl)2 
2V1(ci (bl -IxI)+clc2b2) 
(b2c2+bici)2 
2Vl cl c2 b2 
(b2c2+bici) 
2Viclc2(Au+b2-lxi) 
(b2c2+bic1)2 
0 
0<x<g 
9CIxI< b2 
b2 <xI< b2 +g 
b2+g<Ix <b1 
bl<IxI<Dµ 
Dµ<xI<Dµ+b2 
Otherwise 
(B. 3) 
Appendix C 
The two-point correlation function of 
an elliptical cluster 
We consider an elliptical cluster centred at the origin with its principal axes parallel to the 
coordinate axes, i. e 
where 
and a and b are two parameters. 
2 
v(x, y) = Ne-' 
ý2 2 
7122 =( =2 + b2 
The mean density of this cluster is 
N °° °° 
n= V2 2 00 00 
where V2 is the area of the feature space. 
e_m2 dxd 
N7rab 
y= V2 
(C. 1) 
(C. 2) 
(C. 3) 
If we consider the two-dimensional autocorrelation function of such an elliptical clus- 
ter we will have 
N2 r00 00 ,2_ (x+X)2 _ (y+Y)2 
< v(x, y)v(x + X, y+ Y) >= V2 JJ 00 e- a2 e 
b2 e- 2e b2 dxdy (C. 4) 
0 0 
N2 ir X2 y2 
= 
TT 2 
abe 2e 2b 
V2 
By dividing the right hand side of (C. 4) by the square of the right hand side of (C. 3) 
we can obtain the two-point correlation function in Cartesian coordinates. To eliminate 
178 
179 
the angular dependence, we need to write the two-point correlation function in terms of 
polar coordinates, i. e X= rcos9 and Y= rsin6, and average it over all angles: 
+e d9 (C. 5) 1 e(r) - 
V2 1 
-fie-ß 
27ab 27r 
V2 
e--Fa 
cOS20 
e 
Zb2 singe ae 
27r gab 
,f ,r 
CG 
= 
V2 7e 
4Q 
(l+cos(2B)e4 (1-cos(2B))de 
27r 2abJ 
7r r=V2e 
42 
( 
a2 b2 
f7r 
__+_j 
)e 
42 
(2- 
62 
)c0S(2e)de 
2ir ab 
For convenience, we define A= a2 (a - 1) and 20 = ý. We then can write equation 
(C. 5) in the form: 
V2 -(2+Ä)r2 -_T2 cos 1+ (r) =e 4a2 e4 
(27r)2ab 
7t 
V2 -(2+A)T2 -Ar 
2 
(27r)2abe 4 
27rIo( 
4a2 
- 
V2 (A + 1) (2+, \), r2 
Iý ( 
Art 
2ira 
e 
4a2 
) 
(C. 6) 
where lo (x) = 2ý f'r, e"'Odq is the modified Bessel function of the first kind of order 
zero[106]. 
Appendix D 
The two-point correlation function of 
two 1D Gaussian clusters 
We consider two Gaussian clusters in a 1D feature space. We assume that these clusters 
are centred at µl and µ2 with standard deviation al and 92, respectively. 
ýT-µl)2 
_ 
(T-µ2)2 
v(r) = Nle ai + Nee 2a2 (D. 1) t 
where Ni and N2 are some constants. 
First we calculate the autocorrelation function of this feature space. 
N2 °° - 
(r-111 )2 
- (r+x-, 
ul )2 
22 
< v(r)v(r + x) >= 
7T Je 
2a 
e 
Zal dr (D. 2) 
V1 pp 
N2 °° (T + +2e 2v2 e 2ý2 dr 
Vi 
1-00 
N1N2 °° -(T+ 2 0e 202 dr + 
7T 1-00 e2 1 
00 (r-lil )2 ('' 
+ 
N2 
e- 2,1 e 202 dr 
1 
1-00 
where Vl is the range of the feature space. 
To simplify the above relation we use the following formula: 
f 00 
e-axe -6x-cds =e 
4a -c (D. 3) 
00 a 
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181 
The autocorrelation function becomes: 
< v(r)v(r + x) >= 
+ 
2 sa - 1 4ö 
V, Y'tale 
N22 
0,2 
V2 
ý92e- 4 
1 
+ 
N1N2 ý 
)1/2 2ýiQ2 
Vl Qi + Q2 
+ 
N1 N2 
12 
2Qi Q2 
V Q1 + Q2 
(ý-(µ -1), 1» 
2 
e 
2(T +a2) 
(X+(µµ1 )2 
e 
2(o-1+a2)) 
(D. 4) 
By using the definition of cosh function, i. e. cosh(x) = 'x+'-x, we combine the third 
2 (µ2-A )2 
and the fourth terms of the above relation into: 2N1N2ý 
ýý+ý211ý2 e2 (2 e 2( cosh( X22+ý2 1 2l 1 2) 
We now divide the autocorrelation function by the squared of the mean density: 
2 27r 2 n=V2 (N1Q1 + N2Q2) (D. 5) 
to obtain relation (4.52). 
Appendix E 
The Fourier transform of the 
two-point correlation function of two 
1D Gaussian clusters 
There are a number of definitions for the Fourier transform of a signal. The one which is 
used in the main text is as follows: 
f +00 
[f (t)] =f (t)e3wtdt (E. 1) 
where the f (t) is the signal in time/spatial domain and.. T[ f (t)] is its Fourier transform. 
Consequently, the inverse Fourier transform is the following: 
f ýt) _I[, T[. f (t)]] =1 
+00 
F[f (t)]e+ýwtdw 
2-7rJ_ 
(E. 2) 
The Fourier transform of a Gaussian function, therefore, is a Gaussian in frequency 
domain, i. e. 
V- x2 a2U) 2 J7[ß 
27r 
e 2, ý= Vle 2 
Applying the above relation on equation (D. 4), we have 
. 
r[< v(r)v(r + x) >] = 2ViNi hale-'iw2 
(E. 3) 
(E. 4) 
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22 
+ 2V1N27CQ2e-0'2w 
(a2+a2)w2 
+ 2V1NiN27u, 0'2e-jw(tL2-µß)e- 2 
(a2 2)W2 1 +a2 
+ 2ViNiN27Taia2eýW(µ2-µß)e- 2 
By dividing the above result by the constant n2 gives by equation (D. 5), we can obtain 
the Fourier transform of the two-point correlation function given by equation (5.26). 
Appendix F 
Volume of an M-sphere 
In this appendix we shall compute the volume of a sphere in an M dimensional space, us- 
ing arguments similar to those in section 5.5. We shall require not just the result but also 
the recurrence relation that we shall derive here. We shall also consider how to distribute 
points uniformly in an M dimensional spherical space, which is used for testing the algo- 
rithm, and could be used to remove the boundary problem, as discussed in the paper. 
Consider the computation of the volume of a 3-sphere as a volume of revolution. In 
figure F. 1 we show an elemental cylinder (shaded) which is to be rotated about the q axis 
in order to generate the volume. The volume of this cylinder is V2 (()dry, where V2 (r) is the 
volume of a2 dimensional sphere (circle) of radius r, and dry is the vertical height of the 
cylinder. The volume of revolution is then: 
R 
V3(R) =2 iV2(()dn (F. 1) 
where ( is related to 77 by the equation of a circle of radius R. If we now let q=R cos 0, 
and use 0 as the integration variable, then: 
f 
V3(R) = 2RV2(R) J0 
7r/2 
sin3 OdO (F. 2) 
To generalise this argument to higher dimensions we need to consider the volume of 
revolution about the last axis of a volume one dimension smaller. Hence: 
R 
VM(R) =f VM-i(()dil (F. 3) R 
where (=R -- 92. If we express this in terms of our angle 0 then: 
f V1(R) = (2R)VM_1(R) 
7r/2 
J sinnt 9d9 (F. 4) 0 
184 
185 
71 
4 
Figure F. 1: Volume of revolution obtained by rotating shaded cylinder about the 77 axis, 
gives volume of overlap in 3 dimensions. 
It is straight-forward to evaluate this integral, but it is also of value to derive a recur- 
rence relation. We note that this integral has different forms of solution depending upon 
whether M is odd or even. It is therefore necessary to relate VM (R) to VM_2 (R). On inte- 
gration by parts one can show that: 
2 
VM (R) =2M VM-2 (R) (F. 5) 
To find the volumes directly, we consider the cases of M= 2m for integer m and M= 
2m +1 separately. Thus: 
(2ý)rn 2m 
V2rn fl _ (F. 6) (2m)!! 
and 
2(2i)mR2m+1 
Vern+1(R) _ (F. 7) (2m + 1)!! 
Appendix G 
Volume element 
We shall also need to set up uniform distributions of points in an M dimensional sphere, 
and in order to achieve this we need to compute the volume element in a generalisation 
of spherical polar co-ordinates. In Cartesian co-ordinates the volume element is: 
dMV = dxldx2... dxM (G. 1) 
We introduce the radius of the embedded sphere of dimension n as: 
Pn =xi+X2 -}- ... +Xn 
(G. 2) 
It follows from this definition that pl = x1 and pm = R. We also obtain the recurrence 
relation: 
Pn+l = Pn + Xn+l (G. 3) 
This expression suggests we introduce the angles 9, so that: 
Pn = Pn+l Sin On Xn+l = Pn+1 COS On (G. 4) 
By repeated application of this recurrence relation we derive the following expressions 
relating the M co-ordinates xi and the M-1 angles Bi and R: 
M-1 
X1 =R 11 sin Bm (G. 5) 
m=1 
xm=R COS OM-1 (G. 6) 
and for l<n<M: 11I-1 
Xn =R cos Bn_ 1 fl sin 9m (G. 7) 
m=n 
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This provides the M equations for the change of co-ordinates. We can now determine the 
Jacobian of the transformation. It is clear on expansion that M -1 columns of the Jacobian 
will contain a factor of R, the last M-2 columns will contain a factor of sin 9, ýI_ 1 and so on 
until the last column will have a common factor of sin 92. Taking these factors out gives: 
dMV = RM-1 sinnt-2 gM-l... sin 02AM-1dRdOldO2... d6M-1 (G. 8) 
where OM_1 is the remaining determinant. By expanding this determinant along its first 
row, one can readily show that: 
An = On-1 (G. 9) 
for arbitrary n. It therefore follows that OM_1 = O1 = 1, as can be readily verified. 
In order to set up a distribution of points uniformly over an M dimensional sphere we 
let 
Cifn(Bn, ) = sin-' ende, (G. 10) 
then distribute points evenly in f7z for 1<n< (M - 1) and then determine the corre- 
sponding angle from the integral of equation (G. 10). It is clear from (G. 10) that we can 
insist that In (0) = 0. We generate random numbers in the range [0,1]. We therefore need 
to normalise fn (On) by fn (7). So if 
9n(On) = 
fn(On) 
A (ir) 
then we have to solve the differential equation: 
(G. 11) 
fn(7r)g,, 9,,, = sinn-1 0, (G. 12) 
with the boundary condition gn (0) = 0. The constants f, (7r) can be found from the recur- 
rence relation: 
fn+2(7r) fn(7r)l 
+ 
and f2(7r) =2 and f3(7r) = 7r/2. 
(G. 13) 
Finally we distribute points uniformly in RM and then determine R by taking the Mth 
root. 
JrA -T-V r% II c7t! WIý RY 
