Like metazoans, plants use small regulatory RNAs (sRNAs) to direct gene expression. Several classes of sRNAs, which are distinguished by their origin and biogenesis, exist in plants. Among them, microRNAs (miRNAs) and trans-acting small interfering RNAs (ta-siRNAs) mainly inhibit gene expression at post-transcriptional levels. In the past decades, plant miRNAs and ta-siRNAs have been shown to be essential for numerous developmental processes, including growth and development of shoots, leaves, flowers, roots and seeds, among others. In addition, miRNAs and ta-siRNAs are also involved in the plant responses to abiotic and biotic stresses, such as drought, temperature, salinity, nutrient deprivation, bacteria, virus and others. This review summarizes the roles of miRNAs and ta-siRNAs in plant physiology and development.
INTRODUCTION
Throughout the plant life cycle, gene expression is elaborately regulated to enable morphological and physiological changes, as well as to adapt to biotic and abiotic stresses. Recently, small regulatory RNAs (sRNAs; approximately 21-24 nt in size) have emerged as important regulators of gene expression. Among sRNAs, microRNAs (miRNAs) are derived from primary miRNA transcripts (pri-miRNAs), which are canonically transcribed by DNA-dependent RNA Polymerase II (Pol II), and contain at least one imperfect stem loop residing in the miRNA (Baulcombe, 2004; Zhang et al., 2015) . In plants, pri-miRNAs are processed through two or more consecutive cuts by DICER-LIKE 1 (DCL1), with the assistance of some cofactors, including HYPONASTIC LEAVES 1 (HYL1), SERRATE (SE), TOUGH (TGH) and others, to release the miRNA/miRNA* (a complementary strand of miRNA) duplexes . HUA ENHANCER 1 (HEN1) then methylates the miRNA duplexes. Most miRNAs are subsequently loaded into ARGONAUTE 1 (AGO1)-containing RNA-induced silencing complex (RISC) to guide the recognition of the target transcripts via sequence complementarity. The AGO1-miRNA RISC represses target gene expression through translational inhibition and/or RNA cleavage (Baulcombe, 2004; Li et al., 2013) .
Trans-acting small interfering RNAs (ta-siRNAs) belong to another class of sRNAs that are mainly produced from perfect double-stranded RNAs (dsRNAs) converted from single-stranded RNAs (ssRNAs) by the RNA-dependent RNA polymerase 6 (RDR6; Peragine et al., 2004; Allen et al., 2005) . The biogenesis of ta-siRNAs is triggered by miRNA-directed cleavage of a ta-siRNA precursor transcript (TAS). RDR6 uses the TAS cleavage fragments, which are stabilized by the RNA-binding protein SGS3, as templates to generate dsRNAs. Such dsRNAs are further processed by DCL4 to generate ta-siRNAs (Peragine et al., 2004; Allen et al., 2005) . Like miRNAs, ta-siRNAs are associated with AGO1 to silence gene expression at the post-transcriptional level (Peragine et al., 2004; Allen et al., 2005) .
In the past decades, the crucial roles of miRNAs and tasiRNAs in plant biology have been much appreciated. In this review we summarize the current knowledge related to the function of miRNAs and siRNAs in the development and in the responses to abiotic and biotic stresses in plants.
sRNA-mediated shoot apical meristem development
Plants develop their tissues from two main meristems containing pluripotent stem cells, the shoot apical meristem (SAM) and the root apical meristem (RAM). The SAM is established during embryogenesis to maintain the population of stem cells, to provide cells to organ primordia and to specify the primary axis of growth (Soyars et al., 2016) . In plants, the SAM contains three radial layers (L1-L3; Figure 1a ). L1 (epidermis) and L2 (subepidermal layer) are the two outer layers that are both one cell thick, whereas L3 (corpus) makes up the rest of the internal cells. These layers of cells constitute three different zones in the SAM: the peripheral zone (PZ), which forms the lateral primordia; the central zone (CZ), which maintains the population of pluripotent cells in a subregion called the organizing center (OC); and the rib zone (RZ), which produces the stem ( Figure 1a ). In Arabidopsis SAM, stem cell fate is determined by the homeodomain transcription factor WUSCHEL (WUS; Figure 1b ; Soyars et al., 2016) . WUS is synthesized in the OC and migrates into the CZ to activate the negative regulator, CLAVATA 3 (CLV3; Soyars et al., 2016) . CLV3 further restricts WUS to the OC via a receptor kinase-signaling cascade (Soyars et al., 2016) . This local feedback loop controls the development and maintenance of the stem cell population. Notably, numerous sRNAs have been reported to affect SAM development through different genetic pathways that eventually converge into these two key transcription factors (Zhou et al., 2015a; Galli and Gallavotti, 2016) .
Auxin plays crucial roles in SAM development, and its effect on SAM development is exerted through transcriptional regulators in the Auxin Response Factor (ARF) family, and their regulation is paramount in the establishment of embryonic stem cells (Seefried et al., 2014) . The induction of somatic embryos requires the accumulation of miR167, which targets and directs the patterning of ARF6 and ARF8. Loss of ARF6 and ARF8 results in somatic embryo arrest (Su et al., 2016) . SAM establishment is also regulated by ARF2, ARF3 and ARF4, which are downregulated by TAS3 ta-siRNAs. The accumulation of TAS3 is modulated during embryogenesis. TAS3 transcripts mostly accumulate in the apical region throughout the globular stage, are restricted to the adaxial region by the torpedo stage and are mainly detected in the SAM in the bent-cotyledon stage (Liu et al., 2009) . Such spatiotemporal patterning of TAS3 underscores the regulatory role of ta-siRNAs in ARFs throughout meristem development (Rajeswaran and Pooggin, 2012; Fei et al., 2013; Petsch et al., 2015) . Importantly, the critical regulatory role of the ta-siRNA pathway in SAM establishment and maintenance is conserved in monocots and dicots. This is evidenced by the fact that the maize SGS3 ortholog LEAF BLADELESNESS 1 (LBL1) modulates the meristem master regulator KNOTTED 1 (KN1; , and that loss-of-function mutants of the rice RDR6/ SHOOTLESS 2 (SHL2), AGO7/SHOOT ORGANIZATION 2 Figure 1 . The roles of small regulatory RNAs (sRNAs) in the development and maintenance of the shoot apical meristem. (a) The meristem is organized in concentric layers of different genetic lineages, named L1 or protoderm, L2 or subepidermal tissue, and L3 or inner corpus. The interactions among them give rise to the peripheral zone (PZ), which forms the lateral primordia; the Central Zone (CZ), which maintains the population of pluripotent cells, is composed exclusively from L3 cells. (b) Functional model of miR165/166 and miR394 at the heart stage of embryognesis. miR394 is strongly expressed from the L1 layer and moves inwards to regulate the downstream activity of WUS, and to define the identity of the inner layers of the SAM. AGO10 restricts miR165 and miR166 to the outer and abaxial side of the embryo. This enables the accumulation of HD-ZIP III transcription factors in the inner and adaxial side of the embryo, and the correct patterning of the SAM and vascular tissues. (c) Multiple sRNA regulatory modules converge in the regulation of the SAM: black arrows represent validated positive regulation; the dotted black arrow represents a hypothesized positive regulation; red blunt arrows represent validated downregulated targets; purple arrows indicate downstream positive regulation; the effectors of the regulatory modules are indicated on the arrows in a subregion called the organizing center (OC) and the rib zone (RZ), which produces the stem.
(SHO2) and DCL4/SHO1 completely lack SAM (Nagasaki et al., 2007) .
Concurrent with the establishment of stem cells, the SAM surges from a boundary zone during embryogenesis. The boundary zones not only specify a local environment for meristematic activity, but also separate pluripotent cells from the regions of active cell differentiation. miR164 participates in the establishment of the boundary zone by restricting its targets, NO APICAL MERISTEM (NAM), ARA-BIDOPSIS TRANSCRIPTION ACTIVATION FACTOR 1/2 (ATAF1/2) and CUP-SHAPED COTYLEDON (CUC) transcription factors, to the boundary (Nikovics et al., 2006; Larue et al., 2009) . miR164 is accumulated in the PZ of the SAM so that its targets, CUC1 and CUC2 transcripts, are degraded in the PZ, but not in the boundary regions (Figure 1c ; Nikovics et al., 2006; Larue et al., 2009) .
The involvement of miRNAs in SAM maintenance is indicated by the discovery that the ago10 mutants initiate but do not maintain the SAM (Moussian et al., 1998; Lynn et al., 1999) . In the SAM, AGO10 recognizes structural properties in the miR165/6 duplex and outcompetes their binding by AGO1 (Figure 1b ; ; however, unlike AGO1, AGO10 decoys miR165/6 to protect the class III homeodomain-leucine zipper (HD-ZIP III) transcripts from degradation by mechanisms yet to be unveiled (Liu et al., 2009; Zhou et al., 2015b) . Expression of AGO10 is detected in the embryo as early as the eight-cell stage of embryogenesis. Unlike the ubiquitously expressed AGO1, AGO10 continues to accumulate only in the adaxial region and throughout the SAM, where it neutralizes mobile miR165/6 produced in the abaxial sites, and enables the HD-ZIP III to function in the adaxial regions ( Figure 1b ; Lynn et al., 1999; Zhou et al., 2015b) . In Oryza sativa (rice) and Zea mays (maize), miR166 also regulates HD-ZIP III genes and SAM maintenance (Juarez et al., 2004; Itoh et al., 2008) . Rice AGO10 ortholog OsPNH1 is also necessary for SAM maintenance and organ development, and exhibits an expression pattern similar to Arabidopsis AGO10; however, OsPNH1 regulation of miR165/6 or its mode of action is still unknown (Nishimura et al., 2002) . Among nine MIR165/166 loci in Arabidopsis, only four genes seem to be critical for SAM development (MIR165b and MIR166a, b, and g; Miyashima et al., 2013; Zhou et al., 2015b) . Such differences may be attributed to variation in the promoter activities and/or the secondary structures of pri-miR165/166s (Miyashima et al., 2013; Zhu et al., 2013) .
Among the three layers of SAM, L1 directs the fate of the subjacent cell layers. The requirement of L1 for the meristem determination engages a mobile L1-derived miR394 (Knauer et al., 2013) . miR394 targets transcripts of the F-box gene LEAF CURLING RESPONSIVENESS (LCR), which is proposed to degrade proteins through the 26S proteasome ( Figure 1c ; Knauer et al., 2013) . miR394 moves inward from L1 to form a decreasing gradient over three cell layers (Figure 1b ; Knauer et al., 2013) . A lack of miR394 leads to an over-accumulation of LCR in the meristem, which presumably causes the degradation of an unknown WUS cofactor necessary to induce CLV3 in the CZ, resulting in the failure of WUS-mediated stem cell maintenance during shoot meristem formation (Figure 1c ; Knauer et al., 2013) . These results suggest that miR394 acts as a polarizing signal that confines the stem cells to the OC, and thereby defines the identity of the inner layers of the SAM (Knauer et al., 2013) .
sRNA-mediated leaf development
Leaf development is divided into three stages: initiation from the flanks of the SAM; primary morphogenesis with the establishment of patterning and polarity; and formation of the final shape and size through proliferation and expansion (Dengler and Tsukaya, 2001) . sRNAs act as important regulatory factors throughout all three stages of leaf development.
Leaf initiates from the PZ of the SAM (Clarke et al., 1999) . The leaf initiation rate, which is defined as the time window for the production of two successive leaves, is decreased in the se-1, hyl1-2 and ago1-27 mutants (Clarke et al., 1999; Wang et al., 2008; Li et al., 2012c; Schommer et al., 2014) , indicating that one or more miRNAs may promote leaf initiation. Indeed, the overexpression of miR156 increases the initiation rate by decreasing the abundance of its target SQUAMOSA PROMOTER BINDING PROTEIN-LIKE (SPL) transcription factors in leaf primordia (Wang et al., 2008) , and the scenario is reminiscent of spl9 spl15 (Schwarz et al., 2008; Figures 1c and 2a) .
The establishment of the adaxial (upper side)-abaxial (lower side) polarity of the leaf blade requires the coordinated action of transcription factors and sRNAs (Figure 2a ). miR165/166 reaches its highest level immediately below the incipient leaf and exhibits a decreasing gradient towards the adaxial side of the initiating organ. Consequently, miR165/166 restricts the expression of PHB, PHV and REV, which are positive regulators of adaxial fate, in the abaxial cells and allows the establishment of leaf polarity ( Figure 2a ; Juarez et al., 2004; Kidner and Martienssen, 2004) . In contrast, on the adaxial side, TAS3 ta-siRNAs, which are derived from the miR390-directed AGO7 cleavage of TAS3 transcript (Figure 1c) , inhibit the expression of the ARF3/ETT and ARF4, and promote adaxial fate. Notably, such promotion is also partially through repressing the expression of miR165/166 Figures 1c and 2a) . TAS3 ta-siRNAs also accumulate as a gradient with higher levels in the adaxial side in both maize and Arabidopsis Chitwood et al., 2009) . As such, the gradient distribution of miR165/166 and TAS ta-siRNAs provides a developmental cue to establish leaf polarity.
In angiosperms, the formation of the final leaf shape and size requires TEOSINTE BRANCHED/CYCLOIDEA/PRO-LIFERATING CELL FACTORs (TCPs) that belong to a small family of plant-specific transcription factors controlling cell division and growth. miR319 can modulate leaf growth through the repression of these TCP factors (Figure 2b ). Overexpression of miR319 reduces the expression of TCPs, resulting in serrated leaf margins and crinkled leaf shape, which can be partially rescued by the overexpression of TCPs (Palatnik et al., 2003) . Proper leaf growth also requires miR396, which accumulates at a lower level in the leaf primordia but gradually increases during leaf development (Rodriguez et al., 2010; Schommer et al., 2014; Das Gupta and Nath, 2015; Ben-Gera et al., 2016) . miR396 restrains cell proliferation by targeting the GROWTH REG-ULATING FACTORS (GRFs; Figure 2b ; Rodriguez et al., 2010) . Interestingly, miR319-targeted TCPs promote miR396 expression (Figure 2b ; Schommer et al., 2014) , indicating the coordinated regulation of the miRNAs in cell proliferation control.
The leaf edges can be smooth (entire) or toothed (serrated/lobbed), which are formed by the marginal outgrowth of the primordium (Bar and Ori, 2015) . After pattern formation, the balance between miR164 and its target CUC2 is a key determinant of serration. The expression domains of MIR164 and CUC2 overlap at the margins of young leaf primordial, and are gradually restricted to the sinus (Nikovics et al., 2006) . As such, miR164 fine-tunes the accumulation of CUC2 in these domains, and thereby quantitatively controls leaf serration. Indeed, any disruption of miR164-mediated repression of CUC2 alters the depth of the serration (Nikovics et al., 2006) . Interestingly, in young leaves, miR319-targeted TCP4 interacts with CUC proteins to prevent their dimerization, which thereby interferes with the activity of CUC and prevents the formation of serration (Rubio-Somoza et al., 2014) . As plants age, the TCP-CUC interaction is disrupted by the accumulation of miR156-targeted SPLs, which activates the CUC transcription factors and allows the gradual increase of leaf complexity (Rubio-Somoza et al., 2014) . This finding highlights the fact that the interaction of miRNA-mediated regulation is crucial for plant leaf development.
Many plants, such as Solanum lycopersicum (tomato), possess compound leaves that are made of multiple subunits, termed leaflets (Bar and Ori, 2015) . The formation of the compound leaves involves leaflet separation that requires the inhibition of auxin-stimulated lamina growth between newly initiated leaflets along the leaf margin (Bar and Ori, 2015) . In tomato, leaf structure formation entails miR160 and miR319. In wild-type tomato, ARF10 and ARF17 exist in leaflets, whereas miR160 accumulates in provascular tissues, and such distribution limits auxin signals in provascular tissues and ensures proper compound leaf formation (Ben-Gera et al., 2016) . The tomato Lanceolate (La) mutations, which abolish the miR319-mediated inhibition of TCP factors, transform the large compound tomato leaves into small simple leaves (Ori et al., 2007) . In contrast, ectopic expression of miR319 results in larger leaflets (Ori et al., 2007) . Further analyses show that miR319 displays a decreasing gradient from the leaf tip to the SAM, which in turn determines the increasing gradient of TCP from the SAM to the leaf tip (Ori et al., 2007) . These results underline that the fine-tuning of TCP activity by miR319 is important for the normal development of the compound leaves (Ori et al., 2007) .
miRNA-mediated developmental phase transition
Plants undergo two developmental transitions through their life span: from the juvenile to adult phase, and from the adult to the reproductive phase ( Figure 2c ; Poethig, 2013). During the transition from the juvenile to the adult phase, plant leaves display morphological changes such as an increase in petiole length, lamina length/width ratio and serration (Poethig, 2013) . The triggering of the developmental phase transition depends on the gradients of miR156 and miR172 ( Figure 2c ; Chuck et al., 2007; Wang et al., 2009; Wu et al., 2009; Nag and Jack, 2010; Teotia and Tang, 2015) . The expression of miR156 originates in the SAM and reaches the highest level at the early stages of growth, but declines as the plant ages. Conversely, the levels of miR172 rise and the reproductive phase transition occurs Wu et al., 2009; Zhu and Helliwell, 2011) . miR156 maintains the juvenile phase by restricting the expression of SPL transcription factors, which are positive regulators of phase change and flowering time. Notably, SPL9, SPL10 and SPL1 also play a role in leaf size, shape and serration ( Figure 2d ; Wang et al., 2009; Wu et al., 2009) . Overexpression of miR156 delays flowering time (Zhang et al., 2011b) , whereas the expression of miR156-resistant SPL induces early flowering Wu et al., 2009) . Furthermore, SPL9 acts as a transcriptional activator of MIR172, which in turn prevents the expression of APETALA 2 (AP2) transcription factors (Aukerman and Sakai, 2003; Chen, 2004; Zhu et al., 2009) . The AP2 proteins regulate flowering time, organ identity and floral meristem fate. Arabidopsis encodes four AP2 transcription factors, TOE1, TOE2, SCHNARCHZAPFEN and SCHLAFMUTZE (Aukerman and Sakai, 2003) . Overexpression of any of these AP2 genes delays flowering, whereas over-accumulation of miR172 or the ap2 loss-offunction mutation causes an early flowering phenotype (Aukerman and Sakai, 2003; Chen, 2004) . As a surrogate pathway, miR169 can replace the function of AP2 in Petunia and Antirrhinum because miR169 targets a family of the subunit A of the nuclear factor Y (NF-YA) transcription factors, which regulate expression of downstream flowering genes (Cartolano et al., 2007) . Recent works indicate that nutrient availability (i.e. sugar) plays a major role in the accumulation of miR156 and might serve as an environmental cue underlying phase transition Yu et al., 2013) . Thus, this kind of interplay between miRNA pathways seems to be a general rule and not the exception in plant development.
sRNA-mediated trichome development
Trichome is formed through epidermal outgrowths of various kinds. The precise distribution of trichomes in Arabidopsis involves the interplay between miR156 and miR171, two miRNAs targeting SPLs and LOST MERIS-TEMS (LOMs), respectively ( Figure 2d ; Yu et al., 2010; Xue et al., 2014) . Overexpression of miR156 causes the production of ectopic trichomes on the stem and floral organs , whereas increased levels of miR171 results in fewer trichomes (Xue et al., 2014) . Consistent with these results, the expression of miR156-resistant SPL9 directly activates the expression of two MYB factors TRICHOMELESS 1 (TCL1) and TRIPTYCHON (TRY) that are negative regulators of trichome development, resulting in reduced trichome density . In contrast, constitutive expression of miR171-resistant forms of LOM genes downregulates the transcripts of TCL1 and TRY, leading to increased trichome density (Xue et al., 2014) . Notably, this downregulation depends on SPL because LOM directly interacts with SPLs to inhibit their activity (Xue et al., 2014) . Thus, miR156 and miR171 antagonize each other to control the trichome development via direct interaction of their targets (Figure 2d ; Xue et al., 2014) . In addition to miR156 and miR171, miR858 and miR828 may function in the development of cotton fiber, which is a special trichome originated from ovule, by targeting the MYB transcription factor GhMYB2 (Guan et al., 2014) .
sRNA-mediated root development
Plant roots are generated through division, patterning and differentiation of the RAM, which is derived from the hypophysis, a single extra-embryonic suspensor cell . A fully developed root system consists of multiple embryonic (primary and seminal) and postembryonic (lateral, crown and brace) roots, and is radially organized in multiple cell layers with the central stele surrounded by single layers of endodermis, cortex and epidermis . The stele consists of the vascular tissue (xylem and phloem) and the outermost pericycle layer . In Arabidopsis, approximately 64% of annotated miRNAs are expressed in roots and most of them show spatiotemporal patterning (Breakfield et al., 2012) . Recent studies have identified specific functions of individual miRNAs and ta-siRNAs in root development and patterning.
During early root development, miRNAs limit the expression of some genes that are engaged in differentiation and apical meristem formation to ensure the correct programming of embryonic root development (Nodine and Bartel, 2010) . For instance, at the eight-cell stage of embryonic development, miR156 represses the expression of the transcription factors SPL10 and SPL11 to prevent early differentiation during embryo development (Figure 1c ). This repression is crucial for root development, as the abolishment of miR156 function causes root defects and embryo lethality (Nodine and Bartel, 2010) . The proper development of root meristem also requires restricted apical expression of PHB and PHV by miR165/166 (Grigg et al., 2009) .
In Arabidopsis, miR396 regulates the switch from root stem cells to transit-amplifying cells (TACs), which are progeny of stem cells undergoing rapid cell divisions prior to differentiation. To achieve this, miR396 modulates the spatial expression of GRFs that suppress the expression of stem cell-promoting genes (Figure 3a ; Rodriguez et al., 2015) . miR396 is expressed in stem cells, but not in the TACs, which allows the accumulation of GRFs in the TACs (Figure 3a) . GRFs, in turn, repress the expression of PLETHORA (PLT) in the TAC, resulting in the repression of miR396 (Rodriguez et al., 2015) . In contrast, a lack of GRFs in the stem cell induces the expression of PLT that activates miR396 expression (Figure 3a ; Rodriguez et al., 2015) . This miR396-GRF-PLT regulatory circuit ensures the establishment of the boundary between root stem cells and the transit-amplifying region (Rodriguez et al., 2015) . Apart from miR396, other miRNAs exemplified by miR171 also regulate root development. In Arabidopsis and Medicago, the disruption of miR171-mediated repression of the transcription factors LOMs/HAIRY MERISTEM (HAM) impairs primary root growth and stem cell maintenance, suggesting that miR171 is a crucial factor in root development ( Figure 3a ; Wang et al., 2010; Lauressergues et al., 2012; Zhou et al., 2015a) .
In addition to their critical roles in SAM development and establishment of organ polarity, miR165/166 also controls the development of the root vascular tissue, and this control is through a spatial regulatory loop (Figure 3b ; Carlsbecker et al., 2010) . Briefly, a GRAS-type transcription factor called SHORT-ROOT (SHR) is produced in the stele, and then moves into the endodermis to activate its partner, the transcription factor SCARECROW (SCR). This activation in turn promotes the expression of MIR165/166 genes (Carlsbecker et al., 2010) . Of note, the resultant miR165/166 behaves non-cell autonomously and moves from the endodermis into the stele to limit the accumulation of PHB mRNA in a dose-dependent manner. Consequently, the distribution of PHB transcripts displays a gradient pattern across the stele, resulting in the proper development of the xylem (Figure 3b ; Carlsbecker et al., 2010) .
sRNAs also control lateral root development through modulation of the auxin-signaling pathway (Figure 3a) . In Arabidopsis and rice, miR393 targets the F-box auxin receptors, including TRANSPORT INHIBITOR RESPONSE PROTEIN 1 (TIR1), AUXIN SIGNALING F-BOX PROTEIN 1 (AFB1), AFB2 and AFB3 (Xie et al., 2000; Chen et al., 2011; Bian et al., 2012) . Disruption of miR393-mediated regulation causes defects in lateral root development in both rice and Arabidopsis (Xie et al., 2000; Chen et al., 2011; Bian et al., 2012) . In Arabidopsis, NAC1 expression is induced at the early stage of auxin treatment to promote lateral root development (Guo et al., 2005) ; however, NAC1 is repressed at a later stage to attenuate the auxin signaling (Xie et al., 2002) . This is partially achieved by enhanced accumulation of miR164 at the later stage of auxin treatment (Guo et al., 2005) . Thus, miR164, NAC1 and auxin constitute a feedback regulatory circuit that temporally ensures proper lateral root development (Guo et al., 2005; Li et al., 2012b) . In addition, miR160 inhibits root elongation and root cap development through the repression of ARF16 and ARF17 (Mallory et al., 2005) . Furthermore, miR847 has been recently shown to modulate the number of lateral roots by targeting INDOLE-3-ACETIC ACID INDUCIBLE 28 (IAA28), which is a repressor of auxin-inducible genes (Wang and Guo, 2015) . ta-siRNAs also participate in auxin-mediated root development. TAS3 ta-siRNAs form a regulatory network with miR390, auxin and ARFs to control lateral root growth (Figure 3a ; Marin et al., 2010; Yoon et al., 2010) . In this network, auxin and ARFs induce the expression of MIR390, resulting in the production of TAS3 ta-siRNAs (Marin et al., 2010; Yoon et al., 2010) . In turn, TAS3 ta-siRNAs restrict the expression of ARF2, ARF3 and ARF4, which positively affect auxin-induced miR390 expression (Marin et al., 2010; Yoon et al., 2010) . Through this feedback regulatory loop, an optimal concentration of ARFs is maintained to specify the timing of lateral root growth (Marin et al., 2010; Yoon et al., 2010) .
Adventitious roots are derived from the hypocotyl or at the root-hypocotyl junction. Their formation requires miR160 and miR167 (Figure 3a ; Sorin et al., 2005; Gutierrez et al., 2009) . miR160 represses the accumulation of ARF17, a negative regulator of adventitious roots, whereas miR167 represses ARF6 and ARF8, the positive regulators of adventitious roots (Figure 3a ; Sorin et al., 2005; Gutierrez et al., 2009) . As a feedback, the expression of miR160 and miR167 is positively regulated by ARF6 but negatively regulated by ARF8 and ARF17, respectively (Sorin et al., 2005; Gutierrez et al., 2009) . As a result, the regulatory loop comprising miR160 and miR167 ensures a balance between negative and positive regulators to define the number of adventitious roots (Figure 3a ; Sorin et al., 2005; Gutierrez et al., 2009 ).
sRNA-mediated seed size control
Seed size is one of the most important agricultural traits. Several sRNAs, including miR156, miR159, miR160, miR397 and miR396, have been shown to play crucial roles in controlling seed size. In rice, SPL6 and GRF4 are two positive regulators of grain size. They are targeted by miR156 and miR396, respectively (Wang et al., 2012a . Mutations in SPL6 and GRF4, which abolish miRNA-directed cleavage, increase the abundance of SPL6 and GRF4, respectively, resulting in enlarged grain size and increased yield (Wang et al., 2012a Duan et al., 2015) . On the other hand, ARF18 is a negative regulator for rice seed size. Expression of OsmiR160-resistant OsARF18 produces smaller seeds and reduces starch accumulation (Huang et al., 2016) . In addition to miR160, miR397 is another positive regulator for rice yield. In rice, OsmiR397 is highly expressed in young panicles and grains, and overexpression of OsmiR397 enlarges grain size and promotes panicle branching, leading to an improved yield of up to 25%. Such an increase is likely related to the fact that OsmiR397 represses the laccase gene (LAC), which is a key regulator of brassinosteroid signaling and is involved in various aspects of seed yield .
sRNA-mediated plant responses to abiotic stresses
Plants have evolved multiple mechanisms, including sRNAs, to alter their development and physiology to cope with a variety of environmental stresses such as drought, salinity, cold, heat, light, oxidative stress and nutritional deficiency (Khraiwesh et al., 2012) . Plants often up-or downregulate certain sRNAs, or generate new sRNAs when facing abiotic stresses (Khraiwesh et al., 2012) . The functions of numerous sRNAs in plant responses to abiotic stresses have been experimentally verified.
sRNAs and nutritional stresses
Plants acquire mineral ions from the soil, which often involves uptake, long-or short-distance transport, and loading to various destination tissues. Nutritional deficiency activates transporters, alters the architecture and growth of roots to enhance mineral uptake, and/or affects the redistribution of nutrition among different organs. Plants also use sRNAs to respond to various nutritional deficiencies.
Copper (Cu
2+
) plays essential roles in photosynthesis, oxidative responses, and other physiological processes. Three miRNAs have been shown to target genes encoding Cu When copper is deficient, the transcription factor SPL7 activates the expression of miR398, miR408 and miR397 to repress their targets (Yamasaki et al., 2009) . As a result, Cu 2+ is released for other Cu
-containing proteins, and the alteration of the miRNA-mediated Cu 2+ responses often influence plant adaptation to various stresses (Sunkar et al., 2006; Abdel-Ghany and Pilon, 2008) . For instance, plants harboring a miR398-resistant form of CSD2 are more tolerant to high-intensity light, heavy metals, cold and other oxidative stressors, but hypersensitive to heat (Sunkar et al., 2006; Guan et al., 2013) . Overexpression of miR408 results in improved tolerance to salinity, cold and oxidative stress, but hypersensitivity to drought and osmotic stresses, as enhanced distribution of Cu 2+ to CSD from plantacyanin and laccase reduces the cell redox state (Ma et al., 2015a) . miRNAs also contribute to plant adaptation to nitrogen (N) starvation through modulating N uptake and transport, the alteration of root architecture, the production of metabolites and radical scavengers, among others (Figure 4a) . Such regulation is exemplified by miR167, miR393 and miR169, among others. When N nutrient is present, miR167 is repressed while its target ARF6 is induced in the pericycle to initiate the lateral root (Figure 4a ; Gifford et al., 2008) . Consequently, the extension of lateral roots allow plants to search for N nutrients in the soil farther away from them (Gifford et al., 2008) . miR393 and ABF3 forms another regulatory circuit to control root growth in response to N availability (Figure 4a ). AFB3 is induced by N to enable lateral root formation, whereas nitrate assimilation represses AFB3 through the upregulation of miR393. This feed-forward mechanism not only enables lateral root development to search for N when it is limiting, but also inhibits lateral root development when N is sufficient (Vidal et al., 2010) . Notably, miR169 regulates N uptake through a different signaling cascade. It targets NFYA5, which positively regulates the expression of the nitrate transporter genes AtNRT2.1 and AtNRT1.1 (CHL1; Zhao et al., 2011) . N starvation represses miR169 to release NFYA5 and thereby increases the expression of AtNRT2.1 and AtNRT1.1 (CHL1), resulting in enhanced N uptake (Figure 4a ; Zhao et al., 2011) . In contrast, overexpression of miR169 inhibits the signaling of NFYA5, AtNRT2.1 and AtNRT1.1, causing hypersensitivity to N starvation (Zhao et al., 2011) . In addition, miR826 and miR5090, two newborn miRNAs, also regulate N metabolism . The two miRNAs target the 2-oxoglutaratedependent dioxygenase ALKENYL HYDROXALKYL PRODUCING 2 (AOP2) involved in the synthesis of glucosinolates, N-containing metabolites . It is proposed that reduced glucosinolate contents may enable the distribution of N to other nitrogen-containing metabolites important for plant growth and development, which, in turn, increases plant resistance to N deprivation . As such, N-limitation induces the expression of miR826 and miR5090, leading to reduced levels of glucosinolates and sorting of N to the much-needed metabolism (Figure 4a ; He et al., 2014) . miRNAs also control phosphate (Pi) uptake and homeostasis. One of the well-characterized examples in angiosperms, including Arabidopsis, rice and common beans, is miR399 (Sunkar and Zhu, 2004; Valdes-Lopez et al., 2008; Hu et al., 2011) . miR399 targets PHO2, which encodes a ubiquitin-conjugating E2 enzyme serving as a negative regulator of Pi uptake, translocation and remobilization under Pi-sufficient conditions (Sunkar and Zhu, 2004; Fujii et al., 2005; Bari et al., 2006; Chiou et al., 2006) . Under Pilimiting conditions, miR399 is upregulated in shoot, and then relocated to root, where it suppresses PHO2, allowing the translocation of Pi from root to shoot (Pant et al., 2008) . These results suggest that miR399 serves as a mobile signal to modulate Pi uptake and translocation from root to shoot (Figure 4a ; Pant et al., 2008) . Accordingly, the overexpression of miR399 results in an excess amount of Pi in shoots under Pi-sufficient conditions, which resembles the phenotype of pho2 (Sunkar and Zhu, 2004; Fujii et al., 2005; Bari et al., 2006; Chiou et al., 2006) . Interestingly, a non-coding RNA called INDUCED BY PHOS-PHATE STARVATION 1 (IPS1) can repress miR399 activity through target mimicry (Franco-Zorrilla et al., 2007) . A four-nucleotide mismatch at the middle of the miR399 binding site makes IPS1 uncleavable (Franco-Zorrilla et al., 2007) . Consequently, IPS1 sequesters miR399 to limit its activity on bona fide targets. Notably, the target mimicry principle has been exploited as an exceptional toolkit to downregulate miRNA activities (Franco-Zorrilla et al., 2007) . miR827 also plays important roles in Pi homeostasis through targeting NITROGEN LIMITATION ADAPTATION (NLA; Kant et al., 2011) . NLA codes for a RING-type ubiquitin E3 ligase that interacts with PHO2 to prevent Pi translocation from shoot to root (Kant et al., 2011) . Like miR399, miR827 is induced by Pi limitation to enhance Pi uptake in plants via the repression of NLA (Figure 4a ; Kant et al., 2011) . miR778 is another miRNA functioning in Pi homeostasis. It is induced by Pi limitation to repress its target gene Su(var) 3-9 homologs 6 (SUVH6) encoding a histone H3 lysine 9 (H3K9) methyltransferase (Wang et al., 2015a) . Overexpression of miR778 reduces the expression of SUVH6, but increases the amount of miR399 and phosphate transporters, resulting in enhanced phosphate accumulation in shoots (Wang et al., 2015a) . In contrast, a reduction of miR778 causes the opposite phenotype (Wang et al., 2015a) . These results suggest an interplay between miRNAs and epigenetic components, thus providing an additional layer of regulation of Pi uptake (Wang et al., 2015a) .
Sulfur is another macronutrient necessary for plant growth and development. Sulfur limitation induces the expression of miR395 via SULPHUR LIMITATION 1 (SLIM1), an ETHYLENE-INSENSITIVE-LIKE (EIL) family transcription factor (Jones-Rhoades and Bartel, 2004; Kawashima et al., 2009 Kawashima et al., , 2011 Liang et al., 2010) . miR395 targets ATP sulphurylases (APS1, APS3 and APS4) and the highaffinity sulfate transporter 2 (SULTR2;1; Figure 4a ; JonesRhoades and Bartel, 2004; Kawashima et al., 2009; Liang et al., 2010; Kawashima et al., 2011) . The induction of miR395 by sulfur limitation downregulates APS1, APS4 and shoot SULTR2;1, but not root SULTR2;1 and APS3, because their expression domains are spatially different from those of miR395 (Kawashima et al., 2011) . Consequently, the translocation of sulfur from root to shoot is enhanced, whereas the transportation from shoot to root is reduced (Kawashima et al., 2011) . Thus, miR395 regulates sulfur homeostasis through spatial restriction of APS expression (Figure 4a ; Kawashima et al., 2011) .
sRNAs and plant responses to drought and salinity stresses
Several miRNAs have been shown to negatively or positively affect plant responses to drought or salinity stresses (Figure 4b ). Under drought stresses, miR169 is downregulated to increase the transcript levels of its target NFYA5, in an abscisic acid (ABA)-dependent manner under drought stresses (Li et al., 2008; Zhao et al., 2009) . Overexpression of miR169 causes plants to become hypersensitive to drought stress as a result of the increased size of the stomatal aperture, whereas overexpression of NFYA5 increases plant resistance to drought as a result of smaller stomatal aperture structures. Hence, miR169 is a negative regulator of plant drought responses (Figure 4b ; Li et al., 2008; Zhao et al., 2009) . In contrast, miR396, miR394, miR164, miR408 and miR2118 are a group of drought-inducible miRNAs. Overexpression of these miRNAs enhances drought resistance. Such an effect is likely to be caused by changes in development or oxidative status related to target repression (Figure 4b ; Song et al., 2013; Fang et al., 2014; Chen et al., 2015; Hajyzadeh et al., 2015; Wu et al., 2015a) . miRNAs often regulate plant resistance or tolerance to salinity stress by modulating the hormone-signaling pathways. For instance, overexpression of salinity-inducible miR393 reduces the levels of TIR1 and AFB2, and causes hypersensitivity to salinity stress, whereas expression of an miR393-resistant TIR1 transgene increases plant tolerance to salinity (Figure 4b ; Chen et al., 2011; Iglesias et al., 2014) . Another example is miR394. Plants with elevated levels of miR394 display hypersensitivity to salinity stress in an ABA-dependent manner, whereas plants harboring an miR394-resistant LCR have increased salinity and ABA tolerance (Figure 4b ; Song et al., 2013) . miRNVL5 from cotton and miR417 from Arabidopsis also negatively influence plant responses to salinity stress (Figure 4b ; Jung and Kang, 2007; Gao et al., 2016) . Conversely, two salinityinducible miRNAs, miR319 and miR528, can positively affect plant response to salinity stress through the downregulation of their targets (Figure 4b ; Zhou et al., 2013; Yuan et al., 2015) .
sRNAs and plant responses to temperature stresses
Plants are often subjected to suboptimal temperatures because of variations in geographical and seasonal conditions. sRNAs also function in the regulatory network related to plant response to temperature fluctuation. In Arabidopsis, miR173-dependent TAS1 ta-siRNAs are repressed by heat stress to release their targets of HEAT-INDUCED TAS1 TARGET 1 (HTT1) and HTT2. Because HTT1 and HTT2 are co-factors of the HEAT SHOCK PRO-TEIN (HSP) 70-14 complex that modulates the activities of heat stress transcription factors (HSFs), de-repression of HTT1 and HTT2 presumably promotes HSP activity and heat tolerance (Figure 4c ; Li et al., 2014) . Indeed, plants with elevated levels of TAS1 ta-siRNAs have reduced heat tolerance, whereas plants without repression of HTT1 and HTT2 display increased heat tolerance. These results suggest that TAS1 ta-siRNAs act in the heat tolerance pathway by modulating the activity of the HSP complex . After moderate heat treatment, plants acquire thermotolerance to severe heat stresses, which can be maintained for several days. The participation of heat-inducible miR156 in obtaining this acquired thermotolerance (AT) has been reported previously (Stief et al., 2014) . A lack of miR156 greatly reduces AT, whereas the overexpression of miR156 enhances this ability (Stief et al., 2014) . Further evidence shows that miR156 controls AT through inhibiting SPLs, which otherwise repress the sustainable expression of several heat-responsive genes (Figure 4c ; Stief et al., 2014) .
Plants also use miRNAs to change their oxidative state and metabolism during heat stress. Heat stress rapidly induces miR398 to repress CSD1, CDS2 and CCS. The latter encodes a copper chaperone for both CSD1 and CSD2 (Figure 4c ). Expression of a miR398-resistant form of CSD2 represses HSFs and HSPs, resulting in increased heat sensitivity (Guan et al., 2013) . In contrast, loss-of-function mutants of cds1, cds2 and ccs contain elevated levels of HSFs and HSPs, and become more heat-tolerant than wild-type plants (Guan et al., 2013) . Interestingly, HSF A-1b (HSFA1B) and HSF A-7b (HSFA7B) can directly activate the expression of MIR398 under heat stress, constituting a regulatory circuit to enhance heat tolerance (Guan et al., 2013) . In addition, the overexpression of heat-repressible miR159 in rice reduces the expression of its target transcription factors, TaGAMYB1 and TaGAMYB2, which affects starch metabolism, causing hypersensitivity to heat (Figure 4c ; Wang et al., 2012b) . miR319, miR396 and miR402 have been shown to positively regulate cold tolerance. Among them, miR319 may indirectly affect active oxygen scavenging by targeting two transcription factors, OsPCF6 and OsTCP21 (Wang et al., 2014a) , whereas miR396 represses 1-aminocyclo-propane-1-carboxylic acid oxidase (ACO), a key enzyme for the biogenesis of ethylene, which is a negative regulator of cold tolerance (Figure 4c ; Zhang et al., 2016) . miR402 may regulate plant adaptation to cold stress via targeting the DNA demethylase DEMETER-LIKE 3 (DML3), and as such, alternation of DNA methylation might trigger a downstream signaling cascade to impact plant cold tolerance (Figure 4c ; Kim et al., 2010) .
sRNA-mediated responses to virus and microbes
Plants often face viruses and various microbial species, such as bacteria and fungi. sRNAs also play essential roles in the interactions between plants and microbes.
sRNA and antiviral responses sRNA-mediated RNA silencing is an efficient mechanism to prevent viral infection, as dsRNAs can result from intermediates in RNA virus replication, highly structured RNA virus genomes and viral transcripts (Pumplin and Voinnet, 2013) . Indeed, plants deficient in RNAi are often hypersusceptible to virus infection; however, this phenomenon is not seen in dcl1 or dcl3, implying that DCL1 and DCL3 may not affect virus accumulation (Deleris et al., 2006; Qu et al., 2008) . The current model of RNAi antiviral defense is similar to that of ta-siRNA biogenesis. It consists of the production of 21-nt virus-derived sRNAs (vsiRNAs) through the cytoplasmic DCL4 (Figure 5a ). The vsiRNAs are loaded into AGO1 or AGO2 effectors to guide the cleavage of viral RNAs (Pumplin and Voinnet, 2013) . The cleaved transcripts serve as substrates for SGS3, RDR6 and DCL2 to produce 22-nt secondary vsiRNAs. The secondary vsiRNAs are in turn loaded into the antiviral AGO2 and reinforce the antiviral response (Pumplin and Voinnet, 2013) ; however, this model has been challenged by the discovery of the production of secondary vsiRNAs by SGS3 and RDR6 in the absence of AGO1 and AGO2 . Furthermore, not all vsiRNAs are equally efficient at targeting the virus . Indeed, only a few vsiRNAs cause viral RNA cleavage, and DCL2-dependent 22-nt vsiRNAs are less efficient than the 21-nt vsiRNAs .
sRNA machineries themselves also serve as sensors of pathogen attack or disease. During virus infections as well as in other pathogenic processes, the RNAi effector AGO1 is modulated either by impairing its function or by altering its steady-state level in the cell. In any case the silencing effect is reduced, which in turn results in the deregulation of not only the 'intended' virus RNAs, but also the endogenous AGO1-targeted transcripts. Among those endogenous transcripts is the AGO2 mRNA, which is normally targeted by miR403 in Arabidopsis. As AGO1 is impaired, AGO2 repression is released and its transcript can accumulate to a higher level. Hence, AGO2 can serve as a surrogate or an additional line of antiviral RNAi effectors (Azevedo et al., 2010; Harvey et al., 2011; Fatyol et al., 2016) . The induction of secondary RNAi components upon infection has also been reported in rice, where virus infection induces the expression of AGO18. Similarly to AGO10 in Arabidopsis , rice AGO18 works as a decoy for miR168. In normal conditions, AGO1 homeostasis is regulated by miR168; however, upon expression of AGO18, the steady-state level of miR168 is greatly reduced and the levels of AGO1 are increased to potentiate the antiviral response (Wu et al., 2015b) .
Viral suppressors of RNA silencing
RNAi targets invasive nucleic acids, imposing a selective pressure for plant viruses that in turn evolve to encode viral suppressors of RNA silencing (VSRs) and enable infection (Carbonell and Carrington, 2015; Csorba et al., 2015) . In fact, both the efficacy of infection and the severity of the disease caused by viruses correlate with the effectiveness of virus-encoded VSRs (Csorba et al., 2015) . VSRs can be grouped into three major classes: those that prevent sRNA biogenesis; those that inhibit AGO effectors; and those that preclude RNAi amplification (Csorba et al., 2015) . VSR-mediated impairment of sRNA biogenesis is exemplified by Cauliflower Mosaic Virus (CaMV) protein P6 (Haas et al., 2008) . This suppressor prevents the accumulation of vsiRNAs by binding DOULBLE-STRANDED RNA-BINDING PROTEIN 4 (DRB4) in the nucleus and preventing its translocation to the cytoplasm. Cytoplasmic localization of DRB4 upon virus infection is essential for its interaction with DCL4 (Haas et al., 2008) . Tobacco mosaic virus (TMV) protein P126 inhibits HEN1 and thus destabilizes vsiRNAs (Yu et al., 2006; Vogler et al., 2007) , whereas Sweet Potato Chlorotic Stunt Virus (SPCSV) produces an RNase III enzyme that specifically cleaves sRNAs (21-24 nt) into inactive 14-nt oligos (Kreuze et al., 2005) . Additionally, Tombusvirus including Tomato Bushy Stunt Virus (TBSV) encode the P19 protein, which functions as a 'molecular caliper' by decoying vsiRNAs and preventing their loading into AGO effectors (Vargason et al., 2003; Ye et al., 2003; Guo et al., 2014) . Interestingly, P19 has a particularly low affinity for miR168, which targets AGO1 transcripts, fulfilling the specific repression of AGO1 to escape host RISC attack on the virus (Varallyay et al., 2010) . Aside of P19, some other VSRs can also directly target AGOs. Polerovirus-encoded P0, an F-box protein, forms a complex with SKP1/CULLIN1 to ubiquitinate AGO1, resulting in its degradation through the autophagy pathway (Baumberger et al., 2007; Csorba et al., 2010) . Similarly, Potato Virus X (PVX) protein P25 promotes the degradation of both AGO1 and AGO2 through the 26S proteasome (Chiu et al., 2010) . VSRs can also inhibit AGO silencing function. CMV protein 2b directly binds AGO1 to inhibit its silencing activity (Zhang et al., 2006) , whereas Turnip Crinkle Virus (TCV) protein P38 associates with AGO1 and AGO2 through a glycine-tryptophan (GW)-AGO hook to prevent the loading of siRNAs, but not of miRNAs, into effectors (Azevedo et al., 2010; . DNA viruses also encode VSRs to target AGO1 activity. Mungbean Yellow Mosaic India Virus (MYMIV) AC2 protein binds AGO1 and inhibits its slicing activity; however, it also interacts with and inhibits RDR6, which prevents the accumulation of secondary vsiRNAs, which is the amplification step of the silencing signal (Kumar et al., 2015) . A similar mechanism has been reported for Rice Yellow Stunt Virus (RYSV) P6 protein ( Guo et al., 2013) , which targets RDR6, and for Tomato Yellow Leaf Curl Virus (TYLCV) V2 protein, which interacts with SGS3, and prevents systemic silencing (Zrachya et al., 2007) .
sRNAs and plant responses to non-viral pathogens
The plant defense against non-viral pathogens involves a complex signaling pathway to deploy a broad spectrum or targeted immune response. Recognition of pathogen-associated molecular patterns (PAMPs), such as flagellin in bacteria, elicits a basal layer of defense known as PAMPtriggered immunity (PTI; Block and Alfano, 2011) . Under this selective pressure, pathogens have engaged in a coevolutionary arms race to overcome the PTI, thus producing specific virulence factors called effectors. To counter those effectors, plants produce specific resistance proteins (R) during the targeted effector-triggered immunity (ETI; Block and Alfano, 2011) . Recent discoveries have pointed to an sRNA-mediated regulation of both immune strategies.
Regarding RNA silencing, the best-understood pathogenic system is the one formed by Arabidopsis and the bacteria Pseudomonas syringae pv. tomato (Pst). There, the flagellin peptide flg22 induces miR393 (Navarro et al., 2006) . Consistent with this, when Arabidopsis mutants in the miRNA pathway (i.e. dcl1-9 and hen1-1) are challenged with Pst hrcC À , which is a strain defective in type-III secretion system, the infection symptoms worsen (Navarro et al., 2008) . In addition, several miRNA*s accumulate and are loaded into AGO2 during Pst infection, whereas these molecules are rapidly degraded in uninfected plants (Zhang et al., 2011a) . Among miRNA*s loaded into AGO2, miR393* targets the transcript of MEMBRIN 12 (MEMB12). MEMB12 is a SNARE protein that negatively regulates the secretion of the PATHOGENESIS-RELATED 1 (PR1) protein (Figure 5b ; Zhang et al., 2011a) . Accordingly, plants that carry mutations in MEMB12 or overexpress miR393* display an enhanced secretion of PR1 and an increased resistance to virulent and avirulent Pst (Zhang et al., 2011a) . Thereupon, the AGO2-miR393* complex is a regulator of antibacterial immunity (Zhang et al., 2011a) . miRNAs targeting R gene transcripts are also observed in plants infected with bacteria or fungi (Li et al., 2012a; Arikit et al., 2014; Fei et al., 2016) . For instance, a family of nucleotidebinding/leucine-rich repeat (NB-LRR or NLR) proteins encoded by NLR genes are targeted by five miRNAs at the sequences encoding conserved motifs of R proteins (Zhai et al., 2011) . Interestingly, the cleavage of NLR transcripts by miRNAs triggers the production of ta-siRNAs from NLR transcripts, which amplifies the negative regulatory effects on additional members of the target gene family (Zhai et al., 2011) . Interestingly, some plant pathogens also deliver sRNA molecules as effector/resistance factors. For instance, the fungal pathogen Botrytis cinerea produces sRNAs that are transferred to the host and mediate the establishment of pathogenesis, by modulating the expression of components of the pathogen sensing systems (Figure 5b ; Weiberg et al., 2012) .
Like viruses, bacteria also encode suppressors of RNA silencing (BSRs; Navarro et al., 2008) . Specifically, Pst effectors include AvrPtoB, which suppresses the transcription of MIR393A and B, AvrPto, which reduces the accumulation of miRNAs in a post-transcriptional manner, and HopT1-1, which represses both slicing and translational inhibition activities of AGO effectors (Navarro et al., 2008) . Importantly, not only bacteria have been shown to produce silencing suppressors, the oomycete Phytophtora sojae delivers two RNA-interacting proteins to the host to prevent RNA silencing, named as Phytophtora Suppressors of RNA silencing 1 (PSR1) and PSR2 (Figure 5b ; Qiao et al., 2013 Qiao et al., , 2015 . PSR1 impairs the accumulation of sRNAs by interfering with the activity of the nuclear PSR1-Interacting Protein (PINP1). PINP1 regulates the accumulation of several types of sRNAs that are likely to mediate the assembly of dicing complexes (Qiao et al., 2013) . On the other hand, PSR2 negatively affects the abundance of specific sRNAs that target some known defense response genes, such as NB-LRRs (Qiao et al., 2015) . Notably, PSR2 also influences the accumulation of miR173-dependent ta-siR255 and tasiR1151 without affecting miR390-dependent tasiRNAs (Figure 5b ; Qiao et al., 2015) .
sRNAs and amicable interactions
In nature, plants often rely on biotic interactions for survival, the most widespread being the establishment of mycorrhizae and nitrogen-fixing nodules (Gobbato, 2015) . Mycorrhizae are mutualistic symbioses between fungi and plant roots, whereas nitrogen-fixing symbiosis occurs between nitrogen-fixing bacteria, known as rhizobia, and the plant root under nitrogen-limiting conditions (Gobbato, 2015) . The miRNA machinery is also involved in regulating the development of mycorrhizae and nitrogen-fixing nodules.
In Medicago, miR396 and miR393 are negative regulators of mycorrhization (Figure 5c ; Bazin et al., 2013; Etemadi et al., 2014) . miR396 targets bHLH and GRFs, which play a role in the synchronization of development and plant defenses , whereas miR393 is important in auxin regulation (Navarro et al., 2006) . These observations suggest that the mycorrhizal symbioses entail miRNA-coordinated integration of hormones, defense and developmental pathways. The establishment of nitrogenfixing nodules is also regulated by miRNAs. In Medicago, the downregulation of the NF-YA transcriptional regulator HAP2-1 by overexpression of miR169 arrests meristem development and delays nodulation, which in turn causes the formation of non-fixating nodules (Figure 5c ; Combier et al., 2006) . Interestingly, the expression of miR169-resistant HAP2-1 also produces defective nodules. These observations and the complementary expression patterns of miR169 and HAP2-1 imply the need for fine-tuning HAP2-1 expression during nodulation (Combier et al., 2006) . In the soybean-Bradyhizobium japonicum system, the rhizobia release Nod factors that subsequently induce the expression of miR172c (Wang et al., 2014b) . Consequently, miR172c promotes nodule initiation and nodule number by targeting the transcript of NODULE NUMBER CONTROL 1 (NNC1) for degradation (Figure 5c ; Wang et al., 2014b) . NNC1 protein is an AP2 transcription factor that prevents nodule initiation by the direct inhibition of the nodulin gene ENOD40 upon binding to its AP cis-element (Wang et al., 2014b) . Notably, the miR172-AP module is also required for the nodulation in the common beanRhizobium etli system, highlighting the idea of a conserved mechanism (Nova-Franco et al., 2015) . Bradyhizobium japonicum Nod factors also induce the expression of a positive regulator of nodulation, miR167c, in Glycine max (soybean). Targets of miR167c in soybean are GmARF8a and GmARF8b, pointing towards the necessity for auxin in the establishment of nitrogen-fixing nodules. Interestingly, the miR167-GmARF8 module seems to be essential under low inoculum conditions, and to act upstream of the nodulation gene NODULATION SIGNALING PATHWAY 1 (NSP1) and ENOD40 (Figure 5c ; Wang et al., 2015c) . In addition, miR482, miR1512, miR1515 and miR2606b are also known to positively affect nodulation (Li et al., 2010) , whereas miR156, miR160 and miR4416 have a negative effect (Turner et al., 2013) . In Medicago, NSP2, which is essential for symbioses of both mycorrhyzal fungi and the rhizobia, is targeted by miR171 h. Consistently, overexpression of miR171 h impairs fungal growth and mycorrhization ( Figure 5c ; Lauressergues et al., 2012) .
CONCLUSION
The detailed study of sRNAs and their targets has substantially expanded our understanding of the regulation of development and physiology, and has also underscored the complexity of such intertwined regulatory systems. Numerous questions related to sRNA functions remain to be addressed. To date, approximately hundreds of miRNAs and ta-siRNAs have been annotated in plants. Conserved miRNAs are expected to show similar responses to the same biological processes across plant species, but a few exceptions have been reported. It will be interesting to investigate what causes such exceptions in similar contexts. Of note, functional analysis of sRNAs has been conducted mainly through overexpression of the tested miRNAs and/or gain-of-function mutations of target genes. To rule out potential off-target and/or pleotropic effects, future efforts to knock-out/down miRNAs with target mimicry (Franco-Zorrilla et al., 2007) or CRISPR technology (Ma et al., 2015b) would provide a more accurate view of sRNA functions. Furthermore, a substantial portion of the annotated sRNAs has been not fully explored. In particular, many of these sRNAs are found only in low abundance under normal growth conditions, with their expression induced in specific physiological contexts or biological niches. Further study of these low-abundant sRNAs and their targets will certainly reveal the new critical roles of sRNAs in plant biology. At the molecular level, the amount of an sRNA is regulated at multiple stages including transcription, processing and turnover. How plants synchronize these processes to control sRNA accumulation in response to developmental needs and stress challenges remains poorly studied. Furthermore, plant development and responses to stresses also requires the coordinated action of multiple mechanisms. How sRNAs cooperate with other mechanisms to control various physiological processes is still less understood. In addition, the factors that determine the efficiency of sRNA-mediated target regulation are unclear. sRNAs can direct either translational repression or transcript cleavage. It is yet unknown how much each of these mechanisms contributes to sRNA regulation. Likewise, it is currently unknown what are the determinants for translational repression or transcript cleavage. Future investigation by the plant RNAi community would certainly provide new insights into these fundamental questions.
