Introduction
Let (X, Θ) be a principally polarized abelian variety (ppav) over C of dimension g ≥ 2 with a symmetric theta divisor Θ. The intersections
where Θ x = Θ + x denotes the translate of Θ by x ∈ X(C), have been studied in relation with Torelli's theorem [Deb1] and the Schottky problem [Deb3] . We examine the variation of Q-Hodge structure on H
• (Y x , Q) for x ∈ X(C) varying. For example, if Θ is smooth, Y x is smooth of dimension g − 2 for generic x ∈ X(C). Then by the weak Lefschetz theorem the cohomology of Y x is obtained by restriction from the cohomology of X except for the middle cohomology degree. So we only need to consider the quotient
The involution σ = −id X acts on Y x and thereby induces an eigenspace decomposition H = H + ⊕ H − . The eigenspaces H ± are the fibres of two variations V ± of Q-Hodge structures which we study in section 1.
Conjecture A. If Θ smooth, then V ± are simple.
Viewed as Hodge modules in the sense of [Sa2] , the variations V ± of Hodge structures have two underlying perverse sheaves δ ± on X, see section 3. Thus conjecture A would follow from Conjecture B. If Θ is smooth, the perverse sheaves δ ± are simple.
Up to a skyscraper sheaf, we construct δ ± in section 3.4 as the symmetric resp. alternating square of the perverse intersection cohomology sheaf δ Θ in the tensor category introduced in [We2] . This category is equivalent to the category Rep(G) of algebraic representations of some (in general unknown) algebraic group G = G(X, Θ). So conjecture B would be a consequence of
The main result of this paper is the proof of conjecture C for g = 4. In the proof given in sections 9 and 10 we consider a degeneration of (X, Θ) into the Jacobian variety of a generic curve of genus 4. This provides a restriction functor ρ : Rep(G(X, Θ)) → Rep(G Ψ ), where G Ψ ⊂ G(X, Θ) is an algebraic subgroup defined via the formalism of the nearby cycles Ψ as outlined in section 6. To prove the conjecture we compare ρ with another functor MT from Rep(G(X, Θ)) to the category of representations of the Mumford-Tate group of Θ. For the study of this second functor the main input will be the knowledge of the primitive cohomology of Θ which we express in section 2 in terms of the intermediate Jacobian of a cubic threefold as in [Do] and [Iz] , using results of [Co] , [CM] and [IvS] .
Variations of Hodge structures (conjecture A)
In this section we assume that Θ is smooth, and we study the variations V ± of Q-Hodge structures and their Hodge decomposition for g ≤ 4.
1.1. Smoothness of Y x . For generic x ∈ X(C) the translates Θ x and Θ −x intersect each other transversely and hence Y x is smooth.
Proof. Θ is defined by the zero locus of the Riemann theta function θ(z) = θ(τ, z) on the universal covering p : C g → C g /(Z g + τ Z g ) ∼ = X(C). For smooth Θ the gradient θ ′ (z) is non-zero for all z ∈ C g with θ(z) = 0. If our claim were false, we could find a non-empty analytic open subset V ⊂ C g and a complex analytic map s : V → C g such that Θ p(z) and Θ −p(z) intersect non-transversely in s(z) for all z ∈ V , i.e. such that θ(s(z) + z) = θ(s(z) − z) = 0, (1.1.1) θ ′ (s(z) + z) = λ(z) · θ ′ (s(z) − z) for some λ(z) ∈ C * , (1.1.2) for all z ∈ V . With the g × g unit matrix E and the Jacobian matrix (Ds)(z) of s at z, taking gradients of (1.1.1) implies (E + (Ds)(z)) · θ ′ (s(z) + z) = 0, (1.1.3) (E − (Ds)(z)) · θ ′ (s(z) − z) = 0. (1.1.4) Now multiply (1.1.4) by λ(z). If we plug in (1.1.2) and add (1.1.3), we get θ ′ (s(z) + z) = 0 contradicting the smoothness of Θ.
Variation in a family.
Over some Zariski-open dense U ⊂ X there exists a smooth proper family π : Y U → U with fibres π −1 (2x) ∼ = Y x and an étale involution σ : Y U → Y U with σ| π −1 (2x) ∼ = (−id X )| Yx for 2x in U(C).
To construct such a family, let π : Θ×Θ → X be the addition map. Projecting from π −1 (2x) ⊂ Θ × Θ onto the first factor and then translating by x, we get an isomorphism ϕ : π −1 (2x) ∼ = Θ x ∩ Θ −x such that via ϕ the involution σ : Θ×Θ → Θ×Θ, (t 1 , t 2 ) → (t 2 , t 1 ) becomes identified with (−id X )| Θx∩Θ −x . By 1.1 the fibres of π are generically smooth. So there is an open dense U ⊂ X such that for Y U = π −1 (U) the restriction π = π| Y U is smooth, and for sufficiently small U the involution σ will be étale on Y U .
1.3. Definition of V ± . For all ν, the higher direct images R ν π * (Q Y U ) are variations of Q-Hodge structures [PS, cor. 10.32] . It is easy to construct a constant subvariation H ν ֒→ R ν π * (Q Y U ) such that at every point 2x ∈ U(C), the fibre
is the pull-back of the cohomology of X to Y x . In particular H ν ∼ = H ν (Y x , Q) for all ν = g − 2. We put
and define V ± as the eigenspace of σ * for the eigenvalue ±(−1) g−1 , i.e.
V ± = ker(σ * ∓ (−1) g−1 id V ).
The reason for this choice of signs will become clear later (see 3.4).
1.4. Small-dimensional cases. In this section we fix a point x in X(C) such that 2x ∈ U(C). We use the notation Y = Y x , and we define Y + as the quotient Y / σ of Y by the involution σ = −id X | Y .
The case g = 2. Here Y consists of 2 points, Y + is a single point, V − = 0 and V + = Q U is the constant variation with Hodge degree (0, 0).
The case g = 3. This case has been studied in [Re] , [Kr1] . Here (X, Θ) is the Jacobian of a smooth curve C and Y + → Y is an étale double cover of smooth curves with Y of genus 7. Now to any étale double cover of curves one may associate a ppav, its Prym variety [Mu1] [BL, ch. 12] . It turns out that for generic (X, Θ) the Prym variety P of the cover Y → Y + is isomorphic to (X, Θ). Every étale double cover with this Prym variety arises like this for some x. Furthermore, the coverings for two points x 1 , x 2 are isomorphic iff x 1 = ±x 2 . Hence the étale double covers with given Prym variety (X, Θ) are parametrized by an open dense subset W of the Kummer variety X/ ±1 . Points outside W parametrize degenerate double covers.
By construction of Prym varieties, the Jacobian variety JY is isogenous to P × JY + , hence H 1 (Y, C) ∼ = H 1 (X, C) ⊕ H 1 (Y + , C). Thus V − = 0, and V + is a variation of Hodge structures of abelian type whose fibres
have Hodge degrees (1, 0) and (0, 1).
The case g = 4. Here Y → Y + is an étale covering of smooth surfaces. We claim that V + has rank 52, with Hodge degrees (2, 0) and (0, 2) of rank 11 and Hodge degree (1, 1) of rank 30, whereas V − is a variation of Hodge structures of rank 6 purely concentrated in Hodge degree (1, 1).
In particular, by the Lefschetz (1, 1)-theorem the fibers of V − are spanned by six cycles on Y + which generate H 1,1 (Y + , C)/H 1,1 (X, C). So V − has an underlying finite monodromy group Γ = Γ(X, Θ) with a six-dimensional faithful representation. Computing H 2 (X, Z) and H 2 (Y + , Z) and using a classification of lattices with small discriminant, one sees that the fibres of V − have the underlying Néron-Severi lattice E 6 (−1), so Γ is a subgroup of Aut(E 6 ) = W (E 6 )×{±1}. From the intersection configuration of the 27 Prym-embedded curves in Y of [Iz, sect. 4.3] , one then deduces that the projection W (E 6 ) × {±1} → W (E 6 ) maps Γ isomorphically onto a subgroup of W (E 6 ). To get a lower bound on Γ consider a degeneration of (X, Θ) into a Jacobian variety (X 0 , Θ 0 ). Let Γ 0 = Γ(X 0 , Θ 0 ) be the monodromy group underlying the analog of V − on (X 0 , Θ 0 ), then Γ 0 is a subquotient of Γ. In the Jacobian case the configuration of the 27 Prym curves of loc. cit. is no longer symmetric; precisely 12 of them are smooth. They come in 6 pairs of curves which are interchanged by the involution ±id X 0 , and the associated 6 cycles are permuted by the monodromy operation of Γ 0 . From this one deduces that Γ 0 contains the alternating group A 5 . Altogether one then concludes that Γ must be the Weyl group W (E 6 ) or its finite simple subgroup of index 2. For the details see [Kr2] .
Proof of the claim about the Hodge decomposition of V ± . The Hodge numbers of the fibres of
for p + q = 2, so it suffices to check the following table:
The last column of this table follows from 
The Mumford-Tate group MT(Θ) in Genus 4
One of the key ingredients to the proof of conjecture B for g = 4 will be the analysis of the Hodge structure on tensor products of H
• (X, δ Θ ). This is encoded in the Mumford-Tate group MT(Θ) as we recall below. For reductive groups G let G sc be the simply connected covering of the derived group
We say, a subset of an algebraic variety is meager if it is contained in a countable union of proper closed subvarieties. The goal of this section is to prove the following Theorem. For every ppav (X, Θ) outside some meager subset of A 4 , the theta divisor satisfies MT(Θ) sc = MT(X) × Sp(10, C) where MT(X) = Sp(8, C), so we have canonical homomorphisms
, the induced action of MT(X) on V describes the part of the cohomology which comes by restriction from X. The action of Sp(10, C) describes the remaining part.
Recall [Del1, sect. 2.1] , that giving a Q-Hodge structure is tantamount to giving a finite-dimensional vector space V over Q and a homomorphism h : S = Res C/R (G m,C ) → Gl(V ) R of real algebraic groups whose composite with the weight cocharacter of S is defined over Q. The Mumford-Tate group MT(V ) is defined as the smallest algebraic subgroup of Gl(V ) over Q through which h factors. The Q-Hodge substructures of any tensor power of V are precisely its MT(V )-stable subspaces. The Mumford-Tate group of polarized Q-Hodge structures is reductive [Del4, prop. 3.6] ; this in particular applies to MT(X) := MT(H • (X, Q)) for smooth projective varieties X over C.
2.1. The Hodge structure B. Let Λ i denote the i-th exterior power of the standard representation of Sp(2g, Q). For every ppav (X, Θ) outside a meager subset of A g then by [BL, prop. 17.3.2] MT(X) = MT(X) sc = Sp(2g, Q) and
If Θ is smooth, the weak Lefschetz theorem shows that for some Q-Hodge structure B and 0 ≤ |i| ≤ g − 1
Now it is well-known that for any Q-Hodge structures V 1 , V 2 and V = V 1 ⊕ V 2 we have a closed embedding ι : MT(V ) ֒→ MT(V 1 ) × MT(V 2 ). The image of ι surjects onto each of the two factors. If the Mumford-Tate groups are reductive, this surjectivity carries over to MT(−) sc , and the kernel of the induced map ι sc :
Hence we have a commutative diagram
Lemma. To prove the theorem, it suffices to show that for every ppav (X, Θ) outside a meager subset of A 4 , the Hodge structure B is simple.
Proof. Indeed, the simplicity of B is equivalent to End MT(B) (B) = Q. By [Ri, th. 1] this is equivalent to MT(B) = MT(B) sc = Sp(10, C), since B is a Hodge structure of abelian type (see section 2.2). Now the projection MT(Θ) sc ։ MT(X) = Sp(8, C) shows that there is a reductive group G with MT(Θ) sc = Sp(8, C) × G. If B is simple, it follows that B = B 1 ⊠ B 2 with irreducible representations B 1 of Sp(8, C) and B 2 of G. If B 1 were non-trivial, dim(B) = 10 would imply dim(B 1 ) ∈ {2, 5, 10} which is impossible [AEV] . Hence B 1 is the trivial representation, B 2 is the standard representation of MT(B) = Sp(10, C), and one easily deduces that ι sc is an isomorphism.
The rest of this section is devoted to the proof of the theorem. By the last lemma it suffices to show that for every ppav (X, Θ) outside a meager subset of A 4 the Q-Hodge structure B is simple. Notice that MT(B) ⊆ Sp(10, C) in any case [Go, B.62] , with equality holding iff B is simple. Since the Mumford-Tate group of a variation of Hodge structures is constant outside the complement of some meager subset and only becomes smaller on this meager subset, it therefore suffices to prove the simplicity of B for a single ppav (X, Θ) in A 4 .
2.2. Intermediate Jacobians of cubic threefolds. For any smooth cubic threefold T ⊂ P 4 C one has the intermediate Jacobian
which by [CG] is a simple ppav of dimension 5 and determines T uniquely up to isomorphism. Let T ⊂ A 5 be the closure of the locus of all these intermediate Jacobians.
In [Do] and [Iz] a smooth cubic threefold T = T (X,Θ) has been associated to each (X, Θ) in a Zariski-open dense subset A For (X, Θ) ∈ A • 4 and for the corresponding Q-Hodge structure B as in 2.1, the arguments of [IvS] imply
If for abelian varieties A we put End 0 (A) = End (A) ⊗ Z Q, a basic property of Mumford-Tate groups [Go, B.60] hence shows
Thus B is a simple Q-Hodge structure if and only if End 0 (JT (X,Θ) ) = Q. In what follows we prove the latter property for suitable (X, Θ) in A • 4 by a degeneration argument. Using a Collino family, this will be reduced to the study of an extension of a generic Jacobian variety by a torus.
2.3. Collino's family. As in [Co, part II] and [CM, one finds a group scheme B → S over a non-empty Zariski-open subset S ⊂ P 1 C and a point s ∈ S(C) such that
• for all t = s one has B t ∼ = JT (Xt,Θt) for some (X t , Θ t ) ∈ A
• 4 , • the special fibre B s is an extension
for some general curve C of genus 4. As recalled in lemma 5.1 below, the theta divisor of its Jacobian JC has two singular points ±e. The class Se, 16 .VII] to the point 2e or −2e depending on the choice of e. Since C is general, we know that JC is not in θ null ,4 . Hence e = −e by lemma 5.1, so the extension E is non-trivial.
To prove our theorem we will show End 0 (B t ) = Q for all t outside a meager subset of S(C). Over S * = S \ {s} the family B → S restricts to an abelian scheme B * → S * . Hence by [Del2, prop. 7.5] and [Del1, 4.1.3 .2] the restriction map
is an isomorphism for all but countably many t ∈ S * (C) (this is why we had to exclude a meager subset of ppav's in the theorem). So it suffices to show End (B * /S * ) = Z, and this is equivalent to the claim in 2.6 below.
2.4. Endomorphisms of the special fibre. We first show that for general choice of C one has End (B s ) = Z.
Proof. Every ψ ∈ End (B s ) preserves the toric part G m ⊂ B s and induces an endomorphism ψ JC of JC = B s /G m . So we have a ring homomorphism
For general C we know End (JC) = Z, and then (−) JC is surjective because its image contains 1 = (id Bs ) JC . Now suppose ψ ∈ End (B s ) and ψ JC = 0, i.e. ψ factors over G m ⊂ B s . Then ψ| Gm is a character z → z n of G m for some n ∈ Z. If ψ = 0, we must have n = 0. However, the image of the restriction map
is a quotient of Z/nZ. In particular, the image of d is an n-torsion group. But by construction of the Ext-sequence, d(id Gm ) is the class of the extension defining B s . Hence ±2e = 0 is an n-torsion point of JC. For C varying this contradicts lemma 2.5 below. Hence (−) JC is an isomorphism.
2.5. Torsion points. Let M 4 be the moduli space of smooth curves of genus 4. Over some Zariski-open dense subset U of M 4 , the map C → ±2e defines a section of the universal Jacobian variety, and this section is not the zero section 0 U .
Lemma. If U ⊂ M 4 is a Zariski-open dense subset and Σ = 0 U is a section of the universal Jacobian variety π : X → U, then Σ defines a non-torsion point in all fibres of π over the complement of a meager subset of U.
Proof. For m ∈ Z, let Z m denote the zero locus of m · Σ. Then Z m is a Zariski-closed subset of U, and we must show it is not all of U. If it were for some m ≥ 0, then for minimal such m the section Σ would define a section over some Zariski-open dense subset of M 4 to the map m M 4 −→ M 4 , where m M 4 is the moduli space of cyclic étale covers of precise order m of curves of genus 4. Then m M 4 would be reducible, contradicting [BF] .
2.6. Endomorphisms of the generic fibre. For the generic point η of S we now claim End (B η ) = Z. Proof. Let N be the Néron model N of B η over S. Its universal property gives an S-morphism B → N . Since this morphism induces an isomorphism of the generic fibre and since B s 0 is semi-abelian, by [BLR, prop. 7.4.3] it induces an isomorphism of B onto the connected component N 0 ⊂ N . In section 2.4 we have shown End (B s 0 ) = Z. Now consider the composite ring homomorphism
where the first isomorphism comes from the identification B η ∼ −→ N η , the second isomorphism is due to the universal property of N , and the third map res denotes restriction to the fibre B s = (N 0 ) s . The image of ϕ contains 1 = ϕ(id Bη ), so ϕ is surjective. On the other hand, B η is a simple abelian variety; indeed, all B t with t = s are intermediate Jacobians of smooth cubic threefolds, hence simple by [CG] . Therefore End 0 (B η ) is a skew field, and since ϕ is a surjective ring homomorphism, it follows that ker(ϕ) = 0. Thus End 0 (B η ) = Q, and our claim follows.
2.7. Higher genus. For the rest of this section we drop our assumption that g = 4. It seems likely that for general (X, Θ) the cohomology
⌋ simple Q-Hodge substructures. To illustrate this let us consider the case of Jacobians. Let C be a general curve of genus g ≥ 3.
For ν ∈ Z let Λ ν be the ν-th exterior power of the standard representation of MT(Θ JC ) sc = Sp(2g, Q), and consider H ν (JC, δ Θ J C ) as a representation of the group σ * ×MT(Θ JC ) sc for the involution σ = −id JC . Let sgn be the nontrivial character of σ * .
Lemma.
Proof. Up to the σ-action this is clear as
) by the non-hyperelliptic case of [We1, cor. 13(iii) on p. 64 and p. 124], but beware that unlike δ Θ J C , the perverse sheaf δ C is not σ-equivariant! To find the σ-action on H
• (JC, δ Θ J C ), we use the evaluation map [BrB, sect. 4 .2]
which is an isomorphism in degrees ≤ g − 1 and σ-equivariant, where on the left hand side σ acts in the usual way on H • (JC, Q) and on the powers of the variable x it acts by
as observed in prop. 4.3.1 of loc. cit. From this our claim easily follows.
Convolutions of perverse sheaves (conjecture B)
In this section we introduce the perverse sheaves δ ± that are used in the formulation of conjecture B.
3.1. Convolution. Put k = C or k = Q l for a fixed prime l, and denote by D c b (X, k) the triangulated category of bounded constructible complexes of sheaves with coefficients in k as in [KW] . Using the addition a :
.1] whose unit object is the skyscraper sheaf δ {0} = 1 supported in the origin.
be the abelian category of perverse sheaves on X [KW] . For a closed subvariety i : Z ֒→ X and a smooth open dense j : [We1, lemma 1, p. 5] . Both δ Z and λ Z are of geometric origin [BBD, sect. 6.2.4 ] and only depend on Z but not on the choice of U. Thus for smooth Z we get
3.3. The semisimple tensor category P (X). It has been shown in [We1, cor. 6, p. 36 ] that every simple perverse sheaf δ ∈ Perv(X) of geometric origin with
, where D denotes the Verdier dual. Using this we want to construct as in [We2] a semisimple k-linear rigid abelian tensor category P (X) whose objects are represented by semisimple perverse sheaves. Note that the convolution of perverse sheaves is in general not perverse.
By [KrW2] the perverse sheaves δ ∈ Perv(X) with Euler characteristic χ(δ) = 0 define a thick subcategory T (X) ⊂ D c b (X, k), and a perverse sheaf is in T (X) if and only if any of its constituents is in T (X).
is again a k-linear tensor category. All simple objects in it are rigid.
Although the full abelian subcategory P (X) ⊂ D c b (X, k) of semisimple perverse sheaves on X is not stable under convolution, it turns out in loc. cit. that its image P (X) in D b c (X, k) indeed is, which in terms of [We2] amounts to saying that every (semisimple) perverse sheaf on X is a multiplier. So P (X) is a k-linear semisimple rigid abelian tensor category under convolution. Similarly, via [We1, lemma 10, p. 36 ] the mixed perverse sheaves define a k-linear rigid abelian tensor category P mixed (X) under convolution, and this category contains P (X) as a full subcategory.
3.4. Definition of δ ± . Assume Θ is normal and hence irreducible [EL] . The convolution square δ Θ * δ Θ contains the unit object 1 precisely once, since δ Θ is a simple self-dual object of P (X). Furthermore the commutativity constraint S :
This follows from considering fundamental classes, since we may replace IC Θ by the constant sheaf as Θ is normal. The shift by g − 1 accounts for the factor (−1) g−1 .
This being said, it follows that 1 lies in the alternating square Λ 2 (δ Θ ) for even g and in the symmetric square S 2 (δ Θ ) for odd g. So there are perverse sheaves δ ± without constituents from T (X) and complexes τ ± ∈ T (X) such that
If Θ is smooth, our construction of the family π :
To prove our claim from the introduction that conjecture B implies conjecture A, let us check that V ± [2g−2], as a Hodge modules in the sense of [Sa1] and [Sa2] , have the underlying perverse sheaves δ ± | U .
Indeed, the commutativity constraint is S = Ra * (φ) for the involution φ of
g−1 respectively. It only remains to notice that τ ± in lemma 3.5 are the constant subvariations of section 1.3 as we will check now.
3.5. The translation-invariant summands τ ± in δ Θ * δ Θ can be computed explicitly as follows.
Lemma. If Θ is smooth, then
Proof. By semisimplicity we have a decomposition
denote the direct sum of all complex shifts of δ X that enter τ ′ ± . In particular then H
• (X, τ ′′ ± ) = 0 since every translation-invariant simple perverse sheaf different from δ X has vanishing hypercohomology [We1, sect.2.3] . Hence τ ′ ± can be computed from hypercohomology as follows:
.2, one then checks that in perverse cohomology degrees µ ≤ 0 the complexes τ ′ ± coincide with the right hand side of the lemma. By the hard Lefschetz theorem the same then also holds in perverse cohomology degrees µ > 0. Finally, using the result for τ ′ ± for µ = 0, we have the stalk cohomology
0 , so the non-constant translation-invariant complexes τ ′′ ± must be zero.
Tannakian categories (conjecture C)
We now discuss the construction the algebraic group G(X, Θ) mentioned in conjecture C, again following [We2] and [KrW2] . 4.1. Definition of G(X, Θ). Suppose Θ is normal. Inside the rigid abelian tensor category P (X) of section 3.3, we consider the full abelian tensor subcategory P (X, Θ) = δ Θ generated by δ Θ . By [KrW2] there exists an affine algebraic group G = G(X, Θ) over k together with an equivalence
of tensor categories, where Rep(G) denotes the tensor category of algebraic representations of G over k. Since δ Θ is a tensor generator of P (X, Θ), the action of
Indeed, the composite ϕ :
is also the composite of coevaluation and evaluation in the category of super vector spaces, we get d = χ(γ).
4.3. On the representation-theoretic side, the fact that the unit object 1 enters Λ 2 (δ Θ ) resp. S 2 (δ Θ ) means that the representation ω(δ Θ ) respects a symplectic resp. orthogonal bilinear form. So we have the following Lemma. If Θ is smooth, then
Proof. By the dimension formula 4.2, a Gauss-Bonnet calculation like the one in section 1.4 shows dim k (ω(δ Θ )) = g! provided Θ is smooth. Furthermore, in section 3.4 we have seen that 1 occurs in S 2 (δ Θ ) resp. Λ 2 (δ Θ ) for g odd resp. even. This proves the lemma with O(g!, C) in place of SO(g!, C). So it only remains to note that by [KrW2] the group G(X, Θ) does not admit nontrivial characters.
This lemma and the cases g = 2, 3, 4 motivate conjecture C. For g = 2 every ppav (X, Θ) with smooth Θ is the Jacobian of a hyperelliptic curve; this case is covered by [We1, p. 124 and th. 14] . For g = 3 every ppav (X, Θ) with smooth Θ is the Jacobian of a non-hyperelliptic curve, and ω(δ Θ ) is the second fundamental representation of G(X, Θ) = Sl(4, C)/µ 2 by loc. cit. It corresponds to the standard representation of SO(6, C) via the exceptional isomorphism Sl(4, C)/µ 2 ∼ = SO(6, C).
The Schottky problem in genus 4
We now relate conjecture C to the Schottky problem. For this we drop the assumption that Θ is smooth, expecting that the ppav's which are Jacobians of curves are detected by the corresponding G(X, Θ). Indeed, for genus g = 4 this turns out to be true as we show in this section.
5.1. Stratification of the moduli space. Each (X, Θ) defines a point in the moduli space A g of ppav's of dimension g. The locus N g ⊂ A g of ppav's with singular theta divisor is a divisor which for g ≥ 4 has precisely two irreducible components [Deb2] . The first component is the locus θ null ,g of all ppav's that admit a symmetric theta divisor containing a 2-division point with even multiplicity; the second component contains the closure J g of the locus of Jacobian varieties and for g = 4 is equal to it [Be] . Let J g,hyp and A g,dec be the closure of the locus of hyperelliptic Jacobians resp. of decomposable ppav's in A g . Notice that A 4,dec ⊂ θ null ,4 ∩ J 4 .
Lemma. For g = 4 the following holds: a) On A 4 \ N 4 the theta divisors are smooth. b) On J 4 \ (θ null ,4 ∩ J 4 ) they have precisely two singularities, both ordinary double points. c) On θ null ,4 \ (θ null ,4 ∩ J 4 ) they have precisely one singularity, an ordinary double point. d) On (θ null ,4 ∩ J 4 ) \ (J 4,hyp ∪ A 4,dec ) they have precisely one singularity, but the Hesse matrix of the Riemann theta function has rank three there. e) On J 4,hyp \ (J 4,hyp ∩ A 4,dec ) their singular locus is of dimension one. f ) On A 4,dec it is of dimension two.
Proof. It has been shown in [GSM, thm. 10 and cor. 15 ] that for b) -d) the rank of the Hesse matrices is the given one. In particular, for b) and c) we only have isolated singularities. This also holds for d) by Brill-Noether theory. The number of these isolated singularities can be obtained from the description in [CvdG, sect. 10] and the generic results of [Be] and [Mu2, case b2, p. 55f] . Part e) follows from Brill-Noether theory, and f) is trivial.
5.2. The Schottky problem in genus 4. As an application of our results we claim that G(X, Θ) determines the loci J 4 and θ null ,4 in A 4 .
Indeed, for (X, Θ) in A 4 \ N 4 we have G(X, Θ) = Sp(24, C) by conjecture C which will be proven for g = 4 in sections 9 and 10 below. By way of contrast, for (X, Θ) in J 4 \ (J 4,hyp ∪ A 4,dec ) resp. in J 4,hyp \ (A 4,dec ∩ J 4,hyp ) we know from [We1, p. 124 ] that G(X, Θ) is Sl(6, C)/µ 3 resp. Sp(6, C). Finally, for (X, Θ) in θ null ,4 \ (J 4 ∩ θ null ,4 ) we claim that G = G(X, Θ) is different from the groups occuring above: From remark 10.3 one gets χ(δ Θ ) = 22 for (X, Θ) in θ null ,4 \ (J 4 ∩ θ null ,4 ), but Sp(24, C), Sl(6, C)/µ 3 and Sp(6, C) do not admit irreducible representations of dimension 22. Presumably G = Sp(22, C).
Tensor functors defined by nearby cycles
To study the tensor categories P (X) or P (X, Θ) of section 3.3 when (X, Θ) varies in families, we briefly recall some facts from nearby cycle theory as exposed in [SGA7, exp. XIII-XIV] and [KS] . Let f : X → S be a proper surjective algebraic morphism from a smooth complex algebraic variety X to a smooth complex algebraic curve S. For s ∈ S(C) we want to relate complexes on the special fibre X s = f −1 (s) to complexes on the nearby fibres X t = f −1 (t) for t in a small pointed analytic neighborhood of s.
6.1. Analytic nearby cycles. Let D ⊂ S(C) be a small coordinate disc centered at s. The morphism f : X → S induces a proper holomorphic map 
where π is a covering map and i resp. j are closed resp. open immersions. Let j = j • π. Following [SGA7, exp. XIV] and [KS, sect. 8 .6] we consider the functor
which we also denote by Ψ. If D has been chosen sufficiently small, one has an isomorphism (6.1.1)
As in [KS, eq. 8.6 .7] the cone of this morphism defines the functor Φ :
Be aware of the various shifting conventions in the literature; e.g. our Φ would be denoted Φ[−1] in [KS] . With our conventions, the shifted functors Ψ[−1] and Φ[−1] commute with Verdier duality [Br, 1.4] , and they map Perv(X ) to Perv(X s ) [KS, cor. 10.3 .13].
6.2. Tensor functoriality. If X → S is an abelian scheme over S and if a, p 1 , p 2 : X × S X → X are the relative addition morphism resp. the two projections, we define the relative convolution of
. For all t ∈ S(C) it restricts on the fibre X t to the convolution (δ 1 * δ 2 )| Xt = δ 1 | Xt * δ 2 | Xt as defined in 3.1. The Künneth isomorphism [KS, dual of ex. II.18 ] and the compatibility of Ψ with proper maps [KS, ex. VIII.15] implies that Ψ is a tensor functor in the sense that for all δ 1 , δ 2 one has Ψ(δ 1 * δ 2 ) ∼ = Ψ(δ 1 ) * Ψ(δ 2 ).
6.3. Algebraic nearby cycles. Localizing in the point s ∈ S(C), let us now replace S by the spectrum of a Henselian discrete valuation ring centered at the special point s, and denote by η its generic point. We then have an algebraic version of the nearby cycles, a functor Ψ :
in the sense of [Il, §3.1 and §4] . It factors over a functor D c b (X η ) → D c b (X s × s η) which we also denote by Ψ. The properties described in the analytic setting carry over to this case. We have a sequence (6.1.2), and Ψ maps Perv(X η ) to Perv(X s ) and commutes with Verdier duality by th. 4.2 and cor. 4.5 of loc. cit. Furthermore, if X → S is an abelian scheme, Ψ is a tensor functor with respect to convolution on X η resp. X s by compatibility with proper maps [SGA7, exp. XIII, 2.1.7] and the Künneth formula [BB, 5 .1].
6.4. Group-theoretical reformulation. For an abelian scheme X → S, in the setting of 6.3, let T be a tensor subcategory of P mixed (X η ). Denote by T Ψ be the tensor subcategory of P mixed (X s ) generated by the image Ψ(T ). If T is a finitely generated tensor category, so is T Ψ . Then there are algebraic k-groups G and G Ψ such that T = Rep(G) and T Ψ = Rep(G Ψ ), where the right hand sides denote the tensor categories of algebraic representations of G resp. G Ψ .
Lemma. The functor Ψ is a k-linear ⊗-functor ACU and maps perverse sheaves in T (X η ) to perverse sheaves in T (X s ). Hence it induces a k-linear exact ⊗-
Proof. The algebraic analog of the isomorphism (6.1.1) shows that the functor Ψ maps complexes with vanishing Euler characteristic to complexes with vanishing Euler characteristic. So we get a ⊗-functor
which immediately implies the assertions. Notice that Ψ maps distinguished triangles to distinguished triangles, hence induces an exact functor.
6.5. Deligne [Del6, sect. 8 ] has attached to any Tannaka category T an Ind(T )-groupscheme π(T ), called the fundamental group of T . By 8.15 of loc. cit. any k-linear exact ⊗-functor η : T 1 → T 2 induces a morphism
Under the weak conditions (2.2.1) and (8.1) of loc. cit. (which are verified for representation categories T i = Rep(G i ) of algebraic groups G i over an algebraically closed field k of characteristic zero) theorem 8.17 of loc. cit. implies that the functor η induces an equivalence of T 1 with the category of objects in T 2 endowed with an action of η(π(T 1 )) such that the natural action of π(T 2 ) is induced by (6.5.1) above. If η is a fiber functor to the tensor category T 2 = V ec k of finite-dimensional vector spaces over k, this reduces to the assertion
6.6. Let T 1 = T be a finitely generated tensor subcategory of P mixed (X η ) as in section 6.4, and choose a fiber functor ω of T 2 = T Ψ . Then ω•Ψ is a fiber functor of T 1 = T , since it is exact and therefore faithful by the isomorphism (6.1.1). Hence (6.5.1) applied to the functor Ψ induces a morphism of algebraic k-groups
In [DM, p. 118] it is shown that this morphism G Ψ → G is a closed immersion iff every object K of T 2 = Rep(G Ψ ) is isomorphic to a subquotient of an object Ψ(K ′ ) for some K ′ in T 1 = Rep(G). In our situation this holds by the definition of T Ψ , so we get the Lemma. The algebraic k-group G Ψ is a closed algebraic k-subgroup of G, and Ψ can be identified with the restriction functor Rep(G) → Rep(G Ψ ).
6.7. In dealing with tensor categories of mixed perverse sheaves on abelian varieties X over k one can use the following Lemma. Let δ = Rep(G) be the full tensor subcategory of P mixed (X) generated by a mixed perverse sheaf δ. Then the full tensor subcategory generated by the semisimplification δ ss of δ is
where G red = G/R u (G) denotes the quotient of G by its unipotent radical.
Proof. This is just a statement about the categories of representations of algebraic groups over a field of characteristic zero; see [KrW2] .
Local Monodromy
In the setting of 6.1, let δ ∈ Perv(X )[−1]. Then Ψ(δ) is a perverse sheaf on X s , and for fixed t ∈ D * the action of π 1 = π 1 (D * , t) on the universal coverD * induces a monodromy operation on this perverse sheaf. In the algebraic setting of section 6.3 we can proceed similarly, replacing π 1 by the pro-cyclic local monodromy group Z l (1) as in [Il, §3.6 ], cf. 7.4 below.
7.1. Unipotent nearby cycles. Let T be a generator of π 1 acting on Ψ(δ) as above. We have a direct sum decomposition
where Ψ 1 (δ) ⊆ Ψ(δ) denotes the maximal perverse subsheaf on which T acts unipotently [Rei, lemma 1.1] . Similarly Φ(δ) = Φ 1 (δ) ⊕ Φ =1 (δ). We say δ has unipotent global monodromy if
. From the Picard-Lefschetz formulas [SGA7, exp. XV, th. 3 
.4(iii)] one draws the
Lemma. If X s is regular except for finitely many ordinary double points and if dim(X s ) is odd, then δ = δ X [−1] has unipotent global monodromy; more precisely (T − 1) 2 acts trivially on H • (X s , Ψ(δ)).
Returning to the general case, since by definition T − 1 acts nilpotently on Ψ 1 (δ), we can define N = 1 2πi
Indeed, the first equality holds because T − 1 is an isomorphism on Ψ =1 (δ) whereas on Ψ 1 (δ) its kernel and cokernel coincide with those of N up to a weight shift. For the second equality see [Il, eq. (3.6. 2)] and the remarks thereafter. The perversity of Ψ 1 (δ) and the above formula for the cone of N imply that if we define specialization functors by
we obtain an exact sequence of perverse sheaves on
Since Ψ and hence also Ψ 1 preserve distinguished triangles, the functor sp is left exact on perverse sheaves.
7.2. The monodromy filtration on Ψ 1 (δ). As in [Del3, section 1.6] the nilpotent operator N gives rise to a unique finite increasing filtration
Each Gr −i (Ψ 1 (δ)) with i ≥ 0 has an increasing filtration with composition factors P −i (δ), P −i−2 (δ)(−1), P −i−4 (δ)(−2), . . . where
In what follows we will represent this situation as in loc. cit. by a triangle . . . . . .
where each line gives the decomposition of the corresponding graded piece. The lower boundary entries P 0 (δ), P −1 (δ), P −2 (δ), . . . in the triangle are the graded pieces of sp(δ) = ker(N), with P 0 (δ) as the top quotient. In the situation of proposition 8.1(a) below, the entries above these lower boundary entries belong to Φ 1 (δ).
The monodromy filtration on Ψ(δ).
For any δ ∈ Perv(X )[−1], the local monodromy theorem [Il, th. 2.1.2] and the Jordan decomposition of the nearby cycles [Rei, lemma 4.2] show that there is an a ∈ N such that T a − 1 is nilpotent on all of Ψ(δ). Using N ′ := 1 2πi log(T a ) : Ψ(δ) → Ψ(δ)(−1) in place of N : Ψ 1 (δ) → Ψ 1 (δ)(−1) one can then define a filtration F ′ • as in 7.2 on all of Ψ(δ). This filtration does not depend on the choice of the integer a with T a − 1 nilpotent. Even though in general N ′ | Ψ 1 (δ) = N, using that T acts unipotently on Ψ 1 (δ) one sees that the kernel and the image of N ′ | Ψ 1 (δ) are the same as those of N, so
Notice however that sp(δ) = ker(N : Ψ 1 (δ) → Ψ 1 (δ)(−1)), as defined in 7.1, will in general only be a perverse subsheaf of ker(N ′ : Ψ(δ) → Ψ(δ)(−1)) because N ′ may have a non-trivial kernel on Ψ =1 (δ). On the other hand, working with Ψ(δ) instead of Ψ 1 (δ) has the following advantage.
7.4. Tensor functoriality. All of the above has an analog in the algebraic setting of section 6.3, if T is a topological generator of the local monodromy group Z l (1) as in [Il, §3.6 ].
Lemma. For δ ∈ Perv(X η ), denote by Gr 
which is a tensor functor with respect to convolution.
Proof. By lemma 6.4, Ψ induces a tensor functor P (X η ) → P mixed (X s ) with respect to convolution. Furthermore, if a fixed generator of Z l (1) acts on δ i ∈ Perv(X η ) via endomorphisms T i : Ψ(δ i ) → Ψ(δ i ) for i ∈ {1, 2}, then this generator acts on Ψ(δ 1 * δ 2 ) = Ψ(δ 1 ) * Ψ(δ 2 ) via T 1 * T 2 . Since the tensor subcategory of P mixed (X s ) generated by Ψ(δ 1 ) and Ψ(δ 2 ) is equivalent to the category of representations of some algebraic group, as in [Del3, prop. 1.6 .9] one deduces Gr Lemma. If δ underlies a pure Hodge module of weight w on X η , then each graded piece Gr 
Behavior of G(X, Θ) under specialization
In this section we study the behavior of the Tannaka group G(X, Θ) when the ppav (X, Θ) degenerates. For this we need to control the specialization functor sp as defined in 7.1. 8.1. Alternative description of sp(δ). Let δ ∈ Perv(X )[−1]. Then with notations as in 6.1 we claim that
Indeed, a basic property of intermediate extensions [KW, III.5 .1 (7)] shows that i * j ! * γ = p τ <0 i * Rj * γ, and one has [BBD, th. 4.1.1] . See also the formula for the cone of N in section 7.1.
Proposition. From the formula sp(δ) = i * (j ! * γ)[−1] one draws the following two basic observations.
, so (6.1.2) yields an exact sequence of perverse sheaves
The same holds with Ψ and Φ replaced by Ψ 1 and Φ 1 since T acts trivially on sp(δ). (b) If δ underlies a Hodge module of weights ≤ w, so does sp(δ). This follows from the permanence properties of weights under pull-back and intermediate extensions.
8.2. In situation (a), the local invariant cycle theorem [BBD, cor. 6.2.9] states that for all i ∈ Z the induced morphisms
T onto the invariants under the local monodromy group. In (b), if δ is pure of some weight w, we denote by sp(δ) the highest top quotient (of weight w) of the weight filtration of sp(δ).
. If in addition X s is normal and if the only singularities of X s are finitely many ordinary double points, then sp(
Proof. Part (i) is obvious. To check the first statement in (ii), note that the regularity of X implies j ! * j
For the second statement in (ii) see lemma 12.1, noting that in the case at hand X s is automatically a local complete intersection.
8.3. As an immediate corollary, part (i) of the above example applied to a smooth family of theta divisors gives the following Rigidity lemma. If conjecture B holds for a single ppav in A g \ N g , then it holds for all ppav's in A g \ N g .
Proof.
Any two ppav's in A g \ N g with corresponding groups G 1 , G 2 can be connected by a sequence of smooth curves in A g \ N g . These curves give smooth families of ppav's whose relative theta divisors are smooth over the respective base curves. From part (i) of the example and section 6.6 we conclude G 1 ֒→ G 2 . Hence by symmetry G 1 = G 2 .
8.4. Now, for a principally polarized abelian scheme (X , Θ X ) over a discrete valuation ring S as in sections 6.3 and 6.4, we write Θ s = Θ Xs and Θ η = Θ Xη . Then we have the following
, and the defining representations of these groups satisfy
Proof. a) If δ Θs is a constituent of sp(δ Θη ), then G s is a quotient of the Tannaka group G Ψ , and lemma 6.6 implies G Ψ ֒→ G. So the second statement of the lemma follows from the first one. It remains to show that, if Θ X and Θ s are normal, δ Θs is a constituent of sp(δ Θη ). b) If Θ X is normal, lemma 12.1(ii) gives an exact sequence of perverse sheaves 
since Θ s is a local complete intersection and therefore also i
is perverse. Since the restriction functor i * preserves upper bounds on weights, the first term
c) Lemma 12.1(i) applied to the special fiber gives an exact sequence of perverse sheaves
where ψ Θs has weights < g − 1 with pure quotient δ Θs of weight g − 1. Thus the perverse sheaf k Θs [g − 1] admits δ Θs as the highest weight quotient of weight g − 1. By weight reasons and the exact sequence of perverse sheaves in b), this epimorphism factorizes over the quotient perverse sheaf sp(δ Θη ), because
Again by weight reasons the epimorphism then also factorizes over sp(δ Θη ), i.e. we get an epimorphism sp(δ Θη ) ։ δ Θs .
In passing we remark that, if in the setting of lemma 8.4 the assumption that Θ s is normal is replaced by the assumption that Θ η is smooth, then the argument in b) does imply that k Θs [g − 1] is a perverse subsheaf of sp(δ Θη ). Indeed, then ψ Θ X = i * (α) for some perverse sheaf α supported in the special fiber Θ s , so that
9. Proof of conjecture B for g = 4: Outline
To prove conjectures B and C, let (X, Θ) be a ppav of genus 4 with smooth theta divisor Θ. By the rigidity lemma in section 8.3 and by section 2 we may assume MT(Θ) sc = MT(X) × Sp(10, C). We have to show that δ ± are simple objects in the representation category Rep(G(X, Θ)) = P (X, Θ). For this we compare two tensor functors, (a) the global motivic functor MT related to the Mumford-Tate group of Θ, and (b) a restriction functor induced from an embedding
of algebraic groups via the theory of vanishing cycles, obtained by a degeneration of X into the Jacobian JC of a general curve C of genus 4. To describe the first functor recall the realization functor from the abelian category MHM(X) of mixed Hodge modules to the abelian category Perv(X) of perverse sheaves, and similarly the functor
The direct image under the structure morphism X → Spec(C) induces a tensor functor to the category of k-linear finite dimensional super representations of the group MT(X, Θ),
To define the second functor we let (X, Θ) degenerate into the Jacobian JC of a general curve of genus 4. For the details of the construction we refer to section 10.1. We show that the subgroup G Ψ ⊂ G = G(X, Θ) defined by this degeneration contains the group G(JC, Θ JC ) = Sl(6, C)/µ 3 (see [We1] ).
We thus obtain a diagram of ⊗-functors, where the vertical ⊗-functor is the composition of the realization functor MHM(X, Θ) → P (X, Θ) and the quotient functor P (X, Θ) → P (X, Θ):
Notice that the thereby defined functors MHX(X, Θ) → sRep(MT(X, Θ)) and MHX(X, Θ) → Rep(G(JC, Θ JC )) are completely unrelated to each other. Since unlike the second functor the first functor is non-trivial on T (X), in order to compare the two functors, we have to carefully keep track of all constituents from T (X). These constituents arise in the tensor square of the generator δ = δ Θ of the tensor category MHM(X, Θ), see lemma 3.5. The most important step for the proof, that the two summands δ ± of the tensor square of δ are simple, is the key lemma 10.5 where we construct two large simple subobjects γ ± ⊆ δ ± . For the proof of this lemma we compare the decomposition of the objects δ ± ∈ MHM(X, Θ) in the two representation categories sRep(MT(Θ)) and Rep(G (JC, Θ JC ) ). In the decomposition of the image of δ ± in sRep(MT(X, Θ)) there arise many irreducible summands; the complete list can be read off from table 1 in section 13. On the other hand, by [We1] the decomposition of the image of δ ± in Rep(G(JC, Θ JC )) has only few summands. In order to compare these two apparently unrelated decompositions one needs to know the behavior of the Mumford-Tate group for (X, Θ) degenerating into (JC, Θ JC ). Indeed, since the simply connected covering of the Mumford-Tate group MT(Θ JC ) for a general curve of genus 4 is isomorphic to the group Sp(8, C), this behavior is decribed by a group homomorphism
where the first homomorphism is the diagonal embedding (id, ϕ) defined in 10.4 and where the second homomorphism is the one from section 2. Finally, in the last step of the proof we also need to consider the action of the involution σ on the perverse sheaves involved, and their weights, in order to control the many summands arising from table 1. Using this we show in subsection 10.6 that γ ± = δ ± .
Proof of conjecture B for g = 4: The details
In order to apply the results of section 2, we give the proof in an analytic framework. For this recall that if V is a complex algebraic variety, D c b (V, k) is a full subcategory of the derived category of complexes on the analytic space V an which are constructible for an algebraic stratification [BBD, 6.1.2] . Hence it is a full subcategory of the category of all C-constructible complexes on V an in the sense of [KS] . The number of constituents of a semisimple complex is the same in any of the above triangulated categories in which it lies, so we will denote all of them indifferently by D c b (−, C).
10.1. Degeneration into a Jacobian. We first construct the degenerating family of ppav's to be used in the proof. Let C be a generic smooth algebraic curve of genus g = 4 over C and (JC, Θ JC ) its Jacobian variety. Recall from lemma 5.1 that the theta divisor Θ JC has precisely two distinct ordinary double points ±e as singularities.
Lemma. There exists a principally polarized abelian scheme (X , Θ X ) over a smooth quasi-projective curve S, E E X f S and a point s ∈ S(C) such that
• the total space X and the relative theta divisor Θ X are nonsingular,
• over S * = S \ {s}, the structure morphisms X S * = X × S S * → S * and Θ X * = Θ X × S S * → S * are smooth.
Proof. Write JC = C 4 /(Z 4 + τ 0 Z 4 ) for some point τ 0 in the Siegel upper half plane H 4 , and choose lifts ±z 0 in C 4 of ±e ∈ JC. Let π : H 4 → A 4 be the analytic quotient map. Since ±e are ordinary double points of Θ JC , by the heat equation the gradient of the Riemann theta function θ(τ, z) in τ -direction does not vanish at (τ 0 , ±z 0 ). Since A 4 is quasi-projective, we can use a suitable system of regular parameters of the regular local ring at τ 0 to construct Zariski-locally a smooth algebraic curve S ⊂ A 4 intersecting J 4 transversely in s = π(τ 0 ) in a tangent direction along which the gradient of τ → θ(τ, ±z 0 ) does not vanish at τ 0 . We define (X , Θ X ) as the restriction of the universal
10.2. Some notations. To transfer the constructions of 3.4 to the relative situation 10.1, consider the pure Hodge module
. By Gabber's theorem its relative symmetric resp. alternating convolution square decomposes as S 2 (δ) = δ + ⊕ τ + resp. Λ 2 (δ) = 1 X ⊕ δ − ⊕ τ − where 1 X is a complex supported on the zero section of X and concentrated in degree zero, where δ ± ∈ D c b (X , C) are semisimple complexes and where as in lemma 3.5 one has τ ± = µ≡α ± (mod 2) f
For each t ∈ S * (C) the restrictions τ ± | Xt and δ ± | Xt are the complexes that were previously denoted by τ ± resp. δ ± . To prove conjecture B it clearly suffices to show that the new δ ± ∈ D c b (X , C) are simple.
We consider equivariant perverse sheaves [KW, section III.15 ] with respect to the involution σ = −id Xs . Let 1 σ± be the σ-equivariant skyscraper sheaf 1 with σ acting by ±1. For x ∈ X s \ {0} we denote by 1 ±x = t * x (1) ⊕ t * −x (1) the simple σ-equivariant skyscraper sheaf supported in {±x}, with σ flipping the two summands.
Monodromy filtrations.
Recall that by construction Θ s = Θ Xs is regular except for two distinct ordinary double points ±e. In particular, then δ = δ Θ X [−1] has unipotent global monodromy by lemma 7.1. From section 7.2 we deduce that the monodromy filtration diagram of Ψ 1 (δ) is
since sp(δ) = λ Θs by ex. 8.4 and since the weight filtration of λ Θs is defined by the exact sequence 0 → 1 ±e (−1) → λ Θs → δ Θs → 0 of lemma 12.1.
Remark. The above implies χ(δ Θs ) = χ(Ψ 1 (δ)) − 4 = g! − 4 = 20. More generally, for any g ≥ 4 and r ∈ N, similar arguments show that for a ppav (X s , Θ s ) whose theta divisor Θ s has precisely r ordinary double points as singularities, one has χ(δ Θs ) = g! − 2r. Now consider Ψ 1 (δ ± ). Clearly S 2 (1 ±e ) = 1 ±2e ⊕ 1 σ+ and Λ 2 (1 ±e ) = 1 σ− . Furthermore, with notations as in [We1] , theorem 14 on p. 123 in loc. cit. and the representation theory of Sl(6, C) imply that S 2 (δ Θs ) = δ 3,3 ⊕ δ 5,1 and Λ 2 (δ Θs ) = δ 4,2 ⊕ δ 6,0 .
In what follows, we write δ α = p δ α ⊕ c δ α where c δ α is a direct sum of complex shifts of δ Xs and p δ α has no constituents in T (X). Here c and p stand for the properties of being constant resp. perverse.
Lemma. Up to constituents with vanishing hypercohomology, for Ψ 1 (δ + ) the monodromy filtration diagram is
with graded pieces of weights 4, 5, 6, 7 and 8. For Ψ 1 (δ − ) one has the diagram
with graded pieces of the same weights as above.
Proof. Use lemma 7.4 and the fact that Ψ 1 (δ ± ) differs from Ψ(δ ± ) at most by constituents with vanishing hypercohomology, taking into account that δ ± has unipotent global monodromy. To lift the obtained result from P (X s ) to Perv(X s ), note that the complex translates of δ X 0 which enter Ψ 1 (S 2 (δ)) and Ψ 1 (Λ 2 (δ)) can be computed as in 3.5, so no additional such terms occur in Ψ 1 (δ ± ).
10.4. The degenerate Hodge structure. For a suitable choice of (X , Θ X ) in lemma 10.1 and suitable (fixed) t ∈ S * (C) we abbreviate Θ t = Θ Xt . Then section 2 shows MT(Θ t ) sc = MT(X t ) × Sp(10, C) where MT(X t ) = Sp(8, C).
In section 13 we compute the natural pure Hodge structure on H
• (X t , δ ± | Xt ) as a representation of this group MT(Θ t ) sc . But H
• (X t , δ ± | Xt ) can also be equipped with a different (mixed) Hodge structure, induced under the isomorphism
) from the Hodge structure on the hypercohomology of the mixed Hodge module Ψ(δ ± ).
Let us call this Hodge structure on H
• (X t , δ ± | Xt ) the degenerate Hodge structure. Its subquotient Hodge structures -e.g. its invariants under the monodromy operator N -are no longer representations of MT(Θ t ) sc , but they are representations of MT(Θ s ) sc = MT(C) = Sp(8, C).
To obtain the degenerate Hodge structure on H
• (X t , δ ± | Xt ), one easily sees that in table 1 of section 13 the representations of MT(X t ) = Sp(8, C) are unchanged (including their weights) when viewed as representations of MT(X s ) = Sp(8, C). In particular, all of them are invariant under the monodromy operator N. However, for the standard representation B of Sp(10, C) the situation is different as we will see in the lemma below: The degenerate Hodge structure arises from the natural one by pull-back along a monomorphism
for some embedding ϕ : Sp(8, C) ֒→ Sp(10, C).
As representations of the group Sp(8, C) these Λ i are considered as the exterior powers of the standard representation. Notice Λ 0 = (0000), Λ 1 = (1000), Λ 2 = (0100) ⊕ Λ 0 and Λ 3 = (0010) ⊕ Λ 1 in the notations of section 13.
Lemma. On the quotient B of H 3 (Θ t , C) ∼ = H 0 (X t , δ Θt ) ∼ = H 0 (X s , Ψ(δ)) with its degenerate limit Hodge structure, the monodromy operator N has the coinvariants
which are pure of weight 4, and the weight filtration of the invariants B N is given by an exact sequence
with Λ 1 (−1) pure of weight 3 and with Λ 0 (−1) pure of weight 2.
Proof. Since Φ(δ) = 1 ±e (−2) and sp(δ) = λ Θs by section 10.3, we get from proposition 8.1(a) an exact sequence
where α and β are morphisms of Hodge structures if the middle term is equipped with the degenerate limit Hodge structure. By the local invariant cycle theorem the image of α is the subspace of N-invariant elements. Since dim C (B) = 10 and dim C (Λ 0 ) + dim C (Λ 1 ) = 9, by a dimension count the claim follows once we can exhibit an exact sequence
The sequence (10.4.1) is obtained as the short exact sequence
obtained by splicing up the long exact sequence attached to the short exact sequence 0 → 1 ±e (−1) → λ Θs → δ Θs → 0 of lemma 12.1, i.e. with ker(H 0 (ν)) isomorphic to the quotient
The right hand side of (10.4.2) and the middle term of (10.4.3) are given by the cohomology of the smooth curve C via We1] . Thus
To finish the proof it remains to compute the left hand side H −1 (X s , λ Θs ) of (10.4.3). For this use the long exact cohomology sequence associated with
which is isomorphic to Λ 2 . From this one easily concludes the proof.
10.5. The simple constituents γ ± of δ ± . We now exhibit two irreducible constituents γ ± ֒→ δ ± such that sp(γ ± ) differs from sp(δ ± ) at most by skyscraper sheaves. For w 0 ∈ Z and a mixed perverse sheaf π on X s , we denote the maximal perverse subsheaf of π of weights < w 0 by π w<w 0 .
Key lemma. There are unique irreducible constituents γ ± ֒→ δ ± in Perv(X t ) with
The perverse sheaves sp(γ + ) w<6 and sp(γ − ) w<6 both admit δ Θs * 1 ±e (−1) as a quotient.
Proof. Recall from lemma 10.3 that K = δ Θs * 1 ±e (−1) is a σ-equivariant simple constituent of sp(δ ± ) w<6 . Suppose ǫ ± is a constituent of δ ± for which sp(ǫ ± ) does not contain K. Then sp(ǫ ± ) w<6 and Φ(ǫ ± ) are skyscraper sheaves, hence
By the local invariant cycle theorem we then have an isomorphism
To compute H −2 (X t , ǫ ± | Xt ) N we use the second line of table 1 in section 13 where H −2 (X t , δ ± | Xt ) is listed. The monodromy operator N acts non-trivially only on B, and B/B N and B N were computed in lemma 10.4.
We claim that the summand (1000)⊗B
Otherwise the summand (1000)⊗B N would be contained in H −2 (X s , sp(ǫ ± )) by global monodromy reasons since ǫ ± are complexes defined globally on X . Namely, (1000) ⊗ B would occur in H • (X s , Ψ(ǫ ± )) = H • (X t , ǫ ± ) as a representation of the Mumford-Tate group, so by the local invariant cycle theorem (1000) ⊗ B N would occur in H −2 (X s , sp(ǫ ± )). This is impossible, since B N is not pure.
By section 13, our claim shows H −2 (X s , sp(ǫ ± )) ⊆ (1010) ⊕ (0100). Hence again by section 13, the simple perverse sheaves
cannot be constituents of sp(ǫ ± ), since for these L the representation of MT(X s ) = Sp(8, C) on H −2 (X s , L) is not contained in (1010)⊕(0100) (see line 2 of table 2).
Hence for any σ-equivariant constituent γ ± of δ ± such that sp(γ ± ) contains one of the constituents L above, sp(γ ± ) has K as a constituent. Since from lemma 10.3 we know K enters with multiplicity one in sp(δ ± ), it follows that there are unique σ-equivariant simple constituents γ ± of δ ± containing one of the simple perverse sheaves L above. These satisfy 10.6. Excluding skyscraper sheaves. Now define ε ± ∈ D c b (X , C) by the decomposition δ ± = γ ± ⊕ε ± of semisimple perverse sheaves. To prove conjecture B we must show ε ± = 0. From lemmas 10.5 and 10.3 we know
In particular, sp(ε ± ) and hence Ψ(ε ± ) are skyscraper sheaves, so H 0 (X s , ε ± ) is a direct sum of trivial representations (0000). A look at table 1 shows that these can only arise from lines 2 and 4 of this table; possible candidates arising from (1000) ⊗ B in line 2 are ruled out by global monodromy reasons since B is an irreducible representation of MT(Θ t ). Hence the irreducibility of 1 ±2e as a σ-equivariant perverse sheaf implies
We now claim sp(ε + ) = 0. Indeed, otherwise H 0 (X s , sp(ε)) would be the trivial representation (0000) of weight 4. But the trivial representation could only arise from one of the summands
in line 4 of the first column of table 1. The first two of these summands cannot contribute because of global monodromy reasons, and the last one has the wrong weight 6. This proves our claim that sp(ε + ) = 0. But then also Ψ(ǫ + ) = 0 and hence
By the same argument, to show ε − = 0 it suffices to see that sp(ε − ) = 0. If sp(ε − ) = 0, then by what we have seen above
hence also Ψ(ε − ) = 1 σ+ (−3) and therefore H ν (X t , ε − | Xt ) is C for ν = 0 and zero otherwise. Therefore χ(ε − | Xt ) = 1, and by [KrW2] then ε − | Xt = 1. But this is impossible since δ Θt * δ Θt contains the unit object 1 only with multiplicity one.
Equivalence of conjectures B and C
In this section we supply the proof of our earlier statement that for any g conjectures B and C are equivalent. Again let k = Q l or k = C. Let G be a reductive group over k and H ֒→ G a closed subgroup of finite index. For a representation U of G, denote by R and that in all these cases V is the standard representation. On the other hand, we have already observed in section 4.3 that the faithful action of G on V preserves a nondegenerate alternating resp. symmetric bilinear form β : V × V → k, defining an embedding of G into Sp(V, β) resp. O(V, β), for g even resp. odd. So G = Sp(V, β) in case (a). In case (b) either G = O(V, β) or G = SO (V, β) ; but the arguments of [KrW2] show that G does not admit any non-trivial character, so G = SO(V, β) and we are done.
12. Appendix: Two lemmas on perverse sheaves [KW, III.5.14] gives H −g (δ) = j * (G), hence H 0 (Y, H −g (δ)) = H 0 (U, G), and this group is zero iff G has no constant subsheaf.
Appendix: Hypercohomology computations
In this appendix we determine the hypercohomology of some perverse sheaves required in section 10. Let (X, Θ) be a general ppav in A 4 as in section 2, and define δ ± ∈ Perv(X) as in 3.4. Let JC be the Jacobian of a general curve C of genus g = 4, and consider the associated perverse sheaves p δ α on JC as in section 10.3. Let us group the hypercohomology of perverse sheaves into packages [n] t which are stable under the Lefschetz operator and occur precisely in degrees n, n − 2, . . . , 2 − n, −n for some n ∈ N 0 . Denote by (a 1 , a 2 , a 3 , a 4 • (X, δ ± ) as representations of MT(Θ) sc = Sp(8, C) × Sp(10, C) irreducible representation of Sp(8, C) with highest weight a 1 ω 1 + · · · + a 4 ω 4 for the fundamental dominant weights ω 1 , . . . , ω 4 , and let B be as in section 2 for (X, Θ). To indicate that a representation enters with multiplicity m > 1 we use a superscript ⊕m, and we specify the action of σ = −id X with a a subscript σ±.
Lemma. The representation of MT(Θ) sc = Sp(8, C) × Sp(10, C) on the Hodge structure H
• (X, δ ± ) is given in table 1, with σ = −id X acting trivially on B. Similarly, the representation of MT(C) = Sp(8, C) on H
• (JC, p δ α ) for α ∈ {(5, 1), (4, 2), (3, 3)} is given in table 2.
Proof. This has been worked out using the computer algebra systems MAGMA and SAGE. For H
• (X, δ ± ) take the symmetric resp. alternating square of H • (X, δ Θ ) = (0000)[3] t ⊕(1000)[2] t ⊕(0100)[1] t ⊕((0010)⊕B))[0] t in the super sense and then subtract H
• (X, τ ± ). Here σ acts by −1 on (1000) and on (0010) but trivially on (0000), (0100), (0001). To check that σ acts trivially on B, note that by [BL, ex. 4.12(14) ] the number of 2-torsion points on Θ is 2 g−1 (2 g − 1) = 120; the Lefschetz fixed point formula for σ then implies that σ * | B = id B . For the last three columns, for a ≥ b > 0 the Littlewood-Richardson rule in [We1] says that 
