individuals with autism. When viewing naturalistic social situations, people with autism demonstrate abnormal patterns of social visual pursuit consistent with reduced salience of eyes and increased salience of mouth, bodies and objects. In addition, individuals with autism use atypical strategies when performing such tasks, relying on individual pieces of the face rather than on the overall configuration. Alongside these perceptual anomalies, individuals with autism have deficits in conceiving other people's mental states or "mindblindness" [Baron-Cohen 2000] . The cognitive theory of mindblindness [Baron-Cohen 1997] suggests that individuals with autism have difficulty in conceiving of people as mental agents and cannot adequately perceive another persons mental state. This often leads to typically inappropriate reactions or behaviours in a variety of social encounters. Recent studies have shown that individuals, particularly those with high functioning autism, can learn to cope with common social situations if they are made to enact possible scenarios they may encounter. By recalling appropriate modes of behavior and expressions in specific situations, they are able to react appropriately. There are now a number of highly structured therapeutic approaches based on emotion recognition and social skill training using photographs, drawings, videos or DVDROMs (for example Mind Reading, produced by Human Emotions, UK). Currently, these treatment approaches suggested the use of robotic systems in order to encourage children with autism to take initiative and to interact with the robotic tools. The use of the robotic technology aimed to help autistic subjects in everyday life began in 1976 with the work of Sylvia Weir and Ricky Emanuel [Weir 1976 ]. They used a mobile turtle-like robot, LOGO, able to interact with a patient within a highly structured environment. More recently François Michaud [Michaud 2003 , Michaud 2002 and his research team at the University of Sherbrooke, investigated the use of mobile robots as a treatment tool. They tested several robots, different in shape, color and behavior, in order to study the main characteristics that may capture the attention of people with autism. They obtained important insights for the comprehension of human-robot interaction in autism sustaining the robot hypothesis as useful. People with autism focus their attention on single details, but the interaction with a robot may allow an autistic subject to concentrate herself/himself on the limited number of communication modalities of the robot. In addition, while the stress of the learning with a teacher can be detrimental, the interaction with a robot, which often the young patients associate with media and/or cinema characters, can reduce the emotional pressure allowing the child to better learn from the environment. A more structured approach to the use of autonomous robots is AURORA (AUtonomous RObotic platform as a Remedial tool for children with Autism) [Dautenhahn 2002a , Dautenhahn 2002b . AURORA represents the first systematic study on a therapeutic approach of robots in autism. People with autism are invited to interact in coordinated and synchronized social actions with the robots and the environment. In AURORA, behaviorbased architectures for the use of different robotic platforms such as mobile and humanoid robots (Robota developed by Aude Billard [Billard 2002 ]) were developed. Recently the development of emotional cognitive architectures allowed the interaction to be based on empathy, e.g. the KISMET [Breazeal 2001 ] project developed by Cynthia Breazeal at the Robotic Life Group of MIT Media Lab, INFANOID or KEEPON [Kozima 2004 , Kozima 2002 ] developed by Hideki Kozima at the National Institute of Information and Communications Technology (NICT) of Japan. INFANOID is an upper-torso child-like robot, capable of pointing, grasping, and of expressing a variety of gestures, while KEEPON is a simple yellow snowman-like robot, both equipped by eye-contact and joint attention functions. [Pioggia 2004 , Pioggia 2005 on the other hand follows a biomimetic approach. In FACE the biological behaviour is mimicked by means of dedicated smart soft materials and structures, intelligent control strategy, algorithms and artificial neural networks. It is part of an innovative android-based treatment which focuses on core aspects of the autistic disorder, namely social attention and the recognition of emotional expressions. FACE is a social believable artifact able to interact with the external environment, interpreting and conveying emotions through non verbal communication. FACE captures expressive and psychophysical correlates from its interlocutor and actuates behaviours with kinesics, a non verbal communication conveyed by body part movements and facial expressions. In the framework of A social therapy, FACE can act as an interface between a patient and a trained therapist in a specially equipped room. Both physiological and behavioural information is acquired in real time by means of an unobtrusive sensorized wearable interface from the patient during the treatment. This approach provides a structured environment that people with autism could consider to be "social", helping them to accept the human interlocutor and to learn through imitation. On the basis of a dedicated therapeutic protocol, FACE is able to engage in social interaction by modifying its behaviour in response to the patient's behaviour. Following an imitation-based learning strategy, we hope to verify that such a system can help children with autism to learn, interpret and use emotional information. If such learned skills can be extended to a social context, the whole FACE system will serve as an invaluable therapeutic tool for ASD, which we call FACE-T (T as in "therapy"). The FACE-T system consists of FACE itself, a sensorised life-shirt and the therapeutic protocol.
FACE (Facial Automaton for Conveying Emotions)

Social interaction and communication
Since the first days of our lives we are social beings. Children meet people's gaze, turn towards a voice, catch mom or dad's fingers and smile, but children affected by ASD show difficulties in taking part in such daily social interaction and communication with others. Children affected by ASD have impairment in the use of multiple nonverbal behaviors, such as eye-to-eye gaze, facial expression, body posture, and gestures. Young autistic children, even if verbally skilled, almost universally have comprehension and language communication deficits, i.e. they lack skilful use of language to communicate effectively. The presence of stereotyped behaviors and circumscribed interests can be also underlined. Meltzoff argued that an underdevelopment of the social communication can be explained in terms of imitation impairment [Meltzoff 1995] . Children usually imitate the behaviour of an interlocutor, children with autism do not; causing serious consequences. Early imitation is one of the most important instruments for the social learning, as well as innate to humans [Rizzolatti 1999 ]. An essential prerequisite for imitation is a connection between the sensory systems and the motor systems such that percepts can be mapped onto appropriate actions. This mapping is a difficult computational process as visual perception takes place in a different coordinate frame from motor control. This process is also more complex than pure object recognition since it requires integration of multiple objects (i.e., several limbs), their spatial relations, their relative and absolute movements, and even the intention of these movements. The possible connection to imitation, however, came with the discovery of the mirror neurons [Rizzolatti 1999 ], a new class of visuomotor neurons recently discovered in the monkey's premotor cortex (F5 area). These neurons respond both when a particular action is performed by the recorded monkey and when the same action, performed by another individual, is observed [Pellegrino 1992] . From imaging and transcranial magnetic stimulation studies, there is also a great deal of evidence that a similar mirror system exists in humans [Decety 1994 , Fadiga 1995 , Decety 1996 . Surprisingly, this system seems to involve the Brocas area [Rizzolatti 1998 ], a brain region normally associated with speech production. The possible homology of F5 in monkey and Brocas area in humans led some authors [Rizzolatti 1998 ] to speculate that the ability to imitate actions and to understand them could have subserved the development of communication skills. This idea is consistent with Meltzoff and Moores [Meltzoff 1995 ] works and interpretations. Gallese and Goldman [Gallese 1998 ] suggest rather that mirror neurons participate in mind reading, a process accomplished by using ones own mental apparatus to predict the psychological state of others through mental simulations. Rizzolatti pointed out that the process of imitation plays a crucial role in distinguishing between actions arising from within or actions induced by others [Rizzolatti 1999 ]. Imitation paves the way to the comprehension of the intentions of others establishing a reciprocal non verbal communication process in which the roles of imitator and model are continuously exchanged [Nadel 2004a , Nadel 2004b . Moreover, in the early years, imitation plays a fundamental role for the emergence of proprioception, of the perception of the external world and of the ability to act our own actions. Enhancing the imitation skills of children through specifically designed treatments based on imitation may yield to an improvement in social development. Recently it has been proposed that the characteristic impairments of ASD, including deficits in imitation, theory of mind and social communication, can be caused by a dysfunction of the mirror neuron system [Dapretto 2005] . However, what strategy can be used to control and enhance the emergence of humanandroid imitation? As a first step, our idea was the realization of a structure capable of creating its own representations of the surrounding environment. It is an associative memory through which it may be possible to navigate within a behavioural space. These characteristics are typical of some areas of the central nervous system. This led us to abandon the idea of realising a controller based solely on a group of neurons in various states of connection. Furthermore, preformism impedes the topological and geometrical structure from developing in an adaptive manner. As a first approach, we used the model developed by Izhikevich [Izhikevich 2003 ] and a learning model based on the Theory of Neuronal Group Selection (TNGS) of G. Edelman [Edelman 1993] . As a first approach the learning process in FACE is based on imitating predefined stereotypical behaviours which can be represented in terms of FAPs (Fixed Action Patterns) followed by a continuous interaction with its environment. FAPs can be classified as belonging to action schemes, partly fixed on the basis of physical constraints and sensory-motor reflexes, partly subjected to a specialization on the basis of the experience. FACE is therefore able to continually learn, to adapt and evolve within a simplified behavioural space as a function of the environment and to maintain spontaneous activity open to any innovative and intelligible behaviours arising which may then be interpreted.
Non verbal communication and autism
Non verbal communication is usually understood as the process of sending and receiving wordless messages. Such messages can be communicated through gesture; body language or posture; facial expression and eye contact; prosodic features of speech such as intonation and stress and other paralinguistic features of speech such as voice quality, emotion and speaking style. Non verbal communication can occur through any sensory channel sight, sound, smell, touch or taste. Also, non-verbal communication comes in many forms at the same time. For e x a m p l e , a p e r s o n ' s d r e s s , t o n e o f v o i c e , a t t i t u d e , a n d m o v e m e n t a l l c o n t r i b u t e t o t h e communication going on in a certain situation. The communication problems of autism vary depending on the intellectual and social development of the individual. Some may be unable to speak, whereas others may have rich vocabularies and are able to talk about topics of interest in great depth. Despite this variation, the majority of autistic individuals have little or no problem with pronunciation. Most have difficulty effectively using language. Many also have problems with word and sentence meaning, intonation, and rhythm. Those who can speak often say things that have no content or information. For example, an autistic individual may repeatedly count from one to five. Most autistic individuals do not make eye contact and have poor attention duration. They are often unable to use gestures either as a primary means of communication, as in sign language, or to assist verbal communication, such as pointing to an object they want. For many, speech and language develop, to some degree, but not to a normal ability level. This development is usually uneven.
Instruments of diagnostic observation
At the present time no "objective" procedure exists for the diagnosis of autism. Clinicians must, accordingly, rely on their clinical judgement, aided by guides to diagnosis such as DSM-IV (APA, 1994) and ICD-10 (World Health Organization, 1993), as well as by the results of various assessment instruments such as checklists, interviews, rating scales and observation schedules. Thus, an important help for all mental health operators that work with this disorder is given by standardised instruments that can facilitate in "communicating" to one another from a similar "point of view" during the diagnostic process. Besides this, these are very useful instruments that can create comparability across clinicians and researchers, as well as instruments that can individuate more homogeneous groups for research: Autism Diagnostic Interview -Revised (ADI-R) [Lord, Rutter & Le Couter, 1994] and Autism Diagnostic Observation ScheduleGeneric (ADOS-G) [Lord, Risi, Lambrecht, Cook, Leventhal et al. 2000] are complementary instruments currently defined as the "gold standard" diagnostic instruments. ADI-R is a standardised, semi structured, investigator-based interview for caregivers of autistic individuals, which provides a diagnostic algorithm for the ICD-10 and DSM-IV definition of autism. The focus is upon obtaining detailed descriptions of real behaviours and then establishing typicality and pervasiveness for diagnosis of autism. We find three sections about specific areas related to the diagnosis of autism: Communication and language (with different questions about verbal and non-verbal aspects of communication); Social development and play (in which interviewer asks about the presence, for example, of shared behaviours, emotional reciprocity, etc); and repetitive and stereotyped behaviours and unusual interests. ADOS-G is an instrument that collects standard information about a child's behaviour in response to a predetermined schedule of activities. Activities and behaviours are taken from empirical research in autism and child development and refer to social and communicative features. The CARS scale (Childhood Autism Rating Scales) [Schopler, et al., 1988] was developed in order to aid in the diagnostic process but it is also used to assess changes in autistic symptomatology at two/three years, at one year and at 6 month intervals. More recently it has been used also in shorter longitudinal studies. The CARS scale is subdivided in 15 items, relative to the main behavioural areas; it is assigned a variable score from 1 to 4 to every item; the score 1 indicates a behavior appropriate to the age, while a score 4 indicates an abnormal behavior. The total score obtained after the CARS test has an undeniable diagnostic and clinical usefulness. Inquiring the score of the single items of the test it is however possible to characterize other patient behaviors.
FACE, the biomimetic social interactive machine
The realisation of a social interactive machine entails critical requirements for its body, its sensory perception system, its mobility and its ability to perform tasks. The human mind responds and modifies itself with respect to the real world enabling the body to perceive, to act and to survive; human intelligence arises primarily from the interpretation of the body's needs. For this reason we preferred to follow a mind-body monism, i.e. an embodied mind able to perform the processing phase taking into account the domain of experiences where the machine is placed; such processes influence and are influenced by its own presence. Dynamic interaction mechanisms are needed in order to place the android inside its environment: FACE is provided with extrinsic perception in order to interiorize the external world and to be able to suitably react. It possesses body structures as a support to the intrinsic perception (proprioception) and motor activity. The formation of a relationship domain close to a human context underlies the need of a high degree of believability in the FACE robot. Furthermore the robot has a space-time capability for both egocentricity and allocentricity, taking into account the actuation of preprogrammed behaviours as well as an imitative learning strategy. The android FACE consists of a passive articulated body equipped with a believable facial display system based on biomimetic engineering principles. The latest prototype of the FACE robot is shown in Figure 1 . Its head consists of an artificial skull covered by an artificial skin which is a thin silicone-based mask equipped with sensory and actuating system. The mask is fabricated by means of life-casting techniques and aesthetically represents a copy of the head of a subject, both in shape and texture. An artificial muscular architecture and servomotors allow FACE to express and modulate the six basic emotions (happiness, sadness, surprise, anger, disgust, fear) in a repeatable and flexible way. This process can be controlled thanks to an artificial skin consisting of a 3D latex foam equipped with a biomimetic system of proprioceptive mapping described in section 6.1. This structure allows the expression required to be achieved by means of a trial and error process. The artificial skin covers an artificial skull which is equipped with an actuating system. FACE can enable real-time acquisition of both physiological and behavioural information by means of an unobtrusive sensorized wearable interface from the interlocutor. It is able to analyse the emotional reactions of individuals through optical analyses of facial expressions, to track a human face over time and to automatically store all data (described in section 6.2). The robot's eyes are realised using animatronic techniques and their expressiveness is achieved through an artificial muscular structure surrounding the orbital region. It sees differently from man, using stereoscopic vision over frequency rather than over space. A three-dimensional contouring apparatus, equipped with a section for data analysis, rebuilds an internal representation of a portion of the world before it. Currently FACE surveys the curvature of the three dimensional scene once per second. We adopted a neural approach to allow FACE to recognize the expression of a subject. A dedicated process detects a number of points (markers), which are used to divide the human face into four main areas (left eye, right eye, nose and mouth). The data of each area are processed by a hierarchical neuralnetwork architecture based on Kohonen self organizing maps and a multi-layer perceptron.
Perception and learning of the human behavior
In human-machine social interaction, the intersection between biology and engineering needs a context which enables the conditions for the development of adapting dynamics. Perception and learning of the dynamics of human-machine interactions play an important role in social verbal and nonverbal communication. In order to enable continuous learning and adaptation within a simplified behavioural space, a social robot must be provided with extrinsic perception in order to interiorize the external world, it must also possess an intrinsic perception system and an imitative learning strategy must be adopted. The process of imitation is innate to humans and plays a crucial role in distinguishing between actions arising from within or actions induced by others, as well as the expression of emotions. Imitation paves the way to the comprehension of the intentions and emotional expressions of others establishing a reciprocal non verbal communication process in which the roles of the imitator and of the model are continuously exchanged. Moreover, in the early years of the life, imitation plays a fundamental role for the emergence of proprioception, of the perception of the external world and of the ability to act our own actions. This is especially evident considering the imitation of emotional expression. In designing a biomimetic android such as FACE the relationship between mind and body must also be considered. As mentioned, in the previous section, FACE must have an embodied mind, and an interactive relationship with its environment to enable imitative learning and proprioception.
The intrinsic perception system
The FACE artificial sensing skin is a 3D latex foam, under which lies a sensing layer. The sensing layer responds to simultaneous deformations in different directions by means of a piezoresistive network which consists of an Conductive Elastomer (CEs) composites rubber screen printed onto a cotton lycra fabric. CE composites show piezoresistive properties when a deformation is applied and can be easily integrated into fabrics or other flexible substrates to be employed as strain sensors. They are elastic and do not modify the mechanical behaviour of the fabric. CEs consist in a mixture containing graphite and silicon rubber. In the production process of sensing fabrics, a solution of CE and trichloroethylene is smeared on a lycra substrate previously covered by an adhesive mask. The mask is designed according to the desired topology of the sensor network and cut by a laser milling machine. After the deposition, cross-linking process of the mixture is obtained at high temperature. Furthermore, by using this technology, both sensors and interconnection wires can be smeared by using the same material in a single printing and manufacturing process. From technical viewpoint, a piezoresistive sensing fabric is a system whose local resistivity is a function of the local strain. In a discrete way, it can be thought of as a two dimensional resistive network where single resistors have a non-linear characteristic that depends on the local strain. The integral impedance pattern is a function of the overall shape of the sensorized fabric and allows mapping between the electrical space and the shape space. For the characterisation of the sensors in terms of their quasi-static and dynamic electromechanical transduction properties sensors were serially connected. In this case, a current is superimposed in the circuit and high impedance differential voltages are acquired from each sensor. Two multiplexers allow a sensor to be selected and the relative signal is acquired by a differential amplifier. A microprocessor drives the whole system, performs the analogous/digital conversion and exchanges data via an usb interface. The device is provided with an automatic calibration subsystem which allows gain and offset to be tailored to each sensor.
The extrinsic perception system
FACE-T can enable real-time acquisition of both physiological and behavioural information by means of an unobtrusive sensorized wearable interface from the interlocutor. FACE itself is able to analyse the emotional reactions of individuals through optical analyses of facial expressions, to track a human face over time and to automatically store all data (Pioggia et al., 2004) . The neuro-computational pre-processing strategy adopted to perceive a subject's face is based on Kohonen Self Organizing Maps (KSOMs). Each KSOM represents a portion of the subject's face (left eye, right eye, nose and mouth) and data of a zone is input to only one map; in this way, each KSOM is trained with the purpose of clustering data coming from the respective zones. The outputs of the KSOMs are used to form the input pattern for the multimodal sensory fusion system. A wearable interface (life-shirt) for the acquisition of physiological signals from human subjects has been developed at our research labs and integrated into the FACE-T system. The life-shirt approach consists in the integration of smart sensors in a handy garment, together with the integrated electronic devices and the on-body pre-processing of the acquired signals. From a general point of view, the main innovation of this technology lies in the combination of wearable technologies (sensorized garments, electronic sensors, tailored algorithms, on-body computing) together with the user feedback. The life-shirt within FACE-T collects heterogeneous physiological signals from the human interlocutor of FACE. Acquired signals are transmitted to a server workstation which performs the processing tasks. The life-shirt is based upon three key points: a network of smart sensors, i.e. electrodes and connections embedded on fabric; a wearable acquisition and processing framework equipped with wireless communication systems; a model for data classification, correlation and prediction. Electrodes and connections are woven in the garment, using natural or synthetic fibers containing conductive yarns. A suitable positioning of the electrodes allows physiological signals such as the ECG and the skin electric conductance to be acquired. CE composites rubber screen printed onto fabric have been used to transduce the respiration rhythm. The output of the life-shirt is pre-processed as input vector patterns for the multimodal sensory fusion system, described in the following section.
Multimodal sensory fusion
A framework for the management and synchronization of data and processes arising from the global FACE-T system has been developed within FACE-T. The framework core and the application processes are interfaced to the sensor array through a framework I/O interface. The framework I/O interface has been developed in order to act as a buffer for the flow of information from the sensors to the application process. Signals coming from different sensor arrays are gathered in parallel and are encoded following a standard protocol. The encoded information is received by a dedicated filter for each sensor, which then sorts them to framework I/O interface. Figure 2 shows the flow of information to and from the framework core. Communication channels are established as connections between application processes. The domain of data flowing through connections and the flow chart of the application processes can be properly designed according to a specific application. Processes and connections are managed at run time and they can be manipulated under request. The presence of dynamic structures implies a configurable resource management, so the framework offers an optimised interface for enumeration and direct access requests. A spatial definition of the entities involved in the framework can moreover be supplied, making this information available to the control system for subsequent processing. To guarantee the execution of real-time applications an inner synchronization signal is provided from the framework core to the processes and to the framework I/O interface, enabling to gain time-space correlation. The framework architecture has been designed as a hierarchical structure whose root is a manager module. It is realised as a high-level container of generic modules representing the environment in which process modules and I/O filtering interfaces are placed. Communication channels are realised as connections in specific topologies. All modules are realized as running processes while their control and synchronization is managed by the framework. A real-time approach for data analysis takes advantage of the framework capability to manage interconnected modules through efficient communication channels. In this way the application is able to control all the modules of the processing chain, including analysis protocol management and sensor array interfaces. Connections are delegated to dispatch synchronization information and user-defined data. The filtering interface modules are able to drive the transducer hardware and to dispatch information to process modules. All base modules manage dynamic structures and they are designed to maintain data consistency while the environment state may change. This behaviour permits the execution of dynamic and real-time parallel distributed processing while synchronization and data flow are managed by the environment. This multimodal sensory fusion system manages data and signals from all elements of the FACE-T network allowing dynamic integration of different codes.
A neural network for the classification of the behavior of the interlocutor
In order for the FACE-T system to codify the behavior of the interlocutor, and so interactively adapt FACE to the patient's reactions, a powerful neural network has been implemented. The complexity of a biological neuron may be reduced by using several mathematical models. Each of these reproduces some of the functionalities of real neurons, such as the excitability in response to a specific input signal. E. Izhikevich (Izhikevich 2003) recently developed a simple model for an artificial neuron which is able to reproduce almost all the functionalities of biological neurons. The model takes 13 FLOPs to simulate one millisecond of neuron activity and it is based on a top-down approach, using two differential equations with four parameters. The computation efficiency and the introduction of axonal delays show the possibility of creating a neural network able to perform real-time classification and prediction tasks (Izhikevich 2005) . In this work the Spike-Timing-Dependant Plasticity (STDP) rule (Izhikevich et al. 2004) , which permits the implementation of a real time learning rule based on signals which continuously flow from the framework I/O, has been adopted according to the Theory of Neuronal Group Selection (TNGS) of G. Edelman on selection as the basis for the learning process (Edelman 1993) . The TNGS suggests a novel way for understanding and simulating neural networks. The time variable is taken into account in the learning task, so that neural groups may raise from a selection process. The correspondence between synaptic weights and axonal delays exists as a result of the neuron behavior. One neuron can belong to many groups, and the number of groups is usually higher than the number of the neurons in the map. This guarantees a memory capability which is higher than the capability reached by classical artificial neural networks. The classical approach in artificial neural networks simulation takes into account the modulation of the action potential rhythm as the only parameter for the information flowing to and from each neuron. Such a strategy seems to be in contrast with novel experimental results, since neurons are able to generate action potentials which are based on the input spike timings, with a precision of one millisecond. The spike-timing synchrony is a natural effect that permits a neuron to be activated in correspondence with synchronous input spikes, while the neuronal activation of the post-synaptic neuron is negligible if pre-synaptic spikes arrive asynchronously to the target neuron. Axonal delays usually lie in the range [0.1 -44] milliseconds, depending on the type and location of the neuron inside the network. Such a property becomes an important feature for the selection of the neural groups. The selection of neural groups is the result of the variation of synaptic connection according to the STDP rule. If a spike coming from an excitatory pre-synaptic neuron causes the firing of the post-synaptic neuron, the synaptic connection is reinforced since it is given the possibility to generate another spike in order to propagate the signal. Otherwise the synaptic connection is weakened. The values of the STDP parameters are chosen in order to permit a weakening that is greater than the reinforcement. Such a strategy permits the progressive removal of unnecessary connections and the persistence of the connections between correlated neurons. The network design is inspired by the anatomical structure found in the mammalian cortex. With respect to the total number (N) of neurons, a percentage equal to 80% consists of excitatory neurons, while the remaining 20% are inhibitory neurons. Cortical pyramidal neurons showing a regular spiking behaviour have been adopted for the excitatory subsection, which correspond to appropriate values for the Izhikevich neuron model. Inhibitory neurons have been simulated adopting the model of the cortical interneurons which exhibit fast spiking properties. Each neuron is connected to M different neurons in order to obtain a connection probability (M/N) equal to 0.1, but inhibitory neurons are connected only to excitatory neurons. Moreover, the synaptic weights of the connections arising from the inhibitory neurons remain unchanged during the learning process, while those regarding the connections from the excitatory neurons change according to the STDP rule. Axonal delays are fixed in the range between 1 millisecond and 20 milliseconds. The time resolution has been set to 1 millisecond. The training phase has been carried out for more than 8 hours. As the application starts, all the connections have the same synaptic weight. The network needs many seconds to get stabilised through depression and strengthening of the synaptic weights. During this first phase, the network shows the presence of a high amplitude rhythm, with frequency in the range between 2 Hz and 4 Hz (delta waves). After a few hours of network activity the spiking rhythm becomes uncorrelated and frequency in the range between 30 Hz and 70 Hz appear (gamma waves). The appearance of such rhythms is called PING (Pyramidal-Interneuron Network Gamma) and seems to be related to the spikes of the pyramidal cells which excite the inhibitory interneurons. Such interaction allows a mutual inhibition which temporarily switches-off the network activity. As the network becomes stable, the oscillation rhythm is assessed in the frequency range between 2 Hz and 7 Hz and the training phase is ended. The presence of a large number of neural groups can be noted, each able to perform a reproducible spike sequence with a precision of one millisecond. The test phase consists in recording neural group activity in response to predefined FAPs. A labeling procedure allows association of a specific FAP to a neural group. Each FAP is able to select one group inside the network, showing that the network is able to perform classification tasks. Such classification is realised by a memory capability which is far greater than the number of entities involved into the network. In our opinion, the current neural models do not include the role of glia cells and in particular those of the astrocytes. As has been recently demonstrated, the glia modulates neural communication achieving a two-dimensional continuum in which calcium ion waves influence synaptic communication. The glia cells are the centre of spontaneous activity induced by the continuous rhythm of the oscillations of ions at specific frequencies which influence the coordination and control of neural cells. The complex and dense branching which extends from each astrocyte defines a three-dimensional space, thereby defining an anatomical domain of influence. In the future it is our intention to consider the group of the domains of influence as a single continuous domain, as first suggested by Beurle [Beurle 1956 ], equipping FACE with a controller, or neurocontroller, made up of groups of neuro-entities placed inside a continuous volume of connected astrocyte cells within an epigenetic topology.
Actions: a behavior-based approach
Behavior-based control draws inspiration from biology, and tries to model how animals deal with their complex environments and thus forms the basis of FACE's control architecture. The components of behavior-based systems are called behaviors: these are observable patterns of activity emerging from interactions between the robot and its environment. Such systems are constructed in a bottom-up fashion, starting with a set of simple behaviors which couple sensory inputs to robot actions. Behaviors are added to provide more complex capabilities. New behaviors are introduced into the system until their interaction results in the desired overall capabilities of the robot. Behavior-based systems and reactive systems share some similar properties: both are built incrementally, from the bottom up, and consist of distributed modules. However, behavior-based systems are fundamentally more powerful, because they can store representations, while reactive systems cannot do so. As mentioned above, an essential prerequisite for imitation is a connection between the sensory systems and the motor systems such that percepts can be mapped onto appropriate actions. In a behavior-based system, the sensing and action oriented behaviors use the same mechanisms and operate on a similar time-scale and representation, enabling the perception of relative and absolute movements, and even the intention of these movements.
The cognitive architecture
The cognitive architecture of FACE is shown in Figure 3 . The external world is sensed by FACE and the different stimuli are extracted in terms of neural group activities. In the Perception System, these activities are bound by threshold controlled processes that encode the current set of beliefs about the internal and external state of the android and its relation to the world. The result is a set of response-specific thresholds that serve as antecedent conditions for specific behavioral responses. The Emotive System sends a feed-back to the Perception System in order to participate in the evaluation of the stimulus, to the Behavior System in order to participate in the selection of the behavior selection and to the Motor System to activate the facial expression consistent with the emotion. The Motivational System is aimed at influencing the behavior selection. The behaviors participate in the evaluation of the stimulus and they are activated by the Motor System.
The perception system
The perception system analyzes and interprets information from the senses about the outside world. Without a perception system, an individual would be oblivious to any stimuli present in the environment. The perception system is a critical link in making sense of incoming information. It processes the stimuli creating a representation of the surrounding environment on the basis of the following percepts: S1 : percept pertinent people's presence S2 : percept pertinent physiological data S3 : percept pertinent dangerous interaction S4 : percept pertinent gaze direction Activation/deactivation of each percept is represented by means of Boolean values. S1 is activated in case a person is present in the room. S2 is activated when life-shirt is connected. S3 is activated in case of a dangerous interaction with the interlocutor, such as rapid movements of the subject close to FACE. Finally, S4 indicates the occurrence of eye-contact with the subject.
The motivational system
The "needs", or drives, of a machine necessarily influence the behavior selection. They also provide a functional context (i.e. the aim, namely which need the android tries to address) that influences the behavior and perception, as well as the android affective state. Thus, they can also indirectly bias the behavior through the emotion system. Since the drives operate on a slower time scale than the emotions, they contribute to the long-term affective state (or mood of the android) and its expression. The motivational system is based on the following drives corresponding to the first levels of Maslow's Hierarchy of Needs: P1 : physiological needs P2 : safety needs P3 : social needs P4 : esteem needs
The emotive system
Several theorists argue that a few select emotions are basic or primary: they are endowed by evolution because of their proven ability to facilitate adaptive responses to the vast array of demands and opportunities a creature faces in its daily life (Ekman & Friesen 1992 , Ekman 1992 . The emotions of anger, disgust, fear, joy, sorrow, and surprise are often supported as being basic from evolutionary, developmental, and cross-cultural studies (Ekman 1992) . Each basic emotion serves a particular function (often biological or social), arising in particular contexts, to prepare and motivate a creature to respond in adaptive ways. They serve as important reinforcers for learning new behavior. In addition, emotions are refined and new emotions are acquired throughout emotional development. Emotions seem to be centrally involved in determining the behavioral reaction to environmental (often social) and internal events of major significance for the needs and goals of a creature (Izard 1993) . The emotive system of FACE is based on the following emotions: E1 : enjoyement E2 : sadness E3 : anger E4 : disgust E5 : fear E6 : surprise
The behaviors
Every behavior is modelled as a separate goal-directed process. In general, both internal and external factors are used to compute their relevance (whether or not they should be activated). The behavior system allows FACE to respond to a stimulus and to fulfil the aim. Once the stimulus is evaluated by the perception, motivational and emotive systems, the expected behavior, present in the following list, must be activated on the basis of the aim, of the environment and on the security needs: B1 : self preservation B2 : quite B3 : gaze B4 : joint attention B5 : communication (imitation) B1 is devoted to the security needs. It can be activated on the basis of an evaluation of the motivational system and/or on the basis of emotive system. B2 indicates a warning. B3 and B4 activate respectively the eye contact and the joint attention. B5 enables the imitation task.
The motor system
The motor system directly implements the following actions in FACE: A1 : attention A2 : rest A3 : quite expression A4 : ocular movements A5 : head movements A6 : facial expressions Each action is a collection of motor primitives that directly drives each motor by applying voltage pulses. During the pulse application the selected motor applies an increasing force, while, during the rest phase the motor is floating.
Experimental results
A block schema of the experimental set-up for the FACE-T system is shown in figure 4 . It consists of a specially equipped room, provided with two remotely orientable video cameras, in which the child, under the supervision of a therapist, can interact with FACE by means of a liquid crystal screen, a keyboard and a mouse. Both FACE and the interactive module are connected to a computer. The subject wears the life-shirt for recording physiological data. The database also contains data from the audio visual recording system present in the room. Other therapists or Hidden Observers compile evaluation sheets during sessions, and the data scanned from these will also be added to the database and used for successive analysis. In order to obtain a preliminary evaluation of the behavior of children affected by ASD when exposed to FACE, we set up an experimental session in which the reactions of 4 subjects (3 male and 1 female), between 7 and 20 years old, were monitored and compared. The children with autism had been diagnosed using ADI-R and ADOS-G, two specific diagnostic instruments, as high functioning autism, and are currently under treatment at the Stella Maris Institute (IRCCS) in Pisa, Italy.
Subjects
Age IQ  S1  10y6m  105  S2  9y6m  87  S3  8y11m  85  S4  20y6m  52  Table 1 . Autism rating scale for the selected subjects.
Experiments were carried out in order to study the interaction with FACE during twenty minute sessions. We studied: both spontaneous behavior of the participants and their reactions to therapist presses in correlation with the time course of the physiological and behavioural data the focusing of the attention towards FACE's eye movements the spontaneous ability of imitation of gesture and expressions of the android The evaluation of the treatment effect was performed using 8 relevant items from the CARS scale. Figures 5, 6 , 7 and 8 supply a graphical comparison between the score obtained in items of CARS scale in previous interactions during psychological treatments and the one obtained with FACE. In particular, we observed that the CARS score decreased or remained the same for all items as regards subjects 2 and 3 after the therapy session. Only subject 4 (the oldest, with lowest IQ and highest ADOS rating) showed an increase of 0.5 points for listening, fear and verbal communication. More importantly, all the subjects demonstrated a decrease in the score of emotional response in the CARS scale of between 1 and 0.5 points, and imitation in 3 out of 4 children, so implying a marked improvement in these areas after interacting with FACE. Even though these are the first set of clinical trials, it is clear that the presence of FACE in a therapeutic environment can lead to improvements in the areas of social communication and imitation. As shown in figure 9 , the cardiac frequency of the patient increases after his attention is focused on the robot, and remain fairly high till he is forced to focus on his emotional relationship with FACE. . Typical trace of a subject's heart rate during the treatment.
Figures 10, 11 and 12 show snapshots of an experimental session. In figure 10 the subject shows is shown to completely focus his attention on FACE. In figure 11 a spontaneous approaching of the subject for eye contact with FACE is shown. While figure 12 shows the non verbal requesting of the subject through a conventional gesture (a wink). The therapeutic trails are still in preliminary phases. Nevertheless, all 4 subjects as well as controls show no fear in the presence of FACE, and all autistic subject showed same improvement in CARS scores, particularly as regards imitation, communication and emotional response. Future work in this direction will focus on identifying specific criteria for evaluation the subject response, on conducting a larger range of trails, and on repeating treatment monitor signs of progress in patients. These initial results illustrate the validity of the android based FACE-T approach in social and emotive treatments in ASD. We believe that its potency lies in the fact that FACE is based primarily on learning by imitation while deficits in imitation are implicated in ASD.
Conclusion
The aim of FACE-T is to act as a human-machine interface for non verbal communication. The learning process in FACE is based on imitating predefined stereotypical behaviours which can be represented in terms of FAPs followed by a continuous interaction with its environment. At present FACE is applied to enhance social and emotive abilities in children with autism. The experimental sessions allowed us to collect preliminary data in terms of therapeutic treatment for patients with disorders in the autistic spectrum. However, what is behind FACE? There is the application of the smart soft matter, algorithms and robotics, there is the attempt to understand the complexity of biological behaviour, there are people with autism. During a test, little M., following the movements of FACE's eyes, noticed that FACE looked at him again and a little bit surprised, upon a request of the therapist to give a meaning to this situation, said "I exist too and therefore I'm important". What is behind FACE?.
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