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1. INTRODUCTION
Let Sn be the symmetric group on n letters and L a ﬁeld. Given a parti-
tion λ of the integer n, we have an LSn-module Sλ called the Specht module
corresponding to λ. If the characteristic of L is zero, the set of them as λ
runs through the partitions of n forms a full set of representatives of the
non-isomorphic simple LSn-modules. If L has prime characteristic, say p,
they are not necessarily simple. However, if the partition λ is p-regular, the
head of Sλ, denoted by Dλ, is simple and they cover all the non-isomorphic
simple modules as λ runs through the p-regular partitions of n.
One of the main concerns about the Specht modules is to have informa-
tion about the simple constituents of them. Especially, we want to know
about p-regular partitions µ such that Dµ is a constituent of Sλ from
the knowledge of λ. Concerning this, Carter and Payne’s theorem (see
[1, Theorem, p. 425]) is often powerful. On the other hand the Jantzen–
Schaper theorem (see Theorem 1) tells us that if we know the decomposi-
tion numbers for the Specht modules which correspond to partitions which
strictly dominate λ, we can determine all the simple constituents of Sλ.
Their methods involve certain operations on the partitions λ introduced
by James and Murphy [5], each of which is roughly interpreted as a rim
hook removal followed by addition on the Young diagram corresponding
to λ. We shall call each of the resulting partitions a branch of λ and write
λ → µ if λ = µ or µ is obtained by making branches successively begin-
ning with λ. The Jantzen–Schaper theorem tells in particular that if Dµ is
a constituent of Sλ, it follows that λ → µ. Of course the converse is not
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true in general, not even in the case that µ is just a p-regular branch of λ
(cf. Example 2 of the next section). However, it seems likely that there is a
p-regular branch µ of λ such that Dµ is a constituent of Sλ. In this paper
we shall show that this is surely the case if λ is p-regular (cf. Theorem 2
of Section 3). An example shows that our assertion is not always true when
λ is p-singular (cf. Example 3 of the next section). Also we shall establish
some fundamental properties of branches.
2. PRELIMINARIES
Notations and terminologies used here will be standard, which are mostly
the same as those of James [2, 3]. We introduce here some additional
notations with brief reviews of standard ones. We ﬁx a positive integer
n and a prime number p. A partition of n is a non-increasing sequence
λ = λ1 λ2 	 	 	  λn of non-negative integers whose sum is n. We always
omit 0-terms and use exponential expressions to indicate repeating terms
in the sequence, such as (3, 3, 2, 1)=(32, 2, 1). It is said to be p-singular
if there is a number i ≥ 0 such that λi+1 = λi+2 = · · · = λi+p. Otherwise
it is p-regular. We write d = dλ if λd = 0 and λd+1 = 0. Let Pn and
Pn0 be the sets of the partitions and the p-regular ones of n, respec-
tively. The dominance order  on the set Pn is deﬁned as follows: given
λµ ∈ Pn λµ if and only if ∑1≤i≤e λi ≤
∑
1≤i≤e µi for all e ≥ 1. The
following fact is easy to show:
(F1) If λµ, then dλ ≥ dµ.
The Young diagram [λ] associated with λ is the set of the ordered pairs
i j of integers, called the nodes of [λ], with 1 ≤ i ≤ dλ and 1 ≤ j ≤ λi.
They are illustrated as arrays of squares. Denote by λ′ the conjugate of λ,
so λ′ is the transposed diagram of [λ]. The i j-hook of [λ] consists of
the i j-node along with the λi − j nodes to the right of it (called the arm
of the hook) and the λ′j − i nodes below it (called the leg of the hook).
The length of the i j-hook is hijλ = λi + λ′j + 1 − i − j. An i j-rim
hook is a connected part of the rim of λ of length hijλ beginning at the
node λ′j j. In this paper a hook of [λ] is called a pillar if its arm length is
zero. Also the node i j is called a u v−point of [λ], if hijλ = u and
hλ′ j jλ = v.
Let b c be a node of [λ] and suppose that 1 ≤ a < b. Following
James [3], we let λa b c be the partition of n obtained from λ by unwrap-
ping the b c-rim hook of [λ] and wrapping the nodes back with the lowest
nodes in the added rim hook lying on row a (if the resulting partition fails
to be a non-increasing sequence of integers, λa b c is not deﬁned). We
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also write λa b c g if the highest nodes in the added rim hook lie in
row g. Note we have that λg < λg−1 and that
(F2) λλa b c g.
We call here each λa b c a branch of λ. It is called a pillar type branch
if the rim hook which has been removed and the rim hook which has been
added are both pillars. Throughout this paper G denotes the symmetric
group SnL a ﬁeld of characteristic p, and Sλ the Specht module of G over
L corresponding to λ ∈ Pn. We let SCSλ denote a full set of the non-
isomorphic simple constituents of Sλ. For the following facts from (F3) to
(F5), see James [2].
(F3) If µ ∈ Pn0Dµ = Sµ/radSλ is simple, and the set Dµµ ∈
Pn0 forms a full set of the non-isomorphic simple LG-modules.
(F4) Let dλµ be the composition multiplicity of Dµ in Sλ. If dλµ = 0,
then λµ. Also dµµ = 1.
(F5) Let µ ∈ Pn0. Then Sµ is simple if and only if νphacµ =
νphbcµ for all a b c ≥ 1, where νpm denotes the largest integer e
such that pe divides the integer m.
Given λa b c, let la b c be the sum of the leg length of the rim
hook which has been removed and that of the rim hook which has been
added. Consider the following equation in the Grothendieck group of LG,
∑
c
∑
a<b
−1labcνphac − νphbcSλabc =
∑
µ∈Pn0
αλµD
µ (1)
where αλµ ∈ Z.
The above equality makes sense since the set Dµµ ∈ Pn0 forms
a Z-basis of the Grothendieck group of LG. Now we know the following
theorem (see James and Mathas [4] for the proof).
Theorem 1 (Jantzen–Schaper). Let λ ∈ Pn and µ ∈ Pn0. We have
the following:
(i) αλµ ≥ 0;
(ii) Suppose that λ = µ. Then dλµ ≤ αλµ, and dλµ = 0 if and only if
αλµ = 0.
We write λ → γ if either λ = γ or γ is obtained by making branches
successively beginning with λ. Furthermore we let
λ = λa b c νphacλ = νphbcλ 0λ = λ ∩ Pn0 (2)
mλSλabc = −1labcνphacλ − νphbcλ	 (3)
Now we mention an immediate consequence of the above theorem.
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Corollary 1. With the notation above we have the following:
(i) SCSλ ⊂ Dµλ→ µµ ∈ Pn0.
(ii) If there is λ˜ ∈ 0λ satisfying the condition (P) below, then Dλ˜ ∈
SCSλ.
(P) mλSδ > 0 for all δ ∈ λ with δ λ˜.
(iii) Let µ be a minimal element of λ with respect to the dominance
order. If µ is p-regular, then Dµ ∈ SCSλ.
Proof. (i) We may assume that the assertion is true for all γ with λγ.
Then the assertion for λ follows immediately from Eq. (1).
(ii) If there is δ ∈ λ such that Dλ˜ ∈ SCSδ, then δ λ˜, and so
mλSδ > 0. Hence we have from Eq. (1) that αλλ˜ ≥ mλSλ˜ > 0, whence
dλλ˜ = 0 by the above theorem.
(iii) Since µ is minimal in λ, there is no γ ∈ λ other than µ such
that SCSγ  Dµ. This implies that αλµ = mλSµ. Hence αλµ = 0, and so
dλµ = 0.
Example 1. Let n = 2pp ≥ 5, and λ = 2p−1 12. Then λ contains
µ = λ3 p − 1 1 = 4 32 2p−5, which is p-regular and minimal in λ.
Hence Dµ is a constituent of Sλ by the above corollary.
Example 2. Let n = 9 p = 3, and λ = 32 2 1. Then λ = 8 1,
6 13 5 4 4 3 2 33, and the minimal elements of λ are (6, 13)
and (33), both of which are 3-singular. On the other hand according to
the decomposition matrix of S9 for p = 3 (cf. [2, p. 145]), SC(Sλ) contains
D81 and D432, but does not contain D54.
Example 3. Let n = 9, p = 3, and λ = 24 1, so λ is 3-singular. In
this case we have that SCSλ = D9D3221. However, neither (9) nor
32 2 1 is a branch of 24 1.
3. FUNDAMENTAL PROPERTIES OF BRANCHES
In this section we show some fundamental properties of branches,
and then using them, we show Theorem 2 below as is mentioned in the
Introduction. Remember that Pn is the set of the partitions of the integer
n and Pn0 the set of the p-regular partitions of n.
Proposition 1. Let λ ∈ Pn.
(i) Let µ = λa b c g be a branch of λ. If the number of nodes
which have been added on row g of λ is u, we have that
hgcλ + u = hacλ + hbcλ	 (4)
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(ii) With the notation above, let for e ≥ 1
Re = ∑
1≤i≤e
λi and Me =
∑
1≤i≤e
µi	 (5)
Then we always have that Me ≤ Re + hbcλ. To be precise,
Me =



Re + hgsµ if a > e, where s = λe + 1;
Re + hbcλ if b− 1 ≥ e ≥ a;
Re + he+1 cλ if e ≥ b.
(6)
Proof. (i) Let us compute the hook length hgcµ in two ways. Let l =
λ′c − µ′c . Hence we have that hgcµ = hgcλ + u− l. On the other hand,
by computing the length of the g c-rim hook of µ, we have that hgcµ =
hacλ − l + hbcλ, whence the result follows.
(ii) This is clear.
Proposition 2. Let λ ∈ Pn. We have that λa′ b′ c′ g′λa b c g
if and only if the following hold:
(i) hb′c′ λ ≤ hbcλ;
(ii) c ≤ c′ and g ≤ g′;
(iii) If g′ = g, then λa′ b′ c′ g′g′ ≤ λa b c gg.
Proof. [Only if part] Let µ = λa b c g µ′ = λa′ b′ c′ g′. If g >
g′, then µ′g′ > λg′ = µg′ , which is contrary to µ′µ. Hence we have that
g ≤ g′. To show (i), let M ′e =∑1≤i≤e µ′i. Since M ′a′ ≤Ma′, we have
by Proposition 1 that
Ra′ + hb′c′ λ =M ′a′ ≤Ma′ ≤ Ra′ + hbcλ (7)
whence hb′c′ λ ≤ hbcλ as asserted. Part (iii) is trivial, so it remains only
to show that c ≤ c′. Suppose to the contrary that c > c′. By the deﬁnition
of branch, we may assume without loss of generality that c′ = 1. Then we
have that dµ′ < dλ = dµ, which is contrary to µ′µ.
[If part] We have to show that Me ≥ M ′e for all e ≥ 1. If e < a,
this is trivial from the assumptions. If a ≤ e ≤ b− 1, we have that Me =
Re +hbcλ ≥ Re +hb′c′ λ ≥M ′e. Now consider the case that e ≥ b.
If e ≥ b′Me = Re + he+1 cλ ≥ Re + he+1 c′ λ = M ′e as c ≤ c′.
Hence we may assume that b ≤ e < b′. Then Me = Re + he+1 cλ ≥
Re + hb′cλ ≥ Re + hb′c′ λ ≥ M ′e as desired, completing the proof
of Proposition 2.
Lemma 1. Let p = 2 and let λ ∈ Pn0 be such that Sλ is simple. If
λs − λs+1 ≥ 2 for some s ≥ 1, it follows that λi − λi+1 ≥ 3 for all i ≤ s − 1.
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Proof. Let q = λs. If λs−1 − λs = 1, the node s − 1 q − 1 is a 4 2-
point. On the other hand, if λs−1 − λs = 2, the node s − 1 q is a 4 1-
point. However, both contradict that Sλ is simple, and so we have that
λs−1 − λs ≥ 3. By repeating similar arguments, we get that λi − λi+1 ≥ 3
for all i ≤ s − 1. This completes the proof of Lemma 1.
Given λ ∈ Pn, we write λ = λ′1 µ if µ ∈ Pn− dλ and µ is the
diagram on the right of the ﬁrst column of λ.
Proposition 3. Let λ = λ′1 µ ∈ Pn0. If Sµ is simple, λ has no
p-singular partition.
Proof. We shall deduce a contradiction by assuming that λ has a
p-singular element, say γ = λa b c g. Note that c = 1 since νphasλ
= νphbsλ for all s ≥ 2.
Case 1. p > 2. In this case we have that λ = λ1 	 	 	  λg−1
mp−1 	 	 	  3p−1 2p−1 1f  for some f with 0 ≤ f ≤ p − 2, where m = λg
and λg−1 = λg + 1, as will be shown below. We ﬁrst show that λg−1 = λg + 1
and that
λg = λg+1 = · · · = λg+p−2 = λg+p−1 + 1	 (8)
In fact if λg−1 − λg ≥ 2, then by the p-singularity of γ we have that
λg−1 = · · · = λg−p+1, whence the node g − p + 1 λg−1 − 1 is a p 2-
point of [µ]. This is a contradiction since Sµ is simple, and so λg−1−λg = 1.
To show Eq. (8), take u ≥ g so that
λg = λg+1 = · · · = λu > λu+1	 (9)
If u < g + p− 2, that is, if u− p+ 2 ≤ g − 1, then by the p-singularity of
γ we have
λu−p+2 = · · · = λg−1 = λg + 1 (10)
and so the node u− p+ 2 λu is a p 1-point of µ, which is a contra-
diction. Hence we have that u ≥ g + p− 2, whence the equality since λ is
p-regular. Next, we claim that λu − λu+1 = 1. In fact if λu − λu+1 ≥ 2, then
the node g λg − 1 is a p 2-point, which is possible only if the node
g λg − 1 does not belong to µ, that is, only if λg = 2. But if λg = 2,
then λu+1 = 0, and so hg1λ = p, which forces that a = g. Furthermore,
since λd = λu = 2, it follows that hb1λ ≥ 2, so γ cannot be deﬁned
(because of that λg−1 − λg = 1). This is a contradiction, and we have that
λu − λu+1 = λg+p−2 − λg+p−1 = 1 as claimed. Thus we have proved Eq. (8).
Let for v = g + p− 1,
λv = λv+1 = · · · = λy > λy+1 (11)
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and suppose that λy ≥ 2. We show that y = v+p− 2. In fact, if y − v+ 1 <
p− 1, then y −p+ 2 < v and so the node y −p+ 2 λy is a p 1-point of
[µ] (as λy ≥ 2), which is a contradiction. Hence y − v+ 1 ≥ p− 1, and since
λ is p-regular, we have the equality y = v+p− 2 as asserted. Furthermore
if λy+1 ≥ 1, then λy − λy+1 = 1. To see this, suppose to the contrary that
λy − λy+1 ≥ 2. Then the node v λv − 1 is a p 2-point of [µ], which is
possible only if λy = 2 as in the case λg = 2 above. But this contradicts that
λy+1 ≥ 1, so λy −λy+1 = 1 as asserted. Similar arguments will continue until
we come to the form λ = λ1 	 	 	  λg−1mp−1 	 	 	  3p−1 2p−1 1f  for some
f with 0 ≤ f ≤ p− 1, where m = λg. Furthermore we have that f ≤ p− 2.
For if f = p− 1, the hook length he1λ is prime to p for all e ≥ 1 (note
that he1λ = he1µ + p for all e ≤ dλ − p+ 1). This implies that Sλ is
simple, contradicting the assumption and thus f ≤ p− 2. Now we deduce
a contradiction from the above. We see that hg1λ = f + m− 1p, which
is equal to ha1λ + hb1λ − 1 by Proposition 1. Hence ha1λ + hb1λ ≡
f + 1modp. On the other hand, since γ ∈ λ, either ha1λ or hb1λ is a
multiple of p, and so we see from the above congruence that one of them
is congruent to f + 1 modp. However, there is no hook length he1λ with
e ≥ g such that he1λ ≡ f + 1modp, as is easily checked. Thus we have
a contradiction.
Case 2. p = 2. Let u be the number of nodes which have been added
on row g. Since γ is 2-singular, it follows that λg−1 = λg + u, and so the
node g − 1 λg is a u + 2 1-point. This implies that u must be odd
(remember that Sµ is simple), and so by Proposition 1, one of the integers
hg1λ hb1λ ha1λ is odd. Now let λ = λ1 	 	 	  2r 1f , where f ≤ 1.
If f = 0, then hi1λ = hi1µ + 1 for all i ≥ 1. Hence if hi1µ is even
for some (hence all) i ≥ 1, hi1λ is odd for all i ≥ 1, whence Sλ is simple,
contradicting the assumption. But if hi1µ is odd for some (hence all)
i ≥ 1 hi1λ is even for all i ≥ 1, which is impossible as noted above.
Thus we have f = 1, namely hd1λ = 1 and so hi1λ = hi1µ + 2 for
all i ≤ d − 1, where d = dλ. From this and that Sλ is not simple, we
see that hi1µ is even for all i ≤ d − 1. Hence hi1λ is also even for all
i ≤ d − 1, which forces that b = d and u = hd1λ = 1. On the other hand,
since µd−1 = hd−1 1µ ≥ 2, it follows from Lemma 1 that λi − λi+1 =
µi − µi+1 ≥ 3 for all i ≤ d − 2, and so γ = λa d 1 g is 2-regular. This is
a contradiction, completing the proof of Proposition 3.
We note here the following easy fact to make later arguments simple.
Lemma 2. Let λ = λ1 	 	 	  1r ∈ Pn0 with r ≥ 1.
(i) If there is α = λa b 1 ∈ λ such that hb1λ ≤ r, there is a pillar
type branch β = λa b′ 1 ∈ 0λ such that b′ ≥ b (equivalently βα).
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(ii) Suppose that r = p− 1. If there is a number s such that hs1λ is a
multiple of p, there is a pillar type branch β of the form β = λe f 1 ∈ 0λ.
Proof. (i) We may assume that α is not a pillar type, so the rim hook
added is not a pillar (note that the unwrapped rim hook must be a pillar
because of that hb1λ ≤ r. Let λa = λa+1 = · · · = λa−u+1 < λa−u, and let
b′ = dλ − u + 1. Then β = λa b′ 1 is a pillar type branch of λ such
that hb′1λ = u < hb1λ (i.e., b′ > b). However, using that a − g + 1 ≤
hb1λ ≤ p− 1, we see easily that β is p-regular.
(ii) Let λs = λs−1 = · · · = λs−k+1 < λs−k. Then we can make a pillar
type branch λs t 1 of λ with ht1λ = k ≤ p − 1. If λs−k ≥ λs−k+1 + 2,
then λs t 1 is p-regular. So, if it is p-singular, λs−k = λs−k+1 + 1 and
hs−p+1 1λ= hs1λ + p is a multiple of p. Hence we can make a pillar
type branch λs−p+ 1 t ′ 1 of λ for some integer t ′ with ht ′1λ ≤ p− 1.
By repeating similar arguments, we ﬁnally come to a p-regular pillar type
branch of λ of the form λe f 1. This completes the proof of Lemma 2.
Now we are ready to prove our main result of this paper. Let min0λ
be the set of the minimal elements of 0λ = λ ∩ Pn0.
Theorem 2. Let λ be a p-regular partition of n and suppose that Sλ is not
simple. Then there is a p-regular branch λ˜ of λ such that Dλ˜ is a constituent
of Sλ. Moreover we can take such a λ˜ from min0λ.
Proof. It sufﬁces to show that there is λ˜ ∈ min0λ satisfying the con-
dition(P) of Corollary 1. We argue by way of the induction on n. Let λ =
λ′1 µ. If Sµ is simple, the result is clear by Corollary 1 and Proposition 3.
Hence we assume that Sµ is not simple and let µ˜ = µa′ b′ c′ g′ be an
element of 0µ which satisﬁes the condition (P) of Corollary 1 with µ in
place of λ. If λ′1 µ˜ is p-regular, it sufﬁces to let λ˜ = λ′1 µ˜. To see
this, let δ ∈ λ be such that δ λ˜. Since δ is a branch of λ, we have
that dδ ≤ dλ, whence the equality holds since dδ ≥ dλ˜ = dλ by
(F1). Hence we can write δ = λ′1 δ′ for some δ′ ∈ µ. Then we have
that δ′ µ˜, and so mλSδ = mµSδ′  > 0 by induction. Thus we may
assume that λ′1 µ˜ is p-singular. In particular it follows that c′ = 1. Let
λ = λ1 	 	 	  1r. We ﬁrst deal with the case that r = p− 1.
Claim. Suppose that r = p− 1. Then the following hold:
(i) There is λ˜ = λa b c g ∈ min0λ satisfying the condition (P) of
Corollary 1.
(ii) If c = 1 in the above, then λ˜ is a pillar type branch of λ.
Proof of the Claim. (i) We may assume that Sµ is not simple and that
µ˜ = µa′ b′ 1 g′. Let q = hb′1µ. Noting that hs1λ = hs1µ + p for
all s ≤ dλ − p + 1, we see that if q is a multiple of p, so is hb′1λ. If,
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on the other hand, q is prime to p, ha′1µ must be a multiple of p, and
so ha′1λ is also a multiple of p. Thus in either case there is an integer
s such that hs1λ is a multiple of p, and let s be the largest integer with
this property. We remark that a′ ≤ s. Then, following the argument of the
proof of Lemma 2(ii), we get a p-regular branch λe f 1 h of λ such that
hf1λ ≤ p − 1 g′ ≤ a′ ≤ e and that g′ ≤ h, where the last inequality is
possible because µ˜ is p-regular. Furthermore note that if q = hb′1µ ≤
p − 1, λa′ dλ − q + 1 1 g′ is p-regular. Let + = λu v 1 w ∈ 0λ;
hv1λ ≤ minqp − 1 g′ ≤ w and let γ = λx y 1 z be a minimal
element of + (with respect to the dominance order). We show that γ sat-
isﬁes the condition (P) of Corollary 1. Let δ = λr s t u ∈ λ be such
that δγ, so hstλ ≤ hy1λ ≤ p − 1 and z ≤ u. Suppose ﬁrst t = 1.
Then, since γ is minimal in +, it follows from Lemma 2(i) that δ must
be a pillar type branch of λ. Furthermore, since hs1λ ≤ p − 1 hr1λ
must be a multiple of p and so mλSδ > 0. Suppose next that t ≥ 2.
Then we can write δ = λ′1 δ′ with δ′ = µr ′ s′ t ′ u′ ∈ µ. We show that
δ′ µ˜. In fact, since δγ, it follows that hs′t ′ µ ≤ hy1λ ≤ q = hb′1µ
and that g′ ≤ z ≤ u′. Moreover if g′ = u′= z, we have that δ′z ≤ µ˜z,
since δ′z + 1 = δz ≤ γz = λz + 1 = µz + 1 + 1 ≤ µ˜z + 1. Thus by Propo-
sition 2 we have that δ′ µ˜, as asserted. Then mµSδ′  > 0 by induction,
and so mλSδ = mµSδ′  > 0. To ﬁnish the proof of (i), it sufﬁces to let
λ˜ = λa b c g be any element of min0λ such that λ˜γ.
(ii) Suppose to the contrary that the above λ˜ with c = 1 is not a
pillar type. Then by the minimality of λ˜ in 0λ we see that hb1λ ≥ p from
Lemma 2(i). Now we employ the same argument as in the proof of Lemma
2(ii), with s = b or s = a according to whether hb1λ is a multiple of p or
not. Then we get a pillar type branch λe f 1 h ∈ 0λ such that g ≤ h and
that hf1λ ≤ p− 1, whence it follows that λe f 1 h λ˜. This contradicts
the minimality of λ˜, completing the proof of the claim.
Now we continue the proof of Theorem 2 with the assumption that r ≤
p− 2 and that λ′1 µ˜ is p-singular (so c′ = 1). Let dλ = d. If µd−r ≥ 2,
then λ′1 µ˜ is p-regular, and so it must be that µd−r = 1. Suppose that
λd−r = λd−r−1 = · · · = λd−r−m1+1 = 2 < λd−r−m1 	 (12)
If r + m1 ≤ p − 2, then λ′1 µ˜ is p-regular, and so it must be that
r +m1 ≥ p− 1. Write r +m1 = p− 1 + r1 − 1, so m1 ≥ r1 and r + 1 ≥
r1 ≥ 1. We distinguish the two cases.
Case 1. r + 1 > r1 i.e., r ≥ r1. Consider the pillar type branch λ1
of λ deﬁned by λ1 = λd − p+ 2 d − r1 + 1 1 d − r −m1 + 1, which
is possible since hd−r1+11 = r1 < p and hd−p+2 1λ = p. If this is p-
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singular, λd−r1−m1 = 3 and there is an integer m2 with m2 ≤ p − 1 such
that r1 +m2 ≥ p and that
λd−r−m1 = λd−r−m1−1 = · · · = λd−r−m1−m2+1 = 3 < λd−r−m1−m2 	 (13)
Write r1 + m2 = p + r2 − 1, so m2 ≥ r2 and r ≥ r1 ≥ r2. Consider the
pillar type branch λ2 of λ deﬁned by λ2 = λd − 2p+ 3 d − r2 + 1 1,
d − r − m1 − m2 + 1, which is possible since hd−r2+11λ = r2 < p and
hd−2p+33λ = 2p. By repeating similar arguments we get the sequence of
pillar type branches λi 1 ≤ i ≤ t of λ of the form λi = λd − ip +
i + 1 d − ri + 1 1Mi such that λi is p-singular for all i < t and that
λt is p-regular, where rimi are integers satisfying ri ≤ mi ≤ p − 1 and
rt ≤ · · · ≤ r1 ≤ r. Clearly we have that Mt ≥ g′, since µ˜ is p-regular.
We show that λt satisﬁes the condition (P). Let δ = λr s t u ∈ λ
be such that δλt. Then u ≥ Mt and hstλ ≤ rt . Hence hstλ ≤ ri ≤
mi for all i ≥ 1, which implies that δ must be a pillar type branch of λ.
Furthermore, since hstλ ≤ r < p hrtλ must be a multiple of p and so
mλSδ > 0. To conclude Case 1, it sufﬁces to let λ˜ be any minimal element
of 0λ such that λ˜λt.
Case 2. r1 = r + 1. In this case we have m1 = p − 1, that is, µ =
µ1 µ2 	 	 	  1p−1. Hence we may assume µ˜ = µa′ b′ 1 g′ is a pillar
type branch of µ by the claim above. In particular, q = hb′1µ ≤ p − 1
and ha′1µ is a multiple of p. If r + q ≤ p − 1 λ′1 µ˜ is p-regular, and
so it must be that r + q ≥ p.
Let t = p − 1 − r, so 1 ≤ q − t ≤ r. Since hd−q+t+1 1λ = q − t and
ha′−t 1λ = ha′1µ + t + r + 1 = ha′1µ + p ≡ 0modp, we get the
p-regular pillar type branch λ′ of λ deﬁned by λ′ = λa′ − t d − q + t +
1 1 g′. Let λ˜ = λu vw h ∈ λ be a minimal p-regular branch of λ
such that λ˜λ′. We show that λ˜ satisﬁes the condition (P) of Corollary 1.
Let δ = λu′ v′ w′ h′ ∈ λ be such that δ λ˜. If w′ ≥ 2, we can write
δ = λ′1 δ′. We show that δ′ µ˜ by applying Proposition 2. In fact, we
have from δ λ˜ that hv′w′ λ ≤ q − t < q = hb′1µ and that g′ ≤ h ≤ h′.
On the other hand, if g′ = h′, then, since δλ′, we have that δ′g′ + 1 =
δg′ ≤ λ′g′ = λg′ + 1 = µg′ + 1 + 1 = µ˜′g′ + 1, and so δ′g′ ≤ µ˜g′ . From the
above we conclude that δ′ µ˜ and thus mλSδ = mµSδ′  > 0 by induc-
tion. Suppose now w′ = 1. Then, since λ˜ is minimal in 0λ, it follows from
Lemma 2(i) that δ must be a pillar type branch of λ. Furthermore since
hv′1λ ≤ r hu′1λ must be a multiple of p, and so mλSδ > 0. This con-
cludes Case 2 and the proof of Theorem 2.
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