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The correlations, entanglement entropy, and fidelity susceptibility are calculated for a one-
dimensional spin-1/2 XXZ chain with anisotropic power-law long range interactions by employing
the density matrix renormalization group method. In particular, this long-range interaction is as-
signed to ferromagnetic for transversal components, while it can be either ferro- or antiferromagnetic
for the longitudinal spin component. Two ground-state phase diagrams are established versus the
anisotropy of the interactions which not only changes the phase boundaries of the counterparts with
short-range interactions, but also leads to the emergence of exotic phases. We found that the long-
range interactions of the z-component results in a Wigner crystal phase, whereas the transversal
one may break a continuous symmetry, resulting in a continuous symmetry breaking phase.
PACS numbers: 03.67.-a,05.30.Jp
I. INTRODUCTION
The quantum phase transition (QPT) and quantum
critical phenomena are generally important in under-
standing novel properties involved in strongly correlated
systems, such as quantum magnetic materials. Usually,
short-range interactions, e.g., nearest neighbor and next
nearest neighbor interactions, are considered to be suffi-
cient for appropriate descriptions on the major magnetic
properties of those systems [1–6]. However, there actu-
ally exist several types of long range interactions such
as the Coulomb interaction 1/r [7], the dipole-dipole in-
teraction 1/r3 [8–10], and the van der Waals interaction
1/r6 [7] in some complicated compounds, where relevant
electrons are in higher orbits of atoms with lower symme-
tries subject to crystal field effects. Moreover, in recent
years, some long-range interactions have been generated
in ultracold atomic systems with the optical lattices or
trapped ions. For instance, a power-law Ising interac-
tion 1/rα with an adjustable exponent 0 < α < 3 has
been realized in trapped ions [11–14]. This kind of experi-
mental progress has greatly stimulated theoretical studies
on possible novel effects particularly resulting from long-
range interactions [15–24]. In particular, a transition
was revealed by the calculation of the entanglement for
a long-range (∼ r−α) antiferromagnetic Ising chain [16],
and is affirmed further by the fidelity susceptibility, being
second-order for all α [17, 18]. Moreover, by combining
the linear spin-wave theory, field theory approach and
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density-matrix renormalization-group (DMRG) [25–29],
effects of the long range interactions on local correlation
functions, entanglement entropy and central charge are
investigated for both spin-1/2 [20] and spin-1 [21] to await
experimental observation. In addition, one also finds that
long-range interactions and long-range hopping may lead
to drastic effects on the many-body localization in a one-
dimensional (1D) spinless fermion system [30], which es-
sentially corresponds to a XY type of long range spin in-
teraction. In this regard, the anisotropic long-range spin
interaction can be anticipated to give rise to more effects
on quantum transitions.
In this paper, we study a ID spin-1/2 XXZ system with
anisotropic power-law long range interactions in terms
of the entanglement entropy, fidelity susceptibility, and
correlation functions by performing DMRG calculations.
Phase diagrams are established with respect to the power
exponents and the anisotropy of interactions. In the fol-
lowing, Sec II presents the Hamiltonian in our studies.
The details on DMRG calculations and the definitions
of those calculated quantities are discussed in Sec. III.
Numerical results are shown in Sec IV with further dis-
cussions given in the last section.
II. HAMILTONIAN
In the paper, we consider the following spin-1/2 chain
with anisotropic long-range interactions, and its Hamil-
tonian is given by:
H =
∑
j>i
{ Jxy|i− j|α (S
x
i S
x
j + S
y
i S
y
j ) +
Jz
|i− j|β S
z
i S
z
j }, (1)
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2where i and j are the sites of one dimensional lattice, and
Sγ = σγ/2 with γ = x, y, or z, setting ~ = 1 and σγ
being the Pauli matrices. Interactions between two spins
separated by a distance of r = |i − j| decay as r−α for
both x and y components of spins, but as r−β for the z
direction. As usual, the parameters α, β are both taken
positive, while Jxy = −1 is set up for the simplicity so that
Jz readily stands for an anisotropic parameter involved in
the establishment of the phase diagram.
For this system, in the limit of α, β → +∞, the
Hamiltonian is reduced to describe a spin-1/2 anisotropic
chain with the nearest-neighbor interaction. It turns out
that the system involves a ferromagnetic (FM) phase for
Jz < −1, whereas a gapful antiferromagnetic (AFM)
phase can be shown for Jz > 1. Furthermore, in the
region of −1 < Jz ≤ 1, the system displays an XY phase
where quantum fluctuations exclude the existence of any
long-range order but correlation functions behave as a
power-law decay of the distance characterized as in the
Luttinger liquid.
For more general values of α and β, long range inter-
actions may result in different features for those phases,
which are expected also to be properly characterized by
long-distance correlation functions as exploited below.
III. MEASUREMENTS AND METHOD
Thanks to the DMRG method[25–27], the ground state
properties of quasi-one-dimensional systems can be cal-
culated with very high accuracy. For the present studies
of Hamiltonian (1), we adopt both infinite-size DMRG
(iDMRG) [28] and finite-size DMRG, which are based on
matrix product states [29]. The number of eigenstates for
the reduced matrix is kept up to m = 400 in the trun-
cation of bases, which allows the truncation error to be
smaller than 10−9. In our calculations where finite-size
DMRG algorithm, we handle the long range interaction
with directly using as a summation over matrix product
of operators (MPOs) rather than the summation of finite
exponential terms with MPOs [31], which inevitably in-
troduces additional systematic error otherwise. Our codes
are mainly based on iTensor C++ library [32].
Since the z-component of the total spins for the present
system commutes with the Hamiltonian (1), the ground-
state energy is obtained by comparing the lowest energies
for each subspace of Szt =
∑L
i=1〈Szi 〉. We found that
the ground state resides in the sector of either Szt = 0
or Szt = L/2. To examine the reliability of our numer-
ics, we also perform the finite-size DMRG with varying
the number of states in the truncated bases. Once the
ground state energy and the corresponding ground state
are identified accurately, the first excited state and the
corresponding energy (gap) can be determined similarly
as orthonormalized to the ground state.
For a quantum many-body system, the entanglement
entropy (EE) can be extracted from the ground state
wavefunction |ψ0〉 properly to characterize the quantum
phase transition induced by the interaction or external
fields. Usually, one may separate a given Hamiltonian
into two subsystems A and B, and compute the reduced
density matrix for part A by partially tracing over the de-
gree of freedom of the subsystem B, which can be written
formally as
ρA = TrB(|ψ0〉〈ψ0|).
Then, the entanglement entropy measuring the entangle-
ment between parts A and B is given by
SA = −Tr(ρA ln ρA). (2)
which is evaluated in terms of the eigenvalues of ρA feasi-
bly in DMRG calculations. For a one-dimensional short-
range interacting system with an open boundary condi-
tion (OBC), the conformal field theory (CFT) suggests
that the entanglement entropy for the subsystem A with
size l possesses the following finite-size L scaling behav-
ior [33]
Sl =
c
6
ln[
L
pi
sin(
pil
L
)] + S0, (3)
where c is the central charge which usually has differ-
ent values for different phases and S0 is a non-universal
constant. This scaling behavior has been employed to ex-
plore the critical entanglement of defects [34] and Gaus-
sian transition[35]. In this paper, we will show that this
scaling behavior is applicable to a case associated with
long-range interactions.
IV. RESULTS
A. 1/α = 0
Now we first consider the case of α =∞, which implies
that only the nearest-neighbor term of xy−interaction
survives. It turn out that the long-range interaction for
z−component governed by β may result in novel prop-
erties in competition with the xy−components. In this
case, Hamiltonian (1) can be recast to describe a one-
dimensional interacting spinless fermionic chain via the
Jordan-Wigner transformation:
Szi =
1
2
− c†i ci,
S+i = e
ipi
∑i−1
j=1 c
†
i cici,
S−i = e
ipi
∑i−1
j=1 c
†
i cic†i ,
where S±i =S
x
i ± iSyi are the raising and lowering spin
operators. Subsequently, the ferromagnetic Jxy−term
thus simply represents the hopping of fermions, while
the Jz−term stands for the density-density interactions
of fermions, which can be either attractive for Jz < 0 or
repulsive for Jz > 0. One may expect that this density-
density interaction results in quantum transitions for dif-
ferent α and β.
To explore this, we compute the correlation functions
between two spins at i and j with a distance of r = |i− j|
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FIG. 1. (Color online) Correlation functions 〈S+i S−i+r〉 and
〈Szi Szi+r〉 are plotted as a function of z-component interaction
Jz for α = ∞, β = 2 and r = 99. Inset: a log-log plot for
〈S+i S−i+r〉 as a function of r when Jz = ±0.5.
and for β = 2 with using the iDMRG algorithm. Figure
1 shows results for r = 99. One can see that when Jz <
−0.636, the transverse correlation 〈S+i S−i+99〉 = 0 and
the longitudinal correlation 〈Szi Szi+99〉 = 1/4, implying
that the system is in the FM phase, and then 〈S+i S−i+99〉
suddenly jumps to a positive value at Jz = −0.636 and
〈Szi Szi+99〉 drops to zero simultaneously. This discontinu-
ity indicates that the ground state undergoes a first order
transition from the FM phase into the XY phase. This
discontinuous feature is thus utilized here to determine
the critical values of β and Jz for the quantum phase
transition between the XY and FM phases.
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FIG. 2. (Color online) (a) Entanglement entropies are plotted
as a function of z-component interaction Jz for various system
sizes with α = ∞ and β = 2. (b) The peak positions of SL/2
versus system sizes L.
Moreover, as Jz further increases, the transverse cor-
relation 〈S+i S−i+99〉 gradually reduce to zero, while the
longitudinal correlation 〈Szi Szi+99〉 turns to negative for
Jz & 3/2, which signals that the system is driven into a
AFM phase. A little scrutiny reveals that the transverse
correlation 〈S+i S−i+r〉 satisfies a power-law decay with the
distance r [20], as manifested in the inset of Fig. 1. To
determine the critical point at the transition between the
XY phase and AFM phase more precisely, we also calcu-
late the von Neumann entropy, i.e. entanglement entropy,
for the right part apart from the rest for the chain with
using the finite-size DMRG algorithm. The entanglement
entropy is shown in Fig. 2 as a function of Jz with β = 2
for different sizes of the chain. With increasing Jz, the EE
increases first and then declines. The peak becomes more
pronounced for a larger size L and the location of the
peak moves to a lower value of Jz, characterizing a tran-
sition between the XY phase and the AFM phase [36].
According to the finite-size scaling theory [37, 38], it is
expected that the position of the pseudo-critical point for
a finite-size system approaches the true critical point as
L → ∞. For relevant operators in the driving Hamilto-
nian on sufficiently large-size systems, i.e., νd<2, where
ν is the critical exponent of the correlation length and d
the dimensionality of the system, the leading term in the
expansion of pseudo-critical point obeys
|Jcz (L)− Jcz (∞)| ∝ L−1/ν , (4)
where Jcz (∞) is the critical value for the thermodynamic
limit. Such algebraic convergence can be accelerated con-
siderably by some elaborated strategies [39]. We obtain
that Jcz = 1.520 and ν = 1.695 for the present case consis-
tent with the inflection point of the correlations shown in
Fig. 1. We note that the scaling behavior of Eq. (4) with
L is also valid for the maximum of fidelity susceptibility
defined in Eq.(6) [40] (see below).
Low-lying excitation energy often reveals perspective
features of different phases in the quantum many-body
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FIG. 3. (Color online) Finite size scaling of the energy gap
∆ with various β and Jz. Symbols show numerical results
obtained by DMRG calculations and solid lines are fits of the
data by quadratic polynomials in 1/L. The results for Jz = 0
is also plotted as for comparison.
4interacting systems. As mentioned previously, the sys-
tem involves the gapless XY phase for −1 < Jz ≤ 1 in
the limit of β =∞, which has the central charge ceff = 1
owing to the conformal symmetry [41]. In the Jordan-
Wigner representation of the Hamiltonian (1), the spin-
less interacting fermion has a linear 1/L−dependence for
the finite-size energy gap as a relativistic spectrum at the
Fermi point or the low-lying property of the spectrum
for the Luttinger liquid. When β 6= ∞, however, it is
clearly of great interest whether such a XY phase can
be robust against a strong long-range repulsive interac-
tion. For Jz = 1 and β = 1 [42, 43], it was suggested
that the ground state would be a quasi-Wigner crystal
(WC), which results from the dominant long-range repul-
sive interaction over the kinetic energy. We calculated the
finite-size gap energy ∆(L) between the ground state and
the first excitation energies as a function of system sizes
for various cases as illustrated in Fig.3, one can see that
the energy gap ∆(β, Jz) can be either zero, including the
case of Jz = 1 and β = 1, or finite in the thermodynamic
limit, which can be assigned to XY and gapped quasi-
WC phases, respectively. However, for given Jz, when β
approaches its critical values βc from either XY phase or
WC phase where ∆(L) = ∆(β, Jz)+A1/L+O(1/L
2) [44],
it becomes rather difficult to accurately determine the
phase boundary between these two phases due to limited
precisions on tiny values of ∆(L). Instead, we adopt the
effective center charge ceff deducted from the scaling be-
havior of the entanglement entropy given in Eq.(3) which
enable us more accurately to allocate the phase bound-
ary. We note that this scaling behavior is valid in the
presence of the long range interaction as demonstrated
numerically in Fig. 4, although it was originally derived
for the short range interacting cases with conformal sym-
metries [33, 45].
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FIG. 4. (Color online) The Scaling behavior of entanglement
entropy versus ln(x) = ln[L/pi sin(pil/L)] for different values
of β−1 with L = 300. Inset shows the fitted coefficients as a
function of β−1 for system sizes L = 200 (square) and L = 300
(circle).
Figure 4 shows the entanglement entropy as a func-
tion of ln[L/pi sin(pil/L)] for various values of β and pos-
itive Jz. It is instructive that the entanglement entropy
still follows up the scaling behavior of Eq. (3), although
conformal symmetries are not yet known here in general.
Subsequently, the slope of the linear behavior gives rise
to an effective central charge ceff which varies with β as
illustrated for system sizes L = 200 and 300 at Jz = 1 in
the inset of Fig. 4. One can see that finite-size effects for
small 1/β is small but still visible, resulting in the correc-
tion to c0eff = 1 for the thermodynamic limit, but dimin-
ishes with increasing 1/β. The curves for these two sizes
cross with a horizontal line corresponding to ceff = c
0
eff
at 1/βc = 0.756, where irrelevant corrections vanish to
Eq. (3). The finite-size effect then becomes negligible
for β ≤ βc. This provides alternative way with higher
accuracy to determine transition points between the XY
(critical) and WC (noncritical) phases [20, 21, 46].
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FIG. 5. (Color online) Phase diagram of Hamiltonian (1) as
a functions of the interaction Jz and 1/β with α→ +∞.
In addition, we note that the FM phase is formed owing
to the instability of effectively attractive density-density
interaction for Jz ≤ 0 upon changing 1/β. Accordingly,
the central charge is zero for the FM phase, but it has the
value of 3/2 on its phase boundary with the XY phase
for the thermodynamic limits[47–49]. To this end, the
phase diagram is depicted in Fig. 5 for α = ∞. One
can see that the critical points between the XY phase
and the FM phase asymptotically approach Jz = 0, while
the critical points between the AFM phase and the XY
phase mounts up with increasing 1/β. Moreover, it is
worthwhile to mention that at β = 0 with Jz > 0, Jz term
effectively results in one sort of long-range frustrations
and has the same strength for all the sites, among which
diagonal elements cancel each other in the ground state
in correspondence to Sztotal = 0 subspace[50]. In this case,
the ground state again becomes gapless and the central
charge equals to one. Particularly, the energy gap ∆(L)
is scaled to zero in the limit of L → ∞ independent of
Jz as illustrated for both Jz = 1 and Jz = 2 in Fig.
53. Moreover, the entanglement entropy behaves as same
between Jz = 1, 2, resulting in ceff ' 1.02, as seen in Fig.
4. As connected to Jz = 0, it is natural to consider that
the system is indeed in the XY phase, i.e. the transition
between the FM and XY phases takes place at Jz = 0 for
1/β =∞.
B. 1/β = 0
In this section, we turn to the case of β → +∞. In this
case, only the nearest neighbor interaction survives in the
Jz−terms of the Hamiltonian Eq. (1). The exponent α of
the XY−long range interaction can be considered a tun-
able parameter to explore the quantum phase transition
for various values of Jz.
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FIG. 6. (Color online) Correlation functions 〈S+i S−i+99〉 and
〈Szi Szi+99〉 are plotted as a function of the interaction Jz for
(a) α = 4 and (b) α = 2. Inset: A log-log plot of 〈S+i S−i+r〉 as
a function of the distance r with Jz = ±0.5.
Figure 6 shows the dependence of two-spin correlations
on Jz with a distance of |i − j| = 99 for different α, cal-
culated by using the iDMRG algorithm. When Jz is neg-
atively large enough, 〈S+i S−i+99〉 = 0, 〈Szi Szi+99〉 = 1/4,
suggesting that the system is in the FM phase. When Jz is
sufficiently large, the transverse correlations remain zero,
whereas 〈Szi Szi+99〉 becomes negative so that the ground
state is a AFM state. Analogous to the case of α = ∞,
here we again utilize the discontinuity of the correlation
functions to allocate the critical points for α and Jz at
the boundary of the FM phase, while the boundary of
the AFM phase is also determined in terms of the entan-
glement entropy (see below).
In an intermediate range of Jz, one can further see that
the transverse correlations 〈S+i S−i+99〉 is positive but lon-
gitudinal correlations 〈Szi Szi+99〉 vanish. Interestingly, we
find that 〈S+i S−i+r〉 is a concave function of Jz for α = 2,
but becomes a convex one for α = 4. Moreover, when
Jz = ±0.5, 〈S+i S−i+r〉 behaves as a power-law of 1/r, van-
ishing in the limit of r → ∞ as illustrated for α = 4 in
the inset of Fig. 6(a), but limr→+∞〈S+i S−i+r〉 approaches
a finite constant as seen for α = 2 from the inset of Fig.
6(b). Therefore, the ground states for α = 2 in the inter-
mediate range of Jz is different that for α = 4.
In this range of Jz, it is natural to assign the large−α
phase to the XY phase, since this phase contains a spe-
cial case where α = ∞ and Jz = 0 such that the Hamil-
tonian (1) is reduced to describe a standard XY chain,
as already shown Fig. (5). Moreover, when α is small or
even not too large, one can show that a U(1) symmetry
in the ground state is spontaneously broken at Jz = 0
with using the conformal field analysis and perturbation
calculation[20]. It turns out that one can expect the emer-
gence of a continuous symmetry breaking (CSB) phase
with gapless excitations for a small−α phase. It has been
shown that a Berezinskii-Kosterlitz-Thouless like transi-
tion happens between the CSB phase and the XY phase
at 1/αc ' 0.34, at which the central charge is numer-
ically increased by 4% from unit. However, the crite-
ria of the 4% addition to the central charge might be
invalid for the determination of the critical points with
general values of Jz. To address this issue, we calcu-
late the fidelity susceptibility which has been proposed
for the identification of the critical points of continuous
quantum phase transitions[51] and even deconfined quan-
tum critical points [52], and successfully applied to vari-
ous strongly correlated systems [53–56].
As a quantum information metric [51, 57], the fidelity
measures the similarity between the two closest ground
states when the parameter α is tuned tiny for the Hamil-
tonian (1), which is defined as
F = |〈ψ0(α)|ψ0(α+ δα)〉|, (5)
where δα denotes a tiny deviation. Subsequently, we ob-
tain the derivatives of interactions δJi,j = − Jxy|i−j|α ln |i−
j|δα, where Ji,j is the interaction strength between two
spins at sites i and j. The average derivatives of inter-
actions per site are practically considered as an effective
tuning parameter δJ =
∑
i<j δJi,j
L . Therefore, the fidelity
6susceptibility per site can be calculated numerically by
χ = lim
δJ→0
−2lnF
L(δJ)2
, (6)
whose peak is thus used to identify the critical value of
α and to separate the CSB phase from the XY phase for
each Jz.
In our numerical calculations, we take δα = 0.005. For
the case of L = 100 and α = 3, the effective tuning pa-
rameter δJ ' 0.001. The ground-state fidelity suscepti-
bility per site χ is shown for Jz = 0, 1 as a function of
the parameter α for different sizes in Fig. 7 (a) and (b),
respectively. For each Jz, one can see that the peaks of χ
grow with respect to increasing the system size so that a
divergence peak would be expected for the L → ∞ limit
to signal the appearance of a quantum phase transition.
In order to locate the quantum critical point αc for the
thermodynamic limit, we uses the finite-size scaling anal-
ysis to obtain αc = 2.83 and ν = 1 at Jz = 0 as seen
in the inset of Fig. 7(a). This value of αc is good con-
sistent with that determined by the central charge and
the perturbation theory calculation [20]. Similarly, we
can determine critical points at other values of Jz for the
boundary between the CSB and XY pases. In particular,
the critical value of αc = 2.45 for Jz = 1.0 is obtained
from the results shown in Fig. 7(b).
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FIG. 7. (Color online) Fidelity susceptibility per site is plot-
ted as a function of parameter α for various system sizes with
(a) Jz = 0 and (b) Jz = 1.0. Inset: Scaling behavior of the
fidelity susceptibility peak points with respect to 1/L.
Now we turn to quantum phase transitions between the
intermediate and AFM phases, which are characterized by
the peaks of the entanglement entropies as demonstrated
for α = 2, 4 in Fig. 8. One can see that the peaks for
both cases in (a) and (c) of Fig. 8 move to lower values of
Jz when L increases. Fitting the locations of peaks with
the formula (4) as shown in (b) and (d) of Fig. 8, one
can obtain that Jcz = 1.35 and 2.21, respectively. Such
fitted results agree very well with the inflexion points of
the correlations shown in Fig. 6. In the same manner, we
allocate more critical values of Jz and α for the boundary
of the AFM phase with both XY and CSB phases.
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FIG. 8. (Color online) Entanglement entropy is plotted as a
function of the interaction Jz on different system sizes for (a)
α = 4 and (c) α = 2. The peak positions of SL/2 versus the
system size L for (b) α = 4 and (d) α = 2.
Based on the above analysis on the properties of
the correlation functions, the fidelity susceptibility and
the entanglement entropy, we establish the ground-state
phase diagram for the Hamiltonian (1) with α = ∞ as
shown in Fig. 9.
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FIG. 9. (Color online) Phase diagram of Hamiltonian (1) as
a functions of the interaction Jz and α with β → +∞.
V. DISCUSSION
In this paper, we study quantum phase transitions for
a quantum spin-1/2 chain with anisotropic power-law-
7decaying long-range interactions, which are character-
ized by exponent parameters α for xy−term and β for
z−term, by employing density-matrix renormalization-
group method. With numerically analyzing the effects of
α and β on the spin-spin correlation functions, the entan-
glement entropy and the central charge, and the fidelity
susceptibility, we establish two phase diagrams for α =∞
and β =∞, respectively.
Both cases involve a ferromagnetic phase and an anti-
ferromagnetic phase corresponding to sufficiently negative
and positive Jz, respectively. However, in the intermedi-
ate regime of Jz, the former involves not only a usual
XY phase effectively equivalent to a short range repul-
sive density-density interaction, but also a Wigner-crystal
phase which essentially results from for a sufficient strong
long-range Jz term; for the later, the gapped Wigner
crystal phase is replaced by a continuous U(1) symme-
try breaking phase. Moreover, it is interesting to notice
that the WC and CSB phases actually reveal two dif-
ferent mechanisms, which intrinsically result from either
two-body processes of the strong long-range repulsive in-
teraction or one-body kinetic processes of the long-range
hoping in the fermion representation.
From this study, we found that the entanglement en-
tropy and the central charge can be used efficiently to
extract critical values of the quantum phase transition
between two phases when one of them possesses a well-
defined central charge but another one is gapful [4]. How-
ever, when one is encountered with a quantum phase tran-
sition between two gapless phases, the fidelity susceptibil-
ity alternatively provides a more feasible way to allocate
the critical points as applied to the transition between the
XY and continuous U(1) symmetry breaking phases.
We so far focus on the ground state phase diagrams
only for α = ∞ and β = ∞. There are actually a cou-
ple of important aspects beyond the above two cases for
the Hamiltonian (1), such as ground phase diagrams with
α = β and Jxy > 0, extensions to two leg-ladders and
even two dimensions, etc. The emergence of any non-
trivial gapless phase, corresponding novel low-lying exci-
tation spectra or exotic collective excitations with special
symmetries, and thermodynamic and dynamic properties
would be very interesting questions for the presence of
long range interactions but are certainly open for further
studies in the future.
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