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0 Introduction
In this note, we present a unified Banach space perspective to a class of ordinary differ-
ential equations with memory and delay effects. This class is often summarized under the
umbrella term delay differential equations:
9xptq “ fpt, xt, 9xtq t P I, I Ň R interval,
where 9x denotes the (time-)derivative of x and xt denotes the history segment of x, cf.
e.g. [7, 11] see also Example 2.16 below. These equations have many applications in
engineering or sciences. We refer to [1, 6] and the references therein for an account of
various applications.
The class considered here covers ordinary differential equations, differential difference equa-
tions, integro-differential equations or even neutral differential equations. Using some basic
functional analysis, the main contribution of this note is that the aforementioned equations
can be treated in a unified manner. The core idea consists in the treatment of the problem
on the whole real axis as time-line. This enables us to conveniently detour the introduction
of certain (pre-)history spaces, cf. e.g. [7, 13]. Moreover, we do not need to introduce an
extended state space as it can be done for linear theory using semi-group methods, see e.g.
[2].
Our perspective also shows that finite and infinite delay do not need different treatment.
However, our focus is on existence of solutions and continuous dependence on the data
rather than the continuity or differentiability or other qualitative properties of the solution
itself. This yields an elementary solution theory at least for Lp-spaces. Though parts of
our results are covered by well-known theory, we have more freedom in choosing right-
hand sides. In particular, we can solve delay differential equations with certain measures
or functions with unbounded variation as right-hand sides, cf. Subsection 3.2.
Our development of a solution theory for delay differential equations starts in Section 1,
where we state a variant of the contraction mapping theorem tailored for operator equations
in the abstract form
Cx “ F pxq,
for x residing in some Banach space X and F being Lipschitz-continuous in suitable sense
and C : DpCq Ň X Ñ X being a closed, densely defined, continuously invertible linear
operator. The remaining parts of this paper are essentially applications of the results from
Section 1. To this end, we have to establish the (time-)derivative as a continuously invertible
operator. Thus, both the Sections 2 and 3 start with the definition of the time-derivative
as a continuously invertible operator in a Lp-space and in a space of continuous functions.
Having our main applications of delay differential equations in mind, we introduce the
(time-)derivative on functions defined on the whole real line as time axis. If one wants to
recover classical theory, e.g. initial value problems for ordinary differential equations, one
has to know that the solution of a differential equation depends only on the past of the right-
hand side. The latter is summarized by the notion of causality, see [15] or Definition 2.9
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1 The general solution theory - a variant of the contraction mapping theorem
below. Thus, in both the Section 2 and 3, we also show causality of the respective solution
operators. These sections are complemented by the discussion of several examples.
It should be noted that many ideas rely on results and strategies used in reference [14],
where a Hilbert space perspective is preferred. The idea of introducing the time-derivative
as a continuously invertible operator stems from references [17, 18, 19], which in view of
the L8-considerations in Section 3 shows its kinship to ideas developed back in 1952 by
Morgenstern, [16].
1 The general solution theory - a variant of the
contraction mapping theorem
Let X be a Banach space and let C : DpCq Ň X Ñ X be a densely defined closed linear
operator with 0 P ̺pCq. Then X1pCq :“ pDpCq, |C¨|Xq is a Banach space. Moreover,
define X´1pCq to be the completion pX, |C´1¨|Xq„ of pX, |C´1¨|Xq and let X0pCq :“ X . If
the operator C is clear from the context, we omit the reference to the operator C in the
notation of the associated spaces. We have
X1 ãÑ X0 ãÑ X´1
in the sense of continuous and dense embedding. Furthermore, C : DpCq Ň X0 Ñ X´1 is
isometric and densely defined with dense range. Hence, C can be extended to an isometric
isomorphism. We identify C with its extension. The fundamental solution theory is based
on the following variant of the contraction mapping theorem.
Theorem 1.1. Let F : X0 Ñ X´1 be a strict contraction and let |F |Lippă 1q be the best
Lipschitz constant for F . Then the equation
Cx “ F pxq
has a unique fixed point x P X0. If y P X0 and n P N then the following estimates hold
∣
∣C´1F pyq ´ x∣∣ ő |F |Lip
1´ |F |Lip |y ´ x| ,
∣
∣
`
C´1F
˘n pyq ´ x∣∣ ő |F |Lip
1´ |F |Lip
∣
∣
∣
`
C´1F
˘n pyq ´ `C´1F ˘n´1 pyq∣∣∣ ,
∣
∣
`
C´1F
˘n pyq ´ x∣∣ ő |F |nLip
1´ |F |Lip |y ´ x| .
Proof. The operator C´1 : X´1 Ñ X0 is an isometric isomorphism. Hence, C´1F p¨q is
a strict contraction in X0. The contraction mapping theorem yields the assertion. The
estimates are well-known.
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Corollary 1.2. Let F : X1 Ñ X0 be a strict contraction. Then
Cx “ F pxq
has a unique fixed point x P X1.
Proof. The mapping CF pC´1¨q satisfies the assumptions from Theorem 1.1. Hence, there
exists a unique fixed point rx P X0 such that
Crx “ CF pC´1rxq.
Therefore x :“ C´1rx P X1 satisfies
Cx “ F pxq.
Now, let u P X1 satisfy Cu “ F puq. Then Cu satisfies the equation CpCuq “ CF puq “
CF pC´1pCuqq and thus, Cu “ rx, which gives u “ x.
Theorem 1.3. Let F,G : X0 Ñ X´1 be Lipschitz continuous and assume that the respective
Lipschitz semi-norms, i.e., the best Lipschitz constants, |F |Lip and |G|Lip satisfy
|F |Lip ` |G|Lip
2
ă 1.
Let x, y P X0 satisfy
Cx “ F pxq and Cy “ Gpyq.
Then
|x´ y|X0 ő
1
1´ |F |Lip`|G|Lip
2
sup
uPX0
|F puq ´Gpuq|X´1 .
Proof. By assumption, we have
x´ y “ C´1F pxq ´ C´1Gpyq
“ 1
2
C´1pF pxq ´ F pyqq
` 1
2
C´1pGpxq ´Gpyqq ´ 1
2
C´1pGpxq ´ F pxqq ` 1
2
C´1pF pyq ´Gpyqq.
This yields the assertion.
2 The reflexive case – delay differential equations in
Lp-spaces
For the whole section, let p P p1,8q and denote by q the conjugate exponent such that
1
p
` 1
q
“ 1. Let X be a Banach space.
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2 The reflexive case – delay differential equations in Lp-spaces
2.1 Definition of the time-derivative
Denoting by µν the weighted Lebesgue measure on R with Radon-Nikodym derivative
x ÞÑ e´νpx for ν P R, we define
W 0p,νpR;Xq :“ Lp,νpR;Xq :“ Lppµν ;Xq.
Note that the mapping e´νm : Lp,νpR;Xq Ñ LppR;Xq, f ÞÑ px ÞÑ e´νxfpxqq is isometrically
isomorphic1.
Definition 2.1. We define
Bν : C8c pR;Xq Ň Lp,νpR;Xq Ñ Lp,νpR;Xq, f ÞÑ f 1,
where
C8c pR;Xq :“ tφ;φ indefinitely differentiable, suppφ compactu.
The operator Bν is clearly closable and its closure coincides with the distributional deriva-
tive. Henceforth, we will not distinguish notationally between Bν and its closure. In order
to apply the general solution theory to Bν in place of C, we need the following theorem:
Theorem 2.2. Assume ν ą 0. Then we have that the convolution operator χr0,8q˚ :
Lp,νpR;Xq Ñ Lp,νpR;Xq is continuous with operator norm equal to 1ν . Moreover, it holds`
χr0,8q˚
˘´1 “ Bν.
Proof. Let φ P C8c pR;Xq. Then we have, invoking Young’s inequality, that
∣
∣χr0,8q ˚ φ
∣
∣
p,ν
“ ∣∣e´νm `χr0,8q ˚ φ˘∣∣p,0
“ ∣∣`e´νmχr0,8q˘ ˚ `e´νmφ˘∣∣p,0
ő
ż
R
∣
∣e´νtχr0,8qptq
∣
∣ dt
∣
∣e´νmφ
∣
∣
p,0
“ 1
ν
|φ|p,ν .
Now, for n P N and some x P X with |x| “ 1 define φnptq :“ 1n1{p eνmχr0,nsptqx for all t P R.
For n P N let un :“ χr0,8q ˚φn. It is easy to that unptq “ 1νn1{p
`
eνmintt,nu ´ 1˘x for all t P R
and that |φn| “ 1 for all n P N. Moreover, an easy computation shows that |un| Ñ 1ν as
nÑ8, for the details we refer to [20, Proposition 2.2].
The equality
`
χr0,8q˚
˘´1 “ Bν follows by differentiation of the convolution integral.
1The m in the expression e´νm serves as reminder of multiplication. We will frequently use this notation.
For instance, let φ : R Ñ R and ψ : R Ñ E for some vector space E. Then we define φpmqψ to be the
mapping
φpmqψ : RÑ E, t ÞÑ φptqψptq.
8
2.1 Definition of the time-derivative
Remark 2.3. If ν ă 0, then a similar result holds. The respective inverse, however, is now
given by
`´χp´8,0s˚˘´1.
Now, we are in the situation of our general solution theory with C “ Bν .
For convenience, we describe the space X´1pBνq in more detail. We let W 1p,νpR;Xq :“
X1pBνq.
Theorem 2.4. Assume that X is reflexive2. We have`
W 1q,´νpR;Xq
˘1 “ ´Lp,νpR;X 1q; ∣∣B´1ν ¨∣∣p,ν r¯,
in the sense of the dual pairing
Lp,νpR;X 1q ˆ Lq,´νpR;Xq Q pφ, ψq ÞÑ
ż
R
xφptq, ψptqyX1,Xdt “: xφ, ψy0,0.
Proof. Let φ P Lp,νpR;X 1q be such that |B´1ν φ| “ 1. Then, for ψ P W 1q,´νpR;Xq with
|B´νψ|q,´ν “ 1 we have
|xφ, ψy0,0| “ |xBνB´1ν φ, ψy0,0|
“ | ´ xB´1ν φ, B´νψy0,0|
“ |xe´νmB´1ν φ, eνmB´νψy0,0|
ő ∣∣e´νmB´1ν φ
∣
∣
p,0
|eνmB´νψ|q,0 “ 1.
This establishes the continuity of ι : Lp,νpR;X 1q Ñ W 1q,´νpR;Xq1, f ÞÑ f with norm less
than or equal to 1. Now, since Lq,0pR;Xq1 “ Lp,0pR;X 1q by the reflexivity of X , we find rψ
in the unit ball of Lq,0pR;X 1q such that xe´νmB´1ν φ, rψy0,0 “ 1. Defining ψ :“ ´B´1´νpeνmq´1 rψ,
we get that |ψ|q,´ν,1 “ 1. Thus, ι is isometric.
It remains to prove that Lp,νpR;X 1q is dense in
`
W 1q,´νpR;Xq
˘1
. Let φ be a continuous
linear functional on
`
W 1q,´νpR;Xq
˘1
vanishing on Lp,νpR;X 1q. By the reflexivity of X , we
deduce that φ PW 1q,´νpR;Xq. Hence, φ “ 0.
For our general solution theory the following corollary will be useful.
Corollary 2.5. Let ℓ P t1, 0,´1u and ν P Rzt0u and assume X to be reflexive. Then, we
have
W´ℓq,´νpR;X 1q1 “ W ℓp,νpR;Xq.
Proof. The result is clear as a consequence of Theorem 2.4.
2Note that, as a consequence, we have for any σ-finite measure space pΩ, µq the property Lppµ;Xq
1 “
Lqpµ;X
1q (cf. [8, p. 82: Corollary 4 and p.98: Theorem 1]). With the help of [8, p. 98: Theorem 1], it
thus suffices to assume that X 1 has the Radon-Nikodym property.
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2 The reflexive case – delay differential equations in Lp-spaces
2.2 Solution theory
We restate the basic solution theory in our particular situation. However, we shall restrict
ourselves to a particular form of right-hand sides. We will need the following types of
additional test function spaces:
C8,`c pR;Xq :“ tφ;φ indefinitely differentiable, sup supp φ ă 8, Dn P N : supp φpnq compactu
and
C8,`c pR;Xq1 :“ tu : C8,`c pR;Xq Ñ K; u linearu.
We note here that we do not assume any specific continuity property of the functionals in
C8,`c pR;Xq1. The particular continuity property will be assumed in the following definition.
Definition 2.6 (eventually pk, ℓq-contracting). Let k, ℓ P t1, 0,´1u and let Y be a re-
flexive Banach space. A mapping F : C8c pR;Xq Ñ C8,`c pR; Y 1q1 is called eventually
pk, ℓq-Lipschitz continuous if the following assumptions are satisfied:
• there exists ν0 ą 0 such that for all ν ŕ ν0 we have F p0q PW´ℓq,´νpR; Y 1q1,
• there exists ν1 ą 0 and C ą 0 such that for all ν ŕ ν1, u, v P C8c pR;Xq, φ P
C8,`c pR; Y 1q we have
|F puqpφq ´ F pvqpφq| ő C |φ|
W´ℓq,´νpR;Y 1q |u´ v|W kp,νpR;Xq .
For an eventually pk, ℓq-Lipschitz continuous mapping F , we denote by Fν its Lipschitz
continuous extension from W kp,νpR;Xq to W ℓp,νpR; Y q. Moreover, denote by |Fν |Lip the
infimum over all possible Lipschitz constants for Fν . We call F eventually pk, ℓq-contracting
if lim supνÑ8|Fν |Lip ă 1.
Theorem 2.7 (Lp-solution theory). Let X be reflexive and let F : C
8
c pR;Xq Ñ C8,`c pR;X 1q1
be p0,´1q-contracting. Then, for ν large enough, the equation
Bνu “ Fνpuq
admits a unique solution u P Lp,νpR;Xq.
Proof. This result is a special case of Theorem 1.1.
Remark 2.8. The analogous result also holds for p1, 0q-contracting mappings. Moreover,
since the norm of B´1ν as a mapping from Lp,ν into itself is bounded by 1ν , we also get a
solution theory for p0, 0q- and p1, 1q-Lipschitz mappings, cf. [14, Corollary 3.4].
As causality is a characterizing feature of time-evolution, we are particularly interested in
establishing causality of the solution operator.
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2.2 Solution theory
Definition 2.9 (Causality). Let E, F be vector spaces. A mappingW : DpW q Ň ER Ñ FR
is called causal if for all x, y P DpW q and t P R we have
χRătpmqpx´ yq “ 0ñ χRătpmqpW pxq ´W pyqq “ 0.
Similar to [14, Definition 4.3], we have to define a notion of distributional integrals or
distributional convolutions.
Definition 2.10. Let w P C8,`c pR;Xq1. Then we define
χr0,8q ˚ w : C8,`c pR;Xq Ñ K, φ ÞÑ wpχp´8,0s ˚ φq.
Remark 2.11. Assume that X is reflexive. For w P W´1p,ν pR;Xq we have that χr0,8q ˚ w “
B´1ν w. Indeed, by Theorem 2.4, we have w P W 1q,´νpR;X 1q1 and thus, for φ P C8,`c pR;X 1q,
we get that
χr0,8q ˚ wpφq “ wpχp´8,0s ˚ φq “ wp´B´1´νφq “ xw,´B´1´νφy0,0 “ xB´1ν w, φy0,0 “ B´1ν wpφq.
Theorem 2.12 (Causality). Assume that X is reflexive. Let F : C8c pR;Xq Ñ C8,`c pR;X 1q1
be p0,´1q contracting. Then B´1ν F is causal.
Proof. The proof follows essentially along the lines of [14, Theorem 4.5]. Since we are,
however, dealing with a Banach space setting here, the arguments are more delicate and
thus worth recalling in detail. Let t P R, ν1 such that |Fν |Lip ă 1 for all ν ŕ ν1. Let
φ P C8pRq be bounded. For ν ŕ ν1 and v P C8c pR;Xq and ψ P C8,`c pR;X 1q with
sup suppψ ő t we compute
∣
∣B´1ν1 Fν1pvqpψq ´ B´1ν1 Fν1pφpmqvqpψq
∣
∣ “ ∣∣χr0,8q ˚ F pvqpψq ´ χr0,8q ˚ F pφpmqvqpψq
∣
∣
“ ∣∣B´1ν Fνpvqpψq ´ B´1ν Fνpφpmqvqpψq
∣
∣
“ ∣∣Fνpvqp´B´1´νψq ´ Fνpφpmqvqp´B´1´νψq
∣
∣
ď ∣∣´B´1´νψ
∣
∣
W 1q,´νpR;X1q
|v ´ φpmqv|Lp,νpR;Xq .
“ |ψ|Lq,´νpR;X1q |v ´ φpmqv|Lp,νpR;Xq
ď |ψ|Lq,0pR;X1q eνt |v ´ φpmqv|Lp,νpR;Xq .
By continuity, we deduce that
∣
∣B´1ν1 Fν1pvqpψq ´ B´1ν1 Fν1pχRătpmqvqpψq
∣
∣ ő |ψ|Lq,0pR;X1q eνt
ˆż 8
t
|vpτq|p e´pντdτ
˙ 1
p
“ |ψ|Lq,0pR;X1q
ˆż 8
0
|vpτ ` tq|p e´pντdτ
˙ 1
p
.
Hence, letting ν Ñ8, we get the assertion.
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2 The reflexive case – delay differential equations in Lp-spaces
Theorem 2.13 (Independence of ν). Assume that X is reflexive. Let F : C8c pR;Xq Ñ
C8,`c pR;X 1q1 be p0,´1q-contracting. Let ν1 P Rą0 be such that |Fν |Lip ă 1 for all ν ŕ ν1.
Let ν2 ŕ ν1. Then, if wν1, wν2 satisfy
Bν1wν1 “ Fν1pwν1q and Bν2wν2 “ Fν2pwν2q,
we have wν1 “ wν2.
Proof. The proof follows the ideas of the proof of [14, Theorem 4.6]: Let t P R, ν P Rŕν1.
Denoting by wν the solution of
Bνwν “ Fνpwνq PW´1p,ν pR;Xq,
we recall wν P Lp,νpR;Xq. Moreover, we have due to Theorem 2.12
χRăt pmqwν “ χRăt pmq B´1ν Fν pwνq
“ χRăt pmq B´1ν Fν pχRăt pmqwνq .
Then, as B´1ν1 Fν1 coincides with B´1ν2 Fν2 on C8c pR;Xq and as an approximating sequence of
C8c pR;Xq-functions for χRătpm0qwν2 can be chosen to converge in both Lp,ν1pR;Xq and
Lp,ν2pR;Xq, we arrive at
χRătpmqB´1ν2 Fν2pχRătpmqwν2q “ χRătpmqB´1ν1 Fν1pχRătpmqwν2q.
Hence,
|χRătpmqpwν1 ´ wν2q|Lp,ν1 pR;Xq
“ ∣∣χRătpmqpB´1ν1 Fν1pχRătpmqwν1q ´ B´1ν1 Fν1pχRătpmqwν2qq
∣
∣
Lp,ν1pR;Xq
ő ∣∣B´1ν1 Fν1pχRătpmqwν1q ´ B´1ν1 Fν1pχRătpmqwν2q
∣
∣
Lp,ν1 pR;Xq
ő |Fν1|Lip |χRătpmqpwν1 ´ wν2q|Lp,ν1 pR;Xq .
Since |Fν1|Lip ă 1 the assertion follows.
2.3 Examples of admissible delay differential equations
Before we illustrate the applicability of our abstract theorems, we introduce the notion of
having delay and of being amnesic for mappings from function spaces into function spaces.
Definition 2.14. Let E, F be vector spaces. A mapping W : DpW q Ň ER Ñ FR is called
amnesic if for all t P R, x, y P DpW q we have
χRątpmqpx´ yq “ 0ñ χRątpmqpW pxq ´W pyqq “ 0
W is said to have delay if W is not amnesic.
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2.3 Examples of admissible delay differential equations
We shall give some examples of mappings having delay.
Example 2.15 (Discrete delay). For θ P R we define τθ : Lp,νpR;Xq Ñ Lp,νpR;Xq, f ÞÑ
pt ÞÑ fpt` θqq. It is easy to see, that τθ is not causal for θ ą 0, whereas it is amnesic. For
θ ă 0, τθ is causal and has delay. For convenience, we compute the operator norm of τθ.
For f P C8c pR;Xq, we have
|τθf |
p
p,ν “
ż
R
|fpt` θq|pX e´pνtdt “
ż
R
|fpt` θq|pX e´pνpt`θqdt epνθ “ |f |pp,ν epνθ.
Thus, ‖τθ‖ “ eνθ.
Example 2.16 (Continuous delay). The mapping Θ : Lp,νpR;Xq Ñ Lp,νpR;LppRă0;Xqq
φ ÞÑ φp¨q :“ pt ÞÑ pθ ÞÑ φpt ` θqqq clearly has delay. We compute its operator norm. For
f P C8c pR;Xq, we have
|Θf |pp,ν “
ż
R
ż
Ră0
|fpt` θq|pX dθe´pνtdt
“
ż
Ră0
ż
R
|fpt` θq|pX e´pνpt`θqdt epνθdθ
“
ż
Ră0
|f |pp,ν e
pνθdθ
“ |f |pp,ν
1
pν
.
Hence, ‖Θ‖ “ 1p?pν .
To incorporate initial value problems, it is convenient to have an adapted point trace result.
Theorem 2.17 (Sobolev embedding). For ν P Rzt0u, define
CνpR;Xq :“
 
f : R Ñ X ; f continuous,
|f |ν,8 :“ supt
∣
∣e´νtfptq∣∣
X
; t P Ru ă 8, e´νtfptq Ñ 0ptÑ ˘8q
)
.
We endow CνpR;Xq with the norm |¨|ν,8 such that it becomes a Banach space. The mapping
ι : C8c pR;Xq Ň W 1p,νpR;Xq Ñ CνpR;Xq, f ÞÑ f
is continuous.
Proof. We shall only prove the case ν ą 0. The case ν ă 0 can be dealt with similarly.
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2 The reflexive case – delay differential equations in Lp-spaces
Let f P C8c pR;Xq and s, t P R, s ă t. Then
|fptq ´ fpsq| ő
ż t
s
|Bνfpξq| dξ
“
ż t
s
|Bνfpξq| e´νξeνξdξ
ő
ˆż t
s
|Bνfpξq|p e´pνξdξ
˙ 1
p
ˆż t
s
eqνξdξ
˙ 1
q
ő |f |1,ν,p
ˆ
1
qν
`
eqνt ´ eqνs˘˙ 1q .
Letting sÑ ´8 in this inequality, we arrive at
e´νt |fptq| ő 1
q
?
qν
|f |1,ν,p ,
which gives the continuity result.
By the aforementioned theorem, ι can be uniquely continuously extended to W 1p,νpR;Xq.
As the extension of ι is the extension of the identity mapping, we omit ι in the following, and
choose, without giving explicit reference to it, the continuous representer of a W 1p,νpR;Xq-
function. (It is easy to see that the continuous extension is one-to-one.)
Now, we have all the tools at hand to apply our general solution theory to a number of
example cases.
Example 2.18 (Initial value problems, cf. [14, Theorem 5.4]). Let ν ą 0, u0 P X . Let F
be p0, 0q-Lipschitz and such that F pφq “ 0 for all φ P C8c pR;Xq with suppφ Ň p´8, 0s.
Then the equation3
Bνu “ Fνpuq ` δu0
admits a unique solution u P Lp,νpR;Xq and such that u ´ χRą0pmqu P W 1p,νpR;Xq and
up0`q “ u0 if ν is chosen sufficiently large.
Unique existence of u follows from our general solution theory. The remaining facts follow
from the representation
u´ χRą0pmqu “ u´ B´1ν δu0 “ B´1ν F puq
and causality of B´1ν Fν .
3By Theorem 2.17, we have that the point evaluation at 0, denoted by δ, is an element of W´1
p,ν
. For a
Banach space element u0 we write δu0 for the derivative of the map t ÞÑ χr0,8qptqu0. Thus, in this
sense it holds δu0 PW
´1
p,ν
pR;Xq.
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Example 2.19 (Finite discrete delay). Let θ1, . . . , θn P Rő0 be distinct, and let Φ :
C8c pR;Xnq Ñ C8,`c pR;X 1q1 be p0,´1q-contracting. Then, for ν sufficiently large, the
equation
Bνu “ Φνpτθ1u, ¨ ¨ ¨ , τθnuq
admits a unique solution u P Lp,νpR;Xq.
It suffices to observe that the operator norm of
Θ : Lp,νpR;Xq Ñ Lp,νpR;Xnq, f ÞÑ pτθ1f, . . . , τθnfq
can be estimated arbitrarily close to 1, if ν was chosen sufficiently large.
Example 2.20 (Continuous delay). Let Φ : C8c pR;LppRă0;Xqq Ñ C8,`c pR;X 1q1 be p0,´1q-
Lipschitz. Then, for ν sufficiently large, the equation
Bνu “ Φνpup¨qq
admits a unique solution, if ν is chosen sufficiently large.
The assertion follows from the Example 2.16, where we estimated the operator norm of
the mapping φ ÞÑ φp¨q in the weighted spaces under consideration.
Example 2.21 (Neutral differential equations). Let Φ : C8c pR;LppRă0;Xq2q Ñ C8,`c pR;X 1q1
be p0, 0q-Lipschitz. Then the equation
Bνu “ Φpup¨q, pBνuqp¨qq
admits a unique solution u PW 1p,νpR;Xq, if ν was chosen large enough.
Consider the mapping
Θ :W 1p,νpR;Xq Ñ Lp,νpR;LppRă0;Xq2q, f ÞÑ pfp¨q, pBνfqp¨qq.
Note that the operator norm of W 1p,νpR;Xq Ñ Lp,νpR;Xq2, f ÞÑ pf, Bνfq is bounded if
ν Ñ 8 and that the mapping Lp,νpR;Xq Q f ÞÑ fp¨q P Lp,νpR;LppRă0;Xqq has operator
norm tending to 0 if ν Ñ 8, by the aforementioned example. We deduce that Θ is
eventually p1, 0q-contracting, with arbitrarily small operator norm and that the map Φ˝Θ
is eventually p1, 0q-contracting. Hence, our general solution theory applies.
In the following, we will treat some more concrete examples form the literature.
Example 2.22. The following example has been considered in [3, 4, 12] and the references
therein. Let B P L1pRą0;Rnˆnq, pAjqj P ℓ1pN;Rnˆnq, ptjqj P RNě0 and let f P LppR;Rnq
be such that the support is bounded from below. Consider the problem of finding x P
Lp,νpR;Rnˆnq such that
Bνx “
8ÿ
j“0
Ajτ´tjx`B ˚ x` f.
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The unique existence of x follows by observing that the operator
F : Lp,νpR;Rnq Ñ Lp,νpR;Rnq
x ÞÑ
˜ 8ÿ
j“0
Ajτ´tjx`B ˚ x
¸
is Lipschitz continuous. Indeed, Young’s inequality ensures |B ˚ x| ď |B|L1 |x| for all
x P Lp,νpR;Rnq. The first term we estimate as follows. Let x P Lp,νpR;Rnq. Then
∣
∣
∣
∣
∣
8ÿ
j“0
Ajτ´tjx
∣
∣
∣
∣
∣
ď
8ÿ
j“0
|Aj | |x| “ |pAjqj|ℓ1 |x|
In [5] the oscillations of possible solutions to the following problem are discussed.
Example 2.23. Let k P N, n P Ną0 and for j P t0, . . . , ku let pj : R Ñ R be continuous
and bounded and σj P Rą0. Let f P LppRq with support bounded from below and consider
the following neutral differential equation of n’th order
px´ p0pmqτ´σ0xqpnq “
kÿ
j“1
pjpmqτ´σjx` f.
For ν P Rą0, we may equally discuss
Bnν px´ p0pmqτ´σ0xq “
kÿ
j“1
pjpmqτ´σjx` f.
The latter is the same as
x “ B´nν
˜
kÿ
j“1
pjpmqτ´σjx
¸
` Bνp0pmqτ´σ0x` B´nν f.
We observe that this is a fixed point problem, which admits a unique solution for ν large
enough. Indeed, the operator norm of˜
B´nν
˜
kÿ
j“1
pjpmqτ´σj
¸
` p0pmqτ´σ0
¸
: Lp,νpRq Ñ Lp,νpRq
can be estimated by
∥
∥
∥
∥
∥
B´nν
˜
kÿ
j“1
pjpmqτ´σj
¸
` p0pmqτ´σ0
∥
∥
∥
∥
∥
ď
∥
∥
∥
∥
∥
B´nν
˜
kÿ
j“1
pjpmqτ´σj
¸∥
∥
∥
∥
∥
` ‖p0pmqτ´σ0‖
ď 1
νn
kÿ
j“1
|pj |8 expp´σjνq ` |p0|8 expp´σ0νq,
which is eventually less than 1 if ν is large enough. Note that for having a solution theory,
the continuity of the pj’s was not needed.
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A different class of neutral differential equations, which was considered in [9, 10] is as
follows. We shall treat the Hilbert space case here for convenience.
Example 2.24. Let H be a Hilbert space and M,L P LpL2pRă0;Hq;Hq. Consider the
following equation
pt ÞÑMxtq1 “ pt ÞÑ Lxtq ` f, (1)
where f P L2pR;Hq with support bounded from below is given. Our space-time approach
prerequisites the consideration of the operator
Θ : C8c pR;Hq Ñ C8c pR;L2pRă0;Hqq, φ ÞÑ φp¨q
in a slightly different version than before. We note that for φ P C8c pR;Hq and ν P Rą0, we
have
BνΘφ “ ΘBνφ. (2)
For any ν P Rą0 there is a continuous extension Θν as a mapping from L2,νpR;Hq to
L2,νpR;L2pRă0;Hqq. Moreover, for all x P L2,νpR;Hq we have
xΘx,Θxy “ 1
2ν
xx, xy.
This equality yields the closedness of the range of Θν . Continuous extension of (2) for
all φ P W 12,νpR;Hq yields that Bν leaves RpΘνq invariant. Furthermore, we have the same
property for B´1ν . Hence, our perspective on (1) is the following. Consider
BνMpΘνxq “ LΘνx` f.
By the continuous invertibility of Θ and the intertwining relation (2), this is the same as
to consider
BνΘνMpΘνxq “ ΘνLΘνx`Θνf.
Assume Mν : RpΘνq Ñ RpΘνq, y ÞÑ ΘνMy to be continuously invertible. Therefore, we
formulate the equation as follows
BνΘνMpyq “ ΘνLy `Θνf.
for y P RpΘνq. Now, our general solution theory applies to the equation
Bνy “ Θν
`
LM´1ν y ` f
˘
.
This yields a unique solution y P RpΘνq. The solution of equation (1) is then given by
x “ Θ´1ν M´1ν y.
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3 The non-reflexive case – spaces of continuous
functions
In this section, we will describe how to adapt the general solution theory of Section 1 to
the non-reflexive setting. The main difficulty to overcome is to give appropriate meaning
to “eventually pk, ℓq-Lipschitz continuous” in order to state a coherent theory. For the
whole section, let X be a Banach space. We focus here on the L8-norm, we could, how-
ever, also treat the case of L1-functions. As the case of L1 is a hybrid of distributional
derivatives similar to the previous part and the issues resulting from the non-reflexivity of
the underlying space as discussed in the following sections, we only consider the L8-norm
here.
3.1 The time-derivative
The distributional time-derivative as presented in Section 2 cannot be used in the straight-
forward way by choosing L8 as underlying space, since the (distributional) time-derivative
would not be densely defined anymore. Thus, we consider the more or less classical way of
discussing delay differential equations and use the space of Banach space valued continu-
ous functions CνpR;Xq, which we have already defined in Theorem 2.17, as the underlying
space.
Definition 3.1. For ν P R, define Bν : C1νpR;Xq Ň CνpR;Xq Ñ CνpR;Xq, f ÞÑ f 1, where
C1νpR;Xq :“ tf P CνpR;Xq; f 1 P CνpR;Xqu.
Proposition 3.2. Let ν P Rzt0u. Then 0 P ̺pBνq, B´1ν fptq “
şt
´8 fpτqdτ (t P R, ν ą 0)
and ‖B´1ν ‖ “ 1|ν| .
Proof. For f P C8c pR;Xq and ν ą 0, we compute
∣
∣
∣
∣
e´νt
ż t
´8
fpτqdτ
∣
∣
∣
∣
“
∣
∣
∣
∣
ż t
´8
e´νt`ντfpτqe´ντdτ
∣
∣
∣
∣
ő
ż t
´8
e´νt`ντdτ |f |CνpR;Xq “
1
ν
|f |CνpR;Xq .
In order to see the remaining inequality, for n P N take a function φn P C8c pRq such that
0 ő φn ő 1 and φn “ 1 on r´n, ns. Let x P X with |x| “ 1 and define fnptq :“ eνtφnptqx
for n P N,t P R. Note that |fn|CνpR;Xq ő 1 for all n P N. Moreover, observe that for n P N
we have
supt∣∣e´νtpB´1ν fnqptq
∣
∣ ; t P Ru ŕ e´νn
ż n
´n
eντdτ
“ 1
ν
e´νn
`
eνn ´ e´νn˘
“ 1
ν
`
1´ e´2νn˘Ñ 1
ν
pnÑ8q.
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This yields ‖B´1ν ‖ ŕ 1ν . The case ν ă 0 is similar.
Hence, Bν is a possible choice for C in the basic solution theory. Before, we state the
solution theory also in this case, we define eventually Lipschitz continuous mappings
to have a prototype of right-hand sides at hand. We denote Ckν pR;Xq :“ XkpBνq for
k P t1, 0,´1u. Due to the non-reflexivity of CνpR;Xq, we cannot define eventual Lip-
schitz continuity for mappings with values in a space of linear functionals. Instead of
characterizing the negative extrapolation spaces as suitable duals, we introduce the space
C´8pR;Xq :“
Ť
νPRą0 C
´1
ν pR;Xq. In order to compare elements of “negative” spaces for
different parameters ν, we define the following equality relation between these elements:
For φ P C´1ν pR;Xq and ψ P C´1µ pR;Xq we define
φ “ ψ :ô B´1ν φ “ B´1µ ψ.
Remark 3.3. Let φ P C´1ν pR;Xq, ψ P C´1µ pR;Xq with φ “ ψ. Then there exists a sequence
p̺nqnPN in C8c pR;Xq such that ̺n Ñ φ in C´1ν pR;Xq and ̺n Ñ ψ in C´1µ pR;Xq as nÑ8.
Indeed, let pγnqnPN P C8c pRqN be a mollifier and define r̺n :“ γn ˚ B´1ν φ P CνpR;Xq X
CµpR;Xq. Then we obtain, due to the continuity of the translation operator
r0, 1s Q s ÞÑ pf ÞÑ fp¨ ` sqq P LpCνpR;Xqq
for each ν P Rą0, that r̺n Ñ B´1ν φ in CνpR;Xq and CµpR;Xq as n Ñ 8. For k P N let
now χk P C8c pRq such that 0 ď χk ď 1 and χk “ 1 on p´k, kq. Then an easy computation
shows χk r̺n Ñ r̺n in CνpR;Xq and CµpR;Xq as k Ñ8. Hence, we find a strictly increasing
sequence pknqn of integers such that p̺nqn :“ ppχkn r̺nq1qn has the desired properties.
Definition 3.4 (eventually pk, ℓq-contracting). Let k, ℓ P t1, 0,´1u and let Y be a Ba-
nach space. A mapping F : C8c pR;Xq Ñ C´8pR; Y q is called eventually pk, ℓq-Lipschitz
continuous if the following assumptions are satisfied:
• there exists ν0 ą 0 such that for all ν ŕ ν0 we have F p0q P C´1ν pR; Y q,
• there exists ν1 ą 0 and C ą 0 such that for all ν ŕ ν1, u, v P C8c pR;Xq we have
|F puq ´ F pvq|CℓνpR;Y q ő C |u´ v|Ckν pR;Xq .
For an eventually pk, ℓq-Lipschitz continuous mapping F , we denote by Fν its Lipschitz
continuous extension from Ckν pR;Xq to CℓνpR; Y q. Moreover, denote by |Fν |Lip the infimum
over all possible Lipschitz constants for Fν . We call F eventually pk, ℓq-contracting if
lim supνÑ8|Fν |Lip ă 1.
Remark 3.5. Note that for a pk, ℓq-Lipschitz continuous mapping we have F rC8c pR;Xqs ŇŞ
νŕν0 C
´1
ν pR;Xq for some ν0 ą 0, where the intersection is understood with respect to the
equality relation defined above.
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Theorem 3.6 (Solution theory). Let F : C8c pR;Xq Ñ C´8pR;Xq be p0,´1q-contracting.
Then there exists a unique solution u P CνpR;Xq of the equation
Bνu “ Fνpuq
if ν is chosen sufficiently large.
Proof. Clear.
Remark 3.7. The latter theorem also extends to the case of p1, 0q-contracting. Moreover,
similar to Section 2 and due to Proposition 3.2, we also have a solution theory for p0, 0q-
or p1, 1q-Lipschitz continuous mappings, which is the common situation.
Theorem 3.8 (Causality). Let F : C8c pR;Xq Ñ C´8pR;Xq be p0,´1q-contracting. Then
B´1ν Fν is causal if ν is chosen sufficiently large.
Proof. Let ν0 P Rą0 be such that F admits a Lipschitz-continuous extension for all ν ŕ ν0.
Let τ P R and let φ P C8pRq be such that 0 ő φ ő 1, φpsq “ 0 for s ŕ τ and φptq “ 1 for
t ő τ´ε for some ε P Rą0. We show that B´1ν Fνpvqptq “ B´1ν Fνpφpmqvqptq for v P C8c pR;Xq
and t ő τ ´ ε. Let ψ P C8c pR;X 1q be such that sup suppψ ő τ ´ ε. We compute for
v P C8c pR;Xq and η ŕ νż
R
∣
∣xB´1ν Fνpvq ´ B´1ν Fνpφpmqvq, ψy
∣
∣
ő
ż
R
∣
∣B´1ν Fνpvq ´ B´1ν Fνpφpmqvq
∣
∣ |ψ| “
ż
R
∣
∣B´1η Fηpvq ´ B´1η Fηpφpmqvq
∣
∣ |ψ|
ő ∣∣B´1η Fηpvq ´ B´1η Fηpφpmqvq
∣
∣
8,η
ż τ´ε
´8
|ψptq| eηtdt
ő |p1´ φpmqqv|8,η
ż τ´ε
´8
|ψptq| eηtdt
ő supt∣∣e´ηtvptq∣∣ ; τ ´ ε ő t ă 8u
ż τ´ε
´8
|ψptq| eηtdt
“ supt∣∣e´ηpt`τ´εqvpt` τ ´ εq∣∣ ; 0 ő t ă 8u
ż 0
´8
|ψpt ` τ ´ εq| eηpt`τ´εqdt
“ supt∣∣e´ηtvpt` τ ´ εq∣∣ ; 0 ő t ă 8u
ż 0
´8
|ψpt ` τ ´ εq| eηtdt
Ñ 0 pη Ñ8q,
where in the third line we have used the definition of equality of elements in C´1ν pR;Xq
and C´1η pR;Xq. Thus,
supt∣∣B´1ν Fνpvqptq ´ B´1ν Fνpφpmqvqptqe´νt
∣
∣ ;´8 ő t ő τ ´ εu “ 0.
This yields causality.
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Theorem 3.9 (Independence of ν ). Let F : C8c pR;Xq Ñ C´8pR;Xq be p0,´1q-contracting
and ν0 ą 0 such that |Fν |Lip ă 1 for each ν ŕ ν0. Let ν ŕ µ ŕ ν0 and let vν P CνpR;Xq, vµ P
CµpR;Xq denote the solutions of the equations
Bνvν “ Fνpvνq and Bµvµ “ Fµpvµq,
respectively. Then vν “ vµ.
Proof. Let t P R and let φ P C8pRq be such that 0 ő φ ő 1 and φpsq “ 0 for s ŕ t and
φpsq “ 1 for s ő t ´ ε for some ε ą 0. Note that for w P CνpR;Xq we have φpmqw P
CµpR;Xq with |φpmqw|µ,8 ď epν´µqt|φpmqw|ν,8. Hence, B´1ν Fνpφpmqvνq “ B´1µ Fµpφpmqvνq,
since we can approximate φpmqvν by the same sequence of test functions in both spaces
CνpR;Xq and CµpR;Xq. Hence, we obtain by using the causality of B´1ν Fν
|χRăt´εpmqpvν ´ vµq|8,µ “ |χRăt´εpmqpB´1ν Fνpφpmqvνq ´ B´1µ Fµpφpmqvµqq|8,µ
“ |χRăt´εpmqpB´1µ Fµpφpmqvνq ´ B´1µ Fµpφpmqvµqq|8,µ
ď |Fµ|Lip |φpmqvν ´ φpmqvµ|8,µ.
ď |Fµ|Lip |χRătpmqpvν ´ vµq|8,µ.
Thus, we get χRătpmqvν “ χRătpmqvµ for each t P R and hence, vν “ vµ.
3.2 Examples
Let us describe the space C´8pR;Rq :“ C´8pRq in more detail. Let µ be a Borel measure
on R such that for some ν ą 0 we have t ÞÑ µpp´8, tsq P CνpRq. Then µ P C´1ν pRq. Indeed,
let pgnqn be a C8c pRq sequence approximating µpp´8, ¨sq in CνpRq. Then g1n converges to
µ in C´1ν pRq. Moreover, the derivative applied to µpp´8, ¨sq is just the distributional
derivative: Let φ P C8c pRq then we have for n P Nż
R
g1nφ “ ´
ż
R
gnφ
1 Ñ ´
ż
R
ż t
´8
dµpsqφ1ptqdt “ ´
ż
R
ż 8
s
φ1ptqdt dµpsq “
ż
R
φ dµ.
A particular instance of such measures are bounded measures with support bounded below
and a continuous cumulative distribution function. As a non-trivial example we mention
the derivative of the “devil’s staircase”.
Another example is the derivative of the function f : x ÞÑ χr0,8q cospπxqx. Since f is of
unbounded variation, its derivative (x ÞÑ cospπ
x
q ` sinpπx q
x
π) is not a Borel measure.
Example 3.10 (IVP for ODE). Let F : DpF q Ň XR Ñ C´8pR;Xq with F pφq “ 0 for
each φ P C8c pR;XqpŇ DpF qq with supp φ Ň p´8, 0q. We assume that for every x P X the
mapping
Gx : C
8
c pR;Xq Ñ C´8pR;Xq
φ ÞÑ F pφ` χr0,8qxq
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is p0,´1q-contracting. Then, by Theorem 3.6, we find for every up0q P X a unique solution
v P CνpR;Xq of the equation
Bνv “ Gup0qpvq.
Moreover, due to causality, v is supported on r0,8q. We define u :“ v ` χr0,8qup0q P
C´1ν pR;Xq, which solves the equation 9u “ F puq on the half axis Rą0. Furthermore, v “
u´ χr0,8qup0q is continuous and thus, 0 “ vp0´q “ vp0`q “ up0`q´ up0q, which gives that
u satisfies the initial condition up0`q “ up0q.
Remark 3.11 (Nemitzkii-operator). The mapping F : φ ÞÑ pt ÞÑ fpφptqqq for some Lipschitz
continuous f : X Ñ X satisfies the assumptions from the previous example.
Example 3.12. Let H be a Hilbert space. Let T,K P LpHq. Consider the initial value
problem: #
9Sptq “ TSptq ´ SptqT , t ą 0,
Sp0q “ K.
The latter equation has a unique continuous solution S : Rŕ0 Ñ LpHq. Indeed, consider
the operator
r¨, T s : LpHq Ñ LpHq, S ÞÑ TS ´ ST.
The latter is a continuous mapping with norm bounded by 2 ‖T‖. Considering GK as
above with F pφq :“ pt ÞÑ rφptq, T sq for functions φ : R Ñ LpHq, we are in the situation of
Example 3.10.
Similarly to Section 2, we are now in the position to discuss several delay type equations.
For sake of brevity we shall only list the operators involved and compute their operator
norms.
Example 3.13. The operator τθ : CνpR;Xq Ñ CνpR;Xq, f ÞÑ fp¨ ` θq has operator norm
eνθ, which can be read off from the following. From
e´νtfpt` θq “ eνθe´νpt`θqfpt` θq
for t P R and f P C8c pR;Xq, we see that ‖τθ‖ “ eνθ.
Example 3.14. The operator CνpR;Xq Q φ ÞÑ φp¨q P CνpR;CbpRă0;Xqq has norm bounded
by 1. Indeed, for t P R and φ P C8c pR;Xq we compute
∣
∣φptq
∣
∣
CbpRă0;Xq “ sup
θPRă0
|φpt` θq| “ sup
θPRă0
∣
∣φpt` θqe´νpt`θq∣∣ eνpt`θq ő |φ|ν,8 eνt.
Remark 3.15. Note that φ ÞÑ φp¨q is not a strict contraction for ν large as it has been in
the Lp-case. Hence, in order to solve equations of the form
Bνu “ Fνpup¨qq
Fν needs to be p0,´1q-contracting. So, Lipschitz-continuity does not suffice to establish a
well-posedness theorem, at least in the continuous case. Moreover, note that this perspec-
tive also effects neutral differential equations of the form Bνu “ Fνpup¨q, pBνuqp¨qq for suitable
F . In that case one has to assume that F is p0, 0q-contracting and not only p0, 0q-Lipschitz.
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