Abstract. Generalizing techniques that prove that Veronese subrings are Koszul, we show that Rees and multi-Rees algebras of certain types of principal strongly stable ideals are Koszul. We provide explicit Gröbner basis for the defining ideals of these multi-Rees algebras with squarefree initial monomials, to show that they are also normal Cohen-Macaulay domains.
generated by principal strongly stable sets, and lex-segments, also possess a squarefree Gröb-ner basis according to a different monomial ordering.
Strongly stable ideals play a pivotal role on computational commutative algebra because they are in correspondance with Borel-fixed ideals when char(K) = 0, and this fact links their study to that of generic initial ideals and their extremal properties as seen in Galligo [Gal74] , Bayer and Stillman [BS87] , [BS87b] , Eliahou and Kervaire [EK90] and Conca [Con04] . In their paper, Francisco, Mermin and Schweig [FMS11] study many properties of strongly stable ideals, amongst them a combinatorial interpretation of the Betti numbers of principal strongly stable ideals in char(K) = 0 .
Recently, examples of Rees, and multi-Rees, algebras that are Koszul, Cohen-Macaulay normal domains, because of the G-quadratic condition, have surfaced: Rees Algebras of Hibi ideals, by Ene, Herzog and Mohammadi [EHM11] and the multi-Rees algebra of the direct sum of powers of the maximal ideal by Lin and Polini [LP13] .
In Section 1, we introduce the concept of monomial sets closed under comparability and use it to establish a monomial order that will allow ideals, generated by differences between incomparable products of monomials and their corresponding comparable product, to have squarefree quadratic Gröbner bases.
In Section 2, we prove that these squarefree quadratic Gröbner bases are the defining ideals for certain types of Rees and multi-Rees algebras, characterize sets closed under comparability in terms of principal strongly stable ideals and present examples of algebras that are Koszul Cohen-Macaulay normal domains that had not been previously considered.
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Preliminaries
Let S = K[X 1 , X 2 , . . . , X n ] be a polynomial ring over a field K. We consider the standard grading of S as a K-algebra, (i.e. S = i≥0 S i , with a K-basis for S i given by all monomials in S of degree i, denoted Mon(S i )). Additionally, we establish the following order for the elements of N 2 : given a, b ∈ N 2 , we say that a < lex b if the first nonzero entry of b − a is positive, and the following order for the variables of S, (X 1 > X 2 > · · · > X n ).
For a monomial u with deg(u) = d, we will use the standard factorization of u = X 
The new examples of Koszul, Cohen-Macaulay normal domains introduced in this paper mainly deal with Rees and multi-Rees algebras of ideals of S. For this reason we will recall their structure: Given ideals I 1 , I 2 , ..., I s ⊂ S, consider M = I 1 ⊕ I 2 ⊕ · · · ⊕ I s , the multi-Rees algebra of I 1 , . . . , I s over S, denoted R(M ), is the multigraded algebra:
We will restrict ourselves to the case where each I i is a homogeneous monomial ideal with minimal generators of a fixed degree d i , with the requirement
We will index the minimal homogeneous generators of I i in the following way u i1 > rev u i2 > rev · · · > rev u in i . And to ease notation in the latter parts of this paper we will let n 0 = n, and declare u 0j = X j for all 1 ≤ j ≤ n 0 .
Consider the following sets M = s i=0 {u ij : 1 ≤ j ≤ n i }, N = {u ij t i : 1 ≤ i ≤ s and 1 ≤ j ≤ n i }, and N = N ∪ {u 0j : 1 ≤ j ≤ n} . With this notation, we are able to define the following surjective map:
Given by Ψ(T ij ) = u ij t i for all u ij ∈ M, with 0 ≤ i ≤ s and 1 ≤ j ≤ n i and letting t 0 = 1.
Our first goal is to define properties on M so that KerΨ has a squarefree quadratic Gröbner basis.
by Y ijk .
An example of a set that is closed under comparability is presented now:
ideal I is principal strongly stable if its minimal monomial generating set is the principal strongly stable set for some u ∈ I. Consider the following principal strongly stable ideals
We can determine the surjective map onto the multi-Rees algebra of I 1 , I 2 , I 3 , I 4 over S, by defining the elements of M in the following manner:
The following Lemma is the central result of this section, the remainder of the section will be devoted to providing definitions and remarks that will allow for its proof. 
There is a monomial order < τ , such that the set
is a Gröbner basis for I = (G), and the underlined terms are initial terms according to < τ .
It is clear that (
In the next section we will prove that (G) = KerΨ.
We need to guarantee the existence of a monomial order, < τ , such that the underlined terms above are initial according to < τ first. For this purpose we will fix our attention on the concepts in the following definition.
To simplify notation we will assume that the coefficient of
. We say that → F is a Noetherian reduction relation if given any f ∈ S only a finite number of one step reductions modulo F can be carried out starting at f .
It is clear that if G is a Gröbner basis, then → G is a Noetherian reduction relation. Sturmfels wrote a partial converse for this statement using coherent markings.
Let F = {f 1 , f 2 , . . . , f p } be a set of polynomials such that there is a distinguished monomial m i ∈ supp(f i ). We say that the set F is marked coherently if there is a monomial ordering < τ such that m i = in <τ (f i ).
Theorem 1.6. A finite set F is marked coherently if and only if → F is a Noetherian reduction relation.
The proof of this statement appears in [Stu95, Chapter 3]. To prove that → G , with G as in Lemma 1.4, is a Noetherian reduction relation, we need to create a way to encode information for monomials in S . Let m ∈ Mon(S ), then m can be expressed as:
where, as usual,
We say that 
This indicates that the representation of the i th -level of m as a matrix is not unique, (it depends on the way that the product is expressed). To explain our choice of representation, we need to define the number of inversions of a c × d-matrix A, denoted e A , as
In other words, for every entry A ij , let e A,ij be the number of entries in A that are larger than A ij , and are located either to the right of A ij , or, in the same column (j-th column) as A ij , but below it; e A is the addition of the e A,ij over all the entries in A.
We say that a c
, and e B ≤ e B for all B obtained by permuting the rows of B. We will denote the set of all inversion minimal matrices with entries in S, and size c
With these stipulations in place, we realize a monomial m in S as a (s + 1)-tuple of inversion minimal matrices in 
We can realize what c m means in terms of the entries in any (s + 1)-tuple of matrices (A s , . . . , A 1 , A 0 ), with the property that A i is a matrix representation for the i th -level of m, (in particular, for a representation of m in terms of inversion minimal matrices (B If we consider the set M in Example 1.3, then 
(ii) If A is a matrix such that there are entries
and we consider the matrix A such that 
Since c m and c m are independent of whether their i th -levels are represented by inversion minimal matrices or not, we will consider representations (A r , . . . , A 1 , A 0 ) and (A r , . . . , A 1 , A 0 ) , for m and m respectively, such that Aˆi = A î forî = i, i , (A i )ĵk = (A i )ĵk and (A i )ĵk = (A i )ĵk wheneverĵ > 1, and, (
We will proceed to compare the contributions that the entries in (A s , . . . , A 1 , A 0 ) make to the comparability number of m against the contributions that the entries in the arrangement (A s , . . . , A 1 , A 0 ) make to the comparability number of m . (e) c m ,A i ,1γ (k) + c m ,A i ,1γ(k) < c m,A i ,1k + c m,A i ,1(d i −k+1) , whenever 1 ≤ k ≤ p. We will break down the explanation:
. This proves that if (A î )ĵk contributes to the growth of c m , On the other hand, for (ii) We will proceed to compare the contributions that the entries of A make to the number of inversions of A against the contributions that the entries of A make to the number of inversions of A . (a) e A ,ĵk = e A,ĵk whenever (k,ĵ) < lex (k 1 , j 1 ) or (k 2 , j 2 ) < lex (k,ĵ). Since after a permutation the entries A jk with (k,ĵ) < lex (k, j) become the entries A jk with (k,ĵ) < lex (k, j).
(c) e A ,j 1 k 1 + e A ,j 2 k 2 < e A,j 1 k 1 + e A,j 2 k 2 . We will break down the explanation:
This proves that if A ĵk contributes to the growth of e A ,j 1 k 1 + e A ,j 2 k 2 then Aĵk contributes to the growth of e A,j 1 
does not contribute to the growth of e A ,j 1 k 1 + e A ,j 2 k 2 , but A j 2 k 2 contributes to the growth of e A,j 1 k 1 + e A,j 2 k 2 .
Putting all the contributions together we obtain e A ,j 1 k 1 + e A ,j 2 k 2 < e A,j 1 k 1 + e A,j 2 k 2 as we wanted.
Adding all the inequalities and equalities described in (a), (b) and (c) together we obtain e A < e A . )ĥk}, and 
(1) i = A i , we can apply the exchange described above again, and after a finite number of exchanges we must obtain that B (η) i = A i , and then by Remark 1.7(ii), we have that
, as we wanted.
(iv) (⇒) We will proceed by contradiction. Assume m is completely reduced and that there are T ij and T i j that divide m such that u ij ⊀ u i j and u i j ⊀ u ij . Then, by either Remark 1.7(i) or Remark 1.7(iii), there is m such that (c m , e m ) < lex (c m , e m ), which implies that (c m , e m ) = (0, 0) contradicting the fact that m is completely reduced.
k is a representation of m by matrices and because of ( ), we get c m = 0 and e A i = 0, for all i. This means that A i is inversion minimal, implying (c m , e m ) = (0, 0), or equivalently, that m is completely reduced.
We will use the fact that the set {Ψ(m) : m ∈ Mon(S ), m completely reduced} is linearly independent over K. This is a direct consequence of the following lemma. 
This implies that the size of B 
This implies that the highest power of X˜i that divides Ψ(m ) is higher than the highest power of X˜i that divides Ψ(m), hence Ψ(m ) = Ψ(m), which is a contradiction.
We are now ready to prove Lemma 1.4.
Proof of Lemma 1.4. To guarantee the existence of a monomial order, < τ , such that the underlined terms in G are initial according to < τ , it is enough to prove that the reduction relation modulo G is Noetherian, by Theorem 1.6.
Let f ∈ S , we will define c f = m∈supp(f ) c m and e f = m∈supp(f ) e m and the level of reduction of f as (c f , e f ).
Let f be a one step reduction of f modulo G, Notice that:
If the reduction relation modulo G is not Noetherian, then there is an infinite set of polynomials {f, Hence → G is indeed Noetherian and the existence of < τ is guaranteed. Furthermore, by Remark 1.7(iv), iff is a remainder of f when dividing by G, then m ∈ supp(f ) if and only if m is completely reduced.
To prove that G is Gröbner basis with respect to < τ , index the elements of G as g 1 , g 2 , . . . , g κ , we will denote the S -polynomial of g i , g j by g i,j .
Letĝ i,j be a remainder of g i,j when divided by G. It is known that g i,j = (
. Applying Ψ on both sides of the equation, along with the fact that G ⊆ KerΨ, we obtain 0 = Ψ(ĝ i,j ). And this impliesĝ i,j = 0; for ifĝ i,j = 0, thenĝ i,j is a linear combination of completely reduced monomials, and by Lemma 1.8 their images are linearly independent over K which contradicts the fact that 0 = Ψ(ĝ i,j ).
We have proved that all S -polynomials of G reduce to 0 when divided by G, so Buchberger's criterion (see [CLO92] ) asserts that G is a Gröbner basis according to < τ .
Main Result and Examples
We will establish again the setup for our main result. 
Lemma 2.1. If M is closed under comparability KerΨ has a squarefree quadratic Gröbner basis.
Proof. Consider G as in Lemma 1.4. We already proved that (G) ⊆ KerΨ.
To prove the other inclusion: Let f ∈ S , and assume f does not reduce to 0 with respect to G, (i.e f / ∈ (G)). Let f be the remainder of f when divided by G. Hence Ψ(f ) = Ψ(f ) = 0, since f is a linear combination of completely reduced monomials and, by Lemma 1.8, their images are linearly independent over K,.
We conclude that if f does not reduce to 0 with respect to G, (equivalently f / ∈ (G)), then f / ∈ KerΨ. Proving that KerΨ = (G) has a Gröbner basis of quadrics given by G.
To prove that KerΨ = (G) is squarefree, notice that the initial term of Proof. The fact that KerΨ = (G), implies that the defining ideal of R(M ) has a quadratic Gröbner basis that is square free. Because KerΨ satisfies the G-quadratic condition, we conclude that R(M ) is Koszul.
Additionally, the fact that the Gröbner basis is squarefree implies that K[N ] is a normal domain, due to a result by Sturmfels [Stu95] . Another result states that K[N ] is a normal domain if and only if N is an affine normal semigroup. Finally, a result by Hochster [Hoc72] proves that if N is an affine normal semigroup then
We will proceed to present a thorough characterization of sets that are closed under comparability, and correspond to Rees and multi-Rees algebras, to obtain corresponding Koszul and Cohen-Macaulay normal domains via Theorem 2.2. We will denote by M i the set of minimal monomial generators for I i . Our first step is to prove that if M is closed under comparability, then M i has to be a principal strongly stable set. We will start by recalling a set of equivalences given in a Lemma due to De Negri. Next, we will show that the minimal generating set of a principal strongly stable ideal is closed under sorting. For this we will first describe the sorting of two monomials in a different way.
Let u 1 = X 2 . . . X βn n be two monomials of the same degree. Let J = {i : α i +β i is odd }, then the cardinality of J is an even number, 2t, and its elements can be indexed as i 1 < i 2 < · · · < i 2t .
It is easy to see that sort(u 1 , u 2 ) = (X And we get that u 1 , u 2 ∈ B(w) because of Lemma 2.3.
