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A new method of determining algebraic number fields with discriminants of 
small absolute value is developed that avoids lengthy considerations of subtields. 
As an application all minimum discriminants of sixth degree fields are computed. 
1. INTR~OUC-~T~N 
In this paper we develop a new method of determining all algebraic 
number fields F of degree n and discriminant df with ]dF] less than a given 
bound T. Compared with the methods used in [2,5] (which contain a rather 
comprehensive list of references) it has the advantage of doing away with 
lengthy and complicated discussions of possible subfields. 
By number geometric methods we obtain the existence of 12 Q-independent 
integers p, ,...,p, of F the characteristic polynomials of which have small 
coefficients in absolute value. From bounds for these coeffkients-essen- 
tially depending on ]&]--we get a set of finitely many polynomials 
containing the characteristic polynomials of p1 ,..., p,. Therefore a test of all 
polynomials in that set yields either a generating equation of F or, if all pi 
(i = I,..., n) are in proper sublields of F, F will be the composite of subfields. 
This method is advantageous in particular because nearly all computations 
can be carried out by computer. 
In Section 2 we prove the existence of integers p, ,..., p,, of F such that the 
coefficients of their characteristic polynomials lie within suitable bounds. 
The bounds are calculated in Section 3, and we obtain a finite set of 
polynomials that have to be tested for irreducibility, size of discriminant, etc. 
The procedure for these tests is described in Section 4. Remaining 
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polynomials generate either a field F of required type or a proper subfield. 
There is only a very limited number of possibilities for F as the composite of 
subfields which are easily tested. 
As an application of this method we compute the minimum discriminants 
of all sixth degree number fields in Section 5. The advantage over known 
methods becomes quite clear when we compare the results with [ 2,5 1. 
This paper had a twofold origin. In several problems of algebraic number 
theory, fields with discriminants of small absolute value represent excep- 
tional cases. We obtain statements of the form “If id,-] is large enough,...,” 
and we want to know what happens for fields with small ldF]. Hence the task 
arises to determine all F with id,\ less than a given bound ]5,6}. The 
methods so far developed for this purpose seemed to be inadequate in case 
proper sublields occur. 
On the other hand, the paper of Liang and Zassenhaus [2 ] contains an 
error on p. 32, where the estimate “]sj[ < 6(m/# forj = 2,..., 5” is false. This 
means that the authors have considered only about 3 of the number of 
polynomials that would have been necessary for their method. Thus a conlir- 
mation of their (correct) results seemed to be of interest. Since our method 
does not essentially depend on the number of r real respectively 2s complex 
conjugates of F it was only natural to determine also the minimum 
discriminants for r = 2,4. Those cases could hardly be handled so far, since 
a discussion of the occurring subfields would have required too much time 
and labor. For the application of our method those cases are not any more 
complicated than r = 0,6 except for the greater amount of necessary CPU 
time. For example, the case r = 4 uses about 50 times as much CPU time as 
the case r = 0. 
All computations were carried out on the CDC, Cyber 76, of the Center 
for Numerical Computations at the University of Kiiln. 
2. AN ESTIMATE FROM THE GEOMETRY OF NUMBERS 
Let F be an algebraic number field of degree n and discriminant d,. We 
determine bounds depending on ] dF] for the coefficients of n th degree manic 
polynomials of Z [x] such that the resulting finite set of polynomials contains 
the characteristic polynomial of at least one integer p E F"\Q. Of course we 
want those bounds to be as small as possible. Since the coefficients of a 
polynomial f are-up to their sign-the elementary symmetric functions of 
its zeros p(l),..., p VI’ it suffices to demand that 
is small. We therefore search for integers p E F with small values T,@). 
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THEOREM 1. Let F be an algebraic number field 
discriminant dF. Then F contains a Q-basis of integers p, 
that 
101 
of degree n and 
=Lp 2 ,a.., p,, such 
(2) 
(y”, denotes Hermite’s constant for positive definite quadratic forms.) 
ProoJ Let w, = 1, w2 ,..., w, be an arbitrary integral basis of F. Every 
x:=x,w, +“* + x,w, (xi E Z) is an integer of F and 
Q,(x) = QJx, ,..., x,J := i IX(j) 1' 
j=l 
is a positive definite quadratic form of determinant 
(3) 
det Q, = 1 dFl. All 
quadratic forms obtained in this way from an integral basis of F are 
equivalent, hence represent the same real numbers. 
Following Minkowski we define n successive minima of Q. We set 
M, := min (Q,(x)10 # x E Z”) and assume M, = Q,(y,). Having already 
defined M r ,..., M, (1 < k < n) we set M, + , := min { Q,(x)1 x E Z”; x, y, ,..., yk 
lin. indep.) and assume M,, r = Q,(yk+ ,). M, < M, < ... < M, is obvious, 
whereas 
&f, . ..I -M,<y",detQ, (4) 
is a rather strong result of Minkowski. 
M, = n follows easily from IN(X)1 > 1 by the inequality between 
arithmetic and geometric means, and we choose y, = (1, O,..., 0). The integral 
matrix U with rows y, ,.,., y,, is regular and transforms w, ,..., w, into a Q- 
basis p, = 1, pz ,..., p,, of F with Mi = T,(pi) (i = l,..., n). 
Obviously we can get estimates for r,ei) (i = l,..., n) from (2). However, 
these can be improved in most cases by considering the transformation of 
w1 ,--., w, into p1 ,..., p,, step by step. 
We assume that we have already transformed w, ,..., w, into Q- 
independent integers r r ,..., t, of F such that for some integer k, 1 < k < n: 
pi = 7i (i = l,..., k) and pk+ I,..., p, E z7, + ... + H7,. 
Then the quadratic form Q,-detined analogously to (3)--has the same 
properties as Q, except that det Q, = det Qua2 with a natural number a. 
From our assumption we know M, = Q,(ei) (i = l,..., k), where ei E 77” 
denotes a vector with all coordinates zero except a one in ith place. By 
Theorem 1 there exists a vector w  E Z” with Iwk+ r I + .*. + Iw,I > 0 and 
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M k+, = QJw). Hence we can extend (We+, ,..., w,,) to an (n - k) x (n - k) 
integral matrix M such that the matrix 
transforms 7 , ,.,., 7, into Q-independent integers CT, ..., o,, with the properties 
oi=pi (i= I,..., k+ l),pkiz ,..., p,ELa, + .-a +Zrr,. 
EXAMPLE. For k = 1 we obtain w  = e,, M is unimodular. 
By quadratic supplement we split the quadratic form Q into a sum of 
squares and a remainder. For abbreviation we denote the coeffkients of O- 
by a;;): 
WL 
Then we get 
by defining 
Q,+i(Xi,*.*, 
Xn) := zii 
( 
xi + $ 
j=T+l 
aFxj *, 
ciii ) 
a”.. -= a;;), II * (i = l,,... k) 
a!i+l) ._ 
Jl 
.- a$’ - 
a!()a!f) 
11 IJ _ 
‘ii 
Q’ r.k := Qz - ? Q7.i. 
i=l 
(for i < k, j, I = i + l,..., n); (61 
It is clear that 
Mi = a,, > a’, > 0 (i = l,..., k), 
det Q, = det QT,k fi a”ii, 
i=l 
(7) 
(8) 
and or,k is positive definite. 
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We remember Mk+i=Q,(w) with [~~+,l+~.~+Jrv,/>O. Let m be the 
greatest common divisor of the last (n - k) coordinates of w. Obviously, 
wktl - ,..., $ 
m 
G”ktl. (9) 
On the other hand, we can determine the coordinates of a vector 
v = (v, ,...) UJ E Z” in the following way: 
vi = w,/m (i = k + l,..., n), 
n 
UijVj 
vi+ -v - 
1 
j=y+, a; % 
(i = k, k - I ,..., 1). 
Then IuktLI + *.. + Iu,/ > 0 and v, e , ,..., ek are linearly independent. Taking 
into consideration the definition of Mkt , we obtain 
(10) 
From (10) we shall derive better estimates for r2Qi) (i = l,..., n) below. But 
let us first briefly discuss under which conditions m will be one, hence M a 
unimodular matrix. 
Let us assume m > 1, i.e., m >/ 2. Both inequalities, (9) and (lo), provide 
(11) 
i=l 
Inserting this result into (10) yields 
This is obviously a contradiction for k = 1, 2. For k = 3 it is still a 
contradiction, if one of the following three conditions is satisfied: M, < M,, 
&2t < M,, & < M3. If k is equal to 3 and all three conditions are violated, 
we must have equality in (10) and substitute w  by v. Thus we have proved: 
THEOREM 2. Let F be an algebraic number field of degree n > 4. Let 
co, = 1, 02 )...) CO, be an integral basis of F and M, ,..., M,, the successive 
minima of the quadratic form (3). Then F contains an integral basis PI ,..., 0, 
such that Mkt , = &(e,, ,) (k = %., 3). 
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Remark. The fifth minimum of a positive definite quadratic form need 
not be obtained from a basis vector of the corresponding lattice. A coun- 
terexample is 
4 
Q(x, ,..., x5) := r (xi + x5/2)* + ax: with Mi = 1 (i = l,..., 5), 
i=l 
Mj = Q(ei) (i = l,..., 4), M, = Q(2e5 - e4 - e3 - e, - e,). 
With respect to this the result of Theorem 2 cannot be improved in general. 
However, when the basis vectors p,,...,pk of the first successive minima are 
known, we can often extend the result to k > 3, if i(C,, + -e- + &) < M,, 1 
holds. 
From the estimates which we obtained in the course of our considerations 
we now easily derive bounds for ?“,@I~) (i = 2,..., n). 
THEOREM 3. Let F be an algebraic number field of degree n and 
discriminant dF. Then F contains a Q-basis of integers p, = 1, pz ,..., p, with 
(k = l,..., n- 1). (13) 
Proof. According to Theorem 1 we can determine integers p, = 1, 
pz ,..., p,, of F which are linearly independent over Q and satisfy T,fpi) = Mi 
(i = l,..., n), where M, ,..., M, denote the successive minima of the quadratic 
form (3). From (4) we get 
which yields the first estimate for T&I,+ ,) (k = l,..., n - 1). The second 
estimate for TZ@k+l) follows from (lo), (8), and (4) analogously. 
Finally we conclude from the proof of Theorem 1: Q,(e,+ ,) < 
Q,@k+ I * e,). This inequality provides 
TAP,+,)< 5 (f 1 +pj;‘:,W +p:‘:,) 
j=l 
= n f 2Tr@,+ A + TAP,+ J 
Noting TrQk+ r) E .Z we get (12). 
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The results of Theorem 3 enable us to derive bounds for the coefftcients of 
the characteristic polynomials of the integers pi E F\Q (i = 2,..., n). If we 
know an upper bound for I&l, F contains a Q-basis of integers 1, p2,..., p, 
such that the characteristic polynomials for p*,..., p, are in a finite set of 
polynomials described in the next paragraph. Therefore we can test in a finite 
number of steps, whether a field F of discriminant dF exists. 
Either there is an integer pi (i E {2,..., n}) with F = Q@J and the charac- 
teristic polynomial of pi yields a generating equation for F/Q, or all elements 
pi (i = 2,..., n) are contained in proper sublields of F. In that case the pi 
generate subfields Gi and F must be the composite of a finite number of 
them. For F = Gil .*. Gik and [Gij: U4] =: nil (j= I,..., k) we obtain as a 
necessary condition 
d&“b 1 d,, (14) 
where d,, denotes the discriminant of G, . Hence the number of possibilities 
for F to be the composite of such subfields is severely limited. 
3. BOUNDS FOR THE COEFFICIENTS OF 
CHARACTERISTIC POLYNOMIALS 
Let f(x) =x” + a,~“-’ + ... + a,-, x + a, E Z [x] be the characteristic 
polynomial of an element p E {p z ,..., p,) s F obtained in Section 2. By 
Theorem 3 the coefficients off satisfy 
(substituting -p for p if necessary), 
a2 > + (4 - T2@)) 
(compare (21) and (20)). By the Cauchy-Schwarz inequality we get 
and the inequality between arithmetic and geometric means yields 
(16) 
(17) 
(18) 
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The relations between the remaining coefficients off and r,@) are much 
more complicated and difficult to handle. It is easier to derive bounds for the 
power sums 
s,@) := t pm (m E Z). 
.i- 1 
(19) 
Actually we estimate the S,@) by 
Bounds for T,,,(p) will only depend on n and T,@) and can easily be 
calculated. If the resulting estimates for S,@) do not suffice for our 
purposes, we can improve them by taking the numbers r, s of r real and 2s 
complex roots off into consideration. This is usually complicated. 
There are only two simple cases: 
(i) F totally complex (n = 2s). The occurring discriminants have small 
absolute values providing small values r,@). 
(ii) F totally real (n = r). There is a lot of additional information about 
the coefticients off (for instance, Newton’s inequalities, see also Section 5D). 
A discussion of other cases with two different types of zeros (rs > 0) is 
much more difficult. 
In any case it is advantageous to estimate the power sums S, first and 
then to obtain bounds for the coefficients off by Newton’s relations 
k-l 
Sk+ 1 aiS,-,+ka,=O (k = I,..., n), (21) 
i=l 
since the resulting bounds for the ak originate from a division by k. 
Our first task is to determine bounds for T&r), If they only depend on an 
upper bound for T,@) from Theorem 3, obviously 7’,,,@) < mm (m E N) 
follows, and for m < 0 we do not get upper bounds. A lower bound is 
r,@) > n(Tz@)/n)m’2 (m E Z). Therefore we need a further condition which 
prevents that the [p(j) 1’ are close to zero. This is provided by 
K := I a,1 = n;=, (p(j)\ and (18). We set xi := Ip( (j= l,..., n) for an 
abbreviation. 
THEOREM 4. Let K, T, be positive constants satisfying (TJn)“” > K. 
Then T,,,(x) := Cj”=, XT (m E Z, m # 2, m # 0) has a global maximum on the 
set s := {X CC= (R >“)n I J7J= 1 x,’ < T,, ny=, xi = K} at a point y with at most 
two d@erent coordinates. 
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Proof: It is easily seen that S is compact and not empty. T,(x) assumes 
its maximum on S at a point y. The coordinates of y must certainly satisfy 
C;=, yj = T,. Therefore we can apply the Lagrange multiplier method and 
obtain real numbers g, h such that 
myj”+2gy;+hK=O (j = l,..., n). (22) 
If all coordinates of y are equal, y is easily seen to be a minimum point for 
7’,,,(x). Hence y contains at least two different coordinates yi # yj (1 < i, 
j < n) for #S > 1, which we stipulate for the following without loss of 
generality. From (22) we get 
m m 2h Yi -1'j _ 
y; -y; m 
(jlj E { 1,..*9 n 1, Yi Z Yj)* (23) 
We claim that for every k E {l,..., n] either y, =yi or yk = yi. To prove this 
we assume yk # yi and show yk = yj. We consider several cases. 
m > 0, m = 2m’. (23) yields 
2h rn’-I !??-I --= 
m 
l;. y;‘yj2w-l-l) = x yf’yy-‘-“. 
I=0 
Since yi, yj, y, are positive, yi # y, implies yj =yk for m > 2. 
m > 0, m odd. From (23) we obtain 
m-3 
2% \T  --= yy-*-‘y, + Yj”-‘(Yi-Yj) 
m ,Z y;-yj2 - 
I CO(Z) 
This and the analogous equation for y, together provide 
m-3 
Yi +Yk Yi +Yj 
= _ Yi(Yy-’ -Ykm-‘) + YjYk(Yjm-* - Yr-*) 
(Yi + YkNYi f Yj) ’ 
which is impossible for yj # yk. 
m < 0. We write (23) slightly differently: 
2h 
-=y; yi" 
y;" - y,:m 
m y;-y; * 
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Then similar arguments as before show that every y, (k = I,..., n) must be 
equal to yi or to yj. 
Remarks. The premise (Tz/n)“” > K is necessary, since otherwise S is 
empty. For (TJn)“‘* = K the set S consists of one point y all coordinates of 
which are equal. In that case T,(y) is the minimum as well as the maximum 
of T,(x) on S. For m = 0 the function T,(x) assumes n as.its single value. 
Finally for m = 2 the maximum of T,(x) is T,. 
Given T2, K, m the maximum of T,(x) can be determined as follows. Let 
y be the maximum point and the first t coordinates of y be equal to y, , the 
remaining (n - t) be equal to y,. Without loss of generality we can assume 
t < n/2. Then the restrictions yield 
t( Y:-~K)~” + (n - t) y: = T,, (24) 
the two positive solutions of which can easily be computed for each natural 
number t < n/2. They provide finitely many values 
t(y:-“K)m’f + (n - t) yy , (25) 
the largest of which is the maximum of T,(x). 
Besides the estimates of S,&) by (20) and (25) we use several other 
bounds and relations to minimize the set of polynomials that must be con- 
sidered: 
IS31 < ( sz ; T2 (S, +(T, - S,)‘)) 1’z, 
s, > - (T2 - s,)*, (27) 
a -a,%,, n-1 - (28) 
a,_, = &2n((a,-,/a,)2 - S-,I. (29) 
In (26)-(29) we have substituted S,@) by S, and r,&) by T,,,. (26) is 
obtained by means of the Cauchy-Schwarz inequality, (27~(29) are 
obvious. 
Further estimates will be used for sixth degree totally real algebraic 
number fields in Section 5D. 
4. SEARCH FOR CHARACTERISTIC POLYNOMIALS 
Let F be an algebraic number field of degree n and discriminant d,, 
l&l < T, and let i E {2,..., n}. By the results of Sections 2, 3 we can 
determine a finite set IDZ, of manic nth degree polynomials of Z [x] that 
contains the characteristic polynomials of suitable integers p2 ,..., pi E F”\U4. 
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In the sequel we describe a computer program that generates !I& and 
which tests for eachfE 9JIm,, whether a root off generates either a field F of 
required type or a proper subfield of such a field F. 
INPUT. The input consists of the degree IZ of F, the numbers r, s of real 
respectively complex conjugates, an upper bound TU for ]dF] and a lower 
bound TL for Id,] from [4] in case we want to determine all fields F with 
Id,\ < T. If we only want to prove the existence of a field F of discriminant 
dF. we set TL = TU= ldFI. 
Step 1. By Theorem 3 and the estimates and relations of Section 3 we 
generate a set ‘JJ* of manic n th degree polynomials of Z [x] that contains the 
characteristic polynomial of pz, i.e., we determine loops of sufficient ranges 
for the coefficients a,, a,, a,, a3 ,..., a,-, . 
Step 2. We consider the next polynomial f g (a, ,..., a,) E YJI,. If all 
polynomials have been tested, the program terminates. Otherwise we proceed 
by examining whether f has a linear factor. . 
This can be done very quickly if we have stored the divisors of all possible 
values of a, in advance. 
Step 3. We compute the discriminant Df of f g (a, ,..., a,) and the 
number R of real zeros off in case D, # 0. For Df = 0 we go to Step 4. For 
R = r we go to Step 5. Otherwise we return to Step 2. 
We use a theorem of Hermite: 
THEOREM 5. The number of puirwise d$erent real zeros of an n th 
degree polynomial f E Z[x] is equal to the signature of the quadratic form 
Q(X) := Cy,j= 1 Si+j-zXiXj* 
For the proof see [3]. 
Obviously the determinant of Q and the discriminant off coincide. Since 
the matrix of Q is symmetric, we can compute its determinant by Cholesky’s 
method in most cases. Besides the greater speed of computations and its 
numerical stability this method has the advantage that we can also determine 
the number of real roots off by the same procedure. 
ALGORITHM A. Given a manic n th degree polynomial f E Z [xl, this 
algorithm calculates its discriminant D, and the number R of real zeros off 
in case D,# 0. We assume that auxiliary algorithms exist to calculate the 
determinant of a square matrix by a Gaul&type method (GAUSS) and to 
carry out Sturm’s test for the number of real zeros off (STURM). 
A 1. Set DET := 1, R := 0, I := 0 and compute the matrix of the 
quadratic form Q: A(J, K) := S,+,-, (J, K = l,..., n) by (21) from the coef- 
ficients off. 
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A2. Set Z := Z + 1, B := A(Z, I). For B = 0 go to A5, else to A3. 
A3. For B>O set R :=R+ 1, for B<O set R :=R- 1. Set 
DET := DET * B. For Z = n terminate. Else set C := l/B and go to A4. 
A4 For J= Z + l,..., n; K = J ,..., n set A(J, K) :=A(J, K) - 
A(Z,K)*A(Z,J)*CandgotoA2. 
A5. For Z = n set DET := 0 and terminate. Else go to A6. 
A6. IfA(Z,J)=O for J=Z+ l,..., n, set DET := 0 and terminate. Else 
go to A7. 
A7. Compute the determinant of A(J, K) (J, K = I,..., n) on C by 
GAUSS and set DET := DET * C. For DET = 0 terminate, else compute the 
number R of real zeros off by STURM and terminate. 
Step 4. Because of D,= 0 the polynomialfis inseparable. We can easily 
test whether f is the power of an irreducible polynomial g E m [x] of degree 
deg g > 2. If the test fails, we go to Step 2. Otherwise we print f and g: The 
polynomial g generates a candidate for a subfield of F. Then we return to 
Step 2. 
Step 5. Iff is reducible, we go to Step 2, else to Step 6. 
The reducibility off can be tested by several methods. For example, f 
must be reducible, if Df has an absolute value that is smaller than TL. For 
small degrees n it is not problem to develop simple routines for an 
irreducibility test. For n > 8 we will prefer p-adic methods, for instance, 
Berlekamp’s algorithm. 
Step 6. By a method of Dedekind we obtain a factorization 
D,=d .p;“l . . . . ,p;“k (30) 
of the discriminant of f with different prime numbers pl,...,pk, did,, 
pfl(D,/d,) (i = l,..., k), where dF denotes the discriminant of a field F that is 
generated by a root off: 
For ( d) > TU we return to Step 2. 
Fork=Oorm,=.-+ = mk = 1 we get dF = d. We print f r (a, ,..., a,) and 
(30), then go back to Step 2. 
Otherwise we check whether IdI multiplied by a suitable power product 
2e1 _ 
Pl . -- . pFk (0 < e, < m,; i = l,..., k) lies in the interval [ TL, TU]. In that 
case we go to Step 7, else we return to Step 2. 
All polynomials f by now are irreducible and have the required number of 
r real and 2s complex zeros. It is well known that the discriminant D, off 
and the discriminant dF of a field F generated by a root off differ at most by 
the square of a natural number. Hence we compute a factorization of Df into 
a square-free factor d and even powers of different prime numbers: pfmi 
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(i = I,..., I). An easy test for ~f](D~/d,) was developed by Dedekind. We 
present Zassenhaus’ version of this test [7]: 
THEOREM 6. Let f E Z [x] be a manic irreducible polynomial of degree n 
and p be a prime number the square of which divides the discriminant off In 
L [x]/pZ [x] there is a factorization f(x) = n:=, J;:(x)~~ (hi E Z >O) off into 
manic irreducible polynomials fi with gcd(J;:, fi) = 1 (i #j). In H [x]/pE [x] 
we determine c, := nf= Ifi, d, := ni=, f fi-‘, c, := gcd(c,, d,). If dF 
denotes the discriminant of a field F generated by a root ofJ; then p2 I(D,/d,) 
if and only if for d, := (l/p)(c,d, -f) computed in L [x] the greatest 
common divisor of c, and d, in Z [x]/pZ [x] is different from 1. 
Hence we test pf ](D,/d,) for i = l,..., I by Theorem 6. For pf;((Dfld,) we 
substitute d by dpf”‘i and eliminate pfmi from the product p:“‘l . . . a . pf”! 
Then we obtain (30). 
Step 7. We either compute dr, for example, by determining an integral 
basis of F, or we eliminate f because of T2@) being too large. 
For 1 dFl > TU we go to Step 2. 
For ]dFl ,< TU we print f E (a, ,..., a,), dF, and an integral basis of F. 
Then we return to Step 2. 
We apply several methods. 
(i) We compute all zeros off and then T,(J). For T,(p) > F-obtained 
from (13) and T&-we can eliminatex This test is very fast and-somewhat 
unexpectedly-powerful, especially in case prime numbers p > n divide 
4/d,. 
(ii) For small powers of the prime numbers 2, 3 dividing Df we easily 
compute an integral basis with respect to 2, 3. This procedure is described in 
many modern books on algebraic number theory. 
(iii) The best method to determine an integral basis of an algebraic 
number field so far known is the ORDMAX ROUND FOUR program 
developed by Zassenhaus. Unfortunately it is difficult to implement in 
FORTRAN, since the integers tend to become very large in the course of 
computations. The program which exists in Cologne [l] already fails for 
some sixth degree polynomials and prime numbers 7, 11, 13. 
By Steps l-7 the program is completely described. 
After the program has been run the output provides fields F as required 
and/or generating polynomials of possible subtields. Let G, ,..., G, of degrees 
% ,..., nkr respectively, be these subfields. Considering G, we find that at 
most n, of the integers p, ,..., p, determined in Section 2 can be contained in 
G, . Hence, if we carry out the program just described with W,,, , instead of 
1Dz, we must get a polynomial f with a zero pi (i E {2,..., n}) and pi not 
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contained in G,. Then either pi generates F or a subfield G of F different 
from G,. 
Therefore we run the program a second time considering a set W of 
polynomials that contains the characteristic polynomials of integers pi of F 
not contained in Gi (i = I,..., k). W is easily computed from (13), Section 3, 
and the output of the first run (see also Section 5). Then either we obtain a 
generating polynomial of F, or we obtain F as a composite of several of the 
Gi (i = l,..., k). 
The second run (and possibly further runs) of the program is substantially 
shortened by considering only polynomials SE !JJI\!IJt, and-after Step 
S-only those f for which dz;“i divides L), for at least one index 
i E (I,..., k). 
5. APPLICATIONS TO n = 6 
In the following all floating point numbers are rounded to higher last 
digits, if not otherwise noted. 
5A. The Minimum Discriminant of Sixth Degree Totally Complex Fields 
From the paper of Liang and Zassenhaus [ 21 we expect the minimum 
discriminant d, to be -9747. From [4] we already know / dFj > 8863. By 
(13) we obtain p= 8.0902 as an upper bound for T2@J and by Section 3 
less than 14,000 polynomials’ among which the characteristic polynomial of 
an integer p2 of any sixth degree field F of discriminant jdFl < 9747 must be 
contained. Testing all these polynomials as suggested in Section 4 requires 
about 10 set of CPU time on the Cyber 76. We give a description of the 
output. 
There remain six polynomials 
f,(x) =x6 + x4 + x3 - 2x2 - x + 1, 
f,(x)=X6+X5-2X4-X3+X~+1, 
f3(x) = x6 + x5 + x4 + 2x3 + 4x2 + 3x + 1, 
f4(x) = x6 + 2x5 + 4x4 + 4x3 + 4x2 + 3x + 1, 
f,(x) = x6 + 3x5 + 4x4 + 2x3 + x2 + x + 1, 
f6(X) = x6 + 3x5 + 4x4 + 4x3 + 4x2 + 2x + 1 
of discriminant d, each. All corresponding fields have discriminant d,. 
’ Obviously a6 > 0 in this case. 
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Further we obtain four possible subfields: 
G, = Q(/3,), d,, = - 23, /?; - /3, + 1 = 0, or p: + @: - 1 = 0, 
or&+P:+2P,+ l=O; 
G, = I, do, = - 3 1, pi + pz + 1 = 0, or Pi + Pi + 1 = 0; 
G, = Q(J-1); 
G, = cQ(J-3). 
For both G, and G,, obviously M, = M, = 6 holds for the quadratic form 
(3), hence M, < 8.71781 by (13). For G, we calculate M, = 6, M, = 6.4385, 
M, = 6.5292, hence M, Q 9.3766 by (13). (Ml, M, are rounded to lower last 
digits.) For G, we obtain a smaller upper bound for M,. 
Therefore we generate the set of all polynomials with T,(p) < 9.3766 and 
test whether their discriminants are divisible by 23*, 3 l’, 43, 33. This 
program requires about 12 set of CPU time and does not provide new 
candidates. Obviously a composite of the subfields above cannot have a 
discriminant of absolute value less than 9747. 
THEOREM 7. The minimum discriminant of sixth degree totally complex 
fields is d, = - 9747 = - 33 19*. There is-up to isomorphism-only one 
field F,, of this discriminant. F, is generated by a root of the polynomial 
f,(x) = x6 + x’ + x3 - 2x2 - x + 1. F, is a cyclic cubic extension of 62(G) 
of conductor f = (4 + fi). 
ProoJ All polynomials f, ,..., f, split over Q(G). By the conductor 
discriminant formula they all generate isomorphic fields, if there is no 
noncyclic cubic extension of C!(G) of the same discriminant. But the 
latter is easily seen to be impossible, since the norm of the relative 
discriminant is 19’ (compare pp. 288-289 in [5]). 
5B. The Minimum Discriminant of Sixth Degree Fields with 2 Real and 4 
Complex Conjugates 
From [2, 41 we know for the minimum discriminant d,: 
25047 < d, < 28037. (31) 
By (13) we get ?= 9.71361 as an upper bound for T2(p2). The test of all 
resulting polynomials requires about 3.5 min of CPU time. We describe the 
output. 
There remain 5 polynomials f, ,...,A all of which generate fields F of 
discriminant do = 28037 = 23* . 53. Some easy calculations show that all 
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these polynomials split over the cubic field G = Q!@), p” -p - 1 = 0, of 
discriminant -23: 
= fi cx2 + (1 +p -pCj)*)x-p(j)2), 
j=i 
f*(x)=x6+2x5-3X3$2X- 1 
= fi tx2 + (-p(j) + p2) x _ 11, 
j=l 
f3(x) = x6 + 2x’ + 3x4 + 6x3 + 7x2 + 5x + 1 
= fi (x2 + px + p-j, 
f4(x)=x6t3x5+x4-2x3-x-l 
= fi cx2 + (1 -p(j))x-p(j)-2) . i=l 
f,(x) = x6 t 3x5 + x4 - 4x3 - 3x2 + 2x + 1 
= <I (x2 t (1 tp)x+p”q. 
j=l 
f, ,..., f, generate isomorphic fields. 
Further we obtain possible candidates for subfields, namely six cubic 
fields of discriminants -23, -31, -44, -59, -83, -108 and the quadratic 
fields Q(G), Q(G), Q(\/s>. We eliminate the quadratic fields of 
discriminants -3 and -4, since F cannot have a totally complex subfield. 
Then we compute M4 = 11.0008 for the second run in the worst case 
do = - 23 (compare Section 5A). Hence we generate the set of all 
polynomials with T2@) < 11.0008 and test whether their discriminants are 
divisible by 53, 23*, 31*, 44*, 59*, 832, 108’. This program requires 2.75 
min of CPU time. No new candidate appears in the output. 
Obviously F cannot be the composite of some of the obtained subfields. 
We get 
THEOREM 8. The minimum discriminant of sixth degree fields with 2 
real and 4 complex conjugates is d, = 28037 = 232 . 53. There is-up to 
isomorphism-only one field F0 of this discriminant. F, is generated by a 
root of the polynomial f*(x) =x6 + 2x5 - 3x3 + 2x - 1 and is a quadratic 
extension of G = Q!(p), p3 -/I - 1 = 0, do = - 23: F,, = G((2P2 - p + 2)“‘). 
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5C. The Minimum Discriminant of Sixth Degree Fields with 4 Real and 2 
Complex Conjugates 
From [2. 41 we know that the minimum discriminant d, satisfies 
76137 <Id,/ < 92779 (32) 
in this case. (13) yields ?= 11.93465 as an upper bound for r,@,). The test 
of the resulting 2 . lo6 polynomials requires about 14 min of CPU time. 
Nine polynomials of the output generate fields F of discriminant 
do = - 92779, -d,, being a prime number: 
&(x)=x6-4x4+2x3+4x2-x-1, 
f*(x) =x6 t x5 - 4x4 - 2x3 + 4x2 - 1, 
&(x)=x6+x5-3x4-4x3+2x2+3x-1, 
&(x)=x6+x5-2x4-5x3+x2+4x+1. 
fs(x) =x6 +x5 - 2x4 - 3x3 -x2 + 2x + 1, 
f,(x) =x6 + x5 + x4 + 2x3 - 3x2 - 2x + 1, 
f,(x)=x6+2xs-3x4-2x3+x2-x+1, 
f,(x)=x6+2x5-x4-5x3-8x2-5x-1, 
f,(x)=x6+2x5-x4-3x3-2x* txt 1. 
By pi we denote a,zero off;:(x) (i = l,..., 9). Then f2(/3; ‘) = 0, f,(-/36 ‘) = 0, 
f&I;‘) = 0 is obvious. An additional routine calculates f,(-1 t 2& t 2p: - 
0: -pi> = 0, f3(2 t p5 -P: - 3P: t Pi> = 0, f4(-1 t b:> = 0, am2 t 33; t 
2/I: -/I: - ,f3:) = 0, &(-2 + /I: t 2/3: - &) = 0. Hence all polynomials 
f, ,..., fg generate isomorphic fields. 
In Section 5C only totally real fields can occur as subfields. The output of 
the first run provides the cubic field of discriminant 49 and the quadratic 
field Q(G). Assuming the worst case we get from (13) the following upper 
bound for M,: M, < 12.9046. The test of the resulting 1.3 . lo6 polynomials 
requires about 4 min of CPU time and does not provide new candidates. 
Thus we have shown: 
THEOREM 9. The minimum discriminant of sixth degree fields with 4 
real and 2 complex conjugates is d, = -92779. There is-up to 
isomorphism-only one field F,, of this discriminant. FO is generated by a 
root of the polynomial f,(x) = x6 t x5 - 2x4 - 3x3 - x2 t 2x t 1 and has no 
proper subfields. 
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5D. The Minimum Discriminant of Sixth Degree Totally Real Fields 
In this case d, = 300125 was already proved in [ 51. A comparison with 
the extensive computations of subtields in that paper clearly shows the 
advantage of the new method. 
From [2,4] we obtain for the minimum discriminant d, 
291548 <d, < 300125. (33) 
Hence (13) provides ?= 14 as an upper bound for T,@,). We note that 
Tz(p2) E H in this case. The property off having only real zeros yields much 
stronger bounds for its coefficients than those derived in Section 3 (see (17) 
(21), (22) in [5]). H ence the test of pz requires only 10.5 seconds of CPU 
time. 
The output does not contain any polynomials a root of which generates a 
totally real field F as required. We only get three cubic and two quadratic 
possible subfields 
G, = O(j3,), do, = 49, j3; + P: - 2P, - 1 = 0, T,cO,) = 10; 
G, = Cl@,), d,, = 81, j3; - 3p: + 1 = 0, T,cO,) = 12; 
G, = Sn(jl,), do, = 148, ,!3: + /3: - 3& - 1 = 0, T,&) = 14; 
G, = Q(fi), T,((-1 + \/5)/2) = 9; 
G, = Cl!<&>, T,(fi) = 12. 
From Theorem 3 we obtain T2(p3) = 16 in the worst case. A test of all 
polynomials of W, requires about 44 set of CPU time. The output of this 
second run only consists of 
f(x) =x6 +x5 - 7x4 - 2x3 + 7x2 + 2x - 1 of D,= d, = 300,125. 
In this case the field F, generated by a root off is also the composite of G, 
and G,. 
THEOREM 10. The minimum discriminant of totally real sixth degree 
fields is d, = 300,125 = 5374. There is-up to isomorphism-only one field 
F, of this discriminant. F, is generated by a root of the polynomial f(x) = 
x6 + x5 - 7x4 - 2x3 + 7x2 + 2x - 1. On the other hand, F,, is the composite 
of Q!(6) and Q(P), /I3 + p’ - 2/I - 1 = 0, of discriminant 49. 
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