In this paper, a numerical approach is developed for the stability analysis of linear stochastic delay differential equations (SDDEs) in the parameter space based on the Chebyshev Spectral Continuous Time Approximation (CSCTA) technique. The CSCTA method is used to approximate an infinite-dimensional linear SDDE as a set of linear stochastic differential equations (SDEs). The mean and mean-square stability concepts are employed for the stochastic stability analysis of the resulting SDE. For this purpose, a set of linear deterministic differential equations for both the first and second moments are obtained using the Ito differential rule. Two examples are provided: a first order SDDE with multiplicative stochastic excitation and a second order SDDE with both additive and multiplicative stochastic excitation. In both examples the stability charts obtained from the proposed approach match those obtained using the stochastic semi-discretization method as described by Elbeyli et al. 
Introduction
Stochastic phenomena can arise in various physical and engineering processes [3] such as cosmic physics [4] , communication systems [5] , traffic control [6] , etc. They can change the behavior of systems and lead them to instability. Thus, investigating the stability of stochastic differential equations (SDEs) and modeling such systems are of a great importance. During recent decades, techniques for stability analysis of SDEs have been developed. Some background regarding the theory of stochastic systems can be found in [7] [8] [9] .
Stochastic time-delayed dynamical systems have attracted increasing attention due to the instability and poor performance that a time delay can cause, and also due to possible stochastic resonance between the Kramers rate of escape from a potential well and the delay [10] . There have been a number of studies focusing on stability analysis of SDDEs in the literature [11] [12] [13] [14] [15] [16] [17] [18] . Stochastic stability of the equilibrium solution of SDDEs can be studied from different notions of stability including asymptotic stability [11, 12] , exponential stability [13, 19] , moment stability [14, 15] , and Lyapunov stability [2, 16, 18] . Two methods that are used to prove stability in the framework of Lyapunov's direct method include the Lyapunov-Krasovskii functional and the Lyapunov-Razumikhin function. Examples of sta-bility analysis of SDDEs using the Lyapunov-Krasovskii functional can be found in [2, 16] , while examples of the Lyapunov-Razumikhin function are found in [2, 18] . A class of numerical techniques often used to study the stability of time-delayed systems are discretization-based methods in which an extended state vector is used to approximate the infinite-dimensional state. It is known that discretization techniques preserve asymptotic stability for delay differential equations (DDEs) [20, 21] . A well-known technique of this type is the semi-discretization method which was originally used in solid and fluid mechanics and adopted for stability analysis of deterministic time-delayed systems in [22] . The semi-discretization method is adapted for the stability analysis of linear SDDEs in [1] , where stability boundaries and steady state second order moments were studied using this approach. Rather than using equally-spaced grid points (which is always assumed in semi-discretization), however, the essence of pseudospectral differentiation methods lies in the utilization of unevenly spaced discretization points with more points lumped near the boundaries. As shown and discussed in [23] , pseudospectral differentiation has a major advantage over approximation techniques that use equally-spaced grid points in its spectrally accurate exponential convergence characteristics. The CSCTA method has been used previously in multiple studies for stability analysis [24, 25] as well as system identification in deterministic time delay systems [26] [27] [28] . Moreover, in [29, 30] , the analytical convergence characteristics of the pseudospectral Chebyshev method has been performed to investigate the stability of equilibria and periodic solutions of DDEs.
In this paper, we utilize the CSCTA numerical technique to approximate a general class of linear SDDEs as a set of linear SDEs. The mean and mean-square stability concepts are then employed for the stability analysis of the resulting linear SDEs, where a set of linear deterministic differential equations for each moment is obtained using the Ito differential rule. Finally, stability boundaries corresponding to the first and second moments are calculated in the parameter space by using the eigenvalue criteria. The paper is organized as follows: in Sect. 2, linear SDDEs and the concept of moment stability is introduced. In Sect. 3, it is shown how a linear infinite-dimensional SDDE can be approximated as a set of linear finite-dimensional SDEs using the CSCTA technique. The numerical stability analysis of SDDEs using CSCTA along with the theory of moment stability is discussed in Sect. 4. Finally in Sect. 5, the proposed numerical approach is applied on first and second order SDDE systems. The resulting stability boundaries in the parameter space are compared with those obtained using a Lyapunov-based approach shown in [2] as well as using the stochastic semi-discretization method as presented in [1] .
Linear SDDEs and mth moment stability
In this section, we introduce linear SDDEs and review the concept of mth moment stability for SDDEs. Consider a physical process modeled as a linear, time-invariant, timedelayed, system which is excited by a stochastic disturbance modeled as a continuous Gaussian wide-band process which appears in both additive and multiplicative form. The mathematical model can thus be described bẏ
where
is the infinite-dimensional state residing in a Banach space of continuous functions on the interval of length τ , φ(θ) is the history function on the interval [t 0 − τ, t 0 ], A ∈ R n×n and A 1 ∈ R n×n are constant coefficient matrices, G 0 ∈ R n×q is the additive random excitation coefficient, and G 1 ∈ R n×n×q is a third-order tensor which represents the multiplicative random excitation coefficient, i.e., (
ζ(t) can be approximated by a zero-mean Gaussian white noise process which is defined as a vector of stochastic processes independent of the state with covariance matrix Q(t), i.e. w(t) ∼ N (0, Q(t)). A white noise stochastic process is formally defined as the derivative of a Brownian motion (Weiner) process textcolorredβ(t), i.e.,
where dβ(t) ∈ R q is a stochastic Brownian motion increment process with E {dβ(t)} = 0, E dβ(t)dβ T (t) = Q(t)dt, and E {.} represents the expectation operator. Note that β(t) defined on the complete probability space (Ω, F, P), where Ω is the sample space, F is the σ -algebra of subsets of the sample space, and P is the probability measure on F. Using the definition of Brownian motion, the physical form in Eq. (1) with ζ(t) approximated with w(t) can be rewritten in the equivalent integral form as
Unlike the first integral which is a Riemann integral, the second integral contains a stochastic integral which may be interpreted in either the Ito or Stratonovich sense. However, because Eq. (1) represents a physical form, the Stratonovich interpretation is required (see [8, 9] for further discussion on the Ito and Stratonovich interpretations of a stochastic integral). In order to discuss stability, however, we first transform Eq. (3) to the equivalent Ito differential form
is the Wong-Zakai correction term which appears in the Ito representation of SDEs. t 0 is assumed to be zero in the above equation and hereafter. It is worthy to note that the above transformation from Stratonovich to Ito can be found in [8, 9] and is formally proved in [31] .
Note that x(t) = 0 is not an equilibrium solution for Eq. (4) since there are both constant matrix C and the additive noise term G 0 dβ(t) in Eq. (4). However, we instead investigate the stability of a nominal solutionx(t) for Eq. (4) satisfying
We are interested in the stability analysis of this nominal solution. Note thatx(t) = 0 can be considered as an equilibrium point for Eq. (4) if C = 0 and G 0 = 0 (no additive noise). Let x(t) be any perturbed solution of Eq. (4). To remove the constants C and G 0 , we define the perturbation y(t) as y(t) = x(t) −x(t). Thus differentiating the perturbation using Eqs. (4) and (5) yields
for which the trivial solution y(t) = 0 is an equilibrium point. Now, we analyze the stability of the trivial solution of Eq. (6) which implies the stability ofx(t). In addition, for
, the initial value problem of Eq. (6) (with the transformation above to y(t) has the solution y(t; φ) when it satisfies, with probability 1, the following integral equation: (4) is trivial. Existence and uniqueness of solution of SDDEs appear in [15, 32, 33] . Several different modes of stochastic stability can be defined. Lyapunov stability, stability in probability, almost sure stability, and stability in the mth moment are various definitions of stochastic stability. In this paper, we are interested in mth moment stability analysis of linear SDDEs, and specifically the first and second moments stability analysis. The second moment stability analysis implies stability in probability and for linear stochastic systems, as is the case for this paper, it implies almost sure stability. More details about the modes of the stochastic stability and their relations can be found in [8, 34] .
The following Definition describes the mth moment stability concept for Eq. (6) [8, 35] .
Definition 1
The trivial solution y = 0 of Eq. (6) is said to be stable in the mth moment if for every t 0 ≥ 0 and > 0, there exists a δ(t 0 , ) > 0 for Eq. (6) such that 
These two concepts can be changed to the uniform stability and uniform asymptotic stability in the mth moment if the function δ is independent of t 0 , i.e., δ( ). It is worth mentioning that the above definition of the moment stability represents the joint moment of order m for the elements of vector y, i.e, joint moment of order m for n random variables y 1 , y 2 , . . . , y n . Moreover, after the change of variable, Definition 1 still holds and the stability of the trivial solution is not affected. The stability of the first and second moments are known as mean and mean square stability.
Chebyshev spectral continuous time approximation
In the context of functional analysis, the infinite-dimensional linear Ito SDDE of Eq. (6) can be lifted to an abstract stochastic Cauchy problem in terms of the evolution of an initial
wherẽ
in which Y(t) is the infinite-dimensional vector,Ã : C → C is the generator of the C 0 -semigroup in the absence of stochastic excitation andG is an infinite-dimensional stochastic excitation coefficient operator. The main idea behind the continuous time approximation (CTA) technique is that the infinite-dimensional vector Y(t) and operatorsÃ andG can be approximated by finite-dimensional vectors and matrices. Further information on the relation between the domain and the spectrum of the solution operator can be found in [36] [37] [38] . More discussions on semigroup approach to DDEs and SDDEs in Banach space is also presented in [39] [40] [41] [42] . This represents a straight-forward extension of the abstract form of a deterministic DDE, e.g. see [24, 31, 38] . As shown and discussed in [23] , spectral differentiation has a major advantage over finite difference differentiation in its spectrally accurate exponential convergence characteristics. A finite-dimensional approximation to Y(t) is now defined as
are the unevenly spaced points corresponding to the extremum points of the Chebyshev polynomial of the first kind [43] of degree N defined in the interval [−1, 1]. Thus with the Chebyshev points being defined so, the number of collocation points will be M = N + 1.
We now define a M × M Chebyshev spectral differentiation matrix D associated with the Chebyshev points. Assuming the rows and columns of D matrix are indexed from 0 to N , the entries of the matrix will be
where c i = 2 for i = 0, N , otherwise c i = 1. The Mn × Mn differential operator D (corresponding to n first order SDDEs) is defined as D = D ⊗ I n in which I n is a n × n identity matrix and ⊗ denotes Kronecker product. Eq. (10) can be discretized and approximated by initially replacing the first n rows of D by A 0 and A 1 to form a finite matrix A which approximates the operatorÃ. Also, G is formed by inserting G 1 in the top n rows of the coefficient matrix of dβ(t) with the remaining rows equal to zero to approximate the coefficient matrixG of dβ(t), i.e., ⎡
Note that the superscript (n + (14) is a normalization factor which accounts for the rescaling of the standard collocation expansion interval [−1, 1] to the interval [0, τ ]. Therefore, the infinite-dimensional linear SDDE of Eq. (4) can be converted into a large system of finite-dimensional linear SDEs using the CSCTA technique, in which the dimension of Eq. (14) depends on the order of the Chebyshev grid used. As the estimate of the error bounds for the collocation polynomial and characteristic roots of constant-coefficient DDEs using Chebyshev collocation points studied in [29] show that the accuracy exponentially increases with the degree N of the collocation polynomial. Thus, a larger grid results in better accuracy of the SDE approximation of the original SDDE.
Stability analysis of CSCTA SDE approximation
The purpose of this section is in establishing a framework for the stability analysis of Eq. (14) for the mth moment stability concept presented in Definition 1. The Mn-dimensional linear Ito SDE of Eq. (14) with an initial condition of Y (t 0 ) = Y 0 can be rewritten as
where A i j Y j (t) are the drift coefficients and {G} ilk {Y (t)} l are the diffusion coefficients.
The moment stability of Eq. (15) can be concluded if the moments of all orders are stable. However, there is an ambiguity in determining the stability of all moments since there are an infinite number of moments. For example, for a cer-tain values of the system parameters, a system can be stable for the first p moments, where p ≥ 0 represents the pth moment stability, while the higher order moments, can be still unstable (see [8] for a more detailed example). Thus, we will only focus our attention on the study of the mean and mean-square stability of SDDEs. The other justification is that the mean-square stability condition implies almost sure stability condition for the special case of linear SDDEs as in Eq. (15) [8, 34, 35] . Thus, we can conclude that the meansquare stability can provide an acceptable measure for the stability analysis of Eq. (15) . On the other hand, Eq. (15) is assumed to be excited by the Brownian motion increment process dβ(t) with the properties discussed in Sect. 2. Therefore, the moment equations, which will be obtained in this section, are deterministic which makes the stability analysis of Eq. (16) more tractable.
As discussed in [8] , mean stability conditions are weak criteria since they do not yield any information about the sample stability. However, they can be considered as a necessary condition for the mean-square stability analysis. The mean-square stability analysis, on the other hand, can provide sufficient conditions for the stability of SDDEs. It is worth mentioning that determining the mean and mean-square stability conditions of Eq. (15) by using Definition 1 is also a challenging task. To analyze the stability of the system in the time domain, we employ the Ito differential rule to a scalar function.
Assume F(Y ) is a scalar function which is twice differentiable with respect to the components of Y (t). By applying the Ito differential rule to F(Y ) along Eq. (15) and assuming that the correlation matrix Q is a constant matrix, we can obtain
where L is the generating differential operator of Y defined as
Taking the expected value of Eq. (16) yields
Note that since obtaining the stability conditions of linear SDDEs either analytically or numerically using Definition 1 is a challenging task, the scalar function F and the operator L are employed to investigate the stability of the system. Now as in [34] , let us consider F to be
where 
are components of the vector F and obtained by trying different compositions of s i powers in Eq. (19) . Differentiating the elements of Eq. (20) using the Ito differential rule defined in Eq. (16), we can obtain a system of P first order linear ordinary differential equations in a vector form for the various mth moments which in general can be expressed as
where A is a constant matrix of the elements of A i j , and G ilk . Then we can conclude that Eq. (15) is mth moment asymptotically stable if the eigenvalues of A in Eq. (21) are in the left half plane. It should be noted that the mth moment asymptotic stability of Eq. (15) can be also investigated using other stability methods such as the Lyapunov method or RouthHurwitz criteria.
Since in this paper we are interested in the mean and meansquare stability analysis of Eq. (15), the following two subsections devoted to stability analysis of the mean and meansquare in more detail.
Mean stability condition
To obtain the mean stability condition of Eq. (15), we set m = 1 and F from Eq. (20) is defined as
Differentiating elements of Eq. (22) using the Ito differential rule expressed in Eq. (16) by considering the fact that
(∂Y i ∂Y z ) = 0 and the taking the expected value of the resulting equation, we can obtain
which can be rewritten as
Thus the mean stability condition of the SDEs is guaranteed if the eigenvalues of A are in the left half plane. As we discussed in this section, the mean stability is a weak criterion for the stability analysis of SDDEs. However, it can provide a necessary condition for the mean-square asymptotic stability. The following subsection discusses the mean-square asymptotic stability in more detail.
Mean square stability
The mean square stability condition can be obtained if we choose m = 2 and the vector of mean-square moments F from Eq. (20) as
For applying Eq. (16) to the elements of Eq. (26), the following terms need to be obtained in advance:
. . .
Substituting the above derivatives into Eq. (16) and after some manipulation, we can obtain a set of first order linear differential equations grouped in a vector as in Eq. (21), and then the mean-square stability of the system can be concluded if the eigenvalues of A expressed in Eq. (21) are in the left half plane.
Examples

First order linear stochastic time-delayed system
Consider a scalar version of Eq. (1) with only multiplicative stochastic excitation aṡ
where x(t) ∈ R, τ = 1 is a positive constant discrete delay, the parametersā, b, σ 1 are deterministic constant scalars, and where the wide-band stochastic excitation process is approximated with a white noise process w(t) ∼ N (0,σ 2 ). Equation (29) can be expressed in the Ito differential form as
where a =ā + 1 2σ
2 σ 2 1 and dβ(t) ∈ R is a stochastic Brownian motion increment process with E {dβ(t)} = 0 and E dβ 2 (t) = σ 2 dt. In addition, we set σ =σ σ 1 . Equation (30) can be approximated by a finite dimensional stochastic system using an adequate number of collocation points (which here is N = 5 for the chosen tolerance as will be shown) as shown in Eq. (14) . Then as in Sect. 4, the stability of the resulting finite-dimensional stochastic system reduces to the stability conditions for the first and second moments.
The differential equation for the mean-square stability is obtained by using F(Y ) = Y in Eq. (16) or simply by taking the expected value of the finite-dimensional representation of the system as given by Eq. (14) . Therefore, since we assumed the Brownian increment motion to be zero mean, the first moment stability condition reduces to the stability condition of the deterministic finite-dimensional system as in Eq. (21) .
In this example for N = 5 collocation points the differential equation for the second moments can be obtained from Eq. (16) by letting
where s 1 + s 2 + · · · + s 6 = 2. The moment stability of the system can be studied by means of the eigenvalues of the second moment differential equation.
A convergence study shows that the sufficient number of collocation points for the mean square stability boundaries to converge with visually indistinguishable results is N = 5 Fig. 1 The convergence of the mean square stability boundaries for the stochastic DDE of Eq. (30) with τ = 1 (s) shows 5 Chebyshev collocation points is sufficient for visually indistinguishable results
Fig. 2
The mean and mean square stability boundaries for the stochastic DDE system of Eq. (30) with τ = 1 (s) obtained from both CSCTA (N = 5 points used) and the stochastic semi-discretization method (N = 10 points used), visually indistinguishable from CSCTA result (Fig. 1) . This is in fact owing to the exponential convergence characteristics of CSCTA. The mean and mean square stability boundaries for the SDDE of Eq. (30) obtained from CSCTA and the stochastic semi-discretization method [1] with 10 points used for equivalent accuracy are depicted in Fig. 2 .
The above results are now compared with the stability charts obtained using a Lyapunov-based approach in [2] . This comparison is depicted in Fig. 3 . As is expected, the Fig. 3 The mean and mean square stability boundaries for stochastic DDE of Eq. (30) compared with the Lyapunov-based stability result of [2] stability boundaries from the current numerical approach are less conservative than those from the Lyapunov-based approach. This observation is in agreement with the comparison made in [2] between the Lyapunov-based stability chart for the first order system of Eq. (30) with the numerical stability chart for this system obtained using the stochastic semi-discretization approach with n = 10 discretization points, which yields identical stability results with the proposed CSCTA-based approach for this particular example. It should be noted that more discretization points are required for convergence using stochastic semi-discretization than are required using CSCTA.
Second order linear stochastic time-delayed system
In this section, we consider the second order linear timedelayed system in [1] with both additive and multiplicative stochastic excitations expressed in the physical form aṡ
where a 1 and a 2 are constant parameters, k p and k d can be considered as delay feedback control gains, and w(t) is the white noise process which approximates the wide-band process ζ(t) with w(t) ∼ (0, Q(t)) and Q(t) is a 3×3 covariance matrix. Eq. (32) can be converted to the Ito differential form of Eq. (4) by adding the Wong-Zakai correction term as
In order to be able to compare the stability in the k p −k d parameter space with that from the stochastic semi-discretization method in [1] , we consider the case where τ = 0.16,
The procedure described in Sect. 4 is applied for numerical stability analysis of the time-delayed system of Eq. (33) . The convergence of the stability boundaries are visually depicted in Fig. 4 . For a numerical convergence study of the stability boundaries, one arbitrary point inside the boundary and one outside is picked and the percentage relative difference of λ max (A) as N increases is calculated, where λ max (A) is the maximum eigen-values for matrix A. For each of those points the number of collocation points are increased until it converges to within the tolerance of ±0.01 (Table 1 ). The numerical convergence study confirms the conclusion from Fig. 4 that the stability boundaries are converged by using only 7 collocation points. The resulting stability boundary is depicted in Fig. 5 . Also in this figure, the stability boundary obtained from the current approach is compared with the one obtained from the stochastic semi-discretization method. As it can be seen from Fig. 5 , the second moment stability boundaries for the system of Eq. (32) obtained from the current approach almost match the stability boundaries obtained from semi-discretization approach described in [1] (Table 2) .
It is worthy of noting that when applying the semidiscretization method for the system of Eq. (33) we noticed that the number of discretization points required for the stability boundaries to converge to within a tolerance of ±0.01% is 25. Therefore, the CSCTA approach has better convergence properties for this example as it converges to the same accuracy with 7 collocation points (Fig. 4) . Also, as was discussed for the first order example, the stability results based on CSCTA approach converge with 5 collocation points (Fig .   Fig. 4 Mean square stability boundaries versus the number of collocation points used in CSCTA, N = 7 is sufficient for visually indistinguishable results 1), while at least 10 discretization points are required for an equivalent accuracy using semi-discretization approach. This signifies the advantage of exponential convergence of the current approach over the stochastic semi-discretization method.
Conclusion
A numerical approach was developed for stability analysis of linear SDDEs based on the CSCTA technique. Using CSCTA, the infinite-dimensional linear SDDE was approxi-mated by a set of linear SDEs. Then, the mth moment stability concept was utilized and a set of first order linear differential equations for both the mean and mean-square stability conditions were obtained. Two examples were studied and the stability charts obtained from the proposed approach were compared with those produced by both Lyapunov-based method in [2] and the stochastic semi-discretization method in [1] . As expected, the numerical stability regions using the proposed approach were found to be less conservative compared with those obtained from the Lyapunov-based approach, while they agreed with results obtained using the stochastic semi-discretization method. In the case of the second order SDDE, the second moment stability region obtained using CSCTA was found to give almost identical results compared to the semi-discretization approach described in [1] . The advantage of this proposed method over the stochastic semi-discretization method is the exponential convergence characteristic of the spectral approximation technique used in this paper. This fact is clearly shown in both examples in which less Chebyshev collocation points are required for convergence compared to the number of points used for convergence of the stochastic semi-discretization approach.
