We characterize optimal policies for the problem of allocating a single server to a set of jobs from N families. Each job is an instance of demand for an item and is associated with a family, a holding cost rate, and a mean processing time. Set-up times are required to switch from one family to another, but not within a family. We consider the case in which the order of jobs within the family is unconstrained and a variation in which the order is xed. The optimization is with respect to the weighted owtime, and we treat problems both with and without a makespan-constraint. We partially characterize an optimal policy by means of a Gittins reward rate index and a similar switching index derived from multi-armed bandit theory. For deterministic problems with a makespan constraint, we present an optimization algorithm for the special case of two families and at most three set-ups. Without a makespan constraint and without preemption, we prove that our analysis of a deterministic model extends to stochastic set-up and processing times without loss of optimality.
Introduction
We consider a single machine in a mixed model production system. The models are grouped into N job/model families (alternately, parallel queues). Each job is identi ed by a vector (f; s), where f designates the family to which the job belongs and s indicates that the job is of item type s within family f. The machine requires a signi cant set-up time to switch from one job family to another, but no set-up time is required within a job family. Items within a family are further di erentiated by their holding costs and average processing times. There are no arrivals: we are concerned with the scheduling of the jobs initially present in the system. We seek a non-preemptive scheduling policy which minimizes the total holding cost incurred by unprocessed jobs in the system. Set-up times provide an incentive to batch the service of jobs belonging to the same family and make it di cult to construct an optimal policy. We extend our deterministic scheduling model to include a makespan constraint. The intent of this paper is to systematically expose the signi cant structure inherent in this model and to draw insights from it.
As an illustration of how our model can be employed in practice, consider a manufacturing plant that employs a so-called exible manufacturing system to stamp metal products, which are then shipped to several assembly plants. At this manufacturing facility, a single large punch press machine is used to execute a series of 3 to 8 stamping operations to produce the metal product from rolls of metal sheet. There are N product families, distinguished by the die that is used to stamp parts of that family. Within a family, there are a number of product items which di er with respect to the particular stamping operations, but are formed with the same die. Because the same press produces all of the product families, a set-up time is required to change production from one family to another. The dies are expensive and complex, and the set-up time for changing a die is on the order of 4{8 hours. The manufacturing plant operates in a make-to-stock (MTS) mode. Orders are sent to the manufacturing plant and inventory is replenished on a weekly basis based on the nished goods inventories at the assembly plants. Whenever a reorder point is hit at one of the assembly plants, they place an order for Q f;s parts with job vector (f; s) . Our scheduling model is based on the mean processing times and inventory holding costs for each item and the mean set-up time for each family. Holding costs can be used to assign relative importance across part families and even within a family as demonstrated in the following two scenarios:
In the rst scenario, consider that two assembly plants may carry the same part, but the rst plant's order is placed simply to replenish its spare parts inventory while the second plant is requesting the parts on backorder. In such a case, two items may be created for the same part at the manufacturing plant: one with a small holding cost for the replacement parts ordered by the rst plant and the second with a relatively large holding cost to account for the urgency of the second plant's backordered parts.
In the second scenario, suppose that some parts are purchased by multiple assembly plants so that the production system will at times receive multiple requests for the same family and item. In operating the MTS production system, the reorder quantities and basestock levels must be set appropriately to provide a su cient service level (e.g. ll rate). To gain system e ciency by combining orders that share set-ups, orders are accumulated over a period of time, H, which we take to be one week. After H time units, the orders are sequenced on the machine. It is important that the scheduling policy be e cient and also conclude the nal order within H time units, thereby ensuring the stability of the system. E ective schedules should place a higher priority on lling the orders that have been received earlier (since they face a greater likelihood of stocking out prior to resupply). For instance, suppose one wishes to make an H-day old order for job vector (f; s) about twice as costly to delay as a 1 day-old order. This can be done by setting the inventory holding cost of part family f and item s as c f;s ; where c f;s = 2H ? 1 ? d f;s and using a makespan constraint of H days, where d f;s 2 f1; 2; : : : ; Hg is the day of the cycle on which the order arrived. In this way, the scheduling task has an incentive to complete earlier orders sooner. Assuming H = 7, a task arriving on the 1st day of the cycle is assigned a holding cost of 12, while a job order on day 7 receives a holding cost of 6. The makespan constraint would be set at 7 days as well. As we shall see, set-up times make it di cult to determine which overall production schedule is optimal. It is certain from the structural of an optimal policy, however, that orders arriving earlier receive higher indices and thus will necessarily be processed sooner (within the same family). This scenario illustrates an important theme which has been neglected in prior literature on this type of model. That is, it is important to consider the impact of a makespan constraint on the weekly production schedule.
A Group-Technology (GT) policy is one that serves all of the jobs of a given family consecutively without an interruption. In this way, it generates a schedule with a minimal feasible makespan, because each family is set up only once. The slack time between the end of the scheduling period, H, and this GT makespan indicates the freedom allowed in searching for higher-performance policies that set up at least one family more than once. One of our main results identi es index-based stopping times that characterize an optimal policy in both unconstrained systems and makespan-constrained systems.
We examine two variations of our sequencing model: one static (S) and the other dynamic (D). In the static problem, the job sequence within the same family is xed, while we allow the control policy to choose the job sequence in the dynamic case. The formulation and analysis of the static sequencing problem, S, is a novel feature of this paper. Systems can be modeled as problem S when there are independently competing projects (families), but precedences on the project sub-tasks bind the sequence within a project. In particular, the sequence may be xed to coincide with the earliest due date (EDD) ordering or FCFS order of job arrivals prior to the start of the production cycle. Moreover, if one wishes to exclude holding costs altogether by setting them all equal to one, the only way to introduce priorities is through a job ordering such as we have in S. For both problems S and D without the makespan constraint, we show that an optimal dynamic scheduling policy can be obtained without loss of optimality by analyzing a deterministic version based upon mean values only.
We also introduce the novel feature of a makespan constraint in the deterministic setting. It is important that strong structural properties of an optimal policy can be derived for such systems, because makespan-constrained models are helpful in bridging the analysis of models without arrivals to practical scheduling algorithms in applications with arrivals. Fully dynamic policies for stochastic models with a makespan constraint are highly complex, since one must quantify the probability of meeting the constraint and nite end-of-horizon e ects. For deterministic models, however, we present a uni ed analysis yielding new insights into the structural properties of optimal policies of both problems S and D with and without a makespan constraint. We present an optimization algorithm for the special case of two families and at most three set-ups.
The scheduling model treated here captures the issue of when to set up a new family and of how to sequence various items within the family currently set up. Thus, the key issues include (1) sequencing jobs within a \batch" belonging to the same family (problem D only), (2) determining batch sizes, and (3) the sequencing of batches associated with distinct families. We partially characterize an optimal policy by means of a Gittins reward rate index and a similar switching index derived from the multi-armed bandit theory. In this way the set of possible batches is limited to a set of candidates de ned by \switching indices." This paper is the rst to develop reward-rate based switching indices appropriate to problems with job families. All of our results for unconstrained optimization apply to problems with a makespan constraint as well. For makespan-constrained problems, we present an optimization algorithm for the special case of two families and at most one additional set-up.
This paper is organized as follows. We begin with a survey of the most relevant literature and describe our contribution in Section 2. The problem formulation is described in Section 3. Section 4 contains de nitions of reward rate, switching index and stopping times, an analysis of the structural properties of the optimal policies and su cient conditions for optimality. In Section 5, the reward rate and stopping time concepts are used to address the weighted ow time problem with a makespan constraint. We summarize our conclusions and managerial insights in Section 6. A glossary of notation is listed in Appendix A, and the proofs of some 4 results are shown in Appendix B for clarity. 17 ] for a stochastic formulation and analysis). With D n denoting the job set-up time, c n the holding cost rate per job, ?1 n the mean service time, and x n the number of identical jobs of family n, the \index of family n" is given by n = c n n (x n ?1 n )=(x n ?1 n + EfD n g): This rule can be interpreted as the familiar c index multiplied by the fraction of time over which useful work is performed. These results are extended to queues interconnected by job feedback in Van Oyen and Teneketzis 19] .
Literature Survey
Using a deterministic framework, Baker 3] explores and surveys problems in which jobs may be organized according to families. We refer to the restriction to a policy that serves all of the jobs of a given family consecutively without an interruption as the GT assumption. This assumption is appropriate when set-up times or the nature of the production system require that all jobs of the same family be served together in a batch. See Potts and Van Asawa and Teneketzis 2] developed an innovative perspective on the characterization of classical multi-armed bandits (with or without discounting) under the additional (nonclassical) feature of lump-sum switching costs or switching delays (times). Although di erent in detail, the concepts from 2] prove applicable here and we draw upon these and other concepts to provide a relatively strong characterization of an optimal policy.
Problem Formulation
Although the literature typically casts the scheduling model as intrinsically deterministic, we show that when there is no makespan constraint, the stochastic scheduling problem can be analyzed via its deterministic counterpart using mean values. For this reason, we proceed with a stochastic formulation of the scheduling problem.
A single server is to be allocated to an arbitrary number of jobs, all initially available for processing (zero release times). Each job belongs to a job family, and the families are Set-ups are required to switch production from a job of one family to another. There is no switching penalty for changes from one item to another within the same family. The set-up time for family f is (f), which is drawn from the distribution (f) independently of all else and has mean D f 2 0; 1).
We begin by considering the case without a makespan constraint. The objective is to determine a (dynamic) scheduling policy that minimizes the total in nite horizon expected holding cost (equivalently, weighted owtime). We restrict attention to non-preemptive and non-anticipative policies. That is, services and set-ups must be completed once initiated; the server is active while jobs are present; and service/set-up times may not be used by the policy in advance of their realization. It is straightforward to prove that (1) idling policies and (2) policies which possess consecutive set-ups (that is, one set-up followed by a second one that makes the rst unnecessary) are strictly suboptimal. Thus, we may restrict attention to policies that serve at least one job of family f following a set-up of f. A policy speci es, at each job completion epoch, that the server either remain working in the present family on a particular job, or setting up another job family for service. At time zero, we assume that no family is set up, and therefore a set-up is required.
We examine two variations on the problem at hand, one static and the other dynamic.
Static Sequence Problem (S): In the static case, the job sequence within a family is xed.
Dynamic Sequence Problem (D):
In the dynamic case, we allow the control policy to choose the job sequence within a family in addition to controlling the times at which the policy will switch from one family to another.
Under the assumptions of the formulation, which include nonpreemptive services and set-ups, even the fully dynamic scheduling problem reduces to a deterministic problem (we refer the reader to Appendix B for the details). For the sake of streamlining our notation, we hide the set-ups by de ning a new job vector as follows. We take (f(i) 
With f g (i) de ned as the owtime of the ith job under policy g, we can now conveniently express the cost of a policy g 2 G L as
where set-up times are captured via (3.2) and (3.3). At least one optimal policy exists, because the policy space is nite. Moreover, since a policy is optimal if it minimizes F w (g) as de ned in (3.5), we observe that the solution of this stochastic scheduling problem is identical to the deterministic scheduling problem with constant service times (f; s) ?1 and set-up times D f . This simpli es the analysis considerably, and we proceed to analyze structural properties of the original system for problems S and D using its deterministic counterpart.
After treating the above problem as a deterministic problem, we also consider in Section 5 the deterministic problem of either type S or D with the objective of minimizing weighted owtime subject to a constraint, T, on the schedule's makespan.
We have chosen not to model tear-down times following the service of a batch of family f. This is not restrictive. De ne a (familial) batch to be a string of jobs of family f, denoted B f , such that g = M 0 B f M 00 for some pre x string M 0 , some su x string M 00 , and B f represents a batch of jobs of family f. Thus, the rst stage of B f is the set-up (f; 0). B f contains no other set-ups, and M 00 begins with a set-up of another family f 00 6 = f.
For an initial string g = g 1 g 2 g 3 : : : g k(g) , the reward rate for any substring M = g n g n+1 : : : g n+m is de ned by We then de ne the switching index and the stopping time. Suppose that a partial schedule has been generated, and (f; 1); (f; 2); : : : ; (f; n?1) with n N f have been served some time prior to t, but family f may not be set up at the current decision epoch t. Using the terminology of 9], we de ne at any time t, the load level of family f to be the next job waiting for processing, n in this scenario. We wish to compute the maximum reward rate that can be earned by serving available jobs of family f, beginning at load level n. Two cases must be considered: rstly, the case where a set-up is required for family f before job (f; n) can be processed; and secondly, the case where family f is already set up. In problem D, the second case is trivial because c(f; n) (f; n) maximizes the reward rate achievable by serving jobs of family f. In problem S, the reward rate of the second case is known to be the Gittins dynamic allocation index (DAI). Thus, it only remains to consider the case where family f requires a set-up. We de ne the switching index as f;n (1), the maximum reward rate available upon switching to family f at load level n, and the corresponding stopping time, f;n (1), as follows. Because an optimal policy may continue to serve family f beyond f;n (1), it is useful to de ne f;n (j) for j = 1; 2; : : :, which is the j th best reward rate achievable, and the corresponding stopping time, f;n (j). Let f;n (0) = n ?1, then recursively compute until f;n (j) = N f : f;n (j) = maxf (f; 0) (f; n) (f; )]; f;n (j ? 1) < N f g (4.5) f;n (j) = maxf : (f; 0) (f; n) (f; )] = f;n (j); N f g (4.6) For k > 0; (f; 0) (f; n) (f; N f + k)] = 0. Thus, f;n (1) is the longest stopping time that achieves f;n (1). Provided the following quantities exist for j; k 2 IN, (4.6) and (4.5) imply the following intuitive structure: f;n (j) > f;n (j + k) ; (4.7) f;n (j + k) > (f; 0)(f; f;n (j) + 1) (f; f;n (j + k))]: (4.8) Note also that the right hand side of (4.8) is not necessarily equal to f; f;n (j)+1 (k), because the job services involved are crucial in selecting the stopping time 
Structural Properties
We begin with the property that all jobs sharing the same family and item designation may be served consecutively. That is reasonable because jobs of the same vector are identical and thus share a common incentive for serving them, thereby giving each the same \priority". This is a very intuitive result, but also a very practical one. In production applications, it is common to have only a small number of product models (items) and a small number of priorities within each model. Lemma 1 o ers a tremendous reduction in complexity by collapsing (in D) all of the jobs of the same item into a single job. Even in problem S, the reduction applies to consecutive jobs of the same item.
Lemma 1: For problems S and D, there exists an optimal policy that serves all the jobs with a common vector (f; s) exhaustively. That is, it is optimal to consecutively serve all n(f; s) jobs with job vector (f; s) .
The proof can be found in Appendix B.
Because all jobs of the same family and item may be served consecutively under an optimal policy, the n(f; s) jobs with vector (f; s) are served consecutively in a period of length n(f; s) (f; s) ?1 . Thus, for the purpose of optimal scheduling, it su ces to consider a problem, say P 0 , that is equivalent to the original problem, except for the following parameters: n 0 (f; s) = 1; c 0 (f; s) = n(f; s)c(f; s); and 0 (f; s) ?1 = n(f; s) (f; s) ?1 . To see this, consider any two scheduling policies g andg . Let r = F w (g) ? F w (g ), as computed under the original formulation, P. Note that under P 0 , F P 0 w (g) ? F P 0 w (g ) = r as well. For any g, the e ect of P 0 is a constant:
This is summed up in the following proposition.
Proposition 1: For the purpose of determining an optimal policy, in problem D, the n(f; s)
jobs with vector (f; s) may be replaced by a single job with holding cost n(f; s)c(f; s) and service rate (f; s)=n(f; s). Although problem S cannot be simpli ed in this way, in the sequel, we always assume for problem D that for each family f, the items are labeled in order of decreasing reward rate. In other words, for each family f, relabel the items such that for s = 1; : : : ; N f ? 1; c(f; s) (f; s) c(f; s + 1) (f; s + 1). If problem D is without set-ups, an optimal scheduling policy is speci ed by Theorem 1 and 2. Simply order all jobs according to nonincreasing c( ; ) ( ; ) indices. With set-ups, however, an incentive is provided to serve batches of jobs of the same family, because additional holding costs penalties are incurred during set-ups for all jobs remaining in the system. The set-up time a ects the resource allocation decision in a complex way that depends on the holding costs and service times of the jobs considered, as well as the set-up time for the family.
By Theorem 2, an optimal policy sequences jobs of a given family in the order 1; 2; : : :. By Proposition 1, we restrict attention to n(f; s) = 1 for all f; s. Having de ned the sequence within a batch, Problem S and Problem D are alike in scheduling the families.
The remaining question is how to split each familial string (f; 1)(f; 2) (f; N f ), into batches and how to splice the various batches together to form an optimal sequence. That is, g as de ned in (3.1), is composed of a number, say n(g) 1 F 2 , where F 00 1 = (f; f;n (j) ?`+ 1) (f; f;n (j)) ; F 2 = (f; f;n (j) + 1) (f; f;n (j) + 0 ) for some 0 Therefore,ĝ is better than g. 2
From Theorem 3, it is straightforward to observe that if f;1 (1) = N f for all f = 1; 2; : : : ; N, then the optimal GT policy is also optimal within the larger class G L for both problem S and D.
The switching index stopping time, f;n (j), can be easily computed for problem D. Let the candidate stopping time i vary from f;n (j ? 1) to N f . If c(f; i) (f; i) (f; 0) (f; n) (f; i ? 1)]; (4.15) then f;n (j) i; otherwise, f;n (j) would not achieve the maximum in (4.6). Thus, f;n (j) = minfi > f;n (j ? 1) : (f; 0) (f; n) (f; i)] > c(f; i + 1) (f; i + 1)g : (4.16) Using this type of thinking, we can easily deduce the following corollary of Theorem 3.
Corollary 2: For problems S and D and any given problem instance, an increase in the mean set-up time for any family f from D f to D 0 f results in equal or longer candidate stopping times 0 ( ; ) ( ). The resulting space of potentially optimal policies is equal to or smaller than that for the original problem.
To justify Corollary 2, we simply observe that in the new problem for any we have 0 (f; 0) (f; n) (f; )] (f; 0) (f; n) (f; )], and thus by (4.6) the result follows. We observe that the scheduling problem is hardest to solve when the set-up time are small (and nonzero) or intermediate in size. When the set-up times decrease to zero, the solution converges to the c rule or SWPT. Similarly, we see from Theorem 3 that as the set-up times go to in nity, a GT policy, which allows each family to set up only once, is optimal.
It is tempting to suppose that the solution to this problem is as simple as determining and sequencing the batches according to non-increasing switching indices. That is, start with the family with the maximum f;n (1) and continue until the stopping time f;n (j) such that continuation would yield a smaller total reward rate than is available from another job family. The following example contradicts this. B`] = 0:50 Now, considerĝ which is similar to g, but one set-up is eliminated.ĝ = B h(1) (h; 2)B k B`. We will show thatĝ improves g. We conclude that althoughĝ is superior to g, policyg = B k B h(1) (h; 2) B`is optimal. Because the processing time of subsequent jobs is large, switching between job families results in a large increase in the holding cost. In this case, it is better to process all jobs of family h together rather than switching to another family.
Su cient Conditions
We proceed to identify further su cient conditions for either keeping the server with the current family or switching from one family to another. These conditions may be useful in limiting the search required to nd an optimal policy and in developing an e ective heuristic scheduling policy.
To start, we address the decision of which batch to serve next. Our analysis assumes for convenience that the decision epoch of concern is at time t = 0, since the system can always be relabeled (provided that a switch is always required at time 0, the rst decision epoch). In Proposition 2, which is proved in Appendix B, we derive a su cient condition for initiating service of a batch of family f, allowing the stopping time for family f to vary. k;1 (1) for every family k : k 6 = f, and k 2 1; : : : ; N, then there exists an optimal policy that serves a batch of family f rst. Moreover, the optimal sequence will begin with the string (f; 0)(f; 1) (f; f;1 (1)).
Notice that the following conjecture which appears similar to Proposition 2 is not necessarily true. With F = (f; 0) (f; 1) (f; f;n (j)), if F (k; 0)] > k;1 (1) for some j and for every family k : k 6 = f, and k 2 1; : : : ; N, then one might conjecture that it is optimal to serve batch F next. We have already provided above a counterexample to this hypothesis (see Example 1) . In that example, (h; 0)(h; 1)(k; 0)] = (h; 0)(h; 1)] > k;1 (1), and `;1 (1), but it is optimal to serve batch B k rst.
The preceding proposition was stated for the decision at time t = 0, but it is useful as a test at any decision epoch. The same is true of the following. Proposition 3 indicates that it is optimal to continue serving family f as long as it provides a per-job reward rate exceeding that available from a batch of another family. Its proof is in Appendix B.
Proposition 3: Consider either problem S or D formulated in Section 2, but with one di erence. Suppose that at time t = 0, family f is already set up. If c(f; s) (f; s) i;1 (1) for all i 6 = f , for 1 s L; and some L 2 IN; then it is optimal to consecutively serve jobs (f; 1) (f; L) (and possibly others) of family f starting at time t = 0.
The example below is presented to show that Proposition 3 is not a necessary condition.
Example 2: Consider sequencing jobs of two families (h and k). Family h has already been set up at time zero, and we will show that it is better to serve the next job of family h 15 although its reward rate is lower than that of the next batch of another family.
Job(i,j) (h,0) (h,1) (h,2) (k,0) (k, 1) c(i; j) 0 Notice that once job (h; 1) has been served, the reward rate of (h; 2) is lower than that of family k; nevertheless, we show that continuing with family h is optimal. Now, consider another job sequenceg which consists of (h; 1)(h; 2)(k; 0)(k; 1). We will show thatg improves g. then there exists an optimal GT solution. However, this result, stated as Property 3 (i) of 21], is incorrect. We provide the following counterexample.
Example 3: Consider two families, h and k, with the following set-up times and holding costs. We will show that even though the condition (4.17) holds, the GT solution is not optimal.
The reward rate of the only job of family k is higher than the reward rate of the rst job of family h, i.e. c(k; N k = 1) (k; N k = 1) ?1 = 4 c(h; 1) (h; 1) ?1 = 1. Webster and Baker's Proposition 3 (i) asserts that there exists a GT policy that is optimal, which we will denote as g GT . However, this is not the case, because policy g is optimal. The job sequence and the cost of both policies are as follows.
g GT = (k; 0)(k; 1)(h; 0)(h; 1)(h; 2); F w = 53:3 g = (h; 0)(h; 1)(k; 0)(k; 1)(h; 0)(h; 2); F w = 51:4
The Makespan-constrained Weighted Flowtime Problem
In practical applications, we are concerned not only with minimizing the total holding cost (F w problem), but also with constraining the total processing and set-up time (makespan, denoted as T). In this section, we focus our attention exclusively on the deterministic setting. This allows us to avoid the complexities that enter when a makespan target cannot be met with certainty and when optimal dynamic policies become sensitive to the remaining time. Although the F w problem with a makespan constraint is generally very di cult to solve to optimality, we have been able to establish an important result. To the best of our knowledge, this result has not been identi ed before. We state the result in the following theorem. To see why this result is true, consider the following. For a feasible solution to exist, the prespeci ed makespan, T, must be at least as large as the makespan of a GT policy. Therefore, the constraint only restricts the number of set-ups in addition to the GT policy and, thus, the number of batches for each family. None of the structural properties of Section 4 (either for S or D) specify the number of batches each family may have. Moreover, in the proofs of these properties, the modi ed policy, typically denoted asg ;ĝ; g`, or g r , is always constructed in such a way that it never introduces an additional set-up. As a result, the proofs as given justify the results, even with a makespan constraint.
While all of these properties provide useful characterizations for optimal policies, Theorem 3 is especially helpful in constructing an optimal policy because it limits our search to batches that stop at the candidate stopping times. The algorithm below is an example of how the stopping time concept can be used. 3. Select an optimal policy with one split or less by comparing F h w and F k w . If both terms are non-positive, then the GT solution is optimal.
We only need to prove that step 1.2 provides a necessary and su cient condition for determining the batches of family h. The proof is done by a simple interchange argument and shown in Appendix B. In Step 2, k;1 (1) B h ] implies, by Lemma 2, that no sub-string of B k can achieve a reward rate greater than B h . Thus, B k(1) B h B k(2) cannot be optimal. The remainder of the algorithm follows by direct computation.
With the use of the stopping time concept and Theorem 3, the algorithm above can be extended to N families with at most one additional set-up complemented to the GT solution. However, as we saw above, an exhaustive search is required. The calculations are straightforward and some su cient conditions can be developed to reduce the computational e ort.
The F w problem with the makespan constraint becomes very complicated when any number of set-ups is allowed. With the makespan constraint, a policy with a greater number of set-ups may be better or worse than a policy with a fewer number of set-ups. Moreover, a policy that starts with a batch, h, of high value of h;1 (1) may be worse than a policy that begins with the batch, say k, of lower value for k;1 (1) as shown in Example 4. An exhaustive search over all possible candidate stopping times (or a branch and bound scheme) may be unavoidable to nd an optimal policy. For practical purposes, a heuristic approach appears more appropriate than an exhaustive search. The GT solution is g GT with F w of 98. One extra set-up of family h (for which h;1 (1) = 3:66 while k;1 (1) = 3:5) increases the cost to 109, resulting in policy g 0 1 . However, one extra set-up of family k yields a better policy, g 2 with F w of 94. From this example, we see that there is no simple test to determine which family should be split, if only one extra set-up is allowed. Nevertheless, the optimal policy is g 00 1 in which family k is split into two batches and family h is set up once, with F w of 91.
Conclusions
Our e orts have succeeded in partially characterizing the structure of an optimal policy. We o er the following managerial insights, which illustrate principles extracted from our technical analysis. The primary insights surround the question of when it is reasonable to apply a very simple policy with few set-ups per family. In the extreme case, this would be the optimal Group Technology (GT) policy. We have learned that the jobs of a given family tend to be broken up as a small number of batches to form an optimal schedule when the following conditions apply (as opposed to a larger number of batches when they do not apply).
1. Optimal policies will tend toward few batches per family when there is little variation in inventory holding costs and mean processing times | particularly when the costs and processing times are paired so that the product c i i (a reward rate index of holding cost times service rate) varies little in i.
2. Few batches per family will tend to be optimal when the set-up times are large and hence the resulting penalty for a set-up is large.
3. There will tend to be fewer batches per family when constraints are placed on the order in which jobs within a family may be scheduled. Speci cally, the inclusion of a precedence ordering across jobs within a family (problem S) tends to limit the amount of switching. This is seen quite clearly in the reward rate measure of (4.4) { (4.6). In problem D the ordering of jobs ranges from that with the maximum c index to the job with the minimum c index. With precedence constraints, problem S, there is only one possible ordering of precedence constraints within family f with the same ordering as problem D. On the other hand, there are N f ! possible precedence constraint orderings, each of which has an equal or lesser di erence in reward rate across successive batches (a direct consequence of the reward rate of a batch being a weighted average of the individual reward rates of the jobs it contains).
4. An optimal policy tends to have fewer batches when there is a relatively shorter makespan constraint. This is a simple consequence of the fact that the makespan of a policy increases linearly with the number of set-ups (equivalently, batches).
5. As the number of job families decreases, there will tend to be fewer batches per family. In order to justify the optimality of scheduling family f with two or more batches, the rst two of which have reward rates (B f;1 ) and (B f;2 ) respectively with (B f;1 ) > (B f;2 ), there must be at least one other family h with a batch i of h with reward rate (B h;i ) such that (B f;1 ) > (B h;i ) > (B f;2 ). The likelihood of such an event increases as the number of families increases.
In addition, we have generated technical insights and results of value to researchers and practitioners interested in using our results to generate schedules or scheduling heuristics and implementing an optimization procedure. Set-up times introduce a di cult issue into the scheduling problem and require the introduction of a switching index in addition to the standard Gittins index for one to identify the candidate stopping times at which a batch may be ended under an optimal policy. Both the Gittins indices and the switching indices are highly intuitive measures of reward rate and are calculated in terms of holding cost per unit time. Gittins indices do not include the set-up time, while switching indices do. We learned from them that the reward rates, which are equally sensitive to both holding costs and service rates, are key to determining the relative ordering of two xed batches. However, the set-up times introduce an additional cost equal to the product of the mean set-up time and the total holding cost of all jobs uncompleted at the time of the switch. This greatly complicates the issue of whether or not to split a family, because the e ect of an additional set-up time depends upon all the other jobs present in the system at the time the switch is made. Simple index policies are no longer optimal; rather, all of the families are interrelated through the set-ups. The switching indices do, however, limit the number of switches that one needs to consider. They elegantly show how the set of potentially optimal policies decreases monotonically as the mean set-up time of a family increases. We have o ered several examples that illustrate the subtleties of the problem and suggest approaches for future heuristics. The reward rate approach also makes it easier to understand su cient conditions for not splitting a family into batches and conditions under which a group technology policy is optimal. All of the properties and insights obtained under the expected weighted owtime criterion carry over directly to the deterministic case with a makespan constraint. Computationally, the space of feasible solutions is reduced, making the problem easier. We demonstrated the use of the switching index in an algorithm for the special case of the makespan-constrained weighted owtime problem with two families.
We hope that future work will use these new structural perspectives in a heuristic policy. In particular, the results for the case with a makespan constraint are suited for heuristic implementation in a system with job arrivals over time. Concerning our insights toward an e ective heuristic approach to scheduling, we o er a few observations. First, we have found that it is both simple and helpful to construct the optimal GT policy. Based upon the amount of slack time available for additional set-ups, more complex alternatives can be constructed. One approach is to add extra set-ups one at a time to build up a heuristic policy. This is similar to the process analyzed in detail in Section 5. The stopping time indices should be used to limit the search over possible break-points for the batches. We expect that the savings gained by splitting a family into two batches increases when (1) the set-up time for that family is small, (2) the reward rate for the rst batch of the family is signi cantly larger than the reward rate of the remaining batch of the same family and also the reward rates for at least some of the other families lie between these two extremes (cf. Theorem 1), and (3) there is a signi cant holding cost contribution to all three of the following: the rst batch of the split family, the second batch of the split family, and the jobs which come between these split batches (as ordered by Theorem 1). When set-up times are very large, it is hard to improve on a GT policy, and a heuristic should work well. If set-up times are very small, the optimal policy will approach the c rule, which can also be generated using the above approach.
From the perspective of exible manufacturing systems or agile workforces with crosstrained workers, further work is needed to translate our insights into practicable heuristic policies. Where human workers are concerned, simple heuristics will be preferable and the group technology approach or other simple rules of thumb may be especially attractive. Thus, policyg is better than g. Note that the above proof works for`= N h as well, since B k ] B k (h; 0)]. We conclude with the second case. If (h;n) (h; h;1 (j + 1))] B k (h; 0)], and one switches from h to k (as doesg ), then this policy can be improved by serving these jobs prior to switching (that is, policy g with` = h;1 (j+1)). The above calculations verify the result. 2
