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Abstract
It is known that the conventional semi-orthogonal user selection based on a greedy algorithm cannot provide a
globally optimal solution due to its semi-orthogonal property. To find a more optimal user set and prevent the
waste of the feedback resource at the base station, we present a multiuser multiple-input multiple-output system
using a random beamforming (RBF) scheme, in which one unitary matrix is used. To reduce feedback overhead for
channel quality information (CQI), we propose an efficient CQI quantizer based on a closed-form expression of
expected SINR for selected users. Numerical results show that the RBF with the proposed CQI quantizer provides
better throughput than conventional systems under minor levels of feedback.
1 Introduction
The study of multiuser multiple-input multiple-output
(MU-MIMO) has focused on broadcast downlink chan-
nels as a promising solution to support high data rates
in wireless communications. It is known that the MU-
MIMO system can serve multiple users simultaneously
with reliable communications and that it can provide
higher data rates than the point-to-point MIMO system
owing to multiuser diversity [1-3]. In particular, dirty
paper coding (DPC) has been shown to achieve high
data rates that are close to the capacity upper bound
[4,5]. However, this technique is based mainly on
impractical assumption such as perfect knowledge of the
wireless channel at the transmitter. To send the channel
state information (CSI) back to the transmitter perfectly,
considerable wireless resources are required to assist the
feedback link between the base station (BS) and the
mobile station (MS). This adds a high level of complex-
ity to the communication system, which is not feasible
in practice.
Numerous studies have investigated and designed
MU-MIMO systems that operate reliably under limited
knowledge of the channel at the transmitter [6-9]. The
semi-orthogonal user selection (SUS) algorithm in [6]
shows a simple MU-MIMO system with zero-forcing
beamforming (ZFBF) [10] and limited feedback [11,12].
Although this system achieves a sum-rate close to the
DPC in the regime of large number of users, the overall
performance is restricted seriously by a quantization
error due to the mismatch between the predefined code
and the normalized channel. For this reason, antenna
combining techniques have been developed that
decrease this quantization error using multiple antennas
at the MS [7,8]. However, the SUS algorithm based on
the conventional greedy algorithm does not guarantee a
globally optimized user set. Furthermore, in earlier
research, quantizing the channel quality information
(CQI) is not considered.
In this article, we consider a MU-MIMO downlink sys-
tem with minor levels of feedback in which each user
sends channel direction information (CDI) quantized by
a log2 M-sized codebook instead of by the large prede-
fined CDI codebook used in SUS. Furthermore, to reduce
the feedback overhead for CQI, we propose a small-sized
CQI quantizer based on the closed-form expression of
the CQI of selected users. It is shown that the proposed
quantizer provides a point of reference for the quantizing
boundaries of CQI feedback and reflects the sum-rate
growth resulting from multiuser diversity with only 1 or
2 bits. The proposed CQI quantizer operates well with
minor levels of feedback.
The remainder of this article is organized as follows.
In Section 2, we introduce the system model and pro-
pose a low-complexity and small-sized feedback multi-
antenna downlink system which is based on the random
beamforming (RBF) scheme in [13]. In Section 3, we
present the user selection algorithm in the RBF scheme
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and we review the SUS algorithm and improve upon its
weaknesses. In Section 4, the closed form expression for
CQI is proposed when N = M or N ≠ M respectively in
order to set up the criteria of quantizing CQI. In Sec-
tion 5, the numerical results are presented and Section
6 details our conclusions.
2 System model and the proposed system
We consider a single-cell MIMO downlink channel in
which the BS has M antennas and each of K users has N
antennas located within the BS coverage area. The channel
between the BS and the MS is assumed to be a homoge-
neous and Rayleigh flat fading channel that has circularly
symmetric complex Gaussian entries with zero-mean and
unit variance. In this system, we assume that the channel
is frequency-dependent and the MS experiences slow fad-
ing. Therefore, the channel coherence time is sufficient for
sending the channel feedback information within the sig-
naling interval. In addition, we assume that the feedback
information is reported through an error-free and non-
delayed feedback channel.
The received signal for the kth user is represented as









∈ CN×M is a channel
matrix for each user and h¯k,n ∈ C1×M is a channel gain
vector with zero-mean and unit variance for the nth
antenna of the kth user. W = [w¯1, . . . , w¯M] ∈ CM×M is a
ZFBF matrix for the set of selected users S, n¯k ∈ CN×1 is
an additive white Gaussian noise vector with the covar-
iance of IN, where IN denotes a N × N identity matrix.
s¯ = [sπ(1), . . . , sπ(M)]T is the information symbol vector
for the selected set of users S = {π(1), . . . , π(M)} and
x¯ = W s¯ =
∑M
i=1 w¯isπ(i) is the transmit symbol vector that is
constrained by an average constraint power, E{‖ x¯‖2} = P.
y¯k is the received signal vector at user k.
2.1 Proposed MU-MIMO system
In this section, we present a low-complexity and small-
sized feedback multiple-antenna downlink system. The
proposed system is based on the RBF scheme in [13]
using only one unitary matrix - identity matrix IM. (This
is identical to the per user unitary and rate control
(PU2RC) scheme in [14] which uses only one pre-coding
matrix IM.) For this reason, it is not necessary for each
user to send preferred matrix index (PMI) feedback to
the BS. In the proposed system, each MS has multiple
antennas and an antenna combiner such as the quanti-
zation-based combining (QBC) in [7] or the maximum
expected SINR combiner (MESC) in [8] is used. The
received signal yeffk,a after post-coding with an antenna





k,aHkW s¯ + η˜
H
k,an¯k, (1 ≤ a ≤ M, 1 ≤ k ≤ K)






w¯isi + η˜Hk,a n¯k. (2)
We assume that perfect channel information is avail-
able at each MS and that this channel information is fed
back to the BS using a feedback link. After computing
all M CQIs, the MS feeds back one maximum CQIs to
the BS. In this work, CQIs are quantized by the pro-
posed quantizer with 1 or 2 bits.
With the CQIs from K users, the BS constructs the
selected user set and sends the feed-forward signal
through the forward channels. The feed-forward signal
contains information about which users will be served and
which codebook vector is allocated to each selected user.
With the feed-forward signal, selected users are able to
construct proper combining vectors. The proposed RBF
system illustrated in Figure 1 is described as follows.
(1) Each user computes the direction of the effective
channel for QBC in [7] using all code vectors c¯a (ath
row of the identity matrix IM, 1 ≤ a ≤ M) and nor-
malizes the effective channel.
h¯effk,a = c¯aQ
H











q¯x ∈ C1×M: orthonormal basis for span (Hk)
||x¯|| = ||x¯||2 :=
√
x¯ x¯H: vector norm (2 - norm)
(2) The combining vectors for QBC and MESC in







































(3) The expected SINR (CQI) in [6] is computed with
every direction of the effective channel. The normalized
effective channel of the kth user with the ath effective
channel h˜effk,a is given as follows:
CQIk,a=˙γk,a = E[SINRk,a] =
ρ||η˜Hk,a Hk||2 cos2 θk,a
1 + ρ||η˜Hk,a Hk||
2sin2 θk,a
. (6)
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(4) Each user feeds back CDI and its related CQI to
the BS according to the feedback scheme.
3 User selection algorithm
3.1 User selection algorithm in RBF system
In this section, we present the user selection algorithm
with the CQI feedback matrix Fi Î R
K × M (1 ≤ i ≤ M),
which is made up of CQIs from each user. In the initial
feedback matrix F1, the (k, a)th entry CQIk,a represents
the CQI feedback of the kth user with the ath effective
channel. The CQIk,a that is used for user selection is
described in (6).
(1) BS selects the first user π(1) and the first effective
channel code (1) simultaneously with the maximum
entry from the entries of the initial feedback matrix F1.
π (1) = arg max
1≤k≤K
CQIk,σk , code (1) = c¯σπ(1) (7)
where
σk = arg max
1≤a≤M
CQIk,a for 1 ≤ k ≤ K, CQIk,a ∈ F1
(2) The (i + 1)th feedback matrix Fi+1 is constructed by
removing the entries of the ith users π(i) and the entries
of the ith effective channels code (i) from the ith feedback
matrix. After doing this, the BS selects the (i + 1)th user
and the effective channel with the maximum entry from
the feedback matrix Fi+1 in (8). This user selection pro-
cess is repeated until the BS constructs a selected set of
users S = {π(1), . . . , π(M)} up to M.
let (CQIk,a ∈ Fi+1) = 0 (8)
when k = π(j) or a = sπ(j), 1 ≤ j ≤ i
π (i + 1) = arg max
1≤k≤K
CQIk,σk , code (i + 1) = c¯σπ(i+1) (9)
where σk = arg max1≤a≤M
CQIk,a for 1 ≤ k ≤ K, CQIk,a ∈ Fi+1
3.2 Modified SUS
In this section, we review the SUS algorithm [6] and modify
it to overcome its vulnerable aspects. In the SUS-based
MU-MIMO system, the codebook design is based on the
random vector quantization (RVQ) scheme in [15,16]. The
predefined codebook, C = {c¯1, . . . , c¯2BCDI} of size L= 2BCDI,
is composed of L isotropically distributed unit-norm code-
words in C1×M, where BCDI denotes the number of feed-
back bits for a single CDI. In the SUS algorithm, the BS
tries to select users up to M out of K users. The BS selects














































Figure 1 RBF MU-MIMO downlink system model.
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largest CQI out of the initial user set A1 = {1, . . . , K}. The
value of CQIk,σk(σk = argmax1≤a≤2BCDICQIk,a for 1 ≤ k ≤ K)
is described in (6) according to the antenna combiner.
The BS constructs the user set,
Ai+1 = {1 ≤ k ≤ K : |hˆkhˆHπ{j}| ≤ ε, 1 ≤ j ≤ i} (10)
where hˆk = h˜effk,σk is a quantized effective channel vector of
user k, and selects the (i + 1)th user π(i + 1) out of the
user set Ai+1. In this formulation, the system design para-
meter ε, which determines the upper bound of the spatial
correlation between quantized channels, is the critical
parameter for the user selection. When the design para-
meter is set to a small value or when few users are located
within the BS coverage area, user set Ai+1 can potentially
be an empty set for some cases in which i ≤ M, resulting
no selection of the (i + 1)th user by the BS.
For this reason, we develop a modified SUS algorithm
denoted as SUS-epsilon expansion (SUS-ee). In SUS-ee,
the system increases the design parameter gradually
until user set Ai+1 is not an empty set so as to guarantee
the achievement of the multiplexing gain M.
With the modified user set denoted as,
Aeei+1 = {1 ≤ k ≤ K : |hˆkhˆHπ{j}| ≤ εee, 1 ≤ j ≤ i} (11)
π(i + 1) = arg max
k∈Aeei+1
CQIk,σk , (12)
the BS selects the next user π(i + 1). In this formula-
tion, εee is an expanded design parameter. With the pro-
posed algorithm, the BS can construct a selected set of
users S = {π(1), . . . , π(M)} with cardinality up to M.
4 Proposed CQI quantizer
In the MU-MIMO downlink system, the CQI quantizer is
also a critical factor determining the size of overall feed-
back. In this section, we derive the closed form expres-
sion of the CQI of selected users in order to quantize
CQI with small bits. Then, we propose a CQI quantizer
to better reflect the multiuser diversity. The proposed
quantizer is derived for QBC because the distribution of
the CQI resulting from QBC can be obtained analytically
and is more amenable to analysis than MESC.
4.1 N = M: Closed form expression for CQI and the
proposed quantizer
4.1.1 CQI quantizer under QBC
In the RBF system, identity matrix IM is considered as a
codebook of log2 M bit size. When N = M, the combin-
ing vector is given in the shape of the row vector of the



















































With the combining vector, the CQI can be repre-
sented as the product of an equally allocated power r
and a norm of effective channel ||h¯effk,a||2 since there is no
CDI quantization error when N = M. The CQI feedback
of the kth user with the ath effective channel is
described as given by























As shown in (14), the CQI is related to the distribu-
tion of entries of the inverse channel matrix. According





and the cdf is
described as
FX(x) = 1 − e−
x
2σ 2 , x ≥ 0. (15)
where σ 2 = σ 2qbc = 0.5
By substituting x2σ 2 with y, X and Y follow the relation
X = 2s2Y. Then, the distribution of Y follows the type
(iii) distribution in [[18], Theorem 4].
FY(y) = 1 − e−y, y ≥ 0. (16)
In that case, the approximated y can be obtained
through the study of extreme value theory from order














where aQa = 1, bQa = logQa and Qa is the number of
antennas in the ath user selection process.
When Qa is large enough, y satisfies the following
approximated formulation,
ya:Qa ∼= logQa +O(log logQa) (18)
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xa:Qa ∼= 2σ 2(logQa) (19)
CQIa:Qa
.= γa:Qa ∼= 2σ 2ρ(logQa). (20)
where σ 2 = σ 2qbc = 0.5
where γa:Qa in (20) is the approximated value of the
CQI when N = M and Qa is the number of antennas in
the ath user selection process. Qa used under RBF and
SUS-ee system will be presented in the Section 4.3.
4.1.2 CQI quantizer under MESC
While the distribution of the ||h¯effk,a||2 under QBC can be
obtained analytically, it is hard to analyze the distribu-
tion of the ||h¯effk,a||2 under MESC. For this reason, we
describe the distribution of the ||h¯effk,a||2 under MESC
using numerical results. According to the numerical
results of Monte-Carlo simulation, we assume that
||h¯effk,a||2 has a Chi-square distribution with variance s2
defined by
σ 2 = σ 2mesc =
⎧⎨
⎩
0.7, ρ ≤ 1(dB)
0.7ρ−0.1, 1 < ρ ≤ 28(dB)
0.5, ρ > 28(dB)
(21)
4.2 1 < N < M: Closed form expression for CQI and the
proposed quantizer
In this section, we develop the closed form expression of
the CQI of selected users when N ≠ M. In the case of N
≠ M, removing the quantization error between the code-
word and the effective channel completely is not possi-
ble. To develop the closed form expression of the CQI
of selected users, we need to derive the cdf of the CQI.
For this reason, we must know the distribution of both
the norm of the effective channel ||h¯effk,a||2 and the quan-
tization error term sin2 θk,a
. As explained in Section 4.1,






according to [7], quantization error sin2 θk,a follows the






xM−N, (0 ≤ x ≤ δ)








, (N = M − 1)
1√
(M−1N−1)
, (N = M − 2)
With the distribution of ||h¯effk,a||2 and sin2 θk ,a, we
derive the cdf of CQI in the same way as in [[6], Section
5: N = 1]. At first, we derive the distribution of the
interference term in Lemma 1 and it is proved in
Appendix 1.
Lemma 1: (Interference term)
||h¯effk,a||2sin2θk,a ∼ Gamma(M −N, 2σ 2δ) ∼ 2σ 2δY = I
where
Y ~ Gamma(M - N, 1)
σ 2 : Variance of ||h¯effk,a||2 (σ 2qbcin (15) and σ 2mesc in (21))
Proof: Appendix 1
As can be seen in Appendix 1, the interference term
has a Gamma distribution, Gamma(M - N, 2s2δ).
Lemma 2: (Information signal term)
||h¯effk,a||2cos2θk,a ∼ t(X + (1 − δ)Y) = S
where
X ~ Gamma(1, 1), Y ~ Gamma(M - N, 1)
t = 2s2
Proof: Appendix 2
In Appendix 2, to derive the distribution of
||h¯effk,a||2cos2θk,a, we verify that the joint distribution of
||h¯effk,a||2cos2θk,a and ||h¯effk,a||2sin2θk,a is comparable with
the joint distribution of I and S. Therefore, the informa-
tion signal term can be described as the sum of the two
Gamma variables X and Y. Furthermore, it is shown




the distribution of γ = ρS1+ρI.
Lemma 3: (CQI: Expected SINR)
Define













Since it is proved that the distribution of gk,a is equal
to the distribution of g, in Lemma 2, the cdf of gk,a can
be derived using the distribution of g. In Lemma 3, we
define g with two independent Gamma variables X and
Y. For this reason, the cdf of g can be derived using X
and Y.
Theorem 1: (Largest order statistic among CQIs for
Qa candidates: using extreme value theory)
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For large Qa
CQIa:Qa

















where Qa : The number of antennas in the ath user
selection process
Proof: Appendix 4
In Theorem 1, γa:Qa is the approximated value of the
CQI when 1 < N < M. Since the cdf in Lemma 3 can be
changed to follow the type (iii) distribution in [[18],
Theorem 4], the closed form expression of CQIk,a can
be analyzed using the studies of extreme value theory
when N ≠ M. Qa used under the RBF and SUS-ee sys-
tem will be presented in the next section.
4.3 The number of antennas in the ath user selection
process
In this section, the number of user candidates in each
user selection process are described. At first, Qa used in
RBF is shown as
Qa = (Qa)RBF
.= (K − a + 1)(M− a + 1) 1 ≤ a ≤ M.(23)
In contrast to the RBF, the number of user candidates
used in the user selection stage under the SUS-ee algo-
rithm is described as follows:
Qa = (Qa)SUS−ee
.= [K − (a − 1)max(1, K/2BCDI)]αa




1, a = 1
Iε2 (a− 1, M− a + 1), a > 1.
Here, Iz(x, y) is the regularized incomplete beta func-
tion which determines the size of the user pool, which
varies according to the user selection order [10]. The
constant aa represents the probability that channel vec-
tors of the user pool are in the set of vectors that are
semi-orthogonal (referred to as ε-orthogonal in [6]) to
all of the CDIs of the formerly selected users. As
explained in the Section 3.2, the design parameter ε is
expanded in the modified SUS-ee algorithm and is
assumed to be εee = ε + 0.05 in the fourth user selection
stage according to the numerical results.
4.4 CQI quantization boundary
With the closed form expression of CQI, the quantiza-
tion boundary of the CQI feedback is determined. In
this work, we use 1 or 2 bit size CQI (2 or 4 level)
quantizers. In the case of RBF based system, the CQI
quantization boundaries are represented in Table 1. The
CQI quantization boundaries in SUS-ee based system
are represented in Table 2.
4.5 Complexity analysis
In this section, the complexity of the proposed RBF sys-
tem is compared to that of a SUS-ee-based system. The
complexity comparison is described in Table 3.
The RBF system is operated under low computational
complexity at the BS stage because there is no need for
vector computation in the user selection procedure and
pre-coding operation at the beamformer, unlike in SUS-
ee. In SUS-ee, BS has to let the selected users know
their effective channel out of 2BCDI effective channels,
whereas the BS selects the feed-forward information for
each selected user out of only M effective channels in
RBF. Furthermore, at the MS stage, each user has to
compute only M CQIs in RBF, whereas 2BCDI CQIs
should be computed in SUS-ee. By decreasing the com-
putational complexity at the BS, selecting users and allo-
cating the desired information to each antenna can be
performed more reliably within the signaling interval.
5 Numerical results
The numerical performances of the proposed system are
discussed. We compared the numerical results of RBF
to the results of three different MU-MIMO downlink
systems (SUS-ee with antenna selection (AS) [6,7], QBC
[7] and MESC [8]). The total size of the feedback used
by each user is given in Table 4.
First, Figure 2 compares the results between the SUS
and the SUS-ee algorithm under QBC when the system
design parameter ε is 0.3. As shown in Figure 2, by
Table 1 The proposed CQI quantizer (RBF)
1-bit quantizer (N = M) 1-bit quantizer (N = M - 1)
Level 1 0 < x < 0.852γ4:Q4 0 < x < 0.85
2γκ :Qκ (QBC : κ = 2,MESC : κ = 3)
Level 2 0.852γ4:Q4 ≤ x < ∞ 0.852γκ :Qκ ≤ x < ∞ (QBC : κ = 2,MESC : κ = 3)
2-bit quantizer (N = M) 2-bit quantizer (N = M - 1)
Level 1 0 < x < 0.82γ4:Q4 0 < x < 0.8
2γ3:Q3
Level 2 0.82γ4:Q4 ≤ x < 0.852γ3:Q3 0.82γ3:Q3 ≤ x < 0.92γ2:Q2
Level 3 0.852γ3:Q3 ≤ x < 0.92γ1:Q1 0.92γ2:Q2 ≤ x < γ1:Q1
Level 4 0.92γ1:Q1 ≤ x < ∞ γ1:Q1 ≤ x < ∞
Expected γa:Qa = 2σ
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adaptively increasing ε in the SUS-ee algorithm, M users
are serviced simultaneously and the sum-rate is
increased by about 40% when BCDI = 8, K = 30 and
P = 15 dB.
Figures 3 and 4 plot the performance of the proposed
CQI quantizer. The CQI quantizer shows better perfor-
mance than the Lloyd-Max quantizer [20,21] as the
number of user increases. Both the proposed quantizer
for RBF and the SUS-ee algorithm can quantize CQI
effectively and minimize performance degradation with
both 1 and 2 bit CQI feedback. This is attributable to
the fact that the proposed CQI quantizers is a function
of the number of users and the distribution of the CQI,
whereas the conventional quantizer is a function of only
the distribution of the CQI. The proposed quantizer for
RBF shows better performance than that for SUS-ee
because the exact number of user candidates for SUS-ee
cannot be determined.
In Figure 5, the sum-rate results from the numerical
simulation and from formulation with a closed form for
QBC or MESC are compared. With the closed form
expression for CQI in Section 4, the sum-rate formula-




log2(1 + γa:Qa) (25)
where γa:Qa is the expected SINR in (20) and (41,
Appendix 4), for N = M and N = M - 1 case. As shown
in (25), R is the sum-rate which grows like M log2 log Q
due to multiplexing and multiuser diversity gains.
According to the assumption of a large user regime in
the formulation with a closed form, when the number
of users in the system is not large enough, a substantial
difference between the numerical results and the expec-
tation based on the closed form can be seen. However,
as K increases, the difference decreases to verify the
accuracy of the formulation with a closed form.
In Figure 6, RBF shows better performance than SUS-
ee-based systems under minor feedback conditions when
N = M or N = M - 1. In these numerical simulations,
with the QBC or MESC technique, SUS-ee system uses a
5-bit size codebook and with the AS technique, it uses a
6- and 8-bit size codebook. Although systems based on
the SUS-ee have 23 times more effective channel vectors
for CQI than RBF, the user pool employed in the SUS-ee
algorithm is determined entirely by the formerly selected
users. If the previously selected users are not semi-ortho-
gonal to the rest of the users, the number of user candi-
dates in the next user selection stage will be highly
restricted. Furthermore, if the effective channel vectors of
the remaining users in the user selection stage are equal
to the effective channel vectors of the previously selected
users, these users will not have the opportunity to be ser-
viced because each user feeds back only one CQI.
Regardless of the fact that each user can fully remove the
interference when N = M, the semi-orthogonality
between the effective channel of users is a still critical
issue of the system. By increasing the system design para-
meter ε, the effective channel gains for a set of selected
users will be increased due to the multiuser diversity.
However, the loss resulting from the normalization
Table 2 The proposed CQI quantizer (SUS-ee)
2-bit quantizer (N = M) 2-bit quantizer (N = M - 1)
Level 1 0 < x < 0.72γ3:Q3 0 < x < 0.9
2γ3:Q3
Level 2 0.72γ3:Q3 ≤ x < 0.82γ2:Q2 0.92γ3:Q3 ≤ x < 0.952γ2:Q2
Level 3 0.82γ2:Q2 ≤ x < 0.852γ1:Q1 0.952γ2:Q2 ≤ x < γ1:Q1
Level 4 0.852γ1:Q1 ≤ x < ∞ γ1:Q1 ≤ x < ∞
Expected γa:Qa = 2σ


















Table 3 Complexity comparison between the RBF and the SUS-ee
RBF SUS-ee
BS
Pre-coding N/A M × M matrix inversion
User selection Simple magnitude comparison between
quantized CQIs from K users
Vector computations are needed between the previously selected users and the
rest of the users until constructing users up to M
Feed-forward
information
One desired effective channel out of M =
4 effective channels





Compute M = 4 combining vectors and
CQIs
Compute 2BCDI combining vectors and CQIs
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process in ZFBF matrix W (Moore-Penrose pseudo-
inverse matrix of set of selected users S in [6]) also
grows. For these reasons, SUS-ee does not guarantee that
a globally optimized user set solution will be found. In
RBF, the selected user set approaches a globally opti-
mized solution because the effective channel vectors are
completely orthogonal to each other. Additionally, RBF
can guarantee the construction of a user set composed of
up to M users, even in a small user regime.
Figures 7 and 8 display the sum-rate vs. K curves with
power constraint P as 10 or 20 dB. In the figures, the
RBF system is operated under 3 or 4 bit feedback
conditions, whereas the SUS-ee system is operated
under 9 or 10 bit feedback conditions in Figure 7 and
under 7 or 8 bit feedback conditions in Figure 8, respec-
tively. Despite the fact that the numerical results of the
RBF performance are about 2.5 bps/Hz below that of
SUS-ee with perfect CSIT in Figure 7, they still show
better performance than SUS-ee-based systems, espe-
cially with a small number of users. For the best-case
example, the sum-rate results of RBF are 4.5 bps/Hz
higher than those of two different MU-MIMO systems
when K = 8 and P = 20 dB employing 4bit feedback
overall. As shown in Figures 7 and 8, while the size of
all feedback for RBF with MESC (2 bit CQI) is 6 and 4
bits smaller than that of SUS-ee with MESC, respec-
tively, the proposed system shows better throughput
performance. With RBF (1 bit CQI), the system can
achieve a reduction in the feedback overhead of up to 7
bits out of total 10 bits when P = 10 dB in Figure 7.
When N is equal or similar to M (N = 4 or 3), the nega-
tive effect of a small candidate pool of effective channels
Table 4 The size of feedback used in each MU-MIMO
system
System Feedback organization Total
feedback
RBF w. QBC or MESC CDI: 2 bits, CQI: 1 or 2 bits 3 or 4 bits
SUS-ee w. QBC or
MESC
CDI: 5,6,7 or 8 bits, CQI: 2
bits
7,8,9 or 10 bits



















SUS-ee vs. SUS (QBC, K=30, M=4, N=3 or 4)
SUS-ee (8bit CDI, Perfect CQI)
SUS-ee (6bit CDI, Perfect CQI)
SUS (8bit CDI, Perfect CQI)









# of the selected users
04CDI, SUS: 2.92 06CDI, SUS: 3.26 08CDI, SUS: 3.46
04CDI, SUS-ee: 4 06CDI, SUS-ee: 4 08CDI, SUS-ee: 4
Figure 2 Comparison of the results between the SUS and the SUS-ee algorithm (ε = 0.3).
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for CQI can be offset by the positive effect from full-
orthogonality between the effective channel of each user
in the proposed user selection scheme.
On the other hand, when N is much smaller than M
(N = 1 or 2), removing quantization error entirely is not
possible. Therefore, RBF system does not guarantee
higher throughput than SUS-ee. SUS-ee with QBC or
MESC has more codes for antenna combinations than
RBF. For this reason, these two systems have additional
opportunities to reduce quantization error compared to
RBF. In consequence, employing a system which uses
large codebook for antenna combinations undoubtedly
provides the advantage of increasing the sum-rate of the
system.
6 Conclusion
In this article, we propose a low-complexity multi-antenna
downlink system based on a small-sized CQI quantizer.
First, in the proposed system, each user feeds back a CDI
and its related CQI collected from M CQIs that are com-
puted according to the every codeword from a codebook
of log2 M bit size instead of using a large codebook. In
addition, using the extreme value theory, the closed form
expression of the expected SINR of selected users is
derived. With this formulation, a CQI quantizer is pro-
posed in order to maintain the small-sized feedback sys-
tem and reflect the sum-rate growth resulting from
multiuser diversity. In this work, the sum-rate throughput
of the RBF system is obtained by Monte-Carlo simulation





















The Proposed Quantizer (M=4, N=4)
Perfect CQI
2 bit CQI Proposed Quantizer
1 bit CQI Proposed Quantizer













Figure 3 Performance gap between perfect CQI case and quantized CQI case (M = 4, N = 4).
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and is compared to that of a conventional MU-MIMO sys-
tem based on SUS. Numerical results show that, in the
proposed system, the sum-rate can approach the result of
SUS-ee with perfect CSIT, outperforming all other systems
which are based on SUS-ee under minor amounts of feed-
back. Furthermore, the results show that performance
degradation due to CQI quantization is negligible under
the proposed low-bit quantizer. Considering the fairness
level of the system, the data rates are distributed quite uni-
formly among M selected users for RBF, whereas the data
rates are weighted too much on the first and second
selected users in the SUS-ee algorithm. Finally, the com-
plexity at the BS is reduced as there is no need for pre-
coding multiplication and vector computation in the user
selection procedure.
Appendix 1
Proof of Lemma 1
Using the distribution of ||h¯effk,a||2 and sin2 θk,a, the distri-
bution of the interference term is derived. The cdf of
||h¯effk,a||2sin2θk,a is described as follows.





































































(where m = M −N + 1)
(27)




















The Proposed Quantizer (M=4, N=3)
RBF (2 bit CDI, Perfect CQI)
RBF (2 bit CDI, 2 bit CQI Proposed Quantizer)
RBF (2 bit CDI, 1 bit CQI Proposed Quantizer)
SUS-ee (5 bit CDI, Perfect CQI)





Figure 4 Performance gap between perfect CQI case and quantized CQI case (M = 4, N = 3).
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∼ Gamma(M −N, 2σ 2δ)
Appendix 2
Proof of Lemma 2
In Lemma 2, we define both the interference term and
the information signal term such as Ik = ||h¯effk,a||2sin2θk,a
and Sk = ||h¯effk,a||2cos2θk,a.
At first, we develop the relation between the joint dis-
tribution of (Ik, Sk) and that of (||h¯effk,a||2, sin2θk,a). The
relation between the joint distribution of (Ik, Sk) and
that of (||h¯effk,a||2, sin2θk,a) are as given by
f||h¯effk,a||2,sin2θk,a(r,w) = |J|fIk ,Sk(u, v) (30)
where













fIk ,Sk(u, v) =
1




























2σ 2 , 0 ≤ uu+v ≤ δ & u + v ≥ 0
0 otherwise
(31)

















RBF w. QBC & MESC (M=4, N=3 or 4)
Numerical Simulation (N=4)
Formulation with a Closed Form (N=4)
Numerical Simulation (N=3)




























Figure 5 Comparison between the results of the numerical simulation and the formulation with a closed form of the proposed
scheme (RBF with QBC & MESC, N = 3 or 4).
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where






, (N = M − 1)
1√
(M−1N−1)
, (N = M − 2)
Then, after defining I = δtY and S = t(X + (1 - δ)Y)
where t = 2s2, the relation between the joint distribu-
tions of (I , S) and that of (X, Y ) are derived as
follows.
fX,Y(x, y) = |J|fI,s(u, v) (32)
where




















































− (u+v)2δ2 , (0 ≤ uu+v ≤ δ& u + v ≥ 0, M = 4, N = 2)
0, otherwise
(34)
By comparing the equations (31) and (34), we can verify
that the joint distribution fIk ,Sk(u, v) is the same as the joint
distribution fI,S(u, v). Therefore, the information signal
term Sk follows the distribution of S = t(X +(1 - δ)Y) which
is described as the sum of two Gamma variables X and Y.
Appendix 3
Proof of Lemma 3
To derive the cdf of gk,a, we define the g using S and I in
Lemma 2
(




. The distribution of g
is described as follows.
















M=4, N=3 or 4
SUS-ee (Perfect CSIT)
RBF w. MESC (2bit CDI, 2bit CQI)
SUS-ee w. MESC (5bit CDI, 2bit CQI)
SUS-ee w. QBC (5bit CDI, 2bit CQI)
SUS-ee w. AS (8bit CDI, Perfect CQI)
SUS-ee w. AS (6bit CDI, Perfect CQI)
1 
1 
Figure 6 Sum-rate vs. average SNR under M = 4, N = 3 & 4 and K = 25.
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Fγ (x) = P(γ ≤ x) = P
(




































e−ydy = 1 − e
− x
ρt
δ(x+1) = 1 −
(M−1N−1 )e
− x2σ 2ρ


















, (M = 4, N = 2)
(36)






when x ≥ 1 − δ
δ
Appendix 4
Proof of Theorem 1
In this section, we define the relation
γ ′ = γ+1tρ .(γ = tργ ′ − 1) By substituting g’ with γ+1tρ the
cdf is changed to follow type (iii) distribution in [[18],
Theorem 4].
Fγ ′(z) = Fγ (tρz − 1) = 1 − e
− 1tρ (tρz−1)
(tρz)M−NδM−N




























M=4, N=4, P=10 or 20 dB
SUS-ee (Perfect CSIT)
RBF w . MESC (2bit CDI, 2bit CQI)
RBF w . MESC (2bit CDI, 1bit CQI)
SUS-ee w . MESC (8bit CDI, 2bit CQI)
SUS-ee w . QBC (8bit CDI, 2bit CQI)
SUS-ee w . MESC (7bit CDI, 2bit CQI)
SUS-ee w . QBC (7bit CDI, 2bit CQI)
3 G%
3 G%
Figure 7 Sum-rate vs. the number of users under M = 4, N = 4 & P = 10 or 20 dB.
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where







Therefore, g’ can be analyzed using the studies of
extreme value theory in order statistics. According to















aQa = 1, bQa = log
Qa
β


































































































M=4, N=3, P=10 or 20 dB
RBF w. MESC (2bit CDI, 2bit CQI)
RBF w. MESC (2bit CDI, 1bit CQI)
SUS-ee w. MESC (6bit CDI, 2bit CQI)
SUS-ee w. QBC (6bit CDI, 2bit CQI)
SUS-ee w. MESC (5bit CDI, 2bit CQI)
SUS-ee w. QBC (5bit CDI, 2bit CQI)
3 G%
3 G%
Figure 8 Sum-rate vs. the number of users under M = 4, N = 3 & P = 10 or 20 dB.
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SINR: signal to interference plus noise ratio; SUS: semi-orthogonal user
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mobile station; ZFBF: zero-forcing beamforming; PU2RC: per user unitary and
rate control; PMI: preferred matrix index; RVQ: random vector quantization;
QBC: quantization-based combining; MESC: maximum expected SINR
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