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Abstract
The ongoing deregulation of energy markets has greatly impacted the power industry. In this
new environment, rms shift their focus from cost-ecient energy supply to more prot-oriented
goals, trading energy at the price set by the market. Consequently, traditional management
approaches based on cost minimisation disregarding market uncertainties and nancial risk are
no longer applicable.
In this thesis, we investigate medium-term planning problems in deregulated energy markets.
These problems typically involve taking decisions over many periods and are aected by signif-
icant uncertainty, most notably energy price uncertainty. Multistage stochastic programming
provides a exible framework for modelling this type of dynamic decision-making process: it
allows for future decisions to be represented as decision rules, that is, as measurable functions
of the observable data.
Multistage stochastic programs are generally intractable. Instead of using classical scenario tree-
based techniques, we reduce their computational complexity by restricting the set of decision
rules to those that exhibit an ane or quadratic data dependence. Decision rule approaches
typically lead to polynomial-time solution schemes and are therefore ideal to tackle industry-size
energy problems. However, the favourable scalability properties of the decision rule approach
come at the cost of a loss of optimality. Fortunately, the degree of suboptimality can be
measured eciently by solving the dual of the stochastic program under consideration in linear
or quadratic decision rules. The approximation error is then estimated by the gap between the
optimal values of the primal and the dual decision rule problems. We develop this dual decision
rule technique for general quadratic stochastic programs.
Using these techniques, we solve a mean-variance portfolio optimisation problem faced by an
electricity retailer. We observe that incorporating adaptivity into the model is benecial in a
risk minimisation framework, especially in the presence of high spot price variability or large
market prices of risk. For a problem instance involving six electricity derivatives and a monthly
planning horizon with daily trading periods, the solution time amounts to a few seconds. In
contrast, scenario tree methods result in excessive run times since they require a prohibitively
large number of scenarios to preclude arbitrage.
Moreover, we address the medium-term scheduling of a cascaded hydropower system. To reduce
computational complexity, we partition the planning horizon into hydrological macroperiods,
each of which accommodates many trading microperiods, and we account for intra-stage vari-
ability through the use of price duration curves. Using linear decision rules, a solution to a
real-sized hydro storage problem with a yearly planning horizon comprising 52 weekly macrope-
riods can be located in a few minutes, with an approximation error of less than 10%.
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Chapter 1
Introduction
1.1 Motivation and Aim
Over the recent decades the energy industry has been undergoing liberalisation and deregula-
tion. As a result, state-owned utilities are being privatised, and vertically integrated companies
are being replaced by rms specialised in generation, transmission, distribution, or retail sale of
energy. In many countries, this deregulation process culminates in the emergence of competitive
spot markets, along with forward and derivatives markets.
Under this new environment, rms shift their focus from reliable and cost-ecient energy
supply to more prot-oriented goals, trading energy at the price set by the market. Moreover,
market participants are more exposed to nancial risk due to the characteristics of the price
dynamics  electricity spot prices are notorious for their high volatility and their frequent
spikes. Consequently, classical approaches to power system management aimed at minimising
the operating costs of the whole system are now redundant. This creates a need for new
planning methods that account for substantial market uncertainties and nancial risk, while
making the best possible use of the available resources.
A vast spectrum of resource allocation and decision problems arising in the energy industry,
such as capacity expansion planning, energy procurement, strategic bidding in electricity mar-
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kets, hydropower generation scheduling and operation of oshore wind farms, are naturally
formulated as mathematical optimisation problems. Most of these optimisation problems share
the following features.
1. High dimensionality. Real-world problems typically involve a very large number of deci-
sions and restrictions.
2. Data uncertainty. Many problem parameters are aected by signicant uncertainty, which
may originate from future or unobservable events, lack of trustworthy data or measure-
ment errors.
3. Dynamic nature. The information available to decision makers often evolves in an un-
predictable manner, creating the need for recourse actions and rebalancing decisions at
multiple future time points.
Multistage stochastic programming provides a powerful mechanism for modelling this type
of dynamic optimisation problems: it allows for recourse actions to be taken whenever new
information is revealed, and it represents these future decisions as decision rules, that is, as
measurable functions of the observable data.
Unfortunately, multistage stochastic programs are known to be generically computationally in-
tractable. The classical approach to make stochastic programming models amenable to numer-
ical optimisation algorithms is to discretise the underlying process of the random parameters.
The resulting process is representable as a nite scenario tree, which ramies at all time points
when new random data becomes observable. Scenario tree-based techniques lead to accurate
results when the underlying tree has many branches. Their drawback is that the arising opti-
misation problem scales exponentially with the number of decision stages, and thus locating a
solution may prove to be computationally challenging.
Instead of approximating the data process (as is done in scenario tree-based methods), one can
alternatively restrict the set of decisions rules to those that possess a simple functional form,
such as an ane, piecewise linear or polynomial data dependence. Fueled by new ndings
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in modern robust optimisation, a growing interest in this methodology has emerged in recent
years, resulting in the successful application of decision rule approaches in dynamic decision
making under uncertainty. The reason behind this increasing popularity is that decision rule
approximations typically give rise to polynomial-time solution schemes and are, therefore, very
well suited to tackle industry-size problems with potentially many decision stages.
The aim of this thesis is to (i) propose multistage stochastic optimisation models for medium-
term planning in deregulated and liberalised energy markets, (ii) derive computationally tractable
approximations to these models using, among other techniques, decision rule approaches, (iii)
develop ecient methods to assess the quality of these approximations, (iv) evaluate the ac-
curacy and the scalability of the proposed approximation schemes and (v) distill managerial
insights and policy implications for applications in the energy industry.
1.2 Contributions and Structure of the Thesis
In this thesis, we investigate medium-term planning problems in deregulated energy markets
and propose tractable model formulations for these large-scale dynamic decision problems un-
der uncertainty. In particular, we address the management of a hedging portfolio of electricity
derivatives from the perspective of a utility company that procures electric energy to satisfy its
customers' electricity demand. Moreover, we tackle the medium-term scheduling of a cascaded
hydropower system from the viewpoint of a generation company that wishes to maximise the
prot from trading energy on the spot market. Both planning problems envisage rebalancing
decisions or recourse actions at multiple time points in the future and are aected by stochas-
ticity in the form of unknown spot and derivative prices, electricity demand and/or natural
water inows. We, thus, formulate these problems as multistage stochastic programs. To gain
computational tractability, we restrict the set of decision rules to those that exhibit an ane or
quadratic dependence on the history of the uncertain parameters. While the arising problems
can be solved in polynomial time, a loss of optimality can occur. Fortunately, the degree of
suboptimality can be measured eciently by solving the dual of the stochastic program under
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consideration in linear or quadratic decision rules. The approximation error incurred by the
decision rule approach is then estimated by the gap between the optimal values of the primal
and the dual decision rule problems. We develop this dual decision rule technique for general
quadratic stochastic programs in this thesis.
Apart from conclusions drawn in Chapter 6, the thesis is structured as follows.
In Chapter 2, we provide an overview on some relevant background theory. We give an intro-
duction to the most widely used stochastic programming problems: two-stage and multistage
stochastic programs with recourse. For ease of exposition, we restrict our attention to lin-
ear stochastic programs with xed recourse. We discuss two methods for making stochastic
recourse problems amenable to numerical solution procedures: scenario tree-based techniques
and decision rule approaches. As part of that discussion, we review the main techniques for
building scenario trees. We further describe the main traits of deregulated electricity markets.
Moreover, we review stochastic programming models in the power industry and methods for
their numerical solution.
In Chapter 3, we consider general quadratic stochastic recourse problems. We simplify compu-
tational complexity by restricting the space of recourse decisions to those linear and quadratic
in the observations, thereby obtaining a conservative approximation to the original problem.
We further derive a progressive approximation by dualising the original problem and solving it
in linear and quadratic decision rules. We show that the primal and dual decision rule problems
may be approximated by conic programs that can be solved in polynomial time. The gap be-
tween their optimal values provides an upper bound on the approximation error of the decision
rule approach. Finally, we illustrate the ecacy of the proposed approximation scheme in the
context of a mean-variance portfolio optimisation problem from the viewpoint of an energy
retailer. The main results of Chapter 3 can be found in the following paper [119].
1. P. Rocha and D. Kuhn. A polynomial-time solution scheme for quadratic stochastic pro-
grams. Accepted for publication in the Journal of Optimization Theory and Applications,
2012.
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In Chapter 4, we consider a retailer who purchases electric energy on the spot market to meet
its customers' electricity demand. Since the electricity price charged to the nal consumer is
usually determined long before consumption takes place, the electricity retailer absorbs the
entire risk of volatile spot prices. To hedge against this exposure, the retailer may hold a
portfolio of electricity derivative contracts. We propose a multistage stochastic mean-variance
optimisation model for the management of such a portfolio. To obtain a computationally
tractable model, we apply two approximations: we aggregate the decision stages and solve the
resulting problem in linear decision rules. When applied to mean-variance optimisation models,
this approach leads to convex quadratic programs, which can be solved eciently with standard
quadratic programming solvers. Our numerical experiments illustrate the value of adaptivity
inherent in the linear decision rule method and its potential for enabling scalability to problems
with many periods. The contents of Chapter 4 have been published in the following paper [118].
2. P. Rocha and D. Kuhn. Multistage stochastic portfolio optimisation in deregulated elec-
tricity markets using linear decision rules. European Journal of Operational Research,
216(2):397408, 2012.
In Chapter 5, we address the scheduling of a cascaded hydropower system over a medium-
term planning horizon. To this end, we present a multistage stochastic optimisation model
which determines a generation and pumping schedule that maximises the expected prot from
trading energy on the spot market. Electricity spot prices change on a much shorter time scale
than the hydrological dynamics of the reservoirs in the cascade. We exploit this stylised fact
to reduce the computational complexity of the model: we partition the planning horizon into
hydrological macroperiods, each of which accommodates many trading microperiods, and we
account for intra-stage price variability through the use of price duration curves. In addition,
we solve the resulting multiscale problem in linear decision rules, thereby obtaining a tractable
approximate problem. We apply the proposed approach to a case study of a real hydropower
system located in Central Europe. Our numerical results indicate that it achieves a fair degree
of accuracy and that it scales to realistic problem sizes. The main results of Chapter 5 are
presented in the following working paper.
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3. P. Rocha, W. Wiesemann, and D. Kuhn. A decision rule approach to medium-term
hydropower scheduling under uncertainty. Working paper, 2012.
1.3 Notation
We will use the following notation in this thesis. By slight abuse of notation, for A;B 2 Rmn
the relation A  B represents componentwise inequality. For C;D 2 Rnn, the relation C  D
implies that C  D is positive semidenite. We denote the Euclidean norm in Rn by kk2. The
second-order cone in Rn+1 is K2 := f(x; t) 2 Rn  R : kxk2  tg. For any given proper cone
(i.e., a convex, closed and pointed cone that has non-empty interior) K, the relation y K z
implies that (y   z) 2 K. The converse inequalities C  D, C  D and y K z are dened in
the obvious way.
We denote by Sk the space of symmetric matrices in Rkk. Moreover, we let en denote the
n-th canonical basis vector. Its dimension will normally be clear from the context. For a set
S, jSj stands for the cardinality of S. For every C 2 Rnn, we let tr(C) be the trace of C.
For A 2 Rmn and B 2 Rpq, the Kronecker product A 
 B is the block matrix in Rmpnq
dened by 266664
A11B : : : A1nB
...
. . .
...
Am1B : : : AmnB
377775 :
For A 2 Rmn, vec(A) represents the vectorization of A. The vectorization operator transforms
a matrix A 2 Rmn into a column vector a 2 Rmn by stacking its columns on top of one
another.
Any additionally required notation will be introduced in the relevant chapters.
Chapter 2
Background Theory
In this chapter, we review the topics that underlie the chapters that follow. In particular,
we give a brief introduction to stochastic programming and to two methods that reduce the
computational complexity of stochastic programs: scenario tree-based techniques and decision
rule approaches. Moreover, we provide an overview on the structure of deregulated electricity
markets. We also review applications of stochastic programming in the power industry and
methods for their numerical solution. Each of the subsequent chapters contains an introduction
with more specic background and literature reviews.
2.1 Stochastic Programming
Stochastic programming provides a framework for modelling decision-making problems under
uncertainty. Unlike deterministic optimisation models, stochastic programs involve uncertain
problem data that is usually modelled as a random vector with known (or accurately estimated)
probability distribution. Stochastic programs can be broadly classied into recourse problems
and chance-constrained problems. For a comprehensive overview on stochastic programming
including recourse and chance-constrained problems, we refer to [22, 81, 115, 128]. The ocial
stochastic programming bibliography [136] comprises an extensive list of publications in this
eld. Several applications of stochastic programming can be found, e.g., in the monograph [139].
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Stochastic recourse problems allow for corrective actions to be taken at future stages after
uncertainty is unfolded and represent these recourse decisions as functions of the history of
observed data. Their goal is to select a feasible policy that optimises some probability functional
(usually the expected value) of some cost (or prot) function that depends on the decisions
and the uncertain parameters. Stochastic recourse problems are typically categorised into
two-stage and multistage problems, i.e., into recourse problems with two or many decision
stages. The earliest contributions to stochastic programming with recourse are due to Beale [9]
and Dantzig [34].
In contrast to stochastic recourse problems, chance-constrained problems traditionally consider
only here-and-now decisions, that is, all decisions are taken simultaneously prior to the obser-
vation of random parameters. Their main feature is that uncertainty-aected constraints must
be satised with (at least) a prescribed probability.
When the random parameters are known to lie within a given uncertainty set but their prob-
ability distribution is unavailable, a suitable approach to decision making under uncertainty
is robust optimisation. The aim of classical robust optimisation models is to nd a solution
which is optimal for the worst-case realisation of the random parameters within the specied
uncertainty set. While robust optimisation problems traditionally involve only here-and-now
decisions, an extension to a multistage framework has been recently discussed for the rst time
in [12]. Since worst-case models may lead to overly conservative solutions, a hybrid approach
has emerged that incorporates partial information about the distribution of the random pa-
rameters, such as their moments and their support. In distributionally robust optimisation,
the optimal solution is sought for the worst-case probability distribution within a family of
distributions that match the known partial distributional information. A detailed review on
robust optimisation can be found in [10, 16].
In this chapter, we restrict our discussion to stochastic recourse problems since this is the class
of problems we deal with in the subsequent chapters.
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2.1.1 Two-stage Recourse Problems
In a two-stage setting, the decision maker selects a here-and-now decision y 2 R at the rst
stage, before knowing the realisation of the random vector  2 Rk. At the second stage, after
 has been revealed, a wait-and-see or recourse action x() 2 Rn is taken. We remark that x
represents a decision rule, that is, a function that maps the outcome  to decision x(). The
space of decision rules Lk;n is the space of all measurable, square-integrable functions from Rk
to Rn. The aim is to select y 2 R and x 2 Lk;n so as to minimise a probability functional of the
cost f(y; x(); ), while guaranteeing that the feasibility constraints y 2 Y and x() 2 X(y; )
are satised almost surely (i.e., for all possible outcomes of ). The decision problem may then
be formulated as the following general two-stage recourse problem; see, e.g., [22, Section 3.4]
or [128, Section 2.3].
minimise F

f(y; x(); )

subject to y 2 R ; x 2 Lk;n
y 2 Y
x() 2 X(y; ) P-a.s.
(2.1)
Here, the cost function f : RRnRk 7! R depends on the decisions and the outcome , and
it is assumed to be continuous. The set Y of admissible here-and-now decisions is a non-empty
closed subset of R , whereas X : R  Rk  Rn is a measurable closed-valued multifunction
that assigns to every rst-stage decision y and to every  a feasible set of wait-and-see decisions.
Moreover, F() denotes a probability functional (with respect to the distribution P of the random
vector ) that maps the cost function to a real number. Examples of F() include the expected
value, the variance and the Conditional Value-at-Risk. We let  stand for the support of P,
that is, the set of all possible realisations of . The set  is also often referred to as uncertainty
set. Without loss of generality, we assume that the rst component of every  2  is equal
to 1. This specication allows us to represent ane functions of the non-degenerate random
parameters (2; : : : ; k)
> concisely as linear functions of .
Since, in practice, most applications are modelled as linear stochastic programs, we now focus
on this class of problems, whereas quadratic stochastic programs are addressed in Chapter 3.
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To keep the exposition simple and to maintain consistency with Chapter 3, we consider that no
here-and-now decisions are taken in the rst stage. By letting F() be the expectation operator
E() and by substituting
f(y; z; ) = c()>z
X(y; ) = fz 2 Rn : Az  b()g
into problem (2.1), we arrive at the following linear stochastic program (see, e.g., [22, Section
3.1] or [128, Section 2.1]).
minimise E

c()>x()

subject to x 2 Lk;n
Ax()  b() P-a.s.
(P)
This problem determines a feasible policy x 2 Lk;n that minimises the future expected costs
c()>x(), where c() 2 Rn is a vector of random cost coecients. The second-stage constraints
are dened in terms of the random right-hand side vector b() 2 Rm and the known recourse
matrix A 2 Rmn. A stochastic recourse problem is said to have xed (or random) recourse
if the recourse matrix is deterministic (or random). We address the random recourse case in
Chapter 3.
For technical reasons related to Section 2.3, we require that the vectors c() and b() exhibit a
linear dependence on the random data , that is,
c() = C and b() = B (2.2)
for some matrices C 2 Rnk and B 2 Rmk, respectively. This assumption is non-restrictive;
for instance, we may redene  such that it contains c() and b() as subvectors. Furthermore,
the support  is assumed to be representable by a non-empty compact polyhedron of the form
 = f 2 Rk : W  hg (2.3)
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for some W 2 Rlk and h 2 Rl. Since we assumed that 1 = 1 P-a.s., the inequalities W  h
must imply 1 = e
>
1  = 1 for all  2 , where e1 denotes the rst standard basis vector in Rk.
2.1.2 Multistage Recourse Problems
Two-stage recourse problems can readily be extended to a framework with multiple decision
stages. In a multistage setting, the vector of random parameters  is partitioned into subvectors
t 2 Rkt , which are observed sequentially at times t 2 T := f1; : : : ; Tg. We assume that 1 is
a scalar and almost surely equal to 1, implying that k1 = 1. At each stage t 2 T , a decision
xt(
t) 2 Rnt can be taken based on the history of past observations t := (>1 ; : : : ; >t )> 2 Rkt ,
where kt :=
Pt
t0=1 kt0 . However, to ensure causality, the stage-t decision may not depend on
future unknown outcomes t+1; : : : ; T . This principle is usually referred to as non-anticipativity ;
see, e.g., [120] or [128, Section 3.1.1]. The multistage decision-making process can be visualised
as follows.
select x1 ! observe 2 ! select x2(2)! : : :! observe T ! select xT (T ) (2.4)
The multistage recourse model optimises over the functional space of feasible decision rules
xt 2 Lkt;nt ; t 2 T ; that map the observation history t to decision xt(t). A linear multistage
stochastic program with xed recourse (see, e.g., [22, Section 3.5] or [128, Section 3.1.2]) may
be formulated as
minimise E
 X
t2T
ct(
t)>xt(t)
!
subject to xt 2 Lkt;nt 8t 2 T
tX
t0=1
Att0 xt0(
t0)  bt(t) P-a.s. 8t 2 T ;
(MP)
where the recourse matrices Att0 2 Rmtnt0 are deterministic, and the random cost coecients
ct(
t) 2 Rnt and right-hand side vector bt(t) 2 Rmt are non-anticipative functions of the
uncertain parameters. We remark that the rst-stage decisions and constraints are, in fact,
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deterministic due to the requirement 1 = 1 P-a.s.
The sequential decision structure (2.4) is more explicit if the multistage recourse problem is
formulated in a stochastic dynamic programming framework; see, e.g., [15]. By setting T+1 =
0, the optimal value or recourse function of stage t = T; : : : ; 1 can be dened as
t(x1; : : : ; xt 1; t) := inf
xt2Rnt
(
ct(
t)>xt + Et

t+1(x1; : : : ; xt; 
t+1)

:
tX
t0=1
Att0 xt0(
t0)  bt(t)
)
:
(2.5)
Here, Et() denotes the expectation with respect to P conditional on t. At each stage t,
the goal is to minimise the sum of the immediate cost ct(
t)>xt and the expected cost to go
Et[t+1(x1; : : : ; xt; t+1)] until the end of the planning horizon. The decision xt is selected under
full knowledge of the past decisions x1; : : : ; xt 1 and the history t of random parameters. The
optimal value functions are calculated recursively, starting at time T and moving backward
in time. Due to our assumption that the rst component of every  2  is equal to 1, the
rst-stage optimal value function 1 needs to be evaluated only at 1 = 1, thereby providing
the optimal value of the dynamic program (2.5).
We remark that the optimal values of programs (2.5) and MP coincide. However, the min-
imisation in problem MP is carried out over the functional space of feasible decision rules,
whereas the recursive formulation (2.5) involves solving a family of nite-dimensional optimi-
sation problems, indexed by t and t.
2.1.3 Complexity of Stochastic Programs
Unfortunately, stochastic programs are notoriously dicult to solve. Since the recourse deci-
sions are modelled as non-anticipative functions of the random parameters, each scenario  2 
gives rise to
P
t2T nt decision variables in problem MP . Therefore, unless the support  is
composed of a nite set of scenarios, stochastic recourse problems accommodate innitely many
decisions variables and constraints and are thus computationally intractable. Dyer and Stougie
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prove that linear two-stage stochastic programming problems are #P-hard [43] when exact
solutions are sought. Shapiro and Nemirovski demonstrate that multistage stochastic pro-
grams generically are computationally intractable already when medium-accuracy solutions
are sought [129]. These complexity results indicate that generic stochastic programs need to
undergo some simplication in order to achieve computational tractability. We remark that
analytical solutions exist only for unrealistically simple stochastic programming models. In the
next sections, we look at two approaches to make stochastic programs amenable to numerical
optimisation algorithms: scenario tree-based techniques and decision rule approaches.
2.2 Scenario Tree-Based Approach
In the mainstream literature on stochastic programming, the numerical complexity of stochastic
recourse problems is reduced via scenario tree techniques; see, e.g., [128, Section 3.1.3]. These
methods replace the underlying process of the random vector  by a process having nitely
many scenarios [s], s 2 S := f1; : : : ; Sg, with associated probabilities p[s] 2 [0; 1], whereP
s2S p[s] = 1. This discrete process is depicted in the form of a scenario tree (see Figure 2.1),
which ramies whenever new information is revealed. Each level of the tree corresponds to a
decision stage, while each node represents a decision point corresponding to a realisation of the
Figure 2.1: Example of a scenario fan (left) and a scenario tree with T = 4 (right)
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uncertain parameters up to the stage of that node. Each path in the tree from the root (or
rst-stage) node to a leaf node (at the last stage) represents a scenario. The scenario tree gives
rise to an extensive-form problem, which is often referred to as the deterministic equivalent.
This large-scale problem may be solved with techniques of deterministic optimisation.
In a two-stage framework, a separate second-stage decision x[s] 2 Rn can be made for each
scenario [s] of the random vector , s 2 S; see Figure 2.1 (left). Therefore, the two-stage
recourse problem P may be approximated by the following linear deterministic program.
minimise
X
s2S
p[s] c([s])
>x[s]
subject to x[s] 2 Rn
9>=>;8s 2 SAx[s]  b([s])
(Ps)
Notice that problem Ps involves only nitely many decision variables (the entries of the vectors
x[1]; : : : ; x[S]) and nitely many constraints.
In a multistage setting, each scenario [s], s 2 S, is associated with a sequence of decisions
x
[s]
1 2 Rn1 ; : : : ; x[s]T 2 RnT . We denote by t[s] 2 Rk
t
the history of observations up to stage
t 2 T of scenario [s]. Scenarios [s] and [] are indistinguishable at stage t if they have the
same history of observations (see Figure 2.1, right), that is, if t[s] = 
t
[]. Therefore, their
corresponding stage-t decisions x
[s]
t and x
[]
t must be identical as they are based on the same
information. Thus, to guarantee that decisions do not rely on future data, the following non-
anticipativity constraints must be enforced for each t 2 T ; see, e.g., [128, Section 3.1.4].
x
[s]
t = x
[]
t 8s;  2 S : t[s] = t[]
The following linear deterministic program provides an approximation to the multistage re-
course problem MP .
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minimise
X
s2S
X
t2T
p[s] ct
 
t[s]
>
x
[s]
t
subject to x
[s]
t 2 Rnt
tX
t0=1
Att0 x
[s]
t0  bt
 
t[s]

9>>>>=>>>>;8s 2 S
x
[s]
t = x
[]
t 8s;  2 S : t[s] = t[]
9>>>>>>>=>>>>>>>;
8t 2 T
(MPs)
2.2.1 Scenario Generation
The selection of a discrete probability distribution that accurately approximates the true distri-
bution of  is known as scenario generation. For a deterministic equivalent problem to provide
a reasonable approximation to the original stochastic program, the scenarios and their proba-
bilities must be adequately chosen, and sucient scenarios must be considered. However, the
number of scenarios must be small enough to guarantee that the approximate problem can be
solved in a reasonable time. Yet, for a xed number of branches emanating from each tree
node, the size of the deterministic equivalent problem grows exponentially with the number
of decision stages. In light of these challenges, scenario generation techniques have attracted
much attention in the stochastic programming community; see, e.g., the survey papers [40, 82].
The most well known and widely studied method is the sample average approximation (SAA);
see, for example, [126]. The SAA approach approximates the objective function of the orig-
inal stochastic program by its corresponding sample estimate derived from independent and
identically distributed (i.i.d.) random samples [1]; : : : ; [S] constructed via Monte Carlo sam-
pling. In a multistage setting, the corresponding scenario tree is constructed via conditional
sampling [125], that is, by sampling at each stage-t node from the conditional distribution of
the random parameters t given 
t 1, t 2 T . The SAA method assigns the same probability
to each scenario [s], s 2 S. For instance, the SAA problem corresponding to problem MP
is obtained by replacing p[s] = 1=S in problem MPs. In a minimisation framework, the SAA
optimal value estimate provides a statistical lower bound on the true optimal objective value
[125]. Unfortunately, the bias and the dispersion of the SAA optimal value estimator grow fast
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with the number of decision stages, rendering the corresponding bounds inaccurate already for
a small number of stages [127]. Moreover, the complexity of SAA problems grows typically
exponentially with the number of stages.
The quality of the SAA method can be improved, for instance, by using quasi-Monte Carlo
techniques. Assume that samples u[1]; : : : ; u[S] are drawn from a uniformly distributed variable
u on the k-dimensional unit cube (0; 1)k and transformed into samples G(u[1]); : : : ; G(u[S]) of
the random vector , where G() is a function that maps u to . In the scalar case (i.e., when
k = 1), G() is the inverse cumulative distribution function of . Instead of selecting from
a sequence of pseudo-random numbers (as is done in Monte Carlo methods), in quasi-Monte
Carlo methods u[1]; : : : ; u[S] are chosen from a low discrepancy sequence. Low discrepancy
sequences cover the k-dimensional unit cube as uniformly as possible. For an overview on
quasi-Monte Carlo methods, we refer to [104]. These techniques have been shown to improve
the precision and the accuracy of the SAA estimators; see, e.g., [76, 85, 108, 109, 110]. An
alternative way of reducing the variability of the SAA optimal value estimators is by employing
variance reduction techniques, such as Latin hypercube, antithetic or importance sampling,
instead of using crude Monte Carlo sampling. For variance reduction techniques in the context
of stochastic programming, see, for instance, [71, 86, 92].
If the probability distribution of  is unknown and only partial information is available, then
a multivariate scenario tree may be constructed that satises certain pre-specied statistical
properties (such as moments, correlation or percentiles). To achieve this, some measure of
the distance between these specications and the statistical properties of the approximate
distribution is minimised. Examples of moment matching approaches include [65, 77, 78].
While these methods usually perform well, they may not converge to the original distribution
as the number of scenarios goes to innity.
Bounding methods rely on constructing two discrete probability distributions such that their
corresponding approximate problems constitute lower and upper bounds to the original stochas-
tic program. These bounding distributions are typically derived as solutions to certain gen-
eralised moment problems, under certain convexity assumptions with respect to the random
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parameters. Often, the upper and lower bound can be made tighter by using partitioning
techniques, provided the dimension of the random vector is moderate. Bounding methods in
stochastic programming with recourse are proposed, e.g., in [44, 45, 52, 53, 88].
Another important class of scenario generation techniques are probability metric-based approx-
imations. Optimal discretisation [75, 113] builds a scenario tree that minimises the Wasserstein
distance. Scenario reduction (see, e.g., [41, 68, 70]) starts from a scenario tree comprising a large
number of possible scenarios and attempts to reduce its size, while still approximating reason-
ably well the original distribution. This method detects a scenario subset of a given cardinality
and a corresponding probability distribution that is nearest to the original distribution with
respect to some probability metric. Scenario reduction techniques face limitations, for instance,
in the context of portfolio optimisation. In this case, the number of branches emanating from
each node must not be smaller than the number of assets. Otherwise, arbitrage opportunities
would be built into the tree that render the underlying optimisation model unbounded or lead
to biased solutions [56, 84].
We remark that all the afore-described scenario generation methods rely on an a priori discreti-
sation of the probability distribution. An alternative approach for solving stochastic programs
is provided by internal sampling methods, which add and remove scenarios within the solution
procedure; see, e.g., [35, 47, 72].
2.3 Decision Rule Approximation
In a stochastic program, the recourse actions are represented as decision rules, i.e., as mea-
surable functions of the observable data; see Figure 2.2 (left) for an illustration. Instead of
discretising the underlying process of the random data, decision rule-based techniques improve
the tractability of stochastic programs by restricting the set of decision rules to those that
possess a simple functional form. These techniques usually lead to polynomial-time solution al-
gorithms and are, thus, very successful at reducing the computational complexity of multistage
stochastic problems. The application of decision rule approximations in stochastic program-
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support support
linear decision rule
(nonlinear) measurable 
decision rule
Figure 2.2: Example of a general decision rule (left) and a linear decision rule (right)
ming dates back to as early as the 1960s; see the survey paper [54]. After a long period of
oblivion, a growing interest in this methodology has emerged in recent years, fuelled by new
ndings in modern robust optimisation.
Among these techniques, most attention has been devoted to the linear decision rule (LDR)
approximation, both in the context of robust optimisation (see, e.g., [10, 12, 58]) and stochastic
programming (see, e.g., [30, 90, 129]). In a two-stage setting, the LDR approach approximates
the recourse decision x() by a linear function of the uncertain parameters , that is, it requires
that x() = X for some matrix X 2 Rnk; see Figure 2.2 (right) for an illustration. By
considering only decision rules of this type and the linearity assumption (2.2), problem P
reduces to
minimise E

>C>X

subject to X 2 Rnk
AX  B P-a.s.
(Pu)
Problem Pu constitutes a conservative approximation of the original problem P since the restric-
tion to LDRs reduces the feasible set of P (and, consequently, the decision maker's exibility).
Therefore, its optimal value provides an upper bound on the optimal value of P . Notice that
problem Pu comprises only nitely many decision variables, namely the entries of the matrix
X. Since the almost sure constraints in Pu are continuous in , they hold for all  in the
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uncertainty set . Therefore, problem Pu involves innitely many constraints parameterised
by  2  and thus appears not to be amenable to numerical optimisation. Fortunately, the
semi-innite constraint system can be simplied by using the following proposition, which can
be viewed as a special case of a key result in robust optimisation; see, e.g., [13, Theorem 3.1]
or [12, Theorem 3.2].
Proposition 2.3.1 For any m 2 N and Z 2 Rmk, the following statements are equivalent:
(i) Z  0 8  2  = f 2 Rk : W   hg;
(ii) 9 2 Rml with W = Z; h  0, and   0.
Proof Let z> denote the -th row of the matrix Z. Then, assertion (i) is equivalent to
z>   0 for all  2 Rk subject to W  h 8 = 1; : : : ;m
() 0  min
2Rk
fz>  : W  hg 8 = 1; : : : ;m
() 0  max
2Rl
fh> : W> = z;   0g 8 = 1; : : : ;m
() 9 2 Rl with W> = z; h>  0;   0 8 = 1; : : : ;m:
The equivalence in the third row follows from strong linear programming duality. By interpret-
ing > as the -th row of a matrix  2 Rml, we nd that the last row and statement (ii) are
equivalent. The claim then follows.
Proposition 2.3.1 allows us to replace the semi-innite constraints AX  B 8 2  by the
nitely many linear constraints W = B   AX; h  0;   0 containing a new matrix of
decision variables  2 Rml. Thus, problem Pu is equivalent to the following nite-dimensional
deterministic program.
minimise tr

E
 
>

C>X

subject to X 2 Rnk; 2 Rml
AX + W = B; h  0;   0
(P^u)
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The equivalence between the objective functions of problems Pu and P^u follows from the cyclical
property of the trace operator. Problem P^u is linear in the decision variables (i.e., the elements
of the matrices X and ) and its size is polynomial in k; l;m; and n, that is, in the size of the
description of the exact problem P and its underlying support . Therefore, P^u can be solved
eciently (i.e., in polynomial time) with o-the-shelf linear programming solvers. Another
attractive feature of using LDRs is that the resulting problem P^u does not require knowledge
of the full joint distribution of the random parameters  (which is rarely available in practice)
but only of its support  and its second-order moment matrix E(>).
The LDR approach can easily be extended to multistage models of the formMP by restricting
the functional form of the stage-t decision rule xt to be linear in the history 
t of observations
up to stage t, that is, by requiring that xt(
t) = Xt
t for some matrix Xt 2 Rntkt ; t 2 T .
The resulting approximate problem may then be converted into a computationally tractable
linear program by using the afore-described robust optimisation techniques. The size of the
latter problem grows only polynomially with the number of decision stages. This reveals the
main benet of the LDR approximation: it permits scalability to multistage models [129]. In
general, nding the optimal sequence of LDRs typically involves solving a computationally
tractable conic program of moderate size [12]. In Chapter 3, we address the use of LDRs for
solving stochastic problems with random recourse, and we work with a more general uncertainty
set than (2.3).
The LDR approach has successfully been used to tackle multistage optimisation problems in
many application areas, such as inventory management [11, 90], portfolio optimisation [25,
26], network design [5], reservoir system management [61, 64] and robust control [62]. In
particular, Ben-Tal et al. [11] conduct a series of simulation experiments and discover that
the LDR solution is optimal in (nearly) all tested instances of a two-echelon multistage supply
chain problem, whereas Bertsimas et al. [17] show that ordering policies which are ane in
the historical demands provide the optimal solution to supply chain problems with a single
echelon under certain convexity assumptions for the costs. Moreover, LDRs have been proven
to optimally solve linear quadratic regulator problems [15] and one-dimensional robust control
problems with box constraints and box uncertainty sets [18].
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Often, however, the favourable scalability properties of the LDR approach are achieved at
the expense of a loss of optimality, which is measured by the gap between the optimal values
of the LDR and the original problems. This optimality gap provides an indication of the
appropriateness of solving a given stochastic problem with LDRs: while a small gap reveals
that the LDR solution is near-optimal, a large optimality gap signals that there is room for
improving the approximation quality. To eciently measure this optimality gap, Kuhn et al.
[90] propose to solve a dual version of the original problem in LDRs, thereby obtaining a
tractable deterministic lower bound. The degree of suboptimality of the best LDR is bounded
by the dierence between the optimal values of the primal and dual LDR problems.
The approximation quality of the LDRs can principally be improved by using more sophis-
ticated (i.e., more exible) decision rules. To this end, some authors [31, 32, 55, 58] have
recently investigated several classes of piecewise linear decision rules with two or more regions
of linearity. The idea behind these approximation schemes is to establish a relation between
the original problem and an equivalent stochastic program obtained by lifting the original un-
certain parameters into a higher-dimensional probability space. Solving the lifted problem in
LDRs is equivalent to solving the original problem in piecewise linear decision rules. However,
nding the optimal partition of the original random parameters is often a dicult task. In that
case, it might be preferable to employ polynomial decision rules [8, 19], that is, to represent
the recourse decisions as polynomial functions of the observed data. Their main feature is that
only the polynomial degree needs to be specied. By using sum-of-squares techniques [103],
it can be shown that the best polynomial decision rule is computed by solving a tractable
semidenite program. Ecient methods for estimating the approximation error of piecewise
linear and polynomial decision rules have been proposed in [55] and [8], respectively, thereby
extending the primal-dual LDR approach presented in [90]. For a review of several classes of
decision rules, we refer to [10, Chapter 14]. We remark that, while more complex decision rules
exhibit a better approximation quality than LDRs, this improvement is usually achieved at the
expense of an increased (often prohibitive) computational overhead.
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2.4 Stochastic Programming in the Power Industry
2.4.1 Deregulated Electricity Markets
With the aim of promoting competition and improving economic eciency, the power industry
has been undergoing deregulation and liberalisation over the last decades. As a result, state-
owned utility companies are being privatised and the electricity sector is being unbundled
into companies specialised in the generation, transmission, distribution or retail sale of electric
energy. This restructuring process has enabled the establishment of competitive electricity
physical and nancial markets, such as the European Energy Exchange and Nord Pool.
In a deregulated environment, electric energy can be directly traded between two parties via
bilateral contracts. In addition, several organised markets are available to facilitate the com-
merce of electric energy; see, e.g., [33, Chapter 1]. At the day-ahead market (also known as spot
market) producers and consumers submit price-quantity supply and demand bids, respectively,
for each hour (or a block of hours) of the following day. Market participants can resort to the
intra-day market (also known as adjustment market) to make adjustments to the energy cleared
on the day-ahead market, usually up to 45-60 minutes before delivery. All remaining power im-
balances are cleared on the balancing market (also referred to as real-time market), to which the
participants submit their bids to increase or decrease the generation (or consumption) volume.
Bids placed on this market must be executable within minutes. A power exchange comprising
day-ahead, intra-day and balancing markets is usually known as a pool. The bulk of energy
transactions in the pool takes place on the day-ahead market. Pool prices typically exhibit
high volatility and occasional spikes [114]. To hedge against this price risk, market participants
can trade dierent types of physical and nancial electricity derivative contracts (e.g., forwards,
futures and options) on the derivatives market. Furthermore, to guarantee a secure and reliable
system operation and energy delivery, reserve and regulation markets are also in place. The
reserve market ensures that enough back-up energy is available to buer large uctuations in
demand and the intermittent energy supply from wind and solar energy sources as well as to
cover failures in the transmission lines or production facilities. The regulation market provides
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real-time load-following capability to secure the uninterrupted balance between energy supply
and consumption. The agents intervening in the electricity markets can be broadly classied
as follows (see, e.g., [33, Chapter 1]).
 Producers own power generating facilities, such as thermal power stations, pumped-
storage power plants or wind farms. They sell their output on the pool and derivatives
market or directly to the consumers and retailers via bilateral contracts. Producers may
also participate in the reserve and regulation markets.
 Retailers supply electric energy to their customers, who do not participate in the elec-
tricity markets. In general, retailers do not have any generation capability, so they meet
their customers' electricity demand by signing bilateral contracts with producers or by
procuring electric energy on the electricity markets.
 The end users of electric energy are industrial or household consumers. They purchase
energy directly from generation companies via bilateral contracts, on the pool or from
retailers. Additionally, consumers may take part in the reserve market by altering their
consumption within certain limits when requested to do so by the independent system
operator.
 The market operator is in charge of collecting the supply and demand bids and calculating
clearing prices and quantities for the markets in the pool and the electricity derivatives
market.
 The independent system operator is responsible for controlling and monitoring the trans-
mission grid and for providing access to the grid to consumers, retailers and producers.
Furthermore, the independent system operator clears the reserve and the regulation mar-
kets and helps the market operator clear the real-time market.
For an in-depth discussion on deregulated electricity markets, we refer to [33, Chapter 1]
and [141].
42 Chapter 2. Background Theory
2.4.2 Stochastic Programming Energy Models
Most relevant problems in the power industry typically involve taking decisions over multiple
periods under signicant uncertainty about, for instance, electricity prices, fuel costs, electricity
demand, reservoir inows or wind availability. Such problems are often tackled with stochastic
programming techniques.
Classical stochastic programming models typically adopt the viewpoint of a social planner in a
regulated electricity market. Under a regulated environment, the operation of the available en-
ergy production units is centrally co-ordinated and energy is predominantly traded via bilateral
contracts whose terms are stipulated by decrees. The aim is usually to minimise the expected
operating costs of the whole system, while satisfying the electricity demand and maintaining a
high level of system reliability. In a deregulated market, decision making is decentralised, and
thus one may formulate stochastic programming models from the perspective of an individual
agent. Demand satisfaction is no longer a priority. Instead, the goal is to maximise the agent's
expected prot from trading electric energy at the price set by the power exchange market.
Since market participants are exposed to higher nancial risk, recent models have risk control
embedded. Fleten, Wallace and Ziemba [50] were among the rst to suggest that production
planning and nancial risk management should be integrated, proposing a multistage portfolio
optimisation model for a hydropower generation company operating in a deregulated electricity
market. A survey on stochastic programming energy models is provided in [138], which reviews
several models in the context of both regulated and deregulated energy markets. The recent
textbook [33] covers a variety of planning problems faced by retailers, consumers, generating
companies and market operators in deregulated electricity markets, devoting considerable at-
tention to wind power generation. It describes in detail how these decision-making problems
can be formulated as stochastic programs.
In general, energy models are classied according to their planning horizon into long-, medium-
and short-term management problems [138].
 Long-term planning is carried out over a horizon of up to 20 years and is usually concerned
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with investments and capacity expansion, for instance, building new or expanding the
capacity of thermal units, hydropower plants, transmission lines or oshore wind farms.
Sometimes environmental planning issues, such as CO2 emission control, are addressed.
Examples of long-term planning models include [20, 60].
 Medium-term planning addresses problems whose time span usually ranges from a few
months to a couple of years. Important examples of medium-term management are hydro-
thermal generation scheduling (see, e.g., [37]) and reservoir management (see, e.g., [79,
117]). The corresponding models involve the scheduling of water releases (and possibly
pumping) from a system of interconnected reservoirs; see Chapter 5 for more details.
These medium-term models often provide signals to short-term models, for instance, via
marginal values of stored water or target reservoir storage levels. Another example of
medium-term planning is energy procurement by large consumers or retailers; see, e.g.,
[28, 59, 83]. We deal with this problem in Chapter 4.
 Short-term planning models typically comprise a horizon of up to one week and deal with
unit commitment, economic dispatch, energy bidding or trading of ancillary services. Unit
commitment models schedule the start-ups, the shut-downs and the operation levels of
the generating units. Thus, they include binary on-o decisions that keep track of the
state of the units and might also include other binary variables that model nonlinear
phenomena. In energy bidding, the market participant oers to either purchase or sell
energy in an electricity market by submitting price-volume bids to the market. Stochastic
programming models that determine the optimal bidding strategy often include the mod-
elling of bidding curves; see, for example, [3]. For an overview of stochastic programming
models for unit commitment and energy bidding, we refer to [87]. As a result of the
ongoing trend to increase energy production from renewable sources, some recent models
address the optimal energy oering from non-dispatchable energy (such as wind or solar
energy) producers participating in a pool-based electricity market; see, e.g., [99, 100]. The
added diculty is that these producers are unable to guarantee the future supply of a pre-
specied energy volume due to the uncertain and intermittent nature of non-dispatchable
energy sources.
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2.4.3 Solution Methods
A plethora of solution techniques has been proposed to address stochastic programming prob-
lems faced by the power industry. We now provide a brief overview of the main methods for
the numerical solution of these problems. To maintain consistency with Sections 2.1 to 2.3, we
henceforth assume a cost minimisation framework.
The stochastic dynamic programming method has been used for a long time to solve sequential
decision-making energy problems; see the surveys [143, 145]. In stochastic dynamic program-
ming, the multistage stochastic problem is formulated in a recursive manner such as (2.5). At
each stage, a value function is dened which quanties the cost from that stage until the end
of the planning horizon. The stochastic dynamic programming model is solved directly by
backward recursion starting from the last stage. Unfortunately, analytical solutions are only
available in a few special cases. Approximate solutions are based on a discretisation of the state
space (i.e., the space of the arguments of the value functions) and an approximation of the value
functions over the continuous state space. In other words, the value functions are evaluated
only at nitely many points, and intermediate values are obtained via interpolation. In princi-
ple, the stochastic dynamic programming method can be applied to any (possibly non-convex)
stochastic model, but its computational complexity grows exponentially with the dimension-
ality of the state space  a phenomenon known as the curse of dimensionality. In practice,
stochastic dynamic programming algorithms can only be applied to problems with a few state
variables. One way of avoiding this curse of dimensionality is by applying nested Benders'
decomposition [21] to solve dynamic energy models like, e.g., in [4, 79]. To use this algorithm,
one needs to discretise the probability distribution of the random parameters and represent it
in the form of a scenario tree. The method constructs an outer linear approximation of the
value function (at a given stage) in consecutive iterations via cutting planes at every node of
the underlying scenario tree. While nested Benders' decomposition successfully handles prob-
lems with many state variables, it fails to solve stochastic problems with many decision stages.
The reason behind this is that the method works on a scenario tree, whose number of nodes
explodes with the number of stages and, therefore, so does the size of the resulting problem to
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be solved. To overcome the main deciencies of the stochastic dynamic programming method
and the nested Benders' decomposition approach, Pereira and Pinto [111, 112] introduce the
stochastic dual dynamic programming (SDDP) method. The SDDP algorithm uses Benders'
decomposition [14] to recursively construct a piecewise linear approximation of the value func-
tion at each stage from a sample of states. While the SDDP algorithm is not plagued by the
curse of dimensionality, it may only be applied if the value function at each stage is convex in
the state variables and the uncertain parameters are stagewise independent. SDDP is mainly
used to solve multistage hydro-thermal scheduling problems; see, e.g., [48, 57, 95].
As mentioned in Section 2.4.2, short-term planning models frequently include binary variables
and, consequently, are non-convex. Unfortunately, any reasonable discretisation of the under-
lying probability distribution of the uncertain parameters results in mixed integer programs
whose size is too large to allow for their direct solution. One technique that is commonly used
to overcome this obstacle is Lagrangian relaxation, which consists of relaxing certain constraints
by assigning to them Lagrangian multipliers and solving the corresponding dual maximisation
problem. One of its advantages is that the dual problem often decomposes into smaller subprob-
lems, which can be addressed separately. Since the dual problem is concave in the Lagrangian
multipliers, it may be solved with standard procedures of convex analysis [73] such as subgra-
dient, cutting-plane or proximal bundle algorithms. However, there is a non-zero duality gap
due to the non-convexity of the original problem. In other words, the optimal values of the
original and the dual problems do not coincide, and the latter merely provides a lower bound
on the former. Therefore, a Lagrangian heuristic is often used to determine a feasible and
near-optimal solution to the original problem. We refer to [38] for a study on the duality gaps
of dierent Lagrangian relaxation techniques.
Typically, energy models comprise three types of constraints [121]: dynamic, non-anticipativity
and component coupling constraints. Dynamic constraints establish a relation between deci-
sions at dierent stages, whereas non-anticipativity constraints ensure that all scenarios sharing
the same observation history up to stage t must result in the same stage-t decisions. Conse-
quently, non-anticipativity constraints couple decisions corresponding to dierent scenarios.
Moreover, many energy systems consist of several components (e.g., power plants), each of
46 Chapter 2. Background Theory
which has its own separate model. The model for the whole system is the aggregation of these
smaller subproblems which are loosely coupled by so-called component coupling constraints.
Nodal, scenario and component decomposition schemes rest upon the Lagrangian relaxation
of dynamic, non-anticipativity and component coupling constraints, respectively [121]. Sce-
nario decomposition always leads to a smaller duality gap than nodal decomposition [38], so
more attention is devoted to scenario and component decompositions in the literature. For
instance, scenario decomposition schemes have been applied to unit commitment problems in
two-stage [27, 106] and multistage [132] frameworks. Hydro-thermal scheduling problems have
been solved via component decomposition, e.g., in [37, 63, 105] by breaking them up into single
(thermal or hydro) power unit problems.
Decision rule approaches have recently found application in dynamic energy systems planning
under uncertainty. For instance, the LDR technique is applied to a hydro-thermal co-ordination
problem in [64], whereas [6] adopts the LDR approach to solve an investment and generation
planning problem under environmental constraints. A two-stage capacity expansion problem is
solved in piecewise linear and polynomial decision rules in [55] and [7], respectively.
Chapter 3
Decision Rule Approach for Quadratic
Stochastic Programs
3.1 Introduction
We consider quadratic stochastic programs with random recourse. These problems arise natu-
rally in many important application areas such as optimal control and estimation [131], robust
optimisation [102], asset allocation [130], capacity planning [107], supply chain management
[135], etc. Despite their superior modelling power and frequent appearance in engineering and
nance, quadratic stochastic programs with random recourse have received much less attention
than standard linear stochastic programs with xed recourse. The reasons for this negligence
are as follows. The powerful L-shaped algorithm [137], which is the most widely-used so-
lution method for convex stochastic programs, only applies to problems with xed recourse.
Furthermore, the recourse or cost-to-go functions of a multistage stochastic program with uncer-
tainty-aected quadratic costs and/or random recourse are piecewise rational functions of the
uncertain parameters and are thus not necessarily convex or concave. This complicates their
(approximate) numerical integration and the estimation of the corresponding approximation
error. Indeed, stochastic programs with random recourse have resisted quantitative stability
analysis until very recently [122].
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The most commonly adopted approach to solve stochastic programs is to replace the underlying
stochastic process by a nite scenario tree and to solve the arising extensive-form problem with
methods of deterministic optimisation [22, 81, 128]. However, the class of quadratic stochastic
programs considered here includes Markowitz-type asset allocation models, which suer from
limited tractability when scenario tree-based solutions are sought. Indeed, the number of
branches emanating from each node of the underlying scenario tree must exceed the number
of (non-redundant) assets in the market. Otherwise, arbitrage opportunities would be built
into the tree that render the extensive-form problem unbounded. The unboundedness can
only be avoided if one sacrices tractability by allowing the extensive-form problem to grow
exponentially with the number of decision stages [56].
In this chapter, we propose a new solution scheme for quadratic stochastic programs with
random recourse. Instead of approximating the uncertain parameters by a scenario tree, we
approximate the recourse decisions or decision rules by linear or quadratic functions of the
uncertain parameters. This restriction of the decision maker's exibility results in an upper
bound on the true optimal value of the stochastic program. Conversely, by solving the dual
of the original stochastic program in linear and/or quadratic decision rules, we obtain a lower
bound. We demonstrate that both bounding problems can be conservatively approximated by
tractable (i.e., polynomial-time solvable) conic programs. The gap between their optimal values
estimates the loss of optimality incurred by the decision rule approximation. Since both conic
programs scale polynomially with the size of the problem description, our approach is expected
to unfold its full potential when applied to large-scale problems with many decision stages.
Fuelled by the recent progress in modern convex optimisation, decision rule techniques of the
type proposed here have found successful application in worst-case robust optimisation [12],
distributionally robust optimisation [58] and stochastic programming [129]. The main focus
of previous work has been on primal linear decision rules for linear stochastic and robust
optimisation problems with xed recourse. Only few authors have studied piecewise linear
[31, 55, 58] or polynomial [8, 19] decision rules. Lower bounds based on dual decision rule
approximations were rst discussed in [90].
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The key contributions of this chapter are:
1. We develop an ecient decision rule approximation for quadratic stochastic programs
with random recourse. While the genuine decision variables are approximated by linear
decision rules, the stochasticity of the constraint matrices and the Hessian of the objective
function prompts us to model the analysis and slack variables as quadratic decision rules.
2. We propose a systematic method for estimating the degree of suboptimality of the best
linear-quadratic decision rule. Our approach diers substantially from the method de-
scribed in [90] for linear multistage models with xed recourse  a method which cannot
be extended to quadratic models with random recourse. Indeed, the new approach pre-
sented here is not based on a constraint aggregation emerging from an implicit dualisation
of the original stochastic program but arises from an explicit dualisation and subsequent
decision rule approximation.
3. We describe a multistage mean-variance portfolio problem for which the best linear
quadratic decision rule is provably optimal to within a few percent. We demonstrate
that the popular sample average approximation (SAA), see Section 2.2.1, fails to solve
this problem at a comparable accuracy. The portfolio model further exemplies the
favourable scalability properties of the decision rule approximation as compared to the
SAA approximation.
The remainder of the chapter develops as follows. Section 3.2 proposes tractable decision rule-
based approximations for quadratic one-stage stochastic programs, while Section 3.3 extends the
new approximations to the multistage case. The performance of our approach is evaluated in the
context of a stylised mean-variance portfolio optimisation problem in Section 3.4. Section 3.5
contains concluding remarks.
Notation: Uncertainty is modelled by a probability space (Rk;B(Rk);P). The Borel -algebra
B(Rk) is the set of events that are assigned probabilities by the probability measure P. We
denote by  the elements of the sample space Rk and by  the support of P, i.e., the smallest
closed subset of Rk which has probability 1. E() and Var() denote the expectation and the
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variance operators with respect to P. We let Lk;n represent the space of all measurable functions
from Rk to Rn that are bounded on compact sets. Finally, we denote by en the n-th canonical
basis vector. Its dimension will normally be clear from the context.
3.2 Quadratic One-Stage Stochastic Program with Ran-
dom Recourse
We consider decision problems under uncertainty of the following type. A decision maker
observes an element  of the sample space Rk and then chooses a decision x() 2 Rn subject
to the constraints A()x()  b() and x()  0. The decision rule x 2 Lk;n is selected in
such a way so as to minimise the expected value of 1
2
x()>Q()x() + c()>x(). This decision
problem can be formulated as the following quadratic one-stage stochastic program.
minimise E

1
2
x()>Q()x() + c()>x()

subject to x 2 Lk;n
A()x()  b()
9>=>; P-a.s.x()  0
(Po)
To guarantee that Po is well-dened, we require that the underlying problem data satises the
following conditions. We rst assume that Q() 2 Rnn is symmetric and positive semidenite
with rank r. Under this assumption, there exists a full column rank matrix F () 2 Rnr
such that Q() = F ()F ()>. The cost coecients c(), the right-hand side vector b(), the
recourse matrix A() and the matrix F () are assumed to depend linearly on the random data.
Formally speaking, we postulate that c() = C for some matrix C 2 Rnk and b() = B for
some matrix B 2 Rmk. Moreover, the -th row of A() is representable as ~a()> = > ~A for
some matrix ~A 2 Rkn, where  ranges from 1 to m. This implies that the -th column of
A() may be written as a() = A for  = 1; : : : ; n, where A := ( ~A1e ; : : : ; ~Ame)
>. Finally,
the -th row of F () may be expressed as ~f()
> = > ~F for some matrix ~F 2 Rkr, where 
ranges from 1 to n. Therefore, the -th column of F () is representable as f() = F, where
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 ranges from 1 to r and F := ( ~F1e; : : : ; ~Fne)
>. Note that these linearity assumptions are
non-restrictive since we may redene the vector  as the concatenation of all components of
c(), b(), A() and F (), if necessary.
We further require the support of P to be a non-empty and compact set of the form
 = f 2 Rk : e>1  = 1; >O`  0; ` = 1; : : : ; lg; (3.1)
where O` 2 Sk is representable as
O` =
0B@ !` o>`
o`  
`
>`
1CA
for some 
` 2 R(k 1)q` , o` 2 Rk 1 and !` 2 R. By construction, the rst component of
every  2  is equal to 1. This specication allows us to represent ane functions of the non-
degenerate outcomes (2; : : : ; k)
> in a concise manner as linear functions of  := (1; : : : ; k)>.
It also enables us to represent every quadratic function in (2; : : : ; k)
> as a homogeneous
function of degree 2 in . We further assume that  spans the whole sample space Rk. This is
true i the system >O`  0; ` = 1; : : : ; l; is strictly feasible.
Remark 3.2.1 All compact subsets of the hyperplane f 2 Rk : e>1  = 1g that result from
intersections of closed halfspaces and ellipsoids can be represented as sets of the form (3.1).
For further argumentation, it proves useful to introduce new decision rules z 2 Lk;m and y 2 Lk;r
in Po to convert the rst inequality into an equality constraint and to eliminate Q() from the
objective function, respectively. Thus, Po can be equivalently expressed as
minimise E

1
2
y()>y() + c()>x()

subject to x 2 Lk;n; y 2 Lk;r; z 2 Lk;m
A()x() + z() = b()
9>>>>=>>>>; P-a.s.y() = F ()
>x()
x()  0; z()  0
(P)
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3.2.1 Primal Approximation
Problem P is computationally intractable since it constitutes an optimisation problem over
an innite-dimensional function space. To facilitate numerical tractability, we restrict the
functional form of x() to be linear in the uncertain parameters, that is, we require that
x() = X for some matrix X 2 Rnk. As a result, the product terms A()x() and F ()>x()
become quadratic functions of . Therefore, the equality constraints are only satisable if the
decisions z() and y() exhibit a quadratic dependence on the random data. Thus, we require
that z() = 
>Z and y() = >Y for some (without any loss of generality symmetric)
matrices Z; Y 2 Sk, where  = 1; : : : ;m and  = 1; : : : ; r. With these conventions, problem
P reduces to
minimise E
 
1
2
rX
=1
 
>Y 
> 
>Y 

+ >C>X
!
subject to X 2 Rnk; Y1; : : : ; Yr; Z1; : : : ; Zm 2 Sk
> ~AX + >Z = ~b>  8 = 1; : : : ;m
9>>>>>>>=>>>>>>>;
P-a.s.;
>Y = >F> X 8 = 1; : : : ; r
X  0
>Z  0 8 = 1; : : : ;m
(Pu)
where ~b> denotes the -th row of the matrix B. Since problem Pu was obtained by restricting
the underlying feasible set, it provides an upper bound on P .
The objective function of problem Pu can be expressed in terms of the second-order moment
matrix E(>) and the fourth-order moment tensor E(>
 >) of the random vector  under
the probability measure P. To show this, we make use of the following property.
Property 3.2.1 (Mixed-product property of the Kronecker product) For any matri-
ces A, B, C and D whose products AC and BD are dened, the following relation holds:
(A
B)(C 
D) = AC 
BD:
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We nd that
E
 
1
2
rX
=1
(>Y )>(>Y ) + >C>X
!
=E
 
1
2
rX
=1
tr
n
(>Y )
 (>Y )
o
+ tr
n
>C>X
o!
=E
 
1
2
rX
=1
tr
n
(> 
 >)(Y 
 Y)( 
 )
o
+ tr
n
>C>X
o!
=E
 
1
2
rX
=1
tr
n
( 
 )(> 
 >)(Y 
 Y)
o
+ tr
n
>C>X
o!
=
1
2
rX
=1
tr

E(> 
 >)(Y 
 Y)

+ tr

E(>)C>X

:
The equalities in the third and the fth row follow from the mixed-product property of the
Kronecker product, while the equality in the fourth row follows from the cyclical property of
the trace operator.
Even though problem Pu comprises a nite number of decision variables, it still appears to
be intractable since it involves innitely many constraints. However, using techniques from
modern robust optimisation [10, 13], we can demonstrate that Pu is, in fact, tractable. We
begin by observing that, due to their continuity in , the almost sure constraints in Pu hold
for all  2 . Thus, the -th equality constraint is equivalent to
>H = 0 8 2 ; (3.2)
where H 2 Sk is dened as
H :=
1
2
 
~AX +X
> ~A>   e1~b>   ~be>1

+ Z:
By its homogeneity, Equation (3.2) extends to cone(), i.e., the cone generated by . Thus, the
Hessian of the mapping  7! >H, which is given by 2H, vanishes in the interior of cone().
As  spans Rk, the interior of cone() is non-empty. Therefore, we conclude that H = 0,
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so the rst set of equality constraints in Pu is equivalent to the requirement that H = 0
for all  = 1; : : : ;m. A similar argument applies to the second set of equality constraints.
Simplication of the semi-innite constraint X  0 P-a.s. relies on the following proposition,
which can be regarded as a special case of a central result in robust optimisation; see, e.g., [13,
Theorem 3.1] or [12, Theorem 3.2].
Proposition 3.2.1 Consider the following two convex cones in Rk:
K := z 2 Rk : z>  0 8 2 	;
K^ := z 2 Rk : 9 2 R; ` 2 Rq` ; ` = 1; : : : ; l; with z = e1 +Pl`=1 O^>` `;
  0 and ` K2 0
	
;
where
O^` :=
266664
0 
>`
1 !`
2
 o>`
1+!`
2
o>`
377775 :
Then, K = K^.
Proof We rst show how to reformulate >O`   0; ` = 1; : : : ; l; as a second-order cone
constraint in . Denoting by 1 the rst component and by  1 the vector comprising the last
k   1 components of , respectively, the following equivalences hold for ` = 1; : : : ; l and for all
 2 Rk that satisfy the condition 1 = 1.
>O`   0 () > 1
`
>`  1   2o>`  1   !`  0
()

264 
>`
 o>`
375  1 +
264 0
1 !`
2
375

2
 o>`  1 + 1+!`2
()

264 
>`
 o>`
375  1 +
264 0
1 !`
2
375 1

2
 o>`  1 + 1+!`2 1
() O^`  K2 0
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The equivalence in the second row follows from a well-known reformulation of a convex quadratic
constraint as a second-order cone constraint; see, e.g., [2, Section 2.1]. Then, for any z 2 Rk,
the requirement z 2 K is equivalent to
z>  0 for all  2 
() z>  0 for all  2 Rk subject to e>1  = 1 and >O`  0; ` = 1; : : : ; l
() z>  0 for all  2 Rk subject to e>1  = 1 and O^`  K2 0; ` = 1; : : : ; l
() 0  min
2Rk

z>  : e>1  = 1; O^`  K2 0; ` = 1; : : : ; l
	
:
Since the minimisation problem is strictly feasible, by strong conic duality, the last row is
equivalent to
0  maximise  
subject to  2 R; ` 2 Rq` ; ` = 1; : : : ; l
z = e1 +
lX
`=1
O^>` `
` K2 0; ` = 1; : : : ; l;
which, in turn, is equivalent to the requirement that z belongs to the cone K^. The claim then
follows.
Note that the rst inequality constraint in Pu is equivalent to the requirement that every row
of X belongs to the cone K. Using Proposition 3.2.1, we may re-express this constraint as
X 2 K^n, where we interpret the Cartesian product K^n as the cone of all n k matrices whose
rows are contained in K^. Lastly, to approximate the semi-innite constraints >Z  0 P-a.s.,
 = 1; : : : ;m; we apply the following proposition.
Proposition 3.2.2 Consider the following two convex cones in Sk:
C := S 2 Sk : >S  0 8 2 	;
C^ := S 2 Sk : 9 2 Rl with   0 and S  Pl`=1 `O`  0	:
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Then, C^  C for each l 2 N, and C^ = C if l = 1.
The assertions in Proposition 3.2.2 follow from the approximate and exact versions of the S-
Lemma, respectively (see, e.g., [12, Section 4] or [90, Proposition 6]). The exact version of the
S-Lemma can be stated as follows.
Lemma 3.2.1 (S-Lemma) Given two matrices O; S 2 Sk, if the inequality >O  0 is
strictly feasible (i.e., >O > 0 for some  2 Rk) then the following statements are equivalent:
(i) >O  0 implies >S  0;
(ii) 9 2 R with S   O  0.
Proof of Proposition 3.2.2 For any S 2 Sk, we have that
S 2 C^ () 9 2 Rl with   0 and S  
lX
`=1
`O`  0:
Based on the assumptions of this requirement, we nd that, for any arbitrary  2 ,
0  >
"
S  
lX
`=1
`O`
#
 = >S  
lX
`=1
` 
>O`   >S;
where the rst inequality holds since S Pl`=1 `O` is positive semidenite, whereas the second
inequality is valid since ` is assumed to be non-negative and, by construction, 
>O`  0 for
all  2 . As  2  was arbitrarily selected, it follows that S 2 C^ implies S 2 C for each l 2 N.
We now demonstrate that S 2 C implies S 2 C^ if l = 1. The statement S 2 C is equivalent
to the inequality >S  0 for all  2 , which, in turn, can be extended to the double cone
generated by . Since  is assumed to be non-empty and bounded, apart from  = 0 there
exists no other  that satises >O1  0 and e>1  = 0. Therefore, the double cone generated
by  coincides with the feasible region of the inequality >O1  0, so >O1  0 implies
>S  0. Since the relative interior of  is non-empty, the inequality >O1  0 holds strictly.
Therefore, we may apply the S-Lemma to show that there exists a non-negative 1 such that
S   1O1  0 and, thus, that S 2 C^ if l = 1.
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The last set of constraints in Pu is equivalent to the requirement that Z 2 C for each
 = 1; : : : ;m. Restricting these constraints to Z 2 C^;  = 1; : : : ;m; yields the following convex
conic optimisation problem.
minimise
1
2
rX
=1
tr

E(> 
 >)(Y 
 Y)

+ tr

E(>)C>X

subject to X 2 Rnk; Y1; : : : ; Yr; Z1; : : : ; Zm 2 Sk
1
2

~AX +X
> ~A>

+ Z =
1
2

e1~b
>
 +
~be
>
1

8 = 1; : : : ;m
1
2

F> X +X
>F

  Y = 0 8 = 1; : : : ; r
X K^n 0
Z C^ 0 8 = 1; : : : ;m
(P^u)
The above reasoning implies that the conic program P^u provides a conservative approximation
(when l > 1) or an exact reformulation (when l = 1) for Pu. By using the denitions of
K^n and C^ to expand the conic constraints, problem P^u can be reformulated as an explicit
semidenite program (SDP), whose size is polynomial in k; l;m and n. Therefore, it is amenable
to ecient numerical solution via modern interior-point algorithms [144]. We remark that P^u
only requires information about the support and the moments (up to fourth-order) of the
uncertain parameters  an attractive feature from a modelling perspective since the full joint
probability distribution of  is seldom available.
Remark 3.2.2 If problem Po has xed recourse, that is, if A() = A for some A 2 Rmn, then
Z is representable as
Z =
0B@  12z>
1
2
z 0
1CA
for some  2 R and z 2 Rk 1;  = 1; : : : ;m. Then, the condition Z 2 C is equivalent to
Z 2 C^, see [140, Proposition 3.7], and may ultimately be simplied to (; z> )> 2 K^ using
techniques described in [2, 93]. We conclude that for xed recourse problems Pu is equivalent to
a second-order cone program (SOCP).
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3.2.2 Dual Problem
To estimate the loss of optimality incurred by the decision rule approximation proposed in
Section 3.2.1, we now determine a computationally tractable lower bound on Po. To this
end, we dualise P, apply a decision rule approximation to the dual problem and simplify the
resulting problem by using robust optimisation techniques. In the following, we let `infx;y;z'
be a shorthand notation for the inmum operator over all x 2 Lk;n, y 2 Lk;r and z 2 Lk;m.
Similarly, we let `sups;u;v;w' denote the supremum operator over all u 2 Lk;m and v 2 Lk;r as
well as over all s 2 Lk;n and w 2 Lk;m that are almost surely non-negative. By assigning
the dual decision rules (i) u 2 Lk;m, (ii) v 2 Lk;r, (iii) s 2 Lk;n and (iv) w 2 Lk;m to the
constraints (i) A()x() + z() = b() P-a.s., (ii) y() = F ()>x() P-a.s., (iii) x()  0 P-a.s.
and (iv) z()  0 P-a.s., respectively, we build a Lagrangian for problem P .
L(x; y; z; s; u; v; w) := E
n
1
2
y()>y() + c()>x() + u()>

A()x() + z()  b()+
v()>

F ()>x()  y()  s()>x()  w()>z()o
(3.3)
Using this Lagrangian, problem P may be reformulated as
inf sup
x;y;z s;u;v;w
L(x; y; z; s; u; v; w); (3.4)
while its corresponding dual problem is dened as
sup inf
s;u;v;w x;y;z
L(x; y; z; s; u; v; w): (3.5)
Problems P and (3.4) are equivalent since the inner maximisation over the dual decision rules
in (3.4) imposes an innite penalty on any primal decision (x; y; z) 2 Lk;n Lk;r Lk;m which
violates the almost sure constraints in P on a set of strictly positive probability. We remark
that the equivalence between problems P and (3.4) holds even if P is infeasible. For a formal
proof of this equivalence, we refer to [142, Section 4]. By weak duality, the supremum in (3.5)
provides a lower bound on the inmum in (3.4); see, e.g., [142, Theorem 4]. This is true also
when the supremum in (3.5) or the inmum in (3.4) are innite.
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A set of optimality conditions for the inner minimisation problem in (3.5) is found by setting
the Gâteaux dierential of the Lagrangian (3.3) with respect to x, y and z to zero, for all
descent directions hx 2 Lk;n, hy 2 Lk;r and hz 2 Lk;m, respectively; see, e.g., [97, Section 7.2].
E
n
hx()
> c() + A()>u() + F ()v()  s()o = 0 8hx 2 Lk;n
E
n
hy()
> y()  v()o = 0 8hy 2 Lk;r
E
n
hz()
> u()  w()o = 0 8hz 2 Lk;m
These conditions are equivalent to
A()>u() + F ()v()  s() =  c() P-a.s. (3.6a)
y() = v() P-a.s. (3.6b)
w() = u() P-a.s. (3.6c)
Thus, we nd that
inf
x;y;z
L(x; y; z; s; u; v; w) =
8><>:  E

1
2
v()>v() + b()>u()

if (3.6a) and (3.6c) hold,
 1 otherwise:
(3.7)
Substituting (3.7) into (3.5) yields the following concave quadratic stochastic program, which
is dual to P .
maximise  E

1
2
v()>v() + b()>u()

subject to u 2 Lk;m; v 2 Lk;r; s 2 Lk;n
A()>u() + F ()v()  s() =  c()
9>=>; P-a.s.u()  0; s()  0
(D)
Like its primal counterpart, problem D is computationally intractable as it involves a continuum
of decision variables and constraints. As the problems P and D have essentially the same
structure, we can proceed as in Section 3.2.1 to derive a tractable approximation for D. For
brevity, we will omit some details of this derivation.
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3.2.3 Dual Approximation
To reduce the complexity of problem D, we restrict the functional form of the dual decision
rules to those which may be represented as
u() = U; v() = V  and s() = 
>S
for some matrices U 2 Rmk, V 2 Rrk and S 2 Sk;  = 1; : : : ; n. Using this decision rule
approximation, problem D simplies to
maximise  1
2
tr

V E
 
>

V >
	  trE >B>U	
subject to U 2 Rmk; V 2 Rrk; S1; : : : ; Sn 2 Sk
>A> U + 
> ~FV    >S =  ~c>  8 = 1; : : : ; n
9>>>>=>>>>; P-a.s.,U  0>S  0 8 = 1; : : : ; n
(Dl)
where ~c> denotes the -th row of the matrix C. Problem Dl provides a lower bound on D as it
was obtained by reducing the underlying feasible set. Employing the same robust optimisation
techniques as in Section 3.2.1, Dl can be approximated by the following conic program.
maximise  1
2
tr

V E
 
>

V >
	  trE >B>U	
subject to U 2 Rmk; V 2 Rrk; S1; : : : ; Sn 2 Sk
1
2
 
A> U + U
>A + ~FV + V > ~F>
  S =  12 e1~c> + ~ce>1  8 = 1; : : : ; n
U K^m 0
S C^ 0 8 = 1; : : : ; n
(D^l)
From Proposition 3.2.2 we conclude that D^l constitutes a conservative approximation (when
l > 1) or an exact reformulation (when l = 1) for Dl. Like its primal counterpart P^u, problem
D^l can be explicitly expressed as an SDP by expanding the conic constraints. The size of this
SDP is polynomial in k; l;m and n, implying that it can be eciently solved. Note that the
probability distribution of  only aects D^l through its rst- and second-order moments and
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its support.
Remark 3.2.3 If A() = A and F () = F for some A 2 Rmn and F 2 Rnr, then problem
Dl can be reformulated as an SOCP. If either (i) A() = A or (ii) F () = F , then one
can improve the approximation quality by modelling (i) u() or (ii) v() as quadratic decision
rules, respectively. This renement preserves the complexity class of problem D^l, which remains
an SDP.
Remark 3.2.4 The key insights of this section can be summarised as follows. In a one-stage
setting, the following relation holds:
sup D^l  supDl  supD  inf P  inf Pu  inf P^u;
where the rst and last inequalities convert into equalities if l = 1. Problems D^l and P^u can
be solved in polynomial time. The gap between their optimal values provides an estimate of the
loss of accuracy incurred by the adopted decision rule approximation.
3.3 Quadratic Multistage Stochastic Program with Ran-
dom Recourse
In this section, we continue to assume that P has a polyhedral support  of the type (3.1)
that is non-empty, bounded, and spans Rk. Now, however, we impose a temporal structure on
the elements of the sample space. More concretely, we assume that  can be partitioned into
subvectors of the form (kt 1+1; : : : ; kt) for some k
0 = 0 and 1 = k1 < k2 < : : : < kT = k, which
are observed sequentially at times t 2 T := f1; : : : ; Tg, respectively. We denote the history of
observations up to time t by t := (1; : : : ; kt) 2 Rkt . By construction, T = . Moreover, we
let Et() denote the expectation with respect to P conditional on t.
We consider a decision process in which the decision x(
t) 2 R,  2 Nt := fnt 1 + 1; : : : ; ntg,
is selected at time t after observing t but before the future outcomes kt+1; : : : ; k are known.
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Here, it is understood that 0 = n0 < n1 < : : : < nT = n, and we set nt := n
t   nt 1. The aim
is to nd a sequence of non-anticipative decision rules x := (x1; : : : ; xn) 2 G := Tt=1Lkt;nt
which map the available observations to decisions while minimising a quadratic expected cost
function subject to linear constraints. Such decision problems may be formulated as quadratic
multistage stochastic programs of the following form
minimise E

1
2
x()>Q()x() + c()>x()

subject to x 2 G
Et

~a()
>x()

 b(t) 8 2Mt; t 2 T
9>=>; P-a.s.;x()  0
(MPo)
where Mt := fmt 1 + 1; : : : ;mtg for some 0 = m0 < m1 < : : : < mT = m. For MPo to be
well-dened, Q() is assumed to be symmetric and positive semidenite with rank r and, thus,
it may be factorised as Q() = F ()F ()> for some F () 2 Rnr. Furthermore, the linearity
assumptions on c(), b(), A() and F () described in Section 3.2 still hold. In addition, we
postulate that the cost coecients c() and the right-hand side vector b() can be written as
non-anticipative linear functions of the random parameters. Therefore, the matrices C and B
are assumed to be representable as
C =
266664
C1P1
...
CTPT
377775 and B =
266664
B1P1
...
BTPT
377775
for some matrices Ct 2 Rntkt and Bt 2 Rmtkt , t 2 T , where mt := mt mt 1. Here, we used
the truncation operators Pt; t 2 T ; dened through Pt : Rk 7! Rkt ;  7! t. By introducing
the decision rules y 2 Lk;r and z := (z1; : : : ; zm) 2 H := Tt=1Lkt;mt , problem MPo can be
converted to
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minimise E

1
2
y()>y() + c()>x()

subject to x 2 G; y 2 Lk;r; z 2 H
Et

~a()
>x()

+ z(
t) = b(
t) 8 2Mt; t 2 T
9>>>>=>>>>; P-a.s.y() = F ()
>x()
x()  0; z()  0
(MP)
Note that problems MP and P have a very similar structure. Thus, we may follow the same
general strategy as in Section 3.2 to derive tractable bounding problems. For the sake of
compactness, we will abbreviate the involved derivations.
3.3.1 Primal Approximation
In an attempt to reduce the computational complexity of problemMP, we restrict our attention
to primal decision rules that are representable as
x() = X; y() = 
>Y and z(t) = (t)>Zt (3.8)
for some matrices Y 2 Sk and Z 2 Skt , where  = 1; : : : ; r and  2 Mt; t 2 T . Here, the
matrix X is assumed to belong to the linear space X of all block triangular matrices of the form
X =
266664
X1P1
...
XTPT
377775
for some Xt 2 Rntkt ; t 2 T . To ensure that this approximation will convertMP to a tractable
problem, we require Et(>) to be almost surely quadratic in t. Formally speaking, we postu-
late that there exists a matrix t0 2 Skt such that almost surely Et(0) = (t)>t0t, for
each t 2 T and ; 0 = 1; : : : ; k. This condition is trivially satised if, for instance, the random
parameters are stagewise independent. By solving MP in the decision rules (3.8), we obtain
an upper bound on MP which has the same general structure as problem Pu in Section 3.2.
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Therefore, by using robust optimisation techniques, it may be conservatively approximated by
the following conic optimisation problem.
minimise
1
2
rX
=1
tr

E(> 
 >)(Y 
 Y)

+ tr

E(>)C>X

subject to X 2 X ; Y1; : : : ; Yr 2 Sk; Z 2 Skt 8 2Mt; t 2 T
P>t
 
kX
;0=1
e> ~AXe0t0 + Z
!
Pt =
1
2

e1~b
>
 +
~be
>
1

P>t ZPt C^ 0
9>>>=>>>;
8 2Mt;
t 2 T
1
2

F> X +X
>F

  Y = 0 8 = 1; : : : ; r
X K^n 0
(\MPu)
3.3.2 Dual Problem and Approximation
To obtain a lower bound onMPo, we start by dualising problemMP. Using a duality scheme
analogous to the one described in Section 3.2.2, it can be shown that the following quadratic
multistage stochastic program is dual to MP.
maximise  E

1
2
v()>v() + b()>u()

subject to u 2 H; v 2 Lk;r; s 2 G
Et

a()
>u() + ~f()>v()

  s(t) =  c(t) 8 2 Nt; t 2 T
9>=>; P-a.s.u()  0; s()  0
(MD)
Next, we require the dual decisions to be representable as
u() = U; v() = V  and s(
t) = (t)>St
for some matrices V 2 Rrk, S 2 Skt ;  2 Nt; t 2 T , and
U =
266664
U1P1
...
UTPT
377775 (3.9)
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for some Ut 2 Rmtkt ; t 2 T . We denote by U the linear space of all block triangular matrices
of the form (3.9). With these conventions, problem MD reduces to a semi-innite problem
similar to Dl, which may be conservatively approximated by the following conic program.
maximise  1
2
tr

V E
 
>

V >
	  trE >B>U	
subject to U 2 U ; V 2 Rrk; S 2 Skt 8 2 Nt; t 2 T
P>t
 
kX
;0=1
e>
 
A> U + ~FV

e0t0   S
!
Pt =  1
2

e1~c
>
 + ~ce
>
1

P>t SPt C^ 0
9>>>=>>>;
8 2 Nt;
t 2 T
U K^m 0
([MDl)
Remark 3.3.1 A summary of the main insights of this section is as follows. In a multistage
setting, the following relation holds:
sup dMDl  supMD  infMP  inf dMPu:
The sizes of the conic programs dMDl and dMPu are polynomial in k; l;m and n, implying that
they are eciently solvable. The loss of optimality due to the adopted decision rule approxima-
tion is bounded by the dierence between the optimal values of dMDl and dMPu.
3.4 Numerical Example
We consider the following stylised portfolio optimisation model. A price-taking retailer has
committed to meet its customer's demand for a certain commodity with limited storability
(e.g., natural gas or electric energy) at a xed retail price over a given planning horizon, which
is subdivided into time intervals indexed by t 2 T := f1; : : : ; Tg. Without any loss of generality,
we assume that interval t starts at time (t 1), where  represents the interval length in years.
The amount of commodity demanded at period t is denoted by Dt. To satisfy this demand,
the retailer purchases the commodity for immediate delivery on the spot market, at unit price
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St. To hedge against spot price risk, the retailer can acquire forward contracts that guarantee
the delivery of one unit of the commodity during period  2 T . The forward price quoted at
the start of interval t, which is to be paid in period  for every unit of commodity delivered,
is denoted by F t . For the sake of transparent exposition, we assume that no transaction costs
are incurred in trading and that no discounting takes place over time. Moreover, we postulate
that the spot price and the customer's demand evolve according to
St = fS(t) +Xt
Xt = SXt 1 + St
and
Dt = fD(t) + Yt
Yt = DYt 1 + Dt
respectively, where it; i 2 fS;Dg; are independent and identically distributed normal random
variables with mean zero and variance 2i , truncated at the 0.05% and 99.95% quantiles. Fol-
lowing [96, Section 3.5], we assume that the seasonal component is dened by
fi(t) = i + icos

2(t+ !i)

; i 2 fS;Dg:
It can be shown (see, e.g., [96, Section 3.1]) that the forward price at the start of interval t for
delivery during period   t is given by
F t = 
 t
S St + fS()   tS fS(t)  
 
1   tS

;
where  denotes a normalised risk premium. Finally, we dene t := (1; 
S
2 ; 
D
2 ; : : : ; 
S
t ; 
D
t )
>,
where 1 = 1 P-a.s. We remark that St, Dt, and F t ,  2 T , can be expressed as linear
functions of t.
Let the variables gt(
t) 2 RT represent the number of forward contracts bought (if gt(t)  0) or
sold (if gt(
t) < 0) by the retailer at the beginning of period t. Moreover, let ft(
t) 2 RT denote
the retailer's position in forwards in interval t after portfolio rebalancing. The retailer faces two
types of costs at the beginning of interval t 2 T , which originate from trading on the spot and
the forward markets. The signing of forward contracts in period t incurs a cost of ct(
t)>gt(t),
where ct(
t) := (F t (
t))2T denotes the vector of forward prices. At interval t, any shortfall of
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the volume e>t ft(
t) of commodity received from expiring forward contracts with respect to the
demandDt(
t) is covered on the spot market at price St(
t). Thus, the spot market trading costs
amount to St(
t)

Dt(
t)  e>t ft(t)

. The retailer selects a dynamically rebalanced portfolio of
forward contracts which minimises a mean-variance functional F() = Var() + (1  )E() of
the total cost for some  2 [0; 1]. The retailer's problem may be formulated as the following
multistage stochastic program, which can be re-expressed as an instance of MPo.
minimise F
 
TX
t=1
St(
t)

Dt(
t)  e>t ft(t)

+ ct(
t)>gt(t)
!
subject to ft; gt 2 Lkt;T 8t 2 T
Gtgt(
t) = 0
9>>>>>>>=>>>>>>>;
P-a.s. 8t 2 Tft(
t) = ft 1(t 1) + gt(t)
ft(
t)  0
gt(
t)  f1; gt(t)   f1
f1  
(3.10)
Here, the constants  2 R and  2 RT denote trading limits, and Gt represents a truncation
operator that eliminates from gt(
t) the last T   t components, that is, the components relating
to contracts which are still traded in interval t. The second constraint thus ensures that expired
forward contracts are no longer traded. The third constraint guarantees that the forward
positions in interval t coincide with the forward positions in interval t   1 adjusted by the
transactions at the start of period t. The fourth constraint prevents short-selling of forwards,
and the remaining constraints impose limits on the trading volume of forwards to help avoid
speculation.
The parameters used in our computational experiments are displayed in Table 3.1, where ,
,  and  associated to the spot price (or the demand) are measured in $/unit (or units).
The spot price parameters were derived from the estimated parameters of Model 2 in [96].
In addition, we assume that S1 = 110$/unit, D1 = 4000 units and  = 1=365. Moreover,
a pure risk minimisation framework ( = 1) is adopted. The retailer is assumed to have no
initial holdings in forward contracts. The trading limit  is xed to 6000 units for any forward
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contract, while  is set to 25%.
  !   
Spot price 145.732 29.735 6.691 0.989 9.222 15.091
Demand 4835.005 1536.860 6.691 0.820 398.715
Table 3.1: Parameters of numerical example
To assess the performance of the linear-quadratic decision rule (QDR) approach advocated
in this chapter, we compare it to a SAA approach that replaces the true distribution of the
random parameters with a discrete scenario tree constructed via conditional sampling [125].
Using both approaches, we solve problem (3.10) repeatedly for an increasing number of decision
stages T ; see Figure 3.1. Due to run time restrictions associated to the SAA problems, the
branching factor of the scenario trees is xed to 2 branches per node, while the planning
horizon ranges from 2 to 10 decision stages. Each SAA problem is solved for 20 statistically
independent scenario trees. For the optimal objective value, the left chart of Figure 3.1 depicts
the deterministic upper and lower bounds associated with the QDR approximation and the 5%
and 95% quantiles of the SAA estimates. The right chart shows, for the QDR approximation,
the average solution time required to calculate the upper and lower bounds and, for the SAA
approach, the average run time per scenario tree. All computations were carried out on a Linux
workstation with dual 2.66 GHz Intel core processors with 4 GB RAM. The YALMIP interface
[94] of SDPT3 version 4.0 [133] was used for computing the QDR bounds, while ILOG CPLEX
11.2 was employed for solving the SAA problems.
The left chart of Figure 3.1 shows that the QDR approximation achieves a high degree of
accuracy in this example since the QDR upper and lower bounds lie very close to one another.
Recall that, by construction, the true optimal value lies between these two bounds. We observe
that the QDR method is consistent with the SAA approach for small T . For T  5, the
SAA estimator is clearly downward biased since at least 95% of the SAA estimates lie below
the QDR lower bound and, consequently, below the true optimal value. Moreover, the SAA
estimator exhibits a low degree of precision, manifested by the large SAA empirical condence
intervals. These ndings are in line with paper [127], which reports that typically the bias
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and dispersion of the SAA optimal value estimator grow fast with T . Increasing the branching
factor improves the precision and the accuracy of the SAA estimator, but only SAA problems
with a few decision stages can then be solved in a reasonable time. Comparing the average
run times of both methods (see right chart of Figure 3.1), the QDR method exhibits superior
scalability. The solution time of the SAA problem rises substantially when the number of stages
increases from 9 to 10, taking approximately 10 times longer to solve than the corresponding
QDR problem. Moreover, a solution to SAA problems with T > 10 could not be located in less
than one day, even for a branching factor as low as 2.
Figure 3.1: Comparison of QDR and SAA approximations
3.5 Conclusions
In this chapter, we propose primal and dual decision rule approximations for quadratic stochas-
tic programs with random recourse. These approximations yield tractable upper and lower
bounding problems, which scale polynomially with the size of the problem description. In
contrast, classical scenario tree-based approximations typically scale exponentially with the
problem size. This exponential growth can only be avoided by massive pruning of the scenario
tree, which may lead to biased optimisation results.
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We have numerically evaluated our approximation scheme in Section 3.4 in the context of
a mean-variance portfolio optimisation problem. For the problems studied, the best linear-
quadratic decision rules are provably optimal to within a few percent only. It is further shown
that the popular SAA approach cannot solve these problems at a comparable accuracy and
runtime. The numerical experiments further illustrate the desirable scalability properties of
the decision rule approximation.
An important direction for future research is the design of more rened approximation schemes
to reduce the optimality gap, e.g., by using piecewise linear or higher-order polynomial decision
rules. While such decision rules have been investigated in the context of linear stochastic
programming (see, e.g., [58, 55, 8, 19]), extensions to quadratic stochastic programs have not
been studied, and systematic procedures for nding the best approximation (with minimum
optimality gap) for a limited budget of computational resources are not yet available.
Chapter 4
Energy Procurement Portfolio
Optimisation
4.1 Introduction
The ongoing deregulation and liberalisation of electricity markets worldwide has a major impact
on the power industry. Under this new environment, rms shift their focus from reliable and
cost-ecient energy supply to more prot-oriented goals, competing to provide energy at the
price set by the market. Therefore, traditional optimisation methods aimed at minimising
expected costs without accounting for risk and market behaviour are now redundant. This
has led to a surge in publications attempting to address the need for models adapted to the
deregulated environment. The focus of the academic literature has been primarily on the
perspective of the producer, specically on power generation scheduling and bidding problems
of generating companies. However, much less attention has been paid to the procurement of
electric energy by retailers.
In a deregulated market, utility companies are more exposed to nancial risk. Due to the limited
storability of electricity and inelastic electricity demand, the electricity spot price is one of the
most volatile commodity prices [114]. Under the regulated regime, electricity providers were
able to pass external fuel price shocks onto consumers through regulated electricity prices.
71
72 Chapter 4. Energy Procurement Portfolio Optimisation
However, in the deregulated environment, such cost recovery is unlikely. Since the electricity
price charged to the nal consumer is usually xed long before consumption occurs, electricity
providers who purchase electric energy in the spot market absorb the entire risk of volatile
spot prices. Therefore, electricity retailers usually seek protection against this uncertainty by
managing a portfolio of nancial and/or physical electricity derivative contracts (see [36] for a
survey of popular nancial instruments), in part to lock in the future price of electric energy.
Portfolio optimisation dates back to the seminal work of Markowitz [98], who proposes a
methodology to construct ecient portfolios based on a trade-o between expected return
of a portfolio and its associated risk measured in terms of the portfolio variance. Since this
approach is static, that is, rebalancing of the portfolio is not envisaged, it fails to capture two
important aspects of portfolio management: the trade-o between short-term and long-term
consequences of an investment strategy based on the evolution of the random parameters, and
the presence of transactions costs that aect portfolio holdings over time. Hence, this method-
ology may lead to short-sighted strategies, if applied repeatedly over subsequent periods, as
the model does not account for the value of waiting for new information [146]. In contrast, a
multistage stochastic programming approach enables the modelling of portfolio rebalancing at
multiple future time points, in each case based on the information available up to that particu-
lar time point. For a comprehensive overview on multistage stochastic programming, see, e.g.,
[22, 81, 128]. A review of mean-variance portfolio models is provided in [130].
The application of portfolio theory to construct multistage stochastic optimisation models for
electricity rms is relatively recent. One of the earliest contributions is due to Fleten et al. [50],
who suggest that production planning and nancial risk management should be integrated in
order to maximise expected prot at some acceptable level of risk. Multistage stochastic models
for the electricity procurement of utility companies have been proposed in [46, 66, 74, 83, 124].
These papers consider mean-risk optimisation models (see, e.g., [128, Chapter 6]), which en-
compass several ways of procuring electric energy (for instance, via bilateral volume contracts,
power derivative contracts, spot contracts and self-production) to satisfy the customers' elec-
tricity demand. The trading of futures at intermediate periods is envisaged in [46, 83, 124],
whereas the acquisition of energy derivatives and the signing of bilateral contracts occur at the
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beginning of the planning horizon only in [66, 74]. To improve model tractability, electricity
demand is assumed to be deterministic in [46]. The model presented in [124] imposes limits on
the maximum loss per period to hedge against risk, while all other models use some variant of
the Conditional Value-at-Risk to quantify risk.
Stochastic programming provides a powerful mechanism for modelling dynamic portfolio selec-
tion problems. However, the arising optimisation models are notoriously dicult to solve. Only
recently, this common perception has received a theoretical underpinning. Dyer and Stougie
prove that two-stage stochastic programming problems are #P-hard [43]. A rather pessimistic
verdict is also given by Shapiro and Nemirovski who demonstrate that multistage stochastic
programs generically are computationally intractable already when medium-accuracy solu-
tions are sought [129]. Complexity results of this type indicate that, for fundamental reasons,
generic stochastic programming problems need to undergo some simplication in order to gain
computational tractability. Note that analytical solutions are only available for unrealistically
simple stochastic programming models.
The classical approach to make stochastic programming models amenable to numerical optimi-
sation algorithms is to replace the underlying process of the random parameters by a discrete
stochastic process, which is representable as a nite scenario tree. This tree ramies at all
time points when new random data becomes observable. Scenario tree approaches to stochastic
programming have been studied extensively over the past decades (see, e.g., the survey papers
[40, 82] and the recent original papers [29, 68, 69, 89, 108]), and have been successfully employed
in a wide range of important application areas (see, e.g., the monograph [139]). Scenario trees
are popular because they support intuition and lead to accurate results when having many
branches [108]. Their disadvantage is that the solution time of the underlying optimisation
model scales with the size of the tree, while the tree grows exponentially with the number of
decision stages.
The recourse decisions associated with a stochastic program represent decision rules, that is,
measurable functions of the observable random parameters. Instead of approximating the
data process (as is done in tree-based methods), one can alternatively simplify the functional
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form of the decision rules. Focusing on linear decision rules (LDR), for instance, converts the
original stochastic program to a semi-innite program. Only with the advent of modern robust
optimisation techniques in the last few years, it has been recognised that this semi-innite
program is equivalent to a conic optimisation problem that can be solved eciently, i.e., in
polynomial time [12]. The striking advantage of the LDR approximation is that it permits
scalability to multistage models: in a linear decision framework, the problem size grows only
polynomially with the number of decision stages. The LDR approximation has successfully been
used to solve supply chain problems with more than 70 decision stages [11, 90], network design
problems involving hundreds of random variables [5], or robust control problems involving 12
state variables and 20 time stages [62].
An application of LDRs to nancial portfolio optimisation is due to Calaore [25, 26]. The
author proposes a multiperiod version of the mean-variance Markowitz model, subject to con-
straints on the expected portfolio composition at each intermediate period. By restricting the
form of the portfolio rebalancing decisions to ane functions of the past periods' returns, the
problem is then converted into a nite-dimensional convex quadratic program. To the best of
our knowledge, the LDR approximation has not yet been applied in the context of electricity
portfolio optimisation.
In this chapter, we present a multistage mean-variance model for the management of a hedging
portfolio of electricity derivatives from the viewpoint of a price-taking retailer that procures
electric energy to satisfy its customers' electricity demand. To reduce computational complexity,
we aggregate the decision stages (see, e.g., [22, Chapter 11.2] and [89]) and apply a LDR
approximation. Both of these simplications lead to a conservative approximation of the original
problem and thus underestimate the retailer's exibility. We show that the resulting problem
can be reformulated as a tractable convex quadratic program. Since this approximate problem
grows only polynomially with the number of periods, it can be solved eciently. Moreover,
it only requires information about the support and the rst four moments of the uncertain
parameters  a desirable feature considering that the full joint distribution of the random
parameters is rarely available. In a series of numerical experiments, we provide insight into the
sensitivity of the optimal value to a selection of input parameters and illustrate the value of
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adaptivity inherent in the LDR approximation. We also evaluate the accuracy of the stage-
aggregation approximation and highlight its potential for reducing computational time. To
assess the scalability of the LDR approach, we compare it to a sample average approximation
(SAA) that consists of constructing a scenario tree via conditional sampling [125]. Our tests
indicate that the LDR method oers superior scalability as well as precision. Finally, we
evaluate the accuracy of the proposed LDR approach in the context of a simplied portfolio
model.
The remainder of the chapter is organised as follows. Section 4.2 species the retailer's elec-
tricity procurement problem, and Section 4.3.1 presents the electricity portfolio optimisation
model, which is formulated as a multistage stochastic program in Section 4.3.2. Section 4.4
approximates the exact problem by a numerically tractable problem via stage-aggregation and
LDRs. Section 4.5 reports on numerical results, and conclusions are drawn in Section 4.6.
4.2 Problem Specication
A price-taking electricity retailer must meet the electricity demand of its customers over a
given planning horizon which is subdivided into time intervals indexed by t 2 T := f1; : : : ; Tg.
Without loss of generality, we assume that interval t starts at time (t 1), where  represents
the interval length. The amount of electric energy demanded at period t is denoted by Dt.
We assume that the demanded volume Dt is consumed at a constant rate within interval t.
Assuming that the retailer has no generation capability, it can satisfy this demand by purchasing
electric energy for immediate consumption on the spot market, at price St per unit of energy.
Here, St denotes the average spot price in interval t.
Relying solely on the spot market to satisfy demand is known to be very risky due to occasional
spikes in spot prices [114]. In order to hedge against spot price risk the retailer can purchase dif-
ferent types of electricity forward contracts for physical delivery, indexed by i 2 I := f1; : : : ; Ig.
A forward contract constitutes an obligation to buy (or sell) a prescribed volume of electric
energy during a certain delivery period in the future, at a pre-established price per unit of
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energy. Note that energy derivative prices are typically quoted per unit of energy rather than
per contract. The forward contract types dier with respect to their delivery period (e.g.,
monthly, quarterly, or annual) and their load prole, which species the delivery rate during
the delivery period. Commonly traded load proles are base load and peak load. Base load
provides a constant delivery rate during every hour of the delivery period, whereas peak load
provides a constant delivery rate from 8am to 8pm on any weekday within the delivery period.
For forward contracts of type i, let B(i) denote the rst interval and E(i) the last interval in
the delivery period, and Ti the set of time intervals in which electric energy is delivered. The
volume of electric energy supplied by a contract of type i during interval t 2 Ti is denoted by
vit, so the total volume of such a contract amounts to v
i =
P
t2Ti v
i
t. The forward price quoted
at the start of interval t, which is to be paid for every unit of energy delivered, is denoted by
F it . For ease of exposition, we assume that trading of a forward contract ceases at the start of
its delivery period and that payment of the contract is settled at the end of its delivery period.
Apart from entering into forward contracts, the retailer may also acquire dierent types of
European call options, indexed by j 2 J := f1; : : : ; Jg. A European call option of type j gives
the retailer the right to buy a forward contract of type i(j) 2 I at maturity time M(j) and
at a strike price Kj per unit of energy. In exchange for this right, the retailer pays a premium
Cjt per unit of energy of the underlying forward contract at period t when the call option is
negotiated. We assume that options are nancially settled, that is, the price dierence between
the agreed strike price and the market price of the underlying forward contract is settled in
cash at the maturity time of the call option.
For the sake of a transparent exposition, it is assumed that no transaction costs are incurred in
trading and that discount factors are deterministic. The discount factor in period t is denoted
by dt. Note that these assumptions may easily be relaxed at the cost of additional notation.
Our assumptions are inspired by the structure and regulations of real electricity markets such as
the European Energy Exchange or Nord Pool. At present, base and peak load forwards, futures,
and European-style options are traded in Nord Pool's nancial market. Forward contracts are
listed for each calendar month, quarter and year, with a delivery rate of 1 MW. Forward
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contracts are traded until the day before delivery starts and are settled against the spot price
throughout the delivery period. The options' underlying instruments are either quarterly or
annual forward contracts. Options can only be exercised on the expiry day, a few days before
the delivery period of the underlying forward contract. Although no physical delivery of power
takes place in the Nord Pool derivative market, there are other markets, such as the European
Energy Exchange, where this possibility is envisaged. Note that our model formulation in
Section 4.3.1 is, nonetheless, consistent with cash settlement of forward contracts.
4.3 Model Formulation
4.3.1 Portfolio Optimisation Model
The retailer aims to determine a cost-ecient mix of electricity derivative contracts, given that
the customers' electricity demand must be met uninterruptedly over a medium-term planning
horizon. Let xif;t represent the number of forward contracts of type i bought (if x
i
f;t  0) or sold
(if xif;t < 0) by the retailer at the beginning of period t, and let x
i
F;t denote the retailer's position
in type-i forward contracts in interval t after portfolio rebalancing. In addition, let xjc;t denote
the number of European call options of type j traded by the retailer at the start of period t,
and let xjC;t be the retailer's position in type-j options in interval t after portfolio rebalancing.
Note that in order to obtain a tractable optimisation model, we assume that fractional numbers
of contracts may be held.
The retailer faces four types of costs in any period t 2 T , which are related to dierent nancial
activities:
Spot Market Transactions : The volume of electric energy received from the forward contracts
of type i in period t is vitx
i
F;t if t 2 Ti and zero otherwise. Any gap between the energy received
from the entire portfolio of forward contracts and the customers' electricity demand Dt is
covered through transactions in the spot market. Hence, any surplus of electric energy is sold
on the spot market at price St. Conversely, any shortage of energy necessitates spot market
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purchases. The resulting cash outow amounts to
zs;t = St
 
Dt  
X
i2I:
t2Ti
vitx
i
F;t
!
:
Forward Trading : Signing xif;t forward contracts of type i in period t incurs a total cost of
F itx
i
f;tv
i settled at time E(i). Adjusting this cost by the discount factor dE(i)=dt, one obtains
its present value at period t. The total cost associated with forward trading in period t is thus
given by
zf;t =
X
i2I
dE(i)
dt
F itx
i
f;tv
i:
Call Option Trading : In exchange for a payment Cjt x
j
c;tv
i(j), the retailer obtains the right to
purchase xjc;t forward contracts of type i(j), at the pre-established price K
j per unit of energy,
at maturity. The total cost associated with option trading in period t amounts to
zc;t =
X
j2J
Cjt x
j
c;tv
i(j):
Exercise of Call Options : A European call option is exercised only if its strike price is exceeded
by the market price of the underlying forward at maturity. Since options are nancially settled,
the resulting payo per unit of energy amounts to max(F
i(j)
M(j)   Kj; 0). Notice that solely
options that mature in period t can be exercised. The overall cost from exercising options in
interval t is thus given by
ze;t =  
X
j2J :
M(j)=t
max(F
i(j)
t  Kj; 0)xjC;tvi(j):
The retailer's aim is then to nd a policy for the management of a portfolio of forward contracts
and European call options that minimises the total discounted cost
TX
t=1
dt

zs;t + zf;t + zc;t + ze;t
	
:
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The retailer's decisions are subject to the following constraints:
Balance Constraints: We impose the following balance restrictions at any t 2 T .
xiF;t = x
i
F;t 1 + x
i
f;t; i 2 I
xjC;t = x
j
C;t 1 + x
j
c;t; j 2 J
These constraints guarantee that the position in derivatives of a certain type in interval t
equates the respective position in interval t   1 adjusted by the transactions at the start of
period t.
No-short-selling Constraints: We assume that short-selling of forwards and call options is not
allowed at any t 2 T since electricity retailers usually use energy derivatives for hedging and
not for speculation.
xiF;t  0; i 2 I
xjC;t  0; j 2 J
No-trading Constraints: We impose the following constraints at any t 2 T to ensure that the
trading volume of contracts no longer exchanged in period t is equal to zero.
xif;t = 0; i 2 I : B(i)  t
xjc;t = 0; j 2 J :M(j)  t
Note that our model is exible enough to accommodate additional linear constraints on portfolio
adjustments and composition.
4.3.2 Multistage Stochastic Program
For notational convenience, we work henceforth with an abstract formulation of the portfolio
optimisation problem described in Section 4.3.1. We denote by ut 2 Rn the control variable
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comprising the trading decisions xif;t; i 2 I; and xjc;t; j 2 J , while st 2 Rn is a state variable that
comprises the position variables xiF;t; i 2 I; and xjC;t; j 2 J . The cost vectors ct 2 R; cu;t 2 Rn
and cs;t 2 Rn are dened in such a way that c>u;tut = zf;t + zc;t and ct + c>s;tst = zs;t + ze;t hold.
The balance, the no-short-selling and the no-trading constraints are equivalent to st = st 1+ut,
st  0 and Gu;tut = 0, respectively. Here, Gu;t denotes a truncation operator that eliminates
from ut the components relating to contracts which are still traded in interval t.
Stochasticity appears in the portfolio optimisation model in the form of uncertain electricity
demands Dt, spot prices St, and derivative prices F
i
t ; i 2 I : B(i)  t, and Cjt ; j 2 J :
M(j)  t, which are revealed sequentially at periods t 2 T . Some of these random parameters,
in particular spot and derivative contract prices, are typically highly correlated. Therefore,
we assume that it is possible to represent the uncertain parameters revealed in interval t as
functions of a smaller set of risk factors t 2 Rkt . In other words, we assume that the variability
in all random parameters of period t is completely explained by the variability in the risk
factors t. Note that the dependence of the uncertain parameters on the risk factors may be
non-linear. For technical reasons related to Section 4.4.2, we introduce the vector t 2 Rpt
which is formed by appending to t enough random parameters perfectly dependent on t to
guarantee that ct; cu;t and cs;t are representable as linear functions of 
t := (>1 ; : : : ; 
>
t )
> 2 Rpt ,
where pt :=
Pt
s=1 ps. Note that a t with these properties always exists; for instance, we are
free to dene t := (
>
t ; ct; c
>
u;t; c
>
s;t)
>. For an example, we refer to Section 4.5.1. We denote
the history of risk factors up to period t by t := (>1 ; : : : ; 
>
t )
> 2 Rkt , where kt := Pts=1 ks.
Moreover, we set  := T ,  := T , k := kT and p := pT . For technical reasons related to Section
4.4.2, the support Zt of t is assumed to be representable as a non-empty compact polyhedron
and to span Rkt . In contrast, the support of t, which contains t as a subvector, is typically
non-convex. Without loss of generality, we require that k1 = 1 and Z1 = f1g. Thus, 1 is a
degenerate random variable governed by a Dirac distribution centered at 1. This specication
allows us to represent ane functions of the non-degenerate risk factors (>2 ; : : : ; 
>
t )
> in a
condensed manner as linear functions of t.
In practice, the decisions u1; s1; : : : ; uT ; sT are not pre-committed at the start of the planning
horizon. Instead, they are selected sequentially in time and are, therefore, allowed to adapt
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to the available information. Consequently, ut and st are interpreted as decision rules, i.e.,
functions that map the observation history t of the risk factors to decisions ut(
t) and st(
t),
respectively. The space of decision rules Xkt;n is the space of all measurable, square-integrable
functions from Rkt to Rn. Stipulating that decisions depend solely on the history of risk factors
is a reasonable assumption since the random parameters can be uniquely explained by the
risk factors. Indeed, observing perfectly dependent random variables does not provide any
additional information.
Using the notation introduced so far, the portfolio optimisation problem may be formulated
abstractly as the following multistage stochastic program
min F
 TX
t=1
ct(
t) + cu;t(
t)>ut(t) + cs;t(t)>st(t)

s.t. ut; st 2 Xkt;n 8t 2 T
st(
t) = st 1(t 1) + ut(t)
9>>>>=>>>>;P-a.s. 8t 2 T ,st(
t)  0
Gu;tut(
t) = 0
(SP)
where F() is a probability functional (with respect to the distribution P of the random vector
) that maps the random overall costs to a real number.
4.4 Approximations
The stochastic program SP is a functional optimisation problem over an innite-dimensional
space of decision rules. Thus, it is computationally intractable. LDRs may be used to overcome
this obstacle. Once this approximation is applied, the resulting multistage optimisation problem
is, in principle, amenable to polynomial-time solution procedures. However, this problem may
still contain a large number of decision stages and, consequently, decision variables, possibly
leading to unacceptable computation times. In order to set up an approximate portfolio opti-
misation problem that can be eciently solved, we thus apply two successive approximations
based on stage-aggregation and LDRs.
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4.4.1 Stage-Aggregation
To speed up computation, we establish a new optimisation problem with fewer decision stages.
The planning horizon T = f1; : : : ; Tg is subdivided into a number of macroperiods indexed
by m 2 M := f1; : : : ;Mg. For each m 2 M, let tm be the rst interval belonging to
macroperiod m. We always require t1 = 1. Moreover, for notational convenience, we de-
ne tM+1 := T + 1. We require that each macroperiod covers one or more normal periods,
which implies jMj  jT j. We assume that electricity prices and demand are no longer ob-
served at all intervals t 2 T but only at periods t 2 ~T := ftm : m 2Mg. Thus, decisions taken
during macroperiod m only rely on the history of risk factors at the beginning of macroperi-
ods, ~m := (>t1 ; : : : ; 
>
tm)
> 2 R~km , where ~km := Pmm0=1 ktm0 . There is no incentive to rebalance
the portfolio of electricity derivatives if no new information is observed. Hence, we can set
ut(~
m) = 0 at t 2 ftm + 1; : : : ; tm+1   1g. Due to the balance constraints, the positions in the
dierent derivative contracts remain constant at stm(~
m) throughout macroperiod m. Conse-
quently, the no-short-selling restrictions are redundant at t 2 T n ~T . It is implicit that any
excess (or shortage) of electric energy to meet the customers' demand is sold (or acquired) in
the spot market at all periods t 2 T . Also, call options may be exercised at any t 2 T , since
their maturities do not necessarily coincide with the start dates of the macroperiods.
By suppressing trading at periods t 2 T n ~T , the feasible set of problem SP is reduced. In
addition, the information that underlies the trading decisions has been limited, since only
observations of risk factors at periods t 2 ~T aect the decisions. For these two reasons, the
stage-aggregated optimisation problem constitutes a conservative approximation to SP in the
sense that any policy feasible in the approximate problem can be extended to a policy feasible
in SP with the same objective value, but the converse is not true.
Expressing the approximate problem in terms of decisions at t 2 ~T only, we arrive at the
following aggregated multistage stochastic program
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min F
 MX
m=1
~cm(
tm+1 1) + cu;tm(
tm)>utm(~
m) + ~cs;m(
tm+1 1)>stm(~
m)

s.t. utm ; stm 2 X~km;n 8m 2M
stm(~
m) = stm 1(
~m 1) + utm(~
m)
9>>>>=>>>>;P-a.s. 8m 2M,stm(
~m)  0
Gu;tmutm(~
m) = 0
(ASP)
where
~cm(
tm+1 1) :=
tm+1 1X
t=tm
ct(
t) and ~cs;m(
tm+1 1) :=
tm+1 1X
t=tm
cs;t(
t):
Problem ASP inherits some useful properties from problem SP . By construction, the cost
coecients may be written as non-anticipative linear functions of the random parameters, that
is, ~cm(
tm+1 1) = ~c>c;m
tm+1 1 for some vector ~cc;m 2 Rptm+1 1 , cu;tm(tm) = Cu;tmtm for some
matrix Cu;tm 2 Rnptm , and ~cs;m(tm+1 1) = ~Cs;mtm+1 1 for some matrix ~Cs;m 2 Rnp
tm+1 1
.
By the assumptions in Section 4.3.2, the support ~Z := Mm=1Ztm of the risk factors ~ := ~M is
representable by a non-empty compact polyhedron of the form
~Z = f~ 2 R~k : W ~  hg
for some matrix W 2 Rl~k and a vector h 2 Rl, where ~k := ~kM . Recall that we assumed
that 1 = 1 P-a.s. in Section 4.3.2. Thus, we require that the inequalities W ~  h imply
1 = e
>
1
~ = 1, where e1 denotes the rst standard basis vector in R
~k.
Stage-aggregation allows us to use a price and demand model with a high temporal resolution.
For instance, each period t 2 T could represent one hour within the planning horizon. Note
that a model with an hourly granularity can faithfully capture the important movements of the
market. Restricting the derivative trading (but not the spot market transactions) to a sparse
set of prescribed time points, e.g., the beginning of each day or week, substantially reduces the
complexity of the portfolio model. In Section 4.5, we will demonstrate that this complexity
reduction usually incurs no signicant loss of accuracy.
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4.4.2 Linear Decision Rule Approximation
The stage-aggregated problem ASP remains computationally intractable since it constitutes an
optimisation problem over an innite-dimensional function space. To gain numerical tractabil-
ity, we apply a LDR approximation, that is, we restrict the functional form of the decision rules
to those that are representable as
utm(~
m) = ~Um~
m and stm(~
m) = ~Sm~
m (4.1)
for some matrices ~Um; ~Sm 2 Rn~km ;m 2 M. By considering only decision rules of the type
(4.1) and taking the linearity of the cost coecients in the history of the random data into
account, one arrives at the following approximate problem.
min F
 
>V 

s.t. V 2 Rpp; ~Um; ~Sm 2 Rn~km 8m 2M
V =
MX
m=1
P>tm+1 1~cc;me
>
1 QM + P
>
tmC
>
u;tm
~UmQm + P
>
tm+1 1
~C>s;m ~SmQm
~SmRm~ = ~Sm 1Rm 1~ + ~UmRm~
9>>>>=>>>>;P-a.s. 8m 2M
~SmRm~  0
Gu;tm ~UmRm~ = 0
(ASPu)
Here, we used the truncation operators Pt; t 2 T , Qm;m 2 M, and Rm;m 2 M, dened
through
Pt : Rp 7! Rpt ;  7! t;
Qm : Rp 7! R~km ;  7! ~m;
Rm : R
~k 7! R~km ; ~ 7! ~m;
and the fact that e>1 QM = 1 = 1 P-a.s. Since ASPu was obtained by restricting the under-
lying feasible set, it provides an upper bound to problem ASP . Notice that ASPu involves
only nitely many decision variables (the entries of the matrices ~Um; ~Sm;m 2 M; and V ). As
the almost sure constraints in ASPu are continuous in ~, they hold for all ~ in the support
~Z. Therefore, ASPu exhibits semi-innite constraints parameterised by ~ 2 ~Z and appears
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to be intractable. However, it is possible to re-express this semi-innite constraint system in
terms of a nite number of linear constraints. The equality constraints in ASPu imply that the
linear hull of ~Z belongs to the null space of the linear operators ~SmRm   ~Sm 1Rm 1   ~UmRm
and Gu;tm ~UmRm. Given that ~Z spans the whole of R
~k, we may equivalently require that
~SmRm = ~Sm 1Rm 1 + ~UmRm and Gu;tm ~UmRm = 0. To simplify the semi-innite inequality
constraints, we use the following proposition, which can be seen as a special case of a major
result in robust optimisation (cf., Theorem 3.2 in [12]).
Proposition 4.4.1 For any u 2 R~k, the following statements are equivalent:
(i) u>~  0 8~ 2 ~Z = f~ 2 R~k : W ~  hg;
(ii) 9 2 Rl with   0, W> = u, and h>  0.
Letting u>i denote the i-th row of the matrix ~SmRm, Proposition 4.4.1 allows us to replace
the semi-innite constraints u>i ~  0 for all ~ 2 ~Z by a nite number of linear constraints
involving a new decision vector i 2 Rl; i = 1; : : : ; n. By interpreting >i as the i-th row of
a matrix m 2 Rnl, we can replace the semi-innite inequality constraints in ASPu by the
linear constraints mW = ~SmRm, mh  0, and m  0. Thus, ASPu is equivalent to
min F
 
>V 

s.t. V 2 Rpp; ~Um; ~Sm 2 Rn~km ;m 2 Rnl 8m 2M
V =
MX
m=1
P>tm+1 1~cc;me
>
1 QM + P
>
tmC
>
u;tm
~UmQm + P
>
tm+1 1
~C>s;m ~SmQm
~SmRm = ~Sm 1Rm 1 + ~UmRm
9>>>>>>>>>>=>>>>>>>>>>;
8m 2M.
Gu;tm ~UmRm = 0
mW = ~SmRm
mh  0
m  0
(4.2)
In mainstream stochastic programming the probability functional F() is often chosen to be the
expected value. A common approach to reect risk averse preferences in optimisation problems
is to let F() be a mean-risk functional (see, e.g., [128, Chapter 6]), which constitutes a weighted
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average of the expected value and some measure of dispersion that quanties the uncertainty of
the costs. The advantage of this approach is that it allows for a trade-o between minimising
the expected costs and their risk. Here, we use the variance as the dispersion measure  a
popular choice which was rst advocated by Markowitz in the context of nancial portfolio
optimisation [98]. For a given weight  2 [0; 1] assigned to the variance, we can express the
objective function of problem (4.2) in terms of the second-order moment matrix  := E(>)
and the fourth-order moment tensor 	 := E(> 
 >) of the random vector  under the
probability measure P.
F
 
>V 

=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 
>V 

+ (1  )E >V 
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
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o  E>V 	2+ (1  )E >V 
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
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n
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 V )( 
 )
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 

E
 
tr

V >
	2
+ (1  )E trV >	
=

E

tr
n
(V > 
 V )( 
 )(> 
 >)
o
   trV 	2i+ (1  )trV 	
=
h
tr
 
V > 
 V 		   trV 	2i+ (1  )trV 	 (4.3)
The equalities in the third and fth rows follow from the the mixed-product property of the
Kronecker product. Substituting (4.3) into (4.2) yields the following tractable convex quadratic
program with linear constraints.
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min 
h
tr
 
V > 
 V 		   trV 	2i+ (1  )trV 	
s.t. V 2 Rpp; ~Um; ~Sm 2 Rn~km ;m 2 Rnl 8m 2M
V =
MX
m=1
P>tm+1 1~cc;me
>
1 QM + P
>
tmC
>
u;tm
~UmQm + P
>
tm+1 1
~C>s;m ~SmQm
~SmRm = ~Sm 1Rm 1 + ~UmRm
9>>>>>>>>>>=>>>>>>>>>>;
8m 2M
Gu;tm ~UmRm = 0
mW = ~SmRm
mh  0
m  0
(4.4)
The size of (4.4) is polynomial in ~k, l, M , n and p. Under the reasonable assumption that
~k, l, n and p are of the order O(M) in realistic problem instances, the size of problem (4.4)
grows only polynomially with M . Thus, it can be eciently solved with standard quadratic
programming solvers.
Furthermore, (4.4) only requires information about the support ~Z of the risk factors ~ and the
rst four moments of the uncertain parameters . Since the full joint distribution of  is rarely
available, this is an attractive feature of the model. Moreover, the user is free to compute the
moments and the support applying his or her favourite estimation technique.
Remark 4.4.1 When problem SP has a high (e.g., hourly) temporal resolution, then the di-
mension p of the random vector  can be large, e.g., p  O(T ). In this situation, estimating
all O(T 4) fourth-order moments of  can be computationally excruciating. Due to the stage-
aggregation, however, only aggregated information about  and 	 is needed to solve problem
(4.4). This can be seen by substituting the expression for V into the objective function of (4.4)
and then computing the objective function coecients of the decision variables ~Um and ~Sm,
m 2 M. Thus, we only have to compute O(M4) aggregate moments instead of all O(T 4)
fourth-order moments of .
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4.5 Numerical Example
To validate the outlined mean-variance model and the underlying approximations, we present
the results of a large number of experiments based on the following scenario. A price-taking
Scandinavian retailer must meet the electricity demand of its customers over a planning horizon
of 28 days, split into daily intervals, indexed by t 2 T := f1; : : : ; 28g. In the electricity markets,
three base load forward contracts, indexed by i 2 I := f1; 2; 3g, with delivery rate of 1 MW are
tradable. Their delivery periods start at the beginning of days 2, 11, and 20 and terminate at
the end of days 10, 19, and 28, respectively. Each of these forward contracts covers a delivery
period of 9 days and has, therefore, a volume of 216 MWh. These base load contracts serve as
underlying instruments for one European call option each, indexed by j 2 J = f1; 2; 3g, which
has a strike price of 70 NOK/MWh and matures at the beginning of the delivery period of
the underlying forward contract. The retailer is assumed to have no initial holdings in forward
and call option contracts. Discounting is carried out at an annual rate of 5%. All optimisation
problems were solved using ILOG CPLEX 11.2, on a Linux workstation with dual 2.66 GHz
Intel core processors with 4 GB RAM.
4.5.1 Uncertainty Modelling
As the true moments of the uncertain parameters are unknown, they have to be estimated from
historical data. Since most electricity markets are relatively immature, long histories of liquid
spot and derivatives prices do not exist. Hence, there is a lack of sucient data for estimating
stable multiperiod moments based exclusively on historical data (i.e., estimation errors might
be large), especially if the planning horizon covers several periods. Therefore, we estimate a
parametric model for the electricity prices and the demand, from which we estimate the support
~Z and obtain the moments via sampling.
Uncertain Parameters: We assume that the electricity spot price and the electricity demand
are the explanatory risk factors in each period t 2 T , i.e., t = (St; Dt)>. Electricity derivative
prices and payos are representable as functions of the spot prices. Since the trading of a
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derivative contract ceases at the start of its delivery period, the dimension of t is non-increasing
in t. For example, at day t = 2 we set
2 = (S2; D2; F
1
2 ; F
2
2 ; F
3
2 ;max(F
1
2  K1; 0); C22 ; C32 ; S2D2)>;
whereas at day t = 3, because forwards and options of type 1 are no longer traded,
3 = (S3; D3; F
2
3 ; F
3
3 ; C
2
3 ; C
3
3 ; S3D3)
>:
Spot Price Modelling : The unique characteristics of electricity, such as its limited storability,
grid-bound nature and inelastic demand, distinguish it from other commodities and nan-
cial assets [114]. Thus, electricity prices do not follow martingale processes but often exhibit
seasonality, mean-reversion, stochastic or time-varying volatility as well as spikes. Following
Lucia and Schwartz [96, Section 3.1], we assume that the spot price can be described by an
Ornstein-Uhlenbeck process [134] with seasonality
S() = f() +X()
dX() =  sX()d + sdW ();
(4.5)
where s > 0, and W () is a standard Brownian motion process. The seasonal component
f() is assumed to be completely predictable, while the deseasonalised component of the spot
price X() follows a mean-reverting process with constant mean-reversion rate s, zero long-run
mean and constant volatility s.
Derivative Pricing : Hedging derivative contracts with the underlying asset or commodity re-
quires the ability to store the underlying. However, electricity cannot be eciently stored.
Thus, traditional storage-based no-arbitrage methods for valuing derivatives cannot be directly
applied. Nonetheless, based on standard arbitrage arguments with derivative assets it is possi-
ble to nd a risk neutral probability measure Q, under which the current value of any derivative
asset is equal to the discounted expected value of its future payos [23]. It has been shown in
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[96, Section 3.1] that the process X() obeys the stochastic dierential equation
dX() = s(~s  X())d + sd ~W (); (4.6)
where ~s :=  s=s, ~W () := W () +  is a standard Brownian motion under Q, and 
denotes the market price of risk. For the sake of analytical tractability,  is assumed to be
constant.
Forward Price: The forward price at time  for the delivery of 1 MWh at time  0   is chosen
in such a way that the contract is worthless at time  . By solving the stochastic dierential
equation (4.6), it can be shown that this instantaneous-delivery forward price is given by
EQ [S( 0)] =f( 0) +

S()  f()e s( 0 ) + ~s(1  e s( 0 )); (4.7)
where EQ [] denotes the expectation with respect to Q conditional on the information available
at time  . If delivery spans a nite interval, the price of a zero-cost forward contract depends
on the settlement specication. As we assume that settlement takes place at the end of the
delivery period, the price of a forward contract with a nite delivery period is equal to the
arithmetic average of the instantaneous-delivery forward prices in the delivery period.
European Call Option Premium: To determine the premium of a European call option at time
 , the risk-neutral distribution of the underlying forward price at the maturity time of the
option is required. The prices of the instantaneous-delivery forward contracts are normally
distributed under Q since they depend anely on S(); see (4.7). Thus, the risk-neutral
distribution of the price of a forward contract with a nite delivery period at the maturity time
of the corresponding option is an arithmetic average of normal distributions, and, consequently,
it is a normal distribution. Therefore, we may price European options on electricity forwards
via a Black Scholes-type formula for normally distributed underlyings; see, e.g., [67].
Electricity Demand Modelling : The electricity demand is modelled in a similar fashion as the
stochastic spot price since it typically exhibits mean reversion and seasonality [114]. We assume
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that the retailer's demand of electricity evolves according to
D() = g() + Y ()
dY () =  dY ()d + ddW d();
(4.8)
where d > 0, g() is the seasonal component, and W d() is a standard Brownian motion
process, which is independent ofW (). Thus, Y () follows a stationary mean-reverting process
with a zero long-run mean and a speed of adjustment d. Notice that the electricity demand
and the spot price are independent as a consequence of the independence of W d() and W ().
This is justied by the inelasticity of the demand to the spot price and the retailer being a
price-taker. Moreover, empirical studies show that the correlation between the spot price and
the demand is weak in electricity markets [101].
Moment Estimation: For each t 2 T , we set the daily average spot price St := S((t  1)) and
the electricity demand Dt := D((t  1)), with seasonal components
f(t) = cs + s workdayt+
s cos

(t+ !s)
2
365

;
g(t) = cd + d workdayt+
d cos

(t+ !d)
2
365

;
respectively. To estimate the moments of the random parameters, we generated sample trajec-
tories of the electricity spot price and demand by explicitly solving (4.5) and (4.8), respectively.
In addition, we calculated for each sample the corresponding trajectories of the remaining ran-
dom parameters as afore-described. The estimates of the moments of  were then obtained
via Monte Carlo sampling. The parameters used in our numerical example are displayed in
Table 4.1, where c, ,  and  associated to the spot price (or the electricity demand) are
measured in NOK/MWh (or MWh). For electricity spot and derivative prices, we adopt the
c   !   
Spot price 145.732 -9.542 29.735 6.691 0.011 9.222 0.018
Demand 4835.005 -493.180 1536.860 6.691 0.030 398.715
Table 4.1: Parameters of uncertainty model (time measured in days)
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parameters of Model 2 in [96], which were estimated based on daily data from the Nord Pool
market. In addition, we assume that S1 = 60 NOK/MWh and D1 = 4000 MWh.
Support Estimation: From the explicit solution of (4.5) and (4.8) we have that St and Dt follow
normal distributions under the real world probability measure P and are thus supported on
( 1;1). However, the LDR approximation may be weak if the support of the uncertain
parameters is unbounded. In extreme cases, some LDRs can be forced to become constant
in order to obey the constraints on the whole support. One way to overcome this problem
would be to employ, e.g., piecewise linear decision rules [31]. However, the tractability of the
optimisation model deteriorates with the use of more complex decision rules. Thus, we choose
to adhere to LDRs but to work with a truncated support that covers most of the mass of
the original probability distribution. We assume the support ~Z to be the box uncertainty set
dened from 99:9% marginal condence intervals of St and Dt at t 2 ~T . We remark that the
truncation of the support has a negligible impact on the moments.
Sample Size: Based on the estimated moments and support, an approximation of (4.4) is
obtained by replacing the real inputs with their estimates. Solving the problem for 100 dierent
independent sample sets, we nd that a sample size of 100,000 is sucient to guarantee a 1.4%
precision with a condence level of approximately 99%.
Remark 4.5.1 The price and demand processes described in this section are only used to esti-
mate the moments of  and the support ~Z. We emphasise that our portfolio model is, however,
exible enough to accommodate other uncertainty models or estimation techniques.
4.5.2 Sensitivity Analysis
Unless otherwise indicated, a pure risk minimisation framework ( = 1) is adopted in this
section. Moreover, the duration of each macroperiod is assumed to be two days.
To assess the value of adaptivity, we compare the optimal value of (4.4) with the optimal
value of the approximate problem obtained using constant decision rules (CDR), i.e., decision
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rules that do not depend on the random data. CDRs are appropriate to model a retailer that
precommits to a portfolio strategy at the start of the planning horizon and implements the
corresponding decisions irrespective of the future market behaviour. Clearly, these inexible
portfolio strategies are outperformed by LDRs, which can adapt to changing market conditions.
Since the class of CDRs is covered by the class of LDRs, the CDR approximation constitutes
an upper bound to (4.4).
Ecient Frontier
Solving the quadratic program (4.4) for dierent values of the risk aversion coecient  yields
a parametric family of optimal portfolio strategies. Plotting the expected value against the
standard deviation of the corresponding overall costs for each  2 [0; 1] generates an ecient
frontier.
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Figure 4.1: Ecient frontier
The left chart of Figure 4.1 depicts two approximate ecient frontiers obtained from the
LDR and the CDR approximations, each one based on 20 dierent values of  in the range
[4 10 8, 1]. For the same expected overall cost, the risk of the LDR solution is lower than
the risk of the CDR solution. This conrms our intuition that incorporating adaptivity into
the decision model is benecial, in particular when the decision maker is risk-averse ( > 0).
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For  = 0, the expected cost minimisation problem can be solved analytically. A particular
forward contract is bought if and only if its cost is smaller than the expected cost (with respect
to P) of purchasing electric energy with the same load prole in the spot market during the
delivery period of the forward contract. Similarly, to determine the optimal positions in the
call options, the retailer compares the option premium with the expected payo of the option
at maturity, under the probability measure P. If there is no risk premium ( = 0), then
both alternatives are equally expensive. The retailer is then indierent between purchasing
forward contracts or buying electric energy in the spot market at the time of delivery, as well
as being indierent between purchasing call options on forward contracts or not. When the
electricity market is in contango ( < 0) the retailer must pay a risk premium to the suppliers
for purchasing forward contracts. In this case, the forward contracts are more expensive, in
expectation, than buying electric energy with the same load prole in the spot market during
their delivery period, so a risk-neutral retailer will not buy any forwards. Similarly, the expected
payo at maturity falls short of the option premium, and, consequently, the retailer will refrain
from purchasing any call options. During backwardation ( > 0) a risk-neutral retailer prefers
to buy forwards since, in expectation, they are cheaper than purchasing electric energy in the
spot market at the time of delivery. Likewise, the retailer opts to acquire call options since the
expected payo at maturity exceeds the corresponding premia. Ideally, the retailer would buy
as many forwards and call options as possible at each macroperiod and later sell the provided
energy in the spot market. If no limits on the trading volume of forwards and options are
imposed, the retailer can achieve an innite expected prot through this strategy. In this
case, problem (4.4) becomes unbounded  an eect that has been conrmed in our numerical
experiments.
In conclusion, for  = 0 the optimal decisions depend solely on the sign of the market price
of risk and can be precommitted at the beginning of the planning horizon. The revelation
of new information at later stages will provide no incentive to revise the original decisions.
Therefore, no value is added to the decision process through the use of adaptive decision
rules. To illustrate this point, we solve problem (4.4) repeatedly for  2 [0; 1], subject to
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additional portfolio constraints that limit the trading volume of derivative contracts1 to avoid
unboundedness of the optimisation problem. The resulting ecient frontier together with the
corresponding CDR frontier are shown in the right chart of Figure 4.1. For  = 0, the optimal
solutions of the two approximations coincide. However, as risk aversion increases, the value
of adaptivity, that is, the benet from using LDRs increases, and it is highest when the sole
objective is to minimise the risk.
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Figure 4.2: Impact of spot price volatility
Figures 4.2 and 4.3 show the impact of the spot price and the demand volatility on the optimal
objective value, respectively. If the price volatility is zero, the retailer can anticipate the
prices of spot and electricity derivatives over the entire planning horizon. Hence, the electricity
demands are the only uncertain parameters in the portfolio optimisation problem. Under these
circumstances, it does not matter how these demands are satised if the aim is to minimise the
overall risk. If prices are volatile, then rebalancing the hedging portfolio at later periods in light
of new information on the risk factors should lead to an increased performance. The higher
the volatility s, the higher the uncertainty and the more substantial the benet from using
1We limit the trading volume of derivatives of any given type to 40 in the rst macroperiod, and we require
the positions to increase by less than 20% over each subsequent macroperiod.
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LDRs instead of rigid CDRs that cannot adapt to new information; see Figure 4.2. Moreover,
we observe that for higher levels of s there is a considerable gain from employing LDRs.
If the electricity demand over the planning horizon is deterministic, there is almost no advantage
in using LDRs instead of CDRs. In this case, the retailer can purchase forwards in the rst
period (in which prices are deterministic and thus exhibit no variance) to cover the known
future demands, thereby substantially reducing uncertainty. This eect is most prominent if
instantaneous-delivery forwards are available in the market, or if the demand is constant over
the delivery period. As volatility d increases, the variance of the overall costs rises, and the
benet of using decision rules that allow for adjustments in the portfolio in response to new
information increases. However, for higher d levels, the relative outperformance of the LDRs
with respect to the CDRs decreases with d as new information becomes less important for
predicting future variances.
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Figure 4.3: Impact of demand volatility
Mean Reversion Rate
Figures 4.4 and 4.5 depict the impact of the mean reversion rates of the spot price and the de-
mand on the optimal value of problem (4.4), respectively. As the speed of adjustment increases,
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spot prices revert faster to their mean level, and the variance of the overall costs converges to
an equilibrium level. As s increases, current prices play a less signicant role in explaining
future expected prices and their variance. Consequently, the benet of using adaptive decision
rules decreases with s. If the mean reversion rate tends to innity, spot prices revert instanta-
neously to their long-term mean level, and thus become deterministic. Then, the only random
parameters remaining in the optimisation problem are the demands. Finding an optimal trad-
ing policy that minimises the overall variance becomes redundant, since spot and derivative
prices over the whole planning horizon are known with certainty.
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Figure 4.4: Impact of mean reversion in spot price
Similar eects are observed when we vary the mean reversion rate of the demand. As d
increases, the electricity demand reverts faster to its mean level, and the risk converges to an
equilibrium level. An increased speed of mean reversion renders future expected demands and
their variance less dependent on current and past loads. Hence, the benets of rebalancing
the portfolio in response to new information on electricity demand is smaller. As d tends
to innity, the retailer's demand reverts instantaneously to its equilibrium level, and so is, de
facto, deterministic. Under these circumstances, the gain from using LDRs instead of CDRs
becomes (practically) non-existent.
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Figure 4.5: Impact of mean reversion in demand
Market Price of Risk
Figure 4.6 shows the impact of the market price of risk on the optimal objective value. A
change in  does not impact the optimal objective value when CDRs are employed, but it
has a major impact when LDRs are used. The optimal objective value is lower for larger
positive or negative market prices of risk. In those cases, the gain from applying LDRs instead
of CDRs can be substantial; see Figure 4.6. The stochastic program takes into account the
discrepancy between the cost of each forward contract and the corresponding expected cost
of the same volume of electric energy (with the same load prole) in the spot market during
the delivery period of the forward contract. Similarly, it considers the disparity between the
premium of each call option and the corresponding expected payo at maturity. Consequently,
the dierences between the (co)variances of both alternatives are taken into consideration. For
higher (positive or negative) market prices of risk these discrepancies will be larger, making the
possibility of revising decisions at later stages to reect new information even more relevant.
Note that dierences between the (co)variances exist even if no risk premium is required. For
example, spot market transactions occur after their respective forward transactions, so their
variance is larger when  = 0.
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Figure 4.6: Impact of market price of risk
Number of Macroperiods
Figure 4.7 visualises the optimal value of problem (4.4) as a function of the number of macrope-
riods. We observe a near-monotonic convergence from above as the number of decision stages
increases. This behaviour is consistent with the fact that the stage-aggregation discussed in
Section 4.4.1 provides an upper bound on the optimal objective value. The saturation of
the optimal objective value supports our hypothesis that the approximation is accurate. Fur-
thermore, the near-monotonic behaviour reects our intuition that the approximate portfolio
optimisation problem provides an increasingly accurate upper bound on the optimal value of
the original problem as the number of macroperiods approaches the number of normal periods
of the original problem.
Figure 4.7 indicates that an approximation based on 14 macroperiods is reasonably accurate
since the relative improvement in the optimal objective value from adding further decision stages
is close to zero. In fact, the optimal value of this approximation overestimates the optimal
value with 28 periods by merely 0.9%. However, it reduces the solution time dramatically:
the runtime of the original problem is approximately 6 seconds, whereas the solution time
of the approximated problem with 14 decision stages lies below 0.3 seconds. As can be seen
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from Figure 4.7, accuracy may be improved by increasing the number of decision stages at the
expense of additional runtime.
Notice that the optimal objective value of the CDR approximation barely changes as the num-
ber of eective decision stages increases. Since decisions are xed at the beginning of the
planning horizon, an increased number of eective decision stages will not lead to a noticeable
improvement. Consequently, as the number of decision stages increases, so does the benet
from using the LDR as opposed to the CDR approximation.
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Figure 4.7: Impact of number of macroperiods
4.5.3 Comparison with the Sample Average Approximation
The standard approach to solve problems of type ASP numerically is to discretise the un-
derlying probability space. The process of selecting a discrete probability distribution that
approximates the true distribution of the risk factors well is known as scenario generation. In
order to assess the accuracy and the scalability of the decision rule approach advocated in this
chapter, we compare it to a sample average approximation (SAA) approach that replaces the
true distribution of the risk factors with a discrete scenario tree constructed via conditional
sampling [125]. Scenario trees branch when new information is observed. Applying the SAA
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approach to the original problem SP would thus require a scenario tree that branches at each
basic interval t 2 T . To facilitate a fair comparison with the LDR approximation, however,
we apply the SAA method to the stage-aggregated problem ASP , which results in a scenario
tree that ramies only at the start of each macroperiod m 2 M. The number of branches
emanating from each tree node (that is, the branching factor) is kept constant throughout the
tree, and we assign equal conditional probabilities to each branch.
In Table 4.2 we compare the LDR with the SAA approximation for dierent choices of the
branching factor and the number M of macroperiods. Due to run time restrictions associated
to the SAA problems, M is limited to a maximum of 10, while the branching factor is xed
to 2 (SAA2), 3 (SAA3), 4 (SAA4), 6 (SAA6), 11 (SAA11), 35 (SAA35) and 1200 (SAA1200)
branches per node. Each SAA problem is solved for 20 statistically independent scenario trees.
Table 4.2 displays the average and the coecient of variation (CV) of the optimal objective
values, where the coecient of variation is dened as the standard deviation expressed as a
percentage of the mean. In addition, the average run times (CPU) are reported. Missing entries
(n/a) indicate that the corresponding approximate problems could not be solved in less than
one day.
Since the size of the SAA problems grows exponentially with M , the branching factor of prob-
lems with more than a few macroperiods must be small enough to guarantee that the corre-
sponding problem instances can be solved in a reasonable time. However, if the number of
scenarios is not suciently large, the associated tree may not approximate the true probability
distribution reliably. Moreover, a lower limit on the branching factor is required to preclude
arbitrage from the scenario tree [56, 84]. In particular, in any macroperiod the branching factor
should strictly exceed the number of derivative contracts tradable in that period. Otherwise,
arbitrage opportunities could lead to biased or even unbounded solutions. Table 4.2 shows that,
for SAA problems with a small branching factor, the dispersion of the optimal objective values
around their mean is very high, indicating that these problems provide poor approximations
for ASP . Focusing on the case M = 1, the SAA estimator for the optimal objective value
achieves a reasonable degree of precision, provided the sample size is very large, say 1200. In
the SAA1200 case, it is clear that the SAA method is consistent with the LDR approximation.
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Conversely, for a low branching factor, the SAA estimator with M = 1 exhibits a very low
degree of precision and accuracy, both of which improve as the branching factor rises. These
ndings are in line with the statistical properties of the SAA estimator for the optimal objective
value (see, e.g., [128, Chapter 5]). This estimator is known to be downward biased, providing
a valid statistical lower bound to the true problem. Furthermore, its bias converges to zero as
the sample size tends to innity [42]. In general, we observe that the variability of the optimal
value estimates diminishes and the average objective value increases as the branching factor
increases. Therefore, we conjecture that, except for SAA problems with a very high branching
factor, the SAA estimators with M > 1 are severely downward biased  a statement substanti-
ated by the uncertainty surrounding the estimates of the optimal objective value. Shapiro [127]
reports that typically the bias and dispersion of the SAA optimal value estimator grow fast
with M , rendering the corresponding statistical lower bounds inaccurate already for a small
number of decision stages.
Nonetheless, Table 4.2 reveals the heavy computational burden of solving larger SAA problems.
As the number of decision stages or the branching factor increases, the run time of the SAA
problems can rise substantially. Comparing the average run times of both methods, it is evident
that the LDR method exhibits superior scalability. While the LDR problem with M = 28 can
be solved in merely 6 seconds, a solution to the corresponding SAA problem with M > 10
could not be located in less than a day, even for a branching factor as low as 2. Moreover,
to achieve an adequate degree of accuracy, a prohibitive number of scenarios is required for
M > 1, leading to SAA problems that could not be solved in less than a day.
4.5.4 Accuracy of the Linear Decision Rule Approximation
Although LDRs are very eective at conferring tractability to multistage models, they may
incur a non-negligible loss of optimality. In the context of linear stochastic programming, a
systematic method for estimating the approximation quality of LDRs has been proposed in
[90]. The method consists of solving both the primal and the dual of the exact stochastic
program in LDRs, resulting in upper and lower bounds on the true optimal value, respectively.
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The gap between these bounds provides an estimate for the loss of optimality incurred by the
LDR approximation. This primal-dual LDR approach can be extended to a primal-dual linear-
quadratic decision rule approach for quadratic stochastic programs such as the mean-variance
optimisation problem ASP ; see Chapter 3. However, the arising dual quadratic decision rule
problem is computationally tractable only if the conditional moments E(>j~m) are almost
surely quadratic in the observation history ~m for each m 2 M. This condition is violated by
ASP since the dependence of the option prices on the risk factors is non-linear.
To assess the quality of the LDR approximation, we therefore consider a variant of the electricity
portfolio problem without options. In this case (and under the uncertainty model described in
Section 4.5.1) the dual quadratic decision rule problem becomes tractable and is, in fact, equiv-
alent to a semidenite program of polynomial size; see Chapter 3. Using the same setup as in
Section 4.5.2, we solved the simplied portfolio problem in primal linear and dual quadratic de-
cision rules for  = 0 (pure cost minimisation) and  = 1 (pure risk minimisation), respectively;
see Figure 4.8. We note that the semidenite program arising from the dual approximation has
worse scaling properties than the quadratic program emerging from the primal approximation.
Therefore, the approximate problems could only be solved for up to 15 macroperiods.
Figure 4.8 shows that the relative gap between the upper and lower bounds is of the order of 5%
(15%) for  = 0 ( = 1). The seemingly larger gap in the risk minimisation setting originates
from dimensional incompatibilities. Indeed, if risk was reported as the standard deviation of
costs, then the optimality gaps for  = 0 and  = 1 would both be of the order of 5%. Thus, if
the portfolio problem could be solved exactly, one would reduce the mean/standard deviation
of costs at most by 5%, in reality probably by less.
We note that, as in scenario tree-based stochastic programming, the approximation quality of
the decision rule approximations can principally be improved at the expense of an increased (of-
ten prohibitive) computational overhead by using more exible decision rules, such as piecewise
linear [31, 32, 55, 58] or polynomial decision rules [8, 19].
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Figure 4.8: Decision rule bounds
4.6 Conclusions
In this chapter, we examine a multistage mean-variance portfolio optimisation model for an
electricity retailer. To convert the exact model into a tractable quadratic program, we perform
two approximations: we aggregate periods into macroperiods, and we restrict the decision rules
to those ane in the history of the risk factors. The resulting approximate problem provides
an upper bound on the optimal value of the exact problem. Since the size of the approximate
problem grows only polynomially with the number of macroperiods, it is amenable to ecient
solution. Moreover, the probability distribution of the random parameters aects this problem
only through its rst four moments and through the support of the risk factors.
Our numerical experiments support our expectation that the approximation based on stage-
aggregation is accurate. Moreover, they illustrate the potential for signicantly reducing the
solution time without sacricing much accuracy. Our tests indicate that incorporating adap-
tivity in the form of LDRs into the portfolio optimisation model is benecial, especially in a
risk minimisation framework. Adaptivity appears to be particularly valuable in the presence of
high spot price volatility or large (positive or negative) market prices of risk.
With the aim of evaluating the scalability of the LDR method, we compare it with a SAA
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approximation. Our numerical tests highlight the heavy computational burden of solving SAA
problems with many periods and the superiority of the LDR approach in enabling scalability
to multistage models. Finally, we estimate the accuracy of the advocated LDR approach in a
simplied portfolio model without options.
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Chapter 5
Medium-Term Hydropower Scheduling
5.1 Introduction
Hydropower has been gaining increasing relevance in Europe, due to an ongoing shift to more
renewable power sources. It is estimated that by 2020 26 billion EUR will be invested into
building new pumped-storage hydropower plants with a total capacity of 27 gigawatts, corre-
sponding to an increase of 60% in the current total hydropower capacity [147]. Pumped-storage
hydropower plants either release water from an attached reservoir to produce electric energy
or pump water into an upstream reservoir to be used for generation at peak times. Water
reservoirs can thus be regarded as large-scale energy stocks, which are readily available. There-
fore, hydropower systems are well suited to buer uctuations in demand and the intermittent
energy supply from wind and solar energy sources.
Not surprisingly, nding optimal strategies for managing a hydro system has attracted a lot
of interest from the research community; see, e.g., review papers [91, 145]. The proposed
scheduling models are typically categorised according to their planning horizon into short-term,
medium-term and long-term planning problems [51]. Medium-term problems usually comprise
a planning horizon of one to two years with time steps of a week to a month, and their main
concern is an ecient allocation of water resources through time. Much of the recent literature
is set in a deregulated market environment. In this setting, the focus shifts from meeting
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electricity demand uninterruptedly to maximising the prot from trading energy on wholesale
electricity markets.
The medium-term management of a hydropower system can be a very challenging problem,
involving many decision stages and considerable uncertainty. The system may consist of several
interconnected water reservoirs. Then, a coordinated water discharge and pumping policy is
required since releases of upstream reservoirs contribute to the inows of downstream reservoirs.
Moreover, the production of hydro energy is limited by the storage capacities of the reservoirs
in the cascade. Therefore, current decisions must be balanced against future consequences.
Furthermore, the electricity spot prices and reservoir inows (due to precipitation and snow
melt) are random.
Multistage stochastic programming [22, 81, 128] provides a exible framework for modelling
dynamic reservoir management under uncertainty: it allows for a revision of the water release
schedule at multiple future time points and represents future decisions as decision rules, that
is, as measurable functions of the observable data. For a review of other modelling techniques,
we refer to [91]. Overviews of stochastic programming in reservoir management and power
generation scheduling can be found in [117] and [87], respectively.
Unfortunately, multistage stochastic programs are believed to be generically computationally
intractable already when medium-accuracy solutions are sought [129]. Therefore, stochastic
programs must undergo some simplication to make them amenable to numerical solution. To
this end, two main techniques are used in the eld of hydropower scheduling: stochastic dual
dynamic programming (SDDP) [111, 112] and scenario trees [40, 82].
The SDDP approach provides an extension to stochastic dynamic programming. In stochastic
dynamic programming, the stochastic scheduling problem is formulated so as to maximise the
sum of the immediate prots and the expected benets-to-go from system operation, and it is
solved by discretising the state space. The computational complexity of the stochastic dynamic
programming algorithm grows exponentially with the dimensionality of the state space. To
overcome this, the SDDP algorithm uses Benders' decomposition to recursively construct a
piecewise linear approximation of the benets-to-go function at each stage from a sample of
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states. While the SDDP algorithm does not suer from the curse of dimensionality, it can
only be applied if the benets-to-go function at each stage is concave in all of its arguments and
the random parameters are stagewise independent. SDDP models for hydropower scheduling
under inow and price uncertainty have been proposed in [57, 95].
Scenario tree techniques replace the true distribution of the underlying random parameters by
a discrete approximation and solve the resulting extensive-form problem with techniques from
deterministic optimisation. These extensive-form problems scale exponentially with the number
of decision stages and thus may become computationally demanding. Examples of scenario-
tree based models for medium-term hydropower scheduling under inow and load uncertainty
include [37, 79]. An integration of short- and long-term scheduling under price uncertainty has
been carried out in [49].
An alternative solution technique consists of restricting the set of decisions rules to those that
exhibit a simple functional form. Focusing on linear decision rules (LDR), Ben Tal et al. [12]
prove that a linear stochastic program can be approximated by a tractable conic optimisation
problem, while Shapiro and Nemirovski [129] highlight the potential of the LDR approach
for complexity reduction in multistage stochastic programming. In fact, the LDR approach
typically leads to polynomial-time solution schemes and is, therefore, ideal for tackling large-
scale hydro storage problems with many decision stages. However, the LDR approximation can
lead to a non-negligible loss of optimality. A systematic method for estimating this degree of
suboptimality was rst proposed in [90].
Successful applications of LDRs in reservoir system management can be found in [61, 64].
Goryashko and Nemirovski [61] address the operation of a water distribution network com-
prising several reservoirs and pumping stations. By modelling the pumping decisions as ane
functions of the history of the water demands, the problem is converted into a tractable linear
program. In [64], the LDR approach is applied to a hydrothermal planning problem which
aims to nd a production policy that satises the energy demand at each time period and min-
imises production costs. We remark that the models proposed in [61, 64] only consider demand
and possibly inow uncertainty. To the best of our knowledge, LDR formulations are not yet
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available for hydropower scheduling in the context of a deregulated electricity market.
In this chapter, we address the scheduling of a cascaded hydropower system over a medium-
term planning horizon. To this end, we present a multistage stochastic optimisation model
which determines a generation and pumping schedule that maximises the expected prot from
trading energy on the electricity spot market. The reservoirs in the cascade are assumed to
have seasonal storage, that is, the time required to replenish or deplete them can range from a
few weeks to a year. Hence, the lling levels of the reservoirs evolve on a much slower time scale
than the electricity spot prices. We exploit this property to reduce the computational com-
plexity of the model by following a strategy inspired by the multiscale approach to hydropower
bidding described in [116]: we partition the planning horizon into hydrological macroperiods,
each of which accommodates many trading microperiods, and we account for intra-stage price
variability through the use of price duration curves. We propose two intra-stage settings for
the multiscale model: one in continuous time (CTIS) and another in discrete time (DTIS).
For each intra-stage framework, we solve the model as well as its dual counterpart in LDRs,
thereby obtaining lower and upper bounds on the true optimal value, respectively. We demon-
strate that these bounding problems can be reformulated as tractable quadratic programs (in
the case of CTIS models) and linear programs (in the case of DTIS models). The gap between
the optimal values of a given primal and its corresponding dual LDR problem measures the
loss of optimality incurred by the LDR approximation.
The main contributions of this chapter may be summarised as follows.
1. We propose a mid-term hydropower scheduling model that accounts for price uncertainty
and has weekly decision stages. Since electricity spot prices are highly volatile, assuming
a constant spot price throughout a whole stage may lead to very suboptimal decisions.
For instance, if generation is only protable in a few highly priced hours of the macrope-
riod, then the single-price approximation might indicate that generation should not take
place at all. Therefore, some representation of the intra-stage price variability should be
incorporated into the model. We achieve this through the use price duration curves.
2. To gain tractability, we apply a LDR approximation to the scheduling model. Generation
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and pumping decisions are represented as linear functions of a subset of the past period's
observations. In particular, we are interested in limited memory decision rules, that is,
functions that depend on the recent data only. Using limited memory LDRs (instead of
full memory LDRs) leads to highly scalable models at only a marginal loss of optimality.
3. We develop a systematic method for estimating the degree of suboptimality of the best
LDR in the case of quadratic stochastic problems with a denite Hessian and xed re-
course. The approach diers considerably from the method described in Chapter 3 for
more general quadratic stochastic models. Taking advantage of the special structure of
the problem, we propose a dual LDR approximation that results in a tractable convex
quadratic program of polynomial size. This program has better scaling properties than
the semidenite program arising from the dual decision rule approximation described in
Chapter 3.
4. We apply our approach to a real hydropower system located in Europe. Our tests indicate
that it achieves a reasonable degree of accuracy and highlight its favourable scalability
properties. In simulated backtests, the resulting generation and pumping decisions nearly
reach the ideal prot of the (hypothetical) perfect foresight solution, which assumes per-
fect knowledge of future spot prices and reservoir inows. Moreover, we observe that the
use of limited memory LDRs (instead of full memory LDRs) reduces the computational
time without sacricing much accuracy. We further provide insights into the water storage
policy and the marginal water values of the reservoirs over time.
The remainder of the chapter is structured as follows. Section 5.2 presents the hydropower
scheduling model, while Section 5.3 applies a multiscale approximation to the model. The
resulting problem is formulated in Section 5.4 as a multistage stochastic program, which is
approximated by a computationally tractable problem using LDRs in Section 5.5. The degree
of suboptimality of the LDR approach is quantied in Section 5.6. Section 5.7 examines a
real-world case study, whereas conclusions are drawn in Section 5.8. Appendix A contains the
more technical derivations related to the DTIS framework.
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5.2 Hydropower Scheduling Model
We consider a generation company that operates a hydro storage system over a medium-term
planning horizon, which is split into ne-grained time intervals (e.g., hourly intervals) indexed
by t 2 T := f1; : : : ; Tg. Without loss of generality, we assume that period t begins at time
(t   1), where  represents the interval length (in h). The hydropower system consists of a
cascade of I reservoirs, indexed by i 2 I. At each period t a natural inow of water Rti is
fed into each reservoir i. This inow originates, e.g., from precipitation or snow melt. Each
reservoir i is connected to a power plant with a single turbine and possibly a pump. We
denote by Ig  I the set of power stations without pumps. Moreover, we let Ui denote the
set of reservoirs upstream from reservoir i. Inowing water is stored in reservoir u 2 Ui; i 2 I;
until it is discharged through its associated turbine to derive electric energy from the falling
water. Water released is considered spill if it is not used for generation of electric energy. The
outowing water moves into the downstream reservoir i 2 I. In the presence of a pumping
facility, water may be pumped from reservoir i into the upstream reservoir u. For the sake of
transparent exposition, we assume that connected reservoirs lie suciently close so that time
delays in water ows between reservoirs can be neglected. Energy produced (or consumed for
pumping) is sold (or purchased) on the spot market at price Pt per MWh, where Pt denotes the
average spot price in interval t 2 T . The generation company is assumed to be a price-taker,
that is, its trading volume is not large enough to inuence the market price.
Let qgti and q
p
ti represent the amount of water (in m
3) discharged and pumped, respectively, by
plant i 2 I in period t 2 T , and let egti and epti denote the corresponding electric energy (in
MWh) generated by discharging water and consumed for pumping water, respectively, by plant
i in interval t. In addition, let sti denote the water spillage (in m
3) of reservoir i in period t.
Moreover, let vti be the water volume (in m
3) in reservoir i at the end of interval t. For an
illustration of the relation between the decision variables, we refer to Figure 5.1, which depicts
a hydro system with two reservoirs.
The generation company aims to establish a feasible generation and pumping schedule that
maximises its prot from trading energy on the electricity spot market.
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maximise
X
t2T
Pt
X
i2I
egti   epti

The prot consists of the revenues from selling electric energy on the spot market deducted with
the cost of purchasing electric energy to pump water. Note that operating costs are negligible in
hydropower generation. For the sake of transparent exposition, discounting is not carried out.
Figure 5.1: Hydro storage system with two reservoirs
The generation company's decisions are subject to the following constraints.
Energy Generation and Consumption Constraints: The electric energy generated by plant i at
time interval t depends on the volume of water released qgti, the turbine-generator eciency
gi 2 [0; 1] and the net hydraulic head hgti (in m), i.e., the dierence between the water level in
reservoir i and its downstream reservoir. Similarly, the energy consumed by power station i in
period t depends on the volume of water pumped qpti, the pump eciency 
p
i 2 [0; gi [ and the
pumping height hpti (in m). Thus, the energy functions are
egti =  
g
i h
g
ti q
g
ti; 8 i 2 I; t 2 T ;
epti = 
1
pi
hpti q
p
ti; 8 i 2 I; t 2 T :
Here,  :=  g=3600, where  ' 10 3 denotes the water density (in 106 kg/m3), and g ' 9:81
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represents the acceleration due to gravity (in m/s2). Typically, the net head (or pumping
height) as well as the turbine (or pump) eciency depend on the volume of water in the adjacent
reservoir and the water discharged (or pumped). We assume that head variation eects can be
ignored so that the energy functions depend only on water discharge (or pumping) decisions.
This assumption is reasonable for reservoirs with a large storage capacity or a high net head.
Water Balance Constraints : We impose water balance restrictions to each reservoir i 2 I at
any period t 2 T .
vt;i = vt 1;i +Rti   qgti   sti + qpti +
X
u2Ui

qgtu + stu   qptu

These constraints guarantee that the water storage at the end of interval t equates the water
storage at the end of period t   1 adjusted by the net inows of water during period t; see
Figure 5.1 for an illustration. The inows of water originate from natural water inows, spills
and discharges from upstream reservoirs as well as pumping from the downstream reservoir. The
outows of water consist of released and spilled water as well as water pumped into upstream
reservoirs.
Water Volume Target : To avoid end eects, the water volume in any reservoir i at the end of
the planning horizon must not fall below the target value vTi (in m
3).
vTi  vTi ; 8 i 2 I
Water Volume Bounds : Upper and lower bounds are imposed on the water volume of reservoirs
due to recreational and ecological reasons, as well as to ensure minimum levels of water for
power plant operation
vi  vti  vi; 8 i 2 I; t 2 T ;
where vi and vi denote the minimum and maximum water storage volumes (in m
3) of reservoir
i, respectively.
Water Release and Pumping Bounds : Discharge and pumping decisions are constrained by
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minimum and maximum operation levels of turbines and pumps
0  qgti   qgi ; 8 i 2 I; t 2 T ;
0  qpti   qpi ; 8 i 2 I; t 2 T ;
where qgi and q
p
i denote the maximum release and pumping rates (in m
3=h) of plant i, respec-
tively. If a given power station does not contain any pumps then its volume of pumped water
must be zero at any t. To guarantee this, we set qpi = 0 for all i 2 Ig.
Non-negative Spills Constraints: Water spills must be non-negative.
sti  0; 8 i 2 I; t 2 T
5.3 Multiscale Approximation
The hydropower scheduling problem described in Section 5.2 may contain a vast number of
decision stages, and consequently, its size may be very large. Typically, the planning horizon
ranges from a few months to a few years, while the length of the time periods t 2 T should ide-
ally be one hour (or less) to reect electricity spot price variations. The hydrological dynamics
of reservoirs, however, change on a much coarser time scale than electricity prices. Depending
on its storage capacity, the time required to deplete or replenish a reservoir can range from a
day to a year or even longer. We will exploit this stylised fact to reduce the number of deci-
sion stages in the model. We partition the planning horizon into hydrological macroperiods,
indexed by m 2 M. Without loss of generality, we assume that macroperiod m begins at
time (m  1), where  represents the interval length (in h). Each hydrological macroperiod
covers many trading periods, implying that jMj  jT j. For instance, the planning horizon
could be subdivided into weekly hydrological macroperiods, each of which accommodates 168
hourly trading periods. To account for intra-stage price variability, we employ price duration
curves (PDC). For any given price p, a PDC measures the number of hours in which spot prices
exceed p. The PDC of macroperiod m is constructed by ordering the spot prices observed in m
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in descending order of magnitude, rather than chronologically. We remark that PDCs contain
enough information to solve the hydropower management problem and that the full spot price
distribution is not required.
Figure 5.2: Piecewise linear price duration curve
We propose to approximate each PDC by a piecewise linear function with xed breakpoints. We
denote by J := f1; : : : ; Jg the set of PDC segments, dened through [0; 1[; [1; 2[; : : : ; [J 1; J ]
with 0 = 0 and J = . For ease of notation, we consider that these time bands do not vary
with macroperiod m. Thus, we dene the following PDC for any hydrological macroperiod
m 2M
Pm() =
8>>>>>>>>>>>><>>>>>>>>>>>>:
Pm0 +
   0
1   0
 
Pm1   Pm0

 2 [0; 1[
...
Pm;j 1 +
   j 1
j   j 1
 
Pmj   Pm;j 1

 2 [j 1; j[
...
Pm;J 1 +
   J 1
J   J 1
 
PmJ   Pm;J 1

 2 [J 1; J ];
where Pmj denotes the price at breakpoint j, j 2 f0; : : : ; Jg. Figure 5.2 depicts a PDC with
three linear pieces. By denition, Pm() is non-increasing in  . For technical reasons related
to Section 5.6, we assume that Pm() is strictly decreasing in  so that the following relation
holds for any m 2M:
Pm0 > Pm1 > : : : > Pm;J 1 > PmJ : (5.1)
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We are now in a position to determine the generation company's prot in macroperiod m. To
this end, we consider two intra-stage settings: a continuous-time and a discrete-time.
5.3.1 Intra-Stage in Continuous Time
Let egmij and e
p
mij denote the energy (in MWh) generated and consumed, respectively, by plant
i 2 I in period m 2 M and PDC segment j 2 J . The total volumes of energy produced and
consumed by power plant i during macroperiod m are, respectively,
X
j2J
egmij and
X
j2J
epmij :
Figure 5.3: Production time of plant i at macroperiod m
We assume that the generation company adopts a bang-bang strategy: either turbine (or pump)
i operates at full power or it is switched o. We remark that this strategy is expected to be
optimal in most cases. Then, the times (in h) allocated to production and pumping in plant i
and in PDC segment j at stage m are
 gmij =
egmij
egmi
and pmij =
epmij
epmi
;
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respectively, where egmi (or e
p
mi) stands for the maximum generating (or pumping) power (in
MW) of plant i at macroperiod m; see Figure 5.3 for an illustration.
The generation company prefers to produce energy when prices are at their highest. Therefore,
the generation prot of plant i in segment j during stage m is given by
gmij = e
g
mi
Z j 1+gmij
j 1
Pm() d
= egmi
Z j 1+gmij
j 1
Pm;j 1 +
   j 1
j   j 1
 
Pmj   Pm;j 1

d
= egmi

Pm;j 1   j 1
(j   j 1)
 
Pmj   Pm;j 1

j 1 +
g
mij   j 1

+

1
(j   j 1)
 
Pmj   Pm;j 1
 j 1 + gmij)2    2j 1
2

= egmi
g
mij

Pm;j 1 +
 gmij
2(j   j 1)

Pmj   Pm;j 1

= egmij

Pm;j 1 +
egmij
2 egmi (j   j 1)

Pmj   Pm;j 1

:
Conversely, pumping preferably takes place when electricity prices are at their lowest. Thus,
the pumping prot of plant i in segment j during macroperiod m is
pmij =   epmi
Z j
j pmij
Pm() d
=   epmi
Z j
j pmij
Pm;j 1 +
   j 1
j   j 1
 
Pmj   Pm;j 1

d
=  epmi

Pm;j 1   j 1
(j   j 1)
 
Pmj   Pm;j 1

j  
 
j  pmij

+

1
(j   j 1)
 
Pmj   Pm;j 1
 2j    j  pmij)2
2

=   epmipmij

Pmj  
pmij
2(j   j 1)
 
Pmj   Pm;j 1

= epmij

epmij
2 epmi (j   j 1)
 
Pmj   Pm;j 1
  Pmj:
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Then, the multiscale hydro scheduling problem may be formulated as
max
X
m2M
X
i2I
X
j2J
Pm;j 1 e
g
mij   Pm;j epmij +
Pmj   Pm;j 1
2 (j   j 1)

(egmij)
2
egmi
+
(epmij)
2
epmi

s.t. egmij; e
p
mij; q
g
mij; q
p
mij; vmi; smi 2 R 8m 2M; i 2 I; j 2 J
egmij =  
g
i h
g
mi q
g
mij; e
p
mij = 
1
pi
hpmi q
p
mij
0  qgmij  (j   j 1) qgi ; 0  qpmij  (j   j 1) qpi
9>>>=>>>;8j 2 J
vmi = vm 1;i +Rmi  
X
j2J
qgmij   smi +
X
j2J
qpmij +
X
u2Ui
X
j2J
qgmuj + smu  
X
j2J
qpmuj

vi  vmi  vi; smi  0
9>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>;
8m 2M
vMi  vTi
9>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>;
8i 2 I:
(A)
Here, qgmij and q
p
mij denote the water (in m
3) released and pumped, respectively, by power
station i 2 I in macroperiod m 2 M and PDC segment j 2 J . Moreover, smi (or vmi) stands
for the water spillage (or water volume) of reservoir i in (or at the end of) macroperiod m.
The parameters hpmi and h
g
mi are the pumping height (in m) and the net hydraulic head (in m),
respectively, of reservoir i in macroperiod m, whereas Rmi denotes the natural water inows
(in m3) into reservoir i in macroperiod m. The parameters ; gi ; 
p
i ; q
g
i ; q
p
i ; vi; vi and v
T
i are
described in Section 5.2. Problem A is a quadratic program with linear constraints. Since
(5.1) holds, the coecients of the quadratic terms in the objective function are negative for any
m 2 M; i 2 I, and j 2 J . Therefore, the objective function of A is concave in the decision
variables.
5.3.2 Intra-Stage in Discrete Time
We now develop an alternative multiscale scheduling model. We consider a partition of the
hydrological macroperiod's length  into K time bands, indexed by k 2 K := f1; : : : ; Kg and
dened through [^0; ^1[; [^1; ^2[; : : : ; [^K 1; ^K ] with ^0 = 0, ^K =  and jKj  jJ j. Note that
120 Chapter 5. Medium-Term Hydropower Scheduling
the ner the partition, the better the approximation to problem A. To allow for a comparison
with problem A, we further assume that ft0; : : : ; tJg  f^0; : : : ; ^Kg. As in Section 5.3.1, we
split the total energy generated and consumed into segments for any plant i and stage m. We
denote the stage-m production and pumping decisions (in MWh) in plant i and discrete-time
segment k by e^gmik and e^
p
mik, respectively. The stage-m generation and pumping prots of plant
i in time band k are given by
^gmik =
e^gmik
^k   ^k 1
Z ^k
^k 1
Pm() d = 0:5

Pm(^k) + Pm(^k 1)

e^gmik;
^pmik =  
e^pmik
^k   ^k 1
Z ^k
^k 1
Pm() d =  0:5

Pm(^k) + Pm(^k 1)

e^pmik;
respectively. Here, we assume that, at macroperiod m, the i-th turbine (or pump) operates at a
constant rate within time band k. This assumption is justied for short time segments. For the
sake of brevity, all derivations related to the discrete-time framework are shown in Appendix A.
The multiscale problem for this framework can easily be derived from problem A by replacing
index j 2 J with k 2 K and prots gmij + pmij with ^gmik + ^pmik in the objective function.
Note that the objective function becomes linear in the decision variables, but the number of
decision variables and constraints is larger than in the CTIS setting. Therefore, one cannot
determine a priori which model is more ecient from the computational point of view.
5.4 Multistage Stochastic Program
The approximate hydropower planning problems discussed in Section 5.3 are aected by uncer-
tainty in the form of unknown prices Pmj at PDC breakpoints j; j 2 f0; : : : ; Jg; and natural
water inows Rmi; i 2 I, which are revealed sequentially at macroperiods m 2M. We assume
that the uncertain parameters observed at m 2M may be represented as ane functions of a
set of risk factors  2 Rk observed at macroperiods  2 Bm := f1; : : : ;mg. These risk factors
may be identied, e.g., through the use of principle component or time series analysis. For an
example, we refer to Section 5.7.1. Note that this linearity assumption is non-restrictive since,
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e.g., we are free to dene m := (Pm0; : : : ; PmJ ; Rm1; : : : ; RmI)
>. We denote the history of risk
factors up to macroperiod m by m := (>1 ; : : : ; 
>
m)
> 2 Rkm , where km :=Pm=1 k. We further
introduce the set ~Bm;m 2 M; that satises f1g  ~Bm  Bm and contains the indices of the
risk factors that the stage-m decisions are allowed to depend on. The set ~Bm is usually referred
to as the information base. We denote by ~m the vector concatenation of  at macroperiods
 2 ~Bm. Without loss of generality, we require that k1 = 1 and 1 be a degenerate random
variable governed by a Dirac distribution centered at 1. This specication allows us to repre-
sent ane functions of the non-degenerate risk factors (>2 ; : : : ; 
>
m)
> in a condensed manner
as linear functions of m. A similar remark can be made for ~m. The supports of m and ~m
are assumed to span Rkm and R~km , respectively, and to be representable by non-empty and
bounded polyhedrons of the form
m = fm 2 Rkm : Gmm  hmg;
~m = f~m 2 R~km : ~Gm~m  ~hmg
for some matrices Gm 2 Rlmkm and ~Gm 2 R~lm~km and some vectors hm 2 Rlm and ~hm 2 R~lm ,
m 2 M. Since we assumed that 1 = 1P-a.s., the inequalities Gmm  hm must imply
1 = e
>
1 
m = 1. Here, e1 represents the unit vector (1; 0; : : : ; 0)
>, whose dimension should be
clear from the context. Similarly, ~Gm~
m  ~hm must imply e>1 ~m = 1.
For ease of exposition, we consider from now on an abstract formulation of model A. We
begin by eliminating the decisions egmij and e
p
mij;m 2 M; i 2 I; j 2 J ; from the problem by
substituting the energy generation and consumption constraints into the objective function.
Then we let the variable qm 2 Rn; with n := 2IJ , represent the generation and pumping
decisions at macroperiod m, while sm 2 RI and vm 2 RI comprise the stage-m spilling decisions
and water volumes, respectively. In practice, these decisions are not xed at the beginning of
the planning horizon, but rather they are chosen sequentially in time. Therefore, they are
allowed to depend on the history of past observations ~m, but, to ensure causality, they may
not rely on future observations m+1; : : : ; M . Consequently, the decisions qm, sm and vm are
modelled as decision rules. In other words, qm and sm are functions that map the observable
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data ~m to decisions qm(~
m) and sm(~
m). Since the water volumes at the end of macroperiod
m depend on the natural water inows at macroperiods 1; : : : ;m, vm must be modelled as a
function of the whole history m of observations. Otherwise, the optimisation problem may
become infeasible. We let Lkm;I represent the space of decision rules, that is, the space of all
measurable, square-integrable functions from Rkm to RI .
Using these conventions, problem A may be formulated as the following quadratic multistage
stochastic program.
max E
 X
m2M
1
2
qm(~
m)>Hm(m)qm(~m) + cm(m)>qm(~m)
!
s.t. qm 2 L~km;n; sm 2 L~km;I ; vm 2 Lkm;I 8m 2M
vm(
m) = vm 1(m 1) + rm(m)  Tssm(~m)  Tqqm(~m)
9>>>>=>>>>; P-a.s. 8m 2Mvm  vm(m)  v; 0  qm(~m)  q; sm(~m)  0
(5.2)
Here, E() denotes the expectation with respect to the probability distribution P of the random
vector M . It can easily be shown that, after eliminating the energy decisions, the objective
function of A may be written asPm2M 0:5 qm(~m)>Hm(m)qm(~m)+cm(m)>qm(~m), where the
vector cm(
m) 2 Rn and the diagonal matrix Hm(m) 2 Rnn comprise, respectively, the linear
and quadratic prot coecients associated to the water release and pumping decisions. By
construction, the Hessian matrix Hm(
m) is almost surely negative denite, so problem (5.2)
is concave. The water balance constraints are captured by the abstract equality constraint,
where rm(
m) 2 RI comprises the natural water inows of macroperiod m. The topology of
the cascade is represented by matrix Ts 2 RII , whose iu-th element is 1 if u = i,  1 if u 2 Ui
and 0 otherwise. The generation and pumping decisions are distributed by PDC segment with
the help of  2 RIn, whose i-th element is 1 if the -th entry of vector qm refers to water
discharging by plant i,  1 if it corresponds to water pumping by plant i and 0 otherwise.
Then, we dene Tq := Ts. The water volume and target constraints are captured by the
rst abstract inequality constraint, whereas the non-negative spills and the water release and
pumping constraints correspond to the third and the second abstract inequality constraints,
5.5. Primal Linear Decision Rule Approximation 123
respectively. While vm 2 RI and v 2 RI consist of the minimum (or target if at stage M)
and maximum water storage volumes at any macroperiod m, q 2 Rn comprises the upper
limits on the generation and pumping decisions. By construction, the prot coecients and
the water inow vector may be written as non-anticipative linear functions of the random data,
i.e., cm(
m) = Cm
m for some matrix Cm 2 Rnkm and rm(m) = Rmm for some matrix
Rm 2 RIkm , while the -th element of the main diagonal of Hm(m) is representable as h> m
for some vector h 2 Rkm , where  = 1; : : : ; n.
For what follows, it proves useful to re-express problem (5.2) as
max E
 X
m2M
1
2
qm(~
m)>Hm(m)qm(~m) + cm(m)>qm(~m)
!
s.t. qm 2 L~km;n; sm 2 L~km;I ; vm 2 Lkm;I 8m 2M
vm(
m) = vm 1(m 1) + rm(m)  Tssm(~m)  Tqqm(~m)
9>>>>>>>=>>>>>>>;
P-a.s. 8m 2M;Avvm(m)  vm
Aqqm(~
m) + Assm(~
m)  b
(P)
where vm := ( v>; v>m)> 2 Ro, b := ( q>; 0; : : : ; 0)> 2 Rp, o := 2I and p := I + 2n. Here, the
!i-th element of matrix Av 2 RoI is either  1 or 1 if the !-th inequality imposes an upper
or a lower bound, respectively, on the volume of water in reservoir i, and zero otherwise. The
contents of matrices Aq 2 Rpn and As 2 RpI are dened in an analogous manner.
5.5 Primal Linear Decision Rule Approximation
Unfortunately, problem P is computationally intractable since it involves a continuum of deci-
sion variables and constraints. To achieve numerical tractability, we solve P in LDRs, that is,
we restrict the functional form of the decision rules to those that may be represented as
qm(
m) = Qm~
m; sm(
m) = Sm~
m and vm(
m) = Vm
m (5.3)
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for some matrices Qm 2 Rn~km , Sm 2 RI~km and Vm 2 RIkm ;m 2 M. The substitution of
(5.3) into problem P leads to the following approximate program.
max E
 X
m2M
1
2
~m>Q>mHm(
m)Qm~
m + m>C>mQm~
m
!
s.t. Qm 2 Rn~km ; Sm 2 RI~km ; Vm 2 RIkm 8m 2M
Vm
m = Vm 1Emm +Rmm   TsSmFmm   TqQmFmm
9>>>>>>>=>>>>>>>;
P-a.s. 8m 2MAvVmm  vm e>1 m
AqQm~
m + AsSm~
m  b e>1 ~m
(P l)
Here, we used the truncation operators Em and Fm;m 2M, dened through
Em : Rk
m 7! Rkm 1 ; m 7! m 1;
Fm : Rk
m 7! R~km ; m 7! ~m:
By the linearity of (5.3) in Qm, m 2 M, the objective function of P l is concave quadratic in
Qm. Moreover, it can be expressed in terms of the third-order moments of the random data
under the probability measure P since
E
 X
m2M
0:5 ~m>Q>mHm(
m)Qm~
m + m>C>mQm~
m
!
=
X
m2M
E

0:5 tr

~m~m>Q>mHm(
m)Qm
	
+ tr

~mm>C>mQm
	
=
X
m2M
E

0:5 vec
 
Q>m
> 
Hm(
m)
 ~m~m>vec Q>m+ tr~mm>C>mQm	
=
X
m2M
0:5 vec
 
Q>m
> E Hm(m)
 ~m~m>vec Q>m+ trE ~mm>C>mQm	:
The equality in the second row follows from the cyclical property of the trace operator, while
the equality in the third row follows from the following property.
Property 5.5.1 For any matrices A, B, C and D whose product ABCD is dened and square,
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the following relation holds:
tr(ABCD) = vec(D>)>(C> 
 A) vec(B):
We remark that, for each m 2 M, the matrix E Hm(m) 
 ~m~m> is block diagonal with
diagonal blocks h>1 E(m~m~m>); : : : ; h>nE(m~m~m>). Thus, it can be expressed in terms of a
subset of the third-order moments of m (since ~m is a subvector of m).
Despite having only nitely many decision variables (the elements of matrices Qm; Sm; and
Vm;m 2M) problem P l is not yet amenable to numerical solution. Given that the almost sure
constraints at stage m in P l are continuous in m (or ~m), they hold for all m in m (or ~m
in ~m). Hence, P l accommodates innitely many constraints. Nevertheless, these may be re-
expressed as a nite number of linear constraints with the help of modern robust optimisation
techniques. The equality constraints in P l imply that the linear hull of m belongs to the null
space of Vm   Vm 1Em   Rm + TsSmFm + TqQmFm. As m spans Rkm , the set of equality
constraints may be replaced by the requirement Vm = Vm 1Em+Rm TsSmFm TqQmFm. To
simplify the semi-innite inequality constraints, we employ the following proposition, which is
a special case of a major result in robust optimisation (cf., [12, Theorem 3.2]).
Proposition 5.5.1 For any m 2 M, ! 2 N and U 2 R!km, the following statements are
equivalent:
(i) Um  0 8m 2 m = fm 2 Rkm : Gm m  hmg;
(ii) 9m 2 R!lm with m  0, mGm = U , and mhm  0.
Using Proposition 5.5.1, we may substitute the semi-innite constraints AvVm
m  vm e>1 m
for all m 2 m with the linear constraints AvVm   mGm = vm e>1 , mhm  0 and m  0
for some matrix m 2 Rolm . Based on a ~m-adapted version of Proposition 5.5.1, it can be
shown that the second set of stage-m inequality constraints in P l may be replaced by the linear
constraints AqQm + AsSm    m ~Gm = b e>1 ,  m~hm  0,  m  0 for some matrix  m 2 Rp~lm .
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Thus, P l is equivalent to the following concave quadratic program with linear constraints.
max
X
m2M
1
2
vec
 
Q>m
> E Hm(m)
 ~m~m>vec Q>m+ trE ~mm>C>mQm	
s.t. Qm 2 Rn~km ; Sm 2 RI~km ; Vm 2 RIkm ;m 2 Rolm ; m 2 Rp~lm 8m 2M
Vm = Vm 1Em +Rm   TsSmFm   TqQmFm
9>>>>>>>=>>>>>>>;
8m 2MAvVm   mGm = vm e>1 ; mhm  0; m  0
AqQm + AsSm    m ~Gm = b e>1 ;  m~hm  0;  m  0
( P l)
To nd the optimal solution, problem P l searches over the space of linear decision rules rather
than over the space of all measurable decision rules. Therefore, P l constitutes a restriction of
P , so the optimal value of P l provides a lower bound on the optimal value of P . The size of
P l is polynomial in I, J , kM , lM and M . Note that I and J do not change with M , while kM
and lM scale linearly with M . Thus, the size of problem P l grows only polynomially with the
number of macroperiods, so it can be eciently solved with o-the-shelf quadratic programming
solvers. Furthermore, P l only requires information about the support and the moments (up to
third-order) of the random data. Since the full joint distribution of the uncertain parameters
is seldom available, this is an attractive feature of the model.
5.6 Suboptimality of the Best Linear Decision Rule
Although the LDR approach is very eective at enabling scalability to multistage models, it
may incur a non-negligible loss of optimality. This loss is measured by the dierence between
the optimal values of P and P l. Unfortunately, this dierence cannot be directly computed
since P is intractable. However, we are able to eciently compute an upper bound on the LDR
approximation error as follows. We dualise P , solve the dual problem in LDRs and convert
the resulting problem into a tractable program by using robust optimisation techniques. The
distance between the optimal values of the dual and the primal LDR problems provides a
conservative estimate of the loss of accuracy incurred by the LDR approach.
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5.6.1 Dual Multiscale Problem
In the following, we let `supq;s;v' denote a shorthand notation for the supremum operator over all
qm 2 L~km;n, sm 2 L~km;I and vm 2 Lkm;I , m 2M. Likewise, we let `infx;y;z' be the inmum oper-
ator over all xm 2 Lkm;I ;m 2M; as well as over all ym 2 Lkm;o and zm 2 L~km;p that are almost
surely non-negative. By assigning the dual decisions (i) xm 2 Lkm;I , (ii) ym 2 Lkm;o and (iii)
zm 2 L~km;p to the constraints (i) vm(m) = vm 1(m 1) + rm(m)  Tssm(~m)  Tqqm(~m) P-a.s.,
(ii) Avvm(
m)  vm P-a.s. and (iii) Aqqm(~m) + Assm(~m)  b P-a.s., we construct a Lagrangian
for problem P; see, e.g., [142, Section 4]. By construction, the Lagrangian `L(q; s; v; x; y; z)' is
a function of the primal decisions qm 2 L~km;n, sm 2 L~km;I and vm 2 Lkm;I , m 2 M, as well as
the dual decisions xm 2 Lkm;I , ym 2 Lkm;o and zm 2 L~km;p.
L(q; s; v;x; y; z) := E
( X
m2M
1
2
qm(~
m)>Hm(m)qm(~m) + cm(m)>qm(~m) +
xm(
m)>

vm(
m)  vm 1(m 1)  rm(m) + Tssm(~m) + Tqqm(~m)

+
ym(
m)>

Avvm(
m)  vm

+ zm(~
m)>

Aqqm(~
m) + Assm(~
m)  b
)
Using this Lagrangian, problem P may be reformulated as
sup inf
q;s;v x;y;z
L(q; s; v;x; y; z); (5.4)
while its corresponding dual problem is dened as
inf sup
x;y;z q;s;v
L(q; s; v;x; y; z): (5.5)
Problems P and (5.4) are equivalent since the inner minimisation over the dual decisions in
(5.4) ensures that any violation of the almost sure constraints in P on a set of strictly positive
probability incurs an innite penalty cost; see, e.g., [142, Section 4]. A set of optimality
conditions for the inner maximisation problem in (5.5) may be found by setting the Gâteaux
dierential of the Lagrangian with respect to qm; sm and vm;m 2 M; to zero, for all descent
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directions in L~km;n, L~km;I and Lkm;I , respectively; see, e.g., [97, Section 7.2]. For each m 2M,
we nd that
qm(~
m) =   ~Hm(~m) 1
h
E

cm(
m) + T>q xm(
m)
 ~m+ A>q zm(~m)i P-a.s., (5.6a)
T>s E
 
xm(
m)
 ~m+ A>s zm(~m) = 0 P-a.s., (5.6b)
xm(
m)  E xm+1(m+1) m+ A>v ym(m) = 0 P-a.s., (5.6c)
where E(j m) and E(j ~m) denote the expectation with respect to P conditional on m and
~m, respectively. The matrix ~Hm(~
m) 1;m 2 M; is the inverse of E(Hm(m)j ~m). As pointed
out in Section 5.4, the Hessian matrix Hm(
m) is almost surely negative denite and diag-
onal and, therefore, so is E(Hm(m)j ~m). Consequently, E(Hm(m)j ~m) is invertible and its
inverse ~Hm(~
m) 1 is negative denite and diagonal too. The -th element of the main diagonal
of ~Hm(~
m) 1 is representable as 1=[h> E(mj ~m)], where  = 1; : : : ; n. Introducing for each
m 2M a new decision rule wm 2 L~km;n dened through the relation
wm(~
m) = E

cm(
m) + T>q xm(
m)
 ~m+ A>q zm(~m) P-a.s., (5.7)
we nd that the inner maximisation in (5.5) yields
 E
 X
m2M
1
2
wm(~
m)> ~Hm(~m) 1wm(~m) + rm(m)>xm(m) + v>m ym(
m) + b>zm(~m)
!
if conditions (5.6b), (5.6c) and (5.7) hold and +1 otherwise. Thus, (5.5) is equivalent to the
following convex quadratic multistage stochastic program, which is dual to P.
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min  E
 X
m2M
1
2
wm(~
m)> ~Hm(~m) 1wm(~m) + rm(m)>xm(m) + v>m ym(
m) + b>zm(~m)
!
s.t. wm 2 L~km;n; xm 2 Lkm;I ; ym 2 Lkm;o; zm 2 L~km;p 8m 2M
wm(~
m) = E

cm(
m) + T>q xm(
m)
 ~m+ A>q zm(~m) 9>>>>>>>>>>=>>>>>>>>>>;
P-a.s. 8m 2M
T>s E
 
xm(
m)j ~m+ A>s zm(~m) = 0
xm(
m)  E xm+1(m+1)j m+ A>v ym(m) = 0
ym(
m)  0; zm(~m)  0
(D)
By weak duality, the optimal value of D provides an upper bound on the optimal value of P ;
see, e.g., [142, Theorem 4]. Problem D is computationally intractable since it constitutes an
optimisation problem over an innite-dimensional function space. Given that the structures of
problems P and D are very similar, we will derive a tractable approximation to D in the same
fashion as in Section 5.5. For the sake of compactness, we will not include all the steps of this
derivation.
5.6.2 Dual Linear Decision Rule Approximation
To reduce the complexity of problem D, we require that the dual decision variables be mod-
elled as
wm(~
m) =Wm~
m; xm(
m) = Xm
m; ym(
m) = Ym
m and zm(~
m) = Zm~
m
for some matrices Wm 2 Rn~km , Xm 2 RIkm , Ym 2 Rokm and Zm 2 Rp~km ;m 2 M. Using
this approximation, problem D reduces to
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min  E
 X
m2M
1
2
~m>W>m ~Hm(~
m) 1Wm~m + m
>R>mXm
m + v>mYm
m + b>Zm~m
!
s.t. Wm 2 Rn~km ; Xm 2 RIkm ; Ym 2 Rokm ; Zm 2 Rp~km 8m 2M
Wm~
m = CmE
 
mj ~m+ T>q XmE mj ~m+ A>q Zm~m 9>>>>>>>>>>=>>>>>>>>>>;
P-a.s. 8m 2M:
T>s XmE
 
mj ~m+ A>s Zm~m = 0
Xm
m  Xm+1E
 
m+1j m+ A>v Ymm = 0
Ym
m  0; Zm~m  0
(Du)
To guarantee that Du can be converted to a tractable problem, we require E(m+1j m) and
E(mj ~m) to be almost surely linear in m and ~m, respectively. Formally, we postulate
that there exists a matrix 
m 2 Rkm+1km such that almost surely E(m+1j m) = 
mm for
each m 2M. Similarly, we require that almost surely E(mj ~m) = ~
m~m for some matrix
~
m 2 Rkm~km , m 2 M. These assumptions are automatically satised, e.g., if the random
parameters are stagewise independent. Then, we have that E(m+1j m) = (>1 ; : : : ; >m; >m+1)>,
where m+1 denotes the unconditional expectation of m+1. Given that 1 = 1 P-a.s., we nd
that E(m+1j m) = (>1 ; : : : ; >m; 1 >m+1)>, which is linear in m. Moreover, for m0 = 1; : : : ;m,
the conditional expectation E(m0j ~m) is either m0 if m0 2 ~Bm or m0 otherwise, and thus
E(mj ~m) is linear in ~m.
Employing the same techniques as in Section 5.5, it can be shown that problem Du is equivalent
to the following tractable convex quadratic program with linear constraints.
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min  
 X
m2M
1
2
vec
 
W>m
> E  ~Hm(~m) 1 
 ~m~m>vec W>m+
tr

E
 
mm>

R>mXm
	
+ v>m	mGmE
 
m

+ b>m ~GmE
 
~m
!
s.t. Wm 2 Rn~km ; Xm 2 RIkm ;	m 2 Rolm ;m 2 Rp~lm 8m 2M
Wm = Cm ~
m + T
>
q Xm
~
m + A
>
q m ~Gm
9>>>>>>>>>>=>>>>>>>>>>;
P-a.s. 8m 2M
T>s Xm ~
m + A
>
s m ~Gm = 0
Xm  Xm+1
m + A>v	mGm = 0
	mhm  0; 	m  0; m~hm  0; m  0
( Du)
Problem Du provides an upper bound to D since it was obtained by reducing the set of feasible
solutions. Like its primal counterpart, the size of Du grows only polynomially with the number
of macroperiods, implying that it can be eciently solved.
Remark 5.6.1 The main insights of Sections 5.5 and 5.6 can be summarised through the fol-
lowing relation:
sup P l = supP l  supP  inf D  inf Du = inf Du:
Problems P l and Du can be solved in polynomial time. The gap between their optimal values
bounds the loss of optimality incurred by the LDR approximation.
5.7 Case Study
To validate the proposed scheduling approach, we apply it to a real-sized hydropower system lo-
cated in the Alps. The system consists of three cascaded reservoirs, indexed by i 2 I := f1; 2; 3g.
Its conguration is depicted in Figure 5.4 and its parameters are displayed in Table 5.1. The sys-
tem's natural water inowsRIm are split as follows: Rm1 := 0:8R
I
m for reservoir 1, Rm2 := 0:1R
I
m
for reservoir 2 and Rm3 := 0:1R
I
m for reservoir 3. We consider a one year planning horizon,
which starts on the rst week of the year. This time horizon is partitioned into M = 52 weekly
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hydrological macroperiods, indexed by m 2 M := f1; : : : ; 52g, each of which comprises 168
hourly trading periods. Electric energy is traded on the EPEX SPOT market at the Phelix
price (in e/MWh), which is the spot price for the Central European market area. Unless oth-
erwise indicated, we adopt the CTIS framework for the multiscale problem, and we allow the
stage-m decisions to depend on the whole data history, i.e., we consider an online information
base ~Bm = f1; : : : ;mg for all stage-m decisions.
i v v qg qp g p hg hp
(hm3) (hm3) (m3/h) (m3/h) (m) (m)
1 1.59 73.57 100.29 17.38 0.85 0.83 54.80 54.80
2 0.90 20.68 31.29 0.85 69.60
3 0.00 1.42 17.60 0.85 18.14
Table 5.1: Parameters of hydropower system
The system parameters and water inow data were provided by the company who manages
the hydropower system. Hourly Phelix prices were downloaded from the European Energy
Exchange website. All optimisation problems in this section were solved in MATLAB using the
YALMIP interface [94] of ILOG CPLEX 12.2. The computations were carried out on a Linux
workstation with eight 3.40 GHz Intel core processors with 8 GB RAM.
5.7.1 Uncertainty Modelling
Since the true moments of the uncertain parameters (required to solve P l and Du) are unknown,
they need to be estimated from historical data. Data recording in the EEX market starts in June
2000, so a long history of spot prices does not exist. Moreover, the availability of data on natural
water inows is limited. In fact, granular data goes back only to January 2001 for the cascade
under consideration and it is aggregated over the whole hydro system. Hence, there is a lack of
sucient observations for estimating stable multiperiod moments based exclusively on historical
data, especially considering the magnitude of M . Furthermore, for computational reasons, the
random parameters are preferably uncorrelated because it permits a simpler structure for the
estimated supports and, consequently, leads to smaller-sized LDR problems. For these reasons,
we employ time series (see, e.g., [24]) and principal component analysis (see, e.g., [80]) in the
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Figure 5.4: Hydropower system topology
estimation that follows. The estimation is based on observations from 1 January 2001 to 24
July 2011, amounting to a sample of 551 weeks.
Price Duration Curves : We partition the sample of hourly spot prices by week. For each week,
we construct a PDC by sorting the 168 hourly prices of that week by descending order of
magnitude. Hourly electricity spot prices typically exhibit seasonality at the daily, weekly and
annual scales. While the daily and the weekly variations are captured by the PDCs, we consider
the annual seasonality explicitly by modelling the stage-m price duration curve Pm() as
Pm() = 
P
m + P^m();
where  2 [0; 168] and m 2 M. Here, the seasonal component is assumed to be deterministic
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and given by
Pm =
12X
l=1
lBml; (5.8)
where Bml takes the value 1 if weekm belongs to the l-th calendar month and 0 otherwise. Esti-
mates of the parameters in (5.8) are obtained via ordinary least squares; see results in Table 5.2.
Next, we construct a piecewise linear approximation for the PDCs. An inspection of graphs
of sample PDCs indicates that PDCs with three linear pieces, indexed by j 2 J := f1; 2; 3g,
oer a good approximation. To determine the xed PDC breakpoints 0; : : : ; 3, we t a least-
squares linear spline with variable knots [39] to the median of the PDCs in the sample. Based
on this t, we set 0 = 0; 1 = 11; 2 = 156 and 3 = 168. The deseasonalised PDC prices
P^ Jm := (P^m0; : : : ; P^m3)
> at these breakpoints are highly correlated in this sample. Therefore, we
perform a principal component analysis (PCA) on the slopes P^m0  P^m1, P^m1  P^m2, P^m2  P^m3
and P^m3. The PCA procedure converts these slopes into a set of linearly uncorrelated random
variables Pm := (
P
m0; : : : ; 
P
m3)
>, known as principal components. Then, the following relation
holds:
P^ Jm = A
 
a+ Pm

for some vector a 2 R4 and some matrix  2 R44. The matrix A 2 R44 facilitates the
reconstruction of P^ Jm from its underlying slopes. Its kl-th entry is 1 if k+ l  5 and 0 otherwise.
The PCA estimates are
a =
266666664
 33:4
13:4
43:6
37:3
377777775
and  =
266666664
0:01 0:73  0:12  0:67
0:00  0:68  0:05  0:73
0:28  0:06  0:95 0:12
0:96 0:01 0:28  0:02
377777775
:
Natural Water Inows : Water inows typically exhibit a strong serial correlation and seasonal
variation. A reason for this seasonality is the accumulation of snow during the winter and
subsequent snow melt during spring. In the literature, autoregressive moving-average models
are often used to forecast water inows; see, e.g., [123]. Similarly, we assume that the normalised
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weekly inows Nm;m 2M, follow a rst-order autoregressive process.
RIm = 
R
m + mNm
Nm = Nm 1 + Rm
(5.9)
Here, jj  1, while the Rm are independent and identically distributed random variables. The
seasonal components are assumed to be completely predictable and to take the form
Rm =
12X
l=1
lBml and m =
12X
l=1
lBml; (5.10)
where Bml takes the value 1 if weekm belongs to calendar month l and 0 otherwise. We compute
the parameters of (5.9) and (5.10) simultaneously using generalised least squares methods. The
estimates of the seasonal components are displayed in Table 5.2, and  is estimated to be 0.652.
Notice that we considered the natural water inows and the prices to be independent. This
is justied by the generation company being a price taker and hydro energy representing less
than 10% of the total energy produced in the Central European market area; see [1].
Risk Factors : The explanatory risk factors at each macroperiod m 2 M are assumed to be
the increment of the normalised inows and the principal components, that is, m = (
R
m; 
P
m)
>.
Thus, we have that m = (1; 
R
2 ; 
P
2 ; : : : ; 
R
m; 
P
m)
>, where 1 = 1P-a.s. We remark that the wa-
ter inows Rm1; : : : ; Rm3 and the PDC prices Pm0; : : : ; Pm3 can be expressed as linear functions
of m.
Support and Moment Estimation: Since the LDR approximation may be weak if the support
of the uncertain parameters is unbounded, we work with bounded supports estimated from the
data sample. We assume the support m of m to be the box uncertainty set dened from
the largest empirical condence intervals of Rm and 
P
m which ensure that almost surely R
I
m is
non-negative and Pm0 > : : : > Pm3. Then, we have that 
m = m=1 and ~m = 2 ~Bm.
We compute the moments of the risk factors from the samples of Rm and 
P
m that belong to the
uncertainty set m.
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Month 1 2 3 4 5 6 7 8 9 10 11 12
 39.6 40.5 38.2 36.3 33.9 38.8 41.1 34.8 41.3 43.7 43.1 43.8
 6.9 7.4 16.5 15.3 7.6 9.4 9.2 10.6 7.5 6.7 6.6 6.2
 5.0 3.7 16.8 10.8 4.1 10.3 10.7 11.6 4.9 4.8 4.8 4.2
Table 5.2: Seasonal components
5.7.2 Managerial Insights
In this section, we provide some insights into the water storage policy and the opportunity cost
of releasing water. In the following, the initial volume of water in any reservoir i 2 I is assumed
to be 90% of its storage capacity. To avoid that reservoir i is completely depleted by the end of
the year, the nal water volume of reservoir i is constrained not to fall below its corresponding
initial water storage.
Water Storage
We generate 100,000 sample trajectories of the risk factors and calculate, for each one, the
corresponding trajectories of the reservoir water volumes using the optimal solution to problem
P l. Similarly, for each scenario, we obtain the corresponding trajectory of the natural water
inows through (5.9). The upper chart of Figure 5.5 shows the contents of the reservoirs in
the cascade, while the lower chart depicts how the reservoir inows evolve over the course of
the year. The 0.5%, 50% and 99.5% sample quantiles of these quantities are displayed in both
charts. We observe that the optimal schedule of reservoir 1 is mainly governed by long-term
eects. In winter, reservoir 1 is partially emptied to make room for the large expected inows
that occur in spring due to snow melt. A similar yet milder strategy is adopted in July-August
when the natural inows are expected to be higher due to heavier precipitation. The optimal
decision policy for reservoir 2 is largely dependent on the water discharges from reservoir 1. For
instance, the content of reservoir 2 goes down in August as water is used to ll up reservoir 1.
Reservoir 3 has a much smaller storage capacity, contributing only marginally to the total
energy production of the system.
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Figure 5.5: Water storage and inows
Water Values
The water value measures the opportunity cost of releasing water since that water could be
saved for future generation of energy. For each reservoir i, the water value (in e/m3) in week m
is given by the dual decision associated to the stage-m water balance constraint of reservoir i,
i.e., by the i-th element of xm(
m). Production decisions in a macroperiod should be made by
comparing the water value against the immediate payo of discharging one cubic meter of water
for energy generation. If the current spot price per cubic meter of water discharged exceeds the
water value then water should be released at the maximum discharge rate since the immediate
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prot from releasing water is higher than the value of saving water for later use. Otherwise,
energy generation should not take place. For an illustration of such a bang-bang strategy, see
Figure 5.6.
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Figure 5.6: Bang-bang strategy for reservoir management
This type of bang-bang strategy for managing one reservoir can be extended to a cascade of
reservoirs. For any reservoir i, the dierence between the water values of reservoir i and its
downstream reservoir serves as the benchmark to decide whether or not power plant i should
generate energy. Furthermore, if this dierence exceeds the price paid for pumping one cubic
meter of water into reservoir i then water should be pumped at the maximum pumping rate
into reservoir i. In practice, the hydro storage model is implemented over an innite horizon
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using a sliding-horizon scheme. In this scheme, the model is run repeatedly at the start of each
week with newly observed data, over a planning horizon consisting of M weeks, and only the
rst-stage decisions are implemented at each run. The corresponding intra-stage generation
and pumping decisions can be taken using the afore-described heuristic based on the water
value.
0 10 20 30 40 50
0
5
1 0
1 5
2 0
90% target volume
week
w
a
t e
r  v
a
l u
e  
( i n
 1 0
−
3  
E U
R /
m
3 )
reservoir 1
reservoir 2
reservoir 3
0 10 20 30 40 50
0
5
1 0
1 5
2 0
No target volume
week
w
a
t e
r  v
a
l u
e  
( i n
 1 0
−
3  
E U
R /
m
3 )
reservoir 1
reservoir 2
reservoir 3
median
99% CI
Figure 5.7: Water values
We generate 100,000 sample trajectories of the risk factors and determine, for each one, the
corresponding trajectories of the water values using the optimal solution to problem Du. Figure
5.7 visualises the sample median and the 99% sample condence intervals of the water values
of the three reservoirs over the planning horizon. In the left chart, the nal water volume
of each reservoir is constrained not to fall below its initial water volume, while in the right
chart no target is imposed on the nal water volume. At any macroperiod, the water value of
reservoir 1 is the highest in the system since it accounts for the opportunity of releasing water
for energy production from both reservoir 1 and its downstream reservoirs. Similarly, the water
in reservoir 2 can potentially be used twice for generating energy and hence, its value exceeds
the value of water stored in reservoir 3. We observe that the water values are quite stable at
the start of the planning horizon. Moreover, they do not seem to be aected by end eects as
they are virtually the same in both charts. Therefore, the initial water values provide adequate
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signals for operating the hydropower system. Due to end eects, the water values exhibit more
variability towards the end of the planning horizon. If the water inows are low then the water
values are high. Conversely, the water values are low in the presence of large water inows. At
later stages more importance is given to water scarcity (especially if the reservoirs must be at
least 90% full), explaining the increase in water values at the end of the year.
5.7.3 Evaluation of the Linear Decision Rule Approach
In this section, we evaluate the accuracy and the scalability of the proposed approach. In what
follows, each reservoir i 2 I is assumed to be full at the start of the planning horizon. No
target is set on the nal water volume of reservoir i.
Decisions by PDC Segment
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Figure 5.8: Generation and pumping rates by PDC segment - reservoir 1
Next, we investigate whether the generation and pumping decisions by PDC segment behave
as expected under the LDR approach. As discussed in Section 5.7.1, the stage-m PDC consists
of three segments j 2 J : a high (j = 1), a medium (j = 2) and a low price (j = 3) segment.
We generate 100,000 sample trajectories of the risk factors and determine, for each one, the
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corresponding generation and pumping decisions by PDC segment for each power plant based on
the optimal solution to problem P l. Figures 5.8 and 5.9 show median values of generation and
pumping rates. The left (or right) chart of Figure 5.8 depicts the volume of energy generated
(or consumed) by power plant 1 in each PDC segment j 2 J as a share of the maximum
energy that may be produced (or consumed) in segment j. The left and the right charts of
Figure 5.9 show this type of relative volume of generated energy for power plants 2 and 3,
respectively. Ideally, the generation company produces at full capacity in segment 1 before
producing in segment 2, as this leads to higher prots. Energy generation takes place in the
lowest price segment only if production reaches 100% in segments 1 and 2. Conversely, the
generation company pumps at the maximum rate in the lowest price segment before pumping
in the medium price segment. If the generation company does not pump at 100% in segment
2, then it consumes no energy in segment 1. We observe that the generation and pumping
decisions of power plant 1 conform remarkably well to the expected pattern, but the generation
decisions of power plants 2 and 3 do not. We remark that we are analysing median values
rather than individual scenarios, which behave slightly better. Nevertheless, Figure 5.9 reveals
that the best LDR is not optimal for the considered instance of problem P. We quantify the
degree of suboptimality of the best LDR in the next subsection.
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Figure 5.9: Generation rate by PDC segment - reservoirs 2 and 3
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Accuracy and Scalability
We solved the hydro storage problem in LDRs for an increasing number of macroperiods, both
in the CTIS and the DTIS frameworks. For the optimal objective value, the left chart of Figure
5.10 depicts the deterministic upper and lower LDR bounds, while the right chart shows the
time required to calculate these bounds.
Figure 5.10 reveals that the CTIS version of the model achieves a signicantly higher degree
of accuracy than the DTIS version since its LDR bounds lie much closer to one another. For
a CTIS problem with M = 52, the relative gap between the upper and lower LDR bounds
is approximately 18%. Recall that, by construction, the true optimal value lies between these
bounds, so the true approximation error is, in principle, smaller than 18%. Nevertheless, the ap-
proximation quality can principally be improved by using, e.g., piecewise LDRs [31]. However,
this potential improvement is achieved at the expense of an increased computational eort.
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Figure 5.10: LDR bounds - online information base
Figure 5.10 illustrates how well the LDR approach performs in terms of permitting scalability
to multistage models. We nd that the primal and dual LDR problems can be solved in less
than 10 minutes, both in the CTIS and the DTIS settings. Note that the solution time depends
on the instance of the problem, so it is not possible to determine which version of the model is
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faster. Hence, we prefer to work with the CTIS version since it provides more accurate results.
In the absence of good forecasts for the stage-m inows and prices at the start of macroperiod
m, it is advisable to consider a lag 1 information base ~Bm = f1; : : : ;m  1g for the generation,
pumping and spilling decisions. In other words, the stage-m decisions are allowed to depend on
the history of observations m 1. Figure 5.11 shows the optimal values and the solution times
of the upper and lower LDR bounds using a lag 1 information base. We observe that the lower
LDR bound improves if one moves from a DTIS to a CTIS setting, reinforcing the idea that the
CTIS version of the model leads to more accurate results. For a CTIS problem with M = 52,
the relative gap between the upper and lower LDR bounds is approximately 10%, indicating
that the LDR approach achieves a reasonable degree of accuracy. Again, an optimal solution
to any of the LDR problems under consideration can be located in a few minutes, highlighting
the favourable scalability properties of the LDR approximation.
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Figure 5.11: LDR bounds - lag 1 information base
When working with a lag 1 information base, the decisions cannot react to extreme changes in
prices that may occur in the macroperiod. Intuitively, the model thus provides a more stable
solution with a narrower optimality gap compared to the model with an online information
base. However, it does not seem possible to prove a general relation between the gaps of the
two models.
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Impact of the Information Base
Next, we analyse the impact of the information base ~Bm on the optimal solution. Instead
of modelling the decisions qm and sm, m 2 M; as functions of the risk factors observed at
macroperiods  2 ~Bm = f1; : : : ;m   1g, we allow these decisions to depend on recent obser-
vations only. Starting with ~Bm = fm   1g, we observe that the LDR optimality gap quickly
converges to approximately 10% as we enrich the information base; see Table 5.3. Our results
indicate that only information about the four previous macroperiods is necessary to model the
generation, pumping and spilling decisions. Notice that, by using limited memory decisions,
there is great potential for reducing the solution time without sacricing much accuracy. The
solution time drops from about 7 minutes when ~Bm = f1; : : : ;m   1g to 21 seconds when
~Bm = fm  4; : : : ;m  1g.
Information base Optimality gap Average solution time
1; : : : ;m  1 9.9% 437s
...
...
...
m  4; : : : ;m  1 10.3% 21s
m  3; : : : ;m  1 65.2% 15 s
m  2;m  1 159.4% 13 s
m  1 206.4% 5 s
1 (CDR) Infeasible 
Table 5.3: Impact of information base
To assess the value of adaptivity, we solve the hydro storage problem in constant decision rules
(CDR). In the CDR framework, qm and sm, m 2 M, are not allowed to adapt to changing
conditions, so their information base is ~Bm = f1g. This corresponds to the case when the
generation company precommits to a generation and pumping schedule at the start of the year
and implements it irrespective of future water inows and spot prices. The CDR problem is
infeasible, indicating that the use of adaptive decisions is crucial in this case study.
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Comparison with the Perfect Foresight Model
In practice, the proposed multi-stage scheduling model is typically implemented using either a
sliding-horizon or a shrinking-horizon scheme. Under a shrinking-horizon scheme, the model is
run repeatedly at the start of each week m 2 M with updated information, over a planning
horizon comprising weeks m; : : : ;M . Only the rst-stage decisions are implemented at each
run. The shrinking-horizon approach allows for fresh estimates based on newly observed data
to be fed into the model. One advantage of this approach is that it prevents the release
and pumping policies from becoming too conservative, especially when M is large. Using the
shrinking-horizon technique, we solve the hydro scheduling problem in LDRs. We compare the
outcome with the perfect foresight solution, obtained by solving a deterministic optimisation
model which assumes that the future uncertain inows and prices are known at the start of the
planning horizon. Note that the perfect foresight policy is not implementable in practice. We
perform the comparison for 50 statistically independent scenarios of the risk factors.
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Figure 5.12: Gap between perfect foresight and LDR optimal values
Figure 5.12 shows histograms of the relative gap between the optimal value of the perfect
foresight and the LDRs solutions. We consider two cases for the information base of the
decisions: the online case ~Bm = f1; : : : ;mg and the lag 1 case ~Bm = f1; : : : ;m   1g. In the
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case of an online information base, the relative gap between the optimal value of the perfect
foresight and the LDRs problems is on average approximately 1.3%, providing evidence that
the LDR solution is very close to optimal. In the case of a lag 1 information base, the relative
gap widens since the information base is poorer. However, the relative gap is less than 8% on
average, indicating that the LDR approach achieves a good degree of accuracy.
5.8 Conclusions
In this chapter, we propose a multistage stochastic optimisation model for the medium-term
scheduling of a cascaded hydropower system. To reduce computational complexity, we apply a
multiscale approximation to the exact model and solve the resulting problem in LDRs, thereby
obtaining a tractable approximate problem. In addition, we present a systematic method to
estimate the loss of optimality incurred by the LDR approximation.
To assess the ecacy of our approach, we apply it to a real hydropower system located in Central
Europe. Our numerical results indicate that our approach does not incur a signicant loss of
optimality and reveal its desirable scalability properties. In simulated backtests, we observe
a small gap between the optimal value of the (hypothetical) perfect foresight solution and
the multiscale LDR problem. Furthermore, our tests highlight the potential for substantially
reducing the computational time without sacricing much accuracy, by using limited memory
LDRs (instead of full memory LDRs). Finally, we gain some managerial insights into the water
storage policy and the marginal water values of the system's reservoirs over time.
The proposed hydropower scheduling model may be extended to account for many electricity
markets (e.g., spot, intra-day and regulation markets), which is the subject of our ongoing
research. Another possible line of future research involves devising systematic strategies to
reduce the optimality gap, e.g., by using piecewise linear [31, 55, 58] or polynomial [8, 19]
decision rules.
Chapter 6
Conclusions
6.1 Summary of the Main Results
In this thesis, we study medium-term management problems in deregulated energy markets
and derive computationally tractable model formulations for these dynamic decision problems
aected by uncertainty. The main contributions and results of this thesis can be summarised
as follows.
In Chapter 3, we propose a new solution scheme for quadratic stochastic recourse problems
with random recourse. Instead of using mainstream scenario tree-based techniques, we reduce
computational complexity by approximating the recourse decisions by linear or quadratic func-
tions of the random parameters, herewith obtaining a conservative approximation to the exact
stochastic program. Conversely, a progressive approximate problem is derived by solving the
dual of the original stochastic program in linear or quadratic decision rules. We demonstrate
that both decision rule problems can be approximated by tractable conic programs. The gap
between their optimal values estimates the loss of optimality incurred by the decision rule
approximation. Both conic programs scale polynomially with the size of the problem descrip-
tion. Moreover, they only require information about the (up to fourth-order) moments and the
support of the uncertain parameters. This is a desirable trait since the full joint probability
distribution of the random parameters is often unavailable or hard to estimate accurately in
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practice. We remark that our approach for estimating the degree of suboptimality of the best
linear-quadratic decision rule diers substantially from the method described in [90]. While
the latter method relies on a constraint aggregation arising from an implicit dualisation of the
original stochastic program, our approach is based on an explicit dualisation followed by a
decision rule approximation. We use the proposed approximation scheme to solve a multistage
mean-variance portfolio optimisation problem faced by an energy retailer. For the problem
under consideration, the best linear-quadratic decision rule is provably optimal to within a
few percent. We observe that it achieves a higher degree of accuracy and precision than the
popular sample average approximation (SAA), which constructs a scenario tree via conditional
sampling. The numerical experiments further illustrate the superiority of the decision rule ap-
proximation in enabling scalability to multistage models when compared to the SAA method.
In Chapter 4, we propose a multistage mean-variance optimisation model for the management
of a portfolio of electricity derivatives from the viewpoint of a retailer who procures electric
energy to meet its customers' electricity demand. To convert the exact portfolio optimisation
model into a computationally tractable quadratic program, we apply two approximations: we
aggregate periods into macroperiods, and we solve the resulting problem in linear decision
rules (LDR). Since the size of the approximate problem grows only polynomially with the
number of macroperiods, it can be eciently solved. Our numerical experiments indicate that
incorporating adaptivity into the portfolio optimisation model is valuable in a risk minimisation
framework, particularly when spot price volatility or (the absolute value of) the market price of
risk are high. Moreover, our tests reveal that the stage-aggregation approximation is accurate
and that it shows great potential for signicantly reducing the solution time without sacricing
much accuracy. To assess the scalability of the LDR approach, we compare it to an SAA
approach. A portfolio optimisation problem involving three forward contracts, three European
call options and a monthly planning horizon with daily trading periods can be solved in LDRs
in merely a few seconds. Conversely, the SAA approach results in excessive run times since it
requires an inordinate number of scenarios to preclude arbitrage from the underlying scenario
tree. Furthermore, we assess the accuracy of the suggested approach by using the dual decision
rule technique for quadratic stochastic programs developed in Chapter 3. For a problem instance
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comprising three forward contracts and a monthly planning horizon with trading periods of two
days, the best linear portfolio rebalancing policy is provably optimal to within a few percent.
In Chapter 5, we present a dynamic optimisation model for the medium-term planning of a
cascaded hydropower system, under spot price and reservoir inow uncertainty. The proposed
model nds a water release and pumping policy that maximises the expected prot from trading
electric energy on the spot market. To reduce the computational complexity of the model,
we split the planning horizon into hydrological macroperiods, each of which comprises many
trading microperiods, and we incorporate intra-stage price variability into the model through
the use of price duration curves. In addition, we solve the resulting multiscale problem in LDRs,
thereby obtaining a tractable quadratic (or linear) program. We also propose a systematic way
of estimating the degree of suboptimality of the best LDR for quadratic stochastic programs
with a denite Hessian and xed recourse. By exploiting the special structure of the exact
multiscale problem, we derive a dual LDR problem that can be reformulated as a tractable
quadratic program. This program has better scaling properties than the semidenite program
arising from the dual decision rule technique presented in Chapter 3. We evaluate the ecacy of
the proposed approach by applying it to a real hydropower system consisting of three cascaded
reservoirs located in Central Europe. Our numerical results reveal that our approach achieves
a reasonable degree of accuracy and highlight its favourable scalability properties: the optimal
solution to the hydro storage problem with a yearly planning horizon comprising 52 weekly
macroperiods can be detected in a few minutes, with an approximation error of less than 10%.
In simulated backtests, the obtained generation and pumping decisions nearly achieve the ideal
prot of the (hypothetical) perfect foresight solution, which assumes that future spot prices
and water inows are known in advance. Moreover, we observe that the use of limited memory
LDRs (i.e., recourse decisions that are linear in the recently observed data instead of the whole
data history) results in a substantial reduction of the solution time without increasing the LDR
approximation error. We further gain some managerial insights into the water storage policy
and the marginal water values of the reservoirs over time. In particular, we observe that the
best water storage policy for the main reservoir is largely governed by long-term trends in
the natural water inows. Moreover, the water values (which measure the opportunity cost
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of releasing water) appear to be quite stable at the start of the planning horizon and not to
be aected by end eects (i.e., distortions in the decisions due to the model having a nite
horizon), thus providing adequate signals for operating the hydropower system.
6.2 Future Research
We now identify some possible future research topics.
In this thesis, the computational complexity of stochastic programming problems is reduced
by restricting the set of decision rules to those that are linear or quadratic in the uncertain
parameters. For the problem instances considered in the thesis, these decision rule approaches
achieved a good level of accuracy. Nevertheless, their approximation quality can, in principle,
be further improved through the use of more exible decision rules, typically at the expense of
an increased computational burden; see Section 2.3. Thus, it may be interesting to investigate
the use of piecewise linear decision rules or polynomial decision rules to solve dynamic energy
problems under uncertainty.
In the framework of stochastic programming, the decision maker is assumed to have access
to (or be able to accurately estimate) the true joint probability distribution of the uncertain
parameters. When this assumption is not valid, robust optimisation provides a more suitable
mechanism for decision making under uncertainty. Classical robust optimisation models de-
termine the optimal solution in view of the worst-case realisation of the uncertain parameters
within a prescribed uncertainty set. However, these worst-case models often lead to overly
conservative solutions. To overcome this conservatism while still accounting for distributional
uncertainty, distributionally robust optimisation assumes partial knowledge of the distribution
of the uncertain parameters, such as their moments and their support. In this framework,
the optimal solution is sought for the worst-case distribution among a set of distributions that
comply with the available distributional information. Decision rule approximations for distri-
butionally robust optimisation models have been studied, e.g., in [58]. In robust optimisation
for energy planning, mainly worst-case models have been solved with decision rule techniques.
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Another possible line of research involves modelling recent dynamic decision problems arising
in deregulated energy markets and deriving tractable formulations for those models using de-
cision rule methods. A very relevant problem is the optimal energy bidding of a generation
company in a pool-based electricity market, considering that this company may also participate
in the regulation market. Stochastic programming models for energy bidding often include the
modelling of bidding curves. Frequently, the producer is considered to be a price-maker in the
intra-day market, so the intra-day price is represented as a function of the volume of energy
traded by the producer.
The ongoing trend to increase energy production from renewable sources has opened up some
interesting research avenues within the eld of stochastic optimisation in deregulated energy
markets. Interesting examples are the investment and the operation of oshore wind farms
as well as the optimal oering from a non-dispatchable producer participating in an energy
exchange market. Due to the intermittent and uncertain nature of non-dispatchable energy
sources, such as wind or solar energy, a non-dispatchable producer cannot guarantee the future
supply of a given volume of electric energy. Hence, the generation company must resort to the
balancing market to cover its energy production imbalances, so this should be reected in the
non-dispatchable producer's model.
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Appendix A
Intra-Stage Framework in Discrete Time
In this appendix, we provide the derivations related to the multiscale approximation whose
intra-stage framework is in discrete time. In the following, we place hats over variables and
parameters to emphasise that their content or interpretation dier from their CTIS counter-
part. In the DTIS setting, the deterministic multiscale hydropower production problem can be
formulated as
max
X
m2M
X
i2I
X
k2K
0:5

Pm(^k) + Pm(^k 1)

e^gmik   e^pmik

s.t. e^gmik; e^
p
mik; q^
g
mik; q^
p
mik; vmi; smi 2 R 8m 2M; i 2 I; k 2 K
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g
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g
mi q^
g
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hpmi q^
p
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Here, q^gmik and q^
p
mij denote the water (in m
3) released and pumped, respectively, by power station
i 2 I in macroperiod m 2 M and intra-stage segment k 2 K, while the remaining variables
are described in Section 5.3. Notice that A^ and A have fairly similar structures. Discrepancies
between both problems originate from A^ having more intra-stage segments k 2 K than PDC
segments j 2 J and from the maximum water release and pumping allowed per segment being
dierent for any given plant i and stage m. The main distinction between problems A^ and A
resides in the objective function: in the DTIS framework prots are linear in the generation
and pumping decisions. Due to the similarities between A^ and A, we can proceed as in Sections
5.5 and 5.6 to nd tractable lower and upper bounds on the optimal value of A^. For brevity,
we will omit large parts of these derivations.
Once the energy decisions have been eliminated from the problem, A^ may be formulated ab-
stractly in a stochastic programming framework as the following linear multistage stochastic
program.
max E
 X
m2M
c^m(
m)>q^m(~m)
!
s.t. q^m 2 L~km;n^; sm 2 L~km;I ; vm 2 Lkm;I 8m 2M
vm(
m) = vm 1(m 1) + rm(m)  Tssm(~m)  T^qq^m(~m)
9>>>>>>>=>>>>>>>;
P-a.s. 8m 2MAvvm(m)  vm
A^qq^m(~
m) + Assm(~
m)  b^
(P^)
Problem P^ is the DTIS counterpart to P . The variables and parameters of P^ are interpreted and
formed in a manner analogous to the one described in Section 5.4. To reduce the computational
complexity of P^ , we restrict our attention to decision rules of the form
q^m(
m) = Q^m~
m; sm(
m) = Sm~
m and vm(
m) = Vm
m
for some matrices Q^m 2 Rn^~km , Sm 2 RI~km and Vm 2 RIkm ;m 2 M. By solving P^ in
these decision rules, we obtain a lower bound on P^. Using the robust optimisation techniques
described in Section 5.5, this bounding problem may be converted into the following tractable
155
linear program, which is the counterpart to P l.
max
X
m2M
tr

E
 
~mm>

C^>mQ^m
	
s.t. Q^m 2 Rn^~km ; Sm 2 RI~km ; Vm 2 RIkm ;m 2 Rolm ;  ^m 2 Rp^~lm 8m 2M
Vm = Vm 1Em +Rm   TsSmFm   T^qQ^mFm
9>>>>>>>=>>>>>>>;
8m 2MAvVm   mGm = vm e>1 ; mhm  0; m  0
A^qQ^m + AsSm    ^m ~Gm = b^ e>1 ;  ^m~hm  0;  ^m  0
(P^ l)
Here, we relied on the fact that, by construction, c^m(
m) = C^m
m for some matrix C^m 2 Rn^km .
To compute a tractable upper bound on P^ , we rst dualise P^ and then solve the obtained
problem in LDRs. Using a duality scheme analogous to the one described in Section 5.6, it can
be shown that the following linear multistage stochastic program is dual to P^ .
min  E
 X
m2M
rm(
m)>xm(m) + v>m ym(
m) + b^>z^m(~m)
!
s.t. xm 2 Lkm;I ; ym 2 Lkm;o; z^m 2 L~km;p^ 8m 2M
E

c^m(
m) + T^>q xm(
m)
 ~m+ A^>q z^m(~m) = 0 9>>>>>>>>>>=>>>>>>>>>>;
P-a.s. 8m 2M
T>s E
 
xm(
m)j ~m+ A>s z^m(~m) = 0
xm(
m)  E xm+1(m+1)j m+ A>v ym(m) = 0
ym(
m)  0; z^m(~m)  0
(D^)
Next, we require the dual decisions to be representable as
xm(
m) = Xm
m; ym(
m) = Ym
m and z^m(~
m) = Z^m~
m
for some matrices Xm 2 RIkm , Ym 2 Rokm and Z^m 2 Rp^~km ;m 2 M. Substituting these
decision rules into D^ yields an upper bounding problem. It can be shown that this problem is
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equivalent to the following tractable linear program, whose CTIS counterpart is Du.
min  
 X
m2M
tr

E
 
mm>

R>mXm
	
+ v>m	mGmE
 
m

+ b^>^m ~GmE
 
~m
!
s.t. Xm 2 RIkm ;	m 2 Rolm ; ^m 2 Rp^~lm 8m 2M
T^>q Xm ~
m + A^
>
q ^m ~Gm =  C^m ~
m
9>>>>>>>>>>=>>>>>>>>>>;
P-a.s. 8m 2M
T>s Xm ~
m + A
>
s ^m ~Gm = 0
Xm  Xm+1
m + A>v	mGm = 0
	mhm  0; 	m  0; ^m~hm  0; ^m  0
(D^u)
Remark A.1 In the DTIS setting, the following relation holds:
sup P^ l  sup P^  inf D^  inf D^u:
The sizes of programs P^ l and D^u are polynomial in I;K; kM ; lM and M . These numbers grow
linearly with M , implying that P^ l and D^u are eciently solvable. The gap between their optimal
values provides an upper bound on the approximation error associated to the LDR approxima-
tion.
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