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ABSTRACT
Improving Protein Conformational Sampling by Using Guiding Projections
by
Anastasia Novinskaya
The ability of a protein to perform its function is mainly defined by the spatial
shape it exists in and the way the protein alternates between several stable shapes.
To prevent or cure diseases related to protein malfunctioning we study the conforma-
tional space of proteins. Sampling-based motion planning algorithms from the field of
robotics have been very successful at this task. However, studying the conformational
space of large proteins with hundreds or thousands of Degrees of Freedom remains a
big challenge. In this work we investigate how the dimensionality curse can be mit-
igated by means of low-dimensional projections. Our experiments demonstrate that
incorporating the information available on the studied protein into the projection
can benefit the conformational exploration process. The techniques we developed to
generate e cient low-dimensional projections can enable sampling-based planners to
study protein systems, such as viruses, that are currently too large to be investigated
by other methods.
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1Chapter 1
Introduction
Proteins are involved in almost every process within living organisms. Often a pro-
tein’s activity is modulated/characterized by its ability to switch among several stable
conformations. Understanding how a protein shifts between these states is essential
for treating or preventing diseases related to the protein’s dysfunction [1]. However,
the shift happens so rapidly that it is extremely hard to monitor it experimentally.
For this reason, a common approach to gain knowledge of how proteins move is to
model this process computationally. There exist several classes of algorithms for
simulating protein motion. They vary from highly physically precise and computa-
tionally expensive simulation techniques, such as Molecular Dynamics (MD) [2], to
methods producing fast but rather approximate analysis of protein motions, such as
Normal Mode Analysis (NMA) [3] and Elastic Network Models (ENM) [4]. The de-
velopment of new advanced technologies (e.g., serial femtosecond crystallography [5],
small-angle X-ray scattering [6], and advanced NMR methods [7], among others) en-
ables us to extract a protein’s structure at high resolution and even capture a protein
in di↵erent conformations. However, such technologies are usually very expensive
and time-consuming; furthermore, they can only capture snapshots of a protein in a
particular moment, and not its motion.
21.1 Sampling-based Search Algorithms
Our work on modeling protein flexibility involves sampling-based motion planning
algorithms that have been adapted from the field of robotics. These methods fill the
gap between the two classes of approaches mentioned above: they represent a trade-
o↵ between physical accuracy and computational cost. As a result, these methods
have been very e cient at producing representative large-scale protein motions [8,9].
Sampling-based algorithms explore the conformational space of a protein by randomly
sampling it (usually using a special heuristic) and constructing a graph where each
node represents a feasible low-energy protein conformation (or state), and each edge
represents a possible low-energy local transition between two states. The computed
graph describes the topology of a protein’s energy landscape and the connectivity of
its low-energy areas. This graph can be used to find possible large-scale transitions
between two given protein conformations.
1.2 Expansive Search
All current computational methods for modeling protein flexibility, including sampling-
based techniques, su↵er from the curse of dimensionality: their complexity grows
exponentially with an increasing number of dimensions. Moreover, large proteins
are also highly-constrained systems, which increases simulation complexity even fur-
ther. To mitigate these problems the specific, so-called “expansive,” approach has
been developed. Expansive planners present a current state-of-the-art way to model
3middle-sized or large proteins using the sampling-based method. These planners grow
their conformational graph by iteratively applying an expansion procedure. More pre-
cisely, such planners use the conformations which already belong to their graph and
therefore are valid low-energy protein structures to generate a new conformation by
a slight perturbation. This approach is far more e↵ective for the considered problem
than other sampling-based methods commonly used in robotics applications (such
as Rapidly-exploring Random Trees (RRT) planners, for example). Non-expansive
planners often employ absolutely random configuration of a system to generate a new
state. However, in case of modeling proteins, a random state almost always repre-
sents an invalid high-energy protein conformation, which could not be used to grow
a conformational tree.
In the current work we focus on two specific expansive planners: Expansive
Space Tree (EST) [10] and Kinematic Planning by Interior-Exterior Cell Exploration
(KPIECE) [11]. These planners use linear projections to assess how they cover the
conformational space of a protein with the samples they produce. Based on this in-
formation, they direct their search towards unexplored regions of the conformational
space.
1.3 Low-dimensional Projections
Even though large proteins have thousands of Degrees of Freedom (DoFs), the exten-
sive analysis of protein conformations generated by various methods (such as MD [12],
4X-Ray Crystallography [13], or Normal Mode Analysis [14]) has shown that the ma-
jority of their residues move in a correlated fashion. As a result, protein motions
can usually be characterized by just a few collective DoFs [15, 16]. Therefore, pro-
jections that are aligned with the low-dimensional manifold of protein motion can
represent a good approximation of the high-dimensional conformational space of a
protein. There exist variety of di↵erent methods to construct such low-dimensional
projections. These methods could be divided into two main categories: non-linear
and linear. Proteins are believed to move in a highly non-linear fashion. There-
fore, non-linear methods usually present more precise approximation of the protein
conformational space. However, non-linear methods introduce a large computational
overhead on the projection procedure. For this reason, in this work we only exam-
ine the performance of di↵erent low-dimensional linear projections. For expansive
planners, this kind of low-dimensional projection constitutes the main instrument to
handle dimensionality and, thus, plays an essential role in their success. Even so,
there exists no general method for constructing a good projection - a projection that
enhances the conformational exploration in terms of runtime and/or volume of the
explored conformational space. Traditionally, projections for expansive planners are
generated randomly. In this thesis we address the questions of whether the random
projections are good enough for modeling proteins and whether there are methods to
generate better projections.
51.4 Contributions
In this work we first introduce a new methodology to construct e↵ective low-dimensional
projections using simple biological knowledge available for a given protein. We demon-
strate that such “expert” projections can improve the process of conformational search
for expansive planners compared to the projections of the similar dimensionality gen-
erated randomly. Then we generalize the described methodology into the algorithm
that will generate a successful projection automatically. We have applied the con-
structed projections to two di↵erent kinds of conformational search problems: 1)
finding a feasible low-energy transition between two given protein states, and 2) ex-
ploring the conformational space starting from a given protein state. In the case of
the first problem, the expert and automatically generated projections show improve-
ments in algorithm runtime, and, in the case of the second problem, improvements
in space coverage. In the final part of this work we go beyond the investigation of
what a good linear projection is and question the general belief that low-dimensional
projections are always useful for conformational exploration.
1.5 Organization
The rest of this thesis is organized as follows: Chapter 2 presents the related work.
Chapter 3 describes the context of our work: two problems of the conformational
search that we use to benchmark the proposed projection methods; the framework
that we use to perform a conformational search; and two projection-based expan-
6sion heuristics that we consider in this work. Chapter 4 introduces the methods
for constructing di↵erent types of projections. This chapter also describes the four
middle-sized protein systems (having at least one hundred residues) we tested us-
ing our approach: Cyanovirin-N, Calmodulin, Ribose-binding protein, and Adenylate
Kinase, and the associated with them projections. Chapters 5 and 6 report the per-
formance comparison of the random projections with the expert and auto projections
respectively. Chapter 7 questions the state-of-the-art concept of using a projection
to guide the exploration, and investigates the cases when the application of a linear
projection is actually beneficial. Finally, Chapter 8 concludes the thesis and presents
some of our future work.
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Related Work
2.1 Sampling-based Path Planning Methods
In recent years sampling-based path planning methods have been very successful in
the field of robotics. These techniques address the problem of finding a path from a
start point to a goal point for a studied system in a given environment. The progress
achieved in the past few decades has made sampling-based methods applicable to
systems with a large number of DoFs, such as proteins. In fact, proteins can be
defined as high-dimensional systems of links and joints. Their motions can be modeled
by sampling-based algorithms in the same way as motions of articulated chains in
robotics [9].
Sampling-based methods have been very e↵ective for the fast computation of
representative motions of molecular systems [8]. A broad range of approaches exploit
sampling-based techniques to address various biological problems, such as exploring
energy landscapes [17], modeling protein folding pathways [18], analyzing protein
loops [19], or modeling large-scale transitions in a protein structure [20].
The sampling-based methods explore the conformation space (i.e., the space of
all possible combinations of values that the system’s DoFs can take) of a system and
8build a graph connecting the feasible conformations. At each step, a sampling-based
algorithm samples a conformation. Then it performs a validity check for the chosen
sample. In protein modeling, this means eliminating high-energy protein conforma-
tions. If the sampled state satisfies all the constraints of the problem, it is added
to the graph as a new node, otherwise it is discarded. Finally, the valid states are
connected into a graph structure by adding edges between the nearest configurations.
Edges also often undergo a validity test: only the edges that satisfy the system’s
constraints are added to the graph. The constructed graph represents the topology
of conformation space: the nodes represent the low-energy clash-free conformations
of the protein, and the edges represent feasible local transitions between the corre-
sponding conformations.
2.2 Using Projections to Guide Conformational Sampling
Despite the capability of sampling-based methods to generate large-scale protein mo-
tions much faster than physics-based simulations, they still su↵er from the curse of
dimensionality. Middle-sized and large proteins require hundreds or thousands of
variables to encode a conformation. Moreover, because large proteins often represent
highly-constrained systems, they can only move in a very limited fashion. These
issues represent a significant challenge for sampling-based approaches as their com-
plexity grows exponentially with the dimensionality of the system as well as with the
decrease in volume of the space of low-energy conformations.
9In this work we use a group of expansive planners that were developed to specif-
ically tackle high-dimensional and highly-constrained problems [10, 11]. Expansive
planners iteratively grow a tree of feasible protein conformations by choosing a state
which is already in the tree (and therefore has low energy), and slightly perturbing
some DoFs of that state to generate a new, child conformation. These planners em-
ploy a low-dimensional projection of a protein conformational space to store statistics
of the exploration progress. To identify a promising parent state for further expan-
sion, these planners use the estimate of conformational space coverage provided by
the projection.
Various approaches have been developed in the context of sampling-based methods
in general and “expansive” algorithms in particular to overcome the curse of dimen-
sionality. One of the common techniques is to identify flexible and rigid parts of a
protein on-the-fly and focus computations on exploring mainly the flexible regions.
The framework employed in the current work has the functionality of identifying the
flexible protein regions automatically based on a protein’s secondary structure. An al-
ternative approach for rigidity analysis based on the pebble game computations [21]
is presented in the works of Amato’s group (see, for example, [22]), and Streinu’s
group [23]. The rigidity analysis technique has been mainly used to bias the local
search (choosing the local protein motion) [22, 24]. In the current work, we focus on
enhancing the global search (choosing the conformation from the tree for further ex-
pansion) by estimating the e↵ect of a low-dimensional linear projection on the overall
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exploration process.
Many recent approaches use the expansive planners to explore protein confor-
mational landscapes [25–27]. They suggest a variety of algorithms for computing
low-dimensional projections, including: simplistic 1D projections based on lRMSD
towards a goal structure (or some milestone) [27]; slightly more advanced 3D pro-
jections computed from mean interatomic distances to the given points of the struc-
ture [25]; and the quite intricate 1D projections generated from the contact matrix
with usage of hashing algorithms [26]. Often, the aforementioned projections are also
combined with 1D projection layer based on the energy of the structure [26]. All of
these methods have some biological intuition to support them. However, there exists
very little analysis of how the chosen projection methods a↵ect the conformational
exploration. From the above-mentioned works only [26] provides the comparison
between performance of two di↵erent projection algorithms: 1) ultrafast shape recog-
nition (USR) [28], and 2) hashing based on structural profiles. USR method in [25]
maps the protein conformation onto a 3D coordinate space by computing mean atomic
distances from the centroid atom (ctd) of a protein, from the atom that is the farthest
from the centroid (fct), and from the atom that is the farthest from fct (ftf). The
authors claim that these three coordinates are able to capture the overall spatial or-
ganization of a protein. They apply the described approach as a guiding mechanism
for conformational search investigating the structural characteristics of protein native
states. In their later work, [26], Shehu and Olson introduce a novel guiding projection
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mechanism and show its improvement over the simplistic USR method. The second
guiding approach is based on the protein structural profiles [29]. For a protein with
N residues, the structural profile represents a NxN matrix, where the element mij is
set to 1 if the residues i and j are in the contact (i.e., they are not close in the protein
sequence, |i  j| > 3, but they exist in the spatial proximity, |C↵i   C↵j| < d, where
d is a parameter of the method), and otherwise it is set to 0. The main eigenvector
(principle component) or the weighted linear combination of all principle components
of this matrix represents a vector containing the structural information about the
protein. This vector is then used to generate a hash function, which plays the role
of a 1D projection. The authors show in [26] that the described algorithm produces
better conformational exploration than USR coordinates. However, the procedure of
computing the hash function based on the structural profiles is much more expensive
than USR projection or linear projections, which we study in the current work.
In this thesis we investigate the role of the linear projections on the process of
conformational search. Prior work [30] studies the influence of such projections in
the context of robotic systems with at most a few dozen of DoFs. That work demon-
strates that some projections enhance sampling-based planners more than others,
even for systems with moderate dimensionality. Because the conformational space
grows exponentially with the number of dimensions, the importance of proper guid-
ance increases significantly for high-dimensional systems. For this reason we believe
that for high-dimensional systems the di↵erence between “successful” and “unsuc-
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cessful” projections is even more drastic. In [30] the authors find that the projection
showing the best performance usually belongs to the group of randomly generated
projections. Currently, in many cases, low-dimensional projections for sampling-based
planners are chosen randomly. However, the described conclusions cannot be applied
to protein modeling without additional investigation. Proteins represent significantly
larger systems than the ones considered in the above-mentioned paper. When the di-
mensionality of a system increases, chances of constructing a “good” low-dimensional
projection randomly diminish greatly. Furthermore, the user-defined projections in
the analyzed paper are built under the assumption that a projection is independent
from the environment of the system. In the case of proteins, the environment is
encoded by their energy landscape: it defines which parts of the protein are mostly
rigid and which parts could change their shape and participate in large-scale con-
formational transitions. This information provides essential insight for enhancing
conformational search. If an expert projection is tailored for the e cient exploration
of a particular protein’s energy landscape, the same projection will not benefit the
investigation of another protein.
In our work, we evaluate the performance of expert-defined projections that incor-
porate any available information about a protein’s flexibility. We demonstrate that
our expert projections accelerate and enhance the exploration of the conformational
space compared to the traditionally-used, randomly-generated projections. We de-
fine an algorithm to construct an e↵ective projection automatically. In the final part
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of this thesis we investigate whether linear projections are always beneficial for the
conformational search or whether there are cases when usage of a projection might
diminish the performance of a sampling-based algorithm.
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Chapter 3
Background
In the current chapter we define two types of problems that conformational search
addresses, introduce our framework for the conformational search, and show how it
incorporates the apparatus of projection.
3.1 Conformational Search
In this thesis we considered two types of conformational search problems: the directed
search and the undirected search. The characteristics of the produced conformational
exploration that define whether the experiment succeeded or failed in terms of these
problems are very di↵erent. Thus, the two presented problems required di↵erent
approaches to handle them.
3.1.1 Directed Search
The first problem is a directed search. The main purpose of the directed search is to
find a sequence of spatially-close low-energy protein conformations which constitute a
feasible transition between given start and goal protein states as fast as possible. The
analyzed in the thesis stochastic algorithm for the directed search is usually applied to
the same input start and goal states several times to get a statistically representative
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pathway or identify di↵erent pathways if more than one exists. In the problem of the
directed search a sampling-based planner with some small probability (usually about
5%) tries to interpolate from a chosen low-energy state towards a goal state. This
mechanism of biasing towards the goal conformation plays an extremely important
role in how fast the sampling-based planner will discover the solution.
It worth noticing here, that due to the definition of the problem for the directed
search, the sampling-based algorithm would favor the least amount of exploration of
the conformational space. In the best case scenario, the algorithm explores only the
direction towards the goal.
3.1.2 Undirected Search
The second problem considered is the undirected search: its purpose is to explore
the protein conformational space starting from a given start protein state. In other
words, the aim of the undirected search is to generate a variety of spatially-diverse
conformations which would cover the subspace of a protein’s low-energy conformations
as fully as possible. In the contrast to the directed search problem, the undirected
search does not use such a powerful tool to guide the exploration towards the feasible
protein conformations as a goal bias. While we generally did not want to bias the
undirected search towards any special direction, the ability to direct the undirected
search out of the already sampled areas of the conformational space is vital for the
success of the algorithm.
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3.2 Structured Intuitive Move Selector
Our work is based on a framework for exploring the conformational space of proteins
using a sampling-based motion planning approach called Structured Intuitive Move
Selector (SIMS) [31]. The main purpose of SIMS is to investigate the space of low-
energy conformations of a protein. SIMS operates in two modes: the directed or
undirected search. For both modes, SIMS employs an advanced expansive sampling-
based planner, and defines its main propagation procedures in terms of known protein
moves (biophysically plausible perturbations of a protein’s structure).
Protein Model
SIMS encodes a protein’s conformation by the vector of its backbone dihedral angles.
The angles between the bonds and their lengths are considered to be constant because
they change insignificantly in comparison to the variation of the torsional angles. Side
chains are optimized on-the-fly by the state-of-the-art Rosetta library [32, 33]. Such
model has been shown to be a good enough approximation of a protein [34] and it
drastically reduces the number of considered DoFs. Taking into account the planarity
of the peptide bond, we restricted ! to be 180 . Thus, for each residue of the studied
protein we kept only its ( , ) values. This model induces 2N DoFs for a protein with
N residues.
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Fragments
Not all residues are equally important for a large-scale transition of a protein. Often
only very few flexible parts of a protein are actively involved in its motion. SIMS is
designed to allow for the prioritization of the most “active” parts of a protein: the
algorithm gives more computational time to the exploration of these flexible regions.
For this purpose, SIMS represents a protein as a set of flexible fragments, which can
be defined by an expert (by specifying the the residues range in the input schema
file) or automatically (from a protein’s secondary structure). Each fragment consists
of one or several subsets of a protein’s residues. Depending on which parts of the
molecule are known to be the most “active” in the studied motion, the fragments are
assigned probabilities to be chosen during the sampling procedure. If the fragment is
defined by an expert, then the expert should also assign the corresponding probability
for this fragment to be sampled. When the fragment is created automatically from
the secondary structure of the studied protein (using Rosetta library), the algorithm
assigns weight to this fragment by the following rule: weight equals to 1, if the
fragment represents a loop region; 0.2 if it represents a beta-sheet; or 0.1 if the
fragment is an alpha-helix.
SIMS Algorithm
SIMS samples the state space and grows a tree of low-energy conformations, where
each edge represents a possible transition from the parent state to the child state. To
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increase the chances of sampling a low-energy conformation, SIMS uses an expansive
approach: the algorithm grows its tree by randomly choosing a conformation which
already belongs to the tree and trying to expand from it by slightly perturbing some
of its DoFs.
The search algorithm takes start and goal states, the maximum allowed energy, the
minimal distance (resolution step) as an input. There are several main steps of this
algorithm (pseudo-code is presented in Algorithm 1 on page 19): 1) Use a projection
to identify a possible parent state to expand from (line 4); 2) Slightly perturb the
chosen state in a specific way (propagation step; line 5); 3) Compute the energy of the
newly produced conformation (line 6); 4) ) Accept the conformation and update the
tree accordingly if the energy is below a user-defined threshold, otherwise the state
is discarded (lines 6-9).
At each propagation step (pseudo-code is presented in Algorithm 2 on page 19),
SIMS samples some fragment with a user-defined probability and slightly perturbs
the residues of that fragment. In order to perturb conformations in a biologically
feasible way, the framework involves the most common protein moves, such as loop
motion, rigid body motion (fix one end of a loop and move the other end), energy
minimization, and random perturbation. All mentioned moves (except energy mini-
mization) are applied at the fragment level (i.e., the move a↵ects only the residues of
the chosen fragment). To implement these moves and to produce fast and accurate
energy computations, SIMS uses the Rosetta library.
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Algorithm 1 Search (startState, goalState, minDist, Emax, timeout)
1: addToTree(startState)
2: lastState  startState
3: while distance(lastState, goalState) > minDist AND time < timeout do
4: parentState SampleParent()
5: currentState Propagate(parentState)
6: if Energy(currentState) < Emax then
7: addToTree(currentState)
8: lastState  currentState
9: end if
10: end while
11: return Tree
Algorithm 2 Propagate (state)
1: fragment SampleFragment()
2: move SampleMove()
3: newState Apply(state, fragment,move)
4: return newState
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3.3 Projection-based Expansion Heuristics
At each step, a sampling-based planner with some random heuristic chooses a promis-
ing parent state for the expansion of the tree towards the unexplored areas of the con-
formational space (Algorithm 1: line 4). This step is essential for the overall success
of the algorithm: to a large degree it defines the direction where the conformational
tree will expand to. To enhance the overall exploration of a protein’s conformational
space a lever is needed to softly bias the search procedure out of the well-sampled
areas. A low-dimensional projection becomes such a lever for expansive planners. A
planner uses a low-dimensional projection to keep track of the exploration progress by
projecting each discovered feasible conformation on a low-dimensional subspace. The
projection subspace is discretized into cells. The density of projected conformations
in di↵erent cells estimates the density of the protein states in the corresponding areas
of the conformational space. Based on this estimate the planner picks the state for
the generation of a new conformation from the least populated projection cell (see
Algorithm 3).
Algorithm 3 SampleParent()
1: projectionCell  PickCell()
2: parentState PickStateFromCell(projectionCell)
3: return parentState
The particular way that the algorithm uses the projection to guide the explo-
ration might vary depending on the implementation details of the employed plan-
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Figure 3.1 : 2D projection grid of the KPIECE planner distinguishes between interior
and exterior cells. The probability of a cell to be picked is back-proportional to the
number of conformations projected onto that cell.
ner. SIMS framework provides a connection to the Open Motion Planning Library
(OMPL) [35], allowing an access to multiple OMPL planners for growing a graph of
conformations. The level of abstraction implemented in SIMS makes it possible to
use the majority of planners provided in OMPL. In the current work we focused on
two particular planners, representatives of the expansive planner family: Expansive
Space Tree (EST) [10] and Kinematic Planning by Interior-Exterior Cell Exploration
(KPIECE) [11]. Both of these planners in the OMPL implementation rely on a linear
projection to keep track of their explorational progress. In this section we will de-
scribe the main distinctions between these planners that cause some deviations in the
performance of di↵erent kinds of projections for di↵erent kinds of problems (directed
or undirected search).
EST is one of the forerunners of the expansive planners and has the most basic
heuristic for choosing the next state for an expansion. At each step of the algorithm,
EST picks one projection cell with the probability inversely proportional to the num-
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ber of conformations projected onto that cell. From the chosen cell EST then picks
the conformation at random with a uniform distribution.
KPIECE has a more comprehensive heuristic for choosing the next parent state.
Firstly, KPIECE distinguishes between so-called “interior” and “exterior” cells. An
exterior cell does not have a directly-attached, non-empty neighboring cell on at least
one of its sides (Figure 3.1). The algorithm gives a large preference to the exterior
cells for its further expansion. Secondly, once KPIECE has picked a cell, it then
chooses the conformation from that cell randomly with a half normal distribution
favoring the most recently added conformations.
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Chapter 4
Construction of Projections
In the current chapter we describe the procedure of constructing a projection and de-
fine the main features of the successful projections. First, we design expert projections
that take into account biological insights about a given protein. More specifically, we
use the main “active” residues of the protein. We then present the algorithm for
generation of a successful projection automatically based on the identified concepts
of good projections. Finally, we introduce the benchmark protein systems with their
expert-built projections.
4.1 General Projection Methodology
The procedure of projecting a conformation was performed by multiplying its initial
vector by a projection matrix. The conformations of a protein with N residues have
2N variables: ( i, i) for each residue i. Before applying the projection, we first
transformed the conformation vector into a vector of sines and cosines: ( i, i) !
(sin( i), cos( i), sin( i), cos( i)). This step transferred angular data to Euclidean
space and allowed reasoning about projected conformation points in terms of Eu-
clidean distances. Finally, the produced 4N -dimensional vector was projected into a
k-dimensional subspace by multiplying it by the projection matrix of size k ⇥ 4N .
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The projection space was discretized into a grid of equal-sized cells. This way, a
projected point fell into some cell of the k -dimensional grid. The planner kept track
of the number of conformations projected on each cell of this grid. The algorithm
prioritized cells based on the density of coverage in di↵erent parts of the projection
grid. At each iteration, the planner chose the highest-priority cell and randomly
picked a state from this cell.
4.2 “Good” and “Bad” Projections
The intuition behind the technique of approximating a high-dimensional space with a
low-dimensional projection was inspired by the Johnson-Lindenstrauss theorem [36].
This theorem states that distances between points in the initial n-dimensional space
can be estimated with (1 + ✏) distortion by the distances between the correspond-
ing points embedded into a log(n/✏2)-dimensional subspace. However, in the case of
protein modeling, the dimensionality of the employed projection is usually much less
than log(n). In general, the computational cost of maintaining a projection as well
as the required memory resources grow exponentially with the number of dimensions.
Therefore, in most cases the projection has no more than 10 dimensions; most often
it has just 2 or 3. Because of such a significant reduction not all low-dimensional pro-
jections are able to estimate the initial high-dimensional conformational space equally
well. Figure 4.1 illustrates how the same conformational graph can be projected on
two di↵erent projection spaces. Figure 4.1a shows a good projection that can distin-
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(a) Good projection (b) Bad projection
Figure 4.1 : An example of good and bad projections. Good projection: better
distinguishes diverse states; better estimates coverage of the conformational space.
Bad projection: does not distinguish states; cannot estimate coverage of the con-
formational space.
guish between many diverse protein states and, therefore, better estimates coverage
of the conformational space. Figure 4.1b demonstrates an example of a projection
that is not able to distinguish between any protein states, and doesn’t deliver any
useful information to guide the exploration.
How can we increase the chances to construct a good projection rather than a bad
one? In the particular case of protein modeling (as opposed to modeling a robotic ar-
ticulated chain), there is an additional factor justifying the usage of a low-dimensional
projection: although proteins represent extremely high-dimensional systems, only
very few of their “e↵ective” DoFs are involved in large-scale motions [15,16]. There-
fore, the projection constructed from the few vectors corresponding to these flexi-
ble parts of the protein could represent a good approximation of the initial high-
dimensional conformational space.
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On the way towards generating an e cient projection automatically, we first have
developed and tested a methodology to manually define the rows of a projection
matrix based on simple biological intuitions about the studied protein. In the next
chapter we demonstrate that a projection with this design represents a good approx-
imation of the initial high-dimensional system.
To construct an expert projection, we first identified the main flexible regions of
the considered protein. Second, we tried to predict how correlated these regions are.
If some parts of a protein move mostly in a correlated way, we encoded them together
into one of the projection’s dimensions (instead of putting them into di↵erent dimen-
sions of the projection matrix). Getting such biological insights about the studied
protein involves the use of information available in the literature, analysis of avail-
able datasets of conformations, as well as visual inspection of the protein’s secondary
structure. After identifying which regions should be present in the projection matrix
and how they should be coupled, we were ready to build the matrix. In each row
we assigned non-zero values only to the variables encoding regions that should be
coupled. The rows were then normalized. Flexible regions presented in each row did
not intersect (i.e. each residue might occur only in one row of the projection matrix).
This construction process ensured the orthonormality of the produced matrix, which
is important to preserving relative distances in the projection space.
By construction, an expert projection di↵ers from a random projection in the
way that it employs only some predefined groups of residues that do not intersect,
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which results in a sparse projection matrix. A random projection, on the other hand,
uses linear combinations of all residues in each dimension. We believe that such
“spreading” of the same residues along multiple projection dimensions is one of the
main factors that causes the di↵erence in the behavior of the random and specifically
constructed projections.
To ensure a comprehensive analysis of the generated expert projections, we also
built “misguided” projections. A misguided projection has the same nature as an
expert one: in each row it encodes only some groups of residues. In contrast to an
expert projection, the residues of a misguided projection are chosen in some protein’s
parts that are anticipated to be mostly rigid. With such construction, the subspace
of a misguided projection should be mostly orthogonal to the subspace of the protein
motion. As a result, a misguided projection cannot approximate the conformation
space well and is not expected to enhance the exploration process.
4.3 Automatic Construction of Projections
In the next chapter we demonstrate that the expert projections defined in the previ-
ous section can significantly enhance conformational exploration. Because of that, we
used the concepts of constructing the expert projections as the basis for generating
an e cient projection automatically. The algorithm needs to 1) identify and organize
the main flexible regions, and 2) distribute such regions between dimensions without
overlapping. To identify the flexible regions within the studied protein, we used a
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mechanism incorporated in SIMS that divides a protein into active fragments (see
Section 3.2). These fragments might be defined by an expert and/or automatically
based on the secondary structure of the protein. Each fragment has a weight assigned
to it. This weight represents the probability of the fragment to be chosen for gen-
eration of a new conformation (i.e., new conformation would di↵er from its parent
conformation by only values of the residues which belong to the sampled fragment).
Aside from its weight, a fragment’s importance also depends on its length: the longer
the flexible region the greater the chances that it moves actively. Thus each fragment
of the studied system has a tuple (weight, length) associated with it. We sorted the
fragments by these tuples using the lexicographical order. Similarly to expert pro-
jections, we wanted auto projections to use only the most important fragments (the
ones that are the most probable to be involved in function-related protein motions).
After the fragments are sorted, we used the Algorithm 4 on page 30 to assign
them to dimensions of a projection matrix. The Algorithm 4 takes the ordered queue
of the fragments and number of dimensions as an input, and returns the generated
projection matrix. First, the Algorithm 4 initializes the projection matrix (lines 1-5).
The matrix has a number of rows equal to the desired dimensionality of the pro-
jection and a number of columns equal to the initial dimensionality of the system
(4xN, where N is a number of residues, see Section 4.1). The algorithm assigns the
fragments with the highest priority first. To preserve relations between fragments’
priorities, the algorithm assigns more fragments with lesser weight to one dimension.
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The more residues share the same dimension - the less weight each one of them has
on the guiding process. For this purpose, the algorithm keeps adding the fragments
to the current dimension until its length exceeds the length of the previous dimension
or reaches the defined limit. If the algorithm runs out of given fragments it fills the
rest of the dimensions with randomly generated short continuous fragments. The im-
portant feature of the presented algorithm is that the fragments constituting di↵erent
dimensions do not overlap with each other, i.e., each residue can have non-zero value
in only one of the generated dimensions. To ensure this feature, every time after
adding a new fragment the algorithm checks whether it introduces duplicates, and
removes duplicated residues from the last added fragment (line 16).
All the heuristics employed in the described algorithm for generation successful
projections automatically were chosen to mimic the construction of expert projections,
which were shown to benefit the conformational search further in this thesis.
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Algorithm 4 BuildMatrix (fragments, dimNum)
1: for (i = 0; i < dimNum; i++) do
2: for (j = 0; j < 4⇤residueNum; j++) do
3: matrix [i, j] = 0
4: end for
5: end for
6: maxRowLen = 4⇤residueNum / dimNum;
7: prevRowLen = 0, currRowLen = 0
8: currentDim = 0
9: while (currentDim < dimNum) do
10: while (currRowLen<=prevRowLen AND currRowLen<=maxRowLen) do
11: if (!fragments.empty()) then
12: newFrag  fragments.pop()
13: else
14: newFrag  generateRandomFrag()
15: end if
16: addNewFragment(newFrag, currentDim,matrix)
17: checkForDuplicates(matrix)
18: currentRowLen = rowLen(currentDim,matrix)
19: end while
20: currentDim ++
21: end while
22: return matrix
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4.4 Studied Proteins and Associated Projections
For our experiments, we chose four well-studied protein systems with two known sta-
ble states: Cyanovirin-N, Calmodulin, Adelaide Kinase, and Ribose-binding protein.
For each protein, we carried out a series of conformational searches to find possible
low-energy transitions between these stable states (see Section 5.1). This experiment
allowed us to evaluate the influence of the various projections on the success rate
of the planner and on its average runtime. To assess their influence on the search-
space coverage achieved by the planner, we also performed a series of conformational
searches involving a single stable state (see Section 5.2).
Cyanovirin-N
Cyanovirin-N (CVN) [37] is a bacterial protein with 101 residues, which corresponds
to 202 DoFs in our framework. It demonstrates an antiviral activity towards several
viruses including the human immunodeficiency virus (HIV). CVN is known to exist in
two stable states, which can be found together in solution. To switch between these
states, CVN goes through a domain swapping process, which involves a large-scale
motion (the RMSD distance between the start state, PDB 2EZM, and the goal state,
PDB 1L5E, is 17A˚) via the correlated activity of three separate loop regions: residues
24-28, residues 50-55, and residues 75-80.
Based on this knowledge, we generated a three-dimensional expert projection ma-
trix. Each row of this matrix encoded one of the mentioned loop regions by setting
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(a) Cyanovirin-N (CVN) (b) Calmodulin (CaM)
(c) Adelaide Kinase (AdK) (d) Ribose-Binding Protein (RBP)
Figure 4.2 : The four proteins involved in our experiments. Blue and orange areas
indicate the residues involved in the expert and misguided projections, respectively.
only the elements corresponding to this loop’s residues to non-zero values (repre-
sented by the blue regions in Figure 4.2a). The misguided projection also had three
dimensions: the first two dimensions encoded residues 40-45 and residues 83-88, re-
spectively (represented by the orange regions in Figure 4.2a), and the last dimension
encompassed all the other residues. Residues 40-45 and 83-88 corresponded to the
middle parts of beta-strands, which are likely to be inactive during the transition
because of hydrogen bonds.
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Calmodulin
Calcium-loaded Calmodulin (CaM) [38] is a middle-sized protein consisting of 144
residues (encoded by 288 DoFs in our framework). CaM is a calcium-binding protein
involved in interactions between calcium ions and various target proteins. CaM exists
in an open state (PDB 1CLL), and a closed state (PDB 1PRW) that are far apart
from each other: the distance is about 16A˚. The transition is known to happen mainly
through unfolding of the middle part of the central helix.
Based on this information, we constructed a two-dimensional expert projection
matrix. The first dimension contained the active residues of the central hinge (residues
67-80) [38]. The second dimension encoded regions of remaining active loops and some
alpha helices involved in the transition (residues 5-20, 35-41, 52-57, 87-93, 107-116,
126-129). The misguided projection was generated from the residues of the alpha
helices that were not involved in the main motion: both rows, the first and the
second, contained residues 30-35, 47-52 (but with di↵erent signs in half of the values
to ensure orthonormality of the matrix) (Figure 4.2b).
Adelaide Kinase
Adelaide Kinase (AdK) is a three-domain protein consisting of 214 residues, which
corresponds to 428 DoFs. AdK catalyzes the transfer of a phosphoryl group from
ATP to AMP, which is an important part of cellular energy homeostasis. The open
(PDB 4AKE) and the closed (PDB 1AKE) states of AdK are about 7A˚ apart. The
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exhaustive investigation of the forces causing the transitions between these states
is presented in [39]. The work reveals the regions of high strain energy in AdK
corresponding to residues 60-70 and 120-125, and to a lesser extent regions of residues
10-20, 30-35, 80-90 and 170-180. The authors show that the areas of the high strain
drive the protein’s opening and closing transitions by the process of local unfolding.
Incorporating this information into our expert projection, we created a three-
dimensional expert projection matrix. The first two dimensions contained two frag-
ments of the highest strain energy (first dimension: residues 60-70, second dimension:
residues 115-125), and the third dimension aggregated all the secondary active regions
(residues 10-20, 30-35, 80-90 and 170-180). The misguided projection was generated
from the residues corresponding to the three beta-sheets buried in the stable core of
the molecule (first dimension: residues 2-8, second dimension: residues 106-111, and
third dimension: residues 131-134 and 192-197. See Figure 4.2c).
Ribose-binding protein
Our last system, Ribose-binding protein (RBP) [40, 41], is the largest presented in
this work: it has 271 residues, which induces 542 DoFs in our model representation.
RBP consists of two domains connected by three loop regions which form a hinge.
The open conformation (PDB 2DRI) and the closed conformation (PDB 1URP) of
this protein are only 4A˚ apart, but the transition between them requires a correlated
motion of the three loop regions in the main hinge.
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For this system we created a two-dimensional expert projection encoding the three
loop regions of the hinge connecting the two domains. The first row contained two
loop regions (residues 91-104 and 226-237). The second row corresponded to the third
loop region (residues 253-269). Such choice of a placement of the flexible parts in the
projection was made because the third loop region belonged to the very tail of the
protein, and thus had more freedom for motions, whereas the first two loops were
more constrained to move in a correlated way. The misguided projection was con-
structed from the residues of several alpha helices as follows: the first row contained
residues 19-26 and 241-248; the second row contained residues 140-147 and 168-175
(Figure 4.2d).
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Chapter 5
Assessment of Expert Projections
In this chapter we investigate whether we can improve the process of conformational
sampling by employing expert projections (defined in the previous chapter) rather
than using random ones. We compared the average performance of an expansive
planner induced by an expert projection, as opposed to a random or a misguided pro-
jections. To ensure that the obtained results are not specific to a particular planner,
we conducted the same experiments using two di↵erent expansive planners, EST and
KPIECE.
5.1 Expert Projections for Directed Search
In the current section we describe the results obtained for a directed search problem
(see Section 3.1.1). For each protein (with the exception of AdK), each type of
projection, and two types of planners, KPIECE and EST, we performed 20 runs of a
conformational search aimed at finding a feasible transition between a given pair of
start and goal conformations. AdK system represents a significantly harder problem
than that of the other considered proteins. For this reason, we have tested AdK
system only with the more advanced KPIECE planner. Each experiment was held
on a single thread of quad core 2.4 GHz Intel Xeon (Nahalem) CPUs with a 24-hour
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Figure 5.1 : Success rates associated with the three projection types: percentage of
runs (among 20) by the KPIECE planner that successfully found a feasible transition
between start and goal states using a particular type of projection (expert, random
or misguided) for CVN, CaM, and RBP within a 24-hour time limit.
time limit. For both kinds of planners we obtained the consistent results of the expert
projections producing more e cient exploration towards a goal state.
5.1.1 KPIECE Planner Results
For the CVN, CaM, and RBP proteins, we compared the success rates of the runs
involving the expert, random, or misguided projections, respectively (see Figure 5.1).
We define the success rate of a projection as the percentage of runs (among 20) that
successfully find a feasible transition using that projection within a 24-hour time
limit.
For CVN, the planner with the expert projection was 2.8 times more likely to find
a solution than the planner with a random projection is, and 1.4 times more likely
than the planner with the misguided projection is. Similar results were obtained for
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(a) CVN (b) CaM (c) RBP
Figure 5.2 : Probability of finding a solution path by the KPIECE planner as a
function of time for each of the three projection types: CVN, CaM, and RBP. Grey
color is associated with an expert projection; red color - with a random projection;
and yellow color - with a misguided projection.
Figure 5.3 : Minimal distance to the goal achieved in runs (among 20 runs) by the
KPIECE planner with three projection types (expert, random, and misguided) for
AdK within a 24-hour time limit.
CaM: the expert projection was successful 2.3 times more often than the random
projection was and 1.8 times more often than the misguided projection was. For
RBP, the expert projection demonstrated 1.5 times more successful runs than those
by the random and misguided projections.
39
Therefore, despite the di↵erences between the three conformational search prob-
lems, the expert projections demonstrate a consistent improvement over the random
and misguided projections, in terms of success rate. Supported by Figure 5.2 we also
can state that the expert projections accelerate the sampling-based algorithm more
than the other considered types of projections do. Figure 5.2 shows the probabili-
ties of finding a solution path as a function of time for each of the three projection
types. The success probabilities corresponding to the final time step, 86400 seconds
(24 hours), in Figure 5.2 are the values of the overall success rates presented in Fig-
ure 5.1. Figure 5.2 demonstrates the fact that for each particular time step the expert
projections have a higher probability of discovering the solution for each of the studied
proteins.
Finding a transition pathway for AdK protein is a harder problem because AdK
is larger than the CVN and CaM proteins, the distance between its start and goal
states is significantly greater than the distance in RBP problem, and the character
of AdK motion has more complex non-linear nature. For these reasons, KPIECE
runs have not been able to identify the exact solutions for AdK. However, we can
evaluate how close to the goal the search has reached (Figure 5.3). The expert and
misguided projections have been able to bring the conformational search much closer
to the goal state than the random projection. The initial distance between AdK start
and goal states is about 7A˚. The expert and misguided projections have discovered
conformations that are just 2.5 and 2.8A˚ away from the goal correspondingly. The
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runs with the random projection, on the contrary, demonstrate very little progress
toward the goal: they usually stop no closer than 5.5A˚ from the goal.
Figure 5.2 and Figure 5.3 illustrate that the expert projection consistently has a
higher probability of finding a solution or getting closer to the goal state in a given
time. As computational time is a very limited resource, especially for modeling large
proteins, the usage of the expert projection can significantly benefit the simulations.
5.1.2 EST Planner Results
EST has a much simpler heuristic (see Section 3.3) than the KPIECE planner does.
Because of this, the EST planner requires more computational time to guide the
exploration from the start to the given goal state. In the conducted experiments for
CVN, CaM, and RBP only very few EST runs were able to identify solution pathways.
Because of this, we do not provide the success rate statistics for the EST planner.
Instead, to assess di↵erent kinds of projections (expert, misguided, and random)
with the EST planner we compared the progress towards the goal state achieved
in 24 hours of computations by the runs with di↵erent projections for CVN, CaM,
and RBP. Figure 5.4 shows that the runs with the expert projections are getting
closer to the goal state in a 24-hour period than the random projections do. For
CVN and CaM, only runs with the expert projections were able to find solutions (an
expert projection has produced 1 solution out of 20 runs for CVN and 2 solutions out
of 20 runs for CaM). Surprisingly, the performance of the misguided projections is
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(a) CVN (b) CaM (c) RBP
Figure 5.4 : Minimal distance to the goal achieved in runs (among 20 runs) by the
EST planner with the three projection types (expert, misguided and random) for the
CVN, CaM, and RBP proteins within a 24-hour time limit.
very close to the performance of the expert projections. One of the possible reasons
of this phenomena is the fact that even though the misguided projections possibly
incorporate the most rigid parts of a protein, they still have the same nature as the
expert projections do (their matrix is sparse; the segments of residues presented in
each dimension do not intersect with each other) as opposed to that of the random
projection.
5.2 Expert Projections for Undirected Search
In this section we compare the quality of exploration coverage produced by the plan-
ners using di↵erent types of projections. To explore the conformational space as
vastly as possible, we performed an undirected search (see Section 3.1.2). The pur-
pose of this search is an extensive exploration of the conformational space of a protein
starting from a given state (in other words, no goal state is involved). This way, we
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are not exploring only the protein flexibility inherent to a single transition, but the
overall flexibility of the protein. In this experiment, we performed 20 runs of this
conformational search for each protein, each type of projection, and two types of
planners (EST and KPIECE). Each experiment was held on a single thread of quad
core 2.4 GHz Intel Xeon (Nahalem) CPUs with a 24-hour time limit.
5.2.1 Coverage of the Projected Space
One way to quantify the influence of the projection on the process of the undirected
conformational search is to quantitatively assess the amount of explored projection
space. A good alignment of guiding projections with a protein’s flexibility results in
increased volume of the explored projection space. The large volume of the explored
projection space indicates that the projection is able to distinguish a lot of di↵erent
conformations and assign them to di↵erent cells. We are interested in increasing
the volume of the explored projection space, because this potentially translates into
enlarging the volume of the explored conformational space, as well as rises the overall
projection’s influence on the search algorithm.
It is important to note that a small number of explored projection cells does not
necessarily indicate a bad exploration of the conformational space. On the other
hand, a large number of non-empty cells is an indicator of good conformational space
coverage.
Figure 5.5 illustrates the average number of projection cells explored during the
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(a) CVN, KPIECE (b) CVN, EST
(c) CaM, KPIECE (d) CaM, EST
(e) RBP, KPIECE (f) RBP, EST
(g) AdK, KPIECE (h) AdK, EST
Figure 5.5 : Average number of projection cells explored by KPIECE and EST during
the conformational search with each type of projection within 24 hours for CVN, CaM,
RBP, and AdK.
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conformational search with each type of projection for KPIECE and EST respectively.
The results produced by two planners are very consistent with each other. In both
cases for CVN system, the searches with the expert projection discovered three times
more projection cells than the searches with the random or misguided projections.
For CaM and RBP, runs with the expert projections explored a volume of projection
space similar to what runs with the random projections did, but much greater than
what runs with the misguided projections did. The larger and more constrained AdK
system yielded very few projection cells explored for all three considered types of
projections.
Even though the expert projections described in Section 4.4 do not incorporate
all flexible parts of the studied proteins (they employ only the flexible parts that are
anticipated to be involved in the transition between the start and goal states), the
coverage of the projection space they produce is at least as good as the one produced
by a random projection and, sometimes, better (Figure 5.5). The poor coverage pro-
duced by the misguided projections was expected. The misguided projections were
designed specifically to focus mostly on rigid parts of a given protein. As a result, the
generated low-energy conformations of the studied protein are likely to be distributed
along the directions that are mostly orthogonal to its projection space. In this set of
experiments, a random projection demonstrates relatively good performance, espe-
cially for flexible proteins. In the case of flexible proteins, there is a higher chance to
randomly generate a projection that induces good exploration of the projection space
45
because almost any combination of residues could be involved in some motion (not
necessarily function-related).
5.2.2 Coverage of the Conformational Space
Coverage of the projected space represents a major indicator of how well the projec-
tion is aligned with the overall protein flexibility, but it does not necessarily produce
an accurate picture of the conformational space coverage. To estimate the volume
of the explored conformational space we used the mechanism of covering the pro-
duced protein conformations with 2N-dimensional balls (2N is the dimensionality of
the protein system with N residues) of a fixed radius r. We greedily computed a
ball coverage by randomly picking a conformation from the generated tree of confor-
mations, which becomes a center of a new ball. Then we computed the distance to
the k-nearest neighbors of the chosen conformation and removed from the considered
set those of them that were within a distance r. We repeated the described process
until we ran out of conformations. Finally, we counted how many balls of radius r
were produced by the algorithm. Even though, the described algorithm computes a
random coverage, rather than minimal, its standard deviation is usually less than 1%.
Therefore, this metric gives us a good approximation of the explored conformational
space volume.
As it was mentioned in the previous section, a random projection is expected to
produce more expansive coverage than an expert projection, because the expert pro-
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(a) CVN, KPIECE (b) CVN, EST
(c) CaM, KPIECE (d) CaM, EST
(e) RBP, KPIECE (f) RBP, EST
(g) AdK, KPIECE (h) AdK, EST
Figure 5.6 : The number of balls with a radius r=1A˚ produced by the expert, random,
and misguided projections in 24 hours, for CVN, CaM, RBP, and AdK using KPIECE
and EST planners.
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jection was designed to keep track only of a protein’s parts that are anticipated to be
involved in the function-related motions, rather than all possible motions. This way
the expert projection is supposed to guide the exploration towards the anticipated
goal direction, and ignore the other directions. However, Figure 5.6 demonstrates
that the expert projection produces similar or better coverage than the random pro-
jection does. The misguided projections usually produce equal or less conformational
exploration than the expert and random projections do, except for the case of CaM
problem, where the EST planner with the misguided projection has generated 1.5
times better explorational coverage than the other projections. One of the possible
explanations for such a result is the fact that CaM is very flexible protein. Even
though the misguided projection does not incorporate the flexible parts of CaM that
are anticipated to be involved in the start-goal transition, the residues that it does
employ might be significant for several other possible directions.
5.3 Summary of the Results
In this chapter we have investigated how the expert-defined projections that employ
available knowledge of a protein’s behavior a↵ect the sampling-based exploration
process. We have shown that the projections designed to incorporate the information
related to a single start-goal transition are the most useful for the directed search
problem, where they significantly increase the probability of the algorithm to find the
studied transition in the given time. In terms of the undirected search problem, when
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the algorithm needs to explore all possible feasible motion directions of a protein, all
three considered types of projections demonstrate very similar results. Therefore, the
usage of a random projection might be good enough for the purpose of undirected
exploration. Alternatively, the concepts of expert projection might be modified to suit
the purpose of the undirected search: the projection should incorporate all flexible
protein regions rather than only those that are active during one specific transition.
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Chapter 6
Assessment of Automatically Generated
Projections
In the previous chapter we have shown that employment of special expert projections
can significantly improve the performance of the expansive sampling-based planners
for the directed search problem. However, the construction of an expert projection is
a tedious process requiring a lot of preprocessing work to obtain additional knowledge
about the studied protein and generation of a projection matrix manually. To elimi-
nate the preprocessing steps but still be able to take advantage of good projections,
we developed an algorithm for construction of reasonable projections automatically
(see Section 4.3). In the current chapter, we evaluate the performance of the projec-
tions constructed automatically by the proposed algorithm. Similar to the assessment
of the expert projections in the previous chapter, we evaluate the performance of the
auto projections on two benchmark problems: the directed (start-goal) and undirected
conformational searches.
6.1 Auto Projections for Directed Search
In this section we describe the results obtained for a directed search problem. In
addition to the runs with the expert, random, and misguided projections described
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Figure 6.1 : Success rates associated with the four projection types: percentage of
runs (among 20) by the KPIECE planner that successfully found a feasible transition
between start and goal states using a particular type of projection (auto, expert,
random or misguided) for CVN, CaM, and RBP within a 24-hour time limit.
in the previous chapter, we performed 20 runs of the directed search with EST and
KPIECE planners using the projections generated automatically. Each experiment
was held on a single thread of quad core 2.4 GHz Intel Xeon (Nahalem) CPUs with
a 24-hour time limit.
Figure 6.1 and Figure 6.2 show the success rates induced by the four considered
projection types with KPIECE planner for CVN, CaM, and RBP systems. Even
though the auto projections usually do not accelerate the conformational search as
well as the expert projections do, they still noticeably increase the probabilities of find-
ing a solution path compared to the random and misguided projections. For CaM, the
auto projection even outperforms the expert projection (Figure 6.2b). demonstrated
by The auto projection with the KPIECE planner for AdK system demonstrates very
close performance to the one produced by the expert projection (Figure 6.3). Simi-
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Figure 6.2 : Probability of finding a solution path by KPIECE planner as a function
of time for each of the four projection types, for CVN, CaM, and RBP. Blue color is
associated with an auto-generated projection; grey color - with an expert projection;
red color - with a random projection; and yellow color - with a misguided projection.
Figure 6.3 : Minimal distance to the goal achieved in runs (among 20 runs) by
KPIECE planner with the four projection types (auto, expert, random, and mis-
guided) for AdK within a 24-hour time limit.
lar to Chapter 5, we did not test AdK system with the EST planner as this system
might be too complex for EST to generate meaningful results in 24 hours. For the
other studied proteins, EST planner produces close to KPIECE results (Figure 6.4).
Although the auto projection does not perform very well with EST planner in RBP
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(a) CVN (b) CaM (c) RBP
Figure 6.4 : Minimal distance to the goal achieved in runs (among 20 runs) by the
EST planner with four projection types (auto, expert, misguided and random) for
the CVN, CaM, and RBP proteins within a 24-hour time limit.
problem, it still enhances the search for all the other studied systems.
Overall, as expected, the auto projection does not always perform as well as
the expert projection does, but in the most cases it presents a significantly better
alternative to the random projection.
6.2 Auto Projections for Undirected Search
In this section we assess the properties of the exploration produced by the automati-
cally generated projections in the undirected search benchmark. In this experiment,
we performed 20 runs of this conformational search for each protein, each type of pro-
jection, and two types of planners (EST and KPIECE). Each experiment was held
on a single thread of quad core 2.4 GHz Intel Xeon (Nahalem) CPUs with a 24-hour
time limit.
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(a) CVN, KPIECE (b) CVN, EST
(c) CaM, KPIECE (d) CaM, EST
(e) RBP, KPIECE (f) RBP, EST
(g) AdK, KPIECE (h) AdK, EST
Figure 6.5 : Average number of projection cells explored by KPIECE and EST during
the conformational search with each type of projection within 24 hours for CVN, CaM,
RBP, and AdK.
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6.2.1 Coverage of the Projected Space
The auto projection demonstrates significant increase in the volume of the explored
projection space consistently with all four studied systems and both considered plan-
ners (Figure 6.5). This result indicates that the algorithm defined in Section 4.3
manages to produce projections that are very well-aligned with the overall protein
flexibility and are able to di↵erentiate between many diverse protein states.
6.2.2 Coverage of the Conformational Space
To estimate the conformational space coverage produced by the auto projections,
we employed the technique (introduced in Section 5.2.2) of covering the generated
tree of the protein conformations with 2N-dimensional balls. The obtained results
are presented in the Figure 6.6. The auto projection produces mixed results for this
measure. Like the results of the directed search problem, the best performance of
auto projection is achieved for the CaM protein with the KPIECE planner. The
exploration of conformational space of CaM induced by the KPIECE planner with
the auto projection exceeds the similar measurements generated by the other types
of projections by 1.5 times. For the other considered proteins, the auto projections
yield similar or less exploration than the other projections.
The employed algorithm for the automatic generation of a projection relies on the
main concepts of the expert projection construction. More precisely, the produced
auto projection incorporates only a protein’s fragments with the highest weight (the
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(a) CVN, KPIECE (b) CVN, EST
(c) CaM, KPIECE (d) CaM, EST
(e) RBP, KPIECE (f) RBP, EST
(g) AdK, KPIECE (h) AdK, EST
Figure 6.6 : The number of balls with a radius r=1A˚ produced by the auto, expert,
random, and misguided projections in 24 hours, for CVN, CaM, RBP, and AdK using
KPIECE and EST planners.
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most flexible and long fragments as defined in Section 4.3), and not all possible
flexible parts. The automatic procedure might miss some important flexible parts
of a protein, especially if such parts appear in the regions of alpha-helices, which
are considered to represent the most rigid regions of a protein’s secondary structure,
but nonetheless they are very often involved in a protein’s critical motions as in case
of CaM and AdK. Due to these limitations, the auto projection constructed in this
work was not expected to produce a large coverage of the conformational space for
all proteins.
6.3 Summary of the Results
The mechanism for constructing of a good projection automatically, as defined in the
current work, aims to approximate the expert projection. The way we constructed
the expert projections (incorporating only the residues that are anticipated to be
important for a single start-goal transition) made them the most useful for the di-
rected search problem (see Figure 5.2), but did not add much improvement for the
undirected search problem (where it is beneficial to explore all possible low-energy
transitions). Therefore, similar to the expert projection, the auto projection is the
most useful in the directed search problem. Although the auto projection does not
have an exact information about which parts of the considered protein are the im-
portant and thus is less accurate than the expert projection, it still outperforms the
random and misguided projections in terms of the directed search problem for all four
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studied proteins. In some cases, the auto projection is even more successful than the
manually-produced expert projection (as in case of CaM).
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Chapter 7
Discussion on the Applicability of Projections
In this chapter we investigate the question of whether the linear projections are always
useful for the conformational search or if cases exist when the wrong projection could
diminish the performance of the algorithm. We compare the performance and the
quality of the exploration coverage produced by the runs with a bias of a projection
(expert or random) and without any projection guidance (a single-cell projection).
We also describe a hypothesis explaining the produced results. However, we are still
working on generating a solid experimental base to support the given hypothesis.
7.1 Search Using No Projection
The surprisingly good performance of the misguided projections in the section 5.1
has raised a question. The misguided projections were developed specifically to re-
duce the possible e↵ect of a projection on the overall algorithm performance. For
this reason, the construction of the misguided projections had ensured that they will
generated very few projection cells (see Figure 5.5). Employing the concept of the
misguided projection in an extreme case, we generated a projection that would project
the whole conformational graph onto a single cell in the projection space. This way
we completely eliminated the e↵ect of the projection on the exploration process: the
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algorithm’s success or failure depends only on its heuristic of choosing the confor-
mation from the single cell. In the current chapter we examine EST and KPIECE
single-cell heuristics (in the OMPL implementation) for guiding the exploration, and
compare them to the projection-biased exploration (case when a projection generates
multiple cells). EST chooses a conformation from a given cell uniformly at random;
KPIECE picks a conformation from the cell using a half-normal distribution favor-
ing the most recently-added conformations (see Section 3.3). In the next sections,
we will demonstrate that this distinction plays an important role in the planners’
performance and quality of exploration with or without projection guidance.
As our aim in this chapter is to compare a no-projection exploration to a possible
projection-based exploration (not necessarily best or worse projection exploration),
we do not consider the auto and misguided projections in the experiments for the
current chapter.
7.2 Impact of Projections on Directed Search
In this section we present the results obtained for a directed search problem. For
CVN, CaM, and RBP, we performed 20 runs of a conformational search aimed at
finding a feasible transition between a given pair of start and goal conformations
using expert, random, and single-cell projections with KPIECE and EST planners.
For AdK problem, because of its complexity, we performed the similar experiments
only with the KPIECE planner. Each experiment was held on a single thread of quad
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(a) CVN (b) CaM (c) RBP
Figure 7.1 : Minimal distance to the goal achieved by the EST planner in runs (among
20 runs) with the di↵erent projection types (expert, random, and single-cell) for CVN,
CaM, and RBP within a 24-hour time limit.
core 2.4 GHz Intel Xeon (Nahalem) CPUs with a 24-hour time limit.
Figure 7.1 presents the performance comparison of the EST planner with multi-
cell projections (expert, random) and single-cell projection for the CVN, CaM, and
RBP proteins. CVN and RBP exhibit the similar results, whereas CaM demonstrates
the mirroring to the other two proteins performance.
For the CVN protein, only the expert projection was able to identify a solution (1
solution out of 20 runs), but the overall multi-cell projection results exhibit a lot of
inconsistency, whereas the runs with the single-cell projection much more consistently
bring the conformational search close to the goal (Figure 7.1a). This result is surpris-
ing taking into account the fact that EST with the single-cell projection on each step
chooses the conformation for the further expansion absolutely randomly with the uni-
form distribution, whereas any multi-cell (expert, random, or any other) projection
was expected to create a bias towards a goal state and thus be more consistent.
61
For the CaM protein, we had an opposite results (Figure 7.1b): the single-cell
projection yields much more variation in the results than a multi-cell (expert or
random) projection does, but at the same time, it is more successful at finding solution
pathways (single-cell projection has generated 5 solutions out of 20 runs, compared
to just 1 solution for the expert projection).
In case of the RBP system, the single-cell projection produces the pathways that
on average are closer to the goal state than the pathways induced by multi-cell pro-
jections. This result is consistent with the performance obtained for the CVN system.
One of the possible explanations for the di↵erence in the behavior of CaM com-
pared to CVN and RBP is the fact that CaM is a very flexible protein, whereas the
other two proteins are rather rigid. In other words, CaM has various distinct low-
energy directions, whereas CVN and RBP have very few (possibly only one) feasible
directions. We believe that the mechanism of a projection interferes with the e cient
growth of the conformational tree for the highly constrained systems (such as CVN
and RBP), but might be useful for the exploration of the flexible systems (such as
CaM). At each new step, a multi-cell projection tries to pick the di↵erent cell for
further expansion, even if the previous expansion successfully produced a new confor-
mation. Such an approach would slow down the exploration of systems with a single
narrow passage (Figure 7.1a, 7.1c): instead of proceeding the identified promising
direction, a projection forces the algorithm to abandon the current cell, and explore
new possible directions. A projection makes the algorithm forget where the narrow
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(a) CVN (b) CaM (c) RBP
Figure 7.2 : Probability of finding a solution path as a function of time for each
of the three di↵erent projection types, for CVN, CaM, and RBP. Dark blue color
is associated with an expert projection; red color - with a random projection; and
yellow color - with a single-cell projection (no projection).
passage is and search for it again at each step. For the flexible proteins, such an
approach will result in a very thorough exploration of the low-energy conformational
landscape (a projection makes the algorithm grow the conformational tree in all pos-
sible directions at the same time), which might slow down the search for a particular
trajectory, but will generate very consistent results (Figure 7.1b).
The additional projection heuristics (see Section 3.3) help the KPIECE planner
to use the mechanism of projection more successfully. However, the obtained results
(Figure 7.2 and 7.3) suggest that the projection needs to be chosen very carefully: a
random projection often significantly diminishes the performance of the algorithm.
The described reasoning still represents a hypothesis, and we are actively working
on the building the basis of support for it.
63
Figure 7.3 : Minimal distance to the goal achieved by the KPIECE planner in runs
(among 20 runs) with the di↵erent projection types (expert, random, and single-cell)
for AdK within a 24-hour time limit.
7.3 Impact of Projections on Undirected Search
In this section we quantify the conformational exploration produced by multi-cell
and single-cell projections during the process of the undirected search. In this set
of experiments, we performed 20 runs of the undirected conformational search for
four proteins (CVN, CaM, RBP, and AdK), for each type of projection (single-cell
or multi-cell), and two types of planners (EST and KPIECE). Each experiment was
held on a single thread of quad core 2.4 GHz Intel Xeon (Nahalem) CPUs with a
24-hour time limit.
To evaluate the volume of explored conformational space we compute coverage of
the produced conformational graphs with 2N-dimensional balls (see Section 5.2.2).
Figure 7.4 presents the obtained results. Comparing Figure 7.4a to Figure 7.4b,
Figure 7.4c to Figure 7.4d, and Figure 7.4g to Figure 7.4h we can see that for the
same protein system EST and KPIECE planners agree with each other on whether it
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(a) CVN, KPIECE (b) CVN, EST
(c) CaM, KPIECE (d) CaM, EST
(e) RBP, KPIECE (f) RBP, EST
(g) AdK, KPIECE (h) AdK, EST
Figure 7.4 : The number of balls produced by expert and random projections in 24
hours with a tile’s diameter d=1A˚, for CVN, CaM, RBP, and AdK using the KPIECE
and EST planners.
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is worth using a multi-cell or a single-cell projection. However, due to the di↵erence in
the planners’ heuristics one of the planners usually has a more pronounced distinction
in results produced by these projections than the other.
For CVN, usage of a single-cell projection with the KPIECE planner increases
the planner’s productivity by 2.5 times compared to a multi-cell expert projection
(Figure 7.4a). At the same time, if the EST planner is used to explore CVN confor-
mational landscape, then employing both types of projections produces on average
very close results (Figure 7.4b).
A similar exploration pattern is presented by the other constrained protein, AdK.
Although, in case of KPIECE both types of projections generate a very similar explo-
ration volume for AdK (Figure 7.4g), the exploration by the EST planner noticeably
benefits from the single-cell projection (Figure 7.4h).
RBP also represents a highly-constrained protein, and the obtained for RBP re-
sults are consistent with CVN and AdK results.
CaM illustrates the example when the multi-cell projection drastically increases
the quality of conformational exploration. Figure 7.4d shows how the projection
mechanism of growing the exploration tree in all possible directions at once might
greatly enhance the exploration of a flexible system (system with many feasible di-
rections to explore).
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7.4 Discussion of the Results
To explain the observed results we developed a hypothesis of how a multi-cell projec-
tion works and a↵ects the conformational tree. The concept of a projection was devel-
oped specifically to keep track of already explored parts of the conformational space,
and drive the exploration away from them. In practice, such mechanism forces a plan-
ner to grow the conformational tree in all possible directions at once. This happens
because when the algorithm successfully generates a new child conformation from the
known parent one, the child state is usually very close to its parent, and thus it most
probably will get into the same projection cell as its parent. Therefore, the density of
the current projection cell increases, which leads the algorithm to choose another cell
in the next step, and explore another possible direction. Thus, we would argue that
a projection produces an “exploration-first” search, rather then a “refinement-first”
search. The exploration-first approach might be beneficial for the purpose of the
undirected exploration for the flexible structures, when there exist a lot of possible
directions and the algorithm is forced to explore them all (Figure 7.4d). However,
for the constrained systems, when there is only one or very few feasible directions,
the exploration-first approach that in each step forces the exploration to leave the
encountered narrow passage might significantly harm the performance (Figure 7.4a,
7.4h). Similarly, for the directed search problem, when the algorithm is looking for a
single feasible trajectory, the exploration-first search could delay the discovering of a
solution. However, in the case of the directed search problem the algorithm also has
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a strong guiding force of the goal-bias that partly compensates the losses caused by a
projection. Applied together, a good projection and a goal-bias could even accelerate
the process of finding a feasible start-goal trajectory (Figure 7.2).
The performed investigation of the applicability of the linear projections has re-
vealed the surprising fact that projections do not always enhance the exploration.
When deciding whether to use a projection at all, one needs to take into considera-
tion which type of a problem (directed or undirected search) is being solved, whether
enough information about the studied protein is available to construct a good pro-
jection, and whether the protein is rigid or flexible among other possible factors.
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Chapter 8
Conclusions and Future Work
In this thesis, we have investigated the problem of improving the exploration of the
conformational space of a protein. The framework we use for protein conforma-
tional sampling is based on robotics-inspired expansive path planning algorithms.
These algorithms use a low-dimensional projection to guide their search in the high-
dimensional conformational space. Although the definition of this projection is es-
sential to ensure good performance of the planning algorithms, little work had been
devoted to this problem.
The contribution of the first part of this thesis consists of proposing a methodol-
ogy to define “good” projections that accelerate the conformational search. Using the
biological knowledge available for a given protein, it is possible to define a so-called
“expert” projection that can e ciently guide the search through the high-dimensional
conformational space of this protein. We evaluated the use of such expert projections
for four medium-sized proteins. We demonstrated that our expert projections perform
consistently better than randomly-defined or poorly-defined (so-called “misguided”)
projections. Our results show that using the expert projection increases the success
rate of the planning algorithm at finding a transition pathway between two conforma-
tions, and improves computational runtime. Furthermore, using an expert projection
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allows the planning algorithm to produce a better coverage of the projection space.
In the second part of this thesis, we proposed and evaluated the algorithm for
constructing a reasonable projection automatically. The developed algorithm incor-
porates the defined concepts of the expert projections: it produces the sparse matrix
with non-zero elements corresponding to the most flexible parts of a protein. The
decomposition of a protein into fragments corresponding to its flexible regions has
been already implemented in the SIMS framework (see Section 3.2) previously, and
can be performed automatically (based on the secondary structure of a protein) or by
an expert. The fragments represent the parts of a protein which are the most flexible
and most likely to be involved in a transition. As such, they naturally define the
regions that should be included in a “good” guiding projection. The produced auto
projections demonstrate a consistent improvement of the conformational exploration
for the directed search problem: for all considered proteins the auto projections pro-
duce higher probability of discovering the start-goal pathway in the given time than
the random projections do. Due to the limitations of the chosen heuristics for iden-
tifying the most important protein parts the auto projections do not always yield a
vast exploration of the conformational space. As a part of our future work, we will
continue enhancing the auto-generated projections by experimenting with various
methods that could automatically produce additional knowledge about studied pro-
teins, such as Normal Mode Analysis (NMA), Principal Component Analysis (PCA),
or graph-theory-based rigidity analysis among others. We are also planning to analyze
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the influence of the dimensionality of the projections.
In the final part of this thesis we put the state-of-the-art technique of using lin-
ear projections to guide the conformational exploration under question. To assess
the e↵ect of projection on the conformational search we defined a special single-cell
projection as a base case for comparison with all other projections. A single-cell
projection maps the entire produced conformational data-structure into a single cell.
Such projection eliminates the process of directing the exploration into a specific re-
gion of the conformational space by picking a projection cell to which this region
corresponds. Thus, a single-cell projection does not introduce a projection bias, and
its exploration might be considered as exploration without a projection. We com-
pared the performance of two sampling-based planners leading the conformational
exploration with and without a projection bias. The obtained results suggest that
in some cases a good projection could enhance the conformational search, while in
other cases even a good projection diminishes the performance of the planner and it
is better not to use a projection at all. The discovered limitation of linear projections
might be the outcome of the fact that protein motion has a highly non-linear na-
ture. One of the possible directions for future work is the investigation of non-linear
dimensionality reduction techniques in the context of conformational search problem.
One of the major contributions of the final part of the thesis consists of introducing
the theory of how multi-cell linear projections operate that explains the presented
results. In our future work we will continue to investigate this very important question
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of the applicability of the linear projections as well as rigorously test the described
theory of the projection e↵ect. In light of the observations in the final part of this
thesis, we are thinking of developing an alternative methods to guide the exploration
of the high-dimensional space. As a part of our future work, we would like to build
a planner that on each step would pick a parent conformation based on where it is
located within the graph itself: a preference would be given to conformations in longer
branches (a long branch has a higher probability of following a narrow passage) as
well as to conformations that are closer to the leaves level (to increase the probability
of exploring new regions).
Improving the process of conformational sampling in extremely high-dimensional
spaces can open new horizons for studies of proteins by enabling modeling of larger
proteins, such as viruses with several thousands of residues.
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