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Як відомо, методи статистичного аналізу часових рядів зорієнтовані на використання 
для їх опису стаціонарних послідовностей. Стаціонарними вважають послідовності, 
характеристики яких не змінюються з часом. Розповсюдженим підходом до аналізу загалом 
нестаціонарних процесів є їх зведення до кусково-стаціонарних. Проте, існують певні 
труднощі в застосуванні даного методу, зокрема виявлення моментів зміни ймовірнісних 
характеристик послідовності. До задачі виявлення стрибкоподібної зміни властивостей 
часового ряду, що стається в невідомий момент часу зводиться значна частина практичних 
завдань контролю виробництва, технічної та медичної діагностики, гідроакустики, 
геофізики.  
Розладка – це зміна ймовірнісних характеристик випадкової послідовності. 
Для прикладу, в геофізиці за заданою вибіркою даних сейсмоприймачів можна 
якомога точніше визначити момент появи сейсмічних хвиль та їх фаз, що допомагає точніше 
визначити епіцентр землетрусу. В промисловості за заданою вибіркою визначити момент 
виходу з ладу ланок виробничої лінії для точного виділення бракованої продукції. Зважаючи 
на широкий спектр використання кусково-стаціонарних процесів, задача визначення 
моментів розладки є актуальною науково-технічною задачею. 
Огляд літературних джерел показав, що існує ряд методик для визначення моментів 
розладки. Зокрема в цьому напрямі працювали Л.Тельксніс, Н.І.Клігене, А.-М. М. Монтвілас, 
Е.С.Пейдж та ін.  
 Для знаходження моменту розладки зручно використати метод Д.Хінклі. 
 - оцінка максимальної правдоподібності досліджуваного параметру до 
моменту t, 
 - оцінка максимальної правдоподібності досліджуваного параметру 
після моменту t. 
Важливою перевагою даного методу є те, що його можна застосовувати для випадків 
коли початкові та кінцеві параметри відомі, коли вони невідомі або коли відомі тільки 
початкові або кінцеві параметри.  
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