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In this work, we discuss the existence of inﬁnitely many weak solutions for the nonlin-
ear elliptic system of n fourth order partial differential equations under Navier bound-
ary conditionsDðjDuijpi2DuiÞ  aiDpiui þ bijuijpi2ui ¼ kFuiðx; u1; . . . ; unÞ in X;
ui ¼ Dui ¼ 0 on @X
(
ð1Þfor 1 6 i 6 n, where Dpiui ¼ divðjruijpi2ruiÞ is the pi-Laplacian operator,
pi > max 1;
N
2
 
for 1 6 i 6 n, ai and bi for 1 6 i 6 n are positive constants,
X  RNðNP 1Þ is a non-empty bounded open set with smooth boundary oX, k> 0
and F : X Rn ! R is a function such that the mapping (t1,t2    ,tn)ﬁ F(x,t1,
t2,    ,tn) is in C1 in Rn for all x 2 X, Fti is continuous in X Rn for i= 1, . . . ,n,8 831 427 4569; fax: +98 831 427 4569.
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78 S. Heidarkhaniand F(x,0, . . . ,0) = 0 for all x 2 X. Here, Fti denotes the partial derivative of F with
respect to ti. The system (1) is called (p1, . . . ,pn)-biharmonic.
Here and in the sequel, for all c> 0 we denote by K(c) the setðt1; . . . ; tnÞ 2 Rn :
Xn
i¼1
jtijpi
pi
6 c
( )
: ð2ÞA special case of our main result is the following theorem.
Theorem 1.1. Let fi : R
n ! R be a continuous function for 1 6 i 6 n such that the
differential 1-form w :¼Pni¼1fiðn1; . . . ; nnÞdni is integrable and let F be a primitive of w
such that F(n1, . . . ,nn)P 0 in Rn. Fix pi > max 1;
N
2
 
for 1 6 i 6 n and assume thatlim inf
n!þ1
npn max
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Fðt1; . . . ; tnÞ ¼ 0
andlim sup
n!þ1
npnFð0; . . . ; 0; nÞ ¼ þ1:Then, the systemDðjDuijpi2DuiÞ  aiDpiui þ bijuijpi2ui ¼ fiðu1; . . . ; unÞ in X;
ui ¼ Dui ¼ 0 on @X
(for 1 6 i 6 n, admits a sequence of pairwise distinct positive weak solutions.
There is an increasing interest in studying fourth-order boundary value problems,
because the static form change of a beam can be described by a fourth-order equation,
and also a model to study traveling waves in suspension bridges can be described by
nonlinear fourth-order equations (for instance, see [22]). More general nonlinear
fourth-order elliptic boundary value problems have been studied in recent years. Sev-
eral results are known concerning the existence of multiple solutions for fourth-order
boundary value problems, and we refer the reader to [1,3–5,12,14,18–20,26,25,27] and
the references cited therein.
For a discussion about the existence of inﬁnitely many solutions for differential
equations, using Ricceri’s Variational Principle [31], applying a smooth version of
Theorem 2.1 of [7] which is a more precise version of Ricceri’s Variational Principle
[31] and employing a non-smooth version of Ricceri’s Variational Principle [31] due
to Marano and Motreanu [28], we refer the reader to the papers [15–17,21,32],
[2,4,8–11,14] and [13], respectively. We also refer the reader to the papers
[23,24,29,30,34] where the existence of inﬁnitely many solutions for some boundary
value problems has been studied by using different approaches (variational methods,
perturbation theory, sub-super solutions,. . . ). Here, our motivation comes from the
recent papers [4,6].
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 79The outline of the paper is organized as follows: in the forthcoming section, we shall
recall our main tool (Theorem 2.1) and some basic notations which we need in the
proofs. Whereas, Section 3 is devoted to the existence of inﬁnitely many weak solutions
for the system (1). To be precise, our main result (Theorem 3.1), some of its possible
consequences, the proofs and some examples to illustrate the results are presented. Fi-
nally, in Section 4, as a remarkable consequence of the main result, we shall discuss the
existence of inﬁnitely many weak solutions for the nonlinear elliptic system of n doubly
eigenvalue fourth order partial differential equations under Navier boundary condi-
tions. Precisely, arguing as in [6], we shall prove that an appropriate oscillating behav-
ior of the nonlinear term, even under small perturbations, ensures again the existence
of inﬁnitely many solutions. Two examples of application are pointed out (see Exam-
ples 4.1 and 4.2).
2. PRELIMINARIES
Our main tool is the celebrated Ricceri’s Variational Principle [31, Theorem 2.5] that
we now recall as follows:
Theorem 2.1. Let X be a reﬂexive real Banach space, and U;W : X ! R be two Gaˆteaux
differentiable functionals such that U is sequentially weakly lower semi-continuous,
strongly continuous, and coercive and W is sequentially weakly upper semi-continuous.
For every r> infXU, let us putuðrÞ :¼ inf
u2U1ð1;r½Þ
sup
v2U1ð1;rÞ
WðvÞ WðuÞ
r UðuÞandc :¼ lim inf
r!þ1
uðrÞ; d :¼ lim inf
r!ðinfXUÞþ
uðrÞ:Then, one has
(a) for every r> infXU and every k 20; 1uðrÞ ½, the restriction of the functional
Ik = U  kW to U1(]1,r[) admits a global minimum, which is a critical point
(local minimum) of Ik in X.
(b) If c<+1 then, for each k 20; 1c ½, the following alternative holds: either
(b1) Ik possesses a global minimum, or
(b2) there is a sequence {un} of critical points (local minima) of Ik such that
lim
n!þ1
UðunÞ ¼ þ1:(c) If d<+1 then, for each k 20; 1d ½, the following alternative holds: either
(c1) there is a global minimum of U which is a local minimum of Ik, or
(c2) there is a sequence of pairwise distinct critical points (local minima) of Ik
which weakly converges to a global minimum of U.
Let X ¼Qni¼1ðW2;piðXÞ \W1;pi0 ðXÞÞ, endowed with the norm
80 S. Heidarkhanikðu1; . . . ; unÞk ¼
Xn
i¼1
kuikpi ;wherekuikpi ¼
Z
X
jDuiðxÞjpidxþ ai
Z
X
jruiðxÞjpidxþ bi
Z
X
juiðxÞjpidx
 1=pi
;for 1 6 i 6 n.
We say that u= (u1, . . . ,un) is a weak solution to the system (1) if
u= (u1, . . . ,un) 2 X andZ
X
Xn
i¼1
jDuiðxÞjpi2DuiðxÞDviðxÞ þ aijruiðxÞjpi2ruiðxÞrviðxÞ

þ bijuiðxÞjpi2uiðxÞviðxÞ

dx k
Z
X
Xn
i¼1
Fuiðx; u1ðxÞ; . . . ; unðxÞÞviðxÞdx ¼ 0for every (v1, . . . ,vn) 2 X.
We also need the following proposition in the proof of Theorem 3.1.
Proposition 2.2. The operator T:Xﬁ X* deﬁned byTðu1; . . . ; unÞðh1; . . . ; hnÞ ¼
Z
X
Xn
i¼1
jDuiðxÞjpi2DuiðxÞDhiðxÞdx
þ ai
Z
X
Xn
i¼1
jruiðxÞjpi2ruiðxÞrhiðxÞdx
þ bi
Z
X
Xn
i¼1
juiðxÞjpi2uiðxÞhiðxÞdxfor every (u1, . . . , un),(h1, . . . , hn) 2 X, is strictly monotone.
Proof. SinceTðu1; . . . ;unÞðu1; . . . ;unÞ¼
Xn
i¼1
Z
X
jDuiðxÞjpidxþai
Z
X
jruiðxÞjpidxþbi
Z
X
juiðxÞjpidx
 
¼
Xn
i¼1
kuikpipi ;T is coercive. Taking into account (2.2) of [33] for p> 1 there exists a positive constant
Cp such thathjxjp2x jyjp2y; x yiP
Cpjx yjp if pP 2;
Cp
jxyj2
ðjxjþjyjÞ2p if 1 < p < 2;
8<:
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 81where Æ.,.æ denotes the usual inner product in RN, for every x; y 2 RN. Thus, it is easy
to see thathTðu1; . . . ;unÞTðv1; . . . ;vnÞÞðu1 v1; . . . ;un vni
P
X
i2I1
Cpi
Z
X
jDuiðxÞDviðxÞjpidxþaijruiðxÞrviðxÞjpi þbijuiðxÞ viðxÞjpið Þdx
þ
X
i2I2
Cpi
Z
X
jDuiðxÞDviðxÞj2
ðjDuiðxÞjþ jDviðxÞjÞ2pi
þai jruiðxÞrviðxÞj
2
ðjruiðxÞjþ jrviðxÞjÞ2pi
 
þbi
juiðxÞ viðxÞj2
ðjuiðxÞjþ jviðxÞjÞ2pi
!
dx> 0where I1 = {i 2 {1, . . . ,n}:piP 2} and I2 = {i 2 {1, . . . ,n}:1 < pi < 2}, for every
(u1, . . . ,un),(v1, . . . ,vn) 2 X, which means that T is strictly monotone. h
Putk ¼ max sup
ui2W2;pi ðXÞ\W1;pi0 ðXÞnf0g
max
x2X
juiðxÞjpi
kuikpipi
; for 1 6 i 6 n
8<:
9=;: ð3ÞFor pi > max 1;
N
2
 
for 1 6 i 6 n, since the embeddingW2;piðXÞ \W1;pi0 ðXÞ ,! C0ðXÞ
for 1 6 i 6 n is compact, one has k<+1.
Fix x0 2 X and pick s> 0 such thatSðx0; sÞ  X
where S(x0, s) denotes the ball with center at x0 and radius s.
Putrn ¼ rnðN; pn; sÞ :¼
2p
N
2
CðN
2
Þ
Z s
s
2
12ðNþ 1Þ
s3
n 24N
s2
þ 9ðN 1Þ
s
1
n3
 pnnN1dn;
hn ¼ hnðN; pn; x0; sÞ :¼
Z
Sðx0 ;sÞnS x0 ;s2ð Þ
XN
i¼1
12l xi  x0i
	 

s3
 24ðxi  x
0
i Þ
s2
þ 9
s
xi  x0i
	 

l
 2" #pn2
dxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃqwhere C denotes the Gamma function and l ¼ PNi¼1 xi  x0ið Þ2,
.n ¼ .nðN; pn; sÞ :¼
2p
N
2
CðN
2
Þ
ðs
2
ÞN
N
þ
Z s
s
2
4
s3
n3  12
s2
n2 þ 9
s
n 1
 pnnN1dn
 !andL :¼ 1
k
Qn1
i¼1 piðrn þ anhn þ bn.nÞ
: ð4Þ
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We formulate our main result as follows.
Theorem 3.1. Assume that
(A1) F(x,0, . . . , 0, tn)P 0 for each x 2 X n S x0; s2
	 

; tn 2 R;
(A2) K0 < LK1 whereK0 : lim inf
n!þ1
npn
Z
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Fðx; t1; . . . ; tnÞdx;
K1 :¼ lim sup
n!þ1
npn
Z
Sðx0;s2Þ
Fðx; 0; . . . ; 0; nÞdx;L is given by (4) and K n
pnQn
i¼1pi
 
¼ ðt1; . . . ; tnÞj
Pn
i¼1
jti jpi
pi
6 npnQn
i¼1pi
 
(see (2)).
Then, for eachk 2 K :¼
1
kL
Qn
i¼1pi
K1
;
1
k
Qn
i¼1pi
K0
# "
the system (1) has an unbounded sequence of weak solutions in X.
Proof. In order to apply Theorem 2.1 to our problem, we introduce the functionals
U; W : X ! R for each u= (u1, . . . ,un) 2 X, as followsUðuÞ ¼
Xn
i¼1
kuikpipi
pi
ð5ÞandWðuÞ ¼
Z
X
Fðx; u1ðxÞ; . . . ; unðxÞÞdx: ð6ÞBecause pi > max 1;
N
2
 
for 1 6 i 6 n, X is compactly embedded in
C0ðXÞ  . . . C0ðXÞ; it is well known that U and W are well deﬁned and continuously
differentiable functionals whose derivatives at the point u= (u1, . . . ,un) 2 X are the
functionals U0(u),W0(u) 2 X*, given byU0ðuÞðvÞ¼
Z
X
Xn
i¼1
jDuiðxÞjpi2DuiðxÞDviðxÞdxþai
Z
X
Xn
i¼1
jruiðxÞjpi2ruiðxÞrviðxÞdx
þbi
Z
X
Xn
i¼1
juiðxÞjpi2uiðxÞviðxÞdx
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 83andW0ðuÞðvÞ ¼
Z
X
Xn
i¼1
Fuiðx; u1ðxÞ; . . . ; unðxÞÞviðxÞdxfor every v= (v1, . . . ,vn) 2 X, respectively. W is sequentially weakly upper
semicontinuous.
Moreover, Proposition 2.2 establishes U0 is monotone. So we obtain that U
is sequentially weakly lower semicontinuous (see [35, Proposition 25.20(d)]).
Furthermore, W0:Xﬁ X* is a compact operator. Indeed, it is enough to show that
W0 is strongly continuous on X. For this, for ﬁxed (u1, . . . ,un) 2 X, let
(u1m, . . . ,unm) ﬁ (u1, . . . ,un) weakly in X as mﬁ+1; then we have (u1m, . . . ,unm)
converges uniformly to (u1, . . . ,un) on X as mﬁ+1(see [35]). Since F(x,., . . . ,.) is C1 in
Rn for every x 2 X, the derivatives of F are continuous in Rn for every x 2 X, so for
1 6 i 6 n;Fuiðx; u1m; . . . ; unmÞ ! Fuiðx; u1; . . . ; unÞ strongly as mﬁ+1; it follows that
W0(u1m, . . . ,unm) ﬁ W0(u1, . . . ,un) strongly as mﬁ+1. Thus we proved that W0 is
strongly continuous on X, which implies that W0 is a compact operator by
Proposition 26.2 of [35].
Put Ik :¼ U  kW. Clearly, the weak solutions of the system (1) are exactly the
solutions of the equation I0kðu1; . . . ; unÞ ¼ 0. Now, we want to show thatc < þ1:Let {nm} be a sequence of positive numbers such that nmﬁ+1 as m ﬁ 1 andlim
m!1
npnm
Z
X
sup
ðt1;...;tnÞ2Kð n
pn
mQn
i¼1pi
Þ
Fðx; t1; . . . ; tnÞdx ¼ K0:Put rm ¼ n
pn
m
k
Qn
i¼1pi
for all m 2 N. Since, for each (u1, . . . ,un) 2 X,sup
x2X
juiðxÞjpi 6 kkuikpipifor i= 1, . . . ,n (see (3)), we havesup
x2X
Xn
i¼1
juiðxÞjpi
pi
6 k
Xn
i¼1
kuikpipi
pifor each u= (u1, . . . ,un) 2 X, and sosup
x2X
Xn
i¼1
jviðxÞjpi
pi
6 n
pn
mQn
i¼1pifor all v= (v1, . . . ,vn) 2 X such that
Pn
i¼1
kvikpipi
pi
6 rm. Hence, one has
84 S. HeidarkhaniuðrmÞ ¼ inf
u2U1ð1;rm ½Þ
supv2U1ð1;rm ÞWðvÞ
 
WðuÞ
rm  UðuÞ 6
supv2U1ð1;rmÞWðvÞ
rm
6
R
X supðt1;...;tnÞ2Kð n
pn
mQn
i¼1pi
Þ
Fðx; t1; . . . ; tnÞdx
npnm
k
Qn
i¼1pi
:Therefore,c 6 lim inf
m!þ1
uðrmÞ 6 k
Yn
i¼1
pi
 !
K0 < þ1: ð7ÞAssumption (A2) together with (7), implyK# 0;
1
c
 
:Fix k 2 K. We conclude from (7) that condition (b) of Theorem 2.1 can be applied, and
either Ik has a global minimum or there exists a sequence {um = (u1m, . . . ,unm)} of weak
solutions of the system (1) such that limmﬁ1i(u1m, . . . ,unm)i =+1.
The other step is to show that the functional Ik has no global minimum. For ﬁxed k,
we claim that the functional U  kW is unbounded from below. Indeed, since1
k
< kL
Yn
i¼1
piK1;we can choose a sequence {dm} of positive numbers and a positive constant s such that
dmﬁ+1 as mﬁ 1 and1
k
< s < kLdpnm
Yn
i¼1
pi
Z
Sðx0;s
2
Þ
Fðx; 0; . . . ; 0; dmÞdx; ð8Þfor each m 2 N large enough. Let {wm} be a sequence in X deﬁned by
wm(x) = (0, . . . , 0,wnm(x)) such thatwnmðxÞ ¼
0 if x 2 X n Sðx0; sÞ;
dm if x 2 S x0; s2
	 

;
dm
4
s3
l3  12
s2
l2 þ 9
s
l 1	 
 if x 2 Sðx0; sÞ n S x0; s
2
	 

:
8><>: ð9Þ
We have@wnmðxÞ
@xi
¼
0 if x 2 X n Sðx0; sÞ [ S x0; s
2
	 

;
dm
12lðxix0i Þ
s3
 24ðxix0i Þ
s2
þ 9
s
ðxix0i Þ
l
 
if x 2 Sðx0; sÞ n S x0; s
2
	 

8<:and@2wnmðxÞ
@x2i
¼
0 if x 2 X n Sðx0; sÞ [ S x0; s
2
	 

;
dm
12
s3
ðxix0i Þ2þl2
l
 24
s2
þ 9
s
l2ðxix0i Þ2
l3
 
if x 2 Sðx0; sÞ n S x0; s
2
	 

;
8<:
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i¼1
@2wnmðxÞ
@x2i
¼
0 if x 2 X n Sðx0; sÞ [ S x0; s
2
	 

;
dm
12lðNþ1Þ
s3
 24N
s2
þ 9
s
N1
l3
 
if x 2 Sðx0; sÞ n S x0; s
2
	 

:
8<:
For any ﬁxed m 2 N, it is easy to see that wm = (0, . . . , 0,wnm) 2 X and, in particular,
since Z
X
jDwnðxÞjpndx ¼ dpnm
2p
N
2
CðN
2
Þ
Z s
s
2
12ðNþ 1Þ
s3
n 24N
s2
þ 9ðN 1Þ
s
1
n3
 pnnN1dn;Z
X
jrwnðxÞjpndx ¼
Z
Sðx0 ;sÞnS x0 ;s2ð Þ
XN
i¼1
d2m
12lðxi  x0i Þ
s3
 24ðxi  x
0
i Þ
s2
þ 9
s
ðxi  x0i Þ
l
 2" #pn2
dx
¼ dpnm
Z
Sðx0 ;sÞnSðx0 ;s2Þ
XN
i¼1
12lðxi  x0i Þ
s3
 24ðxi  x
0
i Þ
s2
þ 9
s
ðxi  x0i Þ
l
 2" #pn2
dxand Z
X
jwnðxÞjpndx ¼ dpnm
2p
N
2
CðN
2
Þ
ðs
2
ÞN
N
þ
Z s
s
2
4
s3
n3  12
s2
n2 þ 9
s
n 1
 pnnN1dn
 !
;we observe thatkwnmkpnpn ¼ ðrn þ anhn þ bn.nÞd
pn
mand soUðwmÞ ¼ ðrn þ anhn þ bn.nÞd
pn
m
pn
¼ d
pn
m
kL
Qn
i¼1pi
: ð10ÞOn the other hand, bearing Assumption (A1) in mind, from (6) one hasWðwmÞP
Z
Sðx0;s
2
Þ
Fðx; 0; . . . ; 0; dmÞdx: ð11ÞSo, in view of (10), (11) and (8), we obtainIkðwmÞ 6 d
pn
m
kL
Qn
i¼1pi
 k
Z
Sðx0;s
2
Þ
Fðx; 0; . . . ; 0; dmÞdx < d
pn
m
kL
Qn
i¼1pi
ð1 ksÞfor every m 2 N large enough. Hence, our claim holds true; it follows that Ik
has no global minimum. Therefore, Theorem 2.1 assures that there is a
sequence {um = (u1m, . . . ,unm)}  X of critical points of Ik such that
limmﬁ1i(u1m, . . . ,unm)i =+1, and we have the conclusion. h
We present an example to illustrate Theorem 3.1.
Example 3.1. Let X  R2 be a non-empty open set with a smooth boundary oX and
consider the increasing sequence of positive real numbers given bya1 ¼ 2; amþ1 ¼ m!ðamÞ
5
4 þ 2
86 S. Heidarkhanifor every mP 1. Deﬁne the function F : X R2 ! R byFðx; y; t1; t2Þ ¼
ðamþ1Þ5e
x2þy2 1
1ðt1amþ1Þ2ðt2amþ1Þ2
þ1
if ðx; y; t1; t2Þ 2 X
[
mP1
Sððamþ1; amþ1Þ; 1Þ;
0 otherwise;
8><>:
where S((am+1,am+1),1) denotes the open unit ball with center at (am+1,am+1). It is
clear that F is a non-negative function such that F(.,.,t1, t2) is continuous in X for all
ðt1; t2Þ 2 R2, F(x,y,.,.) is C1 in R2 for every (x,y) 2 X, F(x,y, 0,0) = 0 for all
(x,y) 2 X and for every .> 0,sup
jðt1;t2Þj6.
ðjFt1ðx; y; t1; t2Þj þ jFt2ðx; y; t1; t2ÞjÞ 2 L1ðXÞ:Now, for every m 2 N, one has
max
ðt1;t2Þ2Sððamþ1;amþ1Þ;1Þ
Fðx; y; t1; t2Þ ¼ Fðx; y; 0; amþ1Þ ¼ ðamþ1Þ5ex2þy2 :Sincelim
m!þ1
Fðx; y; 0; amþ1Þ
ðamþ1Þ4
¼ þ1;we see thatlim sup
n!þ1
n4Fðx; y; 0; nÞdx ¼ þ1:Moreover, by choosing nm ¼
ﬃﬃﬃ
44
p ðamþ1  1Þ for every m 2 N, one hassup
ðt1;t2Þ2K n
4
16
	 
 Fðx; y; t1; t2Þ ¼ ðamÞ5ex2þy2 ; 8m 2 N:
Then,lim
m!þ1
sup
ðt1;t2Þ2K n
4
16
	 
Fðx; y; t1; t2Þ
4ðamþ1  1Þ4
¼ 0and solim inf
n!þ1
n4 sup
ðt1;t2Þ2K n
4
16
	 
 Fðx; y; t1; t2Þ ¼ 0:
Therefore,0¼ liminf
n!þ1
n4
Z
X
sup
ðt1;t2Þ2K n
4
16
	 
 Fðx;y;t1; t2Þdx<L limsup
n!þ1
n4
Z
S x0;s2ð Þ
Fðx;y;0;nÞdx¼þ1:Hence, all the assumptions of Theorem 3.1 are satisﬁed. So, Theorem 3.1 is applicable
to the system
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 87DðjDuj2DuÞ ¼ kFuðx; y; u; vÞ in X;
DðjDvj2DvÞ ¼ kFvðx; y; u; vÞ in X;
u ¼ Du ¼ v ¼ Dv ¼ 0 on @X;
8><>:
for every k2]0,+1[.
Remark 3.1. Arguing as in [4, Remark 3.3] we notice that instead of Assumption (A2)
in Theorem 3.1, we are allowed to suppose the following more general condition
(A3) there exist two sequences {am} and {bm} with jamj <
ﬃﬃﬃ
Lpn
p
bm for every m 2 N
and limmﬁ+1 bm =+1 such thatlim
m!þ1
bpnm 
apnm
L
 1Z
X
sup
ðt1;...;tnÞ2K b
pn
mQn
i¼1pi
 Fðx;t1;...;tnÞdxZ
Sðx0;s
2
Þ
Fðx;0;...;0;amÞdx
<L limsup
n!þ1
npn
Z
Sðx0;s
2
Þ
Fðx;0;...;0;nÞdx;where L is given by (4) and K b
pn
mQn
i¼1pi
 
¼ ðt1; . . . ; tnÞj
Pn
i¼1
jti jpi
pi
6 b
pn
mQn
i¼1pi
 
(see (2)).
Obviously, from (A3) we obtain (A2), by choosing am = 0 for all m 2 N. Moreover,
if we assume (A3) instead of (A2) and set rm ¼ b
pn
m
k
Qn
i¼1pi
for all m 2 N, by the same
argument as in Theorem 3.1, we obtainuðrmÞ ¼ inf
u2U1ð1;rm ½Þ
sup
ðv2U1ð1;rm Þ
WðvÞÞ WðuÞ
rm  UðuÞ
6
sup
v2U1ð1;rmÞ
WðvÞ  RX Fðx;w1mðxÞ; . . . ;wnmðxÞÞdx
rm 
Pn
i¼1
kwimkpipi
pi
6 k
Yn
i¼1
pi
 !
R
X sup
ðt1 ;...;tnÞ2K b
pn
mQn
i¼1pi
 Fðx; t1; . . . ; tnÞdx RSðx0 ;s2Þ Fðx; 0; . . . ; 0; amÞdx
bpnm  a
pn
m
Lwhere wm(x) = (w1m(x), . . . wnm(x)) deﬁned by w1m(x) = . . . = w(n1)m(x) = 0 for all
x 2 X and wnm(x) as given in (9) with am instead of dm. We have the same conclusion
as in Theorem 3.1 with K replaced byK0 :¼fK1 ;fK2 ½
wherefK1 :¼ 1kLQni¼1pi
lim sup
n!þ1
npn
Z
Sðx0;s
2
Þ
Fðx; 0; . . . ; 0; nÞdx
88 S. HeidarkhaniandfK2 :¼ 1kQni¼1pi
lim
m!þ1
R
X
sup
ðt1 ;...;tnÞ2K
b
pn
mQn
i¼1pi
 Fðx;t1;...;tnÞdxR
Sðx0 ;s
2
Þ Fðx;0;...;0;amÞdx
b
pn
m 
a
pn
m
L
:It is of interest to list some consequences of Theorem 3.1.
Corollary 3.2. Assume that assumption (A1) in Theorem 3.1 holds. Suppose that
(B1) Z
lim inf
n!þ1
npn
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Fðx; t1; . . . ; tnÞdx < 1kQni¼1pi ;
(B2) Zlim sup
n!þ1
npn
Sðx0;s2Þ
Fðx; 0; . . . ; 0; nÞdx > 1
kL
Qn
i¼1pi
;where L is given by (4) and K n
pnQn
i¼1pi
 
¼ ðt1; . . . ; tnÞj
Pn
i¼1
jti jpi
pi
6 npnQn
i¼1pi
 
(see (2)).
Then, the systemDðjDuijpi2DuiÞ  aiDpiui þ bijuijpi2ui ¼ Fuiðx; u1; . . . ; unÞ in X;
ui ¼ Dui ¼ 0 on @X
(
for 1 6 i 6 n, has an unbounded sequence of weak solutions in X.
Corollary 3.3. Let F:Rnﬁ R be a C1 function in Rn such that F(0, . . . , 0) = 0. Assume
that
(B3) F(0, . . . , 0,tn)P 0 for each tn 2 R;
(B4)liminf
n!þ1
npn max
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Fðt1; . . . ;tnÞ<Lðs2ÞN pN=2Cð1þN2ÞmðXÞ limsupn!þ1 npnFð0; . . . ;0;nÞ;
where L is given by (4) and K n
pnQn
i¼1pi
 
¼ ðt1; . . . ; tnÞj
Pn
i¼1
jti jpi
pi
6 npnQn
i¼1pi
 
(see (2)).
Then, for each1
kL
Qn
i¼1pi
s
2
	 
N pN=2
C 1þN2ð Þ limsupn!þ1 n
pnFð0; . . . ;0;nÞ
< k<
1
mðXÞkQn
i¼1pi
lim inf
n!þ1
npn sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Fðt1; . . . ; tnÞ
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 89the systemDðjDuijpi2DuiÞ  aiDpiui þ bijuijpi2ui ¼ kFuiðu1; . . . ; unÞ in X;
ui ¼ Dui ¼ 0 on @X
(
for 1 6 i 6 n, has an unbounded sequence of weak solutions in X.
Proof. Set F(x,t1, . . . , tn) = F(t1, . . . , tn) for all x 2 X and ti 2 R for 1 6 i 6 n. Since
m S x0; s
2
	 
	 
 ¼ s
2
	 
N pN=2
C 1þN2ð Þ, Theorem 3.1 ensures the conclusion. h
Remark 3.2. Theorem 1.1 is an immediate consequence of Corollary 3.3.
By the same way as in the proof of Theorem 3.1 but using conclusion (c) of
Theorem 2.1 instead of (b), the following result holds.
Theorem 3.4. Assume that Assumption (A1) in Theorem 3.1 holds. Suppose that
(C1)lim inf
n!0þ
npn
Z
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
  Fðx; t1; . . . ; tnÞdx
< L lim sup
n!0þ
npn
Z
Sðx0;s
2
Þ
Fðx; 0; . . . ; 0; nÞdx;where L is given by (4) and K n
pnQn
i¼1pi
 
¼ ðt1; . . . ; tnÞj
Pn
i¼1
jti jpi
pi
6 npnQn
i¼1pi
 
(see (2)).
Then, for eachk 2 K00 :¼
1
kL
Qn
i¼1pi
lim sup
n!0þ
npn
R
Sðx0 ;s2Þ
Fðx; 0; . . . ; 0; nÞdx ;
1
k
Qn
i¼1pi
lim inf
n!0þ
npn
R
X sup
ðt1 ;...;tnÞ2K n
pnQn
i¼1pi
 Fðx; t1; . . . ; tnÞdx
37777775
26666664;the system (1) has a sequence of weak solutions, which strongly converges to 0 in X.
Proof. We take U, W and Ik be as before. In a similar way as in the proof of Theo-
rem 3.1 we verify that d<+1. Let {nm} be a sequence of positive numbers such that
nmﬁ 0+ as mﬁ+1 andZlim
m!1
npnm
X
sup
ðt1;...;tnÞ2K n
pn
mQn
i¼1pi
 Fðx; t1; . . . ; tnÞdx < þ1:
Put rm ¼ n
pn
m
k
Qn
i¼1pi
for all m 2 N. Fix k 2 K00. We claim that the functional Ik does not
have a local minimum at zero. Let {dm} be a sequence of positive numbers and
s> 0 such that dmﬁ 0+ as mﬁ1 and
90 S. Heidarkhani1
k
< s < kLdpnm
Yn
i¼1
pi
Z
Sðx0;s
2
Þ
Fðx; 0; . . . ; 0; dmÞdx; ð12Þfor each m 2 N large enough. Let {wm} be a sequence in X deﬁned by
wm(x) = (0, . . . , 0,wnm(x)) such that wnm is chosen as in (9). According to (10)–(12),
we obtainIkðwmÞ 6 d
pn
m
kL
Qn
i¼1pi
 k
Z
S x0;s2ð Þ
Fðx; 0; . . . ; 0; dmÞdx < d
pn
m
kL
Qn
i¼1pi
ð1 ksÞ < 0;for every m 2 N large enough. Since Ik(0) = 0, this conﬁrms our claim. Hence, the part
(c) of Theorem 2.1 ensures the existence of a sequence {um = (u1m, . . . ,unm)} in X of
critical points of Ik such that iumi ﬁ 0 as mﬁ1, the proof is complete. h
Remark 3.3. Employing Remark 3.1, we clearly observe that in Theorem 3.4, we
are permitted to assume (A3) instead of (C1) by supposing limkﬁ+1bk = 0 instead
of limkﬁ+1bk =+1 and replacing nﬁ+1 with nﬁ 0+, and for every k 2 K0,
in this case, the system (1) has a sequence of weak solutions, which strongly con-
verges to 0 in X.
Here, we want to point out the following consequence when n= 1 and a1 = b1 = 0,
which follow from Theorem 3.1.
Let f : X R! R be a L2-Carathe´odory function. Let F be the function deﬁned by
Fðx; tÞ ¼ R t
0
fðx; sÞds for each ðx; tÞ 2 X R.
Putr ¼ rðN; p; sÞ :¼ 2p
N
2
C N
2
	 
 Z s
s
2
12ðNþ 1Þ
s3
n 24N
s2
þ 9ðN 1Þ
s
1
n3
 pnN1dn: ð13Þ
Theorem 3.5. Let p > max 1; N2
 
. Suppose that
(D1) F(x,t)P 0 for each ðx; tÞ 2 X n S x0; s
2
	 
	 
 R;
(D2)lim inf
n!þ1
np
Z
X
sup
jtj6n
Fðx; tÞdx < 1
kpr
lim sup
n!þ1
np
Z
Sðx0;s2Þ
Fðx; nÞdx;where r is given by (13) and k ¼ sup
u2W2;pðXÞ\W1;p
0
ðXÞnf0g
max
x2XjuðxÞj
ð
R
X
jDuiðxÞjpdxÞ1=p
.
Then, for eachk 2
r
p
lim sup
n!þ1
np
R
Sðx0;s2Þ
Fðx; nÞdx ;
1
pkp
lim inf
n!þ1
np
R
X supjtj6n
Fðx; tÞdx
375
264the problem
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 91DðjDujp2DuÞ ¼ kfðx; uÞ in X;
u ¼ Du ¼ 0 on @X
(
ð14Þhas an unbounded sequence of weak solutions in W2;pðXÞ \W1;p0 ðXÞ.
Remark 3.4. We also observe that in Theorem 3.5, by Theorem 3.4 and replacing
nﬁ+1 with nﬁ 0+, by the same reasoning, we have that for every k 2 K000, in this
case, the problem (14) has a sequence of weak solutions, which strongly converges
to 0 in W2;pðXÞ \W1;p0 ðXÞ.
We illustrate the result as follows:
Example 3.2. Let a; b 2 R with a< b. Let f : ½a; b  R! R be the function deﬁned byfðx; tÞ ¼ hðxÞt
2ð3 3 sinðlnðjtjÞÞ  cosðlnðjtjÞÞÞ if ðx; tÞ 2 ½a; b  ðR f0gÞ;
0 if ðx; tÞ 2 ½a; b  f0g

where h : ½a; b ! R is a positive continuous function.
A direct calculation yieldsFðx; tÞ ¼ hðxÞt
3ð1 sinðlnðjtjÞÞÞ if ðx; tÞ 2 ½a; b  ðR f0gÞ;
0 if ðx; tÞ 2 ½a; b  f0g;

and so, lim infn!0þ n
3 R b
a
supjtj6n Fðx; tÞdx ¼ 0 and lim supn!0þ n3
R bb
aþa Fðx; nÞdx
¼ 2 R bb
aþa hðxÞdx for all positive a and b with b+ a< b  a. Hence, with p= 3, taking
Remark 3.4 into account, the problem (14), in this case, for everyrð1; 3; sÞ
6
R bb
aþa hðxÞdx
< k < þ1where 0 < s< (b  a)/2, has a sequence of weak solutions, which strongly converges
to 0 in W2;3ð½a; bÞ \W1;30 ð½a; bÞ.
Finally, in this section, we give the following consequence.
Corollary 3.6. Let p > maxf1; N2g. Let g1 : X! R be a non-negative continuous function,
and set G1ðtÞ ¼
R t
0 g1ðnÞdn for all t 2 R such that
(E1) lim inf npG ðnÞ < þ1;
n!þ1 1(E2)lim sup
n!þ1
npG1ðnÞ ¼ þ1:Then, for every ai 2 L1(X) for 1 6 i 6 n, with minx2X{ai(x); 1 6 i 6 n}P 0 and with
a1 „ 0, and for every non-negative continuous gi : R! R for 2 6 i 6 n satisfying
92 S. Heidarkhanimax sup
n2R
GiðnÞdt; 2 6 i 6 n
 
6 0andmin lim inf
n!þ1
GiðnÞ
np
; 2 6 i 6 n
 
> 1where GiðtÞ ¼
R t
0
giðnÞdn for all t 2 R for 2 6 i 6 n, for eachk 2 0; 1ðpkp RX a1ðxÞdxÞ lim infn!þ1 npG1ðnÞ
35 24where k ¼ sup
u2W2;pðXÞ\W1;p
0
ðXÞnf0g
max
x2XjuðxÞj
ð
R
X
jDuiðxÞjpdxÞ
1=p, the problemDðjDujp2DuÞ ¼ k
Xn
i¼1
aiðxÞgiðuÞ in X;
u ¼ Du ¼ 0 on @X
8><>: ð15Þ
has an unbounded sequence of weak solutions in W2;pðXÞ \W1;p0 ðXÞ.
Proof. Set fðx; tÞ ¼Pni¼1aiðxÞgiðtÞ for all ðx; tÞ 2 X R. The assumption (E2) in con-
junction with the conditionmin lim inf
n!þ1
npGiðnÞ; 2 6 i 6 n
 
> 1yieldslim sup
n!þ1
np
Z
Sðx0;s2Þ
Fðx; nÞdx ¼ lim sup
n!þ1
np
Xn
i¼1
GiðnÞ
Z
Sðx0;s2Þ
aiðxÞdx
 !
¼ þ1:Moreover, the assumption (E1) together with the conditionmax sup
n2R
GiðnÞdt; 2 6 i 6 n
 
6 0implieslim inf
n!þ1
np
Z
X
sup
jtj6n
Fðx; tÞdx 6
Z
X
a1ðxÞdx
 
lim inf
n!þ1
npG1ðnÞ < þ1:Hence, applying Theorem 3.5 we have the result.
Remark 3.5. We point out that by using Corollary 3.6, the problem (15) with a1 = 1,
g1 be the function h as chosen in [2, Example 1] and a2 = . . . = an = 0, with a1 = 1,
g1 be the function f as given in [7, Example 4.1] and a2 = . . . = an = 0, as well as with
a1 = 1, g1 be the function f as given in [7, Example 4.2] and a2 = . . . = an = 0, for
every k 2 ]0,+1[, has an unbounded sequence of weak solutions inW2;pðXÞ \W1;p0 ðXÞ.
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 93Remark 3.6. In Corollary 3.6, replacing nﬁ+1 with nﬁ 0+, by the same reasoning,
we have that for every k 2 0; 1=ðpkp RX a1ðxÞdxÞlim infn!0þnpG1ðnÞ½, the problem (15)
has a sequence of weak solutions, which strongly converges to 0 in W2;pðXÞ \W1;p0 ðXÞ.
Remark 3.7. The statement of the results mainly depends upon the choice of the test
function wm. With our choice of wm as given in (9), we have the present structure of
the results. So, other candidates for the test function wm can be considered to have
other versions of the statement of the results, for instance, see [14].4. A REMARKABLE CONSEQUENCE
This section is concerned, as a consequence of Theorem 3.1, with the existence of inﬁ-
nitely many solutions for the nonlinear elliptic system of n doubly eigenvalue fourth
order partial differential equations under Navier boundary conditionsDðjDuijpi2DuiÞ  aiDpi ui þ bijuijpi2ui ¼ kHuiðx; u1; . . . ; unÞ þ lGuiðx; u1; . . . ; unÞ in X;
ui ¼ Dui ¼ 0 on @X
(
ð16Þfor 1 6 i 6 n; pi > max 1; N2
 
; ai and bi for 1 6 i 6 n are positive constants,
X  RNðNP 1Þ is a non-empty bounded open set with smooth boundary oX, k is a
positive parameter, l is a non-negative parameter, H : X Rn ! R is a function such
that the mapping (t1,t2,    ,tn)´ H(x,t1,t2,    ,tn) is in C1 in Rn for all x 2 X, Hti is
continuous in X Rn for i= 1,    ,n, and H(x,0, . . . ,0) = 0 for all x 2 X,
G : X Rn ! R is a function such that G(.,t1, . . . ,tn) is measurable in X for all
(t1, . . . ,tn) 2 Rn and G(x,., . . . ,.) is C1 in Rn for every x 2 X and satisﬁes the conditionsup
jðt1;...;tnÞj6s
Xn
i¼1
jGtiðx; t1; . . . ; tnÞj 6 msðxÞ; ð17Þfor all s> 0 and some ms 2 L1 with G(.,0, . . . ,0) 2 L1, and Hui and Gui denote the par-
tial derivative of H and G with respect to ui for 1 6 i 6 n, respectively. Our objective
here is to present conditions on H which imply the existence of inﬁnitely many solu-
tions to the system (16).
We state the main result of this section as follows.
Theorem 4.1. Assume that
(F1) H(x,0, . . . ,0,tn)P 0 for each x 2 X n Sðx0; s2Þ; tn 2 R;
(F2)lim inf
n!þ1
npn
Z
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Hðx; t1; . . . ; tnÞdx
< L lim sup
n!þ1
npn
Z
Sðx0;s
2
Þ
Hðx; 0; . . . ; 0; nÞdx;
94 S. Heidarkhaniwhere L is given by (4) and K n
pnQn
i¼1pi
 
¼ ðt1; . . . ; tnÞj
Pn
i¼1
jti jpi
pi
6 npnQn
i¼1pi
 
(see (2)).
Then, for each k2]k1,k2[ wherek1 :¼
1
kL
Qn
i¼1pi
lim sup
n!þ1
npn
R
Sðx0;s2Þ
Hðx; 0; . . . ; 0; nÞdxandk2 :¼
1
k
Qn
i¼1pi
lim inf
n!þ1
npn
R
X sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Hðx; t1; . . . ; tnÞdx ;
for every nonnegative arbitrary function G : X Rn ! R which is measurable in X and C1
in Rn satisfying the condition (17) such thatG1 :¼ lim
n!þ1
npn
Z
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Gðx; t1; . . . ; tnÞdx < þ1 ð18Þ
and for every l 2 [0,lG,k[ wherelG;k :¼
1
G1k
Yn
i¼1
pi
1 kk
Yn
i¼1
pi lim inf
n!þ1
npn
Z
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Hðx; t1; . . . ; tnÞdx
0BB@
1CCA;
the system (16) has an unbounded sequence of weak solutions in X.
Proof. Fix k 2 k1; k2½ and let G be a function satisfying the condition (17). If l= 0,
Theorem 4.1 gives back to Theorem 3.1. We assume l> 0. Since, k < k2, one haslG;k :¼
1
G1k
Yn
i¼1
pi
1 kk
Yn
i¼1
pi lim inf
n!þ1
npn
Z
X
sup
ðt1 ;...;tnÞ2K n
pnQn
i¼1pi
 Hðx; t1; . . . ; tnÞdx
0BBBB@
1CCCCA > 0:Fix l 2 0;lG;k½ and set m1 :¼ k1 and m2 :¼ k2=ð1þ k
Qn
i¼1pi
l
k
k2G1Þ. If G1= 0, clearly,
m1 = k1, m2 = k2 and k 2 m1; m2½. If G1 „ 0, since l < lG;k, we obtain
k
k2
þ k
Yn
i¼1
pilG1 < 1;and sok2
1þ kQni¼1pi lk k2G1 > k;namely, k < m2. Hence, bearing in mind that k > k1 ¼ m1, one has k 2 m1; m2½.
Inﬁnitely many solutions for systems of n fourth order partial differential equations coupled with Navier boundary 95Now, setFðx; n1; . . . ; nnÞ ¼ Hðx; n1; . . . ; nnÞ þ
l
k
Gðx; n1; . . . ; nnÞfor all x 2 X and ni 2 R for 1 6 i 6 n. Thennpn
Z
X
sup
ðt1 ;...;tnÞ2Kð n
pnQn
i¼1pi
Þ
Fðx; t1; . . . ; tnÞdx
¼ npn
Z
X
sup
ðt1 ;...;tnÞ2Kð n
pnQn
i¼1pi
Þ
Hðx; t1; . . . ; tnÞ þ lkGðx; n1; . . . ; nnÞ
 
dx
6 npn
Z
X
sup
ðt1 ;...;tnÞ2Kð n
pnQn
i¼1pi
Þ
Hðx; t1; . . . ; tnÞdxþ lk n
pn
Z
X
sup
ðt1 ;...;tnÞ2K n
pnQn
i¼1pi
 Gðx; t1; . . . ; tnÞdx:
Taking (18) into account, we getlim inf
n!þ1
npn
Z
X
sup
ðt1;...;tnÞ2Kð n
pnQn
i¼1pi
Þ
Fðx; t1; . . . ; tnÞdx
6 lim inf
n!þ1
npn
Z
X
sup
ðt1;...;tnÞ2Kð n
pnQn
i¼1pi
Þ
Hðx; t1; . . . ; tnÞdxþ lkG1: ð19ÞMoreover, since G is nonnegative, we obtainlim sup
n!þ1
npn
Z
Sðx0;s
2
Þ
Fðx; 0; . . . ; 0; nÞdxP lim sup
n!þ1
npn
Z
Sðx0;s
2
Þ
Hðx; 0; . . . ; 0; nÞdx:
ð20Þ
Therefore, (19) together with (20), yieldsk 2 m1; m2½# k1; k2½: ð21Þ
So, from (21), Assumption (A2) is veriﬁed. Hence, applying Theorem 3.1, we have the
conclusion.
Remark 4.1. Under the conditionslim inf
n!þ1
npn
Z
X
sup
ðt1;...;tnÞ2Kð n
pnQn
i¼1pi
Þ
Hðx; t1; . . . ; tnÞdx ¼ 0andlim sup
n!þ1
npn
Z
Sðx0;s
2
Þ
Hðx; 0; . . . ; 0; nÞdx ¼ þ1;
96 S. HeidarkhaniTheorem 4.1 concludes that for every k> 0 and for each l 2 ½0; 1=kG1
Qn
i¼1pi½ the sys-
tem (16) admits inﬁnitely many weak solutions in X. Moreover, if G1 = 0, the result
holds for every k> 0 and l> 0.
Remark 4.2. As we mentioned in the last section, in Theorem 4.1 also, replacing
nﬁ+1 by nﬁ 0+, by the same reasoning, we have that for every k 2 ]k1,k2[, in this
case, and for every nonnegative arbitrary function G : X Rn ! R which is measur-
able in X and C1 in Rn satisfying the condition (17) such thatG0 :¼ lim
n!0þ
npn
Z
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Gðx; t1; . . . ; tnÞdx < þ1
and for every l 2 [0,lG, k[ wherelG;k :¼
1
G0k
Qn
i¼1pi
1 kk
Yn
i¼1
pilim inf
n!0þ
npn
Z
X
sup
ðt1;...;tnÞ2K n
pnQn
i¼1pi
 Hðx; t1; . . . ; tnÞdx
0BBBB@
1CCCCA;
the system (16) has a sequence of weak solutions, which strongly converges to 0 in X.
We present two examples to illustrate Theorem 4.1 as follows.
Example 4.1. Let X  R3 be a non-empty open set with a smooth boundary oX and let
G : X Rn ! R be a nonnegative function which is measurable in X and C1 in R3
satisfying the conditionsup
jðt1;t2;t3Þj6s
X3
i¼1
jGtiðx; y; z; t1; t2; t3Þj 6 msðx; y; zÞfor all s> 0 and some ms 2 L1 with G(.,.,.,0, . . . , 0) 2 L1 such thatlim
n!þ1
n5
Z
X
sup
ðt1;t2;t2Þ2K n
5
125
	 
Gðx; y; z; t1; t2; t3Þdx < þ1:
Consider the increasing sequence of positive real numbers given bya1 ¼ 2; amþ1 ¼ m!ðamÞ
6
5 þ 2for every mP 1. Deﬁne the function H : X R3 ! R byHðx; y; z; t1; t2; t3Þ ¼ ðamþ1Þ
6
e
x2þy2þz2 1
1
P3
i¼1 ðtiamþ1 Þ
2
þ1
if X
[
mP1
Sððamþ1; amþ1; amþ1Þ; 1Þ;
0 otherwise;
8><>:
where S((am+1,am+1,am+1),1) denotes the open unit ball with center at
(am+1,am+1,am+1). It is clear that F is a non-negative function such that
H(.,.,.,t1, t2, t3) is continuous in X for all ðt1; t2; t3Þ 2 R3;Hðx; y; z; :; :; :Þ is C1 in R3 for
every (x,y,z) 2 X, H(x,y,z, 0,0,0) = 0 for all (x,y,z) 2 X and for every .> 0,
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jðt1 ;t2 ;t3Þj6.
ðjHt1ðx; y; z; t1; t2; t3Þj þ jHt2ðx; y; z; t1; t2; t3Þj þ jHt3ðx; y; z; t1; t2; t3ÞjÞ 2 L1ðXÞ:Now, for every m 2 N, the restriction Hðx; y; z; t1; t2; t3ÞjSððamþ1;amþ1;amþ1Þ;1Þ attains its max-
imum in (0,0,am+1) and one has Fðx; y; z; 0; 0; amþ1Þ ¼ ðamþ1Þ6ex2þy2þz2 . Sincelim
m!þ1
Hðx; y; z; 0; 0; amþ1Þ
ðamþ1Þ5
¼ þ1;we see thatlim sup
n!þ1
n5Hðx; y; z; 0; 0; nÞdx ¼ þ1:Moreover, by choosing nm ¼
ﬃﬃﬃﬃﬃ
255
p ðamþ1  1Þ for every m 2 N, one has
sup
ðt1;t2;t3Þ2Kð n
5
125Þ
Hðx; y; z; t1; t2; t3Þ ¼ ðamÞ6ex2þy2þz2 ; 8m 2 N:Then,lim
m!þ1
sup
ðt1;t2;t3Þ2K n
5
125
	 
Hðx; y; z; t1; t2; t3Þ
25ðamþ1  1Þ5
¼ 0;whereuponlim inf
n!þ1
n5 sup
ðt1;t2;t3Þ2K n
5
125
	 
Hðx; ;y; z; t1; t2; t3Þ ¼ 0:
Therefore, Z0 ¼ lim inf
n!þ1
n5
X
sup
ðt1;t2Þ2K n
5
125
	 
 Hðx; y; z; t1; t2; t3Þdx
< L lim sup
n!þ1
n5
Z
Sðx0;s2Þ
Hðx; y; z; 0; 0; nÞdx ¼ þ1:Hence, all the assumptions of Theorem 4.1 are satisﬁed. So, Theorem 4.1 is applicable
to the systemDðjDuj3DuÞ  a1D5uþ b1juj3u ¼ kHuðx; y; z; u; v;wÞ þ lGuðx; y; z; u; v;wÞ in X;
DðjDvj3DvÞ  a2D5vþ b2jvj3v ¼ kHvðx; y; z; u; v;wÞ þ lGvðx; y; z; u; v;wÞ in X;
DðjDwj3DwÞ  a3D5wþ b3jwj3w ¼ kHwðx; y; z; u; v;wÞ þ lGwðx; y; z; u; v;wÞ in X;
u ¼ Du ¼ v ¼ Dv ¼ w ¼ Dw ¼ 0 on @X;
8>><>>: ð22Þ
where ai,bi for i= 1,2,3 are positive constants, for every ðk; lÞ 20;þ1½½0; 1125kG1 ½.
For instance, choosingGðx; y; z; t1; t2; t3Þ ¼ e
tþ
1 ðtþ1 Þa þ et
þ
2 ðtþ2 Þb þ et
þ
3 ðtþ1 Þc
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2 þ z2
p ;
where tþi ¼ maxfti; 0g for i= 1,2,3,a,b and c are positive real numbers, for all
ðx; y; z; t1; t2; t3Þ 2 X R3, the system (22), in this case, for every
98 S. Heidarkhani(k,l) 2 ]0,+1[ · [0,+1[, has an unbounded sequence of weak solutions in
W2;5ðXÞ \W1;50 ðXÞ
	 
3
.
Example 4.2. Let a and b be two positive constants with a+ b< 1, and let f be as
given in Example 3.2. By the same argument as in Example 3.2, taking Remark 4.2 into
account, we observe that the problemðju00ju00Þ00 ¼ kfðx; uÞ þ lgðx; uÞ in ð0; 1Þ;
uð0Þ ¼ uð1Þ ¼ u00ð0Þ ¼ u00ð1Þ ¼ 0
(
where g : ½0; 1  R! R is an arbitrary nonnegative L2-Carathe´odory function such
thatg0 :¼ lim
n!0þ
n3
Z 1
0
sup
jtj6n
Z t
0
gðx; dÞdddx < þ1for everyðk; lÞ 2 rð1; 3; sÞ
6
R 1b
a hðxÞdx
;þ1½½0; 8
g0
# "
;where 0 < s < 1
2
(we recall that, if p> 1, for every u 2 W2;pð½0; 1Þ \W1;p0 ð½0; 1Þ,max
x2½0;1
juðxÞj 6 1
2
p
1
p
Z 1
0
ju00ðxÞjpdx
 1
pfor details see [26, Lemma 2], has a sequence of weak solutions, which strongly con-
verges to 0 in W2;3ð½0; 1Þ \W1;30 ð½0; 1Þ.ACKNOWLEDGMENTS
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