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a b s t r a c t
In practical control systems, actuator saturation usually induces a windup phenomenon
and potentially results in system instability. Accordingly, this paper develops an observer-
based auxiliary anti-windup compensation scheme to mitigate the effects of actuator
limitations on the performance and stability of the controlled system. In the proposed
approach, the controller output signal passing through the saturation element is treated
as an external disturbance imported to the designed controller and an auxiliary controller
is designed tominimize the difference between the controller output signal and the system
input signal. The conditions required to maintain the system performance in the presence
of actuator saturation are formulated as an LMI criterion. The L2-stability criterion of the
anti-windup compensator design is also formulated as an LMI condition. It is shown that
by integrating the two LMI conditions and solving the resulting optimization problem,
the resulting anti-windup controller both minimizes the performance attenuation of the
saturated control system and guarantees its L2-stability.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The problem of controlling practical systems is complicated by the presence of nonlinearities caused by the system
dynamics [1], the characteristics of the sensors and actuators within the system, the data processing algorithms used to
implement the control scheme, and so on. Amongst these nonlinearities, actuator saturation is one of the most problematic
since it can induce the windup phenomenon, thereby degrading the system performance or even causing the system
to become unstable. As a result, the problem of developing effective anti-windup (AW) controller designs has attracted
significant attention in recent decades. However, many of the proposed designs, e.g. the minimum energy method, the time
optimization approach and the bang–bang control method [2–4], result in non-smooth solutions. Moreover, the bang–bang
controller requires a complicated switching surface and is therefore difficult to implement in practical systems. Accordingly,
smooth controllers based on the invariant subspace concept have been proposed [5,6]. However, the control input space
using this technique is usually subject to excessive limit, and thus Chen and Wang [7] and Chou [8] developed a robust
controller in which the saturated actuator was approximated using a linear component. It was shown that the proposed
scheme successfully compensated for the effects of actuator saturation despite the presence of approximation errors, but
generally led to a conservative result.
In addition to the single-stage controllers described above, the literature also contains many proposals for two-stage
designs, in which the main controller is designed in the absence of actuator saturation and an auxiliary controller is then
designed to reduce or eliminate the effects of the saturation component. Typical two-stage AW schemes include the classical
anti-windup method [9], the conventional anti-windup method [10], the conditioning technique [11], the observer-based
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Fig. 1. Control system with actuator saturation.
method [12], and the Loop Shaping Approach [13]. Kothare et al. [14] presented a general framework with two design
parameters, which shows that most previously presented static AW controllers could be regarded as special cases of a
generic two-stage controller design framework. In a later study, the same group used the circle criterion and the multiplier
transform to derive the conditions for the stability of AW control systems [15]. Recently, an increasing number of studies
have formulated the control problem as a linear matrix inequality (LMI) optimization problem [16,17]. Mulder et al. [18]
derived the sufficient conditions for AW control system stability using the LMI technique. Since the static AW compensator
design may be too conservative to obtain a feasible solution, Grimm et al. [19] proposed the procedure to construct the
dynamic AW compensator. In a more recent study, Mulder et al. [20] used a multi-objective convex optimization method
to simultaneously obtain both the main and the auxiliary controllers of a saturated control system. However, the dynamic
compensator designmethod proposed by Grimm et al. [19] and themulti-objective convex optimizationmethod developed
by Mulder et al. [20] are more complex than static AW compensator design methods.
Accordingly, this paper utilizes a two-stage design approach to develop a static AW controller for practical systems with
actuator limitations. In the proposed approach, the effects of the actuator saturation are modeled as disturbances imported
to the main controller, and an observer-based auxiliary controller is used to minimize the difference between the controller
output signal and the system input signal. The conditions required to maintain the system performance in the presence of
actuator saturation are formulated as an LMI criterion. Moreover, the conditions required to ensure the L2-stability of the
AW control system are also formulated as an LMI criterion. Thus, the AW controller design problem is formulated as an LMI
optimization problem, for which the solution ensures both the performance and the stability of the controlled system. The
feasibility of the proposed approach is demonstrated by means of an attitude control of an F8 aircraft model.
2. Preliminaries
A symmetric matrix A ∈ Rn×n is said to be positive-definite (positive-semidefinite) and is denoted as A > 0 (A ≥ 0) if the
real parts of all its eigenvalues are positive (non-negative). For symmetric matrices A, B ∈ Rn×n, the notation A > B (A ≥ B)
indicates that matrix A − B > 0 (A − B ≥ 0). A transfer matrix G(s) can be expressed in terms of its state-space matrices
(A, B, C,D) as follows:
G(s) = D+ C(sI − A)−1B1

A B
C D

. (1)
For simplicity, the analysis presented in this study uses the same symbol to denote both the time-domain signal and its
Laplace transform, and distinguishes between themby adding the notation ‘‘(t)’’ to the time-domain expression. In addition,
the saturation operator sat(·) is defined as
sat(u) =
umax, if u ≥ umax
u, if umin ≤ u ≤ umax
umin, if u ≤ umax.
(2)
2.1. Problem formulation
Fig. 1 illustrates a control system with an actuator saturation nonlinearity N . Note that Gp(s) =

A B
C D

is the linear
plant model and K(s) =

F G
H L

is the linear time invariant controller. Furthermore, the external inputs r and d are the
command signal and the disturbance, respectively, while y and u are themeasured system output and the controller output,
respectively. As shown, the controller output is transformed via the nonlinearity N into a new signal uˆ, and is then supplied
as an input to the controlled system Gp(s). In the first-stage of the design problem considered in this study, the controller
K(s) is designed in such away as to satisfy a certain performance requirement given the hypothetical assumption thatN = I
(i.e. no actuator saturation limitation).
To compensate for the windup effect caused by the nonlinearityN in practical systems an auxiliary controller is designed
with the plant input uˆ as its input. Thus, the AW control structure has the form shown in Fig. 2. Note that in Fig. 2, Kˆ(s) is
a modified controller comprising the main controller K(s) combined with a static AW compensator. Fig. 3 shows the linear
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Fig. 2. Saturated system with AW control.
Fig. 3. LFT of control system with actuator saturation.
fractional transformation (LFT) of the structure shown in Fig. 2. Kothare et al. [14] showed that the interconnections Pˆ(s)
and Kˆ(s) in Fig. 3 are given as follows:
, (3)
Kˆ(s) = U(s) I − V (s) , (4)
where U(s) =

F −Θ1H G−Θ1L
Θ2H Θ2L

, V (s) =

F −Θ1H −M
Θ2H Θ2

, and Θ1 and Θ2 are the AW design parameters. In
the case of an observer-based AW compensator,Θ1 andΘ2 are specified asΘ1 = M andΘ2 = I . U(s) and V (s) are therefore
obtained as
U(s) =

F −MH G−ML
H L

and V (s) =

F −MH −M
H I

. (5)
Assuming that the use of the plant input u does not induce any noise, the input and output signals are related by
(6)
and
u = U(s)e+ (I − V (s))uˆ. (7)
2.2. L2-stability analysis of AW system
In developing the AW compensation scheme proposed in this study, one of the objectives is to ensure the L2-stability of
the controlled system. For a signal u(t) ∈ L2, the L2 norm of u(t) has the form ∥u(t)∥2 =
∞
0 u
T (t)u(t)dt < ∞. For a
stable linear time invariant (LTI) system,G(s) has the form
x˙ = Ax+ Bw
z = Cx+ Dw, (8)
and the L2 gain of G(s) is defined as
γ = sup
w(t)≠0
∥z(t)∥2
∥w(t)∥2 . (9)
Since the L2 gain of the LTI system is equal to the H∞ norm of the corresponding transfer matrix, it can be calculated by the
following theorem.
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Theorem 1 ([21]). Let the linear system G(s) =

A B
C D

be asymptotically stable and have a scalar gain of γ > 0. The
following statements are then equivalent:
(i) ∥G∥∞ < γ .
(ii) There exists a positive definite matrix Q = Q T > 0 such thatATQ + QA QB CTBTQ −γ I DT
C D −γ I
 < 0. (10)
To analyze the stability of an LTI system with a nonlinearity, the system shown in Fig. 3 should be reformulated to the LFT form
shown in Fig. 4. From Fig. 1 and Eq. (7), it can be shown that
u = U(s)e+ (I − V (s))uˆ
= U(s)⌊r − d− Gp(s)uˆ⌋ + (I − V (s))uˆ
= U(s)(r − d)− U(s)Gp(s)uˆ+ (I − V (s))uˆ.
Thus,
u = −[U(s)Gp(s)− (I − V (s))]uˆ+ U(s)(r − d). (11)
Kothare et al. [14] proposed the following general framework for an AW control system:
, (12)
where , and the realization of T11(s) = U(s)Gp(s)+ (V (s)− I) is derived as follows.
U(s)Gp(s) =
 F −MH (G−ML)C (G−ML)D
0 A B
H LC LD

and V (s)− I =

F −MH −M
H 0

. (13)
Thus,
T11(s) =
 F −MH (G−ML)C 0 (G−ML)D0 A 0 B0 0 F −MH −M
H LC H LD
1  A˜ B˜
C˜ D˜

, (14)
where
A˜ =
F −MH (G−ML)C 0
0 A 0
0 0 F −MH

, B˜ =

(G−ML)D
B
−M

,
C˜ = H LC H , D˜ = LD.
(15)
Extending the circle criterion to the stability analysis of nonlinear systems, Kothare and Morari [15] proposed the following
multi-loop circle criterion.
Theorem 2. Consider the AW control system shown in Fig. 3. The system is L2 stable for all N ∈ NTV if
(i) Pˆ, Kˆ in Eqs. (3) and (4) are asymptotically stable; and
(ii) there exist W = diag{w1, . . . , wm} > 0,Q = Q T > 0 and δ1 > 0 such that
A˜TQ + Q A˜ Q B˜− C˜TW
B˜TQ −WC˜ δ1I − 2W −WD˜− D˜TW

≤ 0, (16)
where NTV is the set of all allowable structured memoryless time-varying nonlinearities and is defined as follows:
NTV =

N : Rm × R → Rm|N(0, t) = 0,∀t ≥ 0,N = diag{N1, . . . ,Nm},Ni ∈ sector[0, 1]

, (17)
where Ni ∈ sector[0, 1]means that Ni belongs to a sector bounded by the lines y = 0 and y = x in the x–y plane.
Theorem 2 presents the sufficient conditions for the L2-stability of the saturated control system. However, it provides no
guidelines as to the actual design of the AW compensator.
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Fig. 4. LFT of control system with actuator saturation.
Fig. 5. Observer-based AW control scheme.
Fig. 6. Observer-based AW control scheme.
3. Main results
Fig. 5 illustrates the observer-based AW compensator structure proposed in this study for minimizing the performance
attenuation of a control system with actuator saturation.
In the two-stage design procedure, the main controller K(s) is designed using any suitable design method such that
it achieves the required performance, and an auxiliary controller is then designed to minimize the effects of actuator
saturation. The systemwindup phenomenon is caused by amismatch between the controller output u and the system input
uˆ. Thus, the objective of the auxiliary controller is to reduce the difference between u and uˆ such that the windup effect is
attenuated and the originally desired system performance is maintained as possible. Fig. 6 illustrates the structure of the
proposed observer-based AW control scheme.
3.1. Auxiliary controller design
Unlike previous observer-based AW methods, the compensation method proposed in this study treats the saturated
actuator signal as an external disturbance imported to the designed controller K(s) (see Fig. 7). If the external disturbances
w1 and kw2 (where k > 0 is a weighting factor) belong to some bounded sets, then the controller output u(t) induced by
these external disturbances also forms a signal set. The required auxiliary gain M in Fig. 6 can be obtained by formulating
the design strategy as a ‘‘model’’ matching problem, in which the controller combined with the saturation component is
regarded as a controller subject to disturbances w1 and kw2 (see Fig. 8). Thus, the problem of determining the auxiliary
control gainM is similar to that of finding the output feedback gainM whichminimizes the difference between the designed
system output u and the signal uˆ, i.e. the output of the main controller K(s) subject to an error signal e and external
disturbancesw1 and kw2.
In Fig. 8, the dynamic equation of subsystem S1, i.e. the main controller K(s) subject to external disturbances, is
expressed as
x˙c(t) = Fxc(t)+ Ge(t)+ Gw1(t) (18a)
uˆ(t) = Hxc(t)+ Le(t)+ Lw1(t)+ kw2(t). (18b)
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(a) Controller combined with saturation component.
(b) Controller K(s) subjected to external disturbancesw1 and kw2 .
Fig. 7. Replacement of controller with saturation component.
Fig. 8. Scheme for design of auxiliary gainM .
Meanwhile, the dynamic equation of subsystem S2, i.e. the main controller K(s) compensated by an auxiliary gainM , is
expressed as
˙ˆxc(t) = F xˆc(t)+M(uˆ(t)− u(t))+ Ge(t) (19a)
u(t) = Hxˆc(t)+ Le(t). (19b)
Thus, the error dynamic of the two subsystems is given by
x˙c(t)− ˙ˆxc(t) = Fxc(t)+ Ge(t)+ Gw1(t)−

F xˆc(t)+M(uˆ(t)− u(t))+ Ge(t)

= Fxc(t)+ Ge(t)+ Gw1(t)− F xˆc(t)−M(Hxc(t)+ Le(t)+ Lw1(t)+ kw2(t)
−Hxˆc(t)− Le(t))− Ge(t)
= (F −MH)xc(t)− (F −MH)xˆc(t)+ (G−ML)w1(t)− kMw2(t)
= (F −MH)(xc(t)− xˆc(t))+ (G−ML)w1(t)− kMw2(t),
uˆ(t)− u(t) = H(xc(t)− xˆc(t))+ Lw1(t)+ kw2(t).
Let x¯(t) = xc(t)− xˆc(t) and e¯(t) = uˆ(t)− u(t). The error dynamic system can then be rewritten as
˙¯x(t) = (F −MH)x¯(t)+ (G−ML)w1(t)− kMw2(t), (20a)
e¯(t) = Hx¯(t)+ Lw1(t)+ kw2(t). (20b)
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Fig. 9. Block diagram of error dynamic.
The block diagram of the error dynamic system is shown in Fig. 9, where the transfer function between w = w1 w2T
and e¯ is given by
Ge(s) =

F −MH G−ML −kM
H L kI

. (21)
Assume that the external disturbances w1(t) and kw2(t) belong to 2-norm bounded sets. Thus, the measure of system
Ge is an induced 2-norm when the output signal e¯(t) also belongs to a 2-norm bounded set. Consequently, the auxiliary
controller can be obtained using the following theorem.
Theorem 3. Consider the system shown in Fig. 9, with its realization given in Eq. (21). The system is asymptotically stabilized by
the auxiliary control gain M with ∥Ge∥∞ < γ , γ > 0 if there exist matrices Q1 = Q T1 > 0 and Y such that the following LMI
holds: 
F TQ1 + Q1F − HTY T − YH Q1G− YL −kY HT
GTQ1 − LTY T −γ I 0 LT
−kY T 0 −γ I kI
H L kI −γ I
 < 0. (22)
The corresponding auxiliary control gain M is then obtained as M = Q−11 Y .
Proof. According to the condition given in Theorem 1, the system described in Eq. (21) is asymptotically stable with
∥Ge∥∞ < γ , γ > 0 if there exists Q1 = Q T1 > 0 such that
(F −MH)TQ1 + Q1(F −MH) Q1(G−ML) −kQ1M HT
(G−ML)TQ1 −γ I 0 LT
−kMTQ1 0 −γ I kI
H L kI −γ I
 < 0. (23)
Setting Y = Q1M and replacing Q1M by Y in Eq. (23), the condition given in (22) andM = Q−11 Y are obtained. 
Remark 1. From the general AW compensator design framework [14], the relationship between the controller output (u),
the plant input (uˆ), and the difference between them (e) can be expressed as Eq. (7). In satisfying the goal of the AW
compensation scheme, i.e. to minimize the difference between uˆ and u, it is necessary to minimize U(s) and V (s). In this
paper, this is achieved by using the scheme formulated in Theorem 3 to minimize ∥Ge∥∞. Besides, if the main controller
K(s) is strictly proper (L = 0), then to minimize ∥Ge∥∞ will result in a large auxiliary gainM . By choosing a suitable value
of k, the auxiliary gain will be decreased.
3.2. L2-stability controller design
It is noted that Theorem 3 does not guarantee the stability of the AW control system shown in Fig. 6. In other words, it
simply provides a guideline for obtaining the auxiliary AW compensator required to preserve the desired performance of
the controlled system. Therefore, the stability criterion in Theorem 2must be reformulated to obtain a new criterion for the
L2-stability of the system.
Theorem 4. Consider the closed-loop control system shown in Fig. 3. With the auxiliary control gain M, the system is L2 stable
for all N ∈ NTV if the following conditions hold:
(i) Pˆ and Kˆ are asymptotically stable; and
(ii) there exist matrices W = diag{w1, . . . , wm} > 0,Q1 = Q T1 > 0,Q2 = Q T2 > 0, Y and a scalar δ1 > 0 such that
Z =

Z11 Z12
Z21 Z22

≤ 0, (24)
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where
Z11 =
F TQ1 + Q1F − HTY T − YH Q1GC − YLC 0CTGQ1 − CT LTY T ATQ2 + Q2A 0
0 0 F TQ1 + Q1F − HTY T − YH

Z12 =
Q1GD− YLD− HTWQ2B− CT LTW
−Y − HTW
 , Z21 = ZT12, and Z22 = δ1I − 2W −WLD− DT LTW .
(25)
The corresponding auxiliary control gain is given as M = Q−11 Y .
Proof. Condition (i) follows directly from Theorem 2. In accordance with condition (ii) in Theorem 2, let Q = diag
{Q1,Q2,Q1}. It therefore follows that
A˜TQ + Q A˜ =
F TQ1 + Q1F − HTMTQ1 − Q1MH Q1GC − Q1MLC 0CTGQ1 − CT LTMTQ1 ATQ2 + Q2A 0
0 0 F TQ1 + Q1F − HTMTQ1 − Q1MH
 .
Let Y = Q1M and replace Q1M by Y in the condition given in Eq. (17). Condition (17) can then be rewritten as
A˜TQ + Q A˜ =
F TQ1 + Q1F − HTY T − YH Q1GC − YLC 0CTGQ1 − CT LTY T ATQ2 + Q2A 0
0 0 F TQ1 + Q1F − HTY T − YH
 .
Similarly,
Q B˜− C˜TW =
Q1GD− YLD− HTWQ2B− CT LTW
−Y − HTW
 , B˜TQ −WC˜ =
Q1GD− YLD− HTWQ2B− CT LTW
−Y − HTW
T ,
δ1I − 2W −WD˜− D˜TW = δ1I − 2W −WLD− DT LTW .
Therefore, condition (ii) in Theorem 2 has the form shown in Eq. (25) and the auxiliary control gain can be calculated as
M = Q−11 Y . 
Summarizing Theorems 3 and 4, the L2-stable AW controller design can be stated as follows.
Corollary 1. Consider the closed-loop control system shown in Fig. 3. Given an auxiliary control gain M, the system is L2 stable if
the following conditions hold:
(i) Pˆ and Kˆ are asymptotically stable; and
(ii) there exist matrices W = diag{w1, . . . , wm} > 0,Q1 = Q T1 > 0,Q2 = Q T2 > 0, Y and a scalar δ1 > 0 such that
F TQ1 + Q1F − HTY T − YH Q1G− YL −kY HT
GTQ1 − LTY T −γ I 0 LT
−kY T 0 −γ I kI
H L kI −γ I
 < 0 (26)
and
Z ≤ 0, (27)
where Z is defined in Eq. (25). The corresponding auxiliary control gain is obtained as M = Q−11 Y .
Thus, the problem of obtaining an L2-stable AW system can be formulated as the following LMI optimization problem:
min
Q1,Q2,W ,δ1,Y
γ
Subject to
W = diag{W1, . . . ,Wm} > 0, Q1 = Q T1 > 0, Q2 = Q T2 > 0 and δ1 > 0,
Eq. (26),
Eq. (27).
The corresponding auxiliary control gain is obtained as M = Q−11 Y .
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(a) Controller output response. (b) System output response.
Fig. 10. Controller output response and system output response without saturation limitation.
4. Numerical example
In this section, the validity of the proposed AWcompensator design approach is demonstrated using the linearizedmodel
of the F8 aircraft proposed by Kapasouris et al. [22], i.e.
x˙p(t) =
−0.8 −0.0006 −12 00 −0.014 −16.64 −32.21 −0.0001 −1.5 0
1 0 0 0
 xp(t)+
 −19 −3−6.6 −0.5−0.16 −0.5
0 0
 uˆ(t),
y(t) =

0 0 0 1
0 0 −1 1

xp(t),
uˆ(t) = sat(u(t)),
where the elements in the state vector xp(t) =

q(t) v(t) α(t) θ(t)
T represent the pitch rate, the forward velocity,
the angle of attack and the pitch angle, respectively, while those in the output vector y(t) = θ(t) γ (t)T represent
the pitch angle and the flight path angle, respectively. Finally, the elements in the control input vector uˆ(t) =
δe(t) δf (t)
T represent the elevator angle and the flapper angle, respectively.
In this example, the objective of the control system is to force the pitch angle and the flight path angle to follow step
reference signals. In the case where the actuator signal does not saturate, Kapasouris et al. [22] proposed the following
controller:
x˙c(t) = Fxc(t)+ Ge(t),
u(t) = Hxc(t),
where the system matrices are expressed as
F =

−52.2 −3.4 73.1 −0.0006 −93.5 1072 0 0
−3.4 −29.7 −2.2 −0.006 922.4 −922.9 0 0
−19 −3 −0.8 −0.0006 −11.8 0.6 0 0
−0.7 −0.5 0 −0.014 −1.6 0.2 0 0
−0.2 −0.5 1 −0.0001 −6.3 0.1 0 0
0 0 1 0 0.1 −5 0 0
52.2 3.4 −73.1 0.0006 94.3 −1072 0 0
3.4 29.7 2.2 0.006 −908.9 921 0 0

, G =

−0.844 0.19
−11.54 13.47
−0.86 0.25
−47.4 15
4.68 −4.8
4.82 0.14
0 0
0 0

,
H =

0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

.
It is observed that in the absence of actuator saturation, the output responses of the controller and the closed-loop system
are shown in Fig. 10. When the elevator angle and flapper angle are limited to [−25°, 25°] and [−5°, 5°], respectively, the
closed-loop system exhibits an oscillatory response. Figs. 11 and 12 show the corresponding controller output responses
and system output responses when saturation occurs.
To compensate for the effects of thewindup phenomenon, three auxiliary controllers are designed using Corollary 1with
weighting factors of k = 0, k = 0.2 and k = 0.5, respectively. The corresponding auxiliary compensator gains are shown in
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(a) Controller output response. (b) System output response.
Fig. 11. Controller output response and system output response with saturation limitation of uˆ ∈ [−25°, 25°].
(a) Controller output response. (b) System output response.
Fig. 12. Controller output response and system output response with saturation limitation of uˆ(t) ∈ [−5°, 5°].
Table 1
H∞-performance index and auxiliary compensator gains for different weighting factors k.
Results of LMI problem Weighting factors
k = 0 k = 0.2 k = 0.5
H∞-performance index: γ 0.1001 0.2000 0.5002
Auxiliary compensator gains:M 1013 ×

0.0576 0.0534
0.8030 0.8476
0.0547 0.0244
3.0253 1.4062
−0.3212 −0.3096
−0.2964 −0.0573
0 0
0 0


−395.8987 61.1260
158.3726 −276.4314
3.9924 6.7817
510.1803 205.9270
−44.1207 −48.6056
−50.0541 −1.0971
403.9060 −52.3075
−52.2710 418.9925


−176.1356 19.0609
45.5781 −147.5399
−13.6490 4.3210
174.0183 103.7368
−12.9429 −16.9977
−15.3214 −0.2254
178.5145 −15.5261
−15.5458 203.6420

Table 1. Figs. 13–15 present the controller output response and system output response when using the AW compensator
structure shown in Fig. 6withweighting factors of k = 0, k = 0.2 and k = 0.5, respectively. In general, the results show that
the controller output closely follows the actuator output and the system performance is maintained despite the presence
of actuator saturation. In addition, it is seen that a smaller weighting factor k results in a higher compensator gain. Fig. 16
illustrates the controller response and system response for a severe saturation limitation of [−5°, 5°] and aweighting factor
of k = 0.2. The results confirm the effectiveness of the proposed controller in reducing the effect of thewindup phenomenon
in compensating for the effects of windup even in the case of a severe saturation constraint.
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(a) Controller output response. (b) System output response.
Fig. 13. Controller output response and system output response when using proposed AW compensator (k = 0) with saturation limitation of
uˆ ∈ [−25°, 25°].
(a) Controller output response. (b) System output response.
Fig. 14. Controller output response and system output response when using proposed AW compensator (k = 0.2) with saturation limitation of
uˆ ∈ [−25°, 25°].
(a) Controller output response. (b) System output response.
Fig. 15. Controller output response and system output response when using proposed AW compensator (k = 0.5) with saturation limitation of
uˆ ∈ [−25°, 25°].
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(a) Controller output response. (b) System output response.
Fig. 16. Controller output response and system output response when using proposed AW compensator (k = 0.2) with saturation limitation of
uˆ ∈ [−5°, 5°].
5. Conclusions
This paper has proposed an observer-based anti-windup compensator for attenuating the performance degradation of
control systems with actuator limitations. By integrating the two LMI conditions, the problem of designing an AW control
system which maintains the system performance whilst simultaneously ensuring L2-stability can be formulated as an LMI
optimization problem. In the proposed approach, the saturated actuator output is modeled as a disturbance imported to
the main controller, and the conditions required to maintain the system performance are formulated as an LMI criterion.
Besides, a further LMI condition is proposed for ensuring the L2-stability of the AW control system. The feasibility of the
proposed approach has been demonstrated by means of an attitude control of an F8 aircraft model.
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