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We present a theoretical study on the nonlinear dynamics and stationary states of an inhomoge-
neously broadened spin ensemble coupled to a single-mode cavity driven by an external drive with
constant amplitude. Assuming a sizeable number of constituents within the ensemble allows us to
use a semiclassical approach and to formally reduce the theoretical description to the Maxwell-Bloch
equations for the cavity and spin amplitudes. We explore the critical slowing-down effect, quench
dynamics, and asymptotic behavior of the system near a steady-state dissipative phase transition
accompanied by a bistability effect. Some of our theoretical findings have recently been success-
fully verified in a specific experimental realization based on a spin ensemble of negatively charged
nitrogen-vacancy centers in diamond strongly coupled to a single-mode microwave cavity (see Science
Adv. 3, e1701626 (2017)).
I. INTRODUCTION
The phenomenon of optical bistability has been exten-
sively analyzed and experimentally realized in various
systems exhibiting driven-dissipative phase transitions
such as a laser with a saturable absorber [1], resonant
cavities of different shapes filled with two-level atoms
[2–5] or an interferometer with a nonlinear absorber [6]
driven by the coherent incident field – to name just a few
examples (see also [7] for a review). In all of these sys-
tems, the incident field was either on resonance or close
to resonance with the cavity field – the two different cases
referred to, respectively, as absorptive or dispersive op-
tical bistability. At the same time, it was shown that
while the bistability effect with hysteresis arises on the
semiclassical level when the problem is formally reduced
to the Maxwell-Bloch equations, a quantum treatment of
the coherently driven cavity predicts a unique quantum
steady solution for the cavity amplitude without ampli-
tude bistability [8]. The uniqueness of the quantum state
was attributed to quantum or classical fluctuations which
lead to a finite probability for a system to jump from one
stable branch to another and, as a consequence, to smear-
ing out the bistability region [9]. However, in the ther-
modynamic limit, these fluctuations are negligibly small,
so that the semiclassical solution featuring the bistability
effect is well-justified for many experimental realizations
[7]. Two natural questions which arose in this context are
the following: how many atoms for the onset of the ther-
modynamic limit are required and what kind of system
characteristics can trigger this onset [10]?
Over the last decade, open quantum systems featur-
ing a driven-dissipative phase transition in the ther-
modynamic limit became a subject of renewed interest
caused by technological progress in various setups of cav-
ity quantum electrodynamics (QED). Many of these se-
tups are studied in terms of their potential for the storage
∗
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and processing of quantum information, secure commu-
nication and quantum sensing. Particularly attractive
in this context are so-called “hybrid quantum systems”
(HQS), which conflate the individual advantages of differ-
ent quantum technologies [11]. Among recent realizations
of such HQS, those based on spin, atomic, or molecular
ensembles coupled to superconducting microwave cavi-
ties have attracted broad attention [12]. The technol-
ogy for building such devices has meanwhile advanced
up to the degree that state-of-the-art experiments can
be performed on a single superconducting chip, on which
the corresponding ensemble is probed through the in-
and out-coupling of a microwave field. Other interesting
alternatives for HQS are being realized with opto- and
nano- mechanical systems, which enable the conversion
between microwave and optical photons via phonons [13].
The experimental success achieved in various physi-
cal realizations led to intensive theoretical studies in this
rapidly developing field. Many intriguing effects on both
sides of the of the semiclassical-to-quantum boundary
have recently been observed in a relatively simple sys-
tem comprising a single-mode driven dissipative cavity
with a Kerr optical nonlinearity. Among them are, e.g.,
dynamic hysteresis effects [14, 15], nonadiabatic effects
under periodic driving [16], photon blockade and multi-
photon resonant effects under additional parametric driv-
ing [17], and the emergence of a jump in the observable
when proceeding to the thermodynamic limit [18]. Re-
cent theoretical studies also highlight the importance of
metastable states in the understanding of a driven dissi-
pative phase transition [18–20] and the geometrical na-
ture of the metastable dynamics [21]. Strong coupling of
a single spin or spin ensemble to the cavity leads to the
emergence of a rich variety of other intriguing phenomena
like the breakdown of the photon blockade for increasing
drive power [22, 23], the bistability effect for just a few
atoms [25] or for extremely low saturation photon num-
bers [24] as well as bistable versus metastable behavior
in driven dissipative Rydberg gases [26].
In a recent paper [32] involving also the present au-
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2thors among others, it was shown how a hybrid sys-
tem composed of a superconducting resonator coupled
to an inhomogeneously broadened spin ensemble in dia-
mond can be used to explore amplitude bistability in new
regimes of cavity QED. In accordance with first theoreti-
cal findings based on a semiclassical approach, the exper-
iment demonstrated a critical slowing down of the cavity
population on the order of eleven hours - a timescale
much longer than observed anywhere else for this phe-
nomenon. In this paper we present a detailed theoretical
study of this effect including an analysis based on adi-
abatically eliminating the cavity field and a description
of the asymptotic behavior for long times as well as of
absorptive optical bistability. The system under study
consists of an inhomogeneously broadened spin ensemble
strongly coupled to a single-mode resonator exhibiting
a driven dissipative phase transition. We consider the
thermodynamic limit justified for a very large number of
spins where the problem can be treated in the framework
of the Maxwell-Bloch equations. In accordance with the
recent experimental realization [32], the cavity decay rate
and the non-radiative dephasing of individual spins are
chosen to be much larger than their radiative dephasing.
Among other phenomena mentioned above, we find an
interesting separation of time scales in the temporal dy-
namics. Specifically, the system exhibits damped Rabi
oscillations of the cavity amplitude and small spin de-
viations from the spins’ unexcited ground state at short
times, even for moderate values of the driving amplitude.
The transient state that the system sets into is reminis-
cent of a stationary state for a relatively long time span.
However, at even longer timescales, the system deviates
from this transient state towards its ultimate stationary
state with possible large spin deviations from the ground
state, characterized by a strong dependence on the driv-
ing amplitude.
All issues related to the onset of the thermodynamic
limit are addressed in a separate companion paper, where
we use a cumulant-expansion approach to analyze the
semiclassical-to-quantum boundary as the size of the spin
ensemble grows [27].
Our paper is organized as follows. In Sec. II, we present
the theoretical framework of our problem summarizing
all important assumptions made in our approach. In
Sec. III, we consider the dynamics and bistability effects
under the action of an external drive with constant am-
plitude for different shapes of the spectral spin distribu-
tion. Section IV is devoted to adiabatic elimination of
the cavity amplitude and critical slowing down phenom-
ena. In Sec. V, we investigate asymptotic decay towards
a stationary state. Finally, we draw our conclusions in
Sec. VI.
II. THEORETICAL MODEL
Our starting point is the Tavis-Cummings Hamiltonian
(~ = 1) [28]
H = ∆ca†a+
1
2
N∑
k
∆kσ
z
k +
N∑
k
[
gkσ
−
k a
† + g∗kσ
+
k a
]
+i
[
η(t)a† − η∗(t)a
]
, (1)
where a† and a are standard creation and annihilation
operators of the single cavity mode with frequency ωc
and σ+k , σ
−
k , σ
z
k are the Pauli operators associated with
each individual spin of frequency ωk. Here ∆k = ωk−ωp
and ∆c = ωc−ωp are detunings with respect to the exter-
nal driving frequency ωp and gk stands for the coupling
strength of the k-th spin. An incoming signal is charac-
terized by the carrier frequency ωp and by the amplitude
η(t). The interaction part of H is written in the dipole
and rotating-wave approximation (terms ∝ aσ−k , a†σ+k
are neglected).
A quantum master equation [29] for the spin-cavity
density matrix can be written in the following form,
dρ/dt = −i [H, ρ ] + LD(ρ), where H stands for the
Hamiltonian (1) and LD(ρ) is the standard Lindblad op-
erator which accounts for the system-environment inter-
action as follows,
LD(ρ)=κ (2aρa† − a†a ρ− ρ a†a) + γp
N∑
j=1
(σzj ρ σ
z
j − ρ )
+γh
N∑
j=1
(2σ−j ρ σ
+
j − σ+j σ−j ρ− ρ σ+j σ−j ), (2)
where the first term describes the cavity losses with the
decay rate κ. We will explicitly distinguish between
non-radiative dephasing (second term) and radiative de-
phasing (third term) of the individual spins character-
ized by two different relaxation rates, γp and γh, respec-
tively. Using this formalism, one can derive a first-order
linear ordinary differential equation (ODE) for the ex-
pectation value of any operator O, which is given by,
d〈O〉/dt = Tr{−i[O,H ]ρ +OLD(ρ)}. In what follows,
we study the thermodynamic (semiclassical) limit where
the number of spins is taken to infinity (N → ∞) and
all correlations between spin and cavity operators are
neglected, i.e., the second-order expectation values like
〈σ−k a†〉 and 〈σzka〉 factorize into products of the first-order
expectation values 〈σ−k 〉〈a†〉 and 〈σzk〉〈a〉. With these ap-
proximations we arrive at the well-known Maxwell-Bloch
equations [30] for the cavity and spin expectation values,
〈a〉, 〈σ−k 〉 and 〈σzk〉, which form a closed set of nonlinear
3equations
a˙ = −(κ+ i∆c)a− i
∑
k
gkσ
−
k + η(t), (3a)
σ˙−k = −(γ⊥ + i∆k)σ−k + igkσzka, (3b)
σ˙zk = −γ‖(1 + σzk) + 2igk(σ−k a† − σ+k a), (3c)
where γ⊥ = γh+2γp and γ‖ = 2γh are the transverse and
longitudinal relaxation rates, respectively. For simplicity
we omit in Eqs. (3a-3c) and everywhere below the an-
gle brackets 〈. . .〉 that indicate expectation values. The
nonlinear nature of Eqs. (3a-3c) notably stems from the
above-mentioned factorization procedure applied to in-
trinsically linear ODEs for the expectation values.
In what follows the main focus of our study will be
the dynamics in systems for which non-radiative pro-
cesses constitute the dominant dephasing mechanism,
i.e., γh  γp and therefore: γ‖  γ⊥. Moreover, we also
assume that the cavity decay rate κ is orders of magni-
tude larger than the longitudinal relaxation rate, so that
the following inequality holds in addition: γ‖  κ. These
two inequalities are very well fulfilled as, e.g., in the re-
cent experiments mentioned in the introduction [31, 32].
For many physical realizations the individual spin cou-
pling strengths gk or/and spin frequencies ωk are not the
same but rather distributed around certain mean val-
ues - an effect commonly referred to as inhomogeneous
broadening of the spin ensemble. As mentioned above,
the thermodynamic limit is justified for a sizeable num-
ber of constituents (spins, qubits etc.) in which case the
distribution of coupling strengths and/or of spin frequen-
cies is a smooth function around the mean value. Such a
phenomenological continuous spectral spin density allows
one to conveniently treat the problem in the framework
of a Volterra equation for the cavity amplitude a [31, 33],
valid in the limit of weak driving signals η, when the so-
called Holstein-Primakoff-approximation holds [34]. The
specific shape of the spin density depends on the physi-
cal system under study and can typically be determined
by a careful comparison with the experiment based on
stationary or dynamical transmission measurements.
Following previous studies [31, 33, 35], we model the
shape of the spin spectral density, ρ(ω) =
∑
k g
2
kδ(ω −
ωk)/Ω
2, by a q-Gaussian distribution which is symmetric
with respect to the mean frequency ωs,
ρ(ω) = B
[
1− (1− q)(ω − ωs)2/∆2
]1/(1−q)
, (4)
where q is the dimensionless shape parameter, 1 < q < 3,
γq = 2∆
√
(2q − 2)/(2q − 2) is the full-width at half max-
imum (FWHM), and B is a normalization constant. Note
that Gaussian and Lorentzian distributions are recovered
for q → 1 and q = 2, respectively. The parameter Ω in-
troduced right before Eq. (4) in the formal expression
for the spectral spin density is the collective coupling
strength of the spin ensemble to the cavity, Ω2 =
∑N
j g
2
j .
It is worth noting that Ω scales with the ensemble size as
√
N so that for large spin ensembles its value can easily
exceed the total decoherence rate of the system giving
rise to the strong-coupling regime (see, e.g., [36, 37] for
nitrogen-vacancy (NV) spin ensembles).
Importantly, in the general case when the initially un-
excited spins are driven away from the south pole of
the Bloch sphere through a sizable driving amplitude η,
the dynamics becomes essentially nonlinear and it is no
longer possible to formulate the problem in the simple
form of a Volterra equation. Neither will it be possible
to solve the problem in the continuous limit. Instead,
similar to previous work [32], we discretize the spec-
tral density by performing the inverse transformation,
gj = Ω
[
ρ(ωj)/
∑M
l=1 ρ(ωl)
]1/2
, where the shape of ρ(ω)
can be determined at the stage of linear dynamics gov-
erned by the Volterra equation. In other words, we make
our problem numerically tractable by dividing the entire
frequency interval into M clusters of equal size, where
each cluster is characterized by the coupling strength gj .
Thus, each gj effectively represents the coupling strength
of a “large” spin residing in the j-th cluster within the fre-
quency subinterval ωj to ωj+∆ωj rather than an individ-
ual coupling strength. Another possible way of mapping
the continuous to the discrete case is to keep both the
(frequency) size of each cluster and the coupling strength
to each spin the same, but filling up each cluster with a
different number of spins distributed in accordance with
the shape of ρ(ω).
If not specified otherwise, our numerical calculations
are performed with a set of parameters typical for the ex-
periments with a λ/2 superconducting microwave copla-
nar waveguide resonator magnetically coupled to a spin
ensemble of negatively charged NV centers in diamond
[31–33]: the cavity decay rate κ/2pi = 0.8 MHz, the cou-
pling strength Ω/2pi = 12 MHz, the transverse spin re-
laxation rate γ⊥/2pi = 250 kHz, the dimensionless q-
Gaussian parameter q = 1.39, and the FWHM of the
q-Gaussian γq/2pi = 9.4 MHz. The mean frequency of
the spectral density, the cavity frequency and the probe
frequency of the driving signal are all taken to be in reso-
nance, ωs = ωc = ωp = 2pi×2.6915 GHz. Next, the value
for the longitudinal relaxation rate, γ‖/2pi = 100 Hz, is
chosen to be much smaller than the transverse one, γ⊥,
but still at least two orders of magnitude larger than that
measured in real experiments with NV centers. This is
done to artificially reduce the integration time in numeri-
cal calculations and, thus, to considerably diminish com-
putational efforts. This trick, however, causes no quali-
tative changes on the resulting scenarios presented below
as the smallest time scale ∼ 1/γ‖ is well separated from
the rest of the time scales.
We assume without loss of generality that the driving
amplitude η(t) is a real function. Taking into account
that the q-Gaussian distribution is symmetric with re-
spect to the mean frequency ωs and that we always oper-
ate on resonance, ωp = ωc = ωs, it can straightforwardly
be proven that the cavity amplitude a(t) is real too.
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FIG. 1. (a,b) Cavity probability amplitude a(t) versus time t
(in units of 1/γ‖) under the action of an external drive with
constant amplitude η/κ = 0.054, 0.11, 0.19, 0.24 (from light
to dark green), which is switched on at t = 0. We present
the numerical results on a linear time scale in (a) and on a
logarithmic time scale in (b) to cover a much longer time inter-
val. (c) Stationary solutions for the cavity amplitude a
2
0 as a
function of the driving amplitude η (log-log scale). Solid and
dashed curves are stable and unstable solutions represented
by a node and a saddle. The two points at which they meet
are saddle-node bifurcations. Hysteresis behavior of a
2
0 under
smooth sweeping of the amplitude η through the critical re-
gion is indicated by two arrows. Green symbols are stationary
solutions to which the system eventually settles for the values
of η from (a,b) [colours of the symbols in (c) correspond to
those of the curves in (a,b)]. η in (a-c) is normalized such
that η = 1 lies exactly at the middle between the upper and
lower saddle-node (SN) bifurcations occurring at, respectively,
η
up
SN = 0.955 and η
down
SN = 1.045 (solid circles).
III. DYNAMICS AND BISTABILITY EFFECT
Typical temporal evolutions for the cavity probabil-
ity amplitude a(t) are shown in Fig. 1(a,b) for the case
when the external constant driving field η is suddenly
switched on at time t = 0, i.e., η(t) = ηΘ(t) with Θ(t)
being the Heaviside step function and η = const. This
choice for such a simple shape of the external drive allows
us to capture all essential features of the dynamics from
the trivial initial state to the final stationary state with
comparatively simple equations. The linear and logarith-
mic time scales in Fig. 1(a,b), respectively, show well-
separated time scales of the resulting dynamics. A fast
time scale, on which Rabi oscillations are clearly resolved,
corresponds to the following inverse rates ∼ 1/κ, 1/γ⊥
[see Fig. 1(a)]. Rabi oscillations are a signature that the
system is in the strong-coupling regime due to the en-
semble’s strong collective coupling to the cavity. The de-
coherence caused mainly by inhomogeneous broadening
of the spin ensemble, finally lets the oscillations disap-
pear, giving rise to a transient steady state regime at
rather long times. It is seen from Fig. 1(a) that the dy-
namics is scalable over both of these time intervals as
the ratio of the cavity amplitude to the amplitude of the
driving signal, a(t)/η, remains practically unaltered even
for moderate values of η (all curves for different values of
η lie on top of each other in this figure). The situation is
different, however, at the longest time scales in the sys-
tem, of the order of ∼ 1/γ‖. As shown in Fig. 1(b), at
such very long times, the value of a(t) starts to deviate
from a transient constant level and finally evolves to its
ultimate stationary state having a strong dependence on
the value of η. We will demonstrate explicitly below that
under certain circumstances the system can evolve into
a final stable state on time scales which are even much
longer than 1/γ‖.
Next, we analyze stationary solutions obtained by set-
ting all time derivatives in Eqs. (3a-3c) to zero so that a
closed nonlinear equation with respect to the stationary
cavity amplitude a0 (indicated by the subscript 0) can
be derived
a0
(
1 +
∑
k
Ck
1 + a20/nk
)
=
η
κ
. (5)
Here Ck and nk are, respectively, the cooperativity pa-
rameter and the photon saturation number for the k-th
spin defined as
Ck =
g2k
γ⊥κ
(
1 + ∆2k/γ
2
⊥
) , nk = γ⊥γ‖
4g2k
(
1 + ∆2k/γ
2
⊥
)
. (6)
The collective system cooperativity can be defined as
C =
∑
k Ck. The z-component of the k-th spin oper-
ator expectation value can then be calculated as follows
σz0k = −
1
1 + a20/nk
. (7)
In Fig. 1(c) all solutions of Eq. (5) for a20 are presented
versus the driving amplitude η for Ω/2pi = 12 MHz. We
choose a value for the collective cooperativity C ≈ 78
which is larger than the threshold value Cth ≈ 42
above which the system always features bistable behavior
within a certain interval of η. The lower or cooperative
branch in Fig. 1(c) is characterized by rather small spin
deviations from the south pole of the Bloch sphere and
the enhanced cooperative emission resulting in low trans-
missions. Indeed, for small enough driving amplitudes η,
the term a20/nk can be neglected in Eqs. (5,7) giving rise
to the pure linear response of the system with σz0k ≈ −1
and a0 ≈ η/[κ(1 + C)], where the stationary amplitude
is diminished by a factor of 1 + C as compared to the
amplitude a0 = η/κ for the empty cavity without spin
ensemble.
As displayed in Fig. 1(c), stationary solutions lying on
the lower branch represented by a node remains stable
when the driving amplitude η is below some critical value
ηdownSN . At this critical value a stable node coalesces with
another point lying on the unstable branch [dashed line
5in Fig. 1(c)] which is a saddle. Thus in dynamical sys-
tem classification we are dealing here with a saddle-node
(SN) bifurcation at η = ηdownSN accompanied by a dis-
continuous transition to the upper branch, which is also
represented by a stable node [38]. If one starts from the
upper branch and the driving amplitude η is decreased,
the system switches back to the lower branch at η = ηupSN
where another SN bifurcation occurs. The upper branch
is characterized by large spin deviations from the south
pole leading to a progressive reduction of the spin-cavity
coupling as η increases. The limiting case of η → ∞ is
readily restored from Eqs. (5,7) and corresponds to the
fully saturated spin ensemble, σz0k = 0, which is effec-
tively decoupled from the cavity with a0 = η/κ.
The bistability region is located between the two crit-
ical points, η = ηupSN and η = η
down
SN , which can be de-
termined from the condition that the derivative dη/da0
vanishes (i.e. da0/dη is infinite - a signature of a first-
order transition),
1
κ
dη
da0
= 1 +
∑
k
Ck
(1 + a20/nk)
(
1− 2a
2
0/nk
1 + a20/nk
)
= 0. (8)
Note that the unstable branch is accompanied by a neg-
ative slope of the driving strength η as a function of the
transmission amplitude a0, dη/da0 < 0, and its two ends
connect the upper and lower branch for which dη/da0 > 0
holds. It is worth noting that Eq. (8) has a solution only
when the cooperativity parameter C is above a certain
threshold value Cth – otherwise the bistability effect does
not occur. In the latter case the system features no phase
transition when starting from the lower branch and in-
creasing η. Rather, the lower and upper branches are
directly connected with each other at the point where
d2a0/dη
2 = 0.
We now explore the onset of bistability for different
shapes of the spectral spin distribution ρ(ω). The results
of the corresponding calculations are displayed in Fig. 2
for a Gaussian, q-Gaussian and a Lorentzian distribution
as a function of the collective coupling strength Ω. (Note
that the value of cooperativity C monotonically grows
with Ω.) One can see from this figure that the onset of
bistability has a general tendency to move towards higher
values of the coupling strength Ω as the distribution be-
comes broader. This can be explained by the fact that
for broader distributions spectrally more distant spins
are effectively less and less coupled to a cavity, and as a
result, larger values for the critical coupling strength are
required to observe the onset of bistability.
Another interesting observation is that critical values
for the driving amplitudes ηSN as well as resulting values
for the cavity amplitudes aSN0 are almost independent of
the shape of the spectral spin distribution at the onset of
bistability (see cusps in Fig. 2(a,b) from which a pair of
curves emanate). This can be intuitively understood as
follows: regardless of the precise shape of ρ(ω) a certain
value of nonlinearity is needed to trigger the instability
mechanism leading to a discontinuous transition. As the
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FIG. 2. Pairs of critical values for the driving amplitudes
ηSN (a) and corresponding cavity amplitudes squared (a
SN
0 )
2
(b) at which SN bifurcations occur for Gaussian, q-Gaussian
and Lorentzian distributions (labeled by G, qG and L in both
panels). Solid circles in (a) are the upper and lower SN bi-
furcations from Fig. 1 and for the q-Gaussian distribution the
same parameters are used as in Fig. 1.
value of nonlinearity is directly related to the collective
characteristic quantity |a0|2, the only crucial issue is at
which critical value for the coupling strength Ω the neces-
sary value for the onset of bistability |aSN0 |2 is achieved.
We also note that, as the coupling strength Ω increases,
the bistability region gets wider in η more rapidly for
narrower shapes of the spectral density.
IV. ADIABATIC ELIMINATION AND
CRITICAL SLOWING-DOWN
To get more detailed insights into the system dynam-
ics, we use the standard procedure of adiabatic elimi-
nation of selected dynamical variables [4, 39, 40]. Tak-
ing into account that γ‖  κ, γ⊥,Ω, we expect that all
long-lived processes occur on time scales of the order of
1/γ‖. Specifically, we adiabatically eliminate the cav-
ity amplitude a and the spin lowering expectation value
σ−k from Eqs. (3a-3c), as these expectation values adia-
batically follow the evolution of the z-component of the
spin operator expectation value σzk at large times when
t  1/κ, 1/γ⊥, 2pi/Ω. We first introduce the dimension-
less time, τ = γ‖t, and rewrite Eqs. (3a-3c) as follows
610-6 10-4 10-2 100 102
t (units of 1/γ)
10-6
10-4
10-2
100
1+
σ
cz
(t)
10-6 10-4 10-2 100 102
t (units of 1/γ)
0
0.01
a
(t)
/η
(a) (b)
FIG. 3. The z-component of the central spin operator ex-
pectation value, σ
z
c (t), [(a) in log-log scale] and the cavity
probability amplitude a(t) [(b) in log-lin scale] versus time t
(in units of 1/γ‖) under the action of an external drive with
constant amplitude, η(t) = ηΘ(t), where Θ(t) is the Heavi-
side step function and η = const. The values for η are chosen
to be the same as those shown by symbols in Fig. 1(c). Solid
lines: full numerical solutions. Dashed lines: numerical solu-
tion of Eqs. (10, 11) obtained under adiabatic elimination of
σ
−
k (t) and a(t).
γ‖
κ
da
dτ
= −a− 1
2κ
∑
k
gkσ
y
k +
η
κ
, (9a)
γ‖
γ⊥
dσxk
dτ
= −σxk −
∆k
γ⊥
σyk , (9b)
γ‖
γ⊥
dσyk
dτ
=
∆k
γ⊥
σxk − σyk −
2gk
γ⊥
σzka, (9c)
dσzk
dτ
= −(1 + σzk) +
2gk
γ‖
σyka, (9d)
where σ−k = (σ
x
k − iσyk)/2. Note that in Eq. (9a) we have
used the fact that the x-component of the collective spin,
Jx =
∑
k gkσ
x
k/2, vanishes since spectral densities under
consideration are always symmetric with respect to the
central spin frequency ωs and ωc = ωs.
Next, from the inequalities, γ‖/κ 1 and γ‖/γ⊥  1,
we infer that the time derivatives of the variables to be
eliminated, dσ−k /dτ and da/dτ , give negligibly small con-
tributions at large times with respect to the terms staying
on the right-hand side of Eqs. (9a-9c). Straightforward
calculations then yield the following reduced equations
for σzk and a:
dσzk
dτ
= −(1 + σzk)−
η2
κ2
σzk
nk (1−
∑
l Clσ
z
l )
2 , (10)
a =
η
κ (1−∑l Clσzl ) , (11)
where the cooperativity parameter Cl and the photon
saturation number nl for the l-th spin are given by
Eq. (6). Note that further simplification of these equa-
tions without any additional assumptions regarding the
shape of inhomogeneous broadening turns out to be diffi-
cult. In particular, we could not derive a closed equation
with respect to the cavity amplitude a.
As can be deduced from the derivation of the adiabatic
elimination, the above equations are of restricted validity
in the sense that they can not capture the effect of initial
coherent energy exchange (Rabi oscillations) between the
cavity and the spin ensemble, but will instead describe
the evolution at large times only. Indeed, the cavity am-
plitude a is enslaved to σzk through Eq. (11): at every
instant of (slow) time the value of a is entirely deter-
mined by the spin components σzk, which are given by the
closed set of Eqs. (10). Note also that solving the equa-
tions after adiabatic elimination in general needs special
caution in the choice of system parameters and the time
step of numerical integration: There is a number of addi-
tional requirements to be simultaneously fulfilled for the
global validity of the adiabatic approximation, besides a
well-defined time scale separation (such as the magnitude
of all parameters, of the physical variables, and of their
fluctuations, see [39] for details).
In Fig. 3, the results of the calculations under adia-
batic elimination are compared with those obtained in
the framework of the full Maxwell-Bloch equations (3a-
3c). In the former case Eqs. (10) for σzk are numerically
solved with initial conditions σzk = −1 (spin ensemble
is in the ground state) and a is correspondingly found
from Eq. (11) (enslaved variable). Thus, after perform-
ing the adiabatic elimination all details about initial cav-
ity population and its subsequent transient dynamics are
completely washed out. It is seen from Fig. 3 that the
adiabatic elimination indeed is a very reasonable approx-
imation for the system’s evolution at large times after the
transient oscillatory behavior disappears.
Although a varies slowly in time and the derivative
da/dτ was omitted in Eq. (9a) owing to the small pref-
actor as mentioned above, we can still capture this slow
variation of the cavity amplitude a by differentiating the
reduced Eq. (11) with respect to slow time τ . We finally
arrive at the most general expression for da/dτ
da
dτ
=
κa2
η
∑
l
Cl
dσzl
dτ
, (12)
where dσzl /dτ is determined by Eq. (10).
If we now assume that all spins are in resonance, ∆k =
0 and σzl = σ
z, Eq. (12) can be drastically simplified so
that we obtain a single ODE for the cavity amplitude
[32]:
da
dτ
= a− κ
η
(1 + C)a2 +
4κC
Nγ‖
a3 − 4κ
2C
Nγ‖η
a4, (13)
where C = g2N/(γ⊥κ) stands for the collective sys-
tem cooperativity. Thus a polynomial structure of this
ODE with respect to a in the absence of inhomogeneous
broadening acquires a more complex form than the sim-
plest normal form of a differential equation exhibiting
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FIG. 4. Long transient quench dynamics in the vicinity of
the upper (a), (b) and lower (c), (d) SN bifurcations shown
in Fig. 1. Cavity probability amplitude squared a
2
(t) [left
panels] and the z component of the central spin operator ex-
pectation value, σ
z
c (t) [right panels], versus time t (in units
of 1/γ‖) under the action of an external drive with constant
amplitude, η(t) = ηΘ(t), where Θ(t) is the Heaviside step
function and η = const. The values for η are chosen slightly
below (above) the upper (lower) SN bifurcation. As an initial
condition a stationary solution on the upper branch [(a), (b)]
or the lower branch [(c), (d)] is chosen, which lies far away
from the critical region. The closer the value of η to the corre-
sponding critical value η
up
SN or η
down
SN , the longer the transient
time (transient time increases from light to dark curves in all
panels). Gray regions designate a gap in values of |a0|2, where
no stable stationary solution exists (see Fig. 1).
a saddle-node (SN) bifurcation [41, 42]. Note that ex-
actly at the SN bifurcation two stationary solutions (one
stable and one unstable fixed point) coalesce with each
other being solutions of the nonlinear algebraic equation,
x˙ = f(x) = 0 (the dot stands for the time derivative).
When slightly detuning the control parameter from the
threshold for the SN bifurcation to the side where the
above mentioned equation has no solutions, the value of
x˙ may be arbitrary small. As a result, the system passes
very slowly through the region in phase space (x, x˙) near
the SN bifurcation. In the literature this phenomenon is
often referred to as a saddle-node “ghost” [42] since the
phase trajectories are considerably delayed in their flow
by the SN bifurcation before they eventually reach a cor-
responding stable solution (the so-called critical slowing-
down effect). Moreover a set of trajectories exhibits a dip
close to the SN bifurcation so that the formed structure
in phase space is reminiscent of a “bottleneck” into which
they are funneled.
Based on this simple case, we conjecture that such phe-
nomena as the saddle-node ghost and the critical slowing-
down effect can also show up for the case with inhomo-
geneous broadening governed by the full Maxwell-Bloch
equations (3a-3c) or their reduced version after adiabatic
elimination [see Eqs. (10-11)], despite the fact that one
cannot derive a single differential equation of polynomial
form for the cavity amplitude a. In Fig. 4 we present one
specific example of such effects, i.e., the quench dynam-
ics in the vicinity of the upper and lower SN bifurcations
from Fig. 1. Specifically, we take as initial conditions for
a and σzk the stationary solution located on the upper
branch at a certain value for the driving amplitude η,
which is substantially larger than the critical value ηupSN
at which the upper SN bifurcation occurs. Next, the sys-
tem is quenched below the upper SN by suddenly chang-
ing η to the values which lie slightly below ηupSN . A similar
test is also repeated for the lower SN bifurcation but now
we start from a stationary solution on the lower branch
and abruptly change η to the values slightly above ηdownSN .
In both cases we observe a very pronounced bottleneck
structure developing over time scales much longer than
the slowest time scale in our system, 1/γ‖. This behavior
is indicative of the aforementioned critical slowing-down
phenomenon in systems exhibiting saddle-node bifurca-
tions [43–45].
In order to further characterize the slowing-down dy-
namics, we plot in Fig. 5(a, c) several phase trajecto-
ries. The closer the driving amplitude η is to the crit-
ical value at which the upper or lower SN bifurcation
occurs, the more and more time our system spends near
a narrow slowing-down region in phase space [gray ar-
eas in Fig. 5(a,c)], where da2/dt drops to very small val-
ues (see a distinct dip structure in the shape of phase
trajectories). At the critical point a stable node and a
saddle collide with each other resulting in the divergence
of time T , which is the time a phase trajectory spends
in the slowing-down region displayed by gray areas in
Fig. 5(a,c). Such a singular behavior is explained by a
vanishing “velocity” da2/dt exactly at the SN bifurca-
tion. We found that this divergence has an algebraic
nature, by fitting the calculated values for T to the func-
tion T = T0+β |η−ηc|−α, where ηc = ηupSN or ηc = ηdownSN
for the upper or lower SN bifurcation, respectively [see
Fig. 5(b, d)].
It turns out that in both cases the exponent α only
slightly exceeds the well-known square-root scaling law,
α = 0.5, for the simplest normal form of a non-degenerate
SN bifurcation, dx/dt = r+x2, where x ∈ Re and r ≤ 0 is
the bifurcation parameter [43]. Such scaling similarities
can be traced back to very generic features of continu-
ous phase transitions at which a system becomes scale-
invariant and is characterized by an infinite correlation
length and time. Specifically, both correlation length and
time demonstrate power law divergence upon changing
the external parameter in the vicinity of the phase tran-
sition [46]. Moreover, a set of critical exponents can be
the same for a certain class of phase transitions which
share the same symmetries and dimensionality. This phe-
nomenon referred to as “universality” [46] can be under-
stood by divergent correlations at the phase transition
giving rise to smearing out of the system’s complexity
nearby it. Therefore, a very complex system can respond
similarly as a very simple one provided that both are suf-
ficiently close to the phase transition - a scenario which
810-4 10-3 10-2
a
2(t)
10-8
10-6
10-4
10-2
da
2 (t
)/d
t
-5 -4.5 -4 -3.5 -3
log10(|η−ηc|)
1.5
2
2.5
lo
g 1
0(T
-T
0)
10-6
10-4
10-2
da
2 (t
)/d
t
1.5
2
2.5
lo
g 1
0(T
-T
0)
(a) (b)
(c) (d)
FIG. 5. Phase portraits and scalings for the quench dy-
namics near SN bifurcations. (a) Phase trajectories in the
(da
2
(t)/dt, a
2
(t)) plane (log-log scale) for an initial condi-
tion chosen as a stationary state lying on the upper branch
of the S-shaped bistability curve in Fig. 1(c). The driving
value η is then abruptly decreased to a value located slightly
below the one at which the upper SN bifurcation occurs,
ηc ≡ ηupSN = 0.955 (in the normalization of Fig. 1). For the
purpose of demonstration a few values in the proximity of the
bifurcation point are taken. (b) The time, T−T0 (measured in
units of 1/γ‖), needed to pass the slowing-down region [gray
area in (a)] versus log10(|η − ηc|) is displayed by empty sym-
bols. Dashed curve: the algebraic fit, T − T0 = β |η − ηc|−α,
with the exponent α = 0.53, T0 = −6.25 and β = 1.16. (c),
(d) Corresponding vizualisations of the quench dynamics near
the lower SN bifurcation at ηc ≡ ηdownSN = 1.045. A stationary
solution located at the lower branch is now used as an initial
condition and η is increased to a value located slightly above
this bifurcation point. Dashed curve: the same algebraic fit as
above with the exponent α = 0.52, T0 = −74.7 and β = 2.54.
Arrows in (a), (c) indicate the system’s evolution during the
course of time. The darker a curve’s color in (a), (c), the
closer the value of η to the corresponding critical value η
up
SN
or η
down
SN .
is realized in our case as well.
V. ASYMPTOTIC DECAY
Regardless of the amount of time that should elapse to
escape from the slowing-down region [see, e.g., long tran-
sient plateaux in Fig. 4 and gray areas in Figs. 5(a), (c)],
a phase trajectory ultimately passes through this region.
Finally, our system evolves towards a single possible sta-
ble state at the corresponding value of η chosen during
the quench procedure, see very left and right parts of
Fig. 5(a) and (c). (Recall that the values of driving am-
plitude η lie slightly below the critical value for the upper
SN bifurcation, η < ηupSN , and slightly above the one for
the lower SN bifurcation, η > ηdownSN .) In both cases the
stable solution is represented by a stable node.
When approaching this final stable state, the dynam-
ics again significantly slows down as da2/dt gets smaller
and smaller during the course of time [see very left and
right parts of Fig. 5(a), (c), respectively]. We now aim
at finding the decay rate ζ of this asymptotic dynamics
by a linear stability analysis around the stationary state
for which all previous transient evolutions are irrelevant.
Specifically, we slightly perturb the stationary states by
writing
a = a0 + δa(t), σ
±
k = σ
−0
k + δσ
−
k (t), (14)
σzk = σ
z0
k + δσ
z
k(t),
where a0, σ
−0
k and σ
z0
k are stationary solutions given
by Eqs. (5,7) and δa(t), δσ−k (t), δσ
z
k(t) ∼ e−ζt de-
scribe small perturbations around them. By substitut-
ing Eq. (14) into the dynamical equations (3a-3c) and
neglecting the terms higher than first order, we end up
after some algebra with the following charactersitic equa-
tion with respect to the decay rate ζ
ζ − κ− (15)
∑
k
g2kσ
z0
k (ζ − γ‖ + 4κ|a0|2Ck)(ζ − γ⊥)
((ζ − γ⊥)2 + ∆2k)(ζ − γ‖) + 4g2k|a0|2(ζ − γ⊥)
= 0,
where we use the same notations as before.
We solve this equation numerically using a standard
Newton-Raphson method and present the results for the
lowest positive value of ζ for different values of the cou-
pling strengths Ω in Fig. 6. While nonlinear equations
typically give rise to multiple solutions for ζ, here the
contributions from all values of ζ exponentially fade out
as e−ζt and the one with the smallest value will eventu-
ally survive in the asymptotic limit (t→∞).
As seen from Fig. 6(b), the calculated curves for the de-
cay rate ζ demonstrate a pronounced dip structure, which
becomes steeper and steeper as one approaches the onset
value for the SN bifurcation, Ωth/2pi = 8.86 MHz which
corresponds to the collective cooperativity Cth ≈ 42
(see three sets of curves in Fig. 6 for Ω/2pi = 7, 8 and
8.84 MHz). Note, that in the whole range of η dis-
played in Fig. 6(b) the values for the decay rate ζ are
smaller than the slowest longitudinal relaxation rate γ‖
(ζ/γ‖ < 1 in this figure). Remarkably, the minimal value
of ζ vanishes precisely at the SN bifurcation, resulting in
the divergence of the corresponding time scale 1/ζ. As
previously discussed, for even larger coupling strength
(Ω/2pi > 8.86 MHz) a pair of SN bifurcations occurs, giv-
ing rise to two separate curves for the values of ζ (see the
disconnected curves for Ω/2pi = 12 MHz in Fig. 6). Each
of the two different values for ζ in the bistability region
stands for the decay rate with which a system exponen-
tially decays in the limit of t→∞ to the corresponding
stable stationary state lying either on the upper or on
the lower branch. At both SN bifurcations 1/ζ diverges
as in the aforementioned case of a single SN bifurcation.
We can now establish an interesting connection of the
slow asymptotic dynamics explored above, which has
an entirely classical nature, with the behavior in open
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FIG. 6. Upper panel (a): Stationary solutions for the cavity
amplitude a
2
0 versus driving amplitude η for different values
of the coupling strength, Ω/2pi = 7, 8, 8.84, 12 MHz (curves
from left to right). The very right curve coincides with the
one depicted in Fig. 1(c). Lower panel (b): The decay rate ζ
(in units of γ‖) towards the corresponding stationary states
displayed in the upper panel (see Eq. (15)). Symbols on the
lower panel are minima of ζ connected with the corresponding
stationary states (symbols on the upper panel) by dashed lines.
η is normalized as in Fig. 1.
quantum systems exhibiting dissipative phase transitions
[22, 47]. In quantum systems with a Markovian bath the
dynamics is governed by a Lindblad master equation for
the system’s density matrix, which can be formulated
in terms of a Liouvillian superoperator. The properties
of its eigenvalue spectrum determine the resulting dy-
namics. Note that eigenvalues of the Liouvillian super-
matrix are complex-valued among which a zero eigen-
value is always present. A usually non-degenerate state
which belongs to this zero eigenvalue is associated with
the unique quantum stationary state. It turns out that
in different quantum systems, e.g., in a single-mode cav-
ity with a Kerr optical nonlinearity driven by a laser,
the next eigenvalue with the smallest imaginary part can
come very close to zero in a certain range of control pa-
rameters, whereas its real part is identically zero therein
[14, 15]. In this case the imaginary part of this eigen-
value represents the asymptotic relaxation rate to the
quantum stationary state whose value might be much
smaller than all other relaxation rates in the system -
a phenomenon which is often referred to as a closure of
the Liouvillian gap [14–16, 18, 21]. The structure of the
Liouvillian gap closure as a function of the control pa-
rameter η is reminiscent of the parameter dependence of
the slowest decay rate ζ for the coupling strengths Ω be-
low the onset of the SN bifurcation [see three shapes of
ζ for Ω/2pi = 7, 8, 8.84, 12 MHz in Fig. 6(b)] suggesting
an interesting semiclassical-to-quantum similarity.
VI. CONCLUSIONS
We have theoretically studied driven dissipative non-
linear dynamics and phase transitions for a single cav-
ity mode interacting with an inhomogeneously broad-
ened spin ensemble. We considered the thermodynamic
limit treating the problem in the framework of Maxwell-
Bloch equations assuming different shapes for the spec-
tral spin density. Our main focus was concentrated on
spin-cavity systems where the cavity decay rate and the
non-radiative dephasing of individual spins are much
larger than their radiative decay. We analyzed in detail
the onset of bistability for different shapes of the spec-
tral spin density and found bistability to always arise
provided that the collective coupling strength is above a
certain value. The dynamics under the action of a con-
stant drive that is suddenly switched on turned out to be
linear (and therefore scalable) on time scales featuring
damped Rabi oscillations followed by a transient station-
ary state even for moderate amplitudes of the driving
signal. In contrast, at times which are of the order of the
slowest time scale proportional to the inverse of the ra-
diative dephasing rate, the dynamics is nonlinear being
perfectly captured by a much simpler set of equations
obtained under adiabatic elimination of the cavity am-
plitude. In this long-time regime the spin ensemble is
dephased and it progressively saturates with time such
that after some transient the system evolves to its ulti-
mate stationary state that strongly depends on the value
of the driving amplitude.
We then explored in detail the effect of a critical
slowing-down of the cavity population near two phase
transitions represented by saddle-node bifurcations. This
effect is characterized by a power law divergence of the
transient time when the value of the driving amplitude
approaches the critical one at which the phase transition
occurs. We also calculated the smallest exponent of the
asymptotic behavior of the system as it settles to the up-
per or lower stationary states. Their values turned out
to be substantially smaller than the radiative dephas-
ing rate of the individual spins in a noticeable interval
of driving amplitudes exhibiting a minimum value that
vanishes exactly at the dissipative phase transitions.
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