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Bravais lattices are the most fundamental building blocks of crystallography. They are classified
into groups according to their translational, rotational, and inversion symmetries. In computational
analysis of Bravais lattices, fulfilment of symmetry conditions is usually determined by analysis of
the metric tensor, using either a numerical tolerance to produce a binary (i.e. yes or no) classification,
or a distance function which quantifies the deviation from an ideal lattice type. The metric tensor,
though, is not scale-invariant, which complicates the choice of threshold and the interpretation of
the distance function. Here, we quantify the distance of a lattice from a target Bravais class using
strain. For an arbitrary lattice, we find the minimum-strain transformation needed to fulfil the
symmetry conditions of a desired Bravais lattice type; the norm of the strain tensor is used to
quantify the degree of symmetry breaking. The resulting distance is invariant to scale and rotation,
and is a physically intuitive quantity. By symmetrizing to all Bravais classes, each lattice can be
placed in a 14 dimensional space, which we use to create a map of the space of Bravais lattices
and the transformation paths between them. A software implementation is available online under a
permissive license.
I. INTRODUCTION
Many properties of a crystalline material are governed
by the geometry of its Bravais lattice, and changes in
the Bravais lattice, both static and dynamic. For exam-
ple, modification of the Bravais geometry by the imposi-
tion of hydrostatic and/or shear strains forms the basis
of elastic strain engineering1, a field whose successes in-
clude improved photoluminescence and electronic spectra
in semiconductors2–4, vibrational properties in microme-
chanical oscillators5, and magnetic properties in multi-
ferroics6. Alternatively, the design of materials which
can sustain repeated cyclic changes in the Bravais lattice
geometry is the fundamental aim of shape memory alloy
research7–9.
In addition to the practical consequences for materials
engineering, there is a fundamental theoretical interest in
the classification of Bravais lattices. This has motivated
the development of many algorithms for lattice analysis.
A traditional lattice analysis method is straightforward
to describe:
1. Find a canonical description of the lattice.
2. Classify the lattice according to the symmetries of
its cell parameters.
The most commonly used canonical description is the
Niggli-reduced10,11 form of the lattice, which is defined
using the metric tensor. For a unit cell with lattice vec-
tors ~a, ~b, and ~c, the metric tensor is given by
G =
g11 g12 g13g12 g22 g23
g13 g23 g33
 =
~a · ~a ~a ·~b ~a · ~c~a ·~b ~b ·~b ~b · ~c
~a · ~c ~b · ~c ~c · ~c
 (1)
Niggli reduction specifies a set of constraints which the
metric tensor must satisfy. After reduction, the Bravais
class of a lattice can be determined by inspecting the
elements of its metric tensor. For example, the Niggli-
reduced form of the primitive cubic lattice is the same as
the conventional setting, where the metric tensor satisfies
g11 = g22 = g33 (2a)
g23 = g13 = g12 = 0 (2b)
Similar conditions can be specified for each of the Bra-
vais lattice types. Whilst constraints of this form provide
a clean theoretical description of Bravais classification,
practical classification is complicated by the presence of
noise. Lattice parameters which have been determined
by experiment are subject to measurement errors, and
even lattice parameters obtained from computer simula-
tions are subject to numerical errors resulting from the
use of floating-point arithmetic. Both of these sources of
error mean that symmetry conditions are rarely fulfilled
exactly.
Noise is treated in one of two ways, using either a tol-
erance parameter or a distance calculation. A tolerance
parameter, , is used to permit approximate, rather than
exact, fulfilment of symmetry conditions. In this case,
the cubic symmetry conditions in Equation (2) are re-
laxed:
|g11 − g22| ≤  |g11 − g33| ≤  |g22 − g33| ≤  (3a)
|g23| ≤  |g13| ≤  |g12| ≤  (3b)
The tolerance parameter effectively defines a boundary
between symmetry classes. Exactly where this boundary
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2should lie is decided by the user, but involves a degree of
arbitrariness: given a sufficiently large number of struc-
tures, there will be lattices on either side of any bound-
ary, whose classification is dependent on the exact choice
of threshold. This use of a tolerance parameter is the
approach used by Grosse-Kunstleve12 and in the lattice
determination component of the Spglib13 space group
classification library.
To overcome the need for an a priori selection of a
tolerance parameter, a distance can be calculated, which
effectively measures the degree of constraint violation:
d (GM ) = |g11 − g22|+ |g11 − g33|+ |g22 − g33| (4a)
+ |g23|+ |g13|+ |g12| (4b)
By measuring the distances from each Bravais class, the
choice of distance threshold can be made a posteriori,
and informed by the available options. A variety of dis-
tance functions on the metric tensor have been used in
the literature14–17.
The commonality of existing methods is the use of the
metric tensor. Whilst the metric tensor is a rotationally
invariant description of a lattice basis, it is not invariant
to scale, which complicates the choice of threshold and
the interpretation of the distance function.
In this work we determine the distance of a lattice from
a chosen Bravais type using strain. The problem we aim
to solve is the following: given an observed lattice which
we which to symmetrize, find the closest lattice in the
target Bravais class. The distance is determined by the
minimum strain needed to elastically deform a lattice
such that the symmetry conditions of the target Bravais
class are satisfied. Strain has the advantage of being a
rotationally invariant and physically intuitive quantity,
and can be easily made scale-invariant. Furthermore,
since the transformation between any two lattices is a lin-
ear map, strain also represents the most natural distance
measure on lattices. In addition to lattice classification,
the other immediate application of this work is simply to
symmetrize a lattice in well-defined manner.
The rest of this article is structured as follows: we
define a similarity measure for fixed Bravais lattices using
the strain tensor in section II. We extend this to variable
lattices in section III, which enables us to find minimum-
strain symmetrizations. The symmetrization method is
illustrated in section IV, and we use it to present a map
of the Bravais lattices in section V. Concluding remarks
are given in section VI.
II. QUANTIFICATION OF LATTICE
SIMILARITY
The symmetrization procedure we develop in this work
is based on quantification of the deformation from one
lattice to another. In this section we describe the neces-
sary deformation theory, which is a cornerstone of con-
tinuum mechanics.
A. Lattice Basis Comparison
A Bravais lattice, ΛA, is described by a lattice basis,
A ∈ R3×3, which consists of three lattice vectors, de-
scribed by the columns of A. The lattice points lie at all
integer combinations of the lattice basis vectors, that is,
a lattice point ~p satisfies ~p = A~h where ~h ∈ Z3. Here we
wish to compare two lattices geometrically.
Let ΛA and ΛB be Bravais lattices, with lattice bases
A ∈ R3×3 and B ∈ R3×3. We will compare the bases
by quantifying the minimum deformation necessary to
map one basis onto the other. There is a linear map,
F ∈ R3×3, also called the deformation gradient, which
exactly transforms B into A:
A = FB (5)
We can remove the rotational dependence of F with the
use of a polar decomposition:
U =
√
FTF (6)
Here U is a symmetric matrix containing pure stretches
only, known as the right stretch tensor. The Doyle-
Ericksen strain tensors18 (or sometimes, the Seth-Hill
strain tensors19,20) are a generalized class of strain ten-
sors of the form
E =
1
m
(Um − I) =
11 12 1312 22 23
13 23 33
 (7)
where m typically takes an integer value. In this work we
choose m = 1, in which case E is the Biot strain tensor.
Combining Equations (5)-(7), we define a distance
function which quantifies the strain tensor norm:
d (A,B) = ||E||F =
∣∣∣∣∣∣√B−TATAB−1 − I∣∣∣∣∣∣
F
(8)
where ||X||F =
√∑
i,j
X2ij is the Frobenius norm.
The distance function is invariant to orthogonal trans-
formations of A and B (trivially for A, and by the spec-
tral theorem for B). To provide some intuition for the
distance function, we can express it in terms of the prin-
cipal stretches, νi, of F:
d (A,B) =
√
(ν1 − 1)2 + (ν2 − 1)2 + (ν3 − 1)2 (9)
The principal stretches are equal to the eigenvalues of
U, and the distance is equal to the norm of the prin-
cipal strains. Alternatively, we can use the relationship
between the polar decomposition and the singular value
decomposition (SVD) to express the distance function in
terms of the singular values, σi, of F:
d (A,B) =
√
(σ1 − 1)2 + (σ2 − 1)2 + (σ3 − 1)2 (10)
The principal stretches and singular values are in fact
identical and differ only in their origin and interpretation;
3ΛA ΛB Best rigid match
FIG. 1. (Left) Target lattice, ΛA. The lattice can be de-
scribed by an infinite number of bases, which differ by a uni-
modular matrix, L. Three such lattice bases, AL1, AL2,
and AL3, are shown in orange, green, and red. (Centre) A
lattice, ΛB , whose distance from ΛA we wish to determine.
A single basis, B, is shown. (Right) The correspondence
AL1 = FB has the lowest associated strain. Shown here is
the best rigid match (prior to the stretch operation).
the former formulation is from continuum mechanics and
has a physical meaning, the latter is a more general for-
mulation from linear algebra which we use in this work.
The distance function shown here is described in fur-
ther detail by Koumatos and Muehlemann21, who also
discuss different choices of m.
B. Lattice Correspondences
The similarity function, d, compares two lattices bases.
However, every lattice is generated by an infinite num-
ber of bases. Any two bases, A and A′, which gen-
erate the same lattice ΛA are related by A
′ = AL,
where L ∈ SL±3 (Z) is a is a unimodular matrix, that
is L ∈ Z3×3 where det (L) = ±1. We call L the corre-
spondence matrix.
In order to compare two lattices, rather than specific
lattice bases, we optimize the function:
min
L∈SL3(Z)
d (AL,B) (11)
which compares all possible bases of the first lattice
against a single basis of the second, and in doing so finds
the optimal lattice correspondence. This process is il-
lustrated in Figure 1. For any two lattices ΛA and ΛB ,
it is easily shown that the minimum distance shown in
Equation (11) is invariant to the choice of lattice bases.
An efficient algorithm for determining the optimal lat-
tice correspondence is described by Chen et al.22. Their
algorithm proceeds by bounding the maximum norm of
the optimal correspondence matrix, and testing all corre-
spondences that lie within that sphere. We refer to their
paper for further details, as it applies to correspondences
between fixed lattices only.
Parameters: B ∈ R3 (P1)
Variables: Z ∈ R3 (P2)
G ∈ R3 G = GT (P3)
Minimize: 3 + Tr
(
B−TGB−1
)− 2 Tr (ZB−1) (P4)
Subject to:
[
I Z
ZT G
]
 0 (P5)
TABLE I. Semidefinite program to calculate the minimum-
strain symmetrization of a lattice basis, B. Here, Z is a
lattice basis matrix whose geometry respects the symmetry
conditions of the target Bravais type. The symmetry condi-
tions are enforced using additional linear constraints on the
Gramian matrix, G.
III. QUANTIFICATION OF SYMMETRY
BREAKING
In this section we extend the concept of the distance
function for fixed lattices to variable lattices, and demon-
strate its application to the symmetrization of Bravais
lattices. After describing a function for quantification of
symmetry breaking, we analyze some properties of the
function, and provide some visual examples.
A. Variable Lattice Bases
The distance function in Equation (8) compares two
lattices with fixed parameters. In order to quantify sym-
metry breaking, we introduce lattices with variable lat-
tice parameters. As stated above, the problem we aim to
solve is the following: given an observed lattice which we
which to symmetrize, find the closest lattice in the target
Bravais class. We will first consider this problem for a
fixed correspondence.
Let B ∈ R3×3 be a lattice basis which we wish to
symmetrize, and let Z ∈ R3×3 be a variable lattice basis.
The symmetrized basis is found by solving the problem
Z∗ = argmin
Z∈R3×3
dB (Z,B) (12)
Here, dB denotes the distance function in Equation (8)
subject to geometric constraints on Z which enforce the
symmetry conditions of a chosen Bravais lattice type (B)
(described below).
We can rearrange the distance function in terms of the
Frobenius and nuclear norms of ZB−1. For a matrix
X ∈ R3×3 with singular values [σ1, σ2, σ3], the Frobenius
norm is ||X||F =
√
σ21 + σ
2
2 + σ
2
3 and the nuclear norm
is ||X||∗ = σ1 + σ2 + σ3. The distance function is then
d (Z,B) =
√
3 + ||ZB−1||2F − 2 ||ZB−1||∗ (13)
Let G = ZTZ be the Gramian23 matrix of Z. Then,
Tr
(
B−TGB−1
)
=
∣∣∣∣ZB−1∣∣∣∣2
F
. Using the Gramian form,
4Primitive cubic Primitive orthorhombic
G11 = G22 = G33
G12 = G13 = G23 = 0
G12 = G13 = G23 = 0
Body-centred cubic Body-centred orthorhombic
G11 = G22 = G33
G12 = G13 = G23 = − 13G11
G11 = G22 = G33
G12 +G13 +G23 = −G11
Face-centred cubic Base-centred orthorhombic
G11 = G22 = G33
G12 = G13 = G23 =
1
2
G11
G11 = G22
G13 = G23 = 0
Primitive hexagonal Face-centred orthorhombic
G11 = G22
G13 = G23 = 0
G12 =
1
2
G11
G11 = G12 +G13
G22 = G12 +G23
G33 = G13 +G23
Primitive rhombohedral Primitive monoclinic
G11 = G22 = G33
G12 = G13 = G23
G12 = G23 = 0
Primitive tetragonal Base-centred monoclinic
G11 = G22
G12 = G13 = G23 = 0
G11 = G22
G13 = G23 = 0
Body-centred tetragonal Primitive triclinic
G11 = G22 = G33
G12 +G13 +G23 = −G11
G13 = G23
FIG. 2. Linear constraints on the Gramian matrices for each of the fourteen three-dimensional Bravais lattices. The constraints
are constructed such that the symmetry conditions of the Bravais lattice are respected. The triclinic lattice type does not have
any constraints on the form of the Gramian; all lattices are trivially triclinic, since there are no symmetry conditions to satisfy.
the minimization problem in Equation (12) can be ex-
pressed as a semidefinite program (SDP). Semidefinite
programming is a form of convex optimization which gen-
eralizes linear programming24; in addition to a linear ob-
jective and linear constraints, a SDP permits positive
semidefiniteness constraints on matrix variables.
Table I shows a SDP for solving Equation (12). The in-
put parameter is the lattice basis we wish to symmetrize
(P1). The matrix variables are the variable lattice ba-
sis (P2) and the Gramian matrix (P3). The objective
5Algorithm 1 A steepest-descent algorithm for finding
the optimal lattice correspondence.
1: procedure Symmetrize(B, B, L)
2: d∗ =∞ . Optimal distance
3: L∗ = I . Optimal correspondence
4: visited := ∅ . ‘Visited’ correspondences
5: found := True
6: while found do
7: found := False
8: Lc = L
∗
9: for L ∈ L do
10: if LcL /∈ visited then
11: Z∗ := argminZ∈R3×3 dB (ZLcL,B)
12: if dB (Z
∗LcL,B) < d∗ then
13: d∗ := dB (Z∗LcL,B)
14: L∗ := LcL
15: found := True
16: end if
17: end if
18: visited := visited ∪{LcL}
19: end for
20: end while
21: return {d∗,L∗}
22: end procedure
is to minimize the square of the distance function (P4).
By the Schur complement condition for positive semi-
definiteness25,26, the linear matrix inequality in (P5) en-
forces the condition G − ZTZ  0 (where the relation
X  0 means X is positive semidefinite). At the opti-
mum value of Z this inequality is tight, i.e G = ZTZ. In
addition to the constraint (P5), we impose a set of linear
constraints on G in order to control the geometry of Z
and thereby enforce the symmetry conditions of a chosen
Bravais lattice type. The constraints for each Bravais
type are shown in Figure 2.
The SDP shown above finds a symmetrized basis, Z∗,
by simultaneously finding the lattice parameters and the
lattice rotation. This solution is the closest lattice ba-
sis to B under the defined distance function. The basis
respects the specified symmetry constraints, and repre-
sents the minimum-strain symmetrization of the basis B.
The resulting distance quantifies the symmetry breaking
of the target Bravais type.
B. Lattice Correspondence Search
By formulating the distance function as a SDP, we have
shown that the distance function is convex for a fixed lat-
tice correspondence. In order to find the minimum-strain
solution, however, we need to optimize over all lattice cor-
respondences, of which there are an infinite number. For
fixed lattices, the optimal correspondence can be found
efficiently, owing to the existence of an upper bound on
the norm of the optimal correspondence matrix22. For
variable lattices no such bound is known. Instead, we use
FIG. 3. Voronoi cells (Wigner-Seitz cells) in a 2D oblique
lattice. Voronoi-relevant vectors are those which pass through
a Voronoi face to an adjacent lattice point; they constitute a
subset of the red lattice points, which are combinations of
{−1, 0, 1} of the MR basis vectors.
a steepest descent search over lattice correspondences.
Starting from a good candidate correspondence, we
search the surrounding correspondences, iteratively, un-
til no better solution can be found. For the initial
‘good candidate’ correspondence, we use a right-handed
Minkowski-reduced27 (MR) basis of the ΛB . A MR basis
is a lattice basis whose lattice vectors are the shortest
possible. It can be computed efficiently28.
We define the neighbourhood of a correspondence as
all unimodular matrices with positive determinant and
whose elements have magnitude at most 1:
L = {L ∈ SL+3 (Z) | −1 ≤ lij ≤ 1 ∀i, j} (14)
The steepest-descent approach is shown in Algo-
rithm 1. The inputs to the algorithm are: a MR-basis
(B) of the lattice we wish to symmetrize, the target Bra-
vais type (B), and the correspondence neighbourhood
(L). The algorithm keeps track of the minimum dis-
tance (line 2) and the optimal correspondence (line 3),
and maintains a set of visited correspondences (line 4)
i.e. correspondences which have been tested. In each it-
eration (line 6) the search tests all correspondences in
the neighbourhood of the current best solution (line 9).
Each time a correspondence is tested (line 12), the best
solution (lines 13-14) are updated as needed. Here dB
denotes the distance function with the appropriate lin-
ear constraints on G for a chosen Bravais type, B. The
algorithm iteratively tests the neighbourhood of the cur-
rent best solution until no better solution can be found.
The neighbourhood we define in Equation 14 is moti-
vated by the need for a distance function which is contin-
uous in the presence of a continuous lattice deformation.
The distance function is continuous if we consider, at a
minimum, all lattice bases consisting of Voronoi-relevant
vectors29. Voronoi-relevant vectors are illustrated in Fig-
ure 3. A theorem due to Minkowski30 states that the
Voronoi-relevant vectors are a non-strict subset of all in-
teger combinations of {−1, 0, 1} of the MR basis vectors.
6Monoclinic Orthorhombic Tetragonal
||E||F = 0.131 ||E||F = 0.246 ||E||F = 0.355
Hexagonal Rhombohedral Cubic
||E||F = 0.404 ||E||F = 0.412 ||E||F = 0.593
FIG. 4. Successively aggressive lattice symmetrizations. A
triclinic cell (blue) is symmetrized to each of the six primitive
Bravais lattice types. The symmetrized cells (orange) can be
mapped onto the triclinic cell with a pure stretch. The lattice
parameters and rotations of the symmetrized cells represent
minimum-strain solutions.
The neighbourhood defined in Equation (14) contains all
right-handed unimodular matrices of this form.
With the lattice correspondence search in place, we
can perform minimum-strain symmetrization. This is il-
lustrated for a selection of lattice types in Figure 4. Of
the lattices shown, only the monoclinic symmetrization
has a small strain tensor norm. Nonetheless, even for
very dissimilar lattices types with a correspondingly large
strain tensor, we can still compute a minimum-strain
symmetrization.
C. Scale Invariance and Range of the
Symmetrization Distance
We have described minimum-strain symmetrization for
the different Bravais lattice types. Here, we show that the
distance function is scale invariant, and that the scale in-
variance sets an upper bound on the range of the distance
function.
When comparing two fixed lattices, d (A,B) is depen-
dent on the scales of A and B. However, when using
variable lattices to quantify symmetry breaking, the re-
sulting distance is scale invariant. For a scaling factor,
k ∈ R, we have
argmin
Z∈R3×3
dB (Z,B) = argmin
Z∈R3×3
dB (Z, kB) (15)
Due to the lattice parameters of Z being optimized, any
change in scale of B is accommodated by a corresponding
change in Z. This is a particularly useful property when
comparing symmetry breaking in cells of different sizes.
The scale invariance also sets an upper bound on the
maximum strain. For a chosen Bravais type and a corre-
spondence matrix L, the range of the distance function
dB (ZL,B) is
[
0,
√
2
)
. The zero-strain solution is trivial.
To show that the interval is bounded from above by
√
2,
we observe that even the most constrained Bravais types
(the cubic lattices) accommodate a change in scale of Z.
Representing this by a parameter s ∈ R, the distance
function (minimized over all lattice correspondences) is
given by:
min
s∈R
L∈SL3(Z)
d (sAL,B)
= min
s∈R
L∈SL3(Z)
∣∣∣∣∣∣s√B−TLTATALB−1 − I∣∣∣∣∣∣
F
(16)
Let ~σ = [σ1, σ2, σ3] be the singular values of ALB
−1. It
can be shown that the optimal scaling parameter is given
by
s∗ =
σ1 + σ2 + σ3
σ21 + σ
2
2 + σ
2
3
(17)
Expressed in terms of singular values, the distance func-
tion is:
min
s∈R
L∈SL3(Z)
d (sAL,B) =
√
3− (σ1 + σ2 + σ3)
2
σ21 + σ
2
2 + σ
2
3
(18)
which attains a maximum (at
√
2) when ~σ = [σ1, 0, 0].
The rank of a matrix is equal to the number of non-
zero singular values. Let B−1 be a rank-1 matrix. Then
ALB−1 is a rank-1 matrix for every L ∈ SL3 (Z) and
any matrix A, and ~σ = [σ1, 0, 0]. Since a rank-1 matrix
is not invertible, this vector of singular values can only
be attained asymptotically. Let B = diag (1, κ, κ). Then
limκ→∞ ~σ = [1, 0, 0]. It follows that
lim
κ→∞ mins∈R
L∈SL3(Z)
d (sAL,diag (1, κ, κ)) =
√
2 (19)
The analysis shown here establishes the upper bound
of the distance function. A similar analysis for Bravais
types with more degrees of freedom is significantly more
complicated. The additional degrees of freedom, how-
ever, can only serve to reduce the range of the distance
function.
D. Implementation
We have presented the symmetrization procedure as a
semidefinite program. In addition to being the most com-
pact description, formulation as a semidefinite program
is the most convenient for analysis of the scale invariance
7Primitive tetragonal Cell parametrization
sinφ 0 00 sinφ 0
0 0 cosφ

Body centred tetragonal Cell parametrization
− sinφ sinφ sinφsinφ − sinφ sinφ
cosφ cosφ − cosφ

φ
Primitive Body-centred Base-centred Face-centred
Cubic Tetragonal Hexagonal Rhombohedral Orthorhombic
FIG. 5. Symmetrization distances for all geometries of the primitive and body-centred tetragonal lattices (modulo scale). Since
the symmetrization distance is scale invariant, these lattices can be parametrized using a single parameter: using the lattice
parameters of the conventional setting a = sinφ and c = cosφ. Zero-distance symmetrizations are not shown. In the primitive
tetragonal figure, the body-centred orthorhombic symmetrization distances are identical to the body-centred tetragonal dis-
tances and are not shown. Similarly, in the body-centred tetragonal figure, the primitive monoclinic symmetrization distances
are identical to the base-centred monoclinic distances, and the primitive orthorhombic symmetrization distances are identical
to the primitive tetragonal distances.
and range of the distance function. For a practical im-
plementation, however, it is less than ideal to rely upon
semidefinite programming, as SDP solvers are slow. For-
tunately, any optimization approach which achieves the
same result as the SDP is equally valid.
By employing a quaternion parametrization, sym-
metrization can be done by solution of a constrained
multivariate polynomial, which can be solved efficiently
using sequential quadratic programming31. Further de-
tails are given in the appendix. Compared to the existing
Bravais classification methods this procedure has signifi-
cantly higher computational requirements, taking on the
order of 0.2s per cell. Despite the increased computation
time, the relevant comparison is not between classifica-
tion methods, but to the time required to perform an
experiment or an ab initio structure calculation. In this
regard, the increased computation time is of little impor-
tance.
IV. SYMMETRIZATION DISTANCE VECTORS
The procedure we have described above finds a
minimum-strain symmetrization to a target Bravais type,
and an associated symmetrization distance. By calculat-
ing the symmetrization distance from every Bravais type
we obtain a vector of length 14, which we will call a
‘distance vector’. We can develop some intuition for the
distance vectors by observing how they change in the two-
parameter Bravais lattices. Figure 5 shows the distance
vectors for the tetragonal Bravais lattices, along a path
containing all possible permitted geometries permitted
aP  
mP  mC
oP  oC oI oF
tP  tI  hRhP
cP  cI cF
6
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FIG. 6. Hierarchy of symmetry relationships between Bravais
types. The Bravais types are arranged vertically according
to the number of degrees of freedom in the lattice. Presence
of an upwards path indicates a subset relationship. For clar-
ity, Bravais types are denoted by their Pearson symbols (a:
triclinic, m: monoclinic, o: orthorhombic, t: tetragonal, h:
hexagonal, c: cubic, P: primitive, C: base-centred, R: rhom-
bohedral, I: body-centred, F: face-centred).
8(a) Full Bravais-space projection (b) COD projection
(c) Primitive monoclinic (d) Base-centred monoclinic (e) Primitive orthorhombic
(f) Base-centred orthorhombic (g) Body-centred orthorhombic (h) Face-centred orthorhombic
Two-parameter Bravais lattices:
Primitive hexagonal Primitive tetragonal
Primitive rhombohedral Body-centred tetragonal
FIG. 7. Two-dimensional maps of the space of Bravais lattices, obtained using PCA projections of the 14-dimensional dis-
tance vector space. Theoretical, randomly sampled structures are shown in grey. Experimentally observed lattices from the
Crystallography Open Database (COD) are marked with blue points. (a) Projection matrix is calculated using randomly
sampled structures, including many degenerate Bravais lattices. (b) Projection matrix is calculated using COD structures and
excludes degenerate structures. (c)-(h) Regions occupied by each of the monoclinic and orthorhombic lattice types in the
COD projection.
9by their respective symmetry conditions.
The geometry of the primitive tetragonal lattice is the
simpler of the two. At φ = 0, the lattice is degenerate,
with lattice parameters c = 1 and a = 0; we denote this
lattice the ‘tall square’, since, in the limit φ→ 0, the base
is square. As mentioned above, symmetrization cannot
be performed for degenerate lattices, so this degenerate
state is achieved only asymptotically. At φ = pi/4, c = a
and the lattice is identical to the primitive cubic lattice,
which is reflected by the associated zero symmetrization
distance. At φ = pi/2, the lattice is again degenerate,
with lattice parameters c = 0 and a = 1; we denote
this lattice the ‘flat square’. In the interval [pi/2, pi], the
lattice is simply the mirror image of that in the interval
[0, pi/2]. The path of the body-centred tetragonal lattice
is similar to that of the primitive tetragonal lattice, but
rather than passing through the primitive cubic lattice,
it contains the Bain transformation32,33, from the FCC
to the BCC lattice
The distances from the primitive triclinic lattice type
are zero everywhere, since all lattices are trivially tri-
clinic. Similarly, it can be seen that the symmetriza-
tion distance for rhombohedral symmetrization is never
greater than the FCC distance. Both lattice types have
lattice vectors of equal length, but the rhombohedral lat-
tice has a variable angle. The extra degree of freedom
serves to reduce the strain. This illustrates the impor-
tant concept that Bravais lattices exist in a hierarchy,
whereby the symmetries of some Bravais types are sub-
sets of other types. The subset relationships are illus-
trated in Figure 6. In general we can state: for two lat-
tice types, B and B′, if the symmetries of B are a subset
of those of B′, then
min
Z∈R3×3
dB (Z,B) ≤ min
Z∈R3×3
dB′ (Z,B) (20)
This fact should be considered when classifying a lattice.
After imposing a threshold on the symmetrization dis-
tance, multiple potential Bravais types can be assigned.
In this case, the Bravais type with the highest number of
symmetries should be selected.
V. A MAP OF THE BRAVAIS LATTICES
As shown above, by calculating the symmetrization
distance from each Bravais type, we can assign every
lattice a 14-dimensional distance vector. It is instruc-
tive to consider the space of possible distance vectors.
To do so we use truncated principal component analy-
sis (PCA). Figure 7 shows a two-dimensional PCA pro-
jection of distance vectors. Two projections have been
used to illustrate the distance vector space. The PCA
projection in Figure 7a is calculated using the randomly
sampled Bravais lattices, including many degenerate lat-
tices. Whilst this projection is useful for studying the
complete space of Bravais geometries, it wastes a lot of
space on physically uninteresting lattices with degener-
ate geometries. The PCA projection in Figures 7b-7h
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FIG. 8. Fraction of variance explained by each PCA compo-
nent (dark blue), and the cumulative sum of the explained
variance (light blue). The projection matrix is calculated us-
ing experimental structures taken from the Crystallography
Open Database.
is calculated using structures from the Crystallography
Open Database34 (COD). Since only experimentally ob-
served structures are used (as filtered in earlier work by
some of the authors35), the region of interest for practical
applications occupies a significantly larger area.
The extreme vertices in Figure 7a consist of the three
cubic Bravais types and six degenerate Bravais lattices.
Within each of the cubic Bravais types, lattices differ
by a scale factor only. Since the symmetrization dis-
tance is invariant to scale, all lattices within a cubic
Bravais type have the same distance vector. Four of
the other six extreme vertices are degenerate states of
the primitive tetragonal and primitive hexagonal Bravais
lattices: the ‘tall square’, and ‘flat square’ lattices (de-
scribed above), and the ‘tall hexagonal’ and ‘flat hexago-
nal’ lattices, which are similar to the square variants but
with hexagonal bases. The two remaining extreme ver-
tices, the ‘flat rectangular’ and ‘tall rectangular’ lattices,
are degenerate states of the primitive orthorhombic lat-
tice, whose cell vectors have sufficiently different lengths
that two degrees of freedom are insufficient to accommo-
date a low-strain symmetrization.
The tetragonal and hexagonal Bravais types have two
degrees of freedom. As shown above, the scale invari-
ance of the symmetrization distance means that the dis-
tance vectors of these Bravais types exist on a line. The
Bain transformation (from FCC to BCC), which can be
achieved by tracing the body-centred tetragonal transi-
tion line, is widely studied due to its energetic accessi-
bility in iron-based materials. It is noteworthy that the
small strain required for this transformation is reflected
by the proximity of the FCC and BCC distance vectors.
The orthorhombic lattices have three degrees of free-
dom. Distance vectors of these lattice types exist on a
two-dimensional manifold. The monoclinic lattices have
four degrees of freedom and exist on a three-dimensional
manifold. The two-dimensional PCA projection captures
the symmetry subset relationships shown in Figure 6, but
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also introduces a degree of spurious overlap. The over-
lap is worse for lattices with more degrees of freedom.
For example, the path traced by body-centred tetrag-
onal lattice appears to self-intersect at multiple points.
These crossings are resolved in a three-dimensional pro-
jection. Similarly, the spaces occupied by the primitive
and base-centred monoclinic lattices appear to overlap,
despite being disjoint.
To explain the overlap, we observe that five parame-
ters are sufficient to describe a Bravais lattice if scale is
ignored, and that the space of distance vectors is there-
fore a non-linear five-dimensional manifold embedded in
R14. It is therefore inevitable that a two-dimensional
projection contains spurious overlap. The loss of informa-
tion resulting from PCA projection is shown in Figure 8.
PCA is a linear projection and therefore requires more
than five dimensions to capture the full distance vector
space. Nonetheless, even a two-dimensional projection
explains most of the variance and is useful for visualizing
the space of lattices, and particularly for studying phase
transitions.
Although the HCP crystal structure is not a Bravais
lattice, we have marked it on the projection for reference.
In structure maps based on energetic descriptors36, the
HCP and FCC structures are typically close together,
due to their small energetic differences. Geometrically,
however, the primitive hexagonal and FCC lattices are
far apart, since a large strain is required to transform
one lattice into the other. The difference between an en-
ergetic map and our map can be described in terms of
transformation paths: an energetic map encodes differ-
ences in the energetic endpoints of the transition, whereas
our map encodes the lattice deformation of the transition
itself.
VI. CONCLUSION
We have described a method for symmetrization of
Bravais lattices using strain, which is a physically in-
tuitive quantity that also has the attractive features of
rotation and scale invariance. A distance from each Bra-
vais type is determined by quantifying the strain neces-
sary for symmetrization. This allows classification to be
performed without the need for an a priori selection of a
tolerance parameter.
By projecting the distance vectors using PCA, we ob-
tain insight into the positions of lattices in an abstract
Bravais space, where distances are determined by dis-
placive deformations only. Similarly, the symmetrization
procedure finds minimum-strain solutions, rather than
minimum-energy solutions. Indeed, the symmetrization
effectively operates in a continuum model which does not
consider atoms at all. Nonetheless, we envisage that the
method will be useful for a range of experimental and
computational applications.
A software implementation (C++ with Python wrap-
pers) is available online37.
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Appendix: Numerical Solution
Here we rework the distance expression in Equa-
tion (P4) into a multivariate polynomial. We perform
a substitution
Z = Q
n∑
i=1
xiTi (A.1)
where Q ∈ SO(3) is a right-handed orthogonal matrix,
and {Ti | i ∈ 1 . . . n} is a set of n matrices (a ‘template’)
which, in conjunction with a vector ~x ∈ Rn, parametrizes
a Bravais lattice type. The templates maintains the de-
sired symmetry by construction. For example, a primi-
tive orthorhombic basis has a template
T1 =
1 0 00 0 0
0 0 0
T2 =
0 0 00 1 0
0 0 0
T3 =
0 0 00 0 0
0 0 1
 (A.2)
A primitive rhombohedral lattice has a template
T1 =
1 0 00 1 0
0 0 1
T2 =
0 1 11 0 1
1 1 0
 (A.3)
Similar templates can be constructed for the other Bra-
vais lattice types.
In order to express the distance function as a multivari-
ate polynomial we parametrize the orthogonal matrix us-
ing quaternions. Briefly, quaternions are numbers of the
form ~q = [q1, iq2, jq3,kq4] which generalize the complex
numbers38. Unit quaternions are a useful parametriza-
tion of SO(3), the space of rotations. The quaternion-
derived rotation matrix is given by:
Q =
 1−2q23−2q24 2q2q3 − 2q1q4 2q2q4 + 2q1q32q2q3 + 2q1q4 1−2q22−2q24 2q3q4 − 2q1q2
2q2q4 − 2q1q3 2q3q4 + 2q1q2 1−2q22−2q23

(A.4)
The distance function can then be expressed as
3 +
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
xiTiB
−1
∣∣∣∣∣
∣∣∣∣∣
2
F
− 2 Tr
(
Q
n∑
i=1
xiTiB
−1
)
(A.5)
which is a multivariate polynomial of degree six. We
can reduce the degree with a variable substitution. Let
H ∈ Rn×n be the symmetric matrix with elements
Hij =
〈
TiB
−1,TjB−1
〉
F
(A.6)
Then H is positive semidefinite by construction and the
eigenvalues of H are non-negative. As such, we can per-
form a Mahalonobis decomposition
H−1/2 = ΓΛ−1/2ΓT (A.7)
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also known as ZCA whitening or sphering39,40. Here Γ is
an orthogonal matrix whose columns are the eigenvectors
of H and Λ = diag (λ1, λ2, . . . , λn) is a diagonal matrix
of the eigenvalues of H. Per the definition of H
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
xiTiB
−1
∣∣∣∣∣
∣∣∣∣∣
2
F
= ~xTH~x (A.8)
and, therefore
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
(
H−1/2~x
)
i
TiB
−1
∣∣∣∣∣
∣∣∣∣∣
F
= 1 ∀~x : ||~x|| = 1 (A.9)
With this transformation made we can solve an equiva-
lent constrained problem of degree three:
max
q∈R4,~x∈Rn
Tr
(
Q
n∑
i=1
(
H−1/2~x
)
i
TiB
−1
)
subject to: ||~q|| = 1 ||~x|| = 1
(A.10)
An appropriate scaling of ~x can be found post-solution.
A consequence of the Mahalonobis transformation is that
all maxima of this equation are symmetrically equivalent
and have equal solution values (c.f. Figure 9).
FIG. 9. Function landscape for a primitive orthorhombic cell,
after application of the Mahalonobis transformation. The
axes are the cell parameters ~x. At each point the optimal or-
thogonal component (Q) has been determined. Due to appli-
cation of the Mahalonobis transformation the maxima (shown
in red) are symmetric and have identical function values.
Equation (A.10) can be solved using stepwise itera-
tion41. This is guaranteed to converge to a local maxi-
mum (rather than a saddle point) but has only at a lin-
ear convergence rate. On the other hand, by solving the
Lagrangian form of Equation (A.10) we can use Newton-
Raphson iteration to achieve quadratic convergence. We
have found that a good compromise is to perform step-
wise iteration for 10-20 iterations (to get close to the
maximum), and then switch to Newton-Raphson (to get
fast convergence).
The total number of iterations required is dependent
on the number of template variables, but even for mono-
clinic templates convergence is typically achieved within
20 iterations. For cubic templates the problem reduces
to a polar decomposition, and convergence is achieved in
a single stepwise iteration.
∗ pmla@mit.edu
1 J. Li, Z. Shan, and E. Ma, MRS Bulletin 39, 108114
(2014).
2 M. J. Su¨ess, R. Geiger, R. A. Minamisawa, G. Schiefler,
J. Frigerio, D. Chrastina, G. Isella, R. Spolenak, J. Faist,
and H. Sigg, Nat. Photonics 7, 466 EP (2013), article.
3 R. A. Minamisawa, M. J. Su¨ess, R. Spolenak, J. Faist,
C. David, J. Gobrecht, K. K. Bourdelle, and H. Sigg, Nat.
Commun. 3, 1096 EP (2012), article.
4 Z. Shi, E. Tsymbalov, M. Dao, S. Suresh, A. Shapeev, and
J. Li, Proc. Natl. Acad. Sci. 116, 4117 (2019).
5 A. H. Ghadimi, S. A. Fedorov, N. J. Engelsen, M. J.
Bereyhi, R. Schilling, D. J. Wilson, and T. J. Kippen-
berg, Science 360, 764 (2018).
6 C. J. Fennie and K. M. Rabe, Phys. Rev. Lett. 97, 267602
(2006).
7 K. Otsuka and C. M. Wayman, Shape memory materials
(Cambridge university press, 1999).
8 F. Auricchio and R. L. Taylor, Comput. Methods Appl.
Mech. Eng. 143, 175 (1997).
9 F. Auricchio, R. L. Taylor, and J. Lubliner, Comput.
Methods Appl. Mech. Eng. 146, 281 (1997).
10 P. Niggli, Handbuch der Experimentalphysik 7.1, 317
(1928).
11 P. M. de Wolff, in International Tables for Crystallogra-
phy Volume A: Space-group symmetry (Springer, 2006) pp.
750–755.
12 R. W. Grosse-Kunstleve, N. K. Sauter, and P. D. Adams,
Acta Cryst. A60, 1 (2004).
13 A. Togo and I. Tanaka, arXiv e-prints (2018), 1808.01590.
14 L. C. Andrews and H. J. Bernstein, Acta Cryst. A44, 1009
(1988).
15 J. Mac´ıcˇek and A. Yordanov, J. Appl. Cryst. 25, 73 (1992).
16 R. Oishi-Tomiyasu, Acta Cryst. A68, 525 (2012).
17 L. C. Andrews and H. J. Bernstein, J. Appl. Cryst. 47, 346
(2014).
18 T. Doyle and J. Ericksen, in Nonlinear Elasticity , Ad-
vances in Applied Mechanics, Vol. 4, edited by H. Dryden
and T. von Krmn (Elsevier, 1956) pp. 53 – 115.
19 B. Seth, Generalized strain measure with applications to
physical problems, Tech. Rep. (Wisconsin Univ-Madison
Mathematics Research Center, 1961).
20 R. Hill, in Aspects of Invariance in Solid Mechanics, Ad-
vances in Applied Mechanics, Vol. 18, edited by C.-S. Yih
12
(Elsevier, 1979) pp. 1 – 75.
21 K. Koumatos and A. Muehlemann, Proc. Royal Soc. Lond
A472 (2016), 10.1098/rspa.2015.0865.
22 X. Chen, Y. Song, N. Tamura, and R. D. James, J. Mech.
Phys. Solids 93, 34 (2016).
23 For Bravais lattice bases the Gramian and the metric ten-
sor are equivalent. The former term is used in matrix al-
gebra.
24 L. Vandenberghe and S. Boyd, SIAM Review 38, 49 (1996).
25 F. Zhang, The Schur complement and its applications,
Vol. 4 (Springer Science & Business Media, 2006).
26 S. Boyd and L. Vandenberghe, Convex optimization (Cam-
bridge University Press, 2004).
27 H. Minkowski, Comptes rendus de l’Acad. Sci. Paris 96,
1205 (1883).
28 P. Q. Nguyen and D. Stehle´, ACM Trans. Algorithms 5,
46:1 (2009).
29 D. Micciancio and P. Voulgaris, SIAM Journal on Com-
puting 42, 1364 (2013).
30 H. Minkowski, J. reine angew. Math. 129, 220 (1905).
31 P. T. Boggs and J. W. Tolle, Acta Numerica 4, 1 (1995).
32 E. C. Bain and N. Dunkirk, trans. AIME 70, 25 (1924).
33 Z. Nishiyama, Martensitic transformation (Elsevier, 2012).
34 S. Grazˇulis, A. Dakevi, A. Merkys, D. Chateigner, L. Lut-
terotti, M. Quirs, N. R. Serebryanaya, P. Moeck, R. T.
Downs, and A. Le Bail, Nucleic Acids Research 40, D420
(2012).
35 P. M. Larsen, M. Pandey, M. Strange, and K. W. Jacob-
sen, Phys. Rev. Materials 3, 034003 (2019).
36 J. Jenke, A. P. A. Subramanyam, M. Densow, T. Hammer-
schmidt, D. G. Pettifor, and R. Drautz, Phys. Rev. B 98,
144102 (2018).
37 P. M. Larsen, “Minimum-strain symmetrization source
code repository,” http://github.com/pmla/auguste
(2016).
38 S. L. Altmann, Rotations, Quaternions, and Double
Groups (Courier Dover Publications, 2005).
39 A. J. Bell and T. J. Sejnowski, Vision Res. 37, 3327 (1997).
40 G. Li and J. Zhang, Sankhya¯: The Indian Journal of Statis-
tics, Series A (1961-2002) 60, 119 (1998).
41 R. Everson, “Orthogonal, but not orthonormal, procrustes
problems,” http://www.ee.ic.ac.uk/research/neural/
everson (1998), Unpublished manuscript, Imperial Col-
lege, London.
