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Abstract— Mapping of vegetation to extract a specific crop from satellite imagery involves various
considerations, processes and techniques. Literature has exploited different supervised and unsupervised
techniques for crop classification. Each has its own advantages and disadvantages. This work introduces
hybrid approach for crop classification. Here possiblistic fuzzy c-means (PFCM) clustering applied for
labeling the learning data and exploits support vector machine (SVM), which enables supervised
learning, for crop classification. SVM can work well with a small training data set yielding high
classification accuracy.
To evaluate crop area most popular eleven vegetation indices are considered amongst the various
vegetation indices. Subsequently, eleven vegetation indices namely, simple ratio (SR), Normalized
Difference Vegetation Index (NDVI), Soil Adjusted Vegetation Index (SAVI), Triangular Vegetation
Index (TVI), Difference Vegetation Index (DVI), Transformed Normalized Difference Vegetation Index
(TNDVI), Modified Simple Ratio (MSR), Optimized Soil Adjusted Vegetation Index (OSAVI), Green
Atmospherically Resilient Index (GARI), Wide –Dynamic Range Vegetation Index (WDRVI) and Green
Chlorophyll Index (CI_Green) are used for investigation. AVIRIS images of ER– 2 sensors are acquired
over the Indian Pines test site in North-western India and they are subjected to experimental study.
Among various vegetation indices, SR and DVI registers best support in acquiring classification accuracy
levels, 94.15% and 91.59% respectively, whereas other vegetation indices NDVI, SAVI, TVI, TNDVI,
MSR, OSAVI, GARI, WDRVI and CI_Green support to accomplish 88.16%, 88.64% , 88.63%, 89.11%,
88.75%, 85.32%, 88.64%, 88.25% and 88.73% respectively.
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INTRODUCTION
A remotely sensed image of the Earth is useful source
of information for monitoring agricultural crop
production. These images are available over a large
range of temporal and spatial scales. Since objects
(including vegetation) have their unique spectral
features (reflectance or emission response), they can
be identified from remote sensing imagery according
to their unique spatial characteristics. The strong
contrast of absorption and scattering of the red and
near infrared bands can be combined into different
quantitative indices of vegetation conditions.
Different spectral indices were investigated to
identify a single crop using multi-spectral images.
Every multispectral image band directly provides the
specific spectral response to given land cover
category.
Numerous research works have been carried out in
the literature for employing artificial intelligence to
classify remote sensing imagery that is associated
with crop cultivation. Literature has introduced
unsupervised fuzzy based classification and various
vegetation indices for crop classification. However,
fuzzy based classification has negative effect on
performance due to inliers and outliers. Such as, K-
Means algorithm does not allow overlapping of
clusters which is a major disadvantage of this
algorithm. The FCM has problems dealing with noise
and outliers. The PCM has the problem of coincident
clusters. Hence, fuzzy based classification is not
reliable to investigate the performance of vegetation
indices and for crop classification [1]. For instance,
Artificial Neural Network (ANN) has been proved as
better than linear spectral mixture analysis (LSMA)
in estimating impervious surfaces of urban regions
from medium spatial resolution satellite imagery [2].
These works can be broadly categorized into
supervised method and unsupervised method.
Supervised method requires active learning, whereas
unsupervised method requires no such active
learning. However, supervised methods are more
reliable than unsupervised methods. Among various
supervisory methods, kernel methods, more
specifically Support Vector Machine (SVM) [3]
ensures remarkable performance in handling multi-
spectral [4]-[6] and hyper-spectral image [7]-[11]
classification due to its generalization ability,
capability to handle high dimension features and
exhibiting uniqueness for solutions. Hence, our work
exploits SVM for remote sensing imagery
classification in which soyabean crop regions are
considered as study area.
The rest of the paper is organized as follows. Section
2 addresses problem in the existing crops
classification method and Section 3 pinpoints our key
contributions in the work. Section 4 describes
proposed single crop classification method with
required illustrations. Section 5 discusses
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experimental results and Section 6 concludes the
paper.
PROBLEM FORMULATION
The study area taken for this research work was of
North-western India. In this area, multiple crop
cultivation is carried out. This work intends to
classify single crop among the number of classes.
Fuzzy based classifier has been already engaged for
cotton crop classification [12] in which Fuzzy c-
means (FCM) is exploited along with eleven familiar
vegetation indices such as SR [13], NDVI [14], SAVI
[15], DVI[16], TVI and TNDVI [17], MSR[18],
OSAVI[19], GARI[20], WDRVI[21] and CI_Green
[22]. Generally, fuzzy based classifiers are very
straightforward and they require expert’s knowledge
for learning. Despite FCM is exempted because of its
unsupervised classification, classification
performance can be heavily degraded by inliers and
outliers. Moreover, noisy image, which often happens
in remote sensing imagery due to
misalignment/deviation in sensor gains, may highly
degrade the performance [23].
OUR CONTRIBUTIONS
Our primary contributions in this work can be given as
follows
Proposed supervised classification method for crop
classification instead of FCM based unsupervised
classification method[12].
 FCM is used to label undefined vegetation indices
and to provide adequate learning for SVM,
instead of using in classification.
 Investigated performance variations between
eleven vegetation indices.
PROPOSED METHODOLOGY
Our single crops classification method is a
combination of four main phases namely (i)
acquisition of remote sensing imagery, (ii) vegetation
indexing phase, (iii) training library formation phase
and (iv) classification phase including training and
testing. A high level diagram illustrated in fig. 1 can
better interpret the proposed methodology. The term
“V.I.” represented in Figure 1 is the abbreviation of
vegetation index.
A. Remote sensing and Imaginary Acquisition
This scene was gathered by AVIRIS (Airborne
Visible/ Infrared Imaging Spectrometer) sensor over
the Indian Pines test site in North-western India and
consists of 145\times145 pixels and 224 spectral
reflectance bands in the wavelength range 0.4–2.5
10^(-6) meters. This scene is a subset of a larger one.
The Indian Pines scene as shown in figure 2 contains
two-thirds agriculture, and one-third forest or other
natural perennial vegetation. There are two major dual
lane highways, a rail line, as well as some low density
housing, other built structures, and smaller roads.
Since the scene is taken in June some of the crops
present, corn, soybeans, are in early stages of growth
with less than 5% coverage. The ground truth (shown
in figure 3) available is designated into sixteen classes
and is not all mutually exclusive. Number of bands
reduced to 200 by removing bands covering the region
of water absorption.
Fig. 1. Architectural diagram of proposed crop
classification method.
Fig. 2: Sample band for Indian Pines dataset
Fig. 3: Ground truth for Indian Pines dataset
TABLE I. SPECTRAL BAND NUMBERS OF THE IMAGES
ACQUIRED FROM AVIRIS SENSOR OF ER-2
SR.
No.
Band Details Band Numbers
1 B 8
2 G 13
3 R 23
4 NIR 43
5 Lower SWIR 137
6 Upper SWIR 181
Vegetation indices are used to improve the vegetation
signal in remote sensing imagery and to estimate a
measure on green vegetation quantity. However, only
few vegetation indices have gained popularity among
researchers due to its increased performance rate. Our
work exploits eleven such vegetation indices that are
described below.
(1)
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(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)
(10)
(11)
B. Training Library Formation
This process generates training information so that
SVM can be trained with the remote sensing imagery
and associated Soyabean crops information. The
entire process is performed for a particular vegetation
index and classification is performed. In the
perspective of investigation, the processes are
repeated for all vegetation indices and comparison is
made in terms of classification performance. Stages
in forming library are explained as follows.
1) Generation of neighbourhood data matrix:
Neighbourhood data matrix is a 5M matrix, where
M represents the number of pixels and 5 represents
the pixel value and the corresponding 4-
neighborhoods.  Procedure steps that indicate the
generation of neighbourhood data matrix is illustrated
in fig. 4.
It can be seen from figure 4 that the first column of
the matrix has center pixel for which neighbourhood
has to be determined. The second, third, fourth and
fifth columns have values of bottom, up, right and left
neighbourhood pixels, respectively.
Fig. 4: Procedural steps to explain the generation of
neighbourhood data matrix.
2) Neighbourhood matrix segmentation:
Each row of the neighbourhood data matrix has the
information of specific region of the image. However,
there is no information about whether the region is
associated with soyabean crops or not. Hence, this
stage distinguishes each row based on its relation
with soyabean crops. To perform this operation, the
entire matrix is subjected to segmentation using
Possibilistic Fuzzy c-means (PFCM) [24]. The
segmentation process using PFCM can be explained
as follows
a) Initialize two arbitrary centroids of size
51  each. Each centroid locate the data
points to either of the associated labels,
soyabean and non-soyabean crop regions.
b) Determine the membership function for
soyabean crops and non-soyabean crops
regions as follows.
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where, ik can be calculated as
ikik vx  (13)
In our case, c = 2, which means two regions, soyabean
and non-soyabean regions and iv represents
thi centroid.
c) Determine typicality function for soyabean
crops and non-soyabean crops regions as follows
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d) Update the centroid as follows
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e) Go to step b and repeat the process until
updated and old centroids remain same.
After termination of the above iterative process, the
neighbourhood data matrix can be segregated into two
components, soyabean crops regions and non-
soyabean crops region. Data belongs to one cluster are
marked as 1 and the other as 0. This interprets that
labels are assigned to the segmented data.
3) Generation of labelled neighbourhood data
matrix:
The labels for each data point or row of the
neighbourhood data matrix is collected, which is
Madhuri B Kawarkhe* et al.
(IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH
Volume No.3, Issue No.2, February – March 2015, 1966 – 1972.
2320 –5547 @ 2013 http://www.ijitr.com All rights Reserved. Page | 1969
represented by the block “Retrieving cluster labels” in
Figure 1. Those labels are concatenated with the
neighbourhood data matrix so that labelled
neighbourhood data matrix is formulated so that the
size of labelled neighbourhood data matrix takes the
form       M x 6.
4) Soyabean crops classification:
SVM plays significant role in crop classification.
Before engage SVM for testing, it is necessary to train
SVM efficiently because of its supervisory in nature.
Hence in the earlier stage, training library has been
formulated. SVM is used here because of its high end
performance on binary classification [25].
Training library is key resource for training SVM,
which is a minimization problem that can be
formulated as follows
    
i
ii
wC
xfyHCwbwP 2
,
2
1
,minarg (16)
In Equation (16), first and second terms of RHS
represent SVM margin and training error,
respectively. The problem can be solved by any
minimization algorithm, like least square algorithm or
recursive least square algorithm, etc. In Equation (10),
there is a decisive function, which is used in the
testing phase also. The decision function can be
represented as
  bxwxf  . (17)
Moreover,  H is the Hinge loss that counts the
number of error approximates using Equation (12).
The characteristics of Hinge loss can be visualized
from Figure 3.
   zzH  1,0max (18)
The characteristic of Hinge loss, which is given in Fig.
3, shows that the loss becomes zero, when z value gets
increased. In other words, when the actual and
obtained label becomes similar, Hinge loss becomes
zero.
Fig. 5: Characteristics of Hinge loss
RESULTS AND DISCUSSION
Experimental investigations on vegetation indices
when working with PFCM-SVM technique are carried
out in MATLAB R2013b. Experimentation is done on
AVIRIS images. An exemplary AVIRIS image with
spatial resolution 20m is used for experimentation.
The resultant images with the consideration of eleven
vegetation indices are affixed in figure 6.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k)
Fig.6: Resultant images after determining vegetation indices (a)
SR, (b) NDVI, (c) SAVI, (d) TVI, (e) DVI, (f) TNDVI, (g) MSR,
(h) OSAVI, (i) GARI, (j) WDRVI, (k) CI_Green
Figure 6 can illustrate the interpretation of spectral
images into vegetation indices. As per the subsequent
stage of PFCM clustering, the clustered images with
Soyabean and non-Soyabean (class 12, 593 Sample)
regions are acquired for each vegetation index. The
resultant clustered images are affixed in fig. 7 and 8.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k)
Fig. 7: Cluster 1 obtained from the vegetation indices (a)
SR, (b) NDVI, (c) SAVI, (d) TVI, (e) DVI, (f) TNDVI, (g)
MSR, (h) OSAVI, (i) GARI, (j) WDRVI, (k) CI_Green
(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k)
Fig. 8: Cluster 1 obtained from the vegetation indices (a)
SR, (b) NDVI, (c) SAVI, (d) TVI, (e) DVI, (f) TNDVI, (g)
MSR, (h) OSAVI, (i) GARI, (j) WDRVI, (k) CI_Green
Based on the cluster segmentation illustrated in Fig. 7
and 8, SVM classification is performed. The classified
image by SVM based on the vegetation indices are
affixed in Fig. 9.
(a) (b)
(c) (d)
(e) (f)
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(g) (h)
(i) (j)
(k)
Fig. 9: Classified remote sensing imagery by SVM based on vegetation
indices (a) SR, (b) NDVI, (c) SAVI, (d) TVI, (e) DVI, (f) TNDVI, (g) MSR,
(h) OSAVI, (i) GARI, (j) WDRVI, (k) CI_Green
Figure 9 also demonstrates that accuracy level varies
with vegetation indices. The primary investigation of
this work can be accomplished by comparing the
obtained accuracy level, which is determined by
comparing SVM based classified image and ground
truth image, because of these vegetation indices . This
accuracy comparison is illustrated through Fig. 10.
Fig. 10: Classification accuracy obtained for
different vegetation indices
Classification accuracy given in Figure 10 is obtained
for a sample image irrespective of the image given in
Figure 6-9.
CONCLUSION
This paper has investigated eleven vegetation indices
SR, NDVI, SAVI, TVI, DVI TNDVI, MSR, OSAVI,
GARI, WDRVI and CI_Green for classifying single
crop type of Indian Pines dataset. The classification
method includes PFCM for clustering the remote
sensing imagery and SVM for classification.
Experimental investigation has been carried out on
AVIRIS images of ER-2. The classification accuracy
is found to be reliable because of solving the
drawbacks of fuzzy based unsupervised classification
that is reported in the literature. From the
experimental results, it can be observed that the
vegetation index SR outperforms the other vegetation
indices in improving classification accuracy. Other
vegetation indices such as NDVI, SAVI, TVI, DVI
TNDVI, MSR, OSAVI, GARI, WDRVI and
CI_Green results in accomplishing, 88.16%, 88.64% ,
88.63%,  91.59% 89.11%, 88.75%, 85.32%, 88.64%,
88.25% and 88.73% respectively, whereas SR has
achieved 94.12% accuracy.
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