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A Cross Entropy based Optimization Algorithm
with Global Convergence Guarantees
Ajin George Joseph · Shalabh Bhatnagar
Abstract The cross entropy (CE) method is a model based search method to
solve optimization problems where the objective function has minimal struc-
ture. The Monte-Carlo version of the CE method employs the naive sample
averaging technique which is inefficient, both computationally and space wise.
We provide a novel stochastic approximation version of the CE method, where
the sample averaging is replaced with incremental geometric averaging. This
approach can save considerable computational and storage costs. Our algo-
rithm is incremental in nature and possesses additional attractive features
such as accuracy, stability, robustness and convergence to the global optimum
for a particular class of objective functions. We evaluate the algorithm on a
variety of global optimization benchmark problems and the results obtained
corroborate our theoretical findings.
Keywords Cross entropy method · Global optimization algorithm ·
Stochastic approximation · Model based search
1 Introduction
In several optimization problems found in economics, biological sciences, so-
cial sciences, computational linguistics, computational physics, engineering
and health sciences, where the objective function captures the marginal gain,
health, error, potential, energy, loss, coherence or stability, there are situa-
tions where one demands to seek the “absolute optimum” of the objective
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2 Ajin George Joseph, Shalabh Bhatnagar
function. The situation is made more challenging when the objective function
considered in these complex settings is either non-linear and non-convex or the
derivative is hard to compute or in some cases the analytic form of the function
itself is unavailable which in turn prevents the verification of certain structural
properties. In these settings, the objective function might contain multiple lo-
cal extrema with their cardinality unknown and the margin of quality of the
local extrema with respect to the global extreme is significant. There are vari-
ous problems of this kind which are available in the literature [32,43,47,73,74].
2 Problem Statement and Background
The problem of global optimization [29,50,65] aims to seek the input parameter
vector which attains the global optimum of the objective function. The global
optimization problem can be formally defined as follows:
Find x∗ ∈ arg max
x∈X⊆Rm
H(x), (1)
where H : Rm → R is a multi-modal, bounded real-valued, Borel-measurable
function. Multi-modality property implies that the objective function has mul-
tiple local optima. Further, we assume that the objective function need not be
continuous nor a closed form expression of the objective function is available.
We also tacitly assume that the solution set arg maxx∈X H(x) is at most finite.
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Fig. 1: Example of a multi-modal function
The problem is inherently hard due to two primary reasons:
– Presence of multiple local optima which considerably hinders the search
for global optimum.
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(b) Contour map of the Griewank func-
tion which shows the high density of local
optima
– A direct characterization (i.e. analytic, closed form expression) of the global
optimum is unavailable. Note that this is indeed a considerable deterrent.
Any search technique requires a proper characterization of its goal which
is critical in effectively guiding the search. For example, in the local gradi-
ent search methods, local optima can be characterized as the points where
the gradient vanishes and hence the iterates can be guided in the direc-
tion where one can achieve this property. Apparently, global optima do not
possess any efficient characterization.
Local search methods like gradient search [51], Newton method [71], variable
metric method [15] or conjugate gradient [52] are local improvement algorithms
which converge to the local optima of the objective function by utilizing local
information like the gradient, Hessian, or other higher order derivatives of the
objective function to guide their search. Hence they demand strict structural
properties like smoothness (or finite times differentiability) of the objective
function. Local optimization methods can find the global optimum only if
the search is initiated close to the global optimum or the objective function
is convex. Unfortunately, the above conditions are generally not satisfied in
most practical applications. So to solve the global optimization problem, it
is intuitive to presume that one has to either find an initial value close to
the global optimum or apodize the optimization problem into a transformed
setting, where the objective function is well-behaved and convex and then local
optimization techniques can be applied to seek the global optimum. A practical
solution to the former approach is to employ a chain of local search procedures,
each solving a time dependent objective function with the solution obtained
from each local search forming the initial value for the subsequent search.
Smoothed functional schemes [4,66], simulated annealing [67,68], simultaneous
perturbation stochastic approximation (SPSA) [44,64,65], genetic algorithms
[22, 24, 26] and tabu search [25] are a few algorithms which belong to this
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category. Model based search methods which belong to the latter category are
the primary topic of the paper, in particular the cross entropy method.
Model based search methods [76] refer to a broad category of optimization
methods which aim to generate a sequence of parametrized probability models
{θt}, where θt ∈ Θ ⊆ Rm and each element θt of the sequence appropriately
developed from the previous element θt−1 and the model sequence satisfies
the necessary property that it converges to the degenerate or singular model
θ∗ ∈ Θ concentrated on the optimal value. By the degenerate distribution, we
mean the Dirac measure with its entire mass at a single point in case when
the global optimum is unique, otherwise (in case where the global optima
form a finite set), the limiting model is the uniform distribution over the set of
global optima. Model based search methods do not demand strong structural
requirements on the objective function and search is conducted by utilizing
the objective function values. This is indeed an appealing feature and hence
such methods can be applied to more general situations like the “black box”
settings where the closed form expression of the objective function is absent,
however function values of the input vectors are available. In the jargon of
model based search, the search space X is referred to as the solution space.
The model based search methods are able to overcome the difficulty regarding
the characterization of the global optima by defining the target as the degen-
erate probability distribution θ∗ ∈ Θ concentrated on the global optima. This
enables the search to be conducted on the model parameter space Θ with the
ultimate goal to find the model parameter θ∗.
Model based search methods usually follow the ensuing framework:
1. At time instant t, generate N ∈ N candidate solutions by drawing from
the solution space X using the probability model defined by the parameter
θt ∈ Θ.
2. Using an update rule, deduce the new model parameter θt+1 ∈ Θ by uti-
lizing the candidate solutions and their objective function values. The up-
date rule is designed in such a way that the new model parameter θt+1
is effectively closer to the optimal probability model than its predecessor.
Consequently, the quality of the candidate solutions drawn using the new
probability model in the subsequent recursions will be better than those
from its predecessor.
3. Now set t = t+ 1 and go to step 1. Repeat until convergence.
An important and critical component of the model based search is the prob-
ability model subspace defined by Θ. In order for the algorithm to provide
good quality solutions, the probability model subspace is presumed to be rich
enough where richness is defined in the sense that the subspace contains the
degenerate probability distribution for each x ∈ X , in particular x∗.
Various algorithms exist in the optimization literature which belong to
this class of methods. A few include model reference adaptive search (MRAS)
[12,23,29], stochastic model reference adaptive search (SMRAS) [12,30], esti-
mation of distribution algorithms (EDA) [41, 49], cross entropy (CE) method
[31, 36, 56–58, 60], ant colony optimization (ACO) [18, 19, 63] and population
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Sample Candidate Solutions
Model Updation
Fig. 3: Flowchart of model based search method
based incremental learning [2]. The various algorithms differ in the way the
update rule is defined. In this paper, the primary focus is on the well known
cross entropy (CE) method.
The CE method is a versatile Monte-Carlo technique used for estimation
and optimization which was motivated from the adaptive variance reduction
technique proposed for rare-event estimation [57]. Later this technique was
adapted to design a combinatorial/discrete optimization algorithm by viewing
the optimization procedure as a chain of inter-related rare-events. The pro-
posed algorithm was initially used for solving various NP-hard problems like
traveling sales man (TSP) problem [17], max-cut [17, 40, 59], and graph bi-
partitioning [59]. The CE method has found applications far and wide. There
is a rich literature on the applications of the CE method which include con-
tinuous multi-extremal optimization [31,36], stochastic optimization [1,28,37],
constrained optimization [36,37], multi-objective optimization [3], network re-
liability optimization problem [8,35,53], DNA sequence alignment [34], power
systems [21], buffer allocation [1], combinatorial auctions [9], network manage-
ment [72], machine learning [38, 60], queuing systems [5, 16], aeronautics [70],
vehicle routing [14], economic systems and policy analysis [10, 11, 55], fuzzy
control [27], social and biosciences [61,62], telecommunication systems [13,48],
earth sciences [75], hydraulics [42], parameter estimation of ODEs [69] and
neural computation [20], to name a few.
3 Our Contributions
A few enticing features of the cross entropy method are versatility, simplicity,
robustness, flexibility, stability, non-dependency on the structural properties
and zero-order operation. However, there are a few downsides too. One being
the strong dependency on N , the cardinality of the set of candidate solutions
at each iteration. The other drawback which is a serious hindrance in applying
the CE method to a lot of interesting domains is its offline nature. The offline
property implies that the CE method can only be applied to settings, where,
either the true objective function values or at least reasonable estimates are
available with tolerable delay. But in many practical scenarios, the data arrives
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Fig. 4: A candid demonstration of a particular instantiation of the model
based search method. Here the Gaussian distribution parametrized by the
tuple θ = (µ, σ)>, where µ ∈ R is the mean value and σ ∈ R is the standard
deviation. Here Θ ⊆ R2. And fθ is the probability density function (PDF) of
the Gaussian distribution defined by the parameter θ. As illustrated here, the
model sequence converges to the degenerate distribution concentrated at x∗,
i.e., θt → (x∗, 0)> as t→∞
incrementally and the delay incurred in accumulating sufficient data in order to
estimate the objective function values with reasonable error is often quite long.
For example, in economic and financial systems, where various market indica-
tors like the stock market indices, inflation rates, interest rates and production
indices arrive sequentially with monthly or weekly delays and the prediction
models have to evolve to accommodate the new information. Similar systems
of this nature can be found in weather prediction systems, sequential decision
making paradigms like the model free Markov decision processes as well as
prediction models and computational inductions in health and social sciences,
where data arrives sequentially in a delayed manner and hence the optimiza-
tion involved has to operate in an incremental, online fashion by sequentially
considering and accommodating the incoming data to guide the search. So our
primary focus in the paper is to remodel the CE method to provide an online
dimension without losing any of the attractive features like global optimum
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convergence and gradient-free operations which have made it so successful and
appealing to the optimization community.
Notation: We use X to denote a random variable and x for deterministic
variable. For A ⊂ Rm, IA represents the indicator function of A, i.e., IA(x) = 1
if x ∈ A and 0 otherwise. Let fθ(·) denote the probability density function
(PDF) parametrized by θ. Also, Pθ and Eθ[·] are the probability measure and
expectation w.r.t. the PDF fθ. For ρ ∈ (0, 1), let γρ(H, θ) denote the (1− ρ)-
quantile of H(X) w.r.t. the PDF fθ, i.e.,
γρ(H, θ) , sup{l : Pθ(H(X) ≥ l) ≥ ρ}. (2)
Let supp(f) , {x|f(x) 6= 0} denote the support of f and interior(A) be the
interior of the set A. Also dae denote the smallest integer greater than a. For
x ∈ Rm, let ‖x‖∞ represent the sup-norm, i.e., ‖x‖∞ = maxi |xi|.
4 Background and Motivation
Recall that in this paper the continuous optimization problem that we consider
is the following:
Find x∗ ∈ arg max
x∈X⊂Rm
H(x). (3)
Here H : Rm → R is a deterministic, multi-modal, bounded real-valued
function (i.e., H(x) ∈ [Hl,Hu],∀x ∈ X , where Hl,Hu ∈ R) and the solu-
tion space X is a compact subset of Rm. We assume that x∗ is unique and
x∗ ∈ interior(X ). Note that the continuity of H implies that H(x∗) is not an
isolated point.
The cross entropy method seeks the best probability distribution which
represents the global optimum from a given family of probability density func-
tions {fθ|θ ∈ Θ}, where fθ is a probability density function over the solution
space X and Θ is a subset of a multi-dimensional Euclidean space. A family of
distributions very commonly considered in this regard is the natural exponen-
tial family (NEF) of distributions [46]. These probability distributions over
Rm are represented by
Fexp , {fθ(x) = h(x)eθ>Γ (x)−K(θ) | θ ∈ Θ ⊂ Rd}, (4)
where h : Rm −→ R, while Γ : Rm −→ Rd is referred to as the sufficient
statistic and K(θ) = log
∫
h(x)eθ
>Γ (x)dx is called the cumulant function of
the family. The space Θ is chosen such that the cumulant function K is finite,
i.e., Θ = {θ ∈ Rd| |K(θ)| <∞}. The space Θ is called the natural parameter
space. For a distribution belonging to NEF, there may exist multiple represen-
tations of the form (4). However, for the distribution, there definitely exists
a representation where the components of the sufficient statistic are linearly
independent and such a representation is referred to as minimal. In this pa-
per, we assume that the family is minimal. A few popular distributions which
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belong to the NEF family include Binomial, Poisson, Bernoulli, Gaussian, Ge-
ometric, Exponential distributions and their multivariate versions.
A detailed description of the CE method is provided in [37]. Here, we pro-
vide a succinct, yet comprehensive narrative of the CE method. If one observes
the evolutionary nature of the CE method, then we find that the algorithm
generates a sequence of model parameters {θt ∈ Θ}t∈N and an increasing se-
quence of thresholds {γt ∈ R}t∈N with efforts to direct the model sequence
{θt} towards the degenerate distribution concentrated at x∗ and the thresh-
old sequence {γt} towards H(x∗). A successful drift of the sequences towards
the above mentioned limit points may or may not be achieved. It depends on
the objective function and the quantile factor ρ. This particular characteristic
of the algorithm will be discussed later in the paper. If one disregards other
aesthetic aspects of the CE method, we find that the core component of the
CE method is a recursion equation which is defined as follows:
θt+1 = arg max
θ∈Θ
Eθt
[
S(H(X))I{H(x)≥γt+1} log fθ(X)
]
, (5)
where S : R→ R+ is a positive and strictly monotonically increasing function.
The most common choice for the threshold γt+1 is γρ(H, θt): the (1−ρ)-quantile
of H with respect to the PDF fθt . Here, the quantile parameter ρ ∈ (0, 1) is
set a priori for the algorithm. Also, the parameter space Θ is assumed to be
compact and it is chosen large enough so that the solution to the optimization
problem (5) is contained in the interior(Θ) for all t > 0.
In this paper, we take the multivariate Gaussian distribution as the pre-
ferred choice for the distribution family {fθ|θ ∈ Θ} of the CE method. In this
case,
fθ(x) =
1√
(2pi)m|Σ|e
−(x−µ)>Σ−1(x−µ)/2, (6)
where µ ∈ Rm is the mean vector and Σ ∈ Rm×m is the covariance matrix.
Recall that multivariate Gaussian belongs to the natural exponential family
(NEF) of distributions. So by letting h(x) = 1/(2pi)m/2 and Γ (x) = (x, xx>)>,
one obtains the natural NEF parametrization as (Σ−1µ, −1
2
Σ−1)>.
In the case of Gaussian based CE method, we let θ = (µ,Σ)>. Additionally,
one can obtain a closed-form expression for θt+1 = (µt+1, Σt+1)
> by equating
to 0 the gradient of the objective function in Equation (5) with respect to the
natural NEF parameter (Σ−1µ,− 12Σ−1)>. Indeed, we obtain
µt+1 =
Eθt
[
g1
(H(X),X, γt+1)]
Eθt [g0(H(X), γt+1)]
, Υ1(θt, γt+1), (7)
Σt+1 =
Eθt
[
g2
(H(X),X, γt+1, Υ1(θt, γt+1))]
Eθt
[
g0
(H(X), γt+1)] , Υ2(θt, γt+1), (8)
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where
g0(H(x), γ) , S(H(x))I{H(x)≥γ}, (9)
g1(H(x), x, γ) , S(H(x))I{H(x)≥γ}x and (10)
g2(H(x), x, γ, µ) , S(H(x))I{H(x)≥γ}(x− µ)(x− µ)>. (11)
5 CE Method (Monte-Carlo Version)
It is incredibly hard in general to compute the true value of the quantities Eθt [·]
and γt+1 (= γρ(H, θt)) of Equations (7) and (8). To overcome this, a popular
pragmatic approach is to employ their corresponding stochastic counterparts
to track or estimate the corresponding true quantities. Here we maintain a
user configured observation allocation rule {Nt ∈ N}t∈N to determine the
sample size for each iteration of the CE method, where Nt diverges to ∞.
In the Monte-Carlo version, the algorithm computes model sequences {θ¯t =
(µ¯t, Σ¯t)
>}t∈N and thresholds {γ¯t ∈ R}t∈N using naive Monte-Carlo estimation.
To elucidate further, at each iteration t, the Monte-Carlo version draws Nt IID
samples {X1,X2, . . . ,XNt} from the solution space X using the PDF fθ¯t and
the threshold estimate γ¯t+1 is computed as follows:
γ¯t+1 = H(d(1−ρ)Nte), (12)
where H(i) is the ith-order statistic of {H(Xi)}Nti=1.
The update of the model parameters also employs sample average estimates
of Υ1 and Υ2 respectively. The model parameter θ¯t+1 = (µ¯t+1, Σ¯t+1)
> of the
Monte-Carlo version is updated as follows:
µ¯t+1 =
1
Nt
∑Nt
i=1 g1(H(Xi),Xi, γ¯t+1)
1
Nt
∑Nt
i=1 g0(H(Xi), γ¯t+1)
, Υ¯1(θ¯t, γ¯t+1), (13)
Σ¯t+1 =
1
Nt
∑Nt
i=1 g2(H(Xi),Xi, γ¯t+1, Υ¯1(θ¯t, γ¯t+1))
1
Nt
∑Nt
i=1 g0(H(Xi), γ¯t+1)
, Υ¯2(θ¯t, γ¯t+1). (14)
Here we reuse the same IID samples {Xi}Nti=1 drawn for the quantile estimation.
The Monte-Carlo version of the CE method is illustrated in Algorithm 1.
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Algorithm 1: The Monte-Carlo CE Algorithm
1 Initialization: Choose an initial PDF fθ¯0(·) on X , where
θ¯0 = (µ¯0, Σ¯0)
>; Fix an  > 0; Set t = 0; γ∗0 = −∞;
2 Sampling Candidate Solutions: Sample Nt IID solutions
{X1, . . . ,XNt} from the solution space X using fθ¯t .
3 Threshold Evaluation: Calculate the sample (1− ρ)-quantile
γ¯t+1 = H(d(1−ρ)Nte), where H(i) is the ith-order statistic of the
sequence {H(Xi)}Nti=1.
Threshold Comparison:
4 if γ¯t+1 ≥ γ¯∗t +  then
5 γ¯∗t+1 = γ¯t+1,
6 else
7 γ¯∗t+1 = γ¯
∗
t .
8 Model Parameter Update: Update
θ¯t+1 = (Υ¯1(θ¯t, γ¯
∗
t+1), Υ¯2(θ¯t, γ¯
∗
t+1))
>.
9 If the stopping rule is satisfied, then return θ¯t+1 and terminate, else set
t = t+ 1 and go to Step 2.
5.1 Drawbacks of the Monte-Carlo CE Method
1. Inefficient use of prior information: The naive approach of the Monte-
Carlo CE does not utilize prior information efficiently while tracking the
ideal CE method. Note that Monte-Carlo CE possesses a stateless be-
haviour. Indeed, at each iteration t, a completely new collection of samples
is drawn from the solution space using the distribution fθ¯t . The collection
of samples is then used to compute the estimates γ¯t+1 and θ¯t+1. It is thus
trivial to observe that the Monte-Carlo algorithm does not indeed utilize
the estimates or samples generated prior to t.
2. Computational limitations: These arise due to the dependence of the algo-
rithm on the sample size Nt. One does not know a priori the best value for
the Nt. Higher values of Nt while resulting in higher accuracy also require
more computational resources. One often needs to apply brute force in or-
der to obtain a good choice of Nt. Also as m, the dimension of the solution
space X , takes large values, more samples are required for better accuracy,
making Nt large as well. This makes finding the ith-order statistic H(i)
in Step 3 harder. Note that the order statistic H(i) is obtained by sorting
the list {H(X1),H(X2), . . .H(XNt)}. The computational effort required in
that case is at least O(Nt logNt) (the lower bound for sorting) which is
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indeed computationally expensive. Also note that Nt diverges to infinity
and hence this super linear relationship is computationally very expensive.
3. Storage limitations: The storage requirement at each iteration t for storing
the sample collection is Ntm. In situations when m and Nt are large, the
storage requirement is a major concern.
An illustration in Fig. 5 demonstrates the dependency of the performance of
Monte-Carlo CE on the sample size schedule {Nt, t ≥ 0}. Here, we consider the
Griewank function on R80, i.e., H(x) = −1− 14000
∑80
i=1 x
2
i +
∏80
i=1 cos (xi/
√
i).
We take Nt+1 = dηNte, where η > 1. So a particular schedule can be identified
by the pair (N0, η). Here we take η = 1.005 for all the schedules, however
they differ in their initial value N0. From the results plotted in Fig. 5, one
can observe that the performance of the CE method improves as the initial
sample size N0 takes larger values, i.e., more samples are considered by the
algorithm. Different variants of the naive Monte-Carlo CE have been proposed
in the literature, such as the gradient based Monte-Carlo cross entropy method
(GMCCE) [31] and the modified Monte-Carlo cross entropy method [69]. All
the variants differ only in the model updating step, the other steps remain the
same. Hence they also suffer from the above drawbacks.
0 2 4 6 8 10 12
t −→
−3.0
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
H
(x
)
−→
N0 =100
N0 =150
N0 =200
N0 =500
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N0 =2000
Fig. 5: Plot of H(µ¯t), where H is the Griewank function. The plot shows the
dependency of Monte-Carlo CE on the sample size schedules {Nt}.
6 Proposed Algorithm: CE2-ND
The above mentioned drawbacks on the inefficient information utilization and
the heavy cost on the space and computational requirements are primarily
attributed to the non-incremental, batch based and stateless nature of the
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algorithm. In this paper, we resolve these shortcomings of the CE algorithm
by remodeling the same under the stochastic approximation framework. We
replace the sample averaging with a bootstrapping approach, i.e., derive new
estimates using the current estimates and thus in effect we achieve geometric
averaging of the entire history of past estimates. The algorithm which we call
CE2-ND (acronym for cross entropy 2 with normal distribution) possesses
various features which we find desirable:
1. Stable, robust and easy to implement.
2. Computational-wise and storage efficient.
3. Limited restriction on the objective function, i.e., imposition of very min-
imal structural restrictions on the objective function.
4. Incremental in nature, i.e., evolves at each time instant according to the
sample data (the function value H(·)) available at that particular instant.
In other words the solution is built incrementally.
5. Efficient use of prior information, i.e., the algorithm adopts an adaptive
nature where the function values H(·) are requested only when required.
The bootstrapping nature of the algorithm guarantees a continuous evolu-
tion (in contrast to the stateless nature of the Monte-Carlo version) and
hence no data or prior information is under-utilized.
6. Convergence to the global optimum. A recent study [29,31] shows that the
CE method is only a local improvement (local optimization) algorithm.
In [31], a few counter examples are also provided where the CE method
fails to converge to the global optimum. But in many practical cases, the
CE method is shown to produce high quality solutions. In this paper, we
explore this dichotomy and propose a mixture model approach. We provide
a proof of convergence to the global optimum, for the novel mixture based
CE method for a particular class of objective functions.
6.1 Anatomy of CE2-ND
The suboptimal behaviour of the Monte-Carlo CE method both in terms of
resource utilization and performance, especially in higher dimensional cases
is primarily attributed to its batch based approach, i.e., processing batches
of sample solutions at each iteration to compute estimates. We propose a
novel approach, where we efficiently and effectively interleave the averaging of
the samples to obtain an algorithm which not only asymptotically tracks the
ideal CE method but also streamlines the whole procedure. In our approach,
we employ the well known and efficient stochastic approximation framework
(discussed in Section 9) to interleave the various averaging tasks. Our goal is
to effectively track the ideal CE method using recursions of the kind (79).
Note that the primary quantities of interest in the ideal CE method are
γt, Υ1, Υ2 and θt. In our algorithm, we track these quantities independently
using stochastic recursions of the kind (79). Thus we model our algorithm as a
stochastic approximation algorithm containing multiple stochastic recursions
operating in tandem to produce an equilibrium behaviour which is equivalent
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to the ideal CE method. Recall that a stochastic recursion is uniquely identi-
fied by its increment term, its initial value and the learning rate. We examine
here the various recursions in great detail.
1. Tracking γρ(H, θ): In our algorithm, we do not apply the naive order
statistic method to estimate the (1 − ρ)-quantile. Rather we employ an effi-
cient stochastic recursion to estimate the (1 − ρ)-quantile which is based on
the following lemma:
The quantile problem is reformulated as an optimization problem in Lemma
1 of [45]. The lemma provides a characterization of the (1 − ρ)-quantile of a
given real-valued function H with respect to a given probability measure P.
For better comprehension, we restate the lemma here:
Lemma 1 (Lemma 1 of [45]) The (1 − ρ)-quantile of a bounded real valued
function H(·)
(
with H(x) ∈ [Hl,Hu]
)
with respect to the probability density
function fθ is reformulated as an optimization problem
γρ(H, θ) = arg min
γ∈[Hl,Hu]
Eθ [ψ(H(X), γ)] , (15)
where X ∼ fθ, ψ(H(x), γ) = (1−ρ)(H(x)−γ)I{H(x)≥γ}+ρ(γ−H(x))I{H(x)≤γ}
and Eθ[·] is the expectation with respect to the PDF fθ.
In this paper, we maintain the time-dependent variable γt to track the true
quantile γρ(H, ·). The increment term in the recursion is the sub-differential
of ψ with respect to γ which is defined as follows:
∆γt(x) = −(1− ρ)I{H(x)≥γt} + ρI{H(x)≤γt}. (16)
The stochastic recursion which tracks γρ(H, ·) is defined in Equation (21). The
continuity relationship that holds between the (1 − ρ)-quantile γρ(H, θ) and
the model parameter θ is indeed beneficial since the evolutionary approach
inherent in the stochastic approximation techniques effectively utilizes the re-
lationship.
2. Tracking Υ1 and Υ2: In our algorithm, we completely avoid the sample
averaging technique employed in the Monte-Carlo version to estimate Υ1 and
Υ2. Rather, we employ the stochastic approximation recursion to track the
above quantities. We maintain two time-dependent variables ξ
(0)
t and ξ
(1)
t to
track Υ1 and Υ2 respectively. The increment functions used by their respective
recursions are defined as follows:
∆ξ
(0)
t (x) = g1(H(x), x, γt)− ξ(0)t g0(H(x), γt), (17)
∆ξ
(1)
t (x) = g2(H(x), x, γt, ξ(0)t )− ξ(1)t g0(H(x), γt). (18)
The stochastic recursions which track Υ1 and Υ2 are defined in Equations
(22) and (23) respectively. Note that the recursion of ξ
(0)
t depends on γt, while
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that of ξ
(1)
t depends on γt and ξ
(0)
t . Also note that the recursion of γt is
independent of ξ
(0)
t and ξ
(1)
t . This implies that there exists only a unilateral
coupling between these quantities which thus enables us to use the same learn-
ing rate parameter for all the three recursions.
3. Model Parameter Update: In the ideal version of CE, we have θt+1 =
(Υ1(θt, . . . ), Υ2(θt, . . . ))
>. This can be a large discrete change from θt to θt+1.
But in our algorithm, we adopt a smooth update of the model parameters.
The recursion is defined in Equation (27). This smooth update is practically
significant since it guarantees a continuous evolution of the model parameters
contrary to a discrete change which might cause large deviations. This further
prevents premature convergence of the model sequence to any of the subopti-
mal solutions. A technical detail which has to be mentioned here is that the
proposed algorithm does not update the model parameter θt at each time in-
stant t, rather it is updated only along a subsequence of {t}. We block the
update of model parameters by utilizing a delaying mechanism whose tech-
nical details we elaborate later in this paper. This delaying mechanism also
enables us to reuse the same learning rate for the θt recursion as the one used
for γt, ξ
(0)
t and ξ
(1)
t . This is indeed significant since the samples processed by
the recursions of γt, ξ
(0)
t and ξ
(1)
t are controlled by θt and hence a direct im-
plication reveals there is a bilateral coupling between θt and the rest of the
quantities. However, because of the delaying mechanism, sufficient averaging
of the quantities γt, ξ
(0)
t and ξ
(1)
t occurs between any two successive updates
of the model parameter. So one can indeed reuse the same learning rate for
the θt recursion.
4. Learning Rates: Our algorithm uses a single learning rate {βt}, which
satisfies the following condition:
Assumption 1. The step-size {βt} is a deterministic, positive and non-
increasing sequence which satisfies
∞∑
t=1
βt =∞,
∞∑
t=1
β2t <∞. (19)
5. Mixture Distribution: The streamlined nature inherent in the stochastic
approximation algorithms demands only a single sample Xt+1 (generated in
Equation (20)) per iteration. This is a remarkable improvement in the sense
that the algorithm learns by utilizing only a single sample Xt+1 per iteration
to evolve the variables involved and thus directing the model parameter θt to-
wards the degenerate distribution concentrated on the optimum point x∗. In
our algorithm, we use a mixture distribution f̂θt to generate the sample Xt+1,
where f̂θt = (1−λ)fθt +λfθ0 with λ ∈ [0, 1) the mixing weight. The initial dis-
tribution parameter θ0 is chosen such that the density function fθ0 is strictly
positive on every point in the solution space X , i.e., fθ0(x) > 0,∀x ∈ X . The
mixture approach in fact facilitates extensive exploration of the solution space
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and prevents the iterates from getting stranded in suboptimal solutions.
Notation: We denote by γρ(H, θ̂)), the (1 − ρ)-quantile of H(·) w.r.t. the
mixture distribution f̂θ and let Eθ̂[·] be the expectation w.r.t. the mixture
PDF f̂θ. Also, Pθ̂ is the probability measure w.r.t the mixture PDF f̂θ, i.e.,
for a Borel set A ⊂ Rm, we have Pθ̂(A) =
∫
A
f̂θ(x)dx.
Algorithm 2: CE2-ND
1 Data: 1 ∈ (0, 1), λ, ct ∈ (0, 1), βt, θ0 = (µ0, Σ0)>.
2 Init: γ0 = 0, ξ
(0)
0 = 0m×1, ξ
(1)
0 = 0m×m, T0 = 0, γ
p
0 = −∞, c = c0, t = 0,
θp = NULL.
3 while stopping criteria not satisfied do
4 Sample generation:
Xt+1 ∼ f̂θt(·) where f̂θt = (1− λ)fθt + λfθ0 ; (20)5
6 Tracking the (1− ρ)-quantile of H(·) w.r.t. f̂θt :
γt+1 = γt − βt+1∆γt(Xt+1)); (21)7
8 Tracking Υ1 of Equation (7):
ξ
(0)
t+1 = ξ
(0)
t + βt+1∆ξ
(0)
t (Xt+1); (22)9
10 Tracking Υ2 of Equation (8):
ξ
(1)
t+1 = ξ
(1)
t + βt+1∆ξ
(1)
t (Xt+1); (23)11
if θp 6= NULL then
12 Xpt+1 ∼ f̂θp where f̂θp = (1− λ)fθp + λfθ0 ;
γpt+1 = γ
p
t − βt+1∆γpt (Xpt+1); (24)
Note : ∆γpt is same as ∆γt except γ
p
t replacing γt.
13 Threshold comparison:
Tt+1 = Tt + c
(
I{γt+1>γpt+1} − I{γt+1≤γpt+1} − Tt
)
; (25)14
if Tt+1 > 1 then
15 Save previous model: θp = θt; γ
p
t+1 = γt; (26)
16 Update model: θt+1 = θt + βt+1
(
(ξ
(0)
t , ξ
(1)
t )
> − θt
)
; (27)
17 Reset parameters: Tt = 0; c = ct; (28)
18 else
19 γpt+1 = γ
p
t ; θt+1 = θt;
20 t = t+ 1;
To better comprehend the algorithm, a pictorial depiction of the algorithm
CE2-ND is provided in Fig. 6. Now it is important to note that the model
parameter θt is not updated at each t. Rather it is updated every time Tt hits
16 Ajin George Joseph, Shalabh Bhatnagar
γt+1 = γt − βt+1∆γt(Xt+1)
ξ
(0)
t+1 = ξ
(0)
t + βt+1∆ξ
(0)
t (Xt+1)
ξ
(1)
t+1 = ξ
(1)
t + βt+1∆ξ
(1)
t (Xt+1)
YesTt > ǫ1
Xt+1 ∼
̂fθt
Tt+1 = Tt + c∆Tt
θt+1 = θt + βt+1∆θt
θt+1 = θt
No
γ
p
t+1 = γt+1
1
2
∆θt, γt+1
H(Xt+1)
Fig. 6: Flowchart representation of the algorithm CE2-ND.
γt+1 = γt − βt+1∆γt
ξ
(0)
t+1 = ξ
(0)
t + βt+1∆ξ
(0)
t
ξ
(1)
t+1 = ξ
(1)
t + βt+1∆ξ
(1)
t
H(Xt+1)
∆
θ
t+
1
,
γ
t+
1
t(n)
θt ≡ θt(n), t(n) ≤ t ≤ t(n+1)
t(n+3)
γt+1 = γt − βt+1∆γt
ξ
(0)
t+1 = ξ
(0)
t + βt+1∆ξ
(0)
t
ξ
(1)
t+1 = ξ
(1)
t + βt+1∆ξ
(1)
t
H(Xt+1)
∆
θ
t+
1
,
γ
t+
1
γt+1 = γt − βt+1∆γt
ξ
(0)
t+1 = ξ
(0)
t + βt+1∆ξ
(0)
t
ξ
(1)
t+1 = ξ
(1)
t + βt+1∆ξ
(1)
t
H(Xt+1)
∆
θ
t+
1
,
γ
t+
1
t(n+1)
θt ≡ θt(n+1), t(n+1) ≤ t ≤ t(n+2)
t(n+2)
θt ≡ θt(n+2), t(n+2) ≤ t ≤ t(n+3)
Fig. 7: Timeline graph of the algorithm CE2-ND.
1, where 0 < 1 < 1. So the update of θt only happens along a sub-sequence
{t(n)}n∈N of {t}t∈N. This particular, yet important aspect of the algorithm
is demonstrated in the time-line map given in Fig. 7. So between t = t(n)
and t = t(n+1), the variable γt estimates the quantity γρ(H, θ̂t(n)). Intuitively,
one can think of the sequences {θt(n)} and {γt(n)} to be tracking the ideal
CE model sequence and the threshold levels respectively. We also maintain
two book-keeping variables γpt and θ
p which hold the previous threshold and
the previous model parameter respectively. Thus γpt(n) is the estimate of the
(1 − ρ)-quantile with respect to f̂θt(n−1) which is the previous model PDF.
We also update the previous threshold γpt in recursion (24) using the previous
PDF mixture f̂θp to improve the accuracy of the previous threshold.
We maintain a variable Tt and its recursion (25) to determine the moment
to update the model parameter. The recursion (25) is an elegant trick to
ensure that the current threshold estimate γt eventually becomes greater than
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the previous threshold estimate γpt(n) , i.e., γt > γ
p
t(n)
for all but finitely many
t. We have shown in Lemma 3 that if γρ(H, θt) > γρ(H, θp), then Tt → 1
as t → ∞. However, in practice, an algorithm cannot wait infinitely long to
determine the order of the current and the previous thresholds. Hence we chose
a confidence ceiling 1 ∈ (0, 1) and the model parameters are updated when
Tt hits the ceiling. From the empirical studies we have conducted, we believe
that 1 in the range [0.8, 0.95] is sufficient to obtain a credible comparison
of the thresholds. Also note that we reset Tt in Equation (28) during model
parameter update to initiate a new comparison (since the model parameters
are changed). Now to justify the comparison step Tt > 1, one has to ensure
that supt |Tt| < 1 holds. It can be verified that the random variable Tt indeed
belongs to (−1, 1), ∀t > 0. We state it as a proposition here.
−10 −5 0 5 10
x −→
−1.0
−0.5
0.0
0.5
1.0
H(
x
)−
→
H(x)
Global maximum at x=2.0
Fig. 8: Plot of a real valued objective function defined over R whose global
optimum x∗ = 2.
Proposition 1 For any T0 ∈ (0, 1), Tt in Equation (25) belongs to (−1, 1),
∀t > 0.
Proof. Assume T0 ∈ (0, 1). Now the Equation (25) can be rearranged as
Tt+1 = (1− c)Tt + c(I{γt+1>γpt+1} − I{γt+1≤γpt+1}),
where c ∈ (0, 1). At first, we consider the two worst case scenarios. In the
worst case, either I{γt+1>γpt+1} = 1, ∀t or I{γt+1≤γpt+1} = 1, ∀t. Since the two
events {γt+1 > γpt+1} and {γt+1 ≤ γpt+1} are mutually exclusive, we will only
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0 5000 10000 15000 20000
t −→
−1
0
1
2
3
4
5
6
7
Tt
σt
µt
²1 = 0.95
µt → 2.0σt → 0
whenever Tt hits ²1, the model θt = (µt, σt)> evolves
Fig. 9: Plot of µt, σt and Tt when CE2-ND is applied to the objective func-
tion from Fig. 8. Note that the solution space is a subset of R, and hence we
have θt = (µt, σt)
> ∈ R2. Now regarding the evolution of the various tracking
variables, we have the mean µt converging to x
∗ = 2 and the variance σt con-
verging to 0 which implies that the model sequence θt is indeed converging to
the degenerate distribution concentrated at x∗. Now note that the Tt variable
controls the evolution of the model sequence {θt}. Indeed the graph clearly
illustrates that θt is updated only when Tt hits 1 = 0.95 ceiling.
consider the former event I{γt+1>γpt+1} = 1, ∀t. In this case,
lim
t→∞Tt = limt→∞
(
c+ c(1− c) + c(1− c)2 + · · ·+ c(1− c)t−1 + (1− c)tT0
)
= lim
t→∞
c(1− (1− c)t)
c
+ T0(1− c)t
= lim
t→∞(1− (1− c)
t) + T0(1− c)t = 1.
Similarly for the latter event I{γt+1≤γpt+1} = 1, ∀t, one can prove that
limt→∞ Tt = −1.
In cases other than the worst case scenarios, both the events {I{γt+1>γpt+1} =
1, t ∈ N} and {I{γt+1≤γpt+1} = 1, t ∈ N} occur with non-zero probability. Hence
|Tt| < 1. This completes the proof.
Remark 1 The recursion (21) of γt might be slow since the increment term
∆γt is small. So to accelerate it one might need to multiply the increment
term with a constant Kγ > 1.0. In most practical cases, one can easily induce
Kγ from the knowledge about the bounds (infxH(x) and supxH(x)) of the
objective function H.
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7 Convergence Analysis
To analyze the asymptotic behaviour of the algorithm CE2-ND, we utilize
the ODE based analysis which is intuitively pleasing while requiring very less
restrictions.
Assumption 2. The sequence {γt}t∈N in Equation (21) satisfies supt∈N |γt| <
∞ with probability one.
Remark 2 Note that this is a technical requirement to prove the convergence.
However, it is not straightforward, but is a prerequisite to establish conver-
gence. Thus, one needs to show that this holds, i.e., the iterates remain uni-
formly bounded. In most pragmatic scenarios, one imposes this requirement
by projecting the updates to a compact and convex set. However, in the case
of the quantile estimation recursion (21), note that the objective function H
is bounded (i.e., H(x) ∈ [Hl,Hu],∀x) and hence the true quantile γρ(H, ·)
belongs to the closed and bounded interval [Hl,Hu]. Therefore, one can eas-
ily guarantee the above assumption by projecting the iterates γt back to the
above interval if they drift too far away from the interval. The ODE analysis
in such a case follows roughly along the same lines as below. For more see [39].
Define the filtration {Ft}t∈N, where Ft , σ(γ0, γi,Xi, 1 ≤ i ≤ t) is the
σ-field generated by γ0, γi and Xi, 1 ≤ i ≤ t.
As mentioned earlier, the model parameter θt is updated only along a
subsequence {t(n)}n∈N of {t}t∈N. Between t = t(n) and t = t(n+1), the model
parameter θt remains constant. So we can analyze the limiting behaviour of
γt, ξ
(0)
t and ξ
(1)
t by keeping θt fixed. We now have the following result for
recursion (21):
Lemma 2 Assume θt ≡ θ,∀t. Let Assumption 2 hold and also let the learn-
ing rate {βt}t∈N satisfy Assumption 1. Then the sequence {γt}t∈N defined in
Equation (21) satisfies γt → γρ(H, θ̂) as t → ∞ with probability one, where
f̂θ = (1− λ)fθ + λfθ0 .
Proof. First we recall recursion (21) here:
γt+1 = γt − βt+1
(
− (1− ρ)I{H(Xt+1)≥γt} + ρI{H(Xt+1)≤γt}
)
, (29)
where Xt+1 ∼ f̂θ.
The above equation can be rewritten as
γt+1 = γt − βt+1∆γt(Xt+1), (30)
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where ∆γt is defined in Equation (16).
The above equation can be further viewed as,
γt+1 = γt − βt+1∆γt(Xt+1)
= γt + βt+1
(
−∆γt(Xt+1) + E [∆γt(Xt+1)|Ft]− E [∆γt(Xt+1)|Ft]
)
= γt + βt+1
(
M(1,0)t+1 − E [∆γt(Xt+1)|Ft]
)
,
where
M(1,0)t+1 , E [∆γt(Xt+1)|Ft]−∆γt(Xt+1)
= Eθ̂ [∆γt(Xt+1)]−∆γt(Xt+1). (31)
The above equality follows since {Xt+1, t ∈ N} is IID.
Also,
−E [∆γt(Xt+1)|Ft] ∈ −E [∂γψ(H(Xt+1), γt)|Ft]
= −Eθ̂ [∂γψ(H(Xt+1), γt)] , (32)
where ψ(·, ·) is as in Lemma 1 and ∂γψ (the sub-differential of ψ(·, γ) w.r.t.
γ) is a set function and is defined as follows:
∂γψ(H(x), γ) =

{−(1− ρ)I{H(x)≥γ} + ρI{H(x)≤γ}, for γ 6= H(x),
[−(1− ρ), ρ ] , for γ = H(x),
(33)
For brevity, let h(1,0)(γ) , −Eθ̂ [∂γψ(H(X), γ)], where X ∼ f̂θ (Note that
we consider the random variable X instead of Xt+1 for notational convenience.
This indeed makes sense, since {Xt, t ∈ N} is IID and Xt+1 ∼ f̂θ). The set
function h(1,0) : [Hl,Hu]→ {subsets of R} satisfies the following properties:
1. For each γ ∈ [Hl,Hu], h(1,0)(γ) is convex and compact.
Indeed, it follows directly from Equation (33). For each γ ∈ [Hl,Hu],
note that −h(1,0)(γ) is either a singleton or the closed interval [−(1−ρ), ρ].
2. For each γ ∈ [Hl,Hu], we have
supy∈h(1,0)(γ) |y| < K1,0(1 + |γ|), for some 0 < K1,0 <∞.
Indeed, for each γ ∈ [Hl,Hu], note that −h(1,0)(γ) is either the scalar
Eθ̂
[−(1− ρ)I{H(X)≥γ} + ρI{H(X)≤γ}] or the bounded closed interval [−(1−
ρ), ρ]. Hence the above bound exists.
3. h(1,0) is upper semi-continuous.
To prove this, one has to show the following: if the sequence {γn}
converges to γ¯ and {yn} converges to y¯ with yn ∈ h(1,0)(γn), then y¯ ∈
h(1,0)(γ¯). Note that for each γ ∈ [Hl,Hu], there are two possibilities for
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−h(1,0)(γ). It is either Eθ̂
[−(1− ρ)I{H(X)≥γ} + ρI{H(X)≤γ}] or the closed
interval [−(1− ρ), ρ]. Also,
Eθ̂
[−(1− ρ)I{H(X)≥γ} + ρI{H(X)≤γ}]
= −(1− ρ)Pθ̂(H(X) ≥ γ) + ρPθ̂(H(X) ≤ γ)
∈ [−(1− ρ), ρ]. (34)
Now consider the case when −yn = −h(1,0)(γn) =
Eθ̂
[−(1− ρ)I{H(X)≥γn} + ρI{H(X)≤γn}], then −yn = −(1 − ρ)Pθ̂(H(X) ≥
γn) + ρPθ̂(H(X) ≤ γn) converges to −y¯ = −(1 − ρ)Pθ̂(H(X) ≥ γ¯) +
ρPθ̂(H(X) ≤ γ¯). This follows from the continuity of probability measures.
Now from Equation (34), we have −y¯ ∈ −h(1,0)(γ¯), i.e., y¯ ∈ h(1,0)(γ¯).
Now consider the case when −yn ∈ [−(1− ρ), ρ] and −y¯ =
Eθ̂
[−(1− ρ)I{H(X)≥γ¯} + ρI{H(X)≤γ¯}]. This implies that ψ(·, γ) is differen-
tiable at γ = γ¯, while only sub-differentials exist at γ = γn,∀n ∈ N. This
particular scenario is not possible. The reason being ψ is piece-wise lin-
ear in γ and ψ(·, γ) is differentiable at γ = γ¯. Therefore, there exists a
neighbourhood around γ¯ such that ψ(·, γ) is linear. However, by hypothe-
sis {γn} → γ¯ which is impossible due to the linear behaviour of ψ around
γ¯ and the non-differentiability of ψ at each γn.
Now, regarding the noise term M(1,0)t (defined in Equation (31)), observe that
M(1,0)t is Ft-measurable ∀t ∈ N \ {0} and is integrable. Also, it is not hard
to verify that {M(1,0)t , t ∈ N \ {0}} is a martingale difference noise sequence.
Indeed, almost surely,
E[M(1,0)t+1 |Ft] = E
[
Eθ̂ [∆γt(Xt+1)]−∆γt(Xt+1)
∣∣∣Ft]
= E
[
Eθ̂[∆γt(Xt+1)]
∣∣∣Ft]− E [∆γt(Xt+1)∣∣∣Ft]
= Eθ̂[∆γt(Xt+1)]− Eθ̂[∆γt(Xt+1)]
= 0.
The third equality above holds since {Xt+1, t ∈ N} is IID.
Also, since ∆γt(Xt+1) is bounded almost surely, we find that ∆γt(Xt+1) has
finite first and second order moments. Hence,
E
[
|M(1,0)t+1 |2|Ft
]
= E
[(
Eθ̂ [∆γt(Xt+1)]−∆γt(Xt+1)
)2∣∣∣Ft]
≤ K1,1(1 + |γt|2), (35)
for some 0 < K1,1 <∞.
Also, the stability of the sequence {γt} is guaranteed by Assumption 2,
where we assume the almost sure boundedness of the sequence {γt}. Now, by
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appealing to Theorem 2 in Chapter 5 of [6], we deduce that the stochastic
sequence {γt} asymptotically tracks the following differential inclusion
d
dt
γ(t) ∈ h(1,0)(γ(t)) = −Eθ̂ [∂γψ(H(X), γ(t))]
= −∂γEθ̂ [ψ(H(X), γ(t))] . (36)
Note that the interchange of Eθ̂[·] and ∂γ in the above differential inclusion
follows by appealing to the Dominated Convergence Theorem.
Now we analyze the stability of the above differential inclusion. Note that
by Lemma 1, we know that γ∗ , γρ(H, θ̂) is the unique root of the func-
tion h(1,0)(·) and hence it is a fixed point of the flow induced by the above
differential inclusion. Now, define V (γ) , Eθ̂ [ψ(H(X), γ)] − Eθ̂ [ψ(H(X), γ∗)].
It is easy to verify that V is continuously differentiable and Eθ̂ [ψ(H(X), γ)]
is a convex function and hence γ∗ is its global minimum. Hence V (γ) > 0,
∀γ ∈ R\{γ∗}. Further V (γ∗) = 0 and V (γ) → ∞ as |γ| → ∞. So V (·) is a
Lyapunov function. Also note that ∇V (γ)>h(1,0)(γ) ≤ 0. So γ∗ is the global
attractor of the flow induced by the differential inclusion defined in Equation
(36). Thus by appealing to Corollary 4 in Chapter 5 of [6], we obtain that the
iterates γt converge almost surely to γ
∗ = γρ(H, θ̂). This completes the proof
of Lemma 2.
Lemma 2 claims that if the model parameter is held constant, i.e., θt ≡
θ,∀t, then γt successfully tracks γρ(H, θ̂): the (1− ρ)-quantile of H w.r.t. the
mixture PDF f̂θ.
Now we define the filtration {Ft}t∈N where the σ-field
Ft = σ
(
γi, γ
p
i , ξ
(0)
i , ξ
(1)
i , θi, 0 ≤ i ≤ t;Xi, 1 ≤ i ≤ t
)
, t ∈ N.
Lemma 3 Assume θt ≡ θ,∀t. Let Assumptions 1 and 2 hold. Then almost
surely,
1. lim
t→∞ ξ
(0)
t = ξ
(0)
∗ =
Eθ̂
[
g1
(
H(X),X, γρ(H, θ̂)
)]
Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)] , (37)
2. lim
t→∞ ξ
(1)
t = ξ
(1)
∗ =
Eθ̂
[
g2
(
H(X),X, γρ(H, θ̂), ξ(0)∗
)]
Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)] . (38)
3. If γρ(H, θ̂) > γρ(H, θ̂p), then {Tt}t∈N in Equation (25) satisfies
limt→∞ Tt = 1 a.s.
Proof. 1. First, we recall Equation (22) below:
ξ
(0)
t+1 = ξ
(0)
t + βt+1
(
g1(H(Xt+1),Xt+1, γt)− ξ(0)t g0 (H(Xt+1), γt)
)
,
where Xt+1 ∼ f̂θt .
(39)
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Note that the above recursion of ξ
(0)
t depends on γt, but not the other way.
This implies that we can replace γt by its limit point γρ(H, θ̂) and a bias term
which goes to zero as t → ∞. We denote the decaying bias term using the
notation o(1). Further, using the hypothesis that θt = θ and from Equation
(39), we get,
ξ
(0)
t+1 = ξ
(0)
t + βt+1
(
h(2,0)(ξ
(0)
t ) +M
(2,0)
t+1 + o(1)
)
, (40)
where h(2,0)(x) , −E
[
xg0
(
H(Xt+1), γρ(H, θ̂)
) ∣∣∣Ft]+
E
[
g1
(
H(Xt+1),Xt+1, γρ(H, θ̂)
) ∣∣∣Ft] , (41)
M(2,0)t+1 , g1
(
H(Xt+1),Xt+1, γρ(H, θ̂)
)
−
E
[
g1
(
H(Xt+1),Xt+1, γρ(H, θ̂)
) ∣∣∣Ft]− ξ(0)t g0 (H(Xt+1), γρ(H, θ̂))+
E
[
ξ
(0)
t g0
(
H(Xt+1), γρ(H, θ̂)
) ∣∣∣Ft] and Xt+1 ∼ f̂θ.
Since Xt+1 is independent of the σ-field Ft, the function h(2,0)(·) in Equation
(41) can be rewritten as
h(2,0)(x) = −Eθ̂
[
xg0
(
H(X), γρ(H, θ̂)
)]
+ Eθ̂
[
g1
(
H(X),X, γρ(H, θ̂)
)]
,
where X ∼ f̂θ. It is easy to verify that M(2,0)t , t ∈ N is a martingale difference
sequence, i.e., M(2,0)t is Ft-measurable, integrable and E[M(2,0)t+1 |Ft] = 0 a.s.,
∀t ∈ N. It is also easy to verify that h(2,0)(·) is Lipschitz continuous. Also since
S(·) is bounded above and f̂θ(·) has finite first and second moments we have
almost surely,
E
[
‖M(2,0)t+1 ‖2|Ft
]
≤ K2,0(1 + ‖ξ(0)t ‖2),∀t ≥ 0, for some 0 < K2,0 <∞.
Now consider the ODE
d
dt
ξ(0)(t) = h(2,0)(ξ(0)(t)). (42)
We may rewrite the above ODE as,
d
dt
ξ(0)(t) = Aξ(0)(t) + b(0),
where A is a diagonal matrix with Aii = −Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)]
, 0 ≤ i < m
and b(0) = Eθ̂
[
g1
(
H(X),X, γρ(H, θ̂)
)]
. In [7] and Chapter 3 of [6], an ODE
based analysis has been developed to assure the stability (boundedness almost
24 Ajin George Joseph, Shalabh Bhatnagar
surely) of stochastic approximation recursions under general conditions. We
apply the result from there for our case. Indeed, consider the following ODE:
d
dt
ξ(0)(t) = lim
η→∞
h(2,0)(ηξ(0)(t))
η
= Aξ(0)(t). (43)
Since the matrix A has the same value for all the diagonal elements, A has
only one eigenvalue: λ(A) = −Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)]
with multiplicity m.
Also observe that λ(A) < 0. Hence the ODE (43) is globally asymptotically
stable to the origin. Using Theorem 7, Chapter 3 of [6], the iterates {ξ(0)t }t∈N
are stable a.s., i.e., supt∈N ‖ξ(0)t ‖ <∞ a.s.
Again, by using the earlier argument that the eigenvalues λ(A) of A are
negative and identical, the point −A−1b(0) can be seen to be a globally asymp-
totically stable equilibrium of the ODE (42). By using Corollary 4, Chapter 2
of [6], we can conclude that
lim
t→∞ ξ
(0)
t = −A−1b(0)a.s. =
Eθ̂
[
g1
(
H(X),X, γρ(H, θ̂)
)]
Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)] a.s.
This completes the proof of Equation (37).
2. First, we recall the matrix recursion (23) below:
ξ
(1)
t+1 = ξ
(1)
t + βt+1
(
g2(H(Xt+1),Xt+1, γt, ξ(0)t )− ξ(1)t g0 (H(Xt+1), γt)
)
where Xt+1 ∼ f̂θt .
(44)
As in the earlier proof, we also assume θt = θ. Also note that ξ
(1)
t , ξ
(0)
t and γt
are on the same timescale. However, the recursion of γt proceeds independently
and in particular does not depend on ξ
(0)
t and ξ
(1)
t . Also, there is a unilateral
coupling of ξ
(1)
t on ξ
(0)
t and γt, but not the other way. Hence, while analyzing
recursion (44), one may replace γt and ξ
(0)
t in Equation (44) with their limit
points γρ(H, θ) and ξ(0)∗ respectively and a decaying bias term which is o(1).
Now, by considering all the above observations, we rewrite the Equation (44)
as,
ξ
(1)
t+1 = ξ
(1)
t + βt+1
(
h(2,1)(ξ
(1)
t ) +M
(2,1)
t+1 + o(1)
)
, (45)
where h(2,1)(x) , E
[
g2
(
H(Xt+1),Xt+1, γρ(H, θ̂), ξ(0)∗
) ∣∣∣Ft]−
E
[
xg0
(
H(Xt+1), γρ(H, θ̂)
) ∣∣∣Ft] and (46)
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M(2,1)t+1 , E
[
ξ
(1)
t g0
(
H(Xt+1), γρ(H, θ̂)
) ∣∣∣Ft]−
ξ
(1)
t g0
(
H(Xt+1), γρ(H, θ̂)
)
− E
[
g2
(
H(Xt+1),Xt+1, γρ(H, θ̂), ξ(0)∗
) ∣∣∣Ft]+
g2
(
H(Xt+1),Xt+1, γρ(H, θ̂), ξ(0)∗
)
, where Xt+1 ∼ f̂θ.
(47)
Since Xt+1 is independent of the σ-field Ft, the function h(2,1)(·) in Equation
(46) can be rewritten as
h(2,1)(x) = Eθ̂
[
g2
(
H(X),X, γρ(H, θ̂), ξ(0)∗
)]
− Eθ̂
[
xg0
(
H(X), γρ(H, θ̂)
)]
,
(48)
where X ∼ f̂θ(·). It is not difficult to verify that M(2,1)t+1 , t ∈ N is a martingale
difference noise sequence and h(2,1)(·) is Lipschitz continuous. Also since S(·)
is bounded and f̂θ(·) has finite first and second moments we get,
E
[
‖M(2,1)t+1 ‖2|Ft
]
≤ K2,1(1 + ‖ξ(1)t ‖2),∀t ∈ N, for some 0 < K2,1 <∞.
Now consider the ODE given by
d
dt
ξ(1)(t) = h(2,1)(ξ(1)(t)), t ∈ R+. (49)
By rewriting the above equation we get,
d
dt
ξ(1)(t) = Aξ(1)(t) + b(1), t ∈ R+,
where A is a diagonal matrix as before, i.e., Aii = −Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)]
,
∀i, 0 ≤ i < k and b(1) = Eθ̂
[
g2
(
H(X),X, γρ(H, θ̂), ξ(0)∗
)]
. Now consider the
ODE in the ∞-system
d
dt
ξ(1)(t) = lim
η→∞
1
η
h(2,1)(ηξ(1)(t)) = Aξ(1)(t).
Again, the eigenvalue λ(A) =−Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)]
of A is negative and is
of multiplicity m and hence origin is the unique globally asymptotically stable
equilibrium of the ∞-system. Therefore it follows that the iterates {ξ(1)t }t∈N
are almost surely stable, i.e., supt∈N ‖ξ(0)t ‖ <∞ a.s., see Theorem 7, Chapter
3 of [6].
Again, by using the earlier argument that the eigenvalues λ(A) of A are
negative and identical, the point −A−1b(1) can be seen to be a globally asymp-
totically stable equilibrium of the ODE (49). By Corollary 4, Chapter 2 of [6],
it follows that
lim
t→∞ ξ
(1)
t = −A−1b(1) a.s. =
Eθ̂
[
g2
(
H(X),X, γρ(H, θ̂), ξ(0)∗
)]
Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)] a.s.
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This completes the proof of Equation (38).
3. Here also we assume θt ≡ θ. Then γt in recursion (21) and γpt in recursion
(24) converge to γρ(H, θ̂) and γρ(H, θ̂p) respectively. So if γρ(H, θ̂) > γρ(H, θ̂p),
then γt > γ
p
t eventually, i.e., γt > γ
p
t for all but finitely many t. So almost
surely Tt in Equation (25) will converge to E
[
I{γt+1>γpt+1} − I{γt+1≤γpt+1}
]
=
P(γt+1 > γ
p
t+1)− P(γt+1 ≤ γpt+1) = 1− 0 = 1.
Notation: For the subsequence {t(n)}n>0 of {t}t≥0, we denote t−(n) , t(n)− 1
for n > 0.
As mentioned earlier, θt is updated only along a subsequence {t(n)}n≥0 of
{t}t≥0 with t0 = 0 as follows:
θt(n+1) = θt(n) + βt(n+1)
(
(ξ
(0)
t−
(n+1)
, ξ
(1)
t−
(n+1)
)> − θt(n)
)
. (50)
Now we define Ψ(θ) = (Ψ1(θ), Ψ2(θ))
>, where
Ψ1(θ) ,
Eθ̂
[
g1
(
H(X),X, γρ(H, θ̂)
)]
Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)] , (51)
Ψ2(θ) ,
Eθ̂
[
g2
(
H(X),X, γρ(H, θ̂), Ψ1(θ)
)]
Eθ̂
[
g0
(
H(X), γρ(H, θ̂)
)] . (52)
We now state our main theorem. The theorem states that the model se-
quence {θt} generated by Algorithm 2 converges to θ∗ = (x∗, 0m×m)>, which
is the degenerate distribution concentrated at x∗.
Theorem 1 Let S(x) = exp(rx), r ∈ R+. Let ρ ∈ (0, 1) and λ ∈ (0, 1). Let
θ0 = (µ0, qIm×m)>, where q ∈ R+. Let the step-size sequence {βt} satisfy
the Assumption 1. Also let ct → 0 as t → ∞. Assume that both the solution
space X and the parameter space Θ are compact. Let {θt = (µt, Σt)>}t∈N
be the sequence generated by CE2-ND (Algorithm 2) and assume θt ∈ Θ,
∀t ∈ N. Also, let Assumption 2 hold. Assume that the objective function H ∈
C2. Further, we assume that there exists a continuously differentiable function
V : Θ → R+ s.t. ∇V (θ)>Ψ(θ) < 0, ∀θ ∈ Θ r {θ∗} and ∇V (θ∗)>Ψ(θ∗) = 0.
Then, there exists q∗ ∈ R+ and r∗ ∈ R+ s.t. ∀q > q∗ and ∀r > r∗,
lim
t→∞H(µt) = H(x
∗) and lim
t→∞ θt = θ
∗ = (x∗, 0m×m)> almost surely,
where x∗ is defined in Equation (3).
Proof. Rewriting the Equation (27) along the subsequence {t(n)}n∈N, we have
for n ∈ N,
θt(n+1) = θt(n) + βt(n+1)
(
(ξ
(0)
t−
(n+1)
, ξ
(1)
t−
(n+1)
)> − θt(n)
)
. (53)
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The iterates θt(n) are stable, i.e., supn ‖θt(n)‖ < ∞ a.s. It is directly implied
from the hypothesis that θt(n) ∈ Θ and Θ is a compact set.
Rearranging the Equation (53) we get, for n ∈ N,
θt(n+1) = θt(n) + βt(n+1)
(
Ψ(θt(n)) + o(1)
)
. (54)
This easily follows from the fact that, for t(n) < t ≤ t(n+1), the random vari-
ables ξ
(0)
t and ξ
(1)
t estimate the quantities Ψ1(θt(n)) and Ψ2(θt(n)) respectively.
Since ct → 0, the estimation error decays to 0. This accounts for the o(1) term.
The limit points of the above recursion are indeed the roots of Ψ . Hence
by equating Ψ1(θ) to 0m×1, we get,
Eθ̂
[
g1
(H(X),X, γρ(H, θ̂))]
Eθ̂
[
g0
(H(X), γρ(H, θ̂))] − µ = 0m×1.
⇒ (1− λ)Eθ
[
g1
(H(X),X, γρ(H, θ̂))]+ λEθ0 [g1(H(X),X, γρ(H, θ̂))]−
(1− λ)µEθ
[
g0
(H(X), γρ(H, θ̂))]− λµEθ0 [g0(H(X), γρ(H, θ̂))] = 0m×1.
⇒ (1− λ)Eθ
[
(X − µ)g0
(H(X),X, γρ(H, θ̂))]+
λ
(
Eθ0
[
g1
(H(X),X, γρ(H, θ̂))]− µEθ0 [g0(H(X), γρ(H, θ̂))] ) = 0m×1.
By applying the “integration by parts” rule for multivariate Gaussian, we
obtain
(1− λ)ΣEθ
[
S(H(X))∇H(X))I{H(X)≥γρ(H,θ̂)}
]
+
λ
(
qEθ0
[
S(H(X))∇H(X))I{H(X)≥γρ(H,θ̂)}
]
− µEθ0
[
g0
(H(X), γρ(H, θ̂))] ) = 0m×1.
For brevity, we define
γρ(θ) , γρ(H, θ) and gˆ0(x, θ) , g0
(H(x), γρ(θ)). (55)
Therefore, the above equation becomes
(1− λ)ΣEθ
[
S(H(X))∇H(X))I{H(X)≥γρ(θ̂)}
]
+
λ
(
qEθ0
[
S(H(X))∇H(X))I{H(X)≥γρ(θ̂)}
]
− µEθ0
[
gˆ0(X, θ̂)
] )
= 0m×1.
(56)
By adding the baseline ξ
(0)
t ĝ0(X, θ̂) with X ∼ fθ0 to the recursion of ξ(0)t ,
one can drop the component µEθ0
[
ĝ0(X, θ̂)
]
from the above equation. This
indeed simplifies the analysis and does not affect the asymptotic behaviour.
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However, in practical cases, instead of adding the baseline, one can choose
λ small enough and q large enough to nullify the effect of the component
µEθ0
[
ĝ0(X, θ̂)
]
. Hence, in the analysis, we consider the following equation
instead of Equation (56), i.e.,
(1− λ)ΣEθ
[
S(H(X))∇H(X))I{H(X)≥γρ(θ̂)}
]
+
λqEθ0
[
S(H(X))∇H(X))I{H(X)≥γρ(θ̂)}
]
= 0m×1. (57)
Similarly, by equating Ψ2(θ) to O (= 0m×m), we get,
Eθ̂
[
g2
(H(X),X, γρ(H, θ̂), µ)]
Eθ̂
[
g0
(H(X), γρ(H, θ̂))] −Σ = O.
=⇒ (1− λ)Eθ
[
g2
(H(X),X, γρ(H, θ̂), µ)]+ λEθ0 [g2(H(X),X, γρ(H, θ̂), µ)]−
(1− λ)ΣEθ
[
g0
(H(X), γρ(H, θ̂))]− λΣEθ0 [g0(H(X), γρ(H, θ̂))] = O.
=⇒ (1− λ)Eθ
[
(X− µ)(X− µ)>ĝ0(X, θ̂)
]
+
λEθ0
[
g2
(H(X),X, γρ(H, θ̂), µ)]−ΣEθ̂ [g0(H(X), γρ(H, θ̂))] = O.
=⇒ (1− λ)Eθ
[
(X− µ)(X− µ)>ĝ0(X, θ̂)
]
+ λEθ0
[
g2
(H(X),X, γρ(H, θ̂), µ)]−
(1− λ)Eθ
[
(X− µ)(X− µ)>]Eθ [ĝ0(X, θ̂)]− λΣEθ0 [ĝ0(X, θ̂)] = O.
=⇒ (1− λ)Eθ
[
(X− µ)(X− µ)>
(
ĝ0(X, θ̂)− Eθ
[
ĝ0(X, θ̂)
] )]
+
λEθ0
[
XX>
(
ĝ0(X, θ̂)− Eθ0
[
ĝ0(X, θ̂)
] )]
−
λ
(
µEθ0
[
X
(
ĝ0(X, θ̂)− Eθ0
[
ĝ0(X, θ̂)
] )]>
+
Eθ0
(
X
(
ĝ0(X, θ̂)− Eθ0
[
ĝ0(X, θ̂)
] )]
µ>
)
= O. (58)
Similar to the earlier case, by arguing along the same line, one can discard the
term λ
(
µEθ0
[
X
(
ĝ0(X, θ̂)− Eθ0
[
ĝ0(X, θ̂)
] )]>
+Eθ0
(
X
(
ĝ0(X, θ̂)− Eθ0
[
ĝ0(X, θ̂)
] )]
µ>
)
and consider the following equation instead of Equation (58) for analysis, i.e.,
(1− λ)Eθ
[
(X− µ)(X− µ)>
(
ĝ0(X, θ̂)− Eθ
[
ĝ0(X, θ̂)
] )]
+
λEθ0
[
XX>
(
ĝ0(X, θ̂)− Eθ0
[
ĝ0(X, θ̂)
] )]
= O. (59)
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Again, by applying the “integration by parts” rule for multivariate Gaussian
in Equation (59) and using the hypothesis S(x) = exp(rx), we obtain
(1− λ)Σ2Eθ
[
∇2xgˆ0(X, θ̂)
]
+ λq2Eθ0
[
∇2xg0(X, θ̂)
]
= O.
=⇒ (1− λ)Σ2Eθ
[
S(H(X))Gr(X)I{H(X)≥γρ(θ̂)}
]
+
λq2Eθ0
[
S(H(X))Gr(X)I{H(X)≥γρ(θ̂)}
]
= O, (60)
where Gr(x) , r2∇H(x)∇H(x)> + r∇2H(x). Note that for each x ∈ X ,
Gr(x) ∈ Rm×m. Hence we denote Gr(x) as [Grij(x)]mi=1,j=1. For brevity, we
also define
F r,ρ(x, θ) , S(H(x))Gr(x)I{H(x)≥γρ(θ)}, (61)
where F r,ρ(x, θ) ∈ Rm×m which is also denoted as [F r,ρij (x)]mi=1,j=1.
Hence Equation (60) becomes,
(1− λ)Σ2Eθ
[
F r,ρ(X, θ̂)
]
+ λq2Eθ0
[
F r,ρ(X, θ̂)
]
= O. (62)
Note that (∇iH)2 ≥ 0. Hence we can find an r∗ > 0 such that Grii(x) > 0,
∀r > r∗, 1 ≤ i ≤ m, ∀x ∈ X . Also, by hypothesis, Θ is compact. Hence we can
find q∗ > 0 such that
(1− λ)
(
Σ2Eθ
[
F r,ρ(X, θ̂)
])
ii
+ λq2Eθ0
[
F r,ρii (X, θ̂)
]
≥ 0, (63)
∀r > r∗,∀q > q∗,∀θ ∈ Θ, 1 ≤ ∀i ≤ m.
This contradicts the equality in Equation (62) for q > q∗ and r > r∗. Hence
for such choices of q and r, each of the terms in Equation (62) is 0, i.e.,
Σ2Eθ
[
F r,ρ(X, θ̂)
]
= O and (64)
q2Eθ0
[
F r,ρ(X, θ̂)
]
= O. (65)
Now from Equation (65), we have
Eθ0
[
F r,ρ(X, θ̂)
]
= O =⇒ γρ(θ̂) = H(x∗),
∀r > r∗,∀ρ ∈ (0, ρ∗),∀q > q∗.
(66)
The above implication is trivial, since for all thresholds γ ∈ [infx∈X H(x), supx∈X H(x)]
which are strictly less thatH(x∗), we have (Eθ0 [S(H(X))Gr(X)I{H(X)≥γ}])ii >
0, ∀1 ≤ i ≤ m, ∀r > r∗.
Now from Equation (64), we have Σ = O. Indeed, if Σ 6= O, then Σ2 is in-
vertible (follows becauseΣ2 is positive definite). Hence we have Eθ
[
F r,ρ(X, θ̂)
]
=
O. However, this is a contradiction, since ∀r > r∗, we have F r,ρii (x, θ̂) > 0.
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It is also easy to verify that the solution so obtained, i.e., Σ = O and
γρ(θ̂) = H(x∗) also satisfies the initial Equation (57).
This shows that for any x ∈ X , the degenerate distribution concentrated
on x given by θx = (x, 0m×m)> is a potential limit point of the recursion (53).
Now we prove the following claim which effectively establishes that the only
limiting distribution of the recursion (53) is indeed the degenerate distribution
concentrated on x∗.
Claim (C1): The only degenerate distribution which satisfies the condition
γρ(θ̂) = H(x∗) is θ∗ = (x∗, 0m×m)>.
The above claim can be verified as follows: if there exists x′(∈ X ) 6= x∗ s.t.
γρ(θ̂x′) = H(x∗) is satisfied, then from the definition of γρ(·) in Equation
(55) and from Equation (2), we can find an increasing sequence {li}, where
li > H(x′) s.t. the following property is satisfied:
lim
i→∞
li = H(x∗) and Pθ̂x′ (H(X) ≥ li) ≥ ρ. (67)
But P
θ̂x′
(H(X) ≥ li) = (1 − λ)Pθx′ (H(X) ≥ li) + λPθ0(H(X) ≥ li) and
Pθx′ (H(X) ≥ li) = 0, ∀i. Therefore from Equation (67), we get,
P
θ̂x′
(H(X) ≥ li) ≥ ρ
⇒ (1− λ)Pθx′ (H(X) ≥ li) + λPθ0(H(X) ≥ li) ≥ ρ
⇒ λPθ0(H(X) ≥ li) ≥ ρ
⇒ Pθ0(H(X) ≥ li) ≥
ρ
λ
.
In fact
Pθ0(H(X) ≥ li) ≥ min (
ρ
λ
, 1). (68)
Recall that li → H(x∗). Hence, by the continuity of probability measures and
from Equation (68), we get
0 = Pθ0(H(X) ≥ H(x∗)) = lim
i→∞
Pθ0(H(X) ≥ li) ≥ min (
ρ
λ
, 1) > 0,
which is a contradiction. This proves the Claim (C1). Now the only remaining
task is to prove that θ∗ is a stable attractor. This easily follows from the hy-
pothesis regarding the existence of the Lyapunov function V in the statement
of the theorem.
7.1 Exogesis of Theorem 1
Theorem 1 provides a few insights into the nature of the algorithm CE2-
ND. The theorem is more existential in nature which fundamentally claims
the existence of lower bounds q∗ and r∗ for the parameters q (the covariance
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parameter of the initial distribution) and r (the scaling parameter of the weight
function S(x) = exp (rx)) respectively, which successfully drive the algorithm
towards the global optimum. At first, we explore the nature of our algorithm
by contrasting it with respect to the standard CE algorithm. Note that in the
standard CE method, which is the initially proposed CE method, the weight
function S(·) is literally not involved, i.e., S ≡ 1. In this case, the update
procedure is given by
µt+1 =
∑N
i=1 I{H(Xi)≥γt+1}Xi∑N
i=1 I{H(Xi)≥γt+1}
, (69)
Σt+1 =
∑N
i=1 I{H(Xi)≥γt+1}(Xi − µt+1)(Xi − µt+1)>∑N
i=1 I{H(Xi)≥γt+1}
. (70)
To demonstrate the differences more vividly, we consider the following exam-
ple:
Example 1
H(x) =

0 x < −δ
3
δx+ 3 −δ ≤ x ≤ 0− 3δx+ 3 0 < x ≤ δ
0 x > δ,
where δ > 0.
-5 -4 -3 -2 -1 0 1 2 3 4 5
0
1
2
3
4
5
H
−δ δ
Let us assume that the initial density parameter θ0 and the quantile param-
eter ρ are already chosen. Now consider a δ > 0 such that Pθ0 (−δ ≤ X ≤ δ) <
ρ. For such choice of δ, we have γρ(H, θ0) = 0 and hence {x|H(x) ≥ γρ(H, θ0)} =
X . This follows directly from the definition of γρ(·, ·). The above condition can
be satisfied by taking ρ = 0.1 and δ = 0.4. In this situation, for the standard
CE, we get θt = θ0, ∀t > 0, i.e., the density parameters remain constant. So
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one has to be careful in choosing the quantile parameter ρ to avoid such sce-
narios since the shape of the objective function is critical in seeking the global
optimum. Thus there is a strong dependency between the standard CE and
the quantile parameter ρ. So the primary objective for incorporating S(H(x))
into the update rule of CE2-ND is to decouple this dependency. Thus the
model parameter is updated by additionally conferring due consideration to
the shape of the objective function. This non-dependency of our approach on
ρ is also corroborated by Theorem 1 which does not propose any bounds on
the quantile parameter ρ. Now consider the earlier example with γ1 = 0 and
same ρ as before. We find that CE2-ND does show remarkable performance
as illustrated in Fig. 10.
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Fig. 10: Example which illustrates the non-dependency of CE2-ND on ρ. Here,
CE2-ND converges to the global optimum even with γt = 0, ∀t.
Even though the dependency on ρ is being relaxed, we find that with
S(x) = exp (rx), an additional dependency on the scaling parameter r has
emerged which seems to influence the evolutionary trajectory of the model
parameters. This fact is already highlighted in Theorem 1, where the existence
of the lower bound r∗ is emphasized. Additionally, we empirically illustrate this
particular aspect of the algorithm. This is demonstrated in Fig. 11, where the
objective is same as earlier, but r = 1.0. This choice of r is in contrast to the
earlier optimal behaviour shown in Fig. 10, where r = 2.0.
Another pertinent parameter highlighted in Theorem 1 is the initial dis-
tribution parameter θ0. We assume the initial distribution to be a zero-mean
Gaussian distribution with the co-ordinates being mutually independent and
the covariance matrix is of the form qIm×m, where q > 0. The theorem em-
phasizes the existence of a lower bound q∗ for q to successfully seek the global
optimum. This is intuitive since the initial distribution which is being mixed
with the current model distribution during each iteration of CE2-ND is neces-
sary to promote sufficient exploration of the solution space X and this prevents
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Fig. 11: Example which illustrates the dependency of CE2-ND on r. Here, with
r = 1.0, CE2-ND explodes.
the algorithm from the premature convergence to any of the sub-optimal so-
lutions. We also illustrate it empirically in Fig. 12. Here, we again consider
the same setting from Example 1. Here, with q = 0.8, the algorithm CE2-ND
exhibits sub-optimal behaviour. This is in contrast to the optimal behaviour
illustrated in Fig. 10, where q = 1.0.
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Fig. 12: Example which illustrates the dependency of CE2-ND on q. Here, with
q = 0.8, CE2-ND converges to a sub-optimal solution.
However, the choice of ρ does indeed affect the rate of convergence of
the algorithm since it influences the rate of contraction of the search space.
Indeed, one can easily observe that during a successful search, the search
space contracts probabilistically during iterations and finally converges to the
singleton {x∗}. So, for a given non-degenerate PDF fθ, the threshold which is
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the (1−ρ)-quantile ofH w.r.t fθ is monotonically decreasing with respect to the
parameter ρ and hence for larger values of ρ (ρ close to 1), the thresholds might
rise very slowly which inversely affects the contraction rate of the search space.
Also, for small values of ρ (ρ close to 0) with the PDF fθ being heavy tailed, it
might occur that the variance might be very high in estimating γρ(H, θ) and
this will negatively impact the optimal evolution of the model sequence. So an
intermediate value of ρ is always recommended for the optimal performance
of CE2-ND. This is empirically demonstrated in the experimental section.
Another important parameter even though non-tunable is the threshold
levels γt(n) , whose role is critical while updating the model parameter. Recall
that the samples whose function values are greater than the current threshold
are only considered for updating the model parameter. In CE2-ND, the value of
γt(n) is the (1−ρ)-quantile ofH w.r.t. the PDF fθt(n) (disregarding the mixture
distribution for the time being). For brevity, let us drop the sub-sequence
notation and use t instead of t(n). In order to better comprehend the dynamics
of the algorithm, it is imperative to explore the nature of the evolution of γt.
One might intuitively think that the sequence {γt} should be monotonically
increasing, since the evolution of the model sequence {θt} is primarily guided
towards increasing the probability of the high quality solutions. But one will
need to rigorously prove this claim. Before we do that, we provide some existing
results from the literature which will be of assistance to the analysis. For the
standard CE method (update rule defined in Equation (69)), we know from
Lemma 4 of [29] that
Pθt+1(H(X) ≥ γρ(H, θt)) ≥ Pθt((H(X) ≥ γρ(H, θt)) ≥ ρ, ∀t ≥ 0. (71)
This further implies that γρ(H, θt+1) ≥ γρ(H, θt), ∀t ≥ 0. This establishes
the monotonically ascending nature of the threshold sequence {γt} for the
standard CE. However in CE2-ND, the update of model parameters involves
weighting with S(H(x)). Also for the weighted case, we have the following
result from Theorem 2 of [29].
Eθt+1
[
S(H(X))I{H(X)≥γρ(H,θt)}
] ≥ Eθt [S(H(X))I{H(X)≥γρ(H,θt)}] . (72)
The result shows that the expected behaviour of the subsequent model θt+1
in the region {H(x) ≥ γρ(H, θt)} is superior to the expected behaviour of the
current model θt in the same region. Even though this result provides quite
an insight into the expected behaviour of the model sequence {θt}, it is not
trivial to deduce whether the threshold sequence {γt} should improve over
subsequent iterations. It requires slightly deeper analysis which we provide
here.
Proposition 2 Let {θt} be the model sequence generated by the update rule
(5). Further assume that both S and H are Borel measurable. Then γρ(H, θt+1) ≥
γρ(H, θt).
Proof. Rewriting the update rule (5) in a generalized form as follows:
θLt+1 = arg max
θ∈Θ
EθLt
[
L(X))I{H(X)≥γt+1} log fθ(X)
]
, (73)
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where L : X → R. Note that in the case of weighted CE, we have L(x) =
(S ◦ H)(x). Now consider the case when L is a characteristic function, i.e., L
is of the form IA where A ⊆ Rm is a Borel set. Then, by Equation (72), we
have
EθAt+1
[
IAI{H(X)≥γρ(H,θAt )}
]
≥ EθAt
[
IAI{H(X)≥γρ(H,θAt )}
]
.
=⇒ PθAt+1({H(X) ≥ γρ(H, θ
A
t )} ∩A) ≥ PθAt ({H(X) ≥ γρ(H, θAt )} ∩A), (74)
where {θAt } is the model sequence generated using Equation (73) with L(x) =
IA(x).
Now note that S ◦ H is Borel measurable (since S and H are Borel mea-
surable). Also S > 0. Hence there exists a sequence of simple functions {sn}
such that sn(x)→ (S ◦ H)(x), ∀x ∈ X . Note that the simple function sn is of
the form sn(x) =
∑d
i=1 aiIAi(x), where ai > 0, 1 ≤ ∀i ≤ d and each Ai ⊆ Rm
is a Borel set and Ai ∩Aj = φ, 1 ≤ ∀i, j,≤ d, i 6= j.
Now let {θsnt } be sequence genenerated using Equation (73) with L(x) =
sn(x). Hence by Equation (72), we have
Eθsnt+1
[
sn(X)I{H(X)≥γρ(H,θsnt )}
] ≥ Eθsnt [sn(X))I{H(X)≥γρ(H,θsnt )}] .
=⇒
d∑
i=1
aiPθsnt+1({H(X) ≥ γρ(H, θ
sn
t )} ∩Ai) ≥
d∑
i=1
aiPθsnt ({H(X) ≥ γρ(H, θsnt )} ∩Ai).
=⇒
d∑
i=1
Pθsnt+1({H(X) ≥ γρ(H, θ
sn
t )} ∩Ai) ≥
d∑
i=1
Pθsnt ({H(X) ≥ γρ(H, θsnt )} ∩Ai).
=⇒ Pθsnt+1(H(X) ≥ γρ(H, θ
sn
t )) ≥ Pθsnt (H(X) ≥ γρ(H, θsnt )). (75)
Let {θt} be the model sequence generated using Equation (73) with L(x) =
(S ◦H)(x). Now, since the function in Equation (73) is concave, it is not hard
to verify that θsnt → θt as n → ∞. Hence, from Equation (75) and by the
hypothesis that X is compact and further using the Bounded Convergence
Theorem, we get
Pθt+1(H(X) ≥ γρ(H, θt)) ≥ Pθt(H(X) ≥ γρ(H, θt)) ≥ ρ.
=⇒ γρ(H, θt+1) ≥ γρ(H, θt).
This completes the proof.
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It is important to note that the above claim which confirms the monoton-
ically increasing nature of the sequence {γt} is established for the case which
does not involve the mixture distribution. Now for the mixture distribution
case, we have the earlier result (Theorem 1), where we confirmed the conver-
gence of the model sequence to the degenerate distribution concentrated on
the global optimum x∗. Combining these two results, we obtain the following
corollary.
Corollary 1 Let the assumptions of Theorem 1 hold. Then γρ(H, θ̂t(n)) →
H(x∗) as n→∞ with probability 1.
To illustrate this particular aspect of CE2-ND, we again consider the set-
ting from Example 1. The results obtained are shown in Fig. 13.
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Fig. 13: Example which illustrates the evolution of γρ(H, θt(n)).
8 Experimental Illustrations
We tested CE2-ND on several global optimization benchmark functions from
[33]. The benchmark functions that we consider exhibit an uneven and rough
landscape with many local optima. To evaluate the performance of the al-
gorithm, we compare it against the naive Monte-Carlo CE (MCCE) from
Algorithm 1 and the state-of-the-art gradient based Monte-Carlo CE (GM-
CCE) [31], which is a modified version of the Monte-Carlo CE. The model
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parameter update of GMCCE is given by
µt+1 = αt
1
Nt
∑Nt
i=1 g1(H(Xi),Xi, γt+1)
1
Nt
∑Nt
i=1 g0(H(Xi), γt+1)
+ (1− αt)µt, (76)
Σt+1 = αt
1
Nt
∑Nt
i=1 g2(H(Xi),Xi, γt+1, µt+1)
1
Nt
∑Nt
i=1 g0(H(Xi), γt+1)
+
(1− αt)(Σt + (µt − µt+1)(µt − µt+1)>), (77)
where αt ∈ (0, 1) and γt+1 is computed using Equation (12).
In each of the plots shown in this section, the solid graph represents the
trajectory of H(µt), while the dotted horizontal line is the global maximum
H∗ of the objective function H(·). The x-axis represents the real time in sec-
onds relative to the start of the algorithm. This particular unit is pertinent
due to the contrasting nature of the algorithms (a few being incremental and
online, while others are batch based). Hence, by considering the x-axis to be
the relative time in seconds, we obtain a common basis for comparison. All the
three algorithms use the same initial distribution θ0. This helps to compare
the algorithms independent of any initial bias. The results shown are averages
over 10 independent simulations obtained with the same initial distribution
θ0. In this section we take S(x) = exp(rx), r > 0.
We consider the following benchmark functions for evaluating the perfor-
mance of our algorithm:
1. Griewank function [m = 200][Continuous, Differentiable, Non-Separable,
Scalable, Multimodal]
H1(x) = −1− 1
4000
m∑
i=1
x2i +
m∏
i=1
cos (xi/
√
i). (78)
2. Levy function [m = 50][Continuous, Differentiable, Multimodal]
H2(x) = −1− sin2 (piy1)− (ym − 1)2(1 + sin2 (2piym))−
m∑
i=1
[(yi − 1)2(1 + 10 sin2 (piyi + 1))],
where yi = 1 +
xi − 1
4
.
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3. Trigonometric function [m = 30][Continuous, Differentiable, Non-Separable,
Scalable, Multimodal]
H3(x) = −1−
m∑
i=1
[8 sin2 (7(xi − 0.9)2) + 6 sin2 (14(xi − 0.9)2)− (xi − 0.9)2].
4. Rastrigin function [m = 30][Continuous, Differentiable, Scalable, Mul-
timodal]
H4(x) = −
m∑
i=1
(x2i − 10 cos (2pixi))− 10m.
5. Qing function [m = 30][Continuous, Differentiable, Separable, Scalable,
Multimodal]
H5(x) = −
m∑
i=1
(x2i − i)2.
6. Bukin function [m = 2][Multimodal, Continuous, Non-Differentiable,
Non-Separable, Non-Scalable]
H6(x) = −100
√
x2 − 0.01x21 − 0.01|x1 + 10| − 20.
7. Salomon function [m = 20][Multimodal, Continuous, Differentiable, Non-
Separable, Scalable]
H7(x) = 10
−1 + cos
2pi
√√√√ m∑
i=1
x2i
− 0.1
√√√√ m∑
i=1
x2i
 .
8. Rosenbrock function [m = 10][Unimodal, Continuous, Differentiable,
Non-Separable, Scalable]
H8(x) = −0.0001
(
m∑
i=1
100(x2i+1 − x22i)2 + (1− x2i)2
)
.
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9. Plateau function [m = 100][Multimodal, Continuous, Non-Differentiable]
H9(x) = −0.1
(
30 +
m∑
i=1
b|xi|c
)
.
10. Pathological function [m = 50][Multimodal, Continuous, Non-Differentiable,
Non-Separable, Non-Scalable]
H10(x) = −0.1
m−1∑
i=1
 sin2
√
100x2i + x
2
i+1 − 0.5
0.001 (xi − xi+1)4 + 1
+ 0.5
 .
The results of the numerical experiments are shown in Fig. 14. The various
parameter values used in the experiments are shown in Table 1 and Table
2. To demonstrate the advantages of our algorithm with regards to memory
utilization, we plot the real time memory usage of our algorithm and GMCCE.
The comparison is shown in Fig. 20. To understand the behaviour of our
algorithm with respect to the quantile parameter ρ, we plot the performance
of the algorithm for various values of ρ. The results are shown in Fig. 19.
Table 1: The parameter values used in the experiments.
CE2-ND GMCCE
H r βt λ ct 1 ρ r αt ρ Nt
H1 1.0 t−0.52 t−3.0(n) 0.06 0.9 0.001 0.1 0.1 0.001 Nt+1 = 1.03Nt, N0 = 700
H2 0.001 0.1 t−3.0(n) 0.06 0.9 0.1 0.001 0.1 0.1 Nt+1 = 1.001Nt, N0 = 700
H3 0.001 0.03 t−3.0(n) 0.06 0.9 0.001 0.001 0.001 0.1 Nt+1 = 1.001Nt, N0 = 700
H4 0.01 0.2 t−3.0(n) 0.06 0.9 0.1 0.001 0.2 0.01 Nt+1 = 1.001Nt, N0 = 800
H5 0.00001 0.05 t−3.0(n) 0.06 0.9 0.01 0.001 0.2 0.01 Nt+1 = 1.001Nt, N0 = 1000
H6 0.1 t−0.52(n) t−3.0(n) 0.06 0.9 0.01 0.1 0.1 0.01 Nt+1 = 1.001Nt, N0 = 2000
H7 0.5 0.4 t−3.0(n) 0.08 0.9 0.1 0.5 0.5 0.1 Nt+1 = 1.005Nt, N0 = 2000
H8 0.001 0.1 t−4.0(n) 0.06 0.9 0.01 0.001 0.4 0.01 Nt+1 = 1.001Nt, N0 = 1000
H9 0.05 0.22 0.01 0.05 0.9 0.02 0.05 0.2 0.02 Nt+1 = 1.001Nt, N0 = 1500
H10 0.04 0.2 0.2 0.05 0.9 0.1 0.04 0.2 0.1 Nt+1 = 1.001Nt, N0 = 1200
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Table 2: The initial distribution θ0 used in the various cases and the global
maximum H∗ of the respective functions.
H(·) θ0 H∗
H1 (50.0, 50.0, . . . , 50.0)>, 100I200×200 0
H2 (30.0, 30.0, . . . , 30.0)>, 250I50×50 −1
H3 (10.0, 10.0, . . . , 10.0)>, 100I30×30 −1
H4 (25.0, 25.0, . . . , 25.0)>, 100I30×30 0
H5 (20.0, 20.0, . . . , 20.0)>, 200I30×30 0
H6 (30.0, 30.0)>, 250I2×2 0
H7 (10.0, 10.0, . . . , 10.0)>, 10I20×20 0
H8 (10.0, 10.0, . . . , 10.0)>, 10I10×10 0
H9 (20.0, 20.0, . . . , 20.0)>, 400I100×100 −3
H10 (20.0, 20.0, . . . , 20.0)>, 100I50×50 0
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Fig. 14: The performance comparison of CE2-ND against GMCCE and MCCE.
Here y-axis is H(µt) and x-axis is the time in secs relative to the start of the
algorithm.
42 Ajin George Joseph, Shalabh Bhatnagar
0 20 40 60 80 100 120
time(secs)
−50
−40
−30
−20
−10
0
10
20
MCCE GMCCE CE2-ND
(a) Salomon function
0 25 50 75 100 125 150 175
time(secs)
−400
−350
−300
−250
−200
−150
−100
−50
0
MCCE
GMCCE
CE2-ND
(b) Rosenbrock function
0 10 20 30 40 50 60 70 80
time(secs)
−200
−175
−150
−125
−100
−75
−50
−25
0
MCCE
GMCCE
CE2-ND
(c) Plateau function
0 50 100 150 200 250 300 350
time(secs)
−30
−25
−20
−15
−10
−5
0
MCCE
GMCCE
CE2-ND
(d) Pathological function
Fig. 15: More comparisons
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From the experiments, we make the following observations:
1. The algorithm CE2-ND shows good performance compared to GMCCE
and MCCE in all the test cases that we consider. The algorithm CE2-ND
also exhibits good global optimum convergence behaviour when applied to
all the above benchmark functions. The benchmark functions we consider
for the empirical evaluation of the algorithm possess diverse and rigorous
landscape. For example, in the non-differentiable Plateau function H9 (3D
plot provided in Fig. 16), the landscape involves numerous plateaus and
ridges which makes the effective navigation of any gradient-based methods
quite impossible. However, CE2-ND is able to tread both uphill and down-
hill across this inaccessible landscape to generate the global optimum with
good accuracy at a reasonable rate.
−3 −2 −1
0
1
2
3
−3
−2
−1
0
1
2
3
−3.60
−3.48
−3.36
−3.24
−3.12
−3.00
Fig. 16: 3D plot of the Plateau function
2. The sample size requirements of the algorithm CE2-ND witnessed during
the empirical evaluation are relatively very less compared to GMCCE and
MCCE. This is primarily attributed to the adaptive nature of the under-
lying stochastic approximation framework, where each sample drawn by
the algorithm effectively and efficiently recalibrates the model parameters
towards the singular distribution. The sample size requirements of the re-
spective algorithms experienced during the experimental evaluation of the
test cases H8, H9, and H10 are provided in Fig. 17.
3. The algorithm exhibits robustness with respect to the initial distribution
θ0 in most of the test cases that we consider. Recall that in CE2-ND, we
employ a mixture PDF f̂θt to draw the sample at time t. An initial distribu-
tion which weighs the solution space reasonably well, seems to be sufficient
for all the test cases, except for H10 (Pathological function). Note that in
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Fig. 17: Comparison of the cumulative samples utilized by various algorithms.
the case of H10, both GMCCE and MCCE diverge. It is the unique land-
scape of the Pathological function which contains very narrow trenches and
ridges with smooth regions of moderate values in between. See Fig. 18. The
global optimum is at the origin which is also contained in a very narrow
crest. Hence for a given probability distribution over the solution space,
the probabilities of the crests and trenches are very minimal and hence
the samples drawn at each iteration of both GMCCE and MCCE are more
likely to belong to the moderate range and hence the divergence. In CE2-
ND, we use a mixture weight λ = 0.2 for this particular test case which is
relatively higher compared to the rest of the test cases. The mixture PDF
acts as a bridle to prevent the drift towards horizon. We also consider an ini-
tial distribution ((0, 0, . . . , 0)>50×1, I50×50)> (which is same for both MCCE
and GMCCE). One can indeed argue that this choice of the initial distri-
bution provides unwarranted bias towards the region containing the global
optimum. But we believe that this information (in the form of the initial
distribution) is quite naive, considering the fact that in the unit hypercube
around the origin (where the initial distribution is heavily concentrated),
the terrain of the Pathological function is quite treacherous. See Fig. 18b.
The challenge to seek the global optimum is still hard and any effective
global optimization algorithm has to both ascend as well as descend to find
the global optimum. Any local optimization algorithm can indeed utilize
this initial distribution to randomly pick the initial point, however, due
to the uneven landscape in that region, the global optimum convergence
is not guaranteed. In the case of CE2-ND, we observe an initial transient
phase where the algorithm seems to wander randomly through the solution
space (See Fig. 15d). Nonetheless, due to the mixture approach, there is a
positive weight on the initial distribution and hence there always exists a
positive probability to draw a sample close to the origin. This will stabilize
the exploration and guide the algorithm towards the origin.
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Fig. 18: 3D plot of the Pathological function
4. We studied the sensitivity of the algorithm with regards to the quantile fac-
tor ρ. Recall that ρ determines the threshold level used by the algorithm.
The results are provided in Fig. 19. For ρ ∈ {0.3, 0.2, 0.1, 0.01}, the algo-
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Fig. 19: Performance comparison of CE2-ND for various values of ρ.
rithm converges to the global optimum at a relatively faster rate. However,
for ρ = 0.4, the convergence rate is intermediate, while for ρ = 0.0001, the
drift is sluggish. Theoretically, the algorithm should converge for all values
of ρ. However, in most practical cases, choosing ρ in the range [0.01, 0.3]
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is highly recommended. Similar observation about the Monte-Carlo CE is
mentioned in [29], and this needs further investigation.
5. As with any stochastic approximation algorithm, the choice of the learning
rate βt is vital.
6. The computational and storage requirements of the algorithm CE2-ND
are minimal. This is attributed to the streamlined and incremental nature
of the algorithm. This attribute makes the algorithm suitable in settings
where the computational and storage resources are scarce.
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Fig. 20: Memory usage comparison: CE2-ND uses very less memory compared
to GMCCE. The spikes in the GMCCE case are attributed to the sample
generation.
9 Conclusion
In this paper, we developed a stochastic approximation algorithm for contin-
uous optimization based on the well known cross entropy (CE) method. Our
technique efficiently and effectively tracks the ideal cross entropy method. It
requires only one sample per iteration. The algorithm is incremental in nature
and possesses attractive features like minimal restriction on the structural
properties of the objective function, robustness, ease of implementation, sta-
bility as well as computational and storage efficiency. We showed the almost
sure convergence of our algorithm and proposed conditions required to achieve
the convergence to the global maximum for a particular class of functions. Nu-
merical experiments over diverse benchmark objective functions are shown to
corroborate the theoretical findings.
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Appendix
Stochastic Approximation Framework
Stochastic approximation algorithms [6,39,54] are a computationally appealing
way of efficiently utilizing prior information and are primarily used for opti-
mizing, tracking or regulating stochastic systems. They do so via a discounted
averaging of the prior information and are usually expressed as recursive equa-
tions of the following form:
Zt+1 = Zt + αt+1∆Zt, (79)
where ∆Zt = q(Zt)+bt+Mt+1 is the increment term also called the differential
correction, q(·) is a Lipschitz continuous function, bt is the bias term with
bt → 0 and {Mt} is a martingale difference noise sequence, i.e., Mt is Ft-
measurable and integrable and E[Mt+1|Ft] = 0,∀t ≥ 0. Here {Ft}t∈N is a
filtration, where the σ-field Ft = σ(Zi,Mi, 1 ≤ i ≤ t,Z0). The learning rate
αt > 0 satisfies the Robbins-Monro condition Σtαt =∞, Σtα2t <∞.
