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Se resen˜an varias te´cnicas probabil´ısticas desarrolladas en una serie de trabajos para
investigar exponentes cr´ıticos de explosio´n para ecuaciones semilineales del prototipo
∂u(t, x)/∂t = Au(t, x) + uβ(t, x), u(0, x) = f(x), donde A es el generador infinitesi-
mal de un proceso fuerte de Markov en un espacio localmente compacto S, β > 1 y
f : S → [0,+∞) es medible y acotada.
We review two probabilistic representations of reaction-diffusion equations of the form
∂u(t, x)/∂t = Au(t, x) + uβ(t, x), u(0, x) = f(x), where A is the infinitesimal generator
of a strong Markov process on a locally compact space S, β > 1 and f : S → [0,+∞)
is bounded and measurable. One of the approaches yields a representation in terms
of expectation functionals of a related branching particle systems; the other one uses
the Feynman-Kac formula. We also show how these representations can be used to
investigate critical exponents for blow up of semilinear equations and systems.
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ciones globales y no globales, fo´rmula de Feynman-Kac, exponente cr´ıtico.
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1. Introduccio´n
En este trabajo se presentan algunos me´todos probabil´ısticos para investigar propie-
dades de explosio´n en tiempo finito de ecuaciones semilineales de la forma
∂ut
∂t
= Aut + V u
β
t , u0 = f, (1)
donde A es el generador infinitesimal de un proceso de Markov fuerte con espacio
de estados localmente compacto S, V > 0 y β > 1 son constantes, y la condicio´n
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inicial f : S → [0,+∞) es medible y acotada. Ecuaciones de reaccio´n difusio´n
del prototipo (1) aparecen en varios campos de aplicacio´n y han sido investigadas
intensamente en las u´ltimas de´cadas debido a la rica estructura matema´tica asociada
con sus comportamientos cualitativos; ver [5, 28, 31].
Es bien sabido [30] que bajo hipo´tesis apropiadas, existe un nu´mero real extendido
Tf > 0 tal que (1) tiene solucio´n u´nica u en S × [0, Tf ) dada por
ut(x) = etAf(x) + V
∫ t
0
esAuβt−s(x) ds,
la cual es acotada en S × [0, T ] para cualquier 0 < T < Tf , y si Tf < ∞, entonces
‖ut‖∞ → +∞ cuando t ↑ Tf . En caso de que Tf = +∞ diremos que u es solucio´n
global de (1), mientras que si Tf < +∞, diremos que u explota en tiempo finito, o
que u es no global.
En un art´ıculo seminal [14] Fujita revelo´, inicialmente para el caso S = Rd (donde
Rd es el espacio euclidiano d-dimensional), A = ∆ :=
∑d
i=1 ∂
2/∂x2i y V = 1, que
la dimensio´n espacial d y el exponente β en la parte no lineal de la ecuacio´n juegan
un papel crucial en el comportamiento asinto´tico de las soluciones positivas de (1).
Sus resultados establecen que si d(β − 1)/2 > 1, la ecuacio´n (1) admite soluciones
positivas globales y no globales, mientras que si 0 < d(β − 1)/2 < 1, entonces (1) no
tiene soluciones positivas globales no triviales. El caso d(β − 1) = 2 fue investigado
ma´s tarde por Hayakawa [15] y por Aronson y Weinberger [2], quienes probaron que
tambie´n en este caso (1) no admite soluciones globales no triviales. En este sentido,
el nu´mero β − 1 es el exponente cr´ıtico de explosio´n de la ecuacio´n investigada por
Fujita.
La contraparte probabil´ıstica de los resultados de Fujita vio su origen no mucho
despue´s de la publicacio´n de [14]. En [27] Nagasawa y Sirao dieron a conocer un
enfoque probabil´ıstico que les permitio´ re-descubrir los resultados de Fujita en el caso
de exponentes enteros β ≥ 2, y de un generador A de una migracio´n markoviana en un
espacio compacto. Desde entonces, diversas extensiones y variantes de los resultados
de Fujita han sido exploradas por muchos investigadores, ver [3, 12, 19, 31, 38] para
exposiciones panora´micas recientes de esta a´rea de investigacio´n.
Nuestro objetivo en estas notas es hacer una revisio´n de resultados representativos
de dicha contraparte probabil´ıstica, y de algunos de sus ulteriores desarrollos. Nues-
tras fuentes principales son la serie de trabajos [7, 8, 14, 17, 18, 20, 21, 22, 24, 25, 26,
27, 37].
El enfoque que expondremos aqu´ı se basa en dos tipos de representaciones proba-
bil´ısticas de las soluciones de (1). Una de dichas representaciones, la cual se presenta
en la seccio´n 3, emplea procesos de ramificacio´n markovianos como ingrediente prin-
cipal, caracter´ıstica que restringe su a´mbito a ecuaciones semilineales con exponentes
enteros β ≥ 2 en las no-linealidades. No obstante, mediante tal representacio´n es
posible comprender de manera intuitiva y transparente porque´ ocurre explosio´n de
soluciones de la ecuacio´n (1) bajo ciertas configuraciones de sus para´metros. Ma´s
au´n, considerando sistemas ramificadas multitipo, se puede extender fa´cilmente el
ana´lisis a sistemas de ecuaciones.
La otra representacio´n de (1) se basa en la fo´rmula de Feynman-Kac. A grandes
rasgos, este procedimiento consiste en construir subsoluciones positivas de (1), para lo
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cual la representacio´n de Feynman-Kac es ido´nea, y en determinar condiciones para
que tales subsoluciones crezcan a infinito uniformemente en conjuntos acotados. En
el caso de la ecuacio´n (1), la forma del te´rmino de reaccio´n junto con el crecimiento
uniforme de subsoluciones, implican explosio´n en tiempo finito de (1).
Con el fin de que nuestra presentacio´n sea razonablemente autocontenida, en la
seccio´n 2 y en secciones subsecuentes introducimos informacio´n ba´sica, tomada de la
literatura, referente a procesos de ramificacio´n markovianos, descomposicio´n de Le´vy-
Itoˆ, fo´rmula de Feynman-Kac, puentes α-estables y autosimilaridad de densidades
estables.
La seccio´n 3 contiene la representacio´n de (1) como funcional de media de una
poblacio´n ramificada, que vale para exponentes enteros β ≥ 2, y de la cual se deducen,
en las secciones 4 y 5, condiciones suficientes para globalidad y no globalidad de
soluciones positivas.
La seccio´n 6 contiene extensiones de algunas resultados de secciones precedentes
al caso de sistemas de ecuaciones semilineales.
En la seccio´n 7 se da una condicio´n de no existencia de soluciones globales para una
ecuacio´n semilineal sobre un dominio abierto, con valor en la frontera de Dirichlet, y
se propone una interpretacio´n probabil´ıstica de tal condicio´n.
Un ejemplo de ecuacio´n de reaccio´n-difusio´n no auto´noma, donde el operador de
difusio´n es un generador de un proceso aditivo, es discutido en la seccio´n 8, donde
adema´s se estudia con algo de detalle el caso especial del generador autosimilar L(t) =
k(t)∆α.
La seccio´n 9 introduce la representacio´n de Feynman-Kac de (1), as´ı como la prueba
de explosio´n en dimensiones subcr´ıticas de la ecuacio´n (10) abajo. Finalmente, en
la seccio´n 10, se comenta sobre la aplicacio´n de la representacio´n de Feynman-Kac
para investigar exponentes cr´ıticos de explosio´n de una ecuacio´n con el generador del
proceso gamma.
Cabe mencionar que los resultados que presentamos no necesariamente se dan en
su mayor generalidad. Ma´s bien, hemos seleccionado aquellos casos y ejemplos que
faciliten una exposicio´n sucinta, pero transparente, de los me´todos.
2. Procesos de ramificacio´n markovianos
Comencemos definiendo los procesos de ramificacio´n que emplearemos en las rep-
resentaciones de soluciones de (1). Se remite al lector a la trilog´ıa [16] para una
presentacio´n completa y detallada de este to´pico.
Sea S un espacio topolo´gico de Hausdorff, el cual es localmente compacto y segundo
numerable. Denotemos porNf(S) al espacio de medidas de contar finitas en S, dotado
de la topolog´ıa de convergencia vaga. Escribimos supp(µ) para denotar el soporte
de µ ∈ Nf(S). El espacio de funciones acotadas Borel medibles f : S → R+ (donde
R+ := [0,∞)) sera´ denotado por B(S). Si E es un espacio topolo´gico, B(E) denotara´
tambie´n a la σ-a´lgebra de Borel en E.
A cada f ∈ B(S) asociamos una nueva funcio´n medible fˆ : Nf(S)→ R+, definida
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por
fˆ(µ) =
∏
x∈ supp(µ)
f(x), µ ∈ Nf(S).
Sea pi(x,B) una funcio´n definida en S ×B(Nf(S)) que posee las siguientes propie-
dades:
pi(·, B) es B(S)-medible para cada B ∈ B(Nf(S)) , (1)
pi(x, ·) es una probabilidad en B(Nf(S)) para cada x ∈ S , (2)
pi(x,N[1])= 0 para todo x ∈ S, (3)
donde N[n] ⊂ Nf(S) consiste de las medidas que tienen exactamente n a´tomos, n =
1, 2, . . ..
Denotemos por d= igualdad en distribucio´n y sea † un punto externo a S. Dados un
proceso fuerte de Markov W =: {Wt, t ≥ 0} con valores en S, y una funcio´n medible
y acotada V : S → (0,∞), existe un u´nico proceso de Markov X := {Xt, t ≥ 0} con
espacio de estados Nf(S) cuyas trayectorias son continuas por la derecha con l´ımites
por la izquierda en todo punto t > 0, y tal que
Eµ[fˆ(Xt)] =
∏
x∈supp(µ)
Ex[fˆ(Xt)], f ∈ B(S), µ ∈ Nf(S), (4)
{Xt, t < T, } d= {Yt, t < T}, (5)
donde Y := {Yt, t ≥ 0} es un proceso de Markov en S ∪ {†} cuyo tiempo de vida es
T , tiene a † como su punto terminal, y cumple
Px[Yt ∈ B ] = Ex[e−
R t
0 V (Ws) ds,Wt ∈ B], x ∈ S, B ∈ B(S).
Ma´s au´n, para todo λ ≥ 0,
Ex[ e−λT , XT ∈ B |XT− ] = Ex[ e−λT |XT− ]pi(XT− , B) c.s. en {T <∞} (6)
para cualquier B ∈ B(Nf(S)) y x ∈ S. Aqu´ı Eµ y Pµ denotan, respectivamente,
esperanza condicional y probabilidad condicional dado que X0 = µ. En caso de que
µ = δx escribimos solamente Ex y Px.
El procesoX as´ı construido es denominado un “proceso de ramificacio´n de Markov”
[16]. La propiedad (5) es usualmente aludida como la propiedad de ramificacio´n de
X. El proceso {Yt , t ≥ 0} en (5) es la parte de no-ramificacio´n de X, y la funcio´n
pi con las propiedades (1)-(3) y (6) es la ley de ramificacio´n de X.
Cuando X0 = δx y V > 0 es constante, el proceso X describe la evolucio´n de una
poblacio´n en S cuya evolucio´n espacio-temporal puede describirse intuitivamente de
la siguiente forma. Inicialmente (i.e., al tiempo t = 0) hay un individuo en el lugar
x el cual migra segu´n el proceso W . Despue´s de un tiempo de vida con distribucio´n
exponencial de para´metro V el individuo se ramifica, dando origen a una descendencia
con distribucio´n pi. Los nuevos individuos evolucionan independientemente siguiendo
las mismas reglas. La medida aleatoria Xt representa el estado de la poblacio´n en el
instante t ≥ 0.
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3. Representacio´n de soluciones
Las soluciones positivas de la ecuacio´n
∂ut(x)
∂t
= Aut(x) + V u
β
t (x), t > 0, u0(x) = f(x), x ∈ S, (1)
admiten una representacio´n como funcionales de media del proceso X definido en
la seccio´n 2. Para obtener dicha representacio´n tomamos una funcio´n constante
V (x) ≡ V > 0, un proceso S-valuado {Wt, t ≥ 0}, el cual es de Markov, conservativo,
con generador infinitesimal A y semigrupo {Tt, t ≥ 0} dado por
Ttf(x) := Ex[f(Wt)] =
∫
f(y) qt(x, dy), t ≥ 0, x ∈ S, f ∈ Bb(S),
donde {qt(x, dy), t > 0} es una familia de probabilidades de transicio´n de {Wt t ≥ 0}
y Bb(S) denota al subespacio de B(S) de funciones acotadas. La ley de ramificacio´n
esta´ dada por pi(x, dµ) = δβδx(dµ), x ∈ S, donde β ≥ 2 es un entero fijo. Para
f ∈ B(S) definimos
wt(µ) = Eµ
[
eSt fˆ(Xt)
]
, µ ∈ Nf(S), t ≥ 0, (2)
donde St denota al “tiempo de ocupacio´n ponderado”
St = V
∫ t
0
∫
S
Xs(dx) ds = V
∫ t
0
Ns ds. t ≥ 0, (3)
siendo Nt el nu´mero de individuos presentes en la poblacio´n en el instante t. Cuando
V = 1 y X0 = δz, la variable aleatoria St coincide con la longitud del a´rbol de
descendencia del individuo δz hasta el tiempo t.
Teorema 1. Sea
ut(x) := E x
[
eSt fˆ(Xt)
]
, t ≥ 0, x ∈ S. (4)
Entonces ut es la solucio´n del problema de Cauchy
∂ut(x)
∂t
= Aut(x) + V u
β
t (x), u0 = f, f ∈ B(S). (5)
Prueba. Sea X0 = µ =
∑n
i=1 δxi el estado inicial de la poblacio´n ramificada. Entonces
el tiempo de la primera ramificacio´n σ tiene distribucio´n exponencial de para´metro
nV . De la ley de probabilidad total se sigue que
wt(µ) = e−nV tEµ
[
eSt fˆ(Xt)
∣∣∣ σ > t]+ ∫ t
0
nV e−nV sEµ
[
eSt fˆ(Xt)
∣∣∣ σ = s] ds.
Dado que σ ≥ s, la evolucio´n de la poblacio´n hasta el tiempo s sigue una migracio´n
aleatoria originada por los movimientos de part´ıculas. Por tanto, el tiempo de ocu-
pacio´n Ss es igual a
∫ s
0
nV dr = nV s. Notando que una part´ıcula dada lleva a cabo
la primera ramificacio´n con probabilidad 1/n, se sigue que
wt(µ) = e−nV te
R t
0 nV dr
n∏
i=1
Ttf(xi)
+ V
n∑
i=1
∫ t
0
e−nV se
R s
0 nV drTs
(∫
wt−s(ν)pi(·)(dν)
)
(xi)
n∏
l=1,l 6=i
Ttwt−s(xl) ds,
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donde pi(z)(dν) = δβδz (dν), z ∈ S. Por consiguiente,
wt(µ) =
n∏
i=1
Ttf(xi) + V
n∑
i=1
∫ t
0
Ts
(∫
wt−s(ν)pi(·)(dν)
)
(xi)
n∏
l=1,l 6=i
Ttwt−s(xl) ds.
Poniendo µ = δx y ut(x) := wt(δx) resulta
ut(x) = Ttf(x) + V
∫ t
0
Ts
(
uβt−s
)
(x) ds, x ∈ S, t ≥ 0,
que es la forma integral de (5).
4. Existencia de soluciones globales
Para cada funcio´n medible v : Nf(S) → R+ y cada medida µ =
∑n
i=1 δxi ∈ Nf(S)
definimos el nu´cleo Ψ por∫
Nf(S)
v(ν) Ψ(µ, ds dν) = V
n∑
i=1
Ts
(∫
v(ν)pi(·)(dν)
)
(xi)
n∏
l=1
l 6=i
Tsv(xl) ds.
No´tese que Ψ(µ, ds dν) representa una dina´mica poblacional en la cual la “poblacio´n
inicial” µ es transformada en una nueva poblacio´n, ν, mediante una ramificacio´n en
el instante s del individuo δxi , i = 1, . . . , n. Los dema´s individuos δxl , l 6= i, no
se ramifican en el intervalo (0, s], pero sufren movimientos independientes segu´n el
semigrupo {Tr, r ≥ 0}.
Sean wt y ut las funciones definidas por (2) y (4), respectivamente. Entonces
uˆt = wt, t ≥ 0, y para cualquier f ∈ B(S),
uˆt(µ) = T̂tf(µ) +
∫ t
0
∫
Nf(Rd)
uˆt−s(ν) Ψ(µ, ds dν).
Sustituyendo la expresio´n de uˆt en las integrales del lado derecho de la igualdad
anterior resulta
uˆt(µ) =
∞∑
k=0
uk(t, µ), µ ∈ Nf(S), t ≥ 0, (1)
donde u0(t, µ) = T̂tf(µ) y
uk+1(t, µ) =
∫ t
0
∫
Nf(Rd)
uk(t− s, ν) Ψ(µ, ds dν), k = 0, 1, . . . .
No´tese que
uk(t, µ) = Eµ
[
eSt fˆ(Xt); κt = k
]
, k = 0, 1, . . . ,
donde κt denota el nu´mero de ramificaciones ocurridas hasta el tiempo t. Luego, si
µ =
∑n
i=1 δxi ,
u1(t, µ) = V
∫ t
0
n∑
i=1
Ts
(∫
T̂t−sf(ν)pi(·)(dν)
)
(xi)
n∏
l=1
l 6=i
TsT̂t−sf(xl)
≤ V n
n∏
l=1
Ttf(xl)
∫ t
0
(
sup
z∈S
Tsf(z)
)β−1
ds,
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donde hemos usado que T̂rf(δz) = Trf(z), z ∈ S, t ≥ 0. Debido a lo anterior,
u1(t, µ) ≤ V nT̂tf(µ)
∫ t
0
(
sup
z∈S
Tsf(z)
)β−1
ds, µ =
n∑
i=1
δxi , t ≥ 0.
Usando induccio´n matema´tica es fa´cil verificar que para cualesquier k ≥ 1, µ =∑n
i=1 δxi y t ≥ 0,
uk(t, µ) ≤ V
k
k!
k−1∏
i=0
(n+ i(β − 1))
[∫ t
0
(
sup
z∈S
Tsf(z)
)β−1
ds
]k
T̂tf(µ). (2)
La desigualdad anterior junto con (1) da el siguiente teorema.
Teorema 2. La solucio´n ut(x) de la ecuacio´n (5) cumple
ut(x) ≤ Ttf(x)
(
1 +
∞∑
k=1
vk(t)
)
, x ∈ S, t ≥ 0,
donde
vk(t) =
∏k−1
i=0 (1 + i(β − 1))
k!
[
V
∫ t
0
(
sup
z∈S
Tsf(z)
)β−1
ds
]k
.
En particular, para cualquier f ∈ B(S) que cumpla
(β − 1)V
∫ ∞
0
(
sup
z∈S
Tsf(z)
)β−1
ds < 1, (3)
la correspondiente solucio´n de (5) es global y satisface
ut(x) ≤ Const. Ttf(x), x ∈ S, t ≥ 0.
Prueba. La aseveracio´n se sigue directamente de (1), (2) y el hecho de que
∑∞
k=1 vk(t) <
∞ uniformemente en t ≥ 0 debido a (3).
5. Explosio´n en tiempo finito
Lema 1. Sea K > 0, y sea
w˜t(µ) := Eµ
[
eStKNt
]
, t ≥ 0,
donde µ =
∑n
i=1 δxi ∈ Nf(S) y St, Nt esta´n dados por (3). Entonces
w˜t(µ) = Kn
[
1 +
∞∑
k=1
(
k∏
i=1
(n+ (i− 1)(β − 1))
) (
V tKβ−1
)k
k!
]
, n = 1, 2, . . . .
En particular, w˜t(δx) =∞ para cualquier x ∈ S con tal de que K ≥
(
1
V t(β−1)
) 1
β−1
.
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Prueba. No´tese que tanto St como Nt son independientes de la variable espacial.
Luego, si µ =
∑n
i=1 δxi , entonces
w˜t(µ) = E
[
eS
(n)
t KN
(n)
t
]
=: u˜t(n),
donde S(n)t y N
(n)
t denotan, respectivamente, las magnitudes St y Nt correspondientes
a una poblacio´n inicial constituida por n ≥ 1 individuos. Condicionando igual que
antes en el tiempo de la primera ramificacio´n da
E
[
eS
(n)
t KN
(n)
t
]
= e−nV tenV tKn + V
∫ t
0
ds e−nV senV s
n∑
i=1
E
[
eS
(n+β−1)
t−s KN
(n+β−1)
t−s
]
,
o sea
u˜t(n) = Kn + nV
∫ t
0
u˜s(n+ β − 1) ds, n = 1, 2, . . . . (1)
Iterando recursivamente (1) se encuentra que u˜t(n) admite el desarrollo
u˜t(n) = u
(0)
t (n) + u
(1)
t (n) + · · · , (2)
donde u(0)t (n) = Kn y u
(k+1)
t (n) = nV
∫ t
0
u
(k)
s (n+β−1) ds, n ≥ 1. Consecuentemente,
u˜t(n) = Kn
[
1 +
∞∑
k=1
(
k∏
i=1
(n+ (i− 1)(β − 1))
) (
V tKβ−1
)k
k!
]
, n = 1, 2, . . . .
Tomando n = 1 en la expresio´n de arriba y usando que β ≥ 2 obtenemos
E
[
eStKNt
] ≥ K [1 + ∞∑
k=1
(β − 1)k−1(k − 1)!
(
V tKβ−1
)k
k!
]
= K
[
1 + V tKβ−1
∞∑
k=1
(
V t(β − 1)Kβ−1)k−1
k
]
.
El lado derecho de la u´ltima igualdad es infinito para K ≥
(
1
V t(β−1)
) 1
β−1
.
No´tese que ut(·) = w˜t(δ.) si A = 0 y f(x) ≡ K > 0. De hecho
ht ≡ E
[
eStfNt
]
= f + V
∫ t
0
hβr dr, t ≥ 0,
es la solucio´n de
∂ht
∂t
= V hβt , h0 = f,
la cual explota en t0 = V (β − 1)−1K1−β siempre que K := f(x) > 0. De este modo,
en ausencia de movimientos de part´ıculas la ecuacio´n (5) explota en tiempo finito
siempre que f ≥ 0 y f 6≡ 0.
Lema 2. Sea T ≡ {Tt, t ≥ 0} el a´rbol de descendencia de un ancestro δx, y sea
f ∈ B(S). Para cualquier realizacio´n τ de T y t ≥ 0,
E x[fˆ(Xt) | Tt = τt] ≥ (Ttf(x))N
τt
t ,
donde N τtt denota al nu´mero de individuos en la cu´spide de τt.
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Prueba. Usaremos induccio´n matema´tica en el nu´mero de aristas de τt. Si τt consiste
u´nicamente de una arista, entonces N τtt = 1 y
E x
[
f̂ (Xt)
∣∣∣ Tt = τt] = ∫ f(y) qt(x, dy) = (Ttf(x))N τtt ,
donde qt(x, dy), t ≥ 0, son los nu´cleos de transicio´n de los procesos de migracio´n de
las part´ıculas. Si τt posee dos o ma´s aristas, denotemos por t1 < t a la longitud de la
arista que contiene a la ra´ız, y sean τ (1), . . . , τ (β) los sub-a´rboles de τt que emergen
del primer punto de ramificacio´n de τt. Entonces tenemos N τtt = N
τ
(1)
t−t1
t−t1 + · · ·+N
τ
(β)
t−t1
t−t1
y usando la propiedad de ramificacio´n, la hipo´tesis de induccio´n y la desigualdad de
Jensen,
E x
[
f̂ (Xt)
∣∣∣ Tt = τt]
=
∫
E z
[
f̂ (Xt−t1)
∣∣∣ Tt−t1 = τ (1)t−t1] · · ·E z [ f̂ (Xt−t1)∣∣∣ Tt−t1 = τ (β)t−t1] qt1(x, dz)
≥
∫
(Tt−t1f(z))
N
τ
(1)
t−t1
t−t1 · · · (Tt−t1f(z))N
τ
(β)
t−t1
t−t1 qt1(x, dz)
=
∫
(Tt−t1f(z))
N
τt
t qt1(x, dz)
≥ (Ttf(x))N
τt
t .
Teorema 3. Sea ut(x), t ≥ 0, x ∈ S la solucio´n de la ecuacio´n semilineal (5) con
u0 ≥ 0 medible y acotada. Si para algunos t > 0 y x ∈ S se cumple
Ttu0(x) ≥ (V t(β − 1))−1/(β−1),
entonces u explota en tiempo finito en el punto x.
Prueba. Del teorema 1 sabemos que ut(x) = Ex[eSt fˆ(Xt)], donde
Ex[eSt fˆ(Xt)] = Ex[Ex[eSt fˆ(Xt) | Tt] ] = Ex[eStEx[fˆ(Xt) | Tt] ].
La demostracio´n termina aplicando los lemas 1 y 2.
6. Soluciones globales y explosio´n en tiempo finito de sistemas de ecuaciones
En esta seccio´n damos extensiones de los teoremas 2 y 5 al caso de sistemas de
ecuaciones. Para simplificar la exposicio´n nos restringiremos a sistemas de la forma
∂ut
∂t
= A1ut + V1u
β11
t v
β12
t , t > 0, u0 = f,
∂vt
∂t
= A2vt + V2u
β21
t v
β22
t , t > 0, v0 = g, (1)
donde Ai es el generador de un proceso fuerte de Markov en S con semigrupo de tran-
sicio´n {T it , t ≥ 0}, Vi > 0, βij ∈ {1, 2, . . .} son constantes, i, j = 1, 2, y f, g ∈ B(S).
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Tanto la representacio´n probabil´ıstica de (1), como sus propiedades de explosio´n, se
obtienen de forma similar al caso univariado, empleando una poblacio´n ramificada
bi-tipo en lugar de la poblacio´n monotipo que usamos previamente. Para ser pre-
cisos, consideremos una poblacio´n en S, consistente de individuos de los tipos 1 y
2. Un individuo de tipo i vive un tiempo exponencial de para´metro Vi durante el
cual se mueve segu´n un movimiento markoviano de generador Ai. Al te´rmino de su
vida dicho individuo se ramifica dando origen a una poblacio´n constituida por βi1
descendientes de tipo 1 y βi2 descendientes de 2. Los nuevos individuos aparecen en
el lugar donde la part´ıcula madre se ramifico´ y evolucionan independientemente de
la misma manera.
Denotaremos por Xt a la configuracio´n en el tiempo t ≥ 0 de la poblacio´n bi-
tipo descrita arriba. No´tese que Xt toma valores en el espacio Nf(S × {1, 2}) de
medidas de contar finitas en S × {1, 2}, donde la primera coordenada de un punto
(x, i) ∈ S × {1, 2} representa la posicio´n, y la segunda el tipo de un individuo δ(x,i).
En este caso
St = V1
∫ t
0
Ns,1 ds+ V2
∫ t
0
Ns,2 ds, t ≥ 0,
representa la longitud (ponderada) del a´rbol de descendencia del ancestro, donde Nt,i
es el nu´mero de individuos de tipo i en Xt. Definimos Nt := Nt,1 +Nt,2, t ≥ 0.
Teorema 4. Sea (ut, vt) la solucio´n del sistema semilineal (1), y sea ϕ : S×{1, 2} →
R+ definida por ϕ(x, 1) = f(x), ϕ(x, 2) = g(x). Entonces (ut, vt) admite la repre-
sentacio´n
ut(x) = Eδ(x,1)
[
eSt ϕˆ (Xt)
]
, vt(x) = Eδ(x,2)
[
eSt ϕˆ (Xt)
]
, t ≥ 0, x ∈ S. (2)
Ma´s au´n, si ϕ esta´ acotada por 1, entonces la solucio´n de (1) cumple
ut(x) ≤ T 1t f(x)
(
1 +
∞∑
k=1
vk(t)
)
,
vt(x) ≤ T 2t g(x)
(
1 +
∞∑
k=1
vk(t)
)
,
donde
vk(t) =
∏k−1
i=0 (1 + i(β
∗ − 1))
k!
[
V
∫ t
0
(
sup
z∈S
Tsϕ(z)
)β∗−1
ds
]k
,
con V = V1 ∨ V2, β∗ = (β11 + β12)∧ (β21 + β22), y β∗ = (β11 + β12)∨ (β21 + β22). En
particular, si ϕ esta´ acotada por 1 y cumple
(β∗ − 1)V
∫ ∞
0
(
sup
z∈S
Tsϕ(z)
)β∗−1
ds < 1, (3)
entonces la solucio´n de (1) es global.
La demostracio´n de (2) es similar a la del teorema 1 y aparece en [20].
Denotemos por E[n,m] a la esperanza cuando la poblacio´n bi-tipo inicial consiste
de n individuos de tipo 1 y m individuos de tipo 2. Ponemos β1 := β11 + β12,
β2 := β21 + β22, y definimos
u
[n,m]
t (K) := E[n,m][eStKNt ], t ≥ 0, K ≥ 0, n,m ∈ {0, 1, . . .}.
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Lema 3. Sea V∗ := V1 ∧ V2. Para cualquier t ≥ 0, K ≥ 0, y n,m ∈ {0, 1, . . .},
u
[n,m]
t (K)≥Kn+m
241 + ∞X
l=1
(V∗t)l
l!
X
(γ1,...,γl)∈{1,2}l
Kθl(γ1 ,...,γl)
lY
i=1
 
ηγi +
i−1X
j=1
(βγjγi − δγjγi)
!35 ,
(4)
donde θl(γ1, . . . , γl) = (l−
Pl
i=1(γi−1))(β1−1)+
Pl
i=1(γi−1)(β2−1) , η1 = n y η2 = m .
La prueba de (4) sigue los mismos pasos que la demostracio´n del lema 1 y no la
desarrollaremos aqu´ı.
Corolario 1. Supo´ngase que 2 ≤ β1 ≤ β2 .
(a) Si β1 = β2 o β11 ≥ 2 , entonces E[1,0][eStKNt ] = ∞ para K ≥ ct−
1
β1−1 ,
t > 0 .
(b) Si β11 = β22 = 0 , entonces E[1,0][eStKNt ] = ∞ para K ≥ c′t−
2
β12+β21−2 ,
t > 0 .
Aqu´ı c y c′ son constantes que pueden depender de βij y V∗ := V1 ∧ V2 pero
no de t .
Prueba. Si β1 = β2 conside´rese una poblacio´n monotipo con tiempos de vida ex-
ponenciales de para´metro V∗ y taman˜os de descendencia β := β1. La primera
aseveracio´n en (a) se sigue entonces de los resultados de la seccio´n 5. Para demostrar
la segunda afirmacio´n en (a) nos basaremos en el lema 3. Efectivamente, basta consid-
erar en el lado derecho de (4) so´lo aquellos te´rminos Kθl(γ1,...,γl)
∏l
i=1(ηγi+
∑i−1
j=1(βγjγi−
δγjγi)) para los cuales (γ1, . . . , γl) es de la forma (1, . . . , 1). El lema 3 implica que
u
[n,m]
t (K) ≥ Kn+m
[
1 +
∞∑
l=1
l∏
i=1
(n+ (i− 1)(β11 − 1))(V∗tK
β1−1)l
l!
]
.
Por tanto, si t > 0 y K ≥ (V∗t(β11 − 1))−
1
(β1−1) entonces (V∗tKβ1−1)l ≥ 1(β11−1)l
y por consiguiente
l∏
i=1
(n+ (i− 1)(β11 − 1)) (V∗tK
β1−1)l
l!
≥ 1
l!
l∏
i=1
(
n
β11 − 1 + i− 1
)
≥ n
β11 − 1
1
l
.
Se sigue que para cualesquier t > 0 y K ≥ (V∗t(β11 − 1))−
1
β1−1 , u[n,m]t (K) = ∞
para todo n ≥ 1 y m ≥ 0. La demostracio´n de (b) es similar.
Finalizamos esta seccio´n con una extensio´n del teorema 3 a sistemas de ecuaciones
que fue probada en [25]. Debido a que ignoramos si es va´lida una versio´n multivariada
del lema 2 en la generalidad de nuestro marco, en el siguiente teorema nos restringimos
al caso especial de S = Rd y suponemos que el proceso de movimiento de las part´ıculas
de tipo i posee densidades de transicio´n {qit(x, y), t > 0}, donde qit(x, y) = qit(x− y)
y qit(·) es unimodal y sime´trica, i = 1, 2.
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Teorema 5. Suponer que para cualquier bola B ⊂ Rd centrada en el origen, el
nu´mero K := inf0≤r≤t P
[
W 1r +W
2
t−r ∈ B
]
cumple las condiciones del corolario 1 (a)
o (b), donde {W 1t , t ≥ 0} y {W 2t , t ≥ 0} denotan procesos independientes Rd de
generadores A1 y A2 respectivamente, con W 10 = W
2
0 = 0. Si las densidades de
transicio´n {qit, t ≥ 0} de {W it , t ≥ 0} cumplen
(a) qit(x, y) = q
i
t(x− y), x, y ∈ Rd, y qit(·) es sime´trica y unimodal,
(b) qit(·) es continua y satisface qit(x) > 0, x ∈ Rd
para i = 1, 2 y cualquier t > 0, entonces la solucio´n del sistema (1) explota en tiempo
finito para todos los valores iniciales (f, g) que cumplan
f(x) ≥ k1 1B(x), g(x) ≥ k2 1B′(x), x ∈ Rd,
para algunas constantes k1, k2 > 0 y bolas B,B′ ⊂ Rd.
7. Explosio´n en tiempo finito del problema de Dirichlet
En esta seccio´n nos interesan condiciones para explosio´n en tiempo finito del problema
con valor en la frontera de Dirichlet
∂u
∂t
= ∆u+ V uβ , t > 0, u(0, x) = f(x), x ∈ G, u|∂G ≡ 0, (1)
donde G ⊂ Rd es un dominio acotado. Sea B ≡ {Bt, t ≥ 0} un movimiento browniano
en Rd con para´metro de varianza 2. Denotemos por {Tt, t ≥ 0} al semigrupo en L2(G)
fuertemente continuo, correspondiente al proceso B matado en τ := inf{t > 0|Bt ∈
∂G}. Supo´ngase que G es regular en el sentido de que B le pega al complemento de
G inmediatamente despue´s del tiempo 0 cuando inicia desde cualquier punto de ∂G.
Entonces se puede probar [10] que el semigrupo {Tt, t ≥ 0} es fuertemente continuo
en el espacio C0(G) de funciones continuas en G que se anulan en ∂G.
Sean {ϕn}∞n=0 ⊂ C0(G) y 0 < λ0 < λ1 ≤ · · · las soluciones no triviales del
problema de valores propios
∆ϕ(x) + λϕ(x) = 0, x ∈ G, ϕ(x) = 0, x ∈ ∂G,
donde cada funcio´n ϕn esta´ normalizada de forma que ‖ϕn‖2 = 1 (aqu´ı ‖ · ‖p denota
la norma en Lp). Es bien sabido que el autovalor λ0 tiene multiplicidad uno y que
la funcio´n ϕ0 es estrictamente positiva en G. Ma´s au´n, para todo t > 0 y cualquier
f ∈ C0(G),
Ttf(x) =
∞∑
n=0
e−λntϕn(x)
∫
G
f(y)ϕn(y) dy, t > 0, x ∈ G. (2)
Diremos que {Tt, t ≥ 0} es intr´ınsecamente ultracontractivo (IUC) si para todo
t > 0 existe constante positiva ct tal que
|Ttf(x)| ≤ ct‖f‖2ϕ0(x), x ∈ G, f ∈ C0(G). (3)
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Se sabe [11] que si G obedece condiciones de cono tanto exterior como interior, en-
tonces G es regular y {Tt, t ≥ 0} es IUC. En [4] se demuestra que la propiedad IUC
se cumple para una extensa clase de dominios G.
El siguiente teorema se demuestra en [24], donde V > 0 y β > 1 son constantes.
Teorema 6. Supo´ngase que {Tt, t ≥ 0} es IUC y sea f ∈ C0(G) no negativa. Si
〈f, ϕ0〉L2 >
(
λ0
V
)1/(β−1)
‖ϕ0‖1, (4)
entonces la solucio´n u(t, x) de (1) explota en tiempo finito.
Una manera de interpretar probabil´ısticamente la explosio´n en tiempo finito de (1)
es como sigue. Sea
Qtg(x) = eλ0tϕ−10 (x)Tt(gϕ0)(x), x ∈ G, g ∈ Cb(G).
Entonces {Qt, t ≥ 0} es un semigrupo de contracciones Cb(G) el cual es fuertemente
continuo y tiene a ϕ20(x) dx como su (u´nica) medida invariante. De hecho, para
cualquier g ∈ Cb(G) y f ≡ gϕ0,
sup
x∈G
|Qtg(x)− g(x)| ≤
∞∑
n=1
(
1− e−(λn−λ0)t
)
sup
x∈G
∣∣∣∣ϕn(x)ϕ0(x)
∣∣∣∣ |〈f, ϕn〉|
debido a (2), y la serie en la u´ltima desigualdad tiende a 0 cuando t ↓ 0 en virtud de
que {Tt, t ≥ 0} es IUC. El generador H de {Qt, t ≥ 0} esta´ dado por
Hg = ϕ−10 (∆
G + λ0)(gϕ0), g ∈ Dom(H) := {g ∈ Cb(G) : gϕ0 ∈ Dom(∆G)},
donde ∆G es el generador del movimiento browniano matado. Debido a que ∆G
es autoadjunto, se sigue que
∫
Hg(x)ϕ(x)20 dx = 0 para cada g ∈ Dom(H), que da
la Qt-invariancia de ϕ2(x) dx. Escribiendo E[g] :=
∫
g(x)ϕ20(x) dx, se concluye que
E[Qtg] = E[g], t ≥ 0, g ∈ Cb(G).
Sean
w(t, x) = eλ0t
u(t, x)
ϕ0(x)
y z(t, x) = e−λ0tϕ0(x), x ∈ G, t ≥ 0, (5)
donde
u(t) = Ttf + V
∫ t
0
Tsu(t− s)β ds, t ≥ 0, (6)
es la solucio´n de (1). Multiplicando ambos lados de (6) por ϕ−10 (x)e
λ0t da
w(t, x) = Qtg(x) + V
∫ t
0
Qsw(t− s, ·)βz(t− s, ·)β−1(x) ds, x ∈ G, t ≥ 0. (7)
Si β > 1 es entero, la solucio´n de la ecuacio´n (7) admite una representacio´n como
funcional de media de un proceso de ramificacio´n, ana´loga a las representaciones dadas
en los teoremas 1 y 4. En efecto, conside´rese una poblacio´n bi-tipo en G, de tipos
1 y 2, cuyos individuos evolucionan independientemente de la siguiente forma. Una
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part´ıcula de tipo 1 vive un tiempo exponencial de media 1/V durante el cual migra
segu´n el semigrupo {Qt, t ≥ 0}. Al final de su vida e´sta se ramifica, procreando
β descendientes del tipo 1 y β − 1 descendientes del tipo 2, todos naciendo en el
lugar de muerte de su progenitora. Las part´ıculas del tipo 2 desarrollan movimientos
brownianos matados independientes y no se ramifican. Para i = 1, 2, sea Xxt,i la
poblacio´n de part´ıculas de tipo i al tiempo t, iniciando con un ancestro de tipo 1 en
la posicio´n x ∈ G. Entonces la solucio´n w(t, x) de (7) esta´ dada por
w(t, x) = E
eSxt ∏
z∈supp(Xxt,1)
g(z)
∏
z∈supp(Xxt,2)
ϕ0(z)
 , t ≥ 0, x ∈ G, (8)
donde V −1Sxt =:
∫ t
0
∫
Xxs,i(dy) ds representa la longitud hasta el tiempo t del a´rbol
de descendencia de un ancestro tipo 1. Como ϕ20(x) dx es la medida invariante de
{Qt, t ≥ 0}, si ϕ0 decae suficientemente ra´pido cerca de ∂G, y adema´s los puntos
x ∈ G donde g(x) ≡ f(x)/ϕ0(x) es grande esta´n en regiones a las que ϕ20(x) dx
asigna poca masa (equivalentemente, si 〈f, ϕ0〉 es pequen˜o), entonces el decaimiento
de
∏
z∈suppXxt,2 ϕ0(z) cuando t → ∞ es capaz de contrarrestar la contribucio´n del
factor eS
x
t
∏
z∈suppXxt,1 g(z) a la esperanza en (8), evitando as´ı explosio´n en tiempo
finito de w(t), y por tanto de u(t).
8. Explosio´n y estabilidad de una ecuacio´n semilineal con un generador dependiente
del tiempo
En esta seccio´n consideramos el problema de Cauchy semilineal no auto´nomo
∂u (t, x)
∂t
= L(t)u (t, x) + γuβ (t, x) , t > s ≥ 0, (1)
u (s, x) = ϕ (x) , x ∈ Rd,
donde γ > 0 y β > 1 son constantes, 0 ≤ ϕ ∈ C0(Rd) (donde C0(Rd) es el espacio
de las funciones continuas en Rd que se anulan en el infinito) y L(t), t ≥ 0, son
generadores de Le´vy de la forma
L (t) f (x) =
1
2
d∑
i,j=1
aij (t, x)
∂2f (x)
∂xi∂xj
+
d∑
i=1
bi (t, x)
∂f (x)
∂xi
+
∫
Rd
(
f (x+ y)− f (x)− 〈y,∇f (x)〉
1 + |y|2
)
µ (t, x, dy) , f ∈ Dom(L(t)), t ≥ 0.
Aqu´ı a : [0,∞)×Rd → S+d es acotada y continua, S+d es el espacio de matrices reales
d× d, sime´tricas y no-negativas definidas, b : [0,∞)×Rd → Rd es acotada y medible,
y µ (t, x, ·) es una medida de Le´vy tal que ∫
Γ
|y|2(1 + |y|2)−1µ(t, x, dy) es acotada y
continua en (t, x) para todo conjunto de Borel Γ ⊂ Rd\ {0} .
Sea {U(t, s)}t≥s≥0 el sistema de evolucio´n generado por {L(t)}t≥0. Un resultado
esta´ndar [30] es que para cada valor inicial no trivial ϕ existe un nu´mero Tϕ ∈ (0,∞]
tal que (1) tiene una solucio´n u´nica u dada por
u (t, x) = U (t, s)ϕ (x) + γ
∫ t
s
U (t, r)uβ (r, x) dr, Tϕ > t ≥ s, x ∈ Rd, (2)
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la cual es acotada en [s, T ] × Rd para todo 0 ≤ s ≤ T < Tϕ y si Tϕ < ∞, entonces
‖u(t, ·)‖∞ →∞ cuando t ↑ Tϕ. Igual que antes, cuando Tϕ =∞ se dice que u es una
solucio´n global y cuando Tϕ < ∞ se dice que u explota en tiempo finito o que u es
no global.
Recue´rdese que, bajo nuestras hipo´tesis, el sistema de evolucio´n {U(t, s)}t≥s≥0 esta´
dado por
U (t, s)ϕ (x) =
∫
ϕ (y)P (s, x, t, dy) , x ∈ Rd,
donde {P (s, x, t, dy)}t≥s≥0 son las probabilidaded de transicio´n del proceso marko-
viano X ≡ {X(t)}t≥0 que resuelve el problema de la martingala para {L(t)}t≥0 [33].
Sea C0
(
[0,∞)× Rd) el espacio de funciones continuas en [0,∞) × Rd que se anulan
en infinito, y sea {Y (t)}t≥0 el proceso de Markov homoge´neo en [0,∞) con probabil-
idades de transicio´n
P (t, r,Γ) = δr−t (Γ) , Γ ∈ B ([0,∞)) , t, r ≥ 0.
El semigrupo {T (t)}t≥0 en C0
(
[0,∞)× Rd) dado por
(T (t) g) (r, x) =
 U (r, r − t) g (r − t, x) , 0 ≤ t < r, x ∈ R
d,
U (r, 0) g (0, x) , 0 ≤ r ≤ t,
es un semigrupo fuertemente continuo de contracciones que preservan positividad.
Su generador infinitesimal A es conservativo y, por lo tanto, el proceso de Markov
correspondiente Z = {Z (t)}t≥0 ≡ {(Y (t) , X (t))}t≥0 es fuerte de Markov en S :=
[0,∞)× Rd. As´ı, las soluciones positivas del problema semilineal
∂
∂t
w (t, z) = Aw (t, z) + γwβ (t, z) , w (s, z) = ϕ (z) , t > s ≥ 0, z ∈ S,
admiten la representacio´n dada en la seccio´n 3, a saber
w (t, z) = E
[
eSt−s ϕˆ(Xz(t− s))] , t ≥ s ≥ 0, z ∈ S, (3)
donde {Xz(t), t ≥ 0} es un proceso de ramificacio´n en S con tiempos de vida ex-
ponenciales, nu´mero de ramificaciones β, movimientos de part´ıculas con generador
A e iniciando con un individuo δz, z ∈ S. Procediendo como antes se obtienen los
siguientes resultados (ver [21]).
Teorema 7. Sea {U(t, s)}t≥s≥0 el sistema de evolucio´n generado por {L(t)}t≥0, y
sea β ≥ 2 un entero. Si para algu´n x ∈ Rd y t > s ≥ 0 se cumple
(β − 1) γ (t− s) (U (t, s)ϕ (x))β−1 ≥ 1, (4)
entonces la solucio´n de (1) explota en tiempo finito.
Teorema 8. Sea {U(t, s)}t≥s≥0 el sistema de evolucio´n generado por {L(t)}t≥0.
Sean ϕ ≥ 0, β > 1 y s ≥ 0 tales que
(β − 1) γ
∫ ∞
s
‖U (t, s)ϕ‖β−1∞ dt < 1. (5)
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Entonces la solucio´n de (1) es global y cumple
u (t, x) ≤ U (t, s)ϕ (x)[
1− (β − 1) γ ∫ t
s
‖U (r, s)ϕ‖β−1∞ dr
] 1
β−1
, t ≥ s, x ∈ Rd.
En caso de β ≥ 2 entero, los teoremas 7 y 8 se siguen de razonamientos ana´logos a
los de las secciones 4 y 5. El caso β ∈ (1,∞) del teorema 8 se demuestra en [21]
adaptando el me´todo empleado en [39].
8.1 El caso L(t) = k(t)∆α
Supongamos que L(t) = k(t)∆α, t ≥ 0, donde k : [0,∞) → [0,∞) es continua y no
ide´nticamente cero y ∆α es la potencia fraccionaria ∆α = − (−∆)α/2 del Laplaciano,
0 < α ≤ 2. El operador ∆α es el generador infinitesimal del movimiento α-estable
esfe´ricamente sime´trico d-dimensional, el cual denotaremos por W := {Ws, s ≥ 0};
el caso α = 2 corresponde al movimiento browniano en Rd con para´metro de varianza
2.
W es un proceso fuerte de Markov que posee una familia de densidades de tran-
sicio´n p(t, x, y) ≡ p (t, y − x) ≡ pt(y − x), t > 0, x, y ∈ Rd, las cuales son continuas,
estrictamente positivas y radialmente sime´tricas. El correspondiente semigrupo de
operadores lineales {S(t), t ≥ 0} tiene como generador a ∆α y esta´ dado por
S(t)ϕ(x) := E[ϕ(Wt)|W0 = x] ≡ Ex[ϕ(Wt)] =
∫
p(t, x, y)ϕ(y) dy, t ≥ 0, x ∈ Rd,
donde ϕ : Rd → R es medible y acotada. Las densidades estables poseen las siguientes
propiedades [35].
Lema 4. Para cualesquier s, t > 0 y x, y ∈ Rd, se cumple
i) p (ts, x) = t−
d
α p
(
s, t−
1
α x
)
,
ii) p (t, x) ≤ p (t, y) si |x| ≥ |y| ,
iii) p (t, x) ≥ ( st ) dα p (s, x) cuando t ≥ s,
iv) p
(
t, 1τ (x− y)
) ≥ p (t, x) p (t, y) si p (t, 0) ≤ 1 y τ ≥ 2.
A la propiedad i) del lema anterior se le llama propiedad de escala (o propiedad de
autosimilaridad) de las densidades estables.
8.1.1 Explosio´n en tiempo finito
Consideremos la ecuacio´n semilineal
∂u (t, x)
∂t
= k (t) ∆αu (t, x) + γuβ (t, x) , t > s ≥ 0, (6)
u (s, x) = ϕ (x) , x ∈ Rd,
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donde γ, β y ϕ son como en (1). El sistema de evolucio´n asociado a la familia
{k(t)∆α}t≥0 es
U (t, s)ϕ (x) = S (K (t, s))ϕ (x) , (7)
donde
K (t, s) :=
∫ t
s
k (r) dr, 0 ≤ s ≤ t. (8)
Denotemos por Br(x) a la bola abierta en Rd de radio r > 0 con centro en x ∈ Rd;
escribiremos Br ≡ Br(0).
Sea t0 > 0 tal que K (t0, 0) =
∫ t0
0
k (r) dr ≡ ε > 0. Usando (7) y las propiedades i)
y ii) del lemma 4, es fa´cil probar que si x ∈ B
(K(t,0))
1
α
, z ∈ ∂B2 y t es suficientemente
grande, entonces
(β − 1) γt (U (t, 0)ϕ (x))β−1 ≥ (β − 1) γt
p (1, z)∫
B
ε
1
α
ϕ (y) dy
β−1K− d(β−1)α (t, 0) ,
lo cual implica (4) siempre que el miembro derecho de la desigualdad anterior sea
mayor que 1. Por tanto, se cumple lo siguiente.
Lema 5. Supongamos que β ≥ 2 es un entero, y que para algunos t > t0, x ∈ Rd y
z ∈ ∂B2 se verifica
K
d(β−1)
α (t, 0) < (β − 1) γt
p (1, z)∫
B
ε
1
α
(x)
ϕ (y) dy
β−1 .
Entonces la solucio´n de (6) explota en tiempo finito.
El siguiente resultado es una consecuencia directa del lema anterior.
Proposico´n 1. a). Si 0 ≤ ϕ ∈ C0
(
Rd
)
no es ide´nticamente cero y
∫∞
0
k (r) dr <∞,
entonces la solucio´n mild de (6) explota en tiempo finito para todo α ∈ (0, 2] y todos
los enteros d ≥ 1, β ≥ 2.
b). Sea β ≥ 2 entero. Si existen constantes C > 0 y ρ > 0 tales que
0 < K (t, 0) ≤ Ctρ
para todo t suficientemente grande, y la condicio´n inicial 0 ≤ ϕ ∈ C0
(
Rd
)
no es
ide´nticamente cero, entonces d < α/(ρ(β − 1)) implica explosio´n en tiempo finito de
la solucio´n de (6).
No´tese que en el caso k ≡ 1, el criterio de explosio´n dado por la proposicio´n 1.b
se reduce al conocido resultado de que la solucio´n de (6) explota en tiempo finito
cuando d < α/(β − 1) y ϕ ≥ 0 no es ide´nticamente cero (ve´ase por ejemplo [27]).
8.1.2 Existencia de soluciones globales
Consideremos de nuevo el problema (6), pero con β > 1 no necesariamente entero.
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Proposico´n 2. Si ∫ ∞
0
K−
d(β−1)
α (t, 0) dt ≡M <∞ (9)
y (∫
Rd
ϕ (y) dy
)β−1
<
1
(β − 1) γpβ−1 (1, 0)M , (10)
entonces la solucio´n de (6) es global.
Prueba. Usando (7) y la propiedad de escala de las densidades estables puede de-
mostrarse que
(β − 1) γ
∫ ∞
0
‖U (t, 0)ϕ‖β−1∞ dt ≤ (β − 1) γp
β−1
(1, 0)
(∫
Rd
ϕ (y) dy
)β−1
M.
As´ı, (9) y (10) implican (5). Una aplicacio´n del teorema 8 finaliza la prueba.
Corolario 2. Supo´ngase que la condicio´n (9) se cumple, y sea δ > 0 tal que
δβ−1 <
[
(β − 1) γpβ−1 (1, 0)M]−1 .
Si existe l > 0 tal que
0 ≤ ϕ (x) ≤ δp (l, x) , x ∈ Rd,
entonces la solucio´n de (6) es global.
Similarmente a la proposicio´n 2, puede probarse lo siguiente.
Proposico´n 3. Si existen l > 0 y δ > 0 tales que
Ml ≡
∫ ∞
0
(l +K (t, 0))−
d(β−1)
α dt <∞,
δβ−1 <
[
(β − 1) γpβ−1 (1, 0)Ml
]−1
,
0 ≤ ϕ (x) ≤ δp (l, x) , x ∈ Rd, (11)
entoces la solucio´n mild de (6) es global.
Corolario 3. Supo´ngase que ctρ ≤ K (t, 0) para ciertas constantes positivas c, ρ, y
todo t ≥ 0. Si ϕ cumple (11) y
dρ (β − 1)
α
> 1,
entonces la solucio´n mild de (6) es global.
Cuando k ≡ 1 y d (β − 1) > α, el corolario 3 se reduce al bien conocido resultado
de que la solucio´n de (6) es global si para algu´n l > 0 y δ > 0 suficientemente pequen˜o,
0 ≤ ϕ (x) ≤ δp (l, x) , x ∈ Rd,
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(ve´ase [27]).
Observacio´n. Las proposiciones 2 y 3 siguen valie´ndose si en lugar del operador
∆α en (6) consideramos el operador
∆α,b ≡ ∆α +
d∑
i=1
bi
∂
∂xi
,
donde α ∈ (0, 1) ∪ (1, 2] y b = (b1, . . . , bd) ∈ Rd. Ver [21].
Finalizamos esta seccio´n recalcando que el factor k(t) es capaz de modificar la
difusividad de los movimientos de part´ıculas hasta alterar dra´sticamente el compor-
tamiento de explosio´n de la ecuacio´n (6). Para el caso especial de k considerado aqu´ı,
la integrabilidad de k excluye la existencia de soluciones globales, independientemente
de la dimensio´n del espacio y el exponente de estabilidad α. Intuitivamente, en este
caso el comportamiento de explosio´n de la ecuacio´n (6) es similar al de
du(t)
dt
= uβ(t), u(0) > 0.
Similarmente, si
∫ t
0
k(s) ds ∼ tρ cuando t→∞ con ρ > 0, entonces el comportamiento
de explosio´n de (6) es ana´logo al de la ecuacio´n
∂u
∂t
= ∆ α
ρ
u+ γuβ , u(0, ·) 	 0.
As´ı, de nuevo heur´ısticamente, en el caso ρ > 0 es el exponente de estabilidad el que
resulta alterado. Ya que tal exponente determina la mobilidad de los movimientos
estables, el factor k(t) puede disminuir o aumentar la difusividad del movimiento, de
acuerdo a si 0 < ρ < 1 o ρ > 1.
8.2 El caso L (t) = 2−1
Pd
i,j=1 kij (t) ∂
2/∂xi∂xj
Suponiendo de nuevo que k : [0,∞) → [0,∞) es continua y no ide´nticamente cero y
definiendo K (t, s), t ≥ s ≥ 0 como en (8), de la proposicio´n 1 se sigue inmedia´tamente
que, para β ≥ 2 entero, la solucio´n de
∂u (t, x)
∂t
=
k (t)
2
∆u (t, x) + γuβ (t, x) , t > 0, x ∈ Rd,
u (0, x) = ϕ (x) ,
explota en tiempo finito si 0 < K (t, 0) ≤ Const·t para t suficientemente grande,
d = 1, β = 2 y la condicio´n inicial 0 ≤ ϕ ∈ C0
(
Rd
)
no es ide´nticamente cero.
Para dimensiones d ≥ 2 y β > 1 no necesariamente entero daremos enseguida un
resultado de globalidad. Recordemos que S+d denota al espacio de matrices reales
d× d, sime´tricas y no-negativas definidas.
Proposico´n 4. Sea k : [s,∞) → S+d continua y tal que λ |θ|2 ≤ 〈θ, k (t) θ〉 ≤ Λ |θ|2,
donde t ≥ s ≥ 0, θ ∈ Rd y 0 < λ < Λ <∞. Sea u la solucio´n del problema semilineal
∂u (t, x)
∂t
=
1
2
d∑
i,j=1
kij (t)
∂2
∂xi∂xj
u (t, x) + γuβ (t, x) , t > s ≥ 0,
u (s, x) = ϕ (x) , x ∈ Rd,
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donde γ > 0, β > 1, d ≥ 2, y 0 ≤ ϕ ∈ C0
(
Rd
)
. Si (d−1)(β−1)2 > 1 y ϕ (x) ≤
δ (1 + |x|)−d+1 para δ > 0 suficientemente pequen˜o, entonces u es global.
Un bosquejo de la prueba de la proposicio´n anterior se da a continuacio´n. Sea
K (t, s) = (Kij (t, s))1≤i,j≤d , 0 ≤ s ≤ t,
donde Kij (t, s) :=
∫ t
s
ki,j(r) dr, i, j = 1, . . . , d. Para 0 ≤ s < t y x, y ∈ Rd definimos
p (s, x, t, y) =
1
(2pi)
d
2 (detK (t, s))
1
2
exp
[
−1
2
〈
y − x,K−1 (t, s) (y − x)〉] .
Entonces
P (s, x, t,Γ) :=
∫
Γ
p (s, x, t, y) dy, 0 ≤ s < t, x ∈ Rd, Γ ∈ B(Rd),
es una probabilidad de transicio´n y v (t, x) ≡ U (t, s)ϕ (x) = ∫Rd ϕ (y)P (s, x, t, dy)
resuelve la ecuacio´n homoge´nea
∂v (t, x)
∂t
=
1
2
d∑
i,j=1
kij (t)
∂2
∂xi∂xj
v (t, x) , v (s, x) = ϕ (x) .
(Ve´ase [34]). Usando que p (s, x, t, y) ≤ (Λλ ) d2 p˜ (t− s, y − x) , donde
p˜ (t− s, y − x) = 1
(2piΛ (t− s)) d2
exp
[
− |y − x|
2
2Λ (t− s)
]
,
la continuidad de (t, s) 7→ U (t, s)ϕ, ϕ ∈ C0
(
Rd
)
, y el hecho de que para cada
t ≥ s ≥ 0, U (t, s) es un operador lineal acotado positivo-preservante, implican que
∫ ∞
s
‖U (t, s)ϕ‖β−1∞ dt ≤ Mδβ−1
para alguna constante M > 0. De aqu´ı se obtiene (5) eligiendo δ > 0 suficientemente
pequen˜o.
9. Representacio´n de Feynman-Kac y aplicacio´n al caso ∆α
Sea {W (t), t ≥ 0} el proceso esfe´ricamente sime´trico α-estable en Rd. Es bien
conocido [32] que si α < 2, existe una medida aleatoria de Poisson N(dt, dx) sobre
([0,∞)× (Rd − {0})) con medida de intensidad dt ν(dx), donde
ν(dx) =
α2α−1Γ((α+ d)/2)
pid/2Γ(1− α/2)‖x‖α+d dx,
tal que para todo t ≥ 0 se cumple la descomposicio´n de Le´vy-Itoˆ
W (t) =
∫
|x|<1
xN˜(t, dx) +
∫
|x|≥1
xN(t, dx),
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siendo N˜(t, dx) la medida aleatoria de Poisson compensada N˜(t, B) = N(t, B) −
tν(B), t ≥ 0, B ∈ B(Rd). En lo sucesivo denotaremos con Px a la distribucio´n de
{x+Wt, t ≥ 0}, y con Ex a la esperanza con respecto a Px, x ∈ Rd.
9.1 Fo´rmulas de Feynman-Kac
Sea T > 0. Consideremos la ecuacio´n lineal
∂v(t, x)
∂t
= ∆αv(t, x) + k(t, x)v(t, x) 0 < t ≤ T, (1)
v0(x) = ϕ(x), x ∈ Rd,
donde ϕ y k(t, x) son funciones continuas acotadas sobre Rd y [0, T ]×Rd, respectiva-
mente. Es bien sabido que en el marco cla´sico α = 2, k(t, x) ≡ k(x), la solucio´n de (1)
esta´ dada por la fo´rmula de Feynman-Kac. Sin embargo, no es comu´n encontrar en la
literatura la fo´rmula correspondiente a la ecuacio´n de arriba. Por tal motivo, en esta
seccio´n probaremos que la solucio´n de (1) admite la representacio´n de Feynman-Kac
v(t, y) = Ey
[
ϕ(Wt) exp
∫ t
0
k(t− s,Ws) ds
]
, (t, y) ∈ [0, T ]× Rd. (2)
Para probar (2) usamos la fo´rmula de integracio´n por partes y obtenemos
d
[
v(t− s,Ws) exp
∫ s
0
k(t− r,Wr) dr
]
= v(t− s,Ws)k(t− s,Ws)
exp
{∫ s
0
k(t− r,Wr) dr
}
ds
+ exp
{∫ s
0
k(t− r,Wr) dr
}
dv(t− s,Ws).
Aplicamos ahora la formula de Itoˆ para el u´ltimo te´rmino (ver por ejemplo [1]), lo
cual da
d
[
v(t− s,Ws) exp
∫ s
0
k(t− r,Wr) dr
]
= exp
{∫ s
0
k(t− r,Wr−) dr
} {
v(t− s,Ws−)k(t− s,Ws−) ds− d
ds
v(t− s,Ws−)
+
∫
|x|<1
[v(t− s,Ws− + x)− v(t− s,Ws−)] N˜(ds, dx)
+
∫
|x|≥1
[v(t− s,Ws− + x)− v(t− s,Ws−)]N(ds, dx)
+
∫
|x|<1
[
v(t− s,Ws− + x)− v(t− s,Ws−) −
∑
i
xi
d
dxi
v(t− s,Ws−)
]
ν(dx) ds
}
.
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Integrando sobre [0, t] y tomando esperanza respecto a Py resulta
Ey
[
ϕ(Wt) exp
{∫ t
0
k(t− s,Ws) ds)
}]
− vt(y)
= Ey
∫ t
0
exp
{∫ s
0
k(t− r,Wr−) dr
}{
v(t− s,Ws−)k(t− s,Ws−)− d
ds
v(t− s,Ws−)
+
∫
|x|<1
[
v(t− s,Ws− + x)− v(t− s,Ws−)−
∑
i
xi
d
dxi
v(t− s,Ws−)
]
ν(dx)
+
∫
|x|≥1
[v(t− s,Ws− + x)− v(t− s,Ws−)ν(dx)]
}
ds
= 0,
donde hemos usado la igualdad N˜(ds, dx) = N(ds, dx) − ds ν(dx) y el hecho que
las integrales estoca´sticas respecto a N˜(ds, dx) son martingalas, por lo que tienen
esperanza 0. Esto prueba (2).
Empleando la simetr´ıa y positividad de las densidades estables deduciremos a con-
tinuacio´n una variante de (2) que es ma´s u´til para nuestros propo´sitos.
Para t > 0 fijo consideremos el proceso de Le´vy {Ws, 0 ≤ s ≤ t}. Sabemos que
{Ws, 0 ≤ s ≤ t} tiene densidades de transicio´n sime´tricas y estrictamente positivas.
Para x ∈ Rd denotemos con P tx a la distribucio´n de {x+Ws, 0 ≤ s ≤ t} en el espacio
de Skorokhod D([0, t],Rd), donde D([0, t],Rd) esta´ dotado de su filtracio´n cano´nica
{Fs}0≤s≤t. Los resultados en la siguiente proposicio´n aparecen en [36].
Proposico´n 5. Sea t > 0 fijo.
a) Para cualesquier x, y ∈ Rd existe una u´nica medida de probabilidad P tx,y en
D([0, t],Rd) tal que, si s ∈ [0, t) y A ∈ Fs, entonces
P tx,y(A) =
1
p(t, x, y)
Etx [p(t− s,Ws, y)1A] , (3)
donde Etx denota esperanza respecto a P
t
x.
b) Se cumple
P tx,y[Wt = y] = 1. (4)
c) y → P tx,y es una probabilidad condicional regular de P tx, dado que {Wt = y}.
d) (Reversibilidad de P tx,y). La imagen de P
t
x,y bajo el mapeo ω(·) 7→ ω(t − ·) es
P ty,x.
Prueba. Sean x, y ∈ Rd. Esta´ claro que (3) determina una u´nica medida de proba-
bilidad P tx,y sobre Ft, por lo que, para demostrar a) es suficiente probar la existencia
de P tx,y. Primero probaremos que {p(t − s,Ws, y), s ∈ [0, t)}, es una Fs-martingala.
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En efecto, para 0 ≤ s < r < t y A ∈ Fs, tenemos
Etx [1Ap(t− r,Wr, y)] = Etx [1AEWs (p(t− r,Wr, y))]
= Etx
[
1A
∫
p(t− r, z, y)p(r − s,Ws, z) dz
]
= Etx [1Ap(t− s,Ws, y)] ,
donde usamos la propiedad de Markov y la ecuacio´n de Chapman-Kolmogorov. Del
teorema de consistencia de Kolmogorov (ver por ejemplo [9]), se sigue que existe una
u´nica medida de probabilidad P˜ tx,y sobre D([0, t), R
d) tal que
P˜ tx,y(A) =
1
p(t, x, y)
Etx [1Ap(t− s,Ws, y)] , s ∈ [0, t), A ∈ Fs.
Escribiendo E˜tx,y para la esperanza respecto a P˜
t
x,y, se sigue que para t > r > s ≥ 0 y
A ∈ Fs,
E˜tx,y
[
1
p(t− r,Wr, y)1A
]
=
1
p(t, x, y)
Etx
[
p(t− r,Wr, y)
p(t− r,Wr, y)1A
]
=
1
p(t, x, y)
Etx
[
p(t− s,Ws, y)
p(t− s,Ws, y)1A
]
= E˜tx,y
[
1
p(t− s,Ws, y)1A
]
,
implicando que
{
p−1(t− s,Ws, y), 0 ≤ s < t
}
es una martingala no negativa bajo
P˜ tx,y. Del teorema de convergencia de martingalas, se sigue que p
−1(t− s,Ws, y) con-
verge P˜ tx,y-casi seguramente a un l´ımite finito cuando s → t, y por lo tanto Ws → y
cuando s → t. Entonces tenemos que P˜ tx,y esta concentrada sobre D([0, t], Rd) y
podemos definir P tx,y como la restriccio´n de P˜
t
x,y a D([0, t], R
d). Esto prueba a) y b).
Sea 0 ≤ s < t y A ∈ Fs. Por la propiedad de Markov,
Etx [1Wt∈B 1A] =
∫
B
Etx [p(t− s,Ws, y)1A] dy
=
∫
B
p(t, x, y)P tx,y(A) dy
= Etx
[
1{Wt∈B}E
t
x,Wt(A)
]
.
El inciso c) se sigue para todo A ∈ Ft por un argumento de clases mono´tonas. El
inciso d) se cumple debido a la simetr´ıa de las densidades estables y a la igualdad
P tx,y [Ws1 ∈ dz1, . . . ,Wsn ∈ dzn] =
p(s1, x, z1)p(s2 − s1, z1, z2) · · · p(t− sn, zn, y)
p(t, x, y)
dz1 · · · dzn.
La proposicio´n 5 permite obtener una forma alternativa de la representacio´n de
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Feynman-Kac (2), la cual sera´ de utilidad ma´s adelante. De la propiedad de Markov,
v(t, y) = Ey
[
ϕ(Wt)Ety,Wt exp
{∫ t
0
k(t− s,Ws) ds
}]
=
∫
ϕ(x)p(t, y, x)Ety,x exp
{∫ t
0
k(t− s,Ws) ds
}
dx
=
∫
ϕ(x)p(t, x, y)Etx,y exp
{∫ t
0
k(s,Ws) ds
}
dx
=
∫
Ex
[
exp
{∫ t
0
k(s,Ws) ds
}∣∣∣∣Wt = y]ϕ(x)p(t, x, y) dx,
donde usamos la simetr´ıa de p(t, x, y) y la proposicio´n 5.d. Por lo tanto,
v(t, y) =
∫
Ex
[
exp
{∫ t
0
k(s,Ws) ds
}∣∣∣∣Wt = y]ϕ(x)p(t, x, y) dx. (5)
9.2 Cotas de puentes y semigrupos
Recordemos que Br denota a la bola en Rd con radio r > 0 centrada en el origen. Los
siguientes dos lemas aparecen en [7]. Por completitud incluimos aqu´ı sus demostra-
ciones.
Lema 6. Existe una constante c > 0 tal que para cualesquier t ≥ 2, y ∈ Bt1/α ,
x ∈ B1 y s ∈ [1, t/2], se cumple
Px {Ws ∈ Bs1/α |Wt = y} ≥ c. (6)
Prueba. Del lemma 4.i tenemos que para todo s ∈ [1, t/2],∫
B
s1/α
ps(z − x)pt−s(y − z)
pt(y − x) dz
=
∫
B
s1/α
s−d/αp1(s−1/α(z − x))(t− s)−d/αp1((t− s)−1/α(y − z))
t−d/αp1(t−1/α(y − x)) dz
≥ s
−d/α(t− s)−d/α
t−d/α
· (infw∈B2 p1(w))
2
p1(0)
∫
B
s1/α
dz
≥ s−d/αVol(Bs1/α)
(infw∈B2 p1(w))
2
2p1(0)
,
lo cual prueba (6).
Lema 7. Sea
ft(y) := Stϕ(y) = Ey [ϕ(Wt)] , (7)
donde ϕ : Rd → R+ es medible y acotada. Para todo t ≥ 1 tenemos
ft(y) ≥ c0t−d/α1B1(t−1/αy)
∫
B1
ϕ(x) dx (8)
para alguna constante c0 > 0.
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Prueba. Sea y ∈ Bt1/α . Entonces t−1/αy ∈ B1, y por la autosimilaridad de W tenemos
ft(y) = E0 [ϕ(Wt + y)]
= E0
[
ϕ
(
t1/α(W1 + t−1/αy)
)]
≥
∫
B1
p1(x− t−1/αy)ϕ(t1/αx) dx
≥
(
inf
x∈B2
p1(x)
)∫
B1
ϕ(t1/αx) dx
= c0t−d/α
∫
B
t1/α
ϕ(x) dx.
El argumento de arriba tambie´n demuestra que para t suficientemente grande y ϕ tal
que 0 <
∫
ϕ(x) dx <∞, se cumple
ft(y) ≥ c′0t−d/α1B1(t−1/αy) (9)
para algu´n c′0 > 0.
9.3 Subsoluciones v´ıa la representacio´n de Feynman-Kac
Sea w la solucio´n de la ecuacio´n semilineal
∂wt
∂t
(y) = ∆αwt(y) + γw
1+β
t (y), w0(y) = ϕ(y), y ∈ Rd, (10)
donde γ, β > 0 y ϕ ≥ 0 es medible, acotada y mayor que cero en un conjunto de
volumen positivo. Debido a la fo´rmula de Feynman-Kac (2) tenemos que wt admite
la representacio´n
wt(y) = Ey
[
ϕ(Wt) exp
∫ t
0
γwβt−s(Ws) ds
]
y por tanto,
wt(y) ≥ Ey [ϕ(Wt)] = ft(y), t ≥ 0,
de modo que ft es una subsolucio´n de (10), es decir, w0 = f0 y wt ≥ ft para todo
t > 0. Por linealidad obtenemos el lema siguiente.
Lema 8. Sea ϕ ≥ 0 acotada y medible. Si ut, vt, respectivamente, son soluciones de
∂ut
∂t
(y) = ∆αut(y) + ζt(y)ut(y) y
∂vt
∂t
(y) = ∆αvt(y) + ξt(y)vt(y),
con u0 ≥ v0 y ζt ≥ ξt, entonces ut ≥ vt.
En lo siguiente vamos a usar el hecho (que se deriva del lema 8) que si ut es subsolucio´n
de (10), entonces toda solucio´n de
∂vt
∂t
(y) = ∆αvt(y) + γu
β
t (y)vt(y), v0 = ϕ,
es una subsolucio´n de (10).
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Sea gt la solucio´n de
∂gt
∂t
= ∆αgt + γgtf
β
t , g0 = ϕ,
donde ft esta´ definido en (7). Debido a que ft es subsolucio´n de (10), gt es tambie´n
una subsolucio´n de (10).
Proposico´n 6. Sea d < α/β. Si t → ∞, entonces gt crece hacia ∞ uniformemente
en la bola unitaria, es decir,
lim
t→∞ infx∈B1
gt(x) =∞.
Prueba. De acuerdo a la representacio´n de Feynman-Kac (10),
gt(y) =
∫
ϕ(x) pt(y − x)Ex
[
exp
∫ t
0
γfs(Ws)β ds
∣∣∣∣Wt = y] dx.
Usando (8) y la desigualdad de Jensen se sigue que, para y ∈ Bt1/α ,
gt(y) ≥
∫
ϕ(x) pt(y − x)Ex
[
exp
∫ t/2
1
c1s
−βd/α1B
s1/α
(Ws) ds
∣∣∣∣∣Wt = y
]
dx
≥
∫
ϕ(x) pt(y − x) exp
(
c2
∫ t/2
1
s−βd/αPx {Ws ∈ Bs1/α |Wt = y} ds
)
dx
≥ c3t−d/α exp
(
c4
∫ t/2
1
s−βd/αds
)
, (11)
donde hemos usado los lemas 6 y 4 para obtener la u´ltima desigualdad, y donde ci,
i = 1, 2, 3, 4, son constantes positivas. El resultado se sigue de la condicio´n d < α/β.
9.4 Explosio´n en dimensiones subcr´ıticas
Teorema 9. Sea d < α/β. Toda solucio´n positiva no trivial de (10) es no global.
Prueba. Sea ϕ : Rd → R+ acotada, medible y positiva sobre un conjunto de medida
de Lebesgue positiva. En virtud de que wt ≥ gt, de la proposicio´n 6 se sigue que
K(t) := inf
x∈B1
wt(x)→∞ si t→∞, (12)
lo cual es suficiente para garantizar explosio´n en tiempo finito segu´n un argumento
debido a Kobayashi, Sirao y Tanaka [17]; ver tambie´n [7]. De hecho, poniendo ut :=
wt+t0 con t0 > 0, se sigue que
ut(x) =
∫
pt(y − x)u0(y) dy +
∫ t
0
ds
∫
pt−s(y − x)us(y)1+β dy. (13)
Notando que
ζ := min
x∈B1
min
0≤s≤1
Px {Ws ∈ B1} > 0,
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se sigue de (13) que, para todo t ∈ [0, 1],
min
x∈B1
ut(x) ≥ ζK(t0) + ζ
∫ t
0
(
min
y∈B1
us(y)
)1+β
ds. (14)
Debido a (12) podemos elegir t0 tan grande que el tiempo de explosio´n de la ecuacio´n
v(t) = ζK(t0) + ζ
∫ t
0
v(s)1+β ds (15)
sea menor que 1. Entonces tendremos minx∈B1 u1(x) ≥ v(1) = ∞, lo cual prueba la
no globalidad de wt.
Observacio´n Mediante una segunda aplicacio´n de la fo´rmula de Feynman-Kac, en
[7] se demuestra que la subsolucio´n ht de (10) dada por
∂ht
∂t
= ∆αht + γg
β
t ht, h0 = ϕ,
donde gt es la subsolucio´n de (10) construida en la seccio´n anterior, es tal que
inf
x∈B1
ht(x)→∞ cuando t→∞
aun si d = α/β. De esta forma se prueba en [7] que (10) no tiene soluciones positivas
globales no triviales si d ≤ α/β.
10. Explosio´n y estabilidad de una ecuacio´n semilineal con el generador Γ
En la seccio´n precedente se empleo´ la fo´rmula de Feynman-Kac (5) para demostrar
que la subsolucio´n gt de (10) crece uniformemente a infinito en la bola unitaria.
Un resultado crucial para la implementacio´n de (5) son los lemas 6 y 7, los cuales
proporcionan minorantes respectivamente del puente y del semigrupo asociados al
proceso α-estable, y en las que son esenciales la autosimilaridad y la simetr´ıa del
proceso α-estable.
En esta u´ltima seccio´n describiremos brevemente otra aplicacio´n de la representacio´n
de Feynman-Kac, esta vez para investigar exponentes cr´ıticos de la ecuacio´n semilin-
eal
∂wt
∂t
= Γwt + νtσw
1+β
t , w0(x) = ϕ(x), x ∈ R+, (16)
donde ν, σ, β son constantes positivas, ϕ es una funcio´n no negativa y Γ es el operador
pseudodiferencial
Γf(x) =
∞∫
0
(f(x+ y)− f(x)) e
−y
y
dy,
i.e. Γ es el generador infinitesimal del proceso gamma esta´ndar, al cual denotaremos
por XΓ ≡ {XΓt , t ≥ 0}.
Recordemos que el proceso gamma pertenece a una familia especial de procesos
de Le´vy llamados subordinadores (ver [6] o [32]), los cuales son procesos de Le´vy
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en R no gaussianos puros, cuya medida de Le´vy κ es tal que κ((−∞, 0)) = 0 y∫
(0,1]
xκ(dx) < ∞. En particular las funciones muestrales t 7→ XΓt (ω) son casi segu-
ramente mono´tonas crecientes, y las probabilidades de transicio´n P[XΓt ∈ dy|XΓs = x]
tienen soporte en [x,∞) para todo x ≥ 0.
En contraste con los procesos α-estables, los subordinadores no son en general
autosimilares o sime´tricos, ni sus comportamientos dependen de la dimensio´n espa-
cial. Estas circunstancias dificultan llevar a cabo el me´todo empleado en la seccio´n
precedente, el cual depende sustancialmente de la simetr´ıa y autosimilaridad de las
distribuciones gaussianas y estables. A nuestro favor tenemos que, en el caso especial
del proceso gamma, se conocen expl´ıcitamente sus densidades de transicio´n y adema´s
se sabe que sus puentes tienen distribucio´n beta. Junto con las cotas de [29] para las
medianas de distribuciones beta, esto permite obtener minorantes para el puente del
subordinador gamma y as´ı derivar condiciones de explosio´n de (16) de forma ana´loga
a como se hizo en la seccio´n 9 para el caso del generador α-estable; ver [22].
Como ejemplo de los resultados que se derivan de este enfoque, supongamos que la
condicio´n inicial ϕ ≥ 0 en (16) es medible y acotada. Entonces toda condicio´n inicial
que cumpla
c1x
−a1 ≤ ϕ(x), x > x0
para algunas constantes positivas x0, c1, a1, con a1β < 1 + σ, produce una solucio´n
no global de (16). Por otro lado, si ϕ cumple
ϕ(x) ≤ c2x−a2 , x > x0,
donde x0, c2, a2 son nu´meros positivos y a2β > 1 + σ, entonces la solucio´n wt de (16)
es global y cumple
0 ≤ wt(x) ≤ Ct−a2 , x ≥ 0,
para alguna constante C > 0. En el caso particular de σ = 0 con ϕ(x) ∼x→∞ cx−a
para algunas constantes c > 0 y a > 0, resulta explosio´n en tiempo finito de wt
siempre que aβ < 1, mientras que si aβ > 1, (16) admite soluciones globales. Por
tanto, si σ = 0 y para algu´n ε > 0,
lim inf
x→∞ x
−ε+1/βϕ(x) > 0,
la solucio´n de (16) explota en tiempo finito, mientras que si
lim inf
x→∞ x
ε+1/βϕ(x) = 0,
la solucio´n de (16) es global. Estos y otros resultados concernientes a la explosio´n de
(16) se prueban en [22].
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