Combinatorial optimization problems, such as travel salesman problem, are usually NPhard and the solution space of this problem is very large. Therefore the set of feasible solutions cannot be evaluated one by one. The simple genetic algorithm is one of the most used evolutionary computation algorithms, that give a good solution for TSP, however, it takes much computational time. In this paper, Affinity Propagation Clustering Technique (AP) is used to optimize the performance of the Genetic Algorithm (GA) for solving TSP. The core idea, which is clustering cities into smaller clusters and solving each cluster using GA separately, thus the access to the optimal solution will be in less computational time. Numerical experiments show that the proposed algorithm can give a good results for TSP problem more than the simple GA.
Introduction
Traveling Salesman Problem (TSP) is a well-known and extensively studied NP-hard combinatorial optimization problem and the aim of TSP is to find the shortest tour that visits every city once for a given list of cities and back to the starting city [1] . This problem has been attracting the attention of many researchers and remains an active research area, due to a large number of real-world problems that can be modeled by TSP. For example, planning, scheduling and searching in scientific and engineering fields, such as vehicle routing, manufacturing, and computer operations. This problem is hardly solvable through finding the exact solution directly. Thus, many heuristics and approximation algorithms have been proposed to produce the useable solutions for TSP, such as neural networks [2, 3] , simulated annealing [4] , genetic algorithm [5, 6] , and ant colony optimization [7, 8, 9] . These methods can produce the good solutions of TSP, but they still use a lot of computational time in the large TSP.
The clustered travelling salesman problem (CTSP) is a variation of the usual travelling salesman problem in which a set of cities of the tour is divided into some clusters. CTSP attempts to compute the shortest Hamiltonian tour that visits all the cities, in which the cities of each cluster are visited consecutively [10] . The objective is to improve the computational time. Since the nodes in the large TSP are clustered, the TSP problem should be smaller and the computational time might be reduced.
The rest of the paper is organized as follows; in Section II, some related works to solving CTSP problem will be discussed. The basic concepts -245 10.1515/jaiscr-2015-0032 of affinity propagation clustering and genetic algorithm are briefly reviewed in Section III. Section IV presents the proposed method used in this paper. The experimental results are shown in Section V and the conclusion is presented in Section VI.
Related Works
There are some researches on CTSP, such as in [11] , Anily, Bramel, and Hertz present a 5/3-approximation algorithm for the ordered CTSP, which runs in O(n 3 ) time. It is an adaptation of Christodes' Heuristic for the TSP.
Ding Chao el al. [12] developed a two-level genetic algorithm (TLGA) for the clustered traveling salesman problem (CTSP). In the lower level, a genetic algorithm (GA) is used to find the shortest Hamiltonian cycle rather than the shortest Hamiltonian path for each cluster. In the higher level, a modified genetic algorithm is designed to determine which edge will be deleted from the shortest Hamiltonian cycle for each cluster, and the visiting sequence of all the clusters with the objective of shortest traveling tour for the whole problem. However, the genetic algorithm technique for ordering the CTSP used a lot of computational time. Moreover, this technique did not always generate a good result.
Tanasanee [13] proposed the use of clustering technique, i.e. Gaussian mixture model and kmeans, to improve the performance of the evolutionary computation algorithm, i.e. genetic algorithm and ant colony optimization, on the traveling salesman problem. In the first step, nodes in the TSP are grouped by a clustering technique in order to group the nearest nodes in the problems. Then, the genetic algorithm and the ant colony optimization are used to find the optimal path. In the final step, a simple method for choosing clusters and nodes is presented to connect all clusters in the TSP. The path of all clusters is connected by considering the centroids of clusters and the marginal nodes.
Background

Affinity Propagation Clustering
Clustering data by identifying data centers or exemplars, are traditionally found by randomly choosing an initial subset of data points and then iteratively refining it, but this only works well if that initial choice is close to a good solution. Affinity propagation is a new algorithm that takes as input measures of similarity between pairs of data points and simultaneously considers all data points as potential exemplars. Real-valued messages are exchanged between data points until a high-quality set of exemplars and corresponding clusters gradually emerges [14] . Unlike clustering algorithms such as k-means or k-medoids, AP does not require the number of clusters to be determined or estimated before running the algorithm. Affinity propagation has been used to solve a variety of clustering problems, for example, to cluster images of faces, detects genes in microarray data, clustering in Vehicular Ad hoc Networks [16] , solving large immobile location-allocation problem [17] and to identify cities that are efficiently accessed by airline travel. Affinity propagation found clusters with much lower error than other methods, and it did so in less than one-hundredth the amount of time. Figure 1 illustrate affinity propagation for twodimensional data points [14] , where negative Euclidean distance (squared error) was used to mea-sure similarity. Each point is colored according to the current evidence that it is a cluster center (exemplar). The darkness of the arrow directed from point i to point k corresponds to the strength of the transmitted message that point i belongs to exemplar point k.
The algorithm proceeds by alternating two message passing steps, to update two matrices which are responsibility and availability matrices. Figure  2 illustrate responsibility r(i, k) [14] , which are sent from data points to candidate exemplars and indicate how strongly each data point favors the candidate exemplar over other candidate exemplars.
In addition, availability a(i, k) which are sent from candidate exemplars to data points and indicate to what degree each candidate exemplar is available as a cluster center for the data point. 
Genetic Algorithm
The genetic algorithm involves the encoding of solutions as chromosomes. The length of chromosome is the number of cities in the problem. Each gene of a chromosome takes a label of city such that no city can appear twice in the same chromosome. The fitness of these chromosomes is evaluated by computing cost (distance) of each complete tour.
The first step in genetic algorithm is to create initial population. The population is generated randomly. The creation of a new population is performed by the genetic operators, i.e. fitness proportionate selection, crossover, and mutation. As shown in Figure 3 , these new chromosomes are selected based on their fitness. The best chromosome should survive and become the original breed for the next generation. In this algorithm, we use the cycle crossover (CX) [15] and three different mutation operators, i.e. Reverse Sequence Mutation (Flip), Swap, and Slide mutation, with the intent to make modifications that are more likely to improve the best solutions.
The old population is replaced by the new one. These steps are repeated for a number of generations. In the end, the best chromosome is decoded to obtain a solution. 
Proposed Work
The main idea of this paper is to use affinity propagation clustering technique, to optimize the performance of the genetic algorithm, on the traveling salesman problem. This section presents the steps of solving the TSP. The flow of clustering genetic algorithm is shown in Figure 4 .
In the simple genetic algorithm, the first step is to create initial population. The population is generated randomly. However, in this approach, instead of generating the initial population randomly, a new procedure is used to create the initial population. This procedure is explained below.
1. Figure 5 explains TSP problem with 70 cities before clustering. These cities are clustered using affinity propagation into undetermined number of clusters (k). In this case, TSP problem was clustered into six clusters as shown in Figure 6 .
2. After clustering, apply GA on each generated cluster (k 1 ,k 2 ,. . . , k L ) separately, and compute the minimum path length for each cluster (p 1 , p 2 ,. . . ,p L ). Figure 7 shows the minimum path length for each cluster after applying GA on each.
3. After that, generate new chromosome from the paths of all clusters, by selecting the first path Finally, after generating the initial population using the above procedure, the remaining steps of a simple GA can be applied on this initial population. Figure 9 shows a complete TSP solution after applying GA on the new initial population. The idea is that the process of clustering cities into smaller clusters and solving each cluster separately, make it easily to access to the optimal solution in a very short time. 
Experimental Results
The proposed method is tested on 8 benchmark problems which are taken from the TSPLIB test problems [18] . These datasets are symmetric TSPs in the two-dimensional Euclidean distance. Experiments are performed on a desktop with 2GHz Core 2 Duo CPU and 3GB RAM, under Windows 8 OS.
The program was written in the MATLAB programming language. The number of cities and the optimal tour length of these datasets are shown in Table  1 .
The experimental results of the simple genetic algorithm and genetic algorithm based on affinity propagation clustering are compared in Table  2 . The minimum tour length and the computational time are illustrated. For the parameter settings, population size determines how many chromosomes and thereafter, how much genetic material is available for use during the search. If there is too little, the search has no chance to adequately cover the space. If there is too much, the GA wastes time evaluating chromosomes. For this reason, the choice of population size is between 160 and 240. The maximum number of iterations is 10 6 . Table 2 shows that the clustering genetic algorithm is better than the simple genetic algorithm, since it gives minimum tour lengths and less computational times than simple GA. For example, on att532, the minimum tour length of the clustering genetic algorithms are significantly better than those on the genetic algorithm, and mostly it do in half of its computational time. The differences in the minimum tour lengths are compared by the chart in Figure 10 . For the computational time, affinity propagation clustering can improve the computational time of the simple genetic algorithm. Chart in Figure 11 illustrates that the computational times of the simple GA and clustering GA. Figure 11 . The computational time
Conclusion
In conclusion, a new method to optimize the performance of the genetic algorithm on TSN has been developed in this paper.
Clustering the cities using affinity propagation and then initialize all the population with the chromosome that composed minimum path lengths from each cluster is an effective method for solving TSP using the genetic algorithm. This idea might be useful for other problems solved by the genetic algorithm.
