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ABSTRACT
Land-cover change (LCC) happens locally. However, in almost all simulation studies assessing bio-
geophysical climate effects of LCC, local effects (due to alterations in a model grid box) are mingled with
nonlocal effects (due to changes in wide-ranging climate circulation). This study presents amethod to robustly
identify local effects by changing land surface properties in selected ‘‘LCC boxes’’ (where local plus nonlocal
effects are present), while leaving others unchanged (where only nonlocal effects are present). While this
study focuses on the climate effects of LCC, the method presented here is applicable to any land surface
process that is acting locally but is capable of influencing wide-ranging climate when applied on a larger scale.
Concerning LCC, the method is more widely applicable than methods used in earlier studies. The study
illustrates the possibility of validating simulated local effects by comparison to observations on a global scale
and contrasts the underlying mechanisms of local and nonlocal effects. In the MPI-ESM, the change in
background climate induced by extensive deforestation is not strong enough to influence the local effects
substantially, at least as long as sea surface temperatures are not affected. Accordingly, the local effects
within a grid box are largely independent of the number of LCC boxes in the isolation approach.
1. Introduction
Humans have altered the land surface extensively by
changing land cover, for example, by replacing forests
with grasslands (e.g., Pongratz et al. 2008). Such land-
cover change (LCC) not only affects the carbon balance
(IPCC 2013) but also disturbs the energy and hydro-
logical balance of the land surface via biogeophysical
(BGP) effects: First, surface albedo increases when
replacing a forest with typically brighter grassland, re-
flectingmore sunlight and altering the surface shortwave
radiation budget (e.g., Bonan 2008). Second, LCC in-
duces changes in nonradiative properties, such as
evapotranspiration efficiency [as defined in the study by
Davin and de Noblet-Ducoudré (2010)] and surface
roughness. These biogeophysical effects can alter cli-
mate within a grid box undergoing LCC, which we refer
to as the local effects. However, in addition to these
locally induced effects, climate within a grid box can also
be altered by LCC in nearby or remote grid boxes, which
we refer to as nonlocal effects.
In the past, two types of studies have been performed
to quantify and understand the effects of LCC: studies
investigating plausible LCC scenarios and studies in-
vestigating idealized extensive LCC. The first type in-
vestigated the climate effects of plausible LCC scenarios
such as the historical evolution of land-use-induced LCC
or future LCC (e.g., Pitman et al. 2009; Boysen et al.
2014), based on scenarios derived from socioeconomic
models (e.g., Hurtt et al. 2011). Considering tempera-
ture on the local scale, the BGP effects of historical LCC
have been simulated to have similar magnitude as the
effect of the increase in greenhouse gases since the
preindustrial period (de Noblet-Ducoudré et al. 2012).
However, models do not agree in sign and amplitude of
temperature changes following land-use-induced LCC,
neither regionally nor globally (e.g., Pitman et al. 2009;
Boysen et al. 2014). Part of the uncertainty in studies on
plausible LCC scenarios originates from the fact that in
most grid boxes, these scenarios alter only a small frac-
tion of the vegetation cover. This results in a climatic
signal that is small compared to weather-related noise,
especially as regions with a large historical land-use-
induced LCC are located in the northern temperate
latitudes, where weather-related noise is high (e.g.,
Mahlstein et al. 2011).
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The second type of LCC study investigated the effects
of idealized extensive (instead of plausible) LCC, such
as complete deforestation of wide latitudinal bands (e.g.,
Claussen et al. 2001; Bala et al. 2007; Bathiany et al.
2010), with a focus on understanding the more general
role of vegetation changes in the Earth system. While
such idealized simulations improve the signal-to-noise
ratio, they also feature substantial nonlocal effects be-
cause extensive changes in surface properties can alter
global circulation (e.g., Goessling and Reick 2011; Swann
et al. 2012).Within a region, the nonlocal effects can even
be larger than the local effects of deforestation (Devaraju
et al. 2015). However, in the traditional approach of
simulating spatially homogeneous LCC in every grid box
within a large region, local and nonlocal effects are
mingled and cannot be distinguished. This brings com-
plications:Observations of LCCeffects comprise only the
local LCC effects because they compare climate in for-
ested areas with nearby open land, and thus both
weather-related noise and nonlocal effects cancel. Thus,
the total (local plus nonlocal) simulated effects cannot be
compared to observations consistently. In addition, sim-
ulations of idealized extensive LCC cannot represent the
effects of any plausible LCC scenario owing to substantial
nonlocal effects. In particular, with the model setup used
in most previous studies, the results within a grid box are
not only determined by the extent of LCCwithin that grid
box but also strongly dependent on LCC in neighboring
or remote grid boxes (see, e.g., the boreal cooling simu-
lated for tropical deforestation due to a reduction in at-
mospheric water vapor; Claussen et al. 2001). Therefore,
the total effect of LCCwithin a grid box strongly depends
on the chosen geographical distribution of LCC boxes,
impeding inference of the climatic relevance of LCC in a
specific grid box from one global LCC distribution to
the other.
The local effects have been implicitly isolated for
historical and future projected LCC (Kumar et al. 2013)
in order to deal with the problem of low signal-to-noise
ratio in plausible LCC scenarios. Similar to observa-
tional studies, Kumar et al. 2013 compare climatic
changes in grid boxes with LCC to climatic changes in
grid boxes without LCC within a region where changes
in climatic conditions are assumed to be homogeneous,
and thus both weather-related noise and nonlocal effects
cancel. Malyshev et al. (2015) isolate local effects in a
model that calculates canopy air temperature separately
for each land-use type within a grid box. They calculate
local effects as the temperature difference between the
different land-use types within a grid box. Furthermore,
they compare their local effects with the total effects
that result from the typical model setup of earlier studies
comparing a simulation with LCC to a reference with
undisturbed vegetation. Here, we present a method to
isolate the local effects by specifying regularly spaced
‘‘LCC boxes’’ (where both local plus nonlocal effects are
present) and ‘‘no-LCC boxes’’ (where only nonlocal
effects are present). The presented approach goes be-
yond the previous approaches in several respects: First,
it provides information on the local effects in every land
grid box globally and avoids applying ad hoc thresholds
in the amount of LCC to identify areas of LCC as in the
study by Kumar et al. (2013). Second, our setup captures
all simulated land–atmosphere feedbacks within a grid
box, even via local changes in clouds and precipitation.
This complements previous studies calculating local ef-
fects using offline models (e.g., West et al. 2011) or a
subgrid tile approach as in the study by Malyshev et al.
(2015). Third, our method is applicable to all DGVMs,
even if they do not calculate temperature for each subgrid
tile separately, as in the study by Malyshev et al. (2015).
In this study, we examine the sensitivity of the local
effects to the number of LCC boxes used in this sepa-
ration method. Potentially, a high number of LCC boxes
could change background climate strong enough to in-
fluence the local effects (Pitman et al. 2011). We assess
whether the change in background climate via the
nonlocal effects is strong enough to influence the local
effects substantially or whether we can still robustly
identify the local effects. To this end, we compare the
local effects in two extreme cases: LCC only at a few grid
boxes, similar to plausible LCC scenarios, and LCC in
almost all grid boxes, representative for idealized ex-
tensive LCC. If the local effects can be identified irre-
spective of the number of LCC boxes, this isolation is a
step toward consistent comparison of LCC effects be-
tweenmodels and observational datasets. The presented
method allows us to isolate the local effects but also to
additionally quantify the nonlocal effects. This separa-
tion of local and nonlocal effects opens ways for a better
understanding of the processes underlying the climatic
effects of LCC and related interactions with local and
large-scale climate.
2. Methods
a. Model and setup
We use the Max Planck Institute Earth SystemModel
(MPI-ESM), which has been validated in depth with
respect to the energy and hydrological balance at the
land surface by Hagemann et al. (2013). Deforestation
effects in an offline land surface model differ sub-
stantially from the results in a setup accounting for at-
mospheric feedbacks (Gibbard et al. 2005). Thus, we
choose a configuration with the land surface model
JSBACH (Reick et al. 2013) coupled to the atmospheric
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model ECHAM6 (Giorgetta et al. 2013) with a spectral
horizontal resolution of T63 (approximately 28 at the
equator) and 47 vertical layers. In each simulation, we
use the last 30 out of 35 years (1976–2005) for analysis.
To exclude carbon effects of LCC and thus isolate the
BGP effects, we prescribe CO2 from the historical sim-
ulation performed within phase 5 of the Coupled Model
Intercomparison Project (CMIP5) by the fully coupled
MPI-ESM. From this simulation, we also prescribe
1976–2005 interannually varying SSTs and sea ice in
order to reduce weather-related noise induced by ocean
variability. A similar setup has been used in an in-
tercomparison of the BGP effects of historical land-use-
induced LCC, where ECHAM5/JSBACH was within
the range of the other models, both for radiative and
nonradiative processes (Boisier et al. 2012). Prescribing
SST substantially influences simulated LCC effects
(Davin and de Noblet-Ducoudré 2010). Nevertheless,
SSTs are intentionally prescribed in our study in order to
identify the local effects of LCC more clearly—only the
nonlocal effects are affected by land–ocean interactions.
This issue is further discussed in the discussions and
conclusions section.
As described in the next paragraph, we choose two
setups, in each of which land cover is changed in some
grid boxes (LCC boxes) and remains unchanged in other
grid boxes. For each of the two spatial distributions of
LCC boxes described below, we perform two simula-
tions: In the first simulation, we set the vegetated part in
the LCC boxes to 100% forest cover. In the second
simulation, we set the vegetated part of the LCC boxes
to 100% grass cover. When scaling to 100% grass cover,
we keep the ratio between C3 and C4 grasses, and when
scaling to 100% forest cover, we keep the ratio between
the four forest PFTs in JSBACH (tropical broadleaf
evergreen, tropical broadleaf deciduous, extratropical
evergreen, extratropical deciduous). In the remaining
no-LCC boxes we do not change land cover but pre-
scribe present-day land cover (the CMIP5 mean state of
1976–2005) in both simulations. We calculate the total
deforestation effect as the difference between these two
simulations. This simulated LCC effect, prior to the
separation of local and nonlocal effects, is what we call
the ‘‘signal’’ in the following.
b. Definition of sparse and extensive LCC
We are interested in the local LCC effects. The most
accurate way to directly simulate these local effects at a
given grid box would be to simulate LCC at only this one
grid box. However, this would require one ‘‘forest’’ and
one ‘‘grass’’ simulation for each land grid box. Our ap-
proach to reduce the number of required simulations is
to change land cover in more than one land grid box per
simulation pair. First, we deforest one out of eight grid
boxes (gray grid boxes in Fig. 1b), which we define as
sparse LCC. The local effects can then be separated as
described in the next subsection. This scheme of sparse
LCC is a trade-off: by deforesting only a small number of
grid boxes, we can assume that the deforestation effects
of any two boxes do not influence each other sub-
stantially, but we can still get information about the local
effects on a global scale.
The choice of one out of eight LCC boxes seems ar-
bitrary. To test the sensitivity of the local effects to the
number of LCC boxes, we choose an additional scheme
of deforestation in seven out of eight grid boxes (gray
grid boxes in Fig. 1g), which we define as extensive LCC.
This choice of the extensive LCC scheme is again a
trade-off: it approximates the case of the maximal pos-
sible number of LCC boxes but still allows us to separate
local and nonlocal effects, as explained below. The two
LCC schemes differ only in the number of LCC boxes.
We prescribe the same SSTs as in the sparse LCC case in
order to ensure comparability of the results.
c. Separation of local and nonlocal effects
We define the local effects within a grid box as the
changes that are present only as a result of changes in
surface properties of only this one grid box. We define
the nonlocal effects as LCC-induced changes that arise
remotely from the location of LCC, mediated, for ex-
ample, by induced changes in circulation. In our setup of
introducing LCC only in the LCC boxes, nonlocal ef-
fects may be active in both LCC boxes and no-LCC
boxes. In the following, we assume that the simulated
total signal in LCC boxes consists of the sum of local and
nonlocal effects, while the simulated signal in no-LCC
boxes consists of only nonlocal effects.
Several computational steps are necessary to separate
local and nonlocal contributions to the total effect of
LCC. These steps are illustrated in Fig. 1:
Figure 1a, from the described pair of simulations we
identify the LCC signal.
Figure 1b, the nonlocal effects can be seen in the no-
LCC boxes (colored grid boxes in Fig. 1b).
Figure 1c, we assume that these nonlocal effects are
present also in theLCCboxes.Weobtain the nonlocal
effects in the LCC boxes by horizontal interpolation.
Figure 1d, we then calculate the local effects in the
LCC boxes. To this end, we assume that both local
and nonlocal effects are present within the LCC
boxes. Consequently, in order to obtain the local
effects in the LCC boxes, we subtract the nonlocal
effects, as calculated in the previous step, from the
total simulated (local plus nonlocal) signal.
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FIG. 1. Sketch illustrating the separation approach (arbitrary color scale). (a) The simulated signal. The LCC
grid boxes stand out because there the signal (local plus nonlocal) is mostly stronger than in the surrounding non-
LCC grid cells (only nonlocal). (b) The nonlocal effects at no-LCC boxes. (c) The nonlocal effects are interpolated
to LCC boxes. (d) The difference at the LCC boxes between the simulated signal in (a) and interpolated nonlocal
effects in (c) is shown, whichwe then (e) interpolate in order to obtain global information on the local effects. This
approach works analogously for extensive deforestation [(f)–( j)]. Grid boxes whose information is not used for
interpolation in (b),(d),(g),(i) are shown in gray. (For results on local and nonlocal effects see Fig. 2.)
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Figure 1e, we obtain a global map of the local effects
by interpolation of the identified local effects from
the LCC boxes to all land grid boxes.
The local contribution to the total LCC signal is in a
statistical sense ‘‘cleaner’’ than the total simulated sig-
nal; for the total simulated signal a longer simulation
period is needed to decrease the signal-to-noise ratio
compared to the signal-to-noise ratio of the local effects
(Fig. A1) because climate variability (e.g., Deser et al.
2012) is by construction mostly contained in the non-
local effects. Simulating time periods longer than 30
years does not increase the signal-to-noise ratio for the
local effects, as demonstrated in appendix A.
Both approaches, sparse and extensive LCC, include
horizontal interpolation from one out of eight grid boxes
(for the interpolation of local or nonlocal effects, re-
spectively). The error associated with interpolation de-
pends on the distance between the interpolation knots
(i.e., the distance between the grid boxes that the values
are interpolated from). To assess the interpolation er-
rors in the performed simulations, and to decrease de-
pendence on the location of the LCC boxes, we repeat
all simulations with the LCC boxes shifted by two. For
further analysis, we average local effects obtained from
the unshifted and shifted simulations and apply the same
averaging to the nonlocal effects. Details on the in-
terpolation method and interpolation errors are pre-
sented in appendix D.
d. Energy balance decomposition
In the presented results, we contrast the mechanisms
underlying local and nonlocal effects. For the explora-
tion of these mechanisms, we employ an energy balance
decomposition approach as in, for example, the study by
Luyssaert et al. (2014). Here, we provide a short in-
troduction to this method, in which a change in simu-
lated surface temperature can be split into contributions
from the individual terms of the surface energy balance.
The surface energy budget is balanced between
shortwave and longwave net radiation SWnet and LWnet,
latent heat LE, sensible heat H, and a residual term G

















where s is the Stefan–Boltzmann constant, « is emis-
sivity and is set to 1, and Tsurf is surface temperature.
Inserting (2) into (1), we obtain
sT4surf5 SWnet1LWdown2LE2H2G .
Applying the total derivative and expanding with the











As the multiyear mean ground heat flux is largely un-
affected by deforestation (not shown), we omit the re-
sidual term DG in the following analysis. Note that the
energy balance decomposition approach does not allow
us to attribute changes in the energy balance to changes in
surface properties. As an example, a simulated change in
LE could originate from a change in surface albedo,
evapotranspiration efficiency, surface roughness, or a com-
bination of all three (Davin and de Noblet-Ducoudré
2010). However, the surface energy balance decomposi-
tion illustrates the importance of changes in the individ-
ual flux terms that each are influenced by changes in
various surface properties and include feedbacks.
3. Contrasting local and nonlocal effects of global
deforestation
a. Mechanisms underlying local and nonlocal effects
differ
To study the effects of global deforestation, we con-
trast the local and nonlocal effects from the extensive
LCC experiment. The local effects of deforestation on
surface temperature in ECHAM6/JSBACH are a
warming in the tropics and a cooling in the northern high
latitudes (Fig. 2b). This is in accordance with the local
effects shown in the study by Malyshev et al. (2015) and
qualitatively also in accordance with previous idealized
extensive LCC studies that considered the total (local
plus nonlocal) effects (e.g., Claussen et al. 2001; Davin
and de Noblet-Ducoudré 2010). The dynamic global
vegetation model JSBACH is known to underestimate
bare land fraction in subtropical deserts (Brovkin et al.
2013), which explains why there are still substantial local
effects in these regions. Note that 2-m air temperature
responds much more weakly to LCC as compared to
surface temperature (see appendix C). Precipitation
decreases in the local effects in the northern temperate
and boreal regions, and evenmore strongly in the humid
tropics (Fig. 3b). Concerning the total effects, most
previous studies hinted at a decrease in rainfall (e.g., for
deforestation of the Amazon rain forest; Lejeune
et al. 2015).
The nonlocal effects for surface temperature (Fig. 2d)
and precipitation (Fig. 3d) are similar in magnitude as
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compared to the local effects. While for both effects
temperature is increased and precipitation is reduced in
the Amazon region and central Africa, there are also
regions where local and nonlocal effects disagree sig-
nificantly in sign (Fig. 2b vs Fig. 2d; Fig. 3b vs Fig. 3d).
These are, for example, the southern part of Australia,
where the local effects show a warming while the non-
local effects are cooling, or the Malay Archipel-
ago, where the local effects show a decrease in
precipitation while the nonlocal effects show an in-
crease in precipitation.
Not only the spatial patterns but also the mechanisms
underlying local and nonlocal effects differ. Consider-
ing, for example, the local effects in the boreal winter
months DJF (Fig. 4b for extensive LCC), we obtain an
increase in surface temperature south of 408N. In the
arid tropics (e.g., Fig. B5d), this warming can be attrib-
uted to changes in surface sensible heat flux, probably
FIG. 2. Change in mean surface temperature (K) due to (a),(c) sparse and (b),(d) extensive deforestation.
(a),(b) Local effects and (c),(d) nonlocal effects. Mean over 30 years and another 30 years from a simulation with
LCCboxes shifted by two. Statistical significance is calculated according to a 5% level in Student’s t test accounting for
autocorrelation (Zwiers and von Storch 1995). Note that we mark grid boxes that are not statistically significant.
FIG. 3. Change in mean precipitation (mm yr21) for (a),(c) sparse and (b),(d) extensive deforestation.
(a),(b) Local effects and (c),(d) nonlocal effects. Statistical significance is calculated according to a 5% level in
Student’s t test accounting for autocorrelation (Zwiers and von Storch 1995). Note that we mark grid boxes that are
not statistically significant, and note the nonlinear scale.
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triggered by a reduction in surface–atmosphere ex-
change of heat because of a decreased surface rough-
ness, consistent with the study by Rotenberg and Yakir
(2010). In the humid tropics (e.g., Fig. B5c), the response
is dominated by changes in latent heat flux, probably
triggered by changes in evapotranspiration efficiency.
North of 408N, the surface cooling of the local effects
partly originates from a strong decrease in surface
shortwave net radiation due to the albedo increase after
deforestation, which is especially strong in the presence
of snow (not shown). Considering the nonlocal effects
(Fig. 4d), we see that the underlying mechanisms differ
from the local effects: The changes in latent and sensible
heat in the tropics indicate a southward shift of the
tropical rainbands (not shown). In contrast to the local
effects, increased surface shortwave and decreased
longwave net radiation hint at a reduction in atmo-
spheric water vapor and cloud cover.
The processes underlying local and nonlocal effects
are inherently different. While nonlocal effects are
driven by changes in global or regional climatic condi-
tions, local effects result from changes in local surface
properties and are only enhanced or weakened by
changes in local climate conditions. Both for local and
nonlocal effects, the mechanisms vary between regions
and seasonally (see appendix B). This analysis is not
meant to be exhaustive but demonstrates that the
mechanisms underlying local and nonlocal effects differ.
Thus, it is important to distinguish local and nonlocal
effects of LCC in Earth system simulations aimed at
process understanding.
b. Local effects enable consistent comparison with
observations
Because of the limited availability of time series
covering LCC, observational studies often approximate
LCC effects from a ‘‘paired-site setup’’ (i.e., from the
difference in climate variables in adjacent locations with
the same background climate but different land cover;
e.g., Lee et al. 2011; Li et al. 2015). Thus, by construc-
tion, these observational studies cover only the local
effects. The presence of nonlocal effects has impeded
validation of the effects of simulated extensive de-
forestation with observational datasets in past studies
(Zhang et al. 2014). Thus, isolation of local effects
enables a more consistent comparison of deforestation
FIG. 4. Energy balance decomposition for the boreal winter months (DJF). The dashed line denotes changes in
surface temperatureTsurf (K), caused by (a),(c) sparse and (b),(d) extensive deforestation. (a),(b) Local effects, and
(c),(d) nonlocal effects. The solid lines, which approximately add up to the dashed line, represent surface tem-
perature changes due to changes in components of the surface energy budget. All values are latitudinally averaged
over land areas. The horizontal axis is scaled with the area that the respective latitude occupies.
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effects against observations, as noted by Malyshev
et al. (2015).
In Fig. 5, we compare the local effects from the ex-
tensive LCC setup with paired-site observations from Li
(2016). In Li et al.’s (2015) observational study, they
investigate the local effects of deforestation on a global
scale by comparing surface temperature of forest with
that of open land within a small region (approximately
50 km 3 28km based on MODIS satellite imagery). In
the model, the simulated local response (Fig. 5c) is
weaker than in the observations (Fig. 5d) in most sea-
sons and latitudes, part of which can be explained by the
fact that the observational dataset only captures clear-
sky conditions (Li et al. 2015). Nevertheless, local effects
in ECHAM6/JSBACH and observations generally
agree with respect to the seasonal pattern in the extra-
tropics. However, in the tropics, seasonal cycles do
not match, which becomes evident in low temporal
correlations (northern tropics) or even negative tem-
poral correlations (southern tropics) between simulated
local effects and observations (Fig. 5e). Both the high
correlation in the extratropics (at around 308–458N) and
the low correlation in the tropics (at around 58–158S) are
less evident when comparing observations to the total
(local plus nonlocal) effects, and thus a more thorough
assessment is enabled by isolation of the local effects.
This once more puts emphasis on the importance of
isolating the local effects when comparing simulated
deforestation effects to observational datasets.
c. Dependence of nonlocal and local effects on the
number of LCC boxes
The comparison of sparse and extensive LCC shows
that nonlocal effects strongly depend on the areal extent
of LCC. For sparse LCC, the nonlocal effects have the
order of magnitude of weather-related noise in almost
FIG. 5. Surface temperature change (K) of deforestation for (a) the total effects (local plus nonlocal effects), (b) the nonlocal effects,
(c) the local effects, evaluated where observations were available, (d) remote sensing observations from Li et al. (2015, their Fig. 2c), with
the latitudes regridded to our model resolution, and (e) correlation coefficient of the monthly means (averaged over the available time
period) in the respective latitudes for observations vs local (solid) and observations vs total effects (dashed). The vertical axis is scaledwith
the area that the respective latitude occupies.
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all regions, as shown by the small number of significant
grid boxes (Figs. 2c and 3c). For extensive LCC, the
nonlocal effects have the same order ofmagnitude as the
local effects. In contrast, the local effects within this
setup do not differ substantially between sparse and
extensive LCC (Fig. 2a vs Fig. 2b). This is the case for
changes in not only surface temperature but also pre-
cipitation (Fig. 3a vs Fig. 3b) and 2-m air temperature
(Fig. C1a vs Fig. C1b).
To quantify the similarity of the local effects in the two
LCC cases, we determine the mean absolute difference
of surface temperature over land between local effects
from extensive and sparse LCC, respectively. We com-
pute the numbers below only from values at the sparse
LCC boxes in both cases in order to reduce differences
due to the different number of LCC boxes. The mean
absolute difference between the two local effects is
0.15K and thus of secondary importance as compared
to the effect itself (the mean absolute change in sur-
face temperature on land for the local effects in the
sparse LCC is 0.69K). There is no systematic bias: the
mean difference between local effects for sparse versus
extensive LCC is 0.05K. At the same time, spatial
correlation between the two is 0.96, so also the spatial
patterns of the local effects is practically identical for the
two LCC cases.
Not only the spatial patterns but also the mechanisms
underlying the local effects are identical for sparse and
extensive LCC, as can be seen in Fig. 4a versus Fig. 4b.
The peaks are more pronounced for extensive LCC
(Fig. 4b) because of the different number of LCC boxes
that the local effects are interpolated from. Still, the
latitudinal patterns of the energy balance decompositions
match well for the local effects from sparse and extensive
LCC, illustrating that the underlying mechanisms are the
same.Therefore, on the gridbox level, the local effects are
largely independent of the number of LCC boxes in the
separation approach, although background climate is
strongly influenced by the nonlocal effects owing to the
grossly differing areal LCC extent. While an even stron-
ger change in background climate than can be induced by
LCCmight be capable of influencing the local effects, our
results suggest that—at least in the case of unaffected
SSTs—the local effects on a gridbox level will be robust
for a wide range of chosen numbers of LCC boxes in the
separation approach.
4. Discussion and conclusions
In simulations of idealized extensive LCC, local ef-
fects are masked by the strong presence of nonlocal ef-
fects. The results presented here confirm previous
studies (e.g., Swann et al. 2012; Devaraju et al. 2015) that
illustrate that the sum of LCC on a larger scale can
trigger substantial nonlocal effects. However, the effects
of deforestation of a single model grid box are initially
local. Thus, the total simulated effects of large-scale
LCC are not representative for the effects of defores-
tation in plausible LCC scenarios, in which nonlocal
effects are less pronounced. Previous studies have fo-
cused on isolating the local—that is, locally induced—
biogeophysical climate effects of LCC, either in plausi-
ble LCC scenarios (Kumar et al. 2013) or in models with
climate information on subgrid vegetation tiles
(Malyshev et al. 2015). Here, we present a method
that is capable of robustly isolating the local effects,
accounting for local atmospheric feedbacks. Our re-
sults, based on two extreme cases of LCC (sparse and
extensive), suggest that the local effects in MPI-ESM
can be robustly isolated irrespectively of the number
of LCC boxes. Thus, follow-up studies that require an
isolation of the local effects may use a chessboard-like
pattern of one out of two LCC boxes (see appendix D)
in order to only rely on interpolation from directly
adjacent grid boxes and thus reduce the horizontal
interpolation errors.
FIG. A1. Root-mean-square deviation of surface temperature
Tsurf (K) for (a) January and (b) July over all land areas. The lines
show means of the combinations of the five ensemble members.
The y axis denotes the number of averaging years.
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Interpretation of the nonlocal effects is more complex
than interpretation of the local effects for several rea-
sons: First, for the nonlocal effects of one concrete
geographical distribution of LCC, we cannot determine
the relative importance of LCC of each grid box for
triggering those nonlocal effects. Second, while the
nonlocal effects are determined by a modification of
wide-ranging meteorological relationships, the local ef-
fects within a grid box can be largely explained directly
by changes in local surface properties. Thus, we can
understand the mechanisms underlying the local effects
better than those underlying the nonlocal effects. Third,
the nonlocal effects depend not only on the spatial ex-
tent but also strongly on the concrete geographical LCC
distribution because LCC changes atmospheric circula-
tion. This impedes inference of the climatic relevance of
LCC from one LCC distribution to the other. We have
shown that the local effects within a grid box can be
robustly isolated using a wide range of spatial LCC
patterns, even in the presence of substantial nonlocal
effects. This is a step toward a better attribution of cli-
matic changes to local LCC. This attribution is impor-
tant, as there are various plausible scenarios for future
LCC (Hurtt et al. 2011). Independent of the investigated
FIG. B1. Boreal winter (DJF) change in mean surface temperature (K) due to (a),(c) sparse and (b),(d) extensive
deforestation. (a),(b) Local effects and (c),(d) nonlocal effects. Mean over 30 years and another 30 years from
a simulation with LCC boxes shifted by two.
FIG. B2. As in Fig. B1, but for boreal summer (JJA).
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scenario, the local effects thus allow for an assessment in
an adaptation/mitigation context.
Changes in background climate can influence the
effects of LCC (Pitman et al. 2011). To isolate the local
effects, we want to keep LCC-induced changes in
background climate small, and thus we prescribe SSTs.
In this setup of prescribed SSTs, the local effects are
very similar for sparse and extensive LCC, indicating
that changes in background climate by extensive LCC
are not strong enough to substantially influence the
local effects. It is not clear if this conclusion still holds
with an interactive ocean; accounting for oceanic
feedbacks in a global deforestation experiment has
been simulated to influence deforestation effects (1K
less tropical warming and about 2K more Northern
Hemispheric cooling in one climate model; Davin and
de Noblet-Ducoudré 2010). We speculate that, if we
used interactive SSTs in our simulations, most of these
feedbacks would be included in the nonlocal effects, as
they would also be seen in hypothetical no-LCC boxes.
The oceanic feedback strength from the study byDavin
and de Noblet-Ducoudré (2010) would thus lead to
approximately a doubling of the nonlocal effects in
terms of surface temperature changes. To avoid an
influence of these amplified nonlocal effects on the
local effects, we recommend prescribing SSTs for ap-
plications that aim at a robust isolation of the local
effects.
FIG. B3. As in Fig. B1, but for change in mean precipitation (mmyr21). Note the nonlinear scale.
FIG. B4. As in Fig. B3, but for boreal summer (JJA). Note the nonlinear scale.
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FIG. B5. Energy balance decomposition of monthly mean changes in surface temperature Tsurf (K) caused by
extensive deforestation. Shown are (a)–(d) local effects and (e)–(h) nonlocal effects as averages over regions in-
dicated in Fig. C1b. The bars represent surface temperature changes due to changes in components of the surface
energy budget. The black line indicates total changes in surface temperature, which is approximately the sum of the
bars in the respective month. The blue and gray lines indicate changes in precipitation (precip) and snow cover
fraction (snow_fract), respectively.
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We acknowledge that land surface models differ in their
methods of implementing LCC (Pitman et al. 2009). Thus,
the results presented here, both for local and nonlocal ef-
fects, are specific for our model (MPI-ESM), in particular
for exact quantifications. However, the approach presented
in this study opens ways to an intercomparison of local and
nonlocal effects across climate models. If models disagree
mainly with respect to the nonlocal effects, this would hint
at large-scale advective processes and changes in global
circulation to be responsible for intermodel differences.
However, an intermodel spread in the local effects would
suggest a different representation of processes relevant
within a grid box to be responsible for the intermodel un-
certainties. Thus, because of their different nature, analyz-
ing local and nonlocal effects separately allows for a deeper
process understanding of LCC effects in climate models.
An isolation of the local effects has a wide range
of applications in the LCC context. As we illustrated,
isolation of the local effects enables a consistent compari-
son to observed climate effects of LCC, such as ground-
based (e.g., Lee et al. 2011; Zhang et al. 2014) or remote
sensing studies (e.g., Li et al. 2015; Alkama and Cescatti
2016). Further studies can investigate whether nighttime
and daytime effects of LCC (e.g., Lee et al. 2011; Li et al.
2015) are well represented in climate models and
whether models correctly capture the effects on tem-
perature and precipitation during extreme events, as in
the study by Teuling et al. (2010). As weather-related
noise and advection processes are largely excluded
from the local effects, they can be employed to
determine the influence of land–atmosphere coupling
strength on the LCC effects, as performed for the total
biogeophysical effects by Lorenz and Pitman (2014).
In a broader context, the method described here of
separating local and nonlocal effects is not restricted
to LCC studies but can be employed in studies fo-
cusing on any land surface process that is mainly act-
ing locally but capable of influencing wide-ranging
climate when applied on a larger scale. For instance,
this method could be used in studies on the climate
effects of irrigation or wildfires. Analogous to the
findings in our study, isolating local effects can im-
prove signal-to-noise ratio in realistic scenarios. Ad-
ditionally, the method of separating local and
nonlocal effects can be used in idealized large-scale
studies and enhance understanding of processes
influencing local and large-scale climate.
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APPENDIX A
Number of Necessary Simulation Years for a Robust
Estimation of the Local Effects
Throughout this paper we use 30 years of simulations
in our data analysis. To assess whether those 30 years are
sufficient to identify the local contribution, we create an
ensemble of five members for sparse LCC. For each of
thosemembers, we compare themean of the first k years
against the mean of all the years of the remaining four
members for the local effects and the simulated signal,
respectively. As a measure of inaccuracy, we calculate
the root-mean-square (RMS) deviation between the two
maps, evaluated at all LCC boxes. Figure A1 illustrates
that, for sparse LCC, the RMS deviation is lower for the
local effects than for the simulated signal. For the local
effects, the RMS deviation seems to stabilize after 30
years, indicating that simulating longer than 30 years
does not markedly increase the accuracy of the results.
APPENDIX B
Regional Analysis of Seasonality for Extensive LCC
Here we provide additional evidence for local and
nonlocal effects being qualitatively different. For this
purpose, we explore the seasonality of local and non-
local effects separately. Local and nonlocal effects for
boreal winter (DJF) and summer (JJA) are shown in
Figs. B1–B4 for changes in surface temperature and
precipitation. The local changes in surface temperature
vary seasonally; in the high northern latitudes, the local
effects in winter are a cooling of up to 3K (Fig. B1b),
while in summer the local effects are a warming of up to
0.5K (Fig. B2b). In contrast, the nonlocal effects on
surface temperature have the same sign in DJF and JJA
in large parts of the boreal zone, such as northern Asia
and Canada (Fig. B1d vs Fig. B2d). For precipitation,
the largest difference between DJF and JJA is the lo-
cation of zones in the tropics/subtropics where LCC
leads to a reduction in precipitation; these zones are
farther north in JJA for both local and nonlocal effects
(Figs. B3 and B4).
FIG.D1.Analysis of interpolation error for changes in surface temperature (K) due to sparse LCC. Shown are the
(a),(c),(e) local effects and (b),(d),(f) nonlocal effects of (a),(b) the unshifted simulations, (c),(d) the shifted
simulations, and (e),(f) the differences between unshifted and shifted simulations.
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While the maps presented in Figs. B1–B4 provide
information about the seasonality of LCC-induced
changes in surface temperature and precipitation, these
figures do not give insight into the underlying mecha-
nisms. We select four regions (indicated by rectangles in
Fig. C1) where we identify the dominant mechanisms for
local and nonlocal effects of extensive LCC in different
climate regimes. To this end, we perform an energy bal-
ance decomposition in these four regions and present the
results in Fig. B5.
Canada and Europe represent temperate regions with
and without long-lasting snow cover. The local cooling
in Canada in the winter and spring months (which is not
apparent in Europe) originates from a reduction in
shortwave net radiation, induced by an increase in surface
albedo due to a combination of the local increase in snow
cover and the loss of snowmasking after deforestation. In
contrast, the nonlocal effects exhibit an increase in
shortwave net radiation, which partly originates from a
nonlocal decrease in snow cover. The Amazon and
Australia represent regions with humid and arid tropical/
subtropical conditions, respectively. The local changes in
latent and sensible heat in the Amazon are presumably
linked to the LCC-induced changes in local evapo-
transpirative efficiency but also to local changes in
precipitation. The local changes in sensible heat in
Australia presumably originate from the local LCC-
induced decrease in surface roughness. In contrast, the
nonlocal changes in latent and sensible heat in Aus-
tralia seem to be driven by the changes in precipitation.
Local and nonlocal effects can differ in sign (e.g., local
increase vs nonlocal decrease in snow cover fraction in
Canada) and seasonality of the respective climatic
drivers (e.g., precipitation in the Amazon).
APPENDIX C
Results for 2-m Air Temperature
Fig. C1 shows results analogous to Fig. 2 for 2-m air
temperature for comparison against other published or
follow-up studies. The conclusions are qualitatively the
same as for surface temperature and precipitation: the
two local effects are similar, while the nonlocal effects
differ substantially. Note that the local effects on 2-m air
temperature in our model are substantially weaker than
the effects on surface temperature. In contrast to the
local effects, our nonlocal effects influence 2-m air tem-
perature and surface temperature to a similar degree
(Fig. 2d vs Fig. C1d).
This different impact of local and nonlocal effects on
2-m air temperature may arise from the different
FIG. D2. As in Fig. D1, but for extensive LCC.
1 FEBRUARY 2017 W INCKLER ET AL . 1173
underlyingmechanisms; the local effects originate from
changes in local surface properties and the land surface
directly responds, while the lowest atmospheric layer
(which represents the lowest ;40m) mainly adjusts to
these changes in surface variables. This adjustment is
incomplete, as some of the signal is diluted by hori-
zontal advection. In MPI-ESM, 2-m air temperature is
calculated by interpolation between surface tempera-
ture and the lowest level of the atmosphere, based on
Monin–Obukhov similarity theory. Thus, similar to the
FIG. D3. As in Fig. D1, but for chessboard LCC.
FIG. E1. Sums of local and nonlocal effects for (a),(c) sparse and (b),(d) extensive deforestation. (a),(b) Changes in
surface temperature (K) and (c),(d) changes in precipitation (mmyr21). Note the nonlinear scale.
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lowest atmospheric layer, 2-m air temperature is less
affected by LCC compared to surface temperature. In
contrast, the nonlocal effects (e.g., changes in global
circulation patterns) primarily affect the atmosphere,
and the land surface variables adjust to the changed
atmospheric conditions. Because the signal in the land
grid boxes is not diluted by advection to adjacent land
grid boxes, the surface temperature can fully adjust to
the changed atmospheric conditions. Thus, the non-
local effects on surface temperature and 2-m air tem-
perature are almost equally affected by LCC.
APPENDIX D
Interpolation Method and Interpolation Errors
The separationmethod includes horizontal interpolation
between grid cells for the isolation of both local and non-
local effects. Inland, where data points with known values
are available at all four surrounding sides, we apply bilinear
interpolation. At coastal regions, where values for at least
one side are missing, we apply nearest-neighbor extrapo-
lation. For simplification, we refer to this combination of
interpolation and extrapolation as ‘‘interpolation’’ here
and in the main text.
To assess errors associated with this interpolation, the
simulations with the LCC boxes at their original location
(‘‘unshifted’’) are complemented with additional simu-
lations. In these additional simulations, we shift the LCC
boxes by two (‘‘shifted’’). We isolate local and nonlocal
effects separately for the unshifted and shifted simula-
tions, both for sparse LCC (Fig. D1) and for extensive
LCC (Fig. D2). Considering the nonlocal effects, a fair
amount of interannual variability can be seen in the
differences between the unshifted and shifted versions
(see Fig.D1f). The local effects are by construction largely
free of this interannual variability, so the differences be-
tween unshifted and shifted local effects largely consist of
interpolation errors. Furthermore, the local effects al-
ready include the interpolation errors from the nonlocal
effects (via the step in Fig. 1d of the step-by-step in-
struction of the separation approach in the main text).
Thus, when analyzing the overall interpolation errors, we
focus on the local effects in the following.
The shifted and unshifted local effects are generally in
good agreement (Fig. D1a vs Fig. D1c; Fig. D2a vs
Fig. D2c). Globally, the interpolation errors are simi-
lar for sparse and extensive LCC: the root-mean-
square difference over land between the unshifted
and shifted local effects is 0.35K for sparse LCC and
0.39K for extensive LCC. In some regions, the in-
terpolation errors cannot be neglected, especially in
the surroundings of mountain ranges such as the Andes
or the Himalayas (Figs. D1e and D2e) where the in-
terpolation errors are larger than 1K. Thus, for the
analysis in the main text, we consider the combined in-
formation from shifted and unshifted simulations in order
to decrease the dependence on the exact location of the
LCC boxes.
In follow-up studies that require an isolation of the
local effects, the horizontal interpolation errors can be
reduced as follows: Instead of choosing a sparse or ex-
tensive pattern in the isolation approach, a chessboard-
like pattern of altering one out of two grid boxes may be
chosen. Thus, the calculation of both local and nonlocal
effects requires horizontal interpolation only from di-
rectly adjacent grid boxes. This ‘‘chessboard LCC’’ re-
duces the horizontal interpolation errors (see Fig. D3e);
the root-mean-square difference over land between the
unshifted and shifted local effects is then reduced to
0.29K.
APPENDIX E
Total Local plus Nonlocal Effects
To give an idea about the total (local plus nonlocal)
effects of extensive deforestation, we provide the sum of
local and nonlocal effects for changes in surface tem-
perature and precipitation (Fig. E1). The surface tem-
perature change maps were obtained by adding the local
and nonlocal effects of Fig. 2. The precipitation change
maps were obtained by adding the local and nonlocal
effects of Fig. 3. Because the nonlocal effects of sparse
LCC are small, the local plus nonlocal effects of sparse
deforestation are similar to the local effects alone. In
contrast, the strong nonlocal effects of extensive LCC
magnify the local effects in some regions, as can be seen
in the inner tropics or the high northern latitudes.
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