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“Everything that living things do can be understood in 








xploration and understanding of the world around us is an intrinsic 
characteristic of human beings. Handy applications are obtained 
from this activity, such as new technological devices or medical procedures, 
however, curiosity drives large part of scientific research. It emerges from 
the deep rooted principle in human’s brains since we are young kids: “the 
more I understand the environment surrounding me, the more I can control 
and manipulate it to improve my life.” In this context we could state that, 
in general, the power of understanding the observations determines, in the 
end, our capability to produce new technologies and applications. 
This increasing ability to rationalize empirical observations is 
undoubtedly linked to the development of theories which satisfy another 
principle that drives modern science: natural phenomena are ruled by 
certain laws which can be mathematically described and a priori understood 
by human brains. Thus, given the correct set of solvable equations, it should 
be hypothetically possible to fully simulate a concrete natural event by 
doing the corresponding math, having exact information about all the 
E 
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parameters involved in the process at any step.* An illustrative example in 
the field of quantum chemistry was given in 1999 by Raab et al.1 The authors 
computed the spectrum of pyrazine with a fully quantum method named 
multi-configuration time-dependent Hartree (MCTDH). Figure 1.1 shows 
the impressive superposition between the theoretical data and the 
experimental recording. Even though both approaches give almost the same 
results, theoretical calculations provide information which cannot be 
obtained experimentally, such as the wave packets at every step of the 
calculation. Unfortunately, the MCTDH method is computationally 
expensive and its use is limited to systems with a few tens of degrees of 
freedom.2 
Major understanding of natural events is one of the ultimate goals 
of science. However, two main obstacles arise from this fundamental 
objective: we can neither understand the math nor we can exactly resolve 
the too complex equations. The latter problem is the main concern of 
quantum chemistry. 
 
Figure 1.1 Theoretical (solid lines) and experimental (dotted lines) spectra of 
pyrazine after excitation to the S2 electronic state. Adapted from ref 1. Copyright 
1999 AIP Publishing LLC. 
                                                          





1.1. Quantum chemistry. A historical perspective 
1.1.1. The birth of quantum chemistry 
The awakening of quantum chemistry −defined as the application of 
quantum mechanics to the study of chemical processes− has been 
traditionally associated to the publication of the time-dependent 





Ψ(𝒓𝒓,𝑹𝑹, 𝜕𝜕) = 𝐻𝐻�𝑡𝑡Ψ(𝒓𝒓,𝑹𝑹, 𝜕𝜕) 1.1 
 
where 𝑖𝑖 is the imaginary unit, ℏ stands for the Planck constant divided by 2𝜋𝜋, 𝐻𝐻�𝑡𝑡 is the time-dependent Hamiltonian operator and Ψ(𝒓𝒓,𝑹𝑹, 𝜕𝜕) refers to 
the wave function, a mathematical object that contains all the relevant 
information of a given chemical system, which depends on the nuclear (𝑹𝑹) 
and electronic (𝒓𝒓) coordinates and time 𝜕𝜕. According to the Copenhagen 
interpretation,4 the square of the wave function is related to the probability 
to observe the particle at position (𝒓𝒓,𝑹𝑹) and time 𝜕𝜕. Eq 1.1 predicts the 
existence of stationary waves Ψ(𝒓𝒓,𝑹𝑹) that do not depend on time, which 
can be determined through the so-called time-independent Schrödinger 
equation: 
𝐻𝐻�𝑠𝑠Ψ(𝒓𝒓,𝑹𝑹) = 𝐸𝐸Ψ(𝒓𝒓,𝑹𝑹) 1.2 
where 𝐻𝐻�𝑠𝑠 is the time-independent (or static) Hamiltonian and 𝐸𝐸 refers to 
the energy of the system described by Ψ(𝒓𝒓,𝑹𝑹). 𝐻𝐻�𝑠𝑠 accounts for all electron-
electron, nucleus-nucleus, and electron-nucleus interactions present in the 
system. In non-relativistic quantum chemistry, which is accurate enough in 
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where 𝑖𝑖 and 𝑗𝑗 are the coordinates of two electrons, 𝑁𝑁 and 𝑀𝑀 state for the 
total number of electrons and nuclei, respectively, 𝐴𝐴 and 𝐵𝐵 refer to the 
coordinates of two nuclei, ∇2 is the Laplacian operator, 𝑍𝑍𝐴𝐴 is the atomic 
number of a nucleus 𝐴𝐴, 𝑍𝑍𝐵𝐵 is the atomic number of a nucleus 𝐵𝐵, 𝑟𝑟𝑖𝑖𝑖𝑖 states for 
the distance between the 𝑖𝑖th and 𝑗𝑗th electrons, 𝑟𝑟𝑖𝑖𝐴𝐴 refers to the distance 
between the 𝑖𝑖th electron and the 𝐴𝐴th nucleus, and 𝑅𝑅𝐴𝐴𝐵𝐵 stands for the distance 
between the 𝐴𝐴th and 𝐵𝐵th nuclei. Thereby, the five terms of eq 1.3 account for: 
i) kinetic energy of the electrons, ii) kinetic energy of the nuclei, iii) 
Coulomb attraction between the electrons and the nuclei, iv) electronic 
repulsion, and v) nuclear repulsion. Unfortunately, eq 1.2 can be exactly 
solved only for an extremely small number of systems. To study molecular 
systems with interest in chemistry and photochemistry, one needs to devise 
reasonable approximations. 
1.1.2. Consolidation of quantum chemistry as a research tool in 
chemistry 
The impossibility to solve the eigenvalue problem stated in eq 1.2 for 
medium- and large-size molecular systems is the origin of a variety of 
sophisticated methodologies reported after the discovery of the Schrödinger 
equation.3 A central approximation was proposed by Max Born and J. Robert 
Oppenheimer in 1927,5 the so-called Born-Oppenheimer approximation. 
The authors proposed that the movement of electrons can be treated 
independently from the nuclei, since the former are much lighter than the 
latter, breaking down the total wave function Ψ into its nuclear and 
electronic parts: 
Ψ(𝒓𝒓,𝑹𝑹) = 𝜓𝜓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑹𝑹) × 𝜓𝜓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝒓𝒓) 1.4 
 
This approach makes possible to fix the nuclear coordinates 
considerably reducing in this way the complexity of the molecular problem 
(the second term of eq 1.3 equals to zero and the fifth term is a constant). 
As a consequence, 𝜓𝜓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝒓𝒓) describes the electrons moving in the field 
generated by the motionless nuclei. Thereby, the electronic problem can be 
written as: 





where 𝐻𝐻�𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 states for the electronic Hamiltonian operator. However, 
solving the many-electron equations is still an intricate task due to the 
multivariable dependencies of the electron repulsion term 1/𝑟𝑟𝑖𝑖𝑖𝑖. In order to 
simplify the resolution, Douglas R. Hartree and Vladimir Fock proposed a 
method in 1930 in which the electronic repulsion term iv of the Hamiltonian 
(eq 1.3) is substituted by an average potential caused by the rest of the 
electrons [Hartree-Fock (HF) method].6,7 Within this approximation, the 
multi-electron operator 𝐻𝐻�𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 can be separated in effective one-electron 
operators 𝑓𝑓(𝑖𝑖) or just Fock operators:8 
𝑓𝑓(𝑖𝑖) = −12∇𝑖𝑖2 −� 𝑍𝑍𝐴𝐴𝑟𝑟𝑖𝑖𝐴𝐴𝑀𝑀𝐴𝐴=1 + 𝑣𝑣𝐻𝐻𝐻𝐻(𝑖𝑖) 1.6 
 
where 𝑣𝑣𝐻𝐻𝐻𝐻(𝑖𝑖) represents the average potential seen by the 𝑖𝑖th electron 
caused by the other electrons. The introduction of 𝑣𝑣𝐻𝐻𝐻𝐻(𝑖𝑖) has been crucial 
in the development of quantum chemistry. Thereby, the complex many-
electron problem is with this approach converted into simpler one-electron 
problems in which the electron-electron interactions are treated in an 
average way:8 
𝑓𝑓(𝑖𝑖)𝜒𝜒(𝓍𝓍𝑖𝑖) = 𝐸𝐸𝜒𝜒(𝓍𝓍𝑖𝑖) 1.7 
 
being 𝜒𝜒 the spin-orbitals which describe a  given electron 𝑖𝑖 with coordinates 
𝓍𝓍𝑖𝑖, including both spatial and spin coordinates. The one-electron spatial 
functions used to build the spin-orbitals are usually constructed by linear 
combination of atomic basis functions. They are the so-called molecular 
orbitals (MOs). The set of equations 1.7 has to be solved iteratively through 
a self-consistent field (SCF) procedure, a heavy task for the first computers 
but a light process with current algorithms and hardware. When this 
approach was formulated at the beginning of the 1930s decade, the lack of 
computers made its application available only to light atoms like helium9 
and impossible to even small molecules, except when some empirical values 
were used in the calculations.10 
 The formidable development of quantum chemistry methods and 
their application to the elucidation of relevant problems in almost all fields 
of chemistry is closely connected to the development of efficient hardware 
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and the advent of the modern computer era. Since the construction of the 
first microchip by a group of scientists leaded by Jack S. Kilby in 1958,11 
computer industry has exponentially increased the computational power 
and memory resources of the hardware, and simultaneously reduced its 
production costs in a drastic way.12 The massive hardware and software 
production at relatively low cost has flooded society with computers, and 
scientific community is not an exception. Since the first uses of 
computational resources in the 1950s and 60s to the study of molecular 
systems,13 the number of research works based on (or including) theoretical 
calculations has also growth exponentially. Actually, in October, 2016, the 
ISI Web of Science database accounted for ~100.000 records when searching 
the keywords “ab initio calculation*”.  
Despite the fact that the HF method has become a relatively fast 
procedure, well-known inaccuracies in the determination of several 
molecular properties such as ionization energies, molecular geometries and 
excited states, among others (cf. Section 3.1.1), boosted the development of 
a variety of the so-called post-HF methods, as well as other approaches to 
solve the molecular problems, such as the density functional theory (DFT). 
A more detailed description of these methods will be provided in Chapter 
3. 
The application of modern computational methods to specific 
research problems in the fields of chemistry, physics, and biology has 
improved the comprehension of a large number of natural phenomena. In 
the present Doctoral Thesis, we focus in the understanding of the molecular 
properties of DNA nucleobases, which are paramount building blocks of 
life, and the chemical and photochemical events that take place after 
interaction with electromagnetic radiation (EMR) and secondary reactive 
species. 
1.2. DNA, the basis of life 
 The mechanisms that sustain life on Earth have been, and still are, 
a matter of mystery since the dawn of humanity. A turning point in the 
understanding of these concerns was given by the elucidation of the 
deoxyribonucleic acid (DNA) main structure (B form or B-DNA, hereafter 




of the X-ray images obtained by Rosalind Franklin and Maurice Wilkins in 
the same year.15 The model proposed by the authors, displayed in Figure 1.2, 
consists of four basic nitrogen nucleobases (NBs), namely thymine, adenine, 
cytosine, and guanine, linked to a sugar compound (deoxyribose) which is 
in turn bonded to a phosphate group. NBs, sugars, and phosphate groups 
are tridimensionally arranged forming two antiparallel, helicoidal strands, 
in which dimers of NBs are placed in the inner part pairing through 
hydrogen bonds, as shown in Figure 1.2. The sugar and phosphate building 
blocks are, on the other hand, placed in the external part of the double 
strand. The aforementioned NB associations are not random since thymine 
naturally matches with adenine, whereas cytosine pairs with guanine. These 
unique pairing rules determine complementarity between the strands, 
allowing therefore the biosynthesis of new, identical DNA single strands 
from existing ones in a relatively complex process known as DNA 
replication. Uracil replaces thymine in ribonucleic acids (RNAs), which are 
another type of nucleic acids involved in several cellular functions like 
protein synthesis. The mystery of the genetic heredity transmission was 
then solved with these findings. 
 
Figure 1.2 Model structure of the B-DNA double helix and the NB pairing. 
Reproduced from ref 16. 
We have briefly described above the main tridimensional 
arrangement of DNA biopolymers and the natural base-pairing properties 
that allow replication. However, why DNA is considered the basis of life? 
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The answer to this question is the NB sequence. The identity and ordering 
in which NBs are encountered in a DNA strand define by themselves the 
genetic information contained in the macromolecule. The reason is that the 
four NBs compose a language which can be read by the ribosomes to 
synthetize proteins from DNA strands in a process called DNA translation, 
in which the NB sequence determines the resulting protein. The mystery of 
DNA translation was solved with the discovery of the genetic code, 
consisting in a correspondence between triplets of NBs (codons) and an 
amino acid. Thereby, the ribosome reads the DNA sequence (usually copied 
to messenger RNA) and adds an amino acid to the polypeptide chain every 
three NBs. Proteins fulfill a variety of functions in cells serving as enzymes, 
structural blocks, molecular carriers, cellular receptors, etc., and their 
amino acid composition and ordering, and thus biological performance, 
ultimately depends on DNA sequence. Since, in general, genetics govern 
over proteomics, DNA can be considered as an extremely large set of 
instructions needed to control the cellular machinery ready to be executed 
when necessary, giving unique characteristics to living beings on Earth. 
1.3. Integrity and change of genetic material 
After the discovery of the essentials about DNA replication and 
translation, the scientific community noticed that: i) it is possible to 
eventually detect flaws along DNA strands, and ii) these defects may have 
consequences causing changes or mutations in the DNA sequence, varying 
cellular functions, and even triggering cell death in the most severe cases. 
In spite of the efficient chemical and enzymatic repair machinery, some 
lesions are never reverted and last enough to produce biological effects with 
a variety of consequences for living beings. On the one hand, the possibility 
to tune cellular functions by these DNA modifications have allowed the 
evolution of species from the first family of protocells17,18 to the pluricellular 
organisms existing nowadays on Earth. On the other hand, the excessive 
accumulation of genetic mutations can also lead to biological malfunctions 
and cellular collapse. Thus, we are describing a scenario in which a 
completely invariant DNA is incompatible with life, since precludes 
adaptation of living beings to environmental changes, although an 
excessively mutable DNA cannot support life as well. In order to meet the 




blocks that conform nucleic acids have been naturally selected to be stable 
upon aggressions in the vast majority of cases, but with a small window of 
change to allow life evolution over millions of years.  
Despite the highly-effective stability mechanisms present in the 
genetic material, imbalances between harmful and repair processes can 
occur under particular conditions. This situation is normally driven either 
by excessive presence of agents that can damage nucleic acids and/or by 
ineffective repair mechanisms. Several agents, internal or external to the 
cell, are known to interact with DNA. Some examples are electromagnetic 
radiation, metabolic stress, certain types of drugs and pollutants, etc. The 
present Thesis is devoted to the study of the chemical events occurring upon 
irradiation of DNA nucleobases. 
1.4. DNA/RNA irradiation 
Living beings are constantly exposed to EMR with a variety of 
wavelengths coming from different emitters. The most important one is our 
Sun, however, light coming from other sources such as cosmic radiation, 
isotopic decays, and man-made technology, such as X-ray machines, 
radiopharmaceuticals, or nuclear energy plants, are also present.  
When cells are irradiated, two mechanisms of damage to DNA/RNA 
nucleobases (see structure and atom labeling in Figure 1.3) can be devised:  
 
Figure 1.3 Structure and atom labeling of the DNA/RNA nucleobases. 
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i) primary damage, caused by direct light absorption, and ii) secondary 
damage, exerted by reactive species formed though irradiation of nucleic 
acids’ environment, e.g. water molecules. In this section, we will describe 
both types of damages caused by UV light and ionizing radiation. Firstly, 
the photophysics and photochemistry of natural DNA/RNA nucleobases 
after UV light absorption (primary damage) will be introduced. Secondly, 
the chemistry of hydroxyl radical toward DNA/RNA nucleobases (secondary 
damage) and the photochemistry of the adducts will be briefly discussed. 
Finally, we will describe the consequences of ionizing radiation upon 
attachment of free hydrogen atoms and low-energy electrons (secondary 
damage). 
1.4.1. Primary DNA/RNA radiation damage exerted by UV light 
Solar light has hit Earth’s surface since the formation of the planet, 
approximately 4.5 billions years ago, and has fueled life since then. Sun 
emits light as a consequence of the nuclear fusion of hydrogen atoms 
occurring in the star nucleus. EMR arrives to Earth’s surface in ca. eight 
minutes after leaving solar photosphere, and is characterized by an 
approximately continuum spectrum of wavelengths ranging from the UVC 
(~100 nm) to the IR (~1 mm) regions of the electromagnetic spectrum  
 
 
Figure 1.4 a) Electromagnetic spectrum from gamma rays to IR region, and b) 
extraterrestrial and terrestrial sunlight spectra. Differences arise from the 




(Figure 1.4a). Atmospheric gases such as ozone or water absorb some 
wavelengths, and only certain energies in the ~250 - 2500 nm range 
penetrate the planetary atmosphere (see Figure 1.4b). UV light ranges from 
~100 to ~400 nm, and is subdivided in three segments according to its 
wavelength: UVC (100-295 nm), UVB (280-315 nm), and UVA (315-380 nm). 
The ozone layer almost completely absorbs the UVC light (97–99 %) and 
some of the UVB radiation emitted by the Sun, whereas it is transparent for 
UVA. Thus, more than 90% of UV light that reaches living beings belongs 
to UVA, whereas UVB constitutes the remaining 5-10% and UVC radiation 
can be practically neglected.19 
Nucleobase monomers 
DNA/RNA nucleobases are π-electronic systems with absorption 
maxima in the ~240–270 nm region (see Table 1.1).21 Genetic material is 
therefore a potential chromophore able to absorb UVC-UVB light and 
populate the corresponding electronic excited states. Moreover, it has been 
recently postulated that the absorption maximum band can be significantly 
shifted (up to ~0.6 eV) to longer wavelengths in some specific arrangements 
of NB dimers,22 suggesting that the sunlight absorption window for nucleic 
acids may be broader than expected at first. Absorption spectra of DNA 
biopolymers closely resemble those of the monomers in solution, except 
from the intensity decrease observed in the macromolecular system.23,24  
Table 1.1 Compilation of theoretical and experimental spectroscopic data of 
isolated DNA/RNA nucleobases, retrieved from ref 21. 
Nucleobase Nature Theoretical absorptiona (nm) 
Experimental 
maximum (nm) 
Uracil 1(ππ*) 237 – 247 243 
Thymine 1(ππ*) 245 – 254 258 
Cytosine 1(ππ*) 265 – 281 270 
Adenine 1(ππ*) La 232 – 234 238 
1(ππ*) Lb 238 – 240 
Guanine 1(ππ*) La 251 270 (gas phase) 
a Data obtained with the CASPT2//CASSCF and CASPT2//MP2 protocols, see Chapter 3 for more details. 
The fate of the electronic excited states in nucleic acids constitutes 
an important field of modern experimental and computational 
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photochemistry and photobiology. Experimentally, ultrafast kinetic 
constants from the sub-picosecond (ps) to nanosecond (ns) scale are 
observed in isolated DNA/RNA nucleobases in water solution.23,25 From the 
computational standpoint, it is commonly accepted that all DNA/RNA 
nucleobases can deactivate the excess of energy provided by light in non-
radiative, non-reactive manners through fast internal conversions (IC) 
between the 1(ππ*) state initially populated during the irradiation and the 
ground state, as displayed in Figure 1.5. The processes are mediated by 
conical intersection (CI) regions, i.e. degeneracy zones between the excited 
and ground potential energy hypersurfaces (PEHs), accessible by means of 
barrierless or quasi-barrierless downward pathways from the initial Franck-
Condon (FC) region. ICs are ultrafast processes which are able to explain 
the extremely short excited-state lifetimes of the NBs. On the contrary, 
variations in the chemical structure of the natural systems26,27 hinder the 
access to the CI regions that funnel the 1(ππ*) deactivation due to the  
 
Figure 1.5 Schematic representation of the pyrimidine NBs ultrafast photophysical 





presence of energetic barriers between the FC and the degeneracy zones. 
Since longer excited-state lifetimes are related with larger probabilities to 
undergo photoreactions, it is accepted that the intrinsic ultrafast excited-
state decay of the five natural NBs has been a criterion of utmost importance 
in the natural selection of the DNA building blocks over life evolution.27,28 
It becomes apparent that intrinsic photostability of nucleic acids 
emerges from the photophysics of the five NB monomers. Nevertheless, in 
biological conditions the mentioned building blocks are embedded in a 
complex environment where alternative photophysical and photochemical 
channels are operative. 
Nucleobase multimers 
In nucleic acids, each NB is surrounded by vicinal chromophores 
both in the intra- and the inter-strand directions as displayed in Figure 1.6. 
Thus, DNA/RNA biopolymers have to be considered as multichromophore 
systems, where interactions at the electronic level increase the complexity 
of the excited states. To give a balanced and accurate description of the 




Figure 1.6 Tetramer model of B-DNA composed by two A-T dimers (left and 
center). A-A or T-T interactions (intra-strand) represented by red double arrows 
and A-T interactions (inter-strand) shown by double blue arrows (right). 
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Whereas absorption properties of nucleic acids and individual NBs 
are fairly similar, excited-state dynamics are substantially different.23 On the 
basis of the state-of-the-art studies on the nucleic acids photophysics and 
photochemistry,21,27,30 monomeric deactivation channels dominate the 
excited-state decay of DNA/RNA systems. It is conceived that light 
absorption mainly populates the corresponding 1(ππ*)-like localized state in 
the chromophore. The most probable deactivation channels are therefore 
the downward pathways until the ring-puckered CI with the S0 commented 
above. Nevertheless, the routes can be influenced by the environment and 
the processes may not be necessarily mediated in all cases by the same CI 
distortions than those predicted in the gas-phase calculations.31 Moreover, 
specific DNA/RNA arrangements may favor delocalized states over vicinal 
NBs, funneling the system toward alternative deactivation routes giving rise 
to, in general, slower decays. Two important photochemical pathways are 
of special relevance: the formation of excimer (EX) states (Figure 1.7a),32-36 
where the electronic density is delocalized over intrastrand π-stacked NBs, 
and the occurrence of inter-strand charge-transfer (CT) states (Figure 
1.7b),37-40 which implies the transference of electronic density from one NB 
to the counterpart in the Watson-Crick (WC) pair. The former channel 
corresponds to an intra-strand photochemical pathway whereas the latter 
belongs to an inter-strand photochemical route. 
 
Figure 1.7 a) Electron density transfer that characterizes an EX state delocalized 
over two stacked cytosine molecules, and b) electron density transfer that 
characterizes a CT state between guanine (right) and cytosine (left), yielding the 
G+C− ion pair. 
Regarding the intrastrand EX states (see Figure 1.7a), they are related 





Figure 1.8 Characterization of the main pathway along the S1 (a) and T1 (b) surfaces 
of the EX states in a cytosine-cytosine model. Reproduced from ref 36. Copyright 
2008 American Chemical Society. 
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cyclobutane pyrimidine dimers (CPD),36,41-45 (6−4) pyrimidine−pyrimidone 
adducts,43,44,46,47 and A photodimerizations,48,49 among others.50 Roca-
Sanjuán et al.36 described in 2008 the formation mechanism of cyclobutane 
cytosine dimers (C<>C) on the grounds of the computational 
characterization of the EX potential energy surfaces of a cytosine dimer 
model (see Figure 1.8). The authors reported the existence of a minimum in 
the singlet surface, corresponding to an excimeric structure (Figure 1.8a). 
The system can be therefore trapped there and either return to the initial 
ground-state region by emitting fluorescence (photostability) or overcome 
a small energy barrier (~0.2 eV) to reach a CI point with the S0 at the C<>C 
zone (photolesion). Meanwhile, in the triplet-state manifold (Figure 1.8b) 
the EX state at the FC region leads to a minimum in a barrierless way, where 
the T1 state is degenerated with the S0 [singlet-triplet crossing (STC) area]. 
The population of the latter state through an intersystem crossing (ISC)  
process can then return the system to the initial photostable WC structure 
or to the photoproduct C<>C region. 
On the other hand, CT states (see Figure 1.7b) can promote 
hydrogen-transfer processes51-53 between the hydrogen-bonded NB 
pairs.39,54-61 The motion is driven by the charge separation caused by the 
electron density redistribution from one NB to another. Thereby, hydrogen 
transfer on the excited CT state becomes a barrierless process. The CI 
regions between the CT and the S0 states along the transfer path determine 
the recovery of the WC base pair (photostability) or the formation of 
tautomers (photodamage). In 2013, Sauri et al40 studied the different 
proton/hydrogen transfer processes in the G-C base pair from first 
principles computations. In light of the topology and topography of the 
PEHs mapped for the different possibilities, the authors found that the 
mechanism related to the non-radiative decay to either the WC structure or 
the tautomers corresponds to a stepwise double hydrogen transfer (SDHT) 
process (see Figure 1.9). Results indicated that the CT state is accessible in 
the FC surroundings of the WC structure through elongations (~0.3 Å) of 
the N1-H bond (central hydrogen bond, see Figure 1.9), giving rise to the 
barrierless H proton transfer toward the CI with the ground state at the S1 
minimum, labeled as INT1NEU. This intermediate region, in which H1 has 
been transferred from guanine to cytosine, is therefore a key point that 
determines the photostability or photoreactivity of the process. If the 




regenerated (photostability). On the other hand, if the hydrogen from the 
amino group of cytosine (H’41 in Figure 1.9) is transferred from cytosine to 
guanine, the tautomeric bases are produced (photoreactivity). In addition, 
the authors also characterized the reverse mechanism starting from the 
tautomer (TAU1) structure. Despite the fact that previous ab initio 
molecular dynamics computations of the GC system suggested the absence 
of actual tautomerization channels,57 recent experimental studies 
quantified a tautomerization quantum yield of ~10%.55 
The study of molecular properties in small nucleic acid models is a 
necessary step toward the comprehension of the intricate excited-state 
dynamics of actual DNA/RNA systems. Nevertheless, the nature of the 
excited states and the specific interplay between the monomer/multimer 
routes, which depend on the nucleic acid sequence, remain poorly 
understood and its characterization is still a matter of intense research.30 To 
tackle this problem, larger models including more than two NBs and  
 
 
Figure 1.9 Most relevant PEHs of the SDHT mechanism occurring in the GC base 
pair system. Abbreviations: LE = locally excited, CT = charge transfer, WC = 
Watson-Crick, INT1NEU = intermediate neutral structure, TAU1 = tautomer. 
Reproduced from ref 40. Copyright 2013 American Chemical Society. 
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accurate enough electronic structure methods have to be considered. In this 
way, quantum-chemistry calculations can provide useful insights on the 
competition between the different decay routes and establish useful 
relationships between DNA/RNA arrangements and predominant 
photochemical channels. 
1.4.2. Secondary DNA/RNA radiation damage exerted by UV 
light 
UV-light secondary damage. Production of reactive oxygen species 
Sunlight exposure of living cells entails irradiation of all its 
components. As a consequence, a plethora of alternative photophysical and 
photochemical processes triggered by light may also occur and lead to NB 
modifications, in addition to those initiated by the direct absorption by the 
NB chromophores. Such phenomena are known as DNA/RNA damage 
through secondary processes or simply DNA/RNA secondary damage. 
These processes are mediated by a number of secondary species formed 
upon UVB and UVA light irradiation of nucleic acids’ surroundings. Light is 
absorbed by exogenous or endogenous photosensitizers with relatively 
long-lived triplet states, which are able to produce ROS through 
photosensitization (PS) mechanisms (see Figure 1.10).62,63 Cytochromes, 
flavin, heme, nicotinamide adenine dinucleotide phosphate (NADPH) 
oxidase, and porphyrins could act as endogen photosensitizers.62 PS 
processes are divided into three types: I, II, and triplet-triplet energy 
transfers (TETs). On the one hand, type I PS involves either the oxidation 
or reduction of the excited photosensitizer through one-electron reactions 
with an oxidizable or reducible system (S), yielding the corresponding ion 
radical pair, for example S•+ + photosensitizer•−. In this case, the latter 
species is often oxidized by molecular oxygen, returning the photosensitizer 
to its neutral, ground state and giving rise to the corresponding superoxide 
anion O2•−, which plays a central role in the formation of many ROS, 
although there is no evidence of direct reaction of this species toward 
biological structures.64 The enzyme superoxide dismutase (SOD) 
specifically scavenge O2•− from intracellular medium to yield hydrogen 
peroxide and water. H2O2 is normally converted into H2O and O2 by the 
catalase enzyme, which is a very important cellular defense to avoid 




production of ROS and/or an insufficient expression of catalase can deplete 
this defense mechanism. H2O2 is in this situation able to react with reduced 
transition metals such as Fe or Cd (Fenton reaction) and produce highly 
reactive hydroxyl radical (•OH),62,65 which is the most important mediator 
in oxidative damage to biological structures.64 On the other hand, type II PS 
consists of the production of the highly reactive singlet oxygen (1O2), which 
is also able to react with biomolecules including DNA/RNA nucleobases.66 
Finally, the third mechanism involve the population of NB triplet states by 
means of TET processes, such as those reported with well-known 
photosensitizers like benzophenone.67 The formation of CPDs is the most 
abundant DNA lesion found in human skin cells exposed to UVA light.68 
According to the theoretical studies reported by Roca-Sanjuán et al,36 the 
photoreaction leading to C<>C is more favorable in the triplet manifold as 
compared to the process in the singlet state. 
 
Figure 1.10 Schematic representation of the photosensitization mechanisms of type 
I, II, and TET. Modified from ref 62. ISC = Intersystem crossing, NB = Nucleobase, 
TET = Triplet-triplet energy transfer, S = Oxidizable system, SOD = Superoxide 
dismutase. 
Type I PS induced by UVB and UVA light is not the unique source 
of OH radical. Superoxide anion is constantly formed in metabolic reactions 
since it plays important physiological roles in cellular signaling, cell growth, 
inflammation, and contraction processes.69 Actually, it has been suggested 
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that around ~5% of oxygen employed by living beings is converted into 
ROS.70 O2•− is an intermediate species of the electron transport chain 
occurring in the mitochondria,70 a key process of aerobic metabolism which 
allow living beings to use the chemical energy stored in sugars. Under 
physiological conditions, ROS are properly scavenged by the enzymatic and 
non-enzymatic antioxidant defenses, however, problems arise under 
pathological conditions when its production/detoxification equilibrium is 
unbalanced, and ROS become bioavailable to oxidize biological structures.71 
The impairment can be caused by inflammation, infections,72 pollutants,73 
and upon UV light irradiation as mentioned above. This scenario is called 
oxidative stress and it has been detected in many diseases such as 
cardiovascular disorders,69,74 diabetes,75 retinopathies,71 cancer,76 aging,77 
and others.78,79 
Molecular basis of the OH radical reactions with DNA/RNA 
nucleobases 
OH radical reactions with isolated NBs have been extensively 
studied as a first step in the comprehension of the damage exerted to 
DNA/RNA macromolecules in biological environments.64 The radical is able 
to react indiscriminately with DNA/RNA nucleobases at almost diffusion-
controlled rates.64 From the experimental standpoint, OH radicals are 
usually generated in situ through pulse radiolysis of aqueous solutions 
under N2O atmosphere in order to scavenge solvated electrons and convert 
them into •OH.64 Different experimental techniques have been employed to 
track the reaction and characterize the products.  The use of transient 
absorption spectroscopy in the UV-Vis range prevails however as one of the 
most used technique.80-84 Spectroscopic data have been combined with 
redox experiments carried out to trap the organic radicals to further identify 
and quantify them by means of chromatographic set ups. Other techniques 
like electron spin resonance (ESR) have also been used to gain more insight 
into the nature of the radicals.85,86 Regarding theoretical surveys, DFT-based 
methods constitute the most used tools by theoreticians to explore the OH 
radical chemistry with DNA/RNA nucleobases.87-90 Reactions involve three 
mechanisms: i) additions to double bonds, ii) hydrogen atom abstractions, 
and iii) one-electron oxidations. Notwithstanding that all mechanisms can 






According to experimental studies with isolated pyrimidine NBs in 
aqueous solution, •OH preferentially adds to the C5=C6 double bond of the 
systems being hydrogen abstraction almost negligible,64,80,91-93 with the 
exception of the abstraction from the methyl group of thymine which 
accounts for the ~10% of reactions.92 The corresponding C5 or C6 adducts 
(see Figure 1.11) are formed as a result of the addition reactions in a ratio 
summarized in Table 1.2. 
From the theoretical standpoint, differences of only a few kcal/mol 
between the transition state (TS) structures for both C5 and C6 channels are 
obtained from quantum chemical calculations.89,90,94,95 This fact should not 
 
Figure 1.11 Nomenclature and structure of the •OH adducts of the pyrimidine NBs. 
be surprising taking into account the relative abundance of both C5 and C6 
adducts determined experimentally. According to the transition-state 
theory (TST),96 small energy differences between two competitive TS 
structures have a significant impact in the reaction rates. Hence, only 
differences of a few kcal/mol in the TSs of the C5 and C6 additions can 
explain the ratios compiled in Table 1.2.  
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Table 1.2 Experimental values for the •OH adducts distributions determined by 
product analysis.  
Adduct ratio Ratio References 
U5OH / U6OH ~80 / 20 91, 92 
T5OH / T6OH ~57 / 35 92 
C5OH / C6OH ~90 /10 93 
 
Theoretical assessments of the aforementioned reactions have 
reported controversial results. In vacuo calculations using the DFT/B3LYP 
functional show preference for the C6 channel in thymine97, whereas C5 is 
the favored pathway in cytosine.95 In uracil, Prasanthkumar et al.90 included 
solvent effects in the calculations with the polarizable continuum model 
(PCM). Results indicated that the TS leading to the C6 adduct was slightly 
lower in energy (<0.5 kcal/mol) as compared to the energy barrier height 
for the C5 channel. In addition, the authors also used the DFT/MPW1K 
functional and corrected the energy with the accurate coupled cluster 
singly, doubly, and perturbatively triple excitations [CCSD(T)] method, 
showing the same trend in contrast to the experimental results.91,92 Recent 
calculations using the DFT/ωB97X-D functional have shown similar 
outcomes.89 In contrast to these results, the theoretical surveys carried out 
by Gao et al98 and Liao et al99 support the C5 channel as the most favored 
pathway. It becomes apparent from these discrepancies that the DFT 
methods have to be necessarily confronted to ab initio methodologies able 
to describe pure spin states, like the complete-active-space second-order 
theory (CASPT2)//Complete-active-space self-consistent field (CASSCF) 
computational protocol (cf. Section 3.2), in order to rationalize the 
experimental evidence. 
Regarding the optical properties of the reaction species, the 
transient absorption spectra related to the •OH reaction with pyrimidine 
NBs were documented in the 70s.80,100 All the radical mixtures formed in the 
reactions show broad bands in the 300 – 500 nm region.  Disentanglement 
of the individual contributions of each radical to the optical bands is 
however a complicated task. Difficulties arise from the relatively short life 
of the species and the poor control in the regioselectivity of •OH. Thus, in 
most of the experimental reports, the transient spectroscopic signals were 
assigned to the more abundant C5 adducts.80,91,100 However, later theoretical 




work conducted by Krauss and Osman in 1993 using the first-order 
configuration interaction (FOCI) method for the uracil adducts101 
questioned the experimental assignations, discarding any optical 
absorption of U5OH in the ~300-500 nm range. Conversely, time-
dependent (TD)-DFT results show that both radicals can absorb at the ~400 
nm region.90 For cytosine adducts, theoretical determinations of the vertical 
absorptions using the CASSCF102 and the equation-of-motion coupled 
cluster (EOM-CC)103 methods pointed out to similar conclusions as those 
obtained with the FOCI method in uracil.102,103  
Due to the relevance of the •OH reactions with NBs in the fields of 
radiation chemistry and biology, and DNA/RNA damage, it is timely to 
understand the electronic structure of the formed adducts and to accurately 
determine the vertical absorptions in order to correctly assign the 
experimental bands. Taking into account the ubiquitous presence of OH 
radical in living beings, and therefore the formation of the adducts in vivo, 
it can be expected that these adducts could also be excited as a consequence 
of cellular irradiation. Therefore, the excited-state deactivation pathways of 
these systems should be also explored in order to reveal the fate of the 
energy excess provided by the EMR, which could trigger unknown 
photochemical reactions.  
Purine nucleobases 
Purine NBs have a more complex reactivity toward OH radical with 
respect to pyrimidine NBs, since addition to double bonds, one-electron, 
and hydrogen abstraction reactions are competitive.  
In their early experiments with adenine (A) and some derivatives, 
Vieira and Steenken determined in the late 1980s that OH radical effectively 
adds to A at the C4 and C8 positions and, to a lesser extent, at the C5 
position (see Figure 1.12).81,104,105 Whereas A8OH was able to be oxidized to 
8-oxoA and later quantified, A4OH radical or any derivative was not 
detected by product analysis. The profuse experimental data accumulated 
for these processes lead the authors to propose that the latter species 
dehydrates yielding the corresponding dehydrogenated radical from the 
−NH2 group, (ANH) whereas A8OH can undergo a series of ring-opening 
reactions giving rise to 8-oxoA106 and FAPyA107 mutagens, respectively, as 
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isolable final products.81 The processes were tracked by using UV-Vis 
transient absorption spectroscopy, by following the decay at ~400 nm 
(dehydration of A4OH) and the buildup at ~330 nm (ring-opening of 
A8OH). 
The lower ionization potential (IP) of purine NBs108 favors one-
electron oxidations in which an electron is transferred from the NB moiety 
to the •OH, as depicted in eq 1.8: 
A + •OH → A•+ + −•OH 1.8 
 
It is important to note that the electron-transfer reaction shown in eq 1.8 
gives rise to the same products than the •OH addition to C4 or C5 positions 
of A followed by −OH loss: 
NB + •OH → A4OH/A5OH → A•+ + −•OH 1.9 
 
Thus, the two molecular mechanisms can explain the formation of 
the radical cation A•+, which has been detected experimentally in the 




Figure 1.12 •OH addition reactions to A, followed by dehydration of the A4OH and 





produce ANH radical according to eq 1.10: 
A•+ → ANH + H+ 1.10 
 
However, the UV-Vis spectra recorded for A•+ and ANH84,109 
question the assignations carried out by Vieira and Steenken,81,104,105 since 
the species have intense absorption at the ~330 nm zone, where the ring-
opening transformations were initially tracked. 
Regarding the regioselectivity of the initial •OH addition, theoretical 
calculations support the C8 and C5 atom as the most favorable positions, 
whereas addition at C4 is determined as a slower pathway.99,110 The 
experimental interpretations pointing out to a preferential formation of 
A4OH were based on transient absorption spectroscopy experiments in 
presence of O2, and assuming a greater reactivity for A5OH.105 
Consequently, conclusions could be incorrect due to the ambiguous 
assignations of the optical signals. It is noteworthy mentioning that the 
chemistry of guanine toward •OH radical is similar to that of A, however, 
differences arise from product yields and rate constants.64 
Hydrogen abstraction reactions from the N−H positions of adenine 
and guanine have been recently postulated to be relevant in the •OH 
reaction with purines.89,110,111 Even though the TSs corresponding to the H 
abstraction reactions are significantly higher than those of the addition 
channels, inclusion of tunneling effects in the computation of the rate 
constants substantially increase the rate of the latter reactions making both 
mechanisms competitive. Meanwhile, hydrogen abstractions from the sugar 
moiety are also prone to occur, forming a lesion which can undergo 
DNA/RNA strand breaking.112 
Finally, the formation of electron holes (NB)•+ in nucleic acids has 
been observed as a consequence of oxidations carried out by •OH [eqs (1.8) 
and (1.9)] but also by direct effect of EMR or through PS mechanisms [eq 
(1.11)]:113,114  
NB + hν → (NB)•+ + e− 1.11 
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The hole is usually transported through the DNA/RNA chain until 
it is trapped by G-rich regions,115,116 since this NB has the lowest IP108 and 
therefore stabilizes the positive charge.  
1.4.3. Secondary DNA/RNA radiation damage exerted by 
ionizing radiation 
Ionizing radiation has sufficient energy to remove electrons from 
atoms or molecules to ionize them. It is composed by a variety of particles: 
α, β, neutrons, photons, and other subatomic entities. Ionizing particles are 
emitted as a consequence of cosmic cataclysms,117-119 particle accelerators, 
nuclear reactions, man-made technology (e.g. X-ray diagnosis machines and 
γ-ray sterilizer apparatus), and radioactive decays of unstable isotopes 
present in Earth’s crust, such as 238U or 232Th.120 High-energy photons (≥10 
eV), which lie in the deep-UV to γ-ray zones of the electromagnetic 
spectrum (see Figure 1.4a), constitute the so-called electromagnetic ionizing 
radiation. They can either ionize or excite the electron cloud of matter 
through both photoelectric and Compton effects.64 
The overwhelming amount of water present in living beings absorbs 
the vast majority of ionizing radiation energy. For example, ca. 99.5 % of γ-
rays are absorbed by water when irradiating a 500 mg/dm3 aqueous solution 
of DNA.64 Therefore, the vast majority of the changes in biological material 
upon exposure to ionizing radiation are driven by the secondary species 
derived from the interaction of water with the radiation. Water decomposes 
into several products in a phenomenon called water radiolysis (see Figure 
1.13).64,121,122 Ionization processes give rise to H2O•+ and secondary electrons 
e−, whereas excitation processes populate water excited states triggering 
fragmentation phenomena. After these primary events happening at 
attosecond scale, the transient species rapidly react (10−16 s) with neutral 
water molecules to yield a set of secondary compounds which are able to 
interact with vicinal nucleic acids and other biological structures. As 
displayed in Figure 1.13, the most important compounds that mediate the 
DNA/RNA damage are •OH, hydrogen atom •H, and secondary electrons. 
The chemistry of •OH toward NBs has been described in the previous 
section. Therefore, the present section is devoted to describe the main 






Figure 1.13 Schematic representation and timescales of the secondary damage to 
DNA after exposition to ionizing radiation. Inspired by refs 121 and 122. 
Hydrogen atoms and secondary electrons 
Hydrogen atoms and hydrated electrons are related through the 
acid-base equation 1.12:64 
e−aq + H+ ⇄ H• 1.12 
 
Since pKa(H•) = 9.1,123 the lifetime of e−aq is relatively long in neutral 
water.64 Both species (e−aq and H•) are relatively good reductants. 
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Differences between them arise however when comparing the attachment 
to electrophilic systems. H• is able to add to C=C double bonds of NBs giving 
rise to C-centered radicals, and to abstract H atoms from organic molecules 
in a similar way to the •OH compound discussed above, although they are 
slower processes.64,124 On the contrary, e−aq mainly forms transient anions 
which can trigger molecular fragmentations through the so-called 
dissociative electron attachment (DEA) processes. 
H atom additions to DNA/RNA nucleobases 
The radical products formed upon H• addition to thymine,125 
cytosine,125,126 adenine,127,128 guanine,129,130 and even AT131 and GC132 duplexes 
have been studied in the last years both from the experimental and 
theoretical standpoints. On the one hand, relevant information such as the 
energetics of the different reaction channels involved and thus the preferred 
protonation sites, as well as the relative stabilities of the products, have been 
reported in light of computational grounds. On the other hand, 
physicochemical characterization of the adducts using experimental 
techniques such as EPR,133 and product analysis studies using strong 
oxidants to trap the radicals, like tetranitromethane,134 have been 
documented in the literature. All accumulated evidence has shown that H 
atom reactions with pyrimidines behave similarly as compared to •OH, 
adding to the C5=C6 double bond, preferentially to the C5 position.134 As an 
example, the H• reaction with thymine to yield T5H as the major product is 
depicted in Figure 1.14. 
 
Figure 1.14 Main addition reactions of H• to thymine. 
However, information on the optical properties of the adducts is 




control of the subsequent reactions, which usually give rise to a complex 
mixture of radicals. This fact makes difficult to disentangle the 
contributions of the different chromophores to the optical signals that 
conform the spectrum. In this scenario, theoretical calculations are 
appropriate to help in the understanding of the experimental recordings. 
Moreover, computational research may reveal the changes occurring at the 
electronic level upon light irradiation of the formed organic radicals. It is 
remarkable to mention that previous theoretical works have suggested that, 
for pyrimidine radicals, the C5 adducts absorbs at much higher wavelengths 
than the C6 ones.101-103 The finding contradicts earlier assignations based on 
experiments.134 
Attachment of secondary electrons to DNA/RNA nucleobases and subsequent 
fragmentations 
Attachment of free electrons to DNA/RNA systems and subsequent 
processes has attracted the attention of the scientific community over the 
last decades.135-139 The discovery in the year 2000 reported by Sanche and 
coworkers, in which low-energy electrons (LEEs) with kinetic energy in the 
3−20 eV range are able to produce strand breaks to supercoiled DNA 
embedded in a solid matrix was a turning point in the field.140 Later, a variety 
of laboratories used experimental set-ups to bomb nucleic acids’ building 
blocks with ballistic electrons, as a first step in the comprehension of the 
possible consequences to living cells.136 Thus, a rich number of studies were 
reported in the following years showing that electrons with very low kinetic 
energy, in the rage of ~0-3 eV, trigger fragmentations upon attachment to 
isolated DNA/RNA nucleobases in the gas-phase.141-145 Nevertheless, among 
all possible breaks, the dominant ones were characterized by the ejection of 
a neutral H atom, detecting thus the presence of negatively charged species 
one amu lighter, (NB-H)−. The phenomenon was explained in terms of the 
formation of transient anions (NB)−‡, also called resonances, with marked 
unstable character. The most preferred decay is therefore the population of 
dissociative σ* states, which are actually driving the fragmentation. The 
DEA processes occurring in the gas-phase experiments are displayed in eq 
1.13: 
NB + e− → (NB)•−‡ → (NB-H)−‡ + H• 1.13 
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Interestingly, a marked selectivity for the N-H bond ruptures over 
the C-H dissociations was found for all NBs,142,146 finding also supported by 
theoretical calculations.147,148 Furthermore, experiments using methylated 
derivatives of uracil and thymine revealed that the scission of either the N1-
H or N3-H bonds was determined by the kinetic energy of the incident 
electron (see Figure 1.15).149,150 For these pyrimidines, the obtained ion yield 
curve is characterized by a sharp signal peaking at ~1 eV, whereas a broader 
band with a maximum at ~2 eV is recorded at higher energies. The former 
peak was ascribed to the fragmentation of the N1-H bond whilst the latter 
was assigned to the N3-H break. Adenine shows similar experimental 
outcomes, whereas the ion curve registered for cytosine has a unique band 
peaking at ~1.5 eV,142 although less information is known about the specific 
fragmentations and the corresponding molecular mechanisms. 
Electron attachment processes give rise to two different types of 
resonances: the valence-bound states (VBS) and the dipole-bound states 
(DBS) or vibrational Feshbach resonances. In the former, the extra electron 
 
 
Figure 1.15 Plot of the ion yields of the (NB-H)− anions as a function of the incident 
electron energy of a) 1-methylthymine (solid lines) and thymine (dashed lines), and 
b) 3-methyluracil (solid lines) and uracil (dashed lines). Reproduced from ref 149 





is placed into a virtual orbital of the molecule, mainly a π∗ in the case of NB 
systems. In the latter anion type, the extra electron is trapped in the electric 
field generated by the molecule (see Figure 1.16). Since both resonances can 
mediate the DEA processes, the quantification of the precise role of each 
one has devoted many computational and experimental efforts.150-154 In 
standard quantum-chemistry methods, great problems arise when treating 
resonances due to the location of the electron into diffuse virtual orbitals 
that do not correspond to correct solutions. Thus, the accurate study of DEA 
mechanisms requires careful analyses of the obtained solutions. In 2012, 
González-Ramírez et al.153 applied the multiconfigurational 
CASPT2//CASSCF methodology to study the main DEA processes of uracil. 
The authors concluded that both VBS and DBS mechanisms have to be 
simultaneously considered in the gas-phase experiments. Regarding the 
former mechanism, it was reported that only the π1− state can mediate the 
N1-H fragmentation, whereas both π1− and π2− states can participate in the 
N3-H fragmentation. 
 
Figure 1.16 Dipole moment of neutral thymine (left) and representation of the 
anionic DBS (right). 
A detailed understanding of the events occurring after attachment 
of secondary electrons to DNA/RNA nucleobases is crucial to quantify the 
contribution of these processes to the total DNA/RNA radiation damage. 
The nature and evolution of the involved electronic states is of special 
relevance, since it is thought that NBs act as antennas able to catch free 
electrons.136 Moreover, DBS are less prone to occur in condensed-phase 
systems.155 Since VBS are more relevant in the study of biological systems 
and quantum-chemistry methods are appropriate tools to characterize VBS, 
they can be used to shed light on the problem. 
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1.5. Consequences of nucleic acid damage 
In previous sections, we have described several DNA damage 
processes which can lead to changes in nucleic acid structures and have 
biological consequences. DNA damage is related with a variety of 
diseases,68,69,71,74,75 even with major psychiatric diseases156 and cancer 
development.76,157 The formation of cancerous cells is commonly explained 
in terms of a process called carcinogenesis, which is shown in a general and 
schematic manner in Figure 1.17. It basically consists on the uncontrolled 
reproduction of a group of cells as a consequence of non-repaired DNA 
damage at specific genes that control cellular division, causing malign 
tumors that eventually can threat life. A single mutation cannot induce 
carcinogenesis by itself, being necessary a collection of mutations that 
inactivate the multiple cellular control mechanisms. In this sense, we can 
remark the well-documented C → T and CC → TT mutations caused by UV 
light.19,158-160 The control mechanisms fairly concern oncogenes, 
antioncogenes (or tumor suppressor genes), and apoptosis regulator 
genes.161,162 It is rather difficult to represent the multifactorial cancer  
 
 
Figure 1.17 Schematic process of cancer formation triggered by accumulation of 




development in a simple scheme, however, the processes shown in Figure 
1.17 have been identified in the vast majority of tumor growths, and 
constitute the essentials of cancer theory according to modern molecular 
biology. Thus, boosting the comprehension of the molecular basis of 
carcinogenesis has important implications in the prevention, diagnosis, and 












































“He who has a why to live for can bear almost any how.”  








he present Thesis is devoted to the study of molecular mechanisms 
underlying the radiation damage to nucleic acids, in particular, to 
DNA/RNA nucleobases, using adequate computational tools. The following 
goals have been tackled in the studies: 
- Provide an exhaustive comparison of the complete-active-space self-
consistent field (CASSCF) and complete-active-space second-order 
perturbation theory (CASPT2) descriptions of the π,π* state ultrafast 
relaxation process in thymine, in order to appraise the contributions 
of the dynamic electron correlation (included in the CASPT2 
method but not in the CASSCF) in the PEHs mapping, and 
subsequently calibrate the use of lower levels of theory in the 
description of the decay. 
 
- Compare the influence of other computational variables such as the 
basis set quality, size of the active space, and the excited-state 
optimization algorithm, for the description of the mentioned decay 
process in thymine. 
 
T 
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- Assess the competition between the excimer formation and the 
hydrogen transfer processes occurring in the GC/C trimer of NBs, 
with the aim of determining the most reactive arrangements and 
quantifying the effect of structural parameters such as the twist 
angle or the intermolecular π-stacking distance. 
 
- Evaluate possible contributions of the triplet states in the intra- vs 
inter-strand photochemical decays in the GC/C model trimer. 
 
- Explain the observed regioselectivity in the •OH additions to 
pyrimidine NBs, using uracil as a model, on the grounds of 
multiconfigurational calculations. 
 
- Study the optical properties of the •OH adducts of uracil, thymine, 
and cytosine, as well as the 5,6-dihydrouracil compound, and 
describe the electronic structure changes caused upon light 
absorption. 
 
- Explore the photochemistry of the formed •OH adducts, and 
appraise the relevance of these species, in particular of the uracil 
•OH adduct, as potential chromophores in living beings. 
 
- Study the spectroscopic properties of the •OH adducts of adenine by 
using highly accurate methods for excited state determinations, and 
evaluate the specific role of the intermediates in the overall 
oxidation process of adenine. 
 
- Determine the optical properties of the H• adduct of uracil and 
thymine at the C6 position, and those of the corresponding pivaloyl 
precursors, to rationalize the experimental recordings. 
 
- Explore the DEA mechanisms leading to dehydrogenation of all 
DNA/RNA nucleobases after attachment of LEEs in order to 
determine the operative N-H fragmentations, the anionic states 
implied in the processes, and the nature of the resonances. 
 





“God does not play dice with the universe.” 
 Albert Einstein 
 
 





he following section is devoted to briefly describe the theoretical 
grounds of the electronic structure methods used in the present 
Thesis. 
3.1. Ab initio methods based on a single reference 
The historical evolution of quantum mechanics over the 20th century 
lead to the formulation of the HF approximation in the 1930s decade, giving 
a practical tool to be used by the incipient computational chemists during 
the informatics revolution in the 1970s and 1980s. The HF method has 
however important intrinsic limitations, mainly arising from an inadequate 
treatment of the electron correlation due to deficiencies in the construction 
of the wave function. 
3.1.1. The electron correlation problem in the HF method  
The electron correlation concept is related to the non-independent 
movement of the electrons in a molecule due to repulsion arising from the 
T 
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negative charges. The physical phenomenon is represented by the fourth 
term of the Hamiltonian in eq 1.3, namely 1/𝒓𝒓𝑖𝑖𝑖𝑖. Situations where two or 
more electrons are close to each other (𝒓𝒓𝑖𝑖𝑖𝑖 ≈ 0) should be associated with 
high energies and low probabilities due to electron coalescence. Hence, an 
electron is surrounded by a hole or region prohibited by the rest of 
electrons, known as Coulomb hole. The motion of one electron therefore 
conditions the rest of the electrons, and vice versa. In other words, the 
electronic motion is correlated. 
The HF approximation uses the average potential generated by the 
rest of the electrons (𝑣𝑣𝐻𝐻𝐻𝐻) to account for the electron self-interaction, as 
displayed in eq 1.6. The corresponding formulation with the use of Slater 
determinants as multi-electron wave functions formed by one-electron 
spin-orbitals correlates well the motion of two electrons with the same spin 
but not those with different spin, giving rise to the so-called Fermi hole.8 To 
some extent, it “simulates” the Coulomb hole in an incomplete way since 
the probability to find two electrons with the same spatial coordinates is 
different from zero, which constitutes a physical nonsense. 
The missing electron correlation energy (𝐸𝐸𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛) can be quantified as 
the difference between the non-relativistic exact solution of the Schrödinger 
equation within the Born-Oppenheimer approximation (ℰ0) and the HF 
energy (𝐸𝐸0): 
𝐸𝐸𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛 = ℰ0 − 𝐸𝐸0 3.1 
 
𝐸𝐸𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛 depends on the basis set used to describe the system. Since in 
practice it is impossible to use complete basis sets, 𝐸𝐸𝑛𝑛𝑐𝑐𝑛𝑛𝑛𝑛 is usually evaluated 
in terms of the truncated one-electron basis set employed in the 
corresponding calculations of ℰ0 and 𝐸𝐸0. 
3.1.2. The configuration interaction method 
The HF wave function consists of a single Slater determinant built 
by orthogonal one-electron spin-orbitals 𝜒𝜒𝑖𝑖(𝓍𝓍𝑖𝑖) (see eq 1.7), reading: 
Ψ(𝓍𝓍1,𝓍𝓍2, …𝓍𝓍𝑁𝑁) = 1
√𝑁𝑁!�𝜒𝜒1(𝓍𝓍1) 𝜒𝜒2(𝓍𝓍1)𝜒𝜒1(𝓍𝓍2) 𝜒𝜒2(𝓍𝓍2) ⋯ 𝜒𝜒𝑁𝑁(𝓍𝓍1)⋯ 𝜒𝜒𝑁𝑁(𝓍𝓍2)⋮ ⋮
𝜒𝜒1(𝓍𝓍𝑁𝑁) 𝜒𝜒2(𝓍𝓍𝑁𝑁) ⋱ ⋮⋯ 𝜒𝜒𝑁𝑁(𝓍𝓍𝑁𝑁)� 3.2 




It is the simplest manner to construct many-electron wave functions 
of 𝑁𝑁 electrons that satisfy both the Pauli exclusion and the antisymmetric 
principles. The HF solution provides the best spin-orbitals, i.e. those that 
minimize the energy employing the variational principle, which states that 
the obtained approximate energy always lies above the unknown exact 
energy. It is remarkable to mention that the standard and finite basis sets 
employed in the calculations produce a number of spin-orbitals (2𝐾𝐾, where 
𝐾𝐾 is the total number of one-electron basis functions) usually larger than 
the number of electrons (𝑁𝑁). In the majority of molecules in the ground 
state, the resulting determinant contains all electrons in the lowest-energy 
spin-orbitals, whereas the rest of spin-orbitals remain unoccupied and are 
named virtual or secondary.  
Since the HF method is based on a single determinant, it is only 
useful for the study of molecules in which the mentioned determinant 
represents a good approximation of the exact wave function. Typically, it 
occurs for ground-state molecules in geometries close to the lowest-energy 
structure and with small correlation energy. However, the procedure yields 
poor results in all other situations where significant contributions from 
excited determinants are necessary to describe the physical state of a given 
chemical system, for example, when treating highly-correlated molecules or 
excited states. 
The electron correlation missing in the HF approximation can be 
recovered by constructing wave functions as linear combinations of Slater 
determinants using the spin-orbitals obtained, for example, from a previous 
HF calculation, accounting thereby not only for the “HF” configuration |Ψ0⟩ 
but also for the rest of the excited determinants derived from |Ψ0⟩ by 
redistributing the electrons among the virtual orbitals. Note that in a system 
with 𝑁𝑁 electrons, not only single excitations from the occupied to the virtual 
spin-orbitals are possible, since multiply-excited (singly, doubly, and so on) 
determinants can also be constructed. Thus, the multideterminantal wave 
function |Φ𝐶𝐶𝐶𝐶⟩, which contains all excitations, reads: |Φ𝐶𝐶𝐶𝐶⟩ = 𝑐𝑐0|Ψ0⟩ + �𝑐𝑐𝑛𝑛𝑛𝑛|Ψ𝑛𝑛𝑛𝑛⟩
𝑛𝑛𝑛𝑛
+ � 𝑐𝑐𝑛𝑛𝑎𝑎𝑛𝑛𝑠𝑠 |Ψ𝑛𝑛𝑎𝑎𝑛𝑛𝑠𝑠⟩
𝑛𝑛 < 𝑎𝑎
𝑛𝑛 < 𝑠𝑠 + � 𝑐𝑐𝑛𝑛𝑎𝑎𝑛𝑛𝑛𝑛𝑠𝑠𝑡𝑡 |Ψ𝑛𝑛𝑎𝑎𝑛𝑛𝑛𝑛𝑠𝑠𝑡𝑡 ⟩𝑛𝑛 < 𝑎𝑎 < 𝑛𝑛𝑛𝑛 < 𝑠𝑠 < 𝑡𝑡 + ⋯ 3.3 
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where the square of the coefficients, 𝑐𝑐𝑖𝑖
2, represents the weight of the 
configuration. The variational principle can therefore be used to optimize 
the coefficients 𝑐𝑐𝑖𝑖 with respect to the energy of |Φ⟩, fixing the spin-orbitals 
obtained from a previous HF calculation. Thereby, a set of optimized 
coefficients {𝑐𝑐𝑖𝑖} is obtained after diagonalization of the matrix �Ψ𝑖𝑖�𝐻𝐻��Ψ𝑗𝑗�, 
which contains the interaction energies between all the configurations. The 
latter process is the bottleneck of the method since it requires, in general, 
dedication of large computational resources. The method is known as 
configuration interaction (CI) method, and when all the possible 
determinants are used (like in eq 3.3) it provides the non-relativistic exact 
wave function and energy of the system within the Born-Oppenheimer 
approximation and the basis set employed (ℰ0, see eq 3.1). The procedure is 
called full CI. However, the number of possible determinants �2𝐾𝐾𝑁𝑁 �, and 
therefore the dimension of the matrix �Ψ𝑖𝑖�𝐻𝐻��Ψ𝑗𝑗�, rapidly increases with the 





𝑁𝑁! (2𝐾𝐾 − 𝑁𝑁)! 3.4 
 
where 𝐾𝐾 stands for the number of one-electron basis functions. Thus, in 
practice the CI expansion is usually truncated, giving rise to a number of 
methods including only single excitations (CIS), double (CID), single and 
double (CISD), and so on. Thereby, as larger is the number of excitations 
included in the CI expansion, the amount of electronic correlation 
accounted for in the calculation becomes larger. The eigenvalues of 
�Ψ𝑖𝑖�𝐻𝐻��Ψ𝑗𝑗� correspond to the energy of the ground and subsequent electronic 
excited states.  
The CI methods have been used to determine spectroscopic 
properties of small molecules. Their use is however limited by some 
drawbacks. The first one is the large computational cost. The second one is 
the size-extensivity problem, which means that the correlation energy 
recovered does not properly scale with the size of the system, relatively 
decreasing as the system under study becomes larger.163 For this reason, 
alternative approaches to compute the correlation energy have been devised 
over the last decades. 
3. Modern electronic structure methods 
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3.1.3. The many-body perturbation theory 
 The many-body perturbation theory (MBPT) procedure8,164 requires 
the spin-orbitals {𝜒𝜒𝑖𝑖} previously computed with another method, often HF, 
in order to add corrections to the wave functions and energies. In the 
Rayleigh-Schrödinger perturbation theory, the total Hamiltonian 𝐻𝐻�𝑃𝑃𝑃𝑃 is 
now broken down into the zeroth-order counterpart (𝐻𝐻�0) and a 
perturbation term 𝒱𝒱: 
𝐻𝐻�𝑃𝑃𝑃𝑃 = 𝐻𝐻�0 + 𝜆𝜆𝒱𝒱 3.5 
 
where 𝜆𝜆 stands for the perturbation parameter which goes from 0 to 1, 
determining the weight of the perturbation. The Schrödinger equation 
reads: 
𝐻𝐻�𝑃𝑃𝑃𝑃|Φ𝑃𝑃𝑃𝑃⟩ = �𝐻𝐻�0 + 𝜆𝜆𝒱𝒱�|Φ𝑃𝑃𝑃𝑃⟩ = ℰ𝑃𝑃𝑃𝑃|Φ𝑃𝑃𝑃𝑃⟩ 3.6 
 
Within this approach, the corrected energies ℰ𝑃𝑃𝑃𝑃 and wave 
functions |Φ𝑃𝑃𝑃𝑃⟩ can be expressed as a Taylor series in powers of the 
perturbation parameter 𝜆𝜆:165 
ℰ𝑃𝑃𝑃𝑃 = 𝐸𝐸𝑃𝑃𝑃𝑃(0) + 𝜆𝜆𝐸𝐸𝑃𝑃𝑃𝑃(1) + 𝜆𝜆2𝐸𝐸𝑃𝑃𝑃𝑃(2) + ⋯𝜆𝜆𝑘𝑘𝐸𝐸𝑃𝑃𝑃𝑃(𝑘𝑘) + ⋯ 3.7a |Φ𝑃𝑃𝑃𝑃⟩ = �Ψ𝑃𝑃𝑃𝑃(0)� + 𝜆𝜆 �Ψ𝑃𝑃𝑃𝑃(1)� + 𝜆𝜆2 �Ψ𝑃𝑃𝑃𝑃(2)� + ⋯𝜆𝜆𝑘𝑘 �Ψ𝑃𝑃𝑃𝑃(𝑘𝑘)� + ⋯ 3.7b 
  
The number of terms accounted in the expansion determines the 
level of correction (second order, third, and so on). One of the most widely 
methods used to obtain correlated energies and wave functions is the 
Møller-Plesset (MP) perturbation theory truncated to the second order 
(MP2).166 MP2 method is able to compute approximately the 80 – 90 % of 
the correlation energy with a relatively small computational cost. In 
contrast to the truncated CI methods described above, MP methods are in 
general size-extensive, therefore the amount of computed correlation 
energy does not depend on the size of the system. On the other hand, the 
MP approach also has some drawbacks. First, it works well when the 
perturbation is sufficiently small, otherwise, the perturbation energy can be 
overestimated. As a consequence, good reference wave functions Ψ0 are 
needed to provide adequate results, especially for the MP2 method. Second, 
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since the MP procedure is not variational, the inclusion of higher orders of 
correction does not guarantee more accurate upper bounds with respect to 
the exact solution ℰ0 (see eq 3.1). Finally, spin contamination problems can 
occur when using spin-orbitals with different spatial functions for each 
electronic spin (unrestricted methods). This fact may lead to the artificial 
mixing of different states, giving rise to wave functions that are not 
eigenfunctions of the total spin operator ?̂?𝑆2. Thus, one has to be cautious 
when treating open-shell systems, which require the choice of unrestricted 
methods, and ensure that the obtained 〈?̂?𝑆2〉 values correspond to those of 
the actual multiplicity of the system. On the other hand, projected methods 
such as PMP2 are devised to minimize spin contamination problems. 
3.1.4. The coupled-cluster theory 
 The coupled-cluster (CC) theory was developed in the 1960s decade 
by Čížek and Paldus in order to implement size-extensivity to the CI 
procedure.167 Within the CC approach, the wave function is expressed as an 
exponential expansion:164 
Φ𝐶𝐶𝐶𝐶 = exp (𝑇𝑇)Ψ0 3.8 
 
where Ψ0 stands for the reference wave function, usually obtained with the 
HF method, and the cluster operator 𝑇𝑇 refers to the sum of single, double, 
triple, etc. excitation operators: 
𝑇𝑇 = 𝑇𝑇1 + 𝑇𝑇2 + 𝑇𝑇3 + ⋯ 3.9 
 
The computational cost of the CC methods rapidly scales with the 
size of the system, as a result of the increasing number of excitations given 
by the expansion of the exponential term exp(𝑇𝑇): exp(𝑇𝑇) = 1 + 𝑇𝑇1 + 𝑇𝑇2 + 𝑇𝑇3 + ⋯+ 12!𝑇𝑇12 + 𝑇𝑇1𝑇𝑇2 + 13!𝑇𝑇13 + 14!𝑇𝑇14+ 12!𝑇𝑇12𝑇𝑇2 + 𝑇𝑇1𝑇𝑇3 + 12!𝑇𝑇22 + ⋯ 3.10 
 
 Eq 3.10 can be considered analogous to eq 3.4, which determines the 
matrix size of the CI procedure. For this reason, the number of excitations 
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considered in the cluster operator (eq 3.5) is usually truncated to single and 
double (CCSD), triple (CCSDT), or quadruple (CCSDTQ) excitations. 
Whereas the CCSD method can be applied to medium-sized molecules, the 
latter two schemes are extremely expensive in terms of computational costs 
and thus their use is limited to small molecular systems. In 1989, 
Raghavachari et al. reported an alternative way for accounting the triple 
excitations by means of perturbation theory, adding the correction to the 
CCSD result.168 The scheme is known as CCSD(T), and recovers large part of 
the correlation energy of the system at reasonable computational cost, as 
compared to the CCSDT or CCSDTQ methods. Notwithstanding the 
perturbative treatment, the CCSD(T) method is still a ponderous procedure 
and its use is limited to small to medium molecular systems. In general, CC 
methods require good zeroth-order wave functions, albeit the sum of 
contributions at infinite order makes the CC methods more tolerant to poor 
reference solutions with respect to MP methods. The reason is the MO 
optimization carried out after the single excitations given by 𝑇𝑇1, sometimes 
associated to a certain “multireference” character of the CC wave function. 
Indeed, the amplitudes of the single excitations are often used as a tool to 
assess the quality of the zeroth-order wave function (T1 diagnostic).169 Large 
amplitudes (> 0.02) indicate a significant lack of correlation accounted in 
the CC procedure, and are usually related with the multireference character 
of the wave function.170 The problem has to be then solved including higher 
excitations in the cluster operator or improving the zeroth-order wave 
function with a multiconfigurational treatment (cf. Section 3.2.1). 
 Finally, the accuracy of the CI, MP and CC methods described above, 
when using medium basis sets, can be classified according to the following 
order:163 HF << MP2 < CISD < CCSD < MP4 < CCSD(T). 
3.2. Ab initio methods based on multiple references 
 Previous methods optimize the spin-orbitals for a single 
determinant, i.e. the lowest-energy “HF” configuration. However, in many 
chemical and photochemical situations, more than one configuration are 
required to give proper descriptions of the system.  For example, when 
describing molecules with competing valence structures (e.g. biradical 
compounds), energy degeneracies, multiple bond dissociations, systems 
with transition metal atoms, or when treating electronic excited states.171 
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The emergence of multiconfigurational methods is aimed to overcome the 
intrinsic deficiencies of the aforementioned single-reference procedures. As 
in the case of the monodeterminantal methods, further treatments of the 
multiconfigurational solutions are required to account the electronic 
correlation, giving rise to the so-called multireference methods.  
3.2.1. The multiconfigurational approach. The CASSCF method 
 An improvement of the CI method depicted above is given by the 
multiconfigurational self-consistent field (MCSCF) approach.171 This 
methodology uses the same linear expansion provided by eq 3.3, however, 
the eigenvalues of the  �Ψ𝑖𝑖�𝐻𝐻��Ψ𝑗𝑗� matrix are obtained varying not only the 
set of coefficients {𝑐𝑐𝑖𝑖} but also the spin-orbitals {𝜒𝜒𝑖𝑖} that compose the Slater 
determinants (see eq 3.2). This means that the MOs are relaxed taking into 
account multiple configurations, optimized also during the procedure (by 
changing the set of coefficients {𝑐𝑐𝑖𝑖}). Hence, truncated multiconfigurational 
wave functions |Φ𝑀𝑀𝐶𝐶𝑀𝑀𝐶𝐶𝐻𝐻⟩ are much more flexible as compared to the CI 
expansions |Φ𝐶𝐶𝐶𝐶⟩, being able to represent a wider variety of processes. It is 
noteworthy to mention that, when the configuration expansion is complete 
and the basis set is infinite, both CI and MCSF solutions are equivalent, 
however, infinite basis sets cannot be obviously used in practical terms. 
 The spin-orbitals optimization introduced in the MCSCF approach 
adds, however, more complexity to the calculation, consequently enlarging 
the computational cost. Based on the MCSCF approach, a faster method 
named CASSCF was introduced by Roos and coworkers at the beginning of 
the 1980s.172 In this method, the full CI procedure is performed only within 
a specific set of MOs selected by the user in accordance to the chemical 
problem under study. Thereby, a full CI calculation is carried out within the 
CAS orbitals, whereas the rest of orbitals are treated as doubly occupied 
(inactive) or empty (virtual, see Figure 3.1). Thus, in the CASSCF procedure, 
occupation numbers from 2 to 0 are computed for the orbitals placed in the 
CAS subspace, whereas the occupation for the MOs composing the inactive 
and virtual subspaces are fixed to 2 and 0, respectively.  
Usually, each configuration is represented by a linear combination 
of Slater determinants within a given symmetry, requiring the resulting 
function to be an eigenfunction of the total spin operator ?̂?𝑆2. The 
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configurations expressed in this way are named spin-adapted configurations 
(SACs) or configuration state functions (CSFs), and are pure spin functions 
used to avoid spin contamination problems. 
 
 
Figure 3.1 Representation of the MO subspaces in the CASSCF method. 
The size of the CI matrix performed within the CAS subspace rapidly 
increases with the size of the system according to the Weyl’s Formula: 
𝐾𝐾(𝑛𝑛,𝑁𝑁, 𝑆𝑆) = 2𝑆𝑆 + 1
𝑛𝑛 + 1 � 𝑛𝑛 + 112𝑁𝑁 − 𝑆𝑆�� 𝑛𝑛 + 112𝑁𝑁 + 𝑆𝑆 + 1� 3.11 
 
where 𝑛𝑛 is the number of MOs, 𝑁𝑁 stands for the number of electrons, and 𝑆𝑆 
is the spin quantum number. The exponential scaling and subsequent 
computational cost increase constitutes an important drawback of the 
method. According to eq 3.11, an active space of 14 electrons distributed into 
14 MOs gives rise to 2,760,615 CSFs and 5,891,028 Slater determinants, using 
a standard double-ξ basis set (ANO-L 431/21, cf. Section 3.4). Larger active 
spaces, such as 16–18 electrons in 16–18 MOs, can be considered the limit of 
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the CAS size, requiring several weeks or months to finish a single-point 
calculation even using parallel CASSCF implementations. It is expected that 
alternative formulations based on the density matrix renormalization group 
(DMRG) theory would considerably expand the size limit of the active 
space.173 
The CASSCF method is a versatile procedure which allows proper 
treatments of a wide variety of systems, giving in general a balanced 
descriptions of the nature of the distinct electronic excited states in an even-
footed manner. Two kind of CASSCF variants are devised, the state-average 
(SA)- CASSCF and the state-specific (SS)-CASSCF methods. In the former, 
which is the one used in the present Thesis, all the electronic states 
computed in the CASSCF procedure (number of roots) have equal 
contribution to the total CASSCF wave function. In the latter, they have 
different weights and, as a consequence, the MOs and the coefficients of the 
CSF are optimized for a specific state as determined by the given weights. 
SA-CASSCF is recommended in situations where a balanced treatment of all 
PEHs is required. For example, it is used in order to describe crossing points 
between different states. Thus, CASSCF is very useful to construct flexible, 
multiconfigurational wave functions, which provide adequate PEH 
topologies for a large variety of processes. Nevertheless, in most cases the 
CASSCF energies are inaccurate although the method recovers part of the 
electron correlation lost in single-determinant procedures like HF. The 
correlation accounted with this method mainly corresponds to the long-
range, nondynamic or static correlation, known as the correlation produced 
by degeneracies or quasi degeneracies between several CSFs. The short-
range or dynamic correlation, given by the correlated movement of the 
electrons in a system, is not captured by the CASSCF method. As in the case 
of single reference methods described in previous sections, CI, MBPT, and 
CC approaches can be used to recover dynamic correlation and provide then 
quantitative energies. Among the three possibilities, the most popular one 
is probably the use of perturbation theory up to second order of correction. 
3.2.2. The CASPT2 method 
The complete-active-space second-order perturbation theory 
(CASPT2) method was developed by Andersson, Malmqvist, Roos, and 
coworkers at the beginning of the 1990s in Lund (Sweden).174,175 
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Conceptually, the method is analogous to the MP2 procedure described 
above (eqs. 3.6 and 3.7). In this case, a CASSCF wave function is used as the 
zeroth-order reference, instead of the HF wave function employed in MP2 
calculations. For this reason, the CASPT2 method is considered as a 
multiconfigurational method, since it is based in a wave function which is 
in turn based on multiple configurations. Sometimes, the procedure is 
referred as the CASSCF/CASPT2 or SA-CASSCF/CASPT2 protocol, 
depending on the CASSCF scheme used to compute the reference. The 
CASPT2 method recovers large part of the dynamic correlation missing in 
the CASSCF wave function by including excitations over the CSFs in the 
perturbation step, adding thereby corrections to both energy and wave 
function up to the second order. Thus, a correct choice of the CAS active 
space in the preceding CASSCF calculation is of paramount importance. 
CASPT2 has become very popular over the last two decades to 
describe excited states of a large variety of molecules, and have allowed the 
resolution of many photophysical, photochemical, and chemiluminescent 
problems.176-179 Since a CASSCF wave function is used as a reference, the 
method retains the balanced treatment of the electronic states and the 
flexibility of the multiconfigurational wave functions. On top of the CASSCF 
results, CASPT2 provides accurate energies within an error of ca. 0.2 – 0.3 
eV with respect to experimental recordings. Regarding the resource 
expenses, single-point CASSCF/CASPT2 calculations demand moderate 
computational costs (from hours to a few weeks) when using medium-sized 
systems (up to 50–60 light atoms such as H, C, N, O, B, S, P, F, etc.) in 
combination with active spaces comprising ~12–15 MOs and double- or 
triple-ξ basis sets. Furthermore, the perturbative treatment makes the 
CASPT2 a size-extensive method as long as sufficient valence MOs are 
included in the active space. 
The possible presence of intruder states represents a drawback of 
the CASPT2 method, causing singularities in the energies of the system 
under study. They may arise when the CAS active space does not include all 
the relevant MOs (strongly-interacting intruder state), or due to valence-
Rydberg orbital mixing (weakly-interacting intruder state).180 Useful tools 
to detect the presence of intruder states are the inspection of the weights of 
the CASSCF wave functions, which have to be similar for all the computed 
states, and analysis of discontinuities along the obtained PEHs. On the one 
hand, the near-degeneracy problems caused by strongly-interacting 
Radiation damage to DNA/RNA nucleobases 
 
64 
intruder states are solved by including the MO(s) responsible(s) of the 
interaction in the CAS active space. On the other hand, the possible 
singularities caused by weakly-interacting intruder states are usually fixed 
by adding an imaginary shift to the zeroth-order Hamiltonian as described 
in detail elsewhere.181 This method is usually referred as level-shift (LS)-
CASPT2, and the recommended shifted value equals to 0.2 au. 
An additional inconvenient of the CASPT2 method is the systematic 
underestimation of certain states with marked open-shell character. The 
problem can be fixed by including a shift in the original Hamiltonian based 
on the ionization potentials and electron affinities of a big set of molecules. 
The parameter is known as ionization-potential electron-affinity (IPEA) 
shift,182 and a value of 0.25 au is recommended when treating systems of 
significant open-shell nature such as anions (usually with doublet 
multiplicity)153,183 or CT states.184,185 It is strongly recommended to calibrate 
the IPEA parameter for the molecule under study, and accordingly use 
either the standard zeroth-order Hamiltonian (IPEA = 0 au) or the 
recommended value (IPEA = 0 au).  
Another extension of the CASPT2 method was proposed by Finley, 
Malmqvist, Roos, and Serrano-Andrés in the late 1990s.186 The procedure is 
known as multi-state (MS)-CASPT2 and accounts for the interaction 
between the electronic states, which is neglected in the original CASPT2 
formulation [sometimes labeled as state-specific (SS)-CASPT2]. The 
method is intended to obtain better descriptions of situations where several 
CASSCF references are need to describe the state. Since the MS-CASPT2 
wave functions are orthogonal, information contained in such wave 
functions may be used in the calculation of some molecular properties, e.g. 
transition dipole moments. The method is based on the construction of an 
effective Hamiltonian (𝐻𝐻𝑛𝑛𝑒𝑒𝑒𝑒) as the sum of a zeroth-order contribution 𝐻𝐻𝑖𝑖
0 
and an extra Hamiltonian term 𝐻𝐻𝑖𝑖
′ accounting for the interaction between 
the CASSCF states: 
𝐻𝐻𝑛𝑛𝑒𝑒𝑒𝑒 = 𝐻𝐻𝑖𝑖0 + 𝐻𝐻𝑖𝑖′ 3.12 
 
Since the matrix representation of 𝐻𝐻𝑛𝑛𝑒𝑒𝑒𝑒 is not symmetric:  
�Ψ𝑖𝑖�𝐻𝐻𝑛𝑛𝑒𝑒𝑒𝑒�Ψ𝑖𝑖� ≠ �Ψ𝑖𝑖�𝐻𝐻𝑛𝑛𝑒𝑒𝑒𝑒�Ψ𝑖𝑖� 3.13 
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the MS-CASPT2 algorithm make the matrix symmetric by taking the 
average value of the off-diagonal terms, assuming that they have similar 
quantities. Therefore, unphysical results may be obtained when the 𝐻𝐻𝑛𝑛𝑒𝑒𝑒𝑒 
matrix representation is highly asymmetric, displaying significant 
differences between the off-diagonal terms. Consequently, large differences 
between the CASPT2 and the MS-CASPT2 methods invalidate the latter 
results. In practice, it is recommended to analyze both CASPT2 and MS-
CASPT2 solutions, to interpret the photophysical and photochemical 
features of the system under study in light of both descriptions.186,187 On the 
other hand, recent formulation of the MS-CASPT2 method based on the 
extended multireference quasi-degenerate perturbation theory (XMS-
CASPT2) solves the singularity problems in degenerated PEHs observed 
with the MS-CASPT2 method.188,189 Further benchmark works and broader 
implementations in quantum-chemistry codes are however required to 
calibrate and extend the use of the XMS-CASPT2 procedure. 
3.3. Methods based on the density functional theory 
3.3.1. Electron density 
Resolution of the time-independent Schrödinger equation (eq 1.2) is 
not the only manner to solve the many-electron problem. An alternative 
approach is to quantify the electron density 𝜌𝜌(𝒓𝒓) and use it as a descriptor 
of the electronic structure of the system. To employ the electron density to 
extract information about a given system can appear physically more 
intuitive than a wave function based approach since 𝜌𝜌(𝒓𝒓) is measurable. 
Electron density is defined as the following multiple integral over the spin 
coordinates of all electrons and over all but one of the spatial variables:190 
𝜌𝜌(𝒓𝒓) = 𝑁𝑁�…�|φ(𝒓𝒓1,𝒓𝒓2, … , 𝒓𝒓𝑁𝑁)|2 𝑑𝑑𝑠𝑠1𝑑𝑑𝒓𝒓2 …𝑑𝑑𝒓𝒓𝑁𝑁 3.14 
 
where 𝜌𝜌(𝒓𝒓) stands for the probability to find any of the 𝑁𝑁 electrons within 
the volume element 𝑑𝑑𝒓𝒓1 with arbitrary spin while the other 𝑁𝑁 − 1 electrons 
have arbitrary positions and a spin represented by 𝜑𝜑. Electron density has 
the particular properties to vanish at infinite and to integrate to the total 
number of electrons over the volume 𝑑𝑑𝒓𝒓1: 




Figure 3.2 Schematic representation of the electron density over a water molecule. 
Reproduced with permission from ref 190. Copyright © 2001 Wiley-VCH Verlag 
GmbH. 
𝜌𝜌(𝒓𝒓 → ∞) = 0 3.15a 
�𝜌𝜌(𝒓𝒓)𝑑𝑑𝒓𝒓𝟏𝟏 = 𝑁𝑁 3.15b 
 
It can be argued that the cusps in the density define the position of 
the nuclei, being the height of the cusps the corresponding nuclear charges, 
as displayed in Figure 3.2 for a water molecule. In the example, the position 
of the hydrogen and oxygen atoms are clearly determined, being the oxygen 
electron density larger than that of the hydrogen atoms. 
3.3.2. The Hohenger and Kohn theorems 
The correspondence between the electron density 𝜌𝜌(𝒓𝒓) and the 
energy of the system was proven by Hohenger and Kohn in 1964,191 setting 
the framework of modern DFT. The first Hohenger-Kohn (HK) theorem 
establishes that every observable of a system can be calculated from the 
ground-state 𝜌𝜌(𝒓𝒓), in other words, the observables can be written as a 
functional of the ground-state  𝜌𝜌(𝒓𝒓). It can be established that the total 
energy of the system 𝐸𝐸𝑃𝑃 is determined by the sum of the universal functional 
𝐹𝐹[𝜌𝜌(𝒓𝒓)] and an external potential 𝑉𝑉𝑛𝑛𝑒𝑒𝑡𝑡[𝜌𝜌(𝒓𝒓)] determined by the ground-
state density 𝜌𝜌(𝒓𝒓), as covered in detail elsewhere:190 
𝐸𝐸𝑃𝑃[𝜌𝜌(𝒓𝒓)] = 𝐹𝐹[𝜌𝜌(𝒓𝒓)] + 𝑉𝑉𝑛𝑛𝑒𝑒𝑡𝑡[𝜌𝜌(𝒓𝒓)] 3.16 
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where the square brackets note the functional dependence on 𝜌𝜌(𝒓𝒓). Since 
the ground-state energy of a molecule is determined by 𝜌𝜌(𝒓𝒓), the electronic 
problem now concerns finding the 𝜌𝜌(𝒓𝒓) that minimizes the energy. The 
second HK theorem establishes that the 𝐸𝐸𝑃𝑃[𝜌𝜌(𝒓𝒓)] functional fulfils the 
variational principle, i.e. any calculated energy is either larger or equal to 
the exact ground-state energy. 
Thereby, the DFT approach only depends on the three spatial 
coordinates of the electrons, so the computational cost scales linearly with 
the number of electrons. Conversely, 3𝑁𝑁 − 6 degrees of freedom are implied 
in the wave function procedures, leading to significantly more complex and 
tedious calculations. The major drawback of DFT-based methods arise from 
the unknown nature of 𝐹𝐹[𝜌𝜌(𝒓𝒓)] and, consequently, approximate expressions 
with adjustable parameters must be used to compute the molecular 
properties at the DFT level. The search of accurate 𝐹𝐹[𝜌𝜌(𝒓𝒓)] expressions had 
therefore led to the design of dozens of functionals with a wide variety of 
applications and accuracy/cost relationships. 
3.3.3. The Kohn-Sham procedure 
In 1965, Kohn and Sham devised a practical approach to solve eq 
3.16.192 The authors developed an orbital-based scheme in which the total 
kinetic energy 𝑇𝑇 is broken down into the kinetic energy of non-interacting 
𝑁𝑁-electrons (𝑇𝑇0), with the same density that the real interacting system, and 
a residual part which specifically accounts for the interactions (𝑇𝑇𝑛𝑛). On the 
other hand, the electron-electron repulsion is divided into the classical 
Coulomb interaction (𝐽𝐽) and a non-classical contribution (𝑉𝑉𝑞𝑞). Thus, within 
the Kohn-Sham approximation, the 𝐹𝐹[𝜌𝜌(𝒓𝒓)] term can be expressed as: 
𝐹𝐹[𝜌𝜌] = 𝑇𝑇0[𝜌𝜌] + 𝐽𝐽[𝜌𝜌] + 𝑇𝑇𝑛𝑛[𝜌𝜌] + 𝑉𝑉𝑞𝑞[𝜌𝜌] 3.17 
 
where the explicit 𝒓𝒓 dependencies are omitted for the sake of clarity. The 
missing unknown part of the kinetic energy (𝑇𝑇𝑛𝑛) and the non-classical 
electron-electron interaction energy given by (𝑉𝑉𝑞𝑞) can be combined to form 
the exchange-correlation functional 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌]. By substituting eq 3.17 into 3.16, 
we can finally express the total energy as: 
𝐸𝐸𝑃𝑃[𝜌𝜌] = 𝑇𝑇0[𝜌𝜌] + 𝐽𝐽[𝜌𝜌] + 𝑉𝑉𝑛𝑛𝑒𝑒𝑡𝑡[𝜌𝜌] + 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌] 3.18 
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 The first three terms can be calculated explicitly, whereas the 
exchange-correlation term 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌] incorporates all unknown contributions 
to the energy coming from the non-classical effect of self-interaction 
correction, exchange and correlation. The challenge of DFT is therefore to 
find accurate descriptions of the 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌] functional.  
Many class of approximations, useful for the treatment of specific 
problems, have been reported over the last decades. However, the most 
used DFT methods are based on hybrid functionals. In such formulations, 
the exchange is partially taken from the ab initio HF method (cf. section 
1.1.2), whereas the correlation is incorporated from other sources such as 
post-HF methods or through semiempirical procedures. A variety of 
functionals can thus arise not only from the methods used to account for 
the exchange energy but also from the percentage of HF exchange. Only two 
functionals, namely B3LYP and M06-2X, shall be briefly described in the 
following. 
3.3.4. The B3LYP functional 
The most used DFT functional, by far, is the so-called B3LYP 
scheme, in which 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌] is approximated (𝐸𝐸𝑋𝑋𝐶𝐶𝐵𝐵3𝐿𝐿𝐿𝐿𝑃𝑃) as follows:  
𝐸𝐸𝑋𝑋𝐶𝐶
𝐵𝐵3𝐿𝐿𝐿𝐿𝑃𝑃 = (1 − 𝑎𝑎)𝐸𝐸𝑋𝑋𝐿𝐿𝑀𝑀𝐿𝐿𝐴𝐴 + 𝑎𝑎𝐸𝐸𝑋𝑋𝐶𝐶𝐻𝐻𝐻𝐻 + 𝑏𝑏𝐸𝐸𝑋𝑋𝐵𝐵88 + 𝑐𝑐𝐸𝐸𝐶𝐶𝐿𝐿𝐿𝐿𝑃𝑃 + (1 − 𝑐𝑐)𝐸𝐸𝐶𝐶𝑉𝑉𝑉𝑉𝑁𝑁 3.19 
 
where the 𝑋𝑋, 𝐶𝐶, and 𝑋𝑋𝐶𝐶 subscripts stand for exchange, correlation, and 
exchange-correlation, respectively, the 𝐿𝐿𝑆𝑆𝐿𝐿𝐴𝐴 superscript refers to the local 
spin-density approximation method,190 𝐵𝐵88 states for the Becke exchange 
functional,193 𝐿𝐿𝐿𝐿𝐿𝐿 is the gradient-corrected correlation developed by Lee, 
Yang and Parr (LYP),194 and 𝑉𝑉𝑉𝑉𝑁𝑁 stands for the exact exchange energy of 
an uniform electron gas defined by Vosko, Wilk, and Nusair (VWN) in the 
framework of the LSDA approximation.195 The 𝑎𝑎, 𝑏𝑏, and 𝑐𝑐 quantities are 
parameters fitted to optimally reproduce the electron affinities (EAs),  
atomization, ionization, and some total energies of a collection of small 
systems.190 The chosen values were 𝑎𝑎 = 0.20, 𝑏𝑏 = 0.72, and 𝑐𝑐 = 0.81. 
3.3.5. The M06-2X functional 
 The Minnesota M06-2X hybrid functional belong to a series of 
approximations to the unknown 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌] term developed by Truhlar and 
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coworkers at the University of Minnesota, USA. In this method, the total 
exchange-correlation energy (𝐸𝐸𝑋𝑋𝐶𝐶𝑀𝑀06−2𝑋𝑋) is computed through contributions 
of both HF (𝐸𝐸𝑋𝑋𝐻𝐻𝐻𝐻) and DFT (𝐸𝐸𝑋𝑋𝑀𝑀06−2𝑋𝑋) exchange energies, whereas the 
correlation energy is solely given by the DFT procedure (𝐸𝐸𝐶𝐶𝑀𝑀06−2𝑋𝑋), 
according to:196 
𝐸𝐸𝑋𝑋𝐶𝐶
𝑀𝑀06−2𝑋𝑋 = 𝑋𝑋100𝐸𝐸𝑋𝑋𝐻𝐻𝐻𝐻 + �1 − 𝑋𝑋100�𝐸𝐸𝑋𝑋𝑀𝑀06−2𝑋𝑋 + 𝐸𝐸𝐶𝐶𝑀𝑀06−2𝑋𝑋 3.20 
 
where 𝑋𝑋 equals to 54 and determines the percentage of HF exchange. The 
M06-2X functional is based on the meta-generalized gradient 
approximation (mGGA), in which several corrections in the calculation of 
the gradients of the electron density 𝜌𝜌(𝒓𝒓) are introduced to palliate 
discontinuities of the density encountered for many systems.197 
3.3.6. Advantages and drawbacks of DFT-based methods 
 The most important advantage of the DFT-based methods is their 
low computational cost. Thus, calculation of geometries, energies, 
frequencies and other molecular properties of medium-sized systems (~15-
45 atoms) can be done in less than one day. For this reason, DFT can be 
applied to large systems with more than 100 atoms, where the use of ab initio 
procedures is prohibitive. However, important drawbacks arise from the 
parameter adjustment performed in the design of the functional. This 
feature adds semiempirical character to the methodology, and 
consequently, a DFT functional can provide good results for a specific type 
of systems whereas can fail in the description of others. Therefore, one 
always need to calibrate the DFT results toward accurate ab initio methods 
or, alternatively, available experimental recordings. Since the approach to 
solve the 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌] problem is not systematic, the DFT methodology can 
provide erratic results which limit the predictive character of the 
methodology. In contrast, ab initio methods are hierarchical and the 
direction to improve the accuracy is known. Furthermore, deficiencies and 
inaccuracies are due to established reasons which can be sometimes solved. 
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 3.4. One-electron basis sets 
 The vast majority of quantum-chemistry methods use MOs for the 
description of the electrons of the system under study. The orbitals or one-
electron functions are constructed as a linear expansion of an initial set of 
basis functions centered in the atoms, in a procedure known as molecular 
orbitals as linear combination of atomic orbitals (MO-LCAO). A complete 
basis set in this Hilbert vector space requires however a number of infinite 
basis functions. Since the basis sets are truncated and therefore they do not 
span the whole space, the quality of the obtained results usually depends on 
the size of the set. In principle, large basis sets give better results due to a 
better description and higher flexibility, even though the magnitude of the 
molecular property (e.g., geometrical parameters, IPs, excitation energies, 
etc.) can rapidly converge leading to good results using relatively less-
demanding basis sets. 
 Two types of functions mainly compose the one-electron basis sets 
commonly used in electronic structure calculations: 
- Slater type orbitals (STO),198 which have exponential dependence as 
the distance between the nuclei and electrons change. These are 
more efficient and accurate at representing MOs. 
- Gaussian type orbitals (GTO),199 which have exponential 
dependence on the quadratic distance between nuclei and electrons. 
These provide a worse description of the MO, nevertheless, they 
present a better computational evaluation of the two-electron 
integrals and are widely used in electronic structure calculations 
accordingly. 
The concept of minimum basis implies that only the minimum 
number of basis functions per atom is used in the description of the 
occupied atomic orbitals. For hydrogen, this consist of a unique function s, 
whereas two s functions, namely 1s  and 2s, plus a set of p functions, namely 
2px, 2py, and 2pz, are required to represent the subsequent period of the 
table of elements. The next step toward the improvement of the basis set 
implies to duplicate the number of basis functions, in the so-called double 
zeta (DZ) basis sets. In this case, two s functions are employed to represent 
hydrogen, namely 1s and 1s’, and four s functions plus two sets of p functions 
are used to describe the elements of the first row elements. Since the most 
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important electrons, from a chemical standpoint, are the valence ones, a 
manner to simplify the DZ basis sets is to duplicate only the valence basis 
functions whereas the inner electrons are described with the minimum 
basis sets, giving rise to the valence double zeta (VDZ) basis sets. The same 
procedure leads to the triple zeta (TZ) and valence triple zeta (VTZ) basis 
sets when trebling the number of basis functions. 
In some cases, the increase in the number of s and p functions for 
each atom is not enough to properly describe the phenomenon under study, 
and functions with higher angular momentum, such as p functions for 
hydrogen and d functions for heavier atoms, are therefore required. These 
functions are called polarization functions, and the addition to DZ and TZ 
basis sets give rise to the DZP and TZP basis sets, respectively. 
There are situations where a more accurate description of the outer 
part of the electronic wave function is required, especially when treating 
weakly-bounded electrons such as anion resonances or Rydberg excited 
states. In these cases, diffuse functions with small exponents are often 
added to the basis set yielding the DZP+ and TZP+ sets in case of double-ζ 
and triple-ζ basis sets, respectively. 
In order to have a faster computational evaluation of the basis sets 
without a significant loss of accuracy, the complete set of primitive 
gaussian-type orbitals (PGTOs) is usually grouped into fixed linear 
combinations. The process is called contraction of the basis set, and leads a 






where 𝜙𝜙𝑖𝑖 and 𝜙𝜙𝑖𝑖 refer to the PGTOs and CGTOs functions, respectively, and 
the coefficients 𝑎𝑎𝑖𝑖 determine the linear expansion. The following notation 
is often employed: (“primitive functions for the first-row 
elements”/”primitive functions for hydrogen”)→[“contracted functions for 
the first-row elements”/”contracted functions for hydrogen”]. Two main 
reasons decrease the computational cost when using this procedure. Firstly, 
the behavior of the CGTOs is similar to Slater-type functions, giving 
therefore adequate descriptions of the electrons using linear combinations 
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of more manageable Gaussian-type functions. Secondly, the procedure 
implies a reduction in the number of variational parameters to optimize. 
The reason is that the integrals are evaluated in terms of the CGTOs, and 
although ultimately the expansion in terms of the PGTOs is needed, the 
“clustering” of primitive functions alleviate the computational process by 
decreasing the number of integrals to evaluate. There are two ways of 
contracting a basis set: the general and the segmented schemes. In the 
former, all given atomic PGTOs of a determined angular momentum 
participate in the description of the contracted functions. Conversely, in the 
segmented contraction scheme, each primitive function participates 
typically in one contracted functions but not in all of them. As an example, 
let’s suppose the general contraction C,H(10s4p1d/2s1p)→C,H[3s2p1d/2s1p]. 
Here, the three contracted s, two p sets, and the d functions are expressed 
as a linear combination of the ten s functions, four p sets and one d function 
that compose the primitive functions. 
 The most intensively used basis sets, due to its availability in many 
quantum-chemistry programs and the extensive calibration reported in the 
literature, are the so-called Pople basis sets.200 The set uses a segmented 
contraction scheme and allow computations at low costs. Three types of 
Pople basis sets should be noted: 
- STO-nG.201 Slater-type orbitals composed by n PGTOs, 
corresponding to a minimum basis. The most known basis set is the 
STO-3G. 
- 6-31G.202 This basis set corresponds to the double split valence basis, 
where the internal part of the valence orbitals is described by a 
contracted function of three PGTOs, whereas the external part is 
represented by a PGTO. Meanwhile, the core electrons are described 
by the linear combination of six PGTOs. The contraction scheme is 
C,H(10s4p1d/2s1p)→C,H[3s2p1d/2s1p]. 
- 6-311G.203 Here, the valence is subdivided into three functions 
according to the triple split valence basis, which are described by 
the linear combination of three, one, and one PGTOs, respectively. 
The inclusion of diffuse functions is noted by adding one “+” or two 
“++” characters before the G letter, indicating the inclusion of s and p diffuse 
functions for the elements of the second row atoms, and the sp functions 
plus an extra s function for the description of the hydrogen atoms, 
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respectively. On the other hand, polarization functions are specified by 
adding a separated nomenclature in brackets for heavy atoms and hydrogen 
after the G letter. Therefore, 6-31++G(d,p) indicates that an additional d 
function is included for second-row atoms whereas the description of 
hydrogen is improved by considering an extra p function. In some cases, 
where the same type of polarized functions is used for heavy and hydrogen 
elements, the 6-31++G** nomenclature can be used instead. In the present 
Thesis, the double zeta 6-31++G(d,p) basis set has been used in the DFT and 
CCSD(T) calculations as a reasonable compromise between accuracy and 
computational cost. 
Another kind of powerful basis functions, which have been 
optimized with correlated methods and are based on a general contraction 
scheme, is given by the atomic natural orbitals (ANO) basis sets.204 The 
ANO basis sets are obtained by contracting a large set of PGTOs into a 
relatively small number of CGTOs, through the use of the natural orbitals 
(NOs) determined for isolated atoms employing correlated methods such 
as CISD or MCSCF. To obtain a better representation, the coefficients of the 
functions are determined by averaging the optimal values for the neutral, 
cation, anion, some excited states, and even adding electric fields. The NOs 
are those orbitals that diagonalize the one-electron density matrix where 
the eigenvalues correspond to the occupation numbers. The ANO 
contraction selects the important combinations of the PGTOs in light of the 
resulting occupation numbers. Due to its diffuse and flexible character, the 
ANO basis sets are especially recommended for the treatment of anionic 
systems and excited states.177,183,205 Often, ANO basis sets tend to provide 
better results when using a smaller number of basis functions as compared 
to other type of basis sets. Several ANO basis sets have been contracted from 
a different number of primitives: ANO-L,206-208 ANO-S,209 and ANO-RCC,210 
where in the latter scheme the relativistic effects, relevant in heavy atoms, 
have been accounted when determining the coefficients. In the present 
Thesis, the nomenclature of the ANO basis sets is simplified by omitting the 
square brackets and the type of function, e.g. ANO-L C,H[4s3p1d/2s1p] will 
be referred as ANO-L 431/21. 
 
 























“Give light, and the darkness will disappear of itself.” 
 Desiderius Erasmus 
 
 






nteraction between light and matter was noticed since the very first 
stages of humanity. The effects of radiation on substances have 
devoted deep thoughts, and still do, in the scientific community, concerning 
a wide variety of aspects ranging from the nature of light to the 
understanding of the excited-state decay phenomena. Over the decades, the 
extremely fast occurrence of the elusive photoinduced events has 
obstructed its detection and comprehension. Nowadays, the outstanding 
technological development and the maturation of sophisticated theoretical 
methods have boosted the scientific understanding of the processes that 
take place when light reaches matter. Thus, we assist to privileged 
observations of phenomena in the picosecond (10−12 s),211 femtosecond (10−15 
s),212,213 and recently in the attosecond (10−18 s) timescales,214-216 which are 
putting forth the modern understanding of photophysics and 
photochemistry. In general terms, photophysics concerns the study of 
photoinduced phenomena in which the initial structure of the system is 
recovered after deactivation of the excited state. On the other hand, 
I 
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photochemistry covers the characterization of events that yield one or more 
photoproducts of different structure than that of the initial reactant(s). 
4.1. Light absorption 
Photoinduced phenomena start with the absorption of a quanta of 
light, or photon, used to excite the molecule to a higher level of energy. The 
nature of the changes that take place upon light absorption depends on the 
photon energy, and they can affect the rotational, vibrational, and/or 
electronic structure, as the radiation energy increases. UV-Vis light typically 
alters the vibrational and electronic levels of molecules, which distribute 
the excess of energy provided by light between the electronic energy levels 
and different degrees of freedom available. Thus, systems in the dark are 
assumed to mainly lie in the ground state, which can be defined as the 
stationary state that has the most stable arrangement of the particles that 
compose the molecule.  On top of the lowest-energy electronic level, 
molecules are distributed in several vibrational states depending on the 
temperature. Even at 0 K, there is a zero-point vibrational energy (ZPVE), 
which is the minimum vibrational energy allowed by the uncertainty 
principle and corresponds to the lowest-lying vibrational state. When UV-
Vis radiation is absorbed, the system is transferred to an excited state, which 
involves the population of superior electronic and vibrational states. The 
electronic density is therefore redistributed yielding an electronic structure 
which is not the most stable one, whereas the heavy nuclei do not have time 
to move due to the ultrafast nature (fs) of the process.  
Among the plethora of excited states which, in principle, could be 
populated, only a few are accessed upon light absorption. Two factors 
mainly determine which excited state(s) are populated, i.e. define the nature 
of the transition. The first one is the energy difference between the ground 
and the excited states (Δ𝐸𝐸), which has to be equal to the photon energy 
according to the Bohr resonance condition: 
Δ𝐸𝐸 = ℎ𝜐𝜐 4.1 
 
 Thus, one can select which excited state wants to be populated by 
tuning the energy of the incoming light. The second factor is given by the 
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Fermi’s golden rule,217 which relates the probability of the transition with 
the square of the transition dipole moment (𝑇𝑇𝐿𝐿𝑀𝑀) formed by the electric 
field arisen in the molecule during light absorption: 
𝑇𝑇𝐿𝐿𝑀𝑀𝑛𝑛→𝑚𝑚 = � ⟨𝜓𝜓𝑚𝑚|?̂?𝜇𝛼𝛼|𝜓𝜓𝑛𝑛⟩
𝛼𝛼=𝑒𝑒,𝑦𝑦,𝑧𝑧  4.2 
 
where 𝑛𝑛 and 𝑚𝑚 are the initial (ground) and final (excited) states, 
respectively, and ?̂?𝜇𝛼𝛼 is the dipole moment operator for the component 𝛼𝛼. 
Thus, when the 𝑇𝑇𝐿𝐿𝑀𝑀 is zero the transition is forbidden and will not take 
place even when irradiating with coincident wavelengths. Conversely, a 
large number of molecules will be excited when the 𝑛𝑛 → 𝑚𝑚 transition has a 
large  𝑇𝑇𝐿𝐿𝑀𝑀 value and the photon energy matches the difference between 
the electronic states. The FC principle establishes that, in the vast majority 
of systems, the highest probability corresponds to the vertical transition 
from the ground-state minimum to an excited electronic state geometry 
with the maximum overlap of both vibrational wave functions.217 In classical 
terms, the FC principle states that the most likely transition is the one 
without significant changes in the position of the nuclei, as the absorption 
of a photon is a very fast process with respect to nuclear motion. As a 
consequence, a number of peaks and valleys are obtained when measuring 
the absorption of a sample irradiated with a continuous range of energies. 
The mentioned absorptions can be represented against the photon energies 
or wavelengths yielding the absorption spectrum of the system, and the 
intensity or area of the band(s) is directly proportional to the probability of 
the transition(s) that contribute to each optical signal. The mentioned areas 
can be estimated by determining the oscillator strength (𝑓𝑓), which accounts 
for both Δ𝐸𝐸 and 𝑇𝑇𝐿𝐿𝑀𝑀 displayed in eqs. 4.1 and 4.2, respectively: 
𝑓𝑓𝑛𝑛→𝑚𝑚 = 23∆𝐸𝐸𝑛𝑛𝑚𝑚|𝑇𝑇𝐿𝐿𝑀𝑀𝑛𝑛→𝑚𝑚|2 4.3 
 
 𝑓𝑓 can be obtained by applying a factor conversion to the area under 
the curve recorded experimentally or, as shall be discussed in Chapter 5, 
through the use of computational strategies. Thus, the excited states with 
large 𝑓𝑓 are noted as bright states and will be the responsible of the light 
absorption and, in contrast, forbidden states or states with a 𝑓𝑓 close to zero 
are usually referred as dark states. 
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4.2. Potential energy landscapes 
 After light absorption, the excited state is populated and the 
molecule therefore possesses an excess of energy that has to be dissipated. 
A rich variety of processes characterized by different probabilities and 
timescales mediate the decay. The occurrence of one or another will mainly 
depend on the topology of the involved PEHs.  
4.2.1. Adiabatic processes 
Figure 4.1 displays the possible deactivation mechanisms available 
for a given system. Initially, the system relaxes the vibrational energy 
acquired in the excitation toward lower energy regions of the excite state  
 
Figure 4.1 Schematic representation of the most important adiabatic and non-
adiabatic photophysical and photochemical processes. Abs = Absorption, IVR = 
Internal Vibrational Relaxation, TS = Transition State, F = Fluorescence, P = 
Phosphorescence, CI = Conical Intersection, STC = Singlet-Triplet Crossing, SDC = 
Singlet-Doublet Crossing, IP = Ionization Potential, and EA = Electron Affinity. 
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(internal vibrational relaxation, IVR). Further nuclear motion leads the 
system to a minimum in the excited state PEHs, in which the spatial 
arrangement of the nuclei fully stabilizes the excited electronic disposition. 
The vast majority of molecules follow the lowest-energy path or the most 
probable vibrational deactivation route. The process is ultrafast, taking 
place in the femtosecond or picosecond scale, and it is assumed that it will 
happen independently from the nature of the system under study. Once the 
molecule is trapped in the mentioned minimum, the excess of energy 
contained in the electronic state can be only removed by emitting a photon 
with the same energy as the difference between the excited- and the ground-
state energies at the excited-state minimum geometry. When both 
electronic states are of the same spin multiplicity, the emission is called 
fluorescence (F) and occurs within the 10−9-10−6 s range. 
Usually, fluorescence brings back the system to the geometry 
present before the absorption event (non-reactive or photostable process). 
However, if the molecule has enough kinetic energy, it can surmount small 
energy barriers on the excited-state PEH. This takes place through the so-
called transition states (TSs). Such structures are responsible for adiabatic 
chemical transformations in which a new chemical compound is produced 
in a single PEH. As shown in Figure 4.1, the adiabatic photoreactivity leads 
the system toward the region of the Photoproduct I already in the excited 
state PEH. Once there, the system will find accessible decay routes to reach 
the ground-state equilibrium structure of this new species. More details on 
the characterization of TSs are provided in Section 5.1.2.  
4.2.2. Non-adiabatic processes. Internal conversions and 
intersystem crossings 
It was previously mentioned that the energy of a given state depends 
on the coordinates of the particles that compose the system. There are 
specific arrangements of the nuclei in which two or more electronic states 
have the same energy. These are crucial points that, if visited during the 
dynamics of the photoprocess, the probability of non-adiabatic jumps is 
high, transferring population between the degenerated states and opening 
therefore alternative pathways that do not feature light emission. A crossing 
region between two hypersurfaces of the same spin multiplicity is known as 
CI (see Figure 4.1), and the associated population transfer process is called 
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IC. The mixing of the electronic states produces a set of many CI geometries 
where both electronic states have the same energy but different relative 
energy positions between each CI structure. The total space of coordinates 
is broken down into the intersection subspace, consisting on a (F−2)-
dimensional hyperline or seam, where F is the total number of internal 
degrees of freedom (3N-6, N being the number of atoms), and the branching 
subspace, which is defined by two coordinates, namely the gradient 
difference vector (𝑥𝑥1) and the non-adiabatic coupling (𝑥𝑥2): 
𝑥𝑥1 = 𝜕𝜕(𝐸𝐸1 − 𝐸𝐸2)𝜕𝜕𝜕𝜕  4.4a 
𝑥𝑥2 = �𝜓𝜓1� 𝜕𝜕𝜓𝜓2𝜕𝜕𝜕𝜕 � 4.4b 
 
where 𝐸𝐸 refers to the energy of the system in a given electronic state, 𝜓𝜓 
stands for the electronic wave function and 𝜕𝜕 denotes the nuclear 
coordinates. Both 𝑥𝑥1 and 𝑥𝑥2 vectors are linear combinations of the internal 
coordinates of the system. The former points to the direction with the more 
pronounced slopes of the upper and lower PEHs, whereas the direction of 
the latter indicates the nuclear displacements that maximize the mixing of 
the adiabatic functions along the CI seam. A schematic representation of 
the seam defined by the (F−2)-dimensional hyperline is displayed in Figure 
4.2a. Note that both A and B geometries are CI points with different relative 
energies, although they hold the energy degeneracy between the electronic 
states, and the 𝑥𝑥1 and 𝑥𝑥2 vectors differ at each geometry (𝑥𝑥1 ≠ 𝑥𝑥1′ and 𝑥𝑥2 ≠
𝑥𝑥2′). Figure 4.2b shows the representation of the energy of the ground and 
excited states with respect to the 𝑥𝑥1 and 𝑥𝑥2 vectors around a given CI 
structure, giving rise to the typical double cone structure or “diabolo” 
displayed by the corresponding PEHs. 
Crossings between different spin multiplicities give rise to a (F-1)-
dimensional set of points which can allow the corresponding population 
transfer. The process is known as ISC process and, when a singlet and a 
triplet states are degenerated, the crossing areas are named STC (see Figure 
4.1). Contrary to the CIs, the non-adiabatic coupling 𝑥𝑥2 vanishes and the 
branching space is consequently of one-dimensional nature. Dark triplet 
states, which are not initially accessed upon light absorption due to their 
associated forbidden transitions, can be populated through ISC processes in 
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other regions of the excited PEHs. The population transfer requires 
significant spin-orbit couplings (SOCs), defined as the interaction between 
the magnetic moment of the electrons and the magnetic field caused by 
their motion.171 The SOC terms read: 
𝑆𝑆𝑆𝑆𝐶𝐶𝑖𝑖𝑖𝑖 = ����𝑇𝑇𝑖𝑖,𝑛𝑛�𝐻𝐻�𝑀𝑀𝑆𝑆�𝑆𝑆𝑖𝑖��2
𝑛𝑛
;      𝑢𝑢 = 𝑥𝑥,𝑦𝑦, 𝑧𝑧 4.5 
 
where 𝐻𝐻�𝑀𝑀𝑆𝑆 stands for the SOC Hamiltonian, and 𝑆𝑆𝑖𝑖 and 𝑇𝑇𝑖𝑖 refer to the singlet 
and the triplet states, respectively. The maximum transition probabilities 
take place not only at the crossing point but in a wider region of the PEHs, 
since two factors are involved: the energy gap between the states ∆𝐸𝐸𝑖𝑖𝑖𝑖 and 




Figure 4.2 a) Schematic representation of the degeneracy seam formed by the 𝜓𝜓1 
and 𝜓𝜓2 states, where the 𝑥𝑥1 and 𝑥𝑥2 vectors are represented for the A and B 
geometries. Dotted points of 𝑥𝑥1′ indicate that the vector lies on the light orange 
PEH. b) Energy representation of the excited and ground states against the 𝑥𝑥1 and 
𝑥𝑥2 coordinates of the branching space. 
The effective population of a triplet state via an ISC process can open 
another emissive relaxation process distinct than fluorescence if the system 
gets trapped in a triplet-state minimum (see Figure 4.1). Emission from an 
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upper state of different spin multiplicity as compared to the lower state is 
called phosphorescence (P) and is typically a slow process, taking place in 
the 10−3-102 s. range. 
Similarly to the adiabatic transformations described in the previous 
section, the non-adiabatic processes can also allow the molecule to reach 
areas of the PEHs corresponding to new chemical compounds. In this case, 
however, the new species is reached via a change of PEH as shown in Figure 
4.1 by means of the transformation between Photoproduct I and 
Photoproduct II.  
4.2.3. Radiative vs non-radiative photoprocesses 
 The occurrence of radiative and non-radiative decays of the excited-
state is strongly determined by the presence of accessible CI and STC areas 
along the main decay path followed by the molecule after light absorption. 
Other deactivation routes may happen in systems with a notably excess of 
kinetic energy although these will contribute less to the global decay 
mechanism(s). 
When a CI between the excited and ground states is accessible from 
the excited-state minimum, the population may be funneled to the lower 
state which in turn leads the system toward the initial (or different) FC 
geometry through vibrational relaxation (see Figure 4.1). The probability of 
this process with respect to that associated to the fluorescence light 
emission is given by the relative position of the crossing point and the 
excited-state minimum. Thus, a barrierless pathway imply an ultrafast 
deactivation toward the ground state in the order of pico- or nanoseconds 
(10−12-10−9 s), a process more competitive than the slower light emission 
(10−9-10−6).  However, when a certain barrier has to be surmounted in order 
to access the crossing, the non-emissive process can be slow enough to allow 
some light emission or, when large barriers are present, most deactivations 
can be mediated by the emissive mechanism exclusively. In addition, the 
topology of the degeneracy area also conditions its accessibility and 
subsequent efficiency of the population transfer.  
According to the Kasha rule,218 fluorescent compounds emit from 
the S1 state even when the bright state(s) are of superior energy (e.g. S2, S3, 
and so on). The reason is that multiple CIs between the excited states 
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usually funnel the system to the S1 state, getting the molecule stuck there 
due to the absence of accessible CI zones with the ground state. 
The presence of STCs in the nearby areas along the MEP on the 
singlet manifold allow the population of triplet states. However, it is often 
assumed that energy degeneracy and large SOCs are required but could not 
be sufficient for an effective ISC.219 In addition, a relatively flat topology of 
the PEHs significantly enhances the singlet-triplet transfer. The reason is 
that in markedly sloped MEPs, the fast downward pathway can hamper the 
ISC process since the latter requires certain time to occur. ISCs are, 
however, faster than fluorescence emission. Figure 4.3 illustrates that idea. 
In example a), the STC is placed in the minimum of the S1 state, which acts 
as a trap for the system. Assuming large SOCs in the STC area, the ISC 
process will be the preferred pathway since it is clearly faster than the 
fluorescence emission. Therefore, phosphorescence remains as the most 
probable excited-state deactivation. In contrast, in example b) the STC is 
located in the slope of the PEH toward the S1 minimum. In such scenario, 
the efficiency of the ISC will depend on the topology of the STC and the 
magnitude of the SOCs, although in general terms it can be expected to be 
less efficient than that of the example a). Thus, in example b) fluorescence 
is expected to be the main decay channel, whereas phosphorescence can be 
considered a minor channel. Finally, example c) displays a system in which 
the main decay channel consists of the population transfer from the excited 
to the ground state through a barrierless CI region. Thus, no fluorescence is 
expected and, as in example b), phosphorescence will play a minor role. 
 
Figure 4.3 Examples of a) mainly phosphorescent, b) mainly fluorescent, and c) 
mainly non-emissive systems. Abs = light absorption, F = fluorescence, P = 
phosphorescence. Red curly arrows indicate vibrational relaxation. 
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In the realm of non-adiabatic photochemistry, the CI and the STC 
structures govern the population transfer processes between the involved 
electronic states. Even though there are many crossing regions across the 
PEHs, not all of them are relevant from a photochemical standpoint. Thus, 
to characterize the photoinduced phenomena of molecules, one is 
interested in those crossings that are accessible from the FC region, i.e. 
connected through the MEP along the bright excited state toward the 
minimum of such state (if present), and those that are close in energy with 
respect to the mentioned minimum. Thereby, determination of the relative 
energies of all these singular points across the PEHs (FC and excited-state 
minima, CI and STC regions) and their accessibility from the MEP allow the 
proposal of decay mechanisms and an estimation of the relative importance 
between them, and therefore the rationalization of the photophysical and 
photochemical features of the system. 
4.2.4. Ionic potential energy hypersurfaces 
 Ionization consists on the extraction or addition of electrons to the 
system, giving rise to the corresponding cations or anions, respectively. 
One-electron ionizations are represented by the following reactions: 
A → A+ + e− 4.6a 
A + e− → A− 4.6b 
 
The theoretical magnitudes that describe the processes in eqs. 4.6a 
and 4.6b are the IP and the EA, and are represented in Figure 4.1. More 
details on these quantities are provided in Section 5.3. 
Since the neutral ground state of the majority of biomolecules has 
singlet spin multiplicity, the cationic (A+) and anionic (A−) systems are 
usually of doublet multiplicity. The ionic systems are therefore described by 
their corresponding PEHs, which can interact with the neutral PEH through 
the so-called singlet-doublet crossings (SDC, see Figure 4.1). A SDC 
structure allows, as an intrinsic property, energy degeneracy between the 
neutral singlet state, where the system has n electrons, and the cation or 
anion doublet states, which have n−1 or n+1 electrons, respectively. It is a 
peculiar region of the PEHs in which the energy of the neutral system 𝐸𝐸𝑛𝑛, 
described by the corresponding neutral wave function 𝜓𝜓𝑛𝑛, and the energy 
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of the ion systems 𝐸𝐸𝑛𝑛−1 and 𝐸𝐸𝑛𝑛+1, which are described by 𝜓𝜓𝑛𝑛−1 and 𝜓𝜓𝑛𝑛+1 for 
the cation and anion, respectively, are equal. SDC points are therefore 
characterized by 𝐸𝐸𝑛𝑛 = 𝐸𝐸𝑛𝑛−1 and 𝐸𝐸𝑛𝑛 = 𝐸𝐸𝑛𝑛+1 for cation and anion systems in 
vacuo, respectively. They can be therefore interpreted as the maximum 
probability zones where an electron attachment or detachment can occur, 
since the neutral and anion states are isoenergetic and no extra energy is 














































CHAPTER FIVE  
COMPUTATIONAL 




his chapter is devoted to describe the computational approaches 
that have been used in the present Thesis to study the chemical 
reactions occurring in the ground state and the photochemical processes 
initiated in the excited state.  
5.1. Theoretical ground-state chemistry 
In previous sections, it has been established that chemical 
phenomena are nowadays explained in terms of the evolution of the system 
along multidimensional PEHs. Not all points are equally relevant for the 
description of a given chemical process. Critical points of the PEHs refer in 
the context of thermal processes to stationary points with chemical 
meaning. Hence, great computational efforts are devoted to the 
characterization and allocation of minima and saddle points. 
T 
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5.1.1. Characterization and optimization of minima 
 The search of minima makes use of sophisticated algorithms that 
requires the computation of the first derivatives of the electronic energy 
with respect to the internal coordinates, known as molecular gradient. A 





= ⋯ = 0 5.1 
 
In the optimization procedure, once the gradient is computed, a 
certain displacement of the nuclei is carried out afterwards, thereby 
mapping the PEH toward less energetic regions by following the molecular 
gradient at each step. The length of the displacement is computed at each 
step according to the magnitude of the norm of the gradient, and it is 
limited by a maximum value defined by the user. When large displacements 
are allowed, sizable jumps from one region of the PEH to another can occur. 
Hence, broader regions of the PEH are explored in this way with the aim to 
find absolute minima. Modern optimization algorithms evaluate the 
curvature of a PEH in light of the norm of the gradient and the maximum 
displacement computed between the current and the next structure, 
yielding convergence when the mentioned parameters are lower than 
predefined numerical thresholds. Alternatively, convergence can also be 
reached when the energy change is below a predefined value. Thus, low 
thresholds imply exhaustive mappings of the PEH, giving rise to more 
accurate outcomes, although they considerably increase the computational 
demands.  
The obtained geometrical changes thus satisfy the greatest 
minimization of the energy within the allowed step size. However, the 
optimization procedure does not necessarily yield connected points, since 
in order to have a better exploration of the different PEH zones and to find 
the absolute minima, large displacements are allowed, which imply large 
jumps over distinct regions of the PEH. Other computational strategies are 
thus required to prove the connectivity between distinct points of the PEHs. 
They shall be described in the following subsections. 
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The minimum nature requires a second condition to be satisfied 
beside eq 5.1. Minima are defined when all eigenvalues of the second order 
derivatives matrix (Hessian) are greater than zero: 
𝜕𝜕2𝑬𝑬
𝜕𝜕𝒒𝒒1
2 ,𝜕𝜕2𝑬𝑬𝜕𝜕𝒒𝒒22 , … > 0 5.2 
 
 The eigenvectors of the mass-weighted Hessian in Cartesian 
coordinates correspond to the normal modes of vibration, which are 
normally computed through the harmonic oscillator approximation. 
Calculation of second derivatives is usually a time-consuming task and the 
Hessian is often approximated giving rise to faster optimization procedures 
like the Quasi-Newton method,220 which starts with an inexpensive 
approximation of the Hessian improved at each optimization step. Since the 
majority of optimization algorithms do not explicitly compute the second 
order derivatives, to ensure the minimum nature of a converged structure 
it is convenient to compute the Hessian and check that all normal modes 
have indeed positive frequencies. 
5.1.2. Characterization and optimization of saddle points 
 From a theoretical standpoint, the study of the mechanisms that 
lead to chemical reactions strongly relies in the elucidation of the paths that 
connect two or more minima of the PEH, i.e. to determine the geometries 
and the associated energy changes occurring in between. Among the infinite 
possibilities, the highest point along the pathway with chemical relevance 
is associated with a first-order saddle point, which is the mathematical 
representation of the TS96 that connects both reactant(s) and product(s). As 
in the case of the minima, TS structures are characterized by zero molecular 
gradient (eq 4.8), although the second derivatives are positive for all set of 




2 > 0;   𝜕𝜕2𝑬𝑬𝜕𝜕𝒒𝒒𝑖𝑖2 < 0      𝑖𝑖 ≠ 𝑗𝑗 5.3 
 
Mathematically, a TS structure is a maximum for the reaction 
coordinate but a minimum for all other perpendicular coordinates, and 
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represents the highest point along the path that connects the PEH minima. 
Quantum-chemistry software packages usually have specialized algorithms 
to optimize TS structures from appropriate starting nuclear coordinates. 
The best starting points are the highest-energy geometries of the relaxed 
scan potential along the reaction coordinate, obtained through a series of 
constrained optimizations gradually varying the reaction coordinate and 
allowing to optimize all the remaining degrees of freedom in each step. 
Linear interpolation of the internal coordinates (LIIC) of the reactant and 
product followed by subsequent energy calculations at each interpolated 
geometry might also give a clue on the structures close to the TS vicinity. In 
the LIIC technique, each structure is generated from the previous one by 
adding linearly to each internal coordinate the geometrical change of the 
initial and the final structures divided by the number of steps. Computation 
of the explicit Hessian matrix of a converged TS structure must yield one 
and only one negative (imaginary) frequency, which corresponds to the 
vibrational mode that displays the atomic motions implied in the reaction 
(reaction vector). A correct identification of this normal mode is therefore 
crucial to ensure that the obtained TS is the relevant structure able to 
describe the essentials of the chemical phenomenon under study. 
5.1.3. Calculation of intrinsic reaction coordinates  
 The reaction vector computed when optimizing a TS can be used to 
push the system toward both sides of the reaction coordinate and follow the 
lowest-energy path until reaching the corresponding minima (reactants and 
products). The obtained points compose the so-called intrinsic reaction 
coordinate (IRC), and are the definitive confirmation of the connectivity 
between the minima through the optimized TS structure. The procedure is 
illustrated in Figure 5.1. It consists on a series of constrained optimizations, 
in which the energy of the system is optimized within a hypersphere of a 
predefined radius. The converged structure is subsequently used to define 
a new hypersphere, in which the system is optimized again, repeating the 
process until an energy increase stops the quest. The constraint imposed in 
the calculations ensures not only that the set of intermediate points are 
chemically connected, but also that the computed pathway is the lowest-
energy one. Due to the high sensitivity of the algorithm used for IRC 
computations, small energy barriers often stop the calculation before the 
true minima of the PEH are reached. In such situations, further 
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optimizations starting from the last IRC points are needed to complete the 
paths, preferably using small step sizes in the subsequent minimization 
procedures. An IRC profile has to be interpreted as the most probable 
channel followed by the system to go from one minimum to another, even 
so other secondary pathways may take place when sufficient kinetic energy 
is available. 
 
Figure 5.1 Example of IRC profile for a typical chemical reaction. Circles represent 
the hyperspheres whereas the IRC structures are denoted by points along the 
energy profile. 
5.1.4. Thermochemistry and chemical kinetics 
 So far, the mentioned computational methods and strategies mainly 
deal with the determination of the internal energy (𝑈𝑈) of a system expressed 
as the sum of the electronic and nuclear energies (for nomenclature, see eq 
1.3):8 
𝑈𝑈 = 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 + � �𝑍𝑍𝐴𝐴𝑍𝑍𝐵𝐵𝑅𝑅𝐴𝐴𝐵𝐵𝑀𝑀𝐵𝐵>𝐴𝐴𝑀𝑀𝐴𝐴=1  5.4 
 
Accurate descriptions of the internal energy can be achieved by 
means of the ab initio electronic structure methods described in Chapter 3, 
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which are of great importance in the rationalization of unimolecular 
processes where the enthalpic and entropic changes are negligible, such as 
excited-state decays, or in multimolecular processes where the nuclear 
coordinates of reactants and products remain at close distances before and 
after the chemical transformation. Almost all photophysical processes and 
many chemical or photochemical events, such as intramolecular 
rearrangements, isomerizations, excited-state hydrogen transfers, or 
ionization processes, among many others, belong to this 
category.40,47,153,184,211,221-223 
Nevertheless, the data solely acquired with these methods do not 
account for the temperature and the entropy quantities, which can be 
important when reactants and products are composed by a different 
number of fragments, such as in the model reaction 𝐴𝐴 + 𝐵𝐵 → 𝐶𝐶. Thermal 
and entropic contributions are therefore relevant when comparing 
theoretical quantities with some experimental observables. Thus, some 
corrections can be applied to the internal energy to account for the thermal 
and entropic contributions. Thermochemical magnitudes for a certain 
temperature and pressure can be directly estimated from a frequency 
calculation. A thermal-corrected energy (𝐸𝐸𝑃𝑃ℎ) can be computed by adding 
the corresponding ZPVE, vibrational, rotational, and translational 
contributions to the internal energy (𝑈𝑈) by using the equipartition 
theorem224,† within the rigid-harmonic oscillator-ideal gas approximation:163 
𝐸𝐸𝑃𝑃ℎ = 𝑈𝑈 + 𝑍𝑍𝐿𝐿𝑉𝑉𝐸𝐸 + 𝐸𝐸𝑣𝑣𝑖𝑖𝑎𝑎 + 𝐸𝐸𝑛𝑛𝑐𝑐𝑡𝑡 + 𝐸𝐸𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑠𝑠.225 Enthalpy (𝐻𝐻) can be 
subsequently estimated through 𝐻𝐻 = 𝐸𝐸𝑃𝑃ℎ + 𝑅𝑅𝑇𝑇, where 𝑅𝑅 and 𝑇𝑇 refer to the 
universal gas constant and temperature, respectively. Finally, Gibbs energy 
(𝐺𝐺) is obtained from the standard 𝐺𝐺 = 𝐻𝐻 − 𝑇𝑇𝑆𝑆, where 𝑆𝑆 is the entropy of the 
system. Calculation of G is required to estimate the chemical kinetic 
constants (𝑘𝑘) by using the transition state theory (TST).96,226 In the 
conventional formulation: 




𝑅𝑅𝑃𝑃� � 5.5 
 
                                                          
†In classical statistical mechanics, the equipartition theorem states that the energy is equally 
distributed among the available degrees of freedom as long as the system is in thermal 
equilibrium. 
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where 𝜎𝜎 states for the symmetry factor of the reaction; 𝑘𝑘𝐵𝐵 and ℎ stand for 
the Boltzmann and Planck constants, respectively; and Δ𝐺𝐺⧧ refers to the 
Gibbs activation energy, Δ𝐺𝐺⧧ = 𝐺𝐺𝑃𝑃𝑀𝑀 − 𝐺𝐺𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑠𝑠. For the model reaction 𝐴𝐴 +
𝐵𝐵 → 𝐶𝐶, it should be noted that certain overestimations of the entropic 
penalty when computing Δ𝐺𝐺⧧ energies in solution emerge from the use of 
continuum models to simulate solvation (see Section 5.2).227,228 The reason 
is that the ideal gas partition functions do not include the translational, 
rotational, and vibrational degrees of freedom of the reactants hindered by 
explicit solvent molecules. Since the harmonic oscillator approximation 
used to determine the frequencies is only valid in regions close to stationary 
points (eq 5.1), the optimization procedures described in previous sections 
cannot be used to obtain true minima on Gibbs energy PEHs. Hence, the 
optimization processes have to be done by following purely electronic 
gradients, applying the corrections on top of the obtained geometries. 
In addition, the static approach does not provide an ensemble of 
structures required to properly describe the extremely large number of 
molecules present in real conditions (instead, only the most stable ones are 
computed). The lack of statistical data therefore limits the description of 
macroscopic thermodynamic magnitudes. A better description of these 
quantities can be provided by ab initio dynamic calculations such as the 
umbrella sampling procedure,229 although these methodologies are usually 
computationally expensive and therefore not always available. Meanwhile, 
the approximations mentioned in the present section can be useful to 
provide thermochemical quantities sometimes comparable with 
experimental measurements and/or results obtained with more accurate 
methodologies230 at a modest computational cost.  
5.2. Continuum dielectric models 
 A great challenge of modern computational chemistry deals with the 
proper description of solvated systems. A rich variety of approaches that use 
quantum methods, classical methods, or a mixture of both have been 
designed over the last decades to describe solvent effects. A particularly 
successful approach is provided by methods based on continuum dielectric 
models, which assume that the microscopic behavior of a liquid can be 
represented through its dielectric constant ε. One of the most employed 
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strategies to approximate solvent effects due to its simplicity is the 
polarizable continuum model (PCM) method, developed by Tomasi and 
coworkers.231,232 Within this approach, the solute (often treated in a 
quantum manner) is embedded into a void cavity within a continuous 
dielectric medium mimicking the solvent, thereby representing the 
electrostatic solute-solvent interactions. The use of PCM method allows to 
estimate the impact of solvent effects in geometries and energies, and is 
especially useful to compute solvation energies. However, it may lead to 
incomplete descriptions of solvated systems in which the electrostatic term 
is not the predominant solvent-solute interaction. An exhaustive review is 
provided by Tomasi et al.233 For more accurate descriptions of solvated 
systems, it is desirable to employ methods based on explicit ensembles of 
solvent molecules, in which the solvent effects are averaged through 
statistical analysis of molecular dynamic simulations. One example is the 
averaged solvent electrostatic potential/molecular dynamics (ASEP/MD) 
method developed by Fdez Galván et al.234 
5.3. Theoretical photophysics and photochemistry 
 A brief introduction of the photophysical phenomena has been 
provided in Section 4.1. The following sections are thus devoted to briefly 
describe the computational approaches used to calculate the theoretical 
magnitudes employed to interpret experimental spectra, in order to 
understand the changes in the electronic structure that cause the 
mentioned optical bands, and to determine the excited-state decay 
channels of a system. 
5.3.1. Transition energies within the photochemical reaction 
path approach  
Excitation process upon UV-Vis absorption in organic molecules is 
mainly described by the population transfer from its ground electronic state 
to a series of bright excited states. It can be assumed that before light 
absorption, the vast majority of molecules are, on average, at the FC 
minimum (see Figure 5.2). Thus, the first step to describe the excitation 
process is to optimize the ground state of the molecule with an appropriate 
method, for example, CASSCF (computing one state or root). Later, a single-
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point calculation of the ground and excited states on top of the obtained 
geometry, by using the SA-CASSCF/CASPT2 method mentioned in Section 
3.2.2, provides the vertical absorption energy (EVA) for all excited states. The 
protocol consisting in the optimization of structures by using the CASSCF 
method followed by correction of the energies through the CASPT2 method 
is known as CASPT2//CASSCF, and is of utmost importance in the current 
theoretical research of the photophysics and photochemistry of many 
molecular systems.176-179,235 
Assessment of the absorption probabilities can be theoretically 
discerned in light of oscillator strength values, 𝑓𝑓, (see eq 4.3) for each 
excited state. The quantity can be calculated using the CASPT2-corrected 
energies and the transition dipole moments, 𝑇𝑇𝐿𝐿𝑀𝑀, computed with the 
restricted-active-space state-interaction (RASSI) method,236 using the SA-
CASSCF wave functions as input. EVA are usually ascribed to the band 
maxima displayed by experimental spectra within the FC approximation, 
which holds valid when the equilibrium geometries of both ground and 
excited states are similar enough.237 
 
Figure 5.2 Representation of the main theoretical magnitudes used to interpret the 
photophysical features of a system. EVA = Vertical absorption energy, EVE = Vertical 
emission energy, Te = Electronic band origin, T0 = Vibrational band origin. 
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The electronic band origin (Te) is defined as the difference between 
the excited-state energy at the excited-state optimal geometry, and the 
ground-state energy at the FC geometry. When ZPVE corrections, 
computed at both excited- and ground-state minima by using the harmonic 
approximation, are added to the Te, the adiabatic quantity with vibrational 
corrections T0, also known as 0-0 band origin, is obtained. In contrast to 
EVA, the T0 can be directly compared with the experiments without any 
further assumption. It thus indicates the minimum energy in which certain 
molecules of the sample start to absorb light, giving rise to the 
corresponding band origin in the experimental spectrum.  
For emissive compounds, i.e. when the non-adiabatic crossings that 
funnel the system to the ground state are not easily accessible from the 
excited-state minimum (like in Figure 5.2), deactivation mainly occurs by 
emitting a photon with an energy given by the vertical emission energy 
(EVE) gap.  
5.3.2. Minimum energy path calculations 
The main decay route followed by the system from the FC region to 
the S1 minimum, (S1)min, can be accurately determined by using the 
algorithm described Section 5.1.3 and Figure 5.1 through the so-called 
minimum energy path (MEP) calculations.237-240 The only difference 
between the two procedures is that, in MEP calculations, no specific 
reaction vector is used as starting point since the initial structure is not 
necessarily a TS. As a result, the steepest descendent path from the non-
stationary FC structure is determined (note the schematic representation of 
the hyperspheres along the MEP displayed in Figure 5.2), ensuring that the 
computed (S1)min is actually the connected minimum visited from the 
mentioned FC zone. In this Thesis, MEPs are computed by using an 
algorithm based on a modification of the Anglada and Bofill optimization 
procedure,241 following the Müller-Brown approach.242 The study of the 
connectivity between different regions of PEHs is a crucial task in modern 
photophysics and photochemistry to ensure the photochemical relevance of 
the structures. Otherwise, for example, it could happen that in a given 
system with two excited-state minima regions, only one is directly 
connected with the FC region through the MEP and therefore accessed in 
the photoresponse. Meanwhile, the other minimum remains as a 
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photochemically irrelevant region of the PEH not connected with the main 
decay channel. This perspective is known as photochemical reaction path 
approach (PRPA). 
5.3.3. Location and optimization of crossing points 
The excited-state lifetime depends on the accessibility of nearby 
non-adiabatic crossing points along the main decay path as determined by 
MEP computations and/or from stationary points on the PEH. In this 
context, two types of crossings may be found, those located along the MEP 
profile, and those that can be obtained from direct optimization of a 
crossing between two electronic states. In the latter, we are interested in the 
so-called minimum energy crossing point (MECP). 
Within the CASPT2//CASSCF approach, a common computational 
strategy used to determine MECPs consists on the use of specific algorithms 
based on Lagrange multipliers, which allow the optimization of functions 
imposing certain requirements. The MECP algorithm computes the nuclear 
displacements to satisfy the restriction of zero energy difference between 
the two selected SA-CASSCF adiabatic states. Once the energy degeneracy 
is found, the structure is optimized holding the mentioned degeneracy. The 
MECP search is therefore carried out following the CASSCF energies and 
gradients. The next step is to perform single-point CASPT2 corrections in 
order to provide quantitative energies. The CASPT2 description of the 
optimized structure(s) can be either similar to the CASSCF one, displaying 
therefore also a MECP, or conversely show significant energy difference 
between the involved states due to differential correlation effects (see next 
Section 5.2.3). In the latter case, analysis of as much as possible CASPT2 
energies, on top of the set of geometries obtained with the MECP algorithm 
and the CASSCF method, has to be conducted to locate the lowest-energy 
structure with energy degeneracy at the CASPT2 level. As a general 
criterion, an energy difference smaller than 0.08 eV is considered a MECP, 
although in some cases larger differences (up to 0.20 eV) can be considered 
as an approximate but valid description of the MECP area. The 
aforementioned strategy can be used to locate and estimate both CI and 
STC regions, whereas SDC optimizations cannot be performed in this 
manner since the involved states have a different number of electrons. It is 
noteworthy to mention that the MECP approach does not provide the 
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nature of CIs, since the non-adiabatic couplings that characterize the seam 
are not computed. Nevertheless, the MECP strategy provides accurate 
energies of the structures and, in many cases, gives accurate descriptions of 
minimum energy conical intersections. 
The connectivity between the obtained MECP can be ensured by 
performing MEP calculations on both degenerated states, which usually 
lead the system to the corresponding minima. An alternative strategy is to 
perform a LIIC between the two given structures, for example a MECP and 
an excited-state minimum, and analyze the energies along the predefined 
path. The obtained structures are connected, although not through the 
minimum-energy possibility. Thus, energy barriers encountered with this 
method are upper bounds to the actual barrier, whereas the absence of 
barriers ensures the existence of a barrierless path between the structures. 
5.3.4. Differential correlation  
Differential correlation emerges from the different treatment of the 
electron-electron interactions in both CASSCF and CASPT2 methods, since 
the latter recovers large part of the dynamical correlation missing in the 
former method (cf. Sections 3.2.1 and 3.2.2). This causes differences between 
both CASSCF and CASPT2 PEHs. For low-correlated systems, differential 
correlation is small and both CASSCF and CASPT2 energy profiles are 
parallel. Meanwhile, markedly correlated states display significant 
differences in the energy profiles, giving rise to a different description of the 
PEHs. Figure 5.3 illustrates the concept. With small differential correlation 
effects (left-hand side), the states A (orange) and B (blue) cross at both the 
CASSCF and CASPT2 level, and the methods thus give quite similar 
description. In such situations, the CASPT2//CASSCF protocol can be safely 
used. Conversely, in situations with strong differential correlation effects 
(right-hand side), the picture given by the CASSCF method, characterized 
by a crossing point between the surfaces, is not reproduced at the CASPT2 
level. In such scenarios, different strategies to compute the geometries must 
be used. The first and best option to solve the problem is to optimize the 
geometries using the CASPT2 method, although often these are prohibitive 
calculations. The computational cost of the CASPT2 minimizations can be 
reduced through two strategies: i) solving the numerical computation of the 
gradients of some selected coordinates at the faster CASSCF level, whereas 




Figure 5.3 Concept of differential correlation affecting the description of the 
electronic states A and B. 
the rest is computed with the CASPT2 method,243 or ii) compute less 
dynamic correlation energy by freezing part of the virtual MOs during the 
perturbation, in the so-called frozen natural orbital (FNO)-CASPT2 
method,244 or iii) explore a grid of points using the CASSCF gradients around 
the CASSCF crossing and computing the CASPT2 energies of each point, as 
described in the previous subsection. 
5.3.4. Validation of theoretical spectroscopy results 
When using the CASPT2//CASSCF approach to interpret an 
experimental spectrum, it is necessary to calibrate certain computational 
parameters of both SA-CASSCF and CASPT2 procedures in order to provide 
accurate results. Regarding the SA-CASSCF method, it is highly 
recommended to analyze the impact of the active space size on the CASPT2 
absorption energies, and do the same for the number of roots demanded in 
the procedure and the size of the basis set. Regarding the CASPT2 method, 
a IPEA shift equal to zero au is able to reproduce transition energies of many 
small-to-medium size organic molecules,245 although a value of 0.25 au can 
correct some known deficiencies of the standard CASPT2 accounted in 
descriptions of CT and anion states.153,183,185 In addition, analysis of the MS-
CASPT2 solutions is also useful to compute the state interactions, although 
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the off-diagonal terms of the effective Hamiltonian matrix have to be 
carefully checked in order to avoid non-physical results.  
5.4. Basis set superposition error 
The use of finite one-electron basis sets to represent the electronic 
cloud of a given system (see Section 3.4) gives rise to the basis set 
superposition error (BSSE) when evaluating several molecular entities at 
different intermolecular distances. The reason is that there is a better 
description of each fragment provided by the larger number of basis 
functions of the supersystem, as compared to the description solely given 
by the basis functions belonging to each fragment. As a result, the energy of 
the supermolecule is artificially stabilized. The most common technique to 
compute the BSSE was proposed by Boys and Bernardi,246 the so-called 
counterpoise (CP) procedure. The extra stabilization due to BSSE is 
determined by subtracting the energy of each isolated fragment to the 
energy of the fragment in presence of the basis functions of the whole 
supersystem. For a dimer 𝐴𝐴𝐵𝐵, the BSSE is equal to: 
𝐵𝐵𝑆𝑆𝑆𝑆𝐸𝐸 = 𝐸𝐸𝐴𝐴 − 𝐸𝐸𝐴𝐴𝐵𝐵∗ − 𝐸𝐸𝐵𝐵 − 𝐸𝐸𝐴𝐴∗𝐵𝐵 5.6 
 
where 𝐸𝐸𝐴𝐴(𝐸𝐸𝐵𝐵) states for the energy of fragment 𝐴𝐴(𝐵𝐵) with its basis functions, 
𝐸𝐸𝐴𝐴𝐵𝐵∗ refers to the energy of fragment 𝐴𝐴 with its basis functions and the ghost 
functions of fragment 𝐵𝐵, and 𝐸𝐸𝐴𝐴∗𝐵𝐵 states to the energy of fragment 𝐵𝐵 with 
its basis functions and the ghost functions of fragment 𝐴𝐴. 
5.5. Theoretical description of ionization processes 
 In the particular case of ionization processes, similar theoretical 
magnitudes than those shown in Figure 5.2 can be provided to study the 
energetic transitions between neutral and ionic molecular PEHs and 
account for the vibrational contributions. The present section briefly 
describes the theoretical quantities used to describe ionization processes 
and to study fragmentations of temporary transient anions. 
The scheme represented in Figure 5.4 illustrates the most relevant 
quantities computed to describe the IPs and the EAs of a system under 
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study. In the present Thesis, we will only focus in the addition of an extra 
electron. The electronic vertical electron affinity (VEAe) is defined as the 
necessary energy to attach an electron to a system lying in the neutral, 
ground state, populating therefore the corresponding lowest-lying anionic 
 
 
Figure 5.4 Definitions of IPs and EAs, graphically shown through electronic and 
vibrational potential energy levels. 
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state, at the geometry of the neutral minimum. As in the case of light 
absorption, after electron attachment the system undergoes a vibrational 
relaxation process toward the anionic minimum region (see Figure 5.4). The 
energy gap between the anion and neutral minima defines the electronic 
adiabatic electron affinity (AEAe), whereas further addition of the ZPVE 
correction gives rise to the vibrational adiabatic electron affinity (AEA0). EA 
quantities can be used to interpret experimental ion yield curves, obtained 
by representing the kinetic energy of an incident electron beam colliding 
with a perpendicular beam of molecules against the percentage of molecules 
that are actually ionized. Thus, in such records, VEA is related with the band 
maximum whereas AEA represent the band origin. 
According to the consensual definition of EA, positive values 
indicate that the anion is more stable than the neutral state and therefore 
the system can act as an electron attractor. Meanwhile, negative values 
imply instability of the anion state, yielding temporary anion states 
(resonances), and the system therefore tend to relax the excess of energy by 
means of electron loss (autodetachment) or through alternative processes 
such as molecular fragmentations, in which a neutral or anion fragment is 
ejected from the parent molecule. The latter processes are known as DEA 
events:136 
𝐴𝐴 + 𝑒𝑒− → (𝐴𝐴)‡− → 𝐵𝐵− + 𝐶𝐶 (𝑜𝑜𝑟𝑟 𝐵𝐵 + 𝐶𝐶−) 5.7 
 
where 𝐵𝐵 + 𝐶𝐶 = 𝐴𝐴, and (𝐴𝐴)‡− denotes the transient character of the anion 
resonance. The processes are driven by a dissociative anion state σ−, that 
may be populated through CI points with either the π1− or π2− VBS initially 
accessed upon electron attachment. Figure 5.5 displays the case of 
dehydrogenations of the anion DNA/RNA nucleobases. Another possibility 
to populate the σ− states is via the DBS (see Figure 1.16). Since such anionic 
states run always very close to the PEH of the neutral S0, crossings between 
the DBS and the σ− states can be estimated by means of the SDC between 
the S0 and the σ− states. Apart from the EAs of the ground (π1−) and excited 
(π2−) anion states and the CI/SDC determinations, another valuable 
quantity used to study DEA processes from a theoretical standpoint is the 
DEA energy threshold (∆E0), which corresponds to the energy difference  
 




Figure 5.5 Schematic representation of the neutral, VBS, and DBS potential energy 
hypersurfaces along the DEA process of DNA/RNA nucleobases. 
between the neutral ground state system at reactants geometry (NB + e−) 
and the σ− state at the dissociated products (NB−H− + H•), including the 
corresponding ZPVE corrections. 
The nature of the resonances is determined by the manner in which 
the electron is bonded to the molecule. As already mentioned in the 
Introduction (section 1.4.3), in VBS anions, the electron is placed in an 
empty virtual valence orbital of the molecule, such a π* orbital. VBS anions 
are thus related with the conventional concept of anion localized in the 
molecule (see Figure 1.16). On the other hand, in DBS anions the electron is 
trapped in the electric field generated by the oscillating atoms of the 
molecule. DBS species are usually weakly-bounded anions, and its diffuse 
character is determined by the magnitude of the molecular electric field. 
For this reason, only molecules with a significant dipole moment can form 
DBS anions. In the gas phase, both VBS and DBS can coexist at some 
extent,247 whereas VBS anions are more prone to occur in condensed matter. 
Conversion of DBS to VBS anions has also been described in the literature.248 
A theoretical description of both VBS and DBS anions is not an easy 
task. Many quantum-chemistry methods tend to put the extra electron in 
diffuse orbitals, whose energy depends on the radial extension of the basis 
set used in the calculations. Thereby, the energy of a DBS decreases upon 
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using more diffuse one-electron functions. For this reason, the mixing 
between localized and diffuse orbitals can worsen the description of the 
localized VBS anions. Evaluation of the spatial extension of the electron 
density 〈𝑟𝑟2〉 helps to detect these problems, since it allows to appraise the 
diffuse character of the solutions and identify the regions of the PEH in 
which the VBS description is mixed with spurious solutions. 
5.6. Gibbs activation energy of electron transfer reactions 
 Electron transfer (ET) processes consist on the jump of an electron 
from a donor (D) to an acceptor (A), and they are ubiquitous in chemistry 
and biochemistry. From a theoretical standpoint, ET reactions without 
making or breaking bonds are described through the Markus theory,249 
which substitute the TST expression displayed in eq 5.4 used for standard 
chemical reactions.96,226 In the Markus model, the Gibbs activation barrier 
for the redox reaction (∆𝐺𝐺𝐸𝐸𝑃𝑃
‡ ) can be estimated through: 
∆𝐺𝐺𝐸𝐸𝑃𝑃
‡ = 𝜆𝜆4 �1 + Δ𝐺𝐺𝐸𝐸𝑃𝑃𝜆𝜆 � 5.8 
 
where Δ𝐺𝐺𝐸𝐸𝑃𝑃 refers to the standard Gibbs activation energy and 𝜆𝜆 is the 
reorganization term: 
𝜆𝜆 = 𝜆𝜆𝐿𝐿→𝐿𝐿+ + 𝜆𝜆𝐴𝐴→𝐴𝐴− 5.9 
 
where 𝜆𝜆𝐿𝐿→𝐿𝐿+ is the relaxation energy of the cation state of D (𝐿𝐿+), i.e. the 
energy difference between the neutral and the cationic geometries; and 
𝜆𝜆𝐴𝐴→𝐴𝐴− refers to the relaxation energy of the anion state of A (𝐴𝐴−); or the 
energy difference between the neutral and the anionic geometries).  From a 
computational standpoint, 𝜆𝜆 terms can be easily computed from the neutral 
geometries of both D and A by adding the corresponding charge followed 
by the optimization of the ionic states. 𝜆𝜆𝐿𝐿→𝐿𝐿+ and 𝜆𝜆𝐴𝐴→𝐴𝐴− are subsequently 
obtained by the difference between the first and the last energies of the 
calculations on the 𝐿𝐿+ and 𝐴𝐴− systems, respectively. 
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5.7. Quantum-chemistry programs 
 In the present Thesis, several quantum-chemistry programs have 
been used to study the ground- and excited-state processes, described with 
monoconfigurational and multiconfigurational methods, respectively. 
Regarding the thermal phenomena, MP2, CC, and DFT-based calculations 
have been performed with the GAUSSIAN 09 (C.01 and D.01 revisions) suite 
of programs.250 The advantages of this software are the successful TS-search 
algorithm and the efficiency of the IRC procedure, as well as the simplicity 
to employ other computational techniques such as relaxed scans, frequency 
determinations, or PCM calculations. On the other hand, description of 
electronically excited states, and calculation of theoretical magnitudes such 
as vertical absorptions, MEPs, and MECPs, have been performed by means 
of the MOLCAS (7 and 8 versions) software package.251,252 The specialized 
program in excited-state chemistry has robust and highly-efficient CASSCF 
and CASPT2 implementations, integrated with an accessible NOs visualizer 
(MOLCAS grid viewer) greatly useful in the study of molecular electronic 
structures. Moreover, the flexible ANO-type basis sets, recommended in the 
determination of excited states, are available. TDMs and SOCs, the latter 
computed within the atomic mean-field integral253 framework and the 
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Basis Set Superposition Error 
 
 
The basis set superposition error (BSSE) was estimated by using the counter-poise 
(CP) correction.1 The BSSE was computed for the reaction complex RC· and the TSs 
(TS5· and TS6·). Due to technical problems in the computation of the CP correction in 
the adducts (U5OH· and U6OH·), the BSSE employed was the one obtained for the 
corresponding TS. This approximation is reasonable taking into account that the OH is a 
relatively small moiety and the TSs and adducts are relatively close in terms of geometry. 
 
The binding energy (Eb) was obtained as follows: 
 
Eb (UOH·) = EU + EOH· – EUOH· 
 
where, EU and EOH· stands for the energies of the singlet and doublet ground states of 
uracil and the radical ·OH, respectively, both at their respective equilibrium geometries, 
and EUOH· represents the energy of the doublet ground state of the super-system UOH· at 
a given geometry. The corrected CP correction is obtained from the expression: 
 
CP-BSSE (UOH·) = Eb (UOH·) – EU (OH·) – EOH· (U) 
 
where EU(OH·) stands for the energy of the neutral ground state of uracil computed in the 
ghost orbitals of ·OH at a given geometry and EOH·(U) refers to the energy of the doublet 
ground state of ·OH in the ghost orbitals of uracil. 
 










Table S1. Basis set superposition errors (in kcal/mol) computed with different methods. 
 
Method/Channel RC· TSs – Adducts 
DFT/M06-2X   
C5 0.78 1.02 C6 1.22 
MP2   
C5 1.88 3.82 C6 4.19 
CASPT2//CASSCF   
























Figure S1. Natural orbitals of the active space for the CASSCF/CASPT2(17in12) 









Figure S1 (cont.). Natural orbitals of the active space for the CASSCF/CASPT2(17in12) 














Figure S2. Geometries of the relevant minima and the crossing points in the non-radiative 












Figure S3. CASPT2 energies of U6OH· along the MEP of the D3 state from the 






























Figure S4. CASPT2 energies of U6OH· along the MEP of the D2 state from the 
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I. Computational details  
The ground-state geometries of the ·OH products were optimized at the state-specific 
CASSCF level of theory employing the ANO-L basis set contracted to C,N,O [4s,3p,1d]/H 
[2s1p] (hereafter, ANO-L 431/21).1 Active spaces of 7 electrons in 7 natural orbitals (NOs) 
(4π, 3π*), 5 electrons in 6 NOs (4π, 2π*), 5 electrons in 5 NOs (3π, 2π*), and 7 electrons 
in 6 NOs (4π, 2π*) were used for the ·OH reaction products of uracil, thymine, cytosine 
and 5,6-dihydrouracil, respectively. Two type of conformations of the adducts were found: 
a) Hint and Hext rotamers, characterized by a different orientation of the ·OH group with 
respect to the ring, inside and outside the ring, respectively, and b) the axial – equatorial 
conformers. The optimized geometries of the conformers considered in the present study 
are displayed in Fig. S1. All the ·OH adducts were obtained in the axial conformation, 
except the C5OH· Hint rotamer.  
Vertical excitation energies were computed with the CASPT2 method at the optimized 
CASSCF geometries, that is, the CASPT2//CASSCF protocol. All the π bonding and π* 
antibonding NOs plus the oxygen and nitrogen lone-pair NOs of the C=O, =N–, and –OH 
groups of the compounds were considered for these calculations. It corresponds to 15 
electrons in 10 NOs for the ·OH adducts of the canonical pyrimidines [hereafter, 
CASPT2(15in10)] and 11 electrons in 8 NOs for the H-abstraction products of 5,6-
dihydrouracil [hereafter, CASPT2(11in8)]. In order to minimize weakly interacting 
intruder states in the CASPT2 calculations, the imaginary level-shift technique with a 
parameter of 0.2 au was employed, and the conventional zeroth-order Hamiltonian was 
used as originally implemented (IPEA = 0.0). All the calculations were conducted using 
MOLCAS 7.6 software package.2  
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II. Calibration of the CASPT2//CASSCF/ANO-L approach 
U6OH· (see Fig. 1 and Fig. S1) was chosen for the calibration. Three sets of 
calculations were carried out in order to find the optimal active space, number of roots in 
the state-average (SA) CASSCF calculations, and basis set for an accurate determination 
of the vertical excitation energies.  
In order to determine the appropriate number of roots for the SA-CASSCF/CASPT2 
computations, vertical CASPT2(15in10) excitation energies of U6OH· were calculated at 
the CASSCF geometries, starting from 2 roots until minor changes were obtained in the 
energies of the lowest-lying excited states below 5 eV. Stable values were found with 10 
and 11 roots (cf. Fig. S2), so we chose 10 roots for the rest of SA-CASSCF/CASPT2 
computations of the vertical excitation energies.  
Using the SA(10)-CASSCF/CASPT2(15in10) approach, stability of the basis set was 
tested expanding the basis set to ANO-L contracted to C,N,O [4s,3p,2d,1f]/H [3s,2p,1d]. 
No significant changes were observed neither in the order of the states nor in the energies 
in our range of interest, validating the original basis set, that is, ANO-L 431/21 (cf. Table 
SI).  
In addition, calibration of the active space was carried out comparing the SA(10)-
CASSCF/CASPT2(15in10)/ANO-L 431/21 results with those obtained including also in 
the active space the bonding σ(C-OH) and antibonding σ(C-OH)* NOs which correspond to 
the bond former after ·OH attack to the C5C6 double bond of the pyrimidine bases. The 
corresponding level of theory in the latter computations is SA(10)-
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CASSCF/CASPT2(17in12)/ANO-L 431/21. Significant changes (in particular, an energy 
decrease of ~0.45 eV), were only detected for a high-energy state, D6, preserving the 
results for the low-energy part of the spectrum (cf. Table SI).  
In summary, the SA(10)-CASSCF/CASPT2/ANO-L 431/21 level of theory with active 
spaces CAS(15in10) and CAS(11in8) were established as stable for the vertical energy 
computations in the ·OH pyrimidine adducts and the H-abstraction products of 5,6-
dihydrouracil, respectively. This approach is therefore capable of providing with an 
accurate determination the excited states of the compounds. 
 
FIG. S2. Calibration of the number of roots within the CASSCF/CASPT2(15in10)/ANO-
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TABLE SI. Calibration of the basis set and the active space within the SA(10)-
CASSCF/CASPT2(15in10)/ANO-L 431/21 approach. All energies in eV. 
State ANO-L 431/21a  ANO-L 4321/321a SA(10)-
CASPT2//CASSCF(17in1
2)b 
D2 2.35 2.33 2.39 
D3 3.05 3.02 3.06 
D4 3.85 3.79 3.72 
D5 4.13 4.06 4.11 
D6 4.61 4.60 4.14 
D7 4.93 4.87 5.03 
D8 5.13 5.56 5.64 
D9 6.00 5.96 6.04 
D10 6.14 6.08 6.15 
aSA(10)-CASPT2//CASSCF(15in11). bANO-L 431/21 basis set. 
 
III. Spin density of the relevant states 
The spin-density representation of the main electronic excitations in the UV-Vis range 
for the ·OH products of uracil, thymine, cytosine, and 5,6-dihydrouracil is displayed in 
Fig. S3. The ground state is in reasonably agreement with the schematic structures of Fig. 
1. The excited states are the result of the promotion of the unpaired electron to another 
region of the molecule due to an excess of energy of the system. The π states are not pure 
but mixed in a small extent with contributions from configuration state functions (CSFs) 
in which the unpaired electron is in lone-pair orbitals (mainly from the oxygen atoms, nO), 
and vice versa. This feature is more pronounced in the cytosine adducts, in which the 2(π2 
D3) state presents a ~20% contribution of the nO CSF. 




FIG. S3. Spin-density representations of the ground 2(π1 D1) and 2(π2 D3) states of U6OH· 
(a), T6OH· (b), C6OH· (c), and C5· (d).  
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IV. Effect of conformations and polar solvent in the vertical excitation 
energies 
Two groups of conformers, Hint/Hext and axial/equatorial, are possible in the studied 
compounds (see Fig. S1). No large changes can be expected for the excitation energies. In 
order to analyze these effects, CASPT2 vertical energies are compared for different 
conformers. We confirm with our results that negligible energy differences (~0.1 eV) 
occur (Table SII). Exactly the same energy is obtained for U6OH· and T6OH· and an 
insignificant difference for C6OH·. On the other hand, it is worth mentioning that the 
C5OH· Hint rotamer was obtained in the equatorial conformation. At the ground state, the 
C5OH· Hint geometry is ~0.15 eV (~3.45 kcal/mol) more stable than Hext, but its excited 
states are slightly higher in energy. Thus, the differences in the CASPT2 energies of the 
states with respect to the Hext rotamer are low (<0.11 eV). In conclusion, well-defined 
absorption energies are estimated for the isolated species.  
TABLE SII. CASPT2 vertical electronic spectra (in eV) of the Hext and Hint rotamers of 
the ·OH adducts of uracil, thymine and cytosine. 
Adduct Rotamer D2 D3 D4 D5 
U5OH· Hext 4.10 4.35 4.60 4.67 
Hint 3.99 4.39 4.54 4.76 
U6OH· Hext 2.35 3.05 3.85 4.13 
Hint 2.23 3.05 3.86 3.95 
T5OH· Hext 4.16 4.38 4.63 4.64 
Hint 4.05 4.39 4.57 4.78 
T6OH· Hext 2.60 3.24 4.14 4.37 
Hint 2.57 3.24 4.07 4.23 
C5OH· Hext 3.71 3.79 3.89 4.31 
Hinta 3.82 3.88 3.98 4.45 
C6OH· Hext 2.23 2.40 2.76 3.09 
Hint 2.32 2.38 2.79 2.80 
a Equatorial conformation. 
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Regarding the dipole moments, the relative orientation of the hydroxyl group with 
respect to the ring implies changes in the ground 2(π1 D1) and excited 2(π2 D3) state values 
(see Table SIII), and more interestingly, in the relative values which points to different 
spectral shifts in polar solvents; in all cases towards smaller wavelengths. Hence, larger 
differences are obtained in general for the Hext, which point out to larger blue-shifts, as 
compared to Hint. According to this qualitative analysis, it can be concluded that the 
presence of both type of rotamers contribute to the broadness of the absorption band 
observed in the experiments.  
TABLE SIII. Dipolar moments (µ; in Debye) computed at the CASSCF level of theory of 
the ground state (D1) and the second (D3) excited state for the compounds involved in the 
UV-Vis transient absorption spectra. 
Compound Rotamer µ𝑫𝑫𝟏𝟏  µ𝑫𝑫𝟑𝟑  
U6OH· Hext 4.63 0.71 
Hint 2.35 1.54 
T6OH· Hext 4.92 1.20 
Hint 2.62 0.99 
C6OH· Hext 6.89 5.29 
Hint 4.77 3.93 
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Calibration of the M06-2X-(PCM) energies 
 The energies computed with the M06-2X-(PCM) method have been compared 
with those obtained with the more accurate CCSD(T)-(PCM)//M06-2X-(PCM) approach. 
Good agreement (differences of ~2 kcal/mol) is found for the neutral species (see Tables 
S1 and 3), validating thus the former method for the description of the ·OH reactivity with 
A shown in Scheme 1. It is noteworthy to mention that the M06-2X-(PCM) method 
overestimates the energy of A•+ in about 5 kcal/mol, however, both levels of theory 
provide the same qualitative energy trend. Thereby, thermodynamics of the global 
dehydration process given by the equation A + ·OH → ANH + −OH + H+, is well described 
by the M06-2X method (-7.24 vs -9.02 kcal/mol). Notwithstanding, the energetics of the 
A + ·OH → A•+ + −OH, A + ·OH → ANH + −OH + H+, and A + ·OH → A2C + −OH + 
H+ reactions shown in Scheme 1, and the λ reorganization energies computed in Table 
S25, correspond to the CCSD(T)-(PCM)//M06-2X-(PCM) methodology. It is important to 
recall that Gibbs energies in solution of the −OH and H+ species are obtained using 
experimental solvation energies, as explained in the Methods and Computational Details 
section. 
 
Table S1. ∆G (kcal/mol) of the ·OH addition to the C4 and C5 positions of A and 
subsequent dehydration processes computed with different methods.  
Reaction M06-2X-(PCM) CCSD(T)-(PCM)// 
M06-2X-(PCM) 
A + •OH → A4OH -0.96 0.70 
A4OH → A•+ + −OH -2.86 -7.81 
A + •OH → A5OH -1.58 -0.10 
A5OH → A•+ + −OH -2.23 -7.01 
A•+ → ANH + H+ -3.42 -1.90 
A + •OH → A•+ + H+ -3.82 -7.11 
A + •OH → A2C + −OH + H+ -3.71 -0.94 
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Table S2. CAS active space used in the SA-CASSCF/CASPT2 calculations. MO = 
molecular orbitals, SONO = singly occupied natural orbital. 
Compound # electrons # MO Total # of MO 
Open-shell (doublet) systems 
A4OH 17 5 π, SONO (π), 3 nN, 3 π∗ 
12 
A5OH 17 5 π, SONO (π), 3 nN, 3 π∗ 
12 
A8OH 17 5 π, SONO (π), 3 nN, 3 π∗ 
12 
A8OHH+ 15 5 π, SONO (π), 2 nN, 3 π∗ 
11 
ANH 19 6 π, 4 nN, 4 π∗ 14 
A2C 19 6 π, 4 nN, 4 π∗ 14 
A•+ 17 6 π, 3 nN, 4 π∗ 13 
DMA 19 6 π, SONO (π), 3 nN, 4 π∗ 
14 
A8EN 19 5 π, SONO (π), 4 nN, 4 π∗ 
14 
A8ZW 19 5 π, SONO (π), 2 nN, 2 nO, 3 π∗ 
13 
A8N9 21 6 π, SONO (π), 3 nN, 1 nO, 4 π∗ 
15 
A8N9H+ 19 6 π, SONO (π), 2 nN, 1 nO, 4 π∗ 
14 
A8FORM 21 6 π, SONO (π), 3 nN, 1 nO, 4 π∗ 
15 
A8FORMH+ 19 6 π, SONO (π), 2 nN, 1 nO, 4 π∗ 
14 
Closed-shell (singlet) systems 
HA 20 7 π, 2 nN, 1 nOH, 3 π∗ 13 
8OHA 20 6 π, 3 nN, 1 nO, 4 π∗ 14 
8-oxoA 20 7 π, 2 nN, 1 nO, 4 π∗ 14 
FAPyA 20 7 π, 2 nN, 1 nO, 4 π∗ 14 
A8OH+ 16 5 π, 3 nN, 4 π∗ 12 
A8N9+ 20 6 π, 3 nN, 1 nO, 5 π∗ 
15 
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Calibration of the number of roots demanded in the SA-CASSCF procedure 
 
The number of states computed with the SA-CASSCF method have been 
assessed in order to provide stable excitation values. Table S2 summarizes the results for 
the A5OH compound. It can be readily seen that negligible differences are obtained when 
computing different number of roots. It is very important to notice that A5OH does not 
have absorptions at the ~3.00 eV (~400 nm) region and thus its contribution to the decay 
at ~400 nm can be safely discarded. On the other hand, Tables S3, S4, and S5 compile the 
excitations of A8OH, A8N9a and A8FORM, respectively. By inspection of the tables it 
can be concluded that all the species oxygenated at the C8 position have significant 
absorptions at the ~3.00 eV (~400 nm) region, independently from the number of states 
demanded in the SA-CASSCF procedure. Accordingly, these species are ascribed to the 
experimental decay recorded at ~400 nm.1  
 
Table S3. CASPT2 vertical absorption energies (VAEs) and associated oscillator 
strengths (f) computed with different number of roots for A5OH system. 






















D1 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 
D2 2.73 0.001 2.73 0.001 2.73 0.001 2.74 0.001 2.74 0.001 
D3 2.75 0.001 2.74 0.002 2.73 0.002 2.75 0.002 2.75 0.002 
D4 3.66 0.010 3.60 0.002 3.55 0.059 3.50 0.010 3.50 0.010 
D5 3.70 0.055 3.74 0.063 3.69 0.000 3.70 0.056 3.71 0.055 
D6 3.88 0.002 3.87 0.000 3.89 0.002 3.88 0.002 3.88 0.002 
D7 3.92 0.000 3.94 0.010 3.96 0.010 3.93 0.000 3.93 0.000 
D8 4.78 0.003 4.68 0.000 4.73 0.032 4.49 0.015 4.50 0.016 
D9   4.75 0.036 4.74 0.003 4.72 0.037 4.73 0.037 
D10     5.09 0.013 4.78 0.005 4.78 0.005 
D11       4.87 0.026 4.82 0.026 
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Table S4. CASPT2 vertical absorption energies (VAEs) and associated oscillator 
strengths (f) computed with different number of roots for A8OH system. 














D1 0.00 - 0.00 - 0.00 - 0.00 - 0.00 - 
D2 2.53 0.002 2.50 0.002 2.49 0.002 2.49 0.002 2.51 0.002 
D3 2.70 0.001 2.71 0.001 2.71 0.001 2.71 0.001 2.71 0.001 
D4 3.18 0.001 3.20 0.001 3.21 0.001 3.21 0.000 3.21 0.000 
D5 3.23 0.001 3.24 0.001 3.24 0.000 3.24 0.001 3.24 0.001 
D6 3.47 0.025 3.66 0.018 3.61 0.077 3.66 0.020 3.58 0.020 
D7 3.64 0.101 3.70 0.065 3.68 0.019 3.70 0.081 3.66 0.081 
D8 4.12 0.018 3.84 0.068 3.94 0.051 3.89 0.048 4.07 0.048 
D9   5.01 0.009 5.02 0.009 4.73 0.000 4.73 0.000 
D10     5.04 0.000 5.02 0.031 5.02 0.031 
D11       5.03 0.009 5.03 0.009 
D12         5.86 0.041 
 
 
Table S5. CASPT2 vertical absorption energies (VAEs) and associated oscillator 
strengths (f) computed with different number of roots for A8N9a system. 











D1 0.00 - 0.00 - 0.00 - 0.00 - 
D2 1.67 0.005 1.63 0.006 1.63 0.005 1.67 0.004 
D3 1.93 0.012 1.94 0.012 1.94 0.012 1.93 0.012 
D4 2.21 0.004 2.19 0.004 2.19 0.004 2.21 0.004 
D5 3.14 0.013 3.12 0.013 3.13 0.013 3.14 0.011 
D6 3.44 0.000 3.40 0.000 3.46 0.000 3.44 0.007 
D7 3.49 0.010 3.49 0.006 3.59 0.002 3.49 0.000 
D8 3.51 0.001 3.81 0.017 3.67 0.048 3.51 0.048 
D9   4.03 0.038 3.80 0.011 4.13 0.006 
D10     4.48 0.003 4.17 0.009 
D11       4.46 0.002 
D12       5.12 0.024 
 





Table S6. CASPT2 vertical absorption energies (VAEs) and associated oscillator 
strengths (f) computed with different number of roots for A8FORMa system. 











D1 0.00 - 0.00 - 0.00 - 0.00 - 
D2 2.18 0.002 2.16 0.002 2.14 0.002 2.13 0.002 
D3 2.49 0.005 2.49 0.006 2.51 0.005 2.50 0.006 
D4 2.83 0.000 2.82 0.000 2.85 0.000 2.85 0.000 
D5 3.28 0.002 3.29 0.002 3.29 0.003 3.30 0.001 
D6 3.45 0.004 3.41 0.004 3.41 0.004 3.44 0.005 
D7 3.59 0.116 3.62 0.114 3.61 0.116 3.62 0.110 
D8 3.62 0.046 3.63 0.041 3.66 0.039 3.64 0.045 
D9   4.02 0.001 4.08 0.001 4.11 0.001 
D10     4.92 0.009 4.42 0.083 
D11       4.69 0.003 




Table S7. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A4OH. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8127547 0.00 - - 1.76 
D2 -541.7324572 2.18 567 0.009 1.05 
D3 -541.7317971 2.20 563 0.002 2.25 
D4 -541.6978091 3.13 396 0.005 0.99 
D5 -541.6908331 3.32 374 0.000 1.74 
D6 -541.6852467 3.47 357 0.015 3.45 
D7 -541.6792887 3.63 341 0.058 4.05 
D8 -541.6685825 3.92 316 0.033 3.09 
D9 -541.6653995 4.01 309 0.010 2.07 
D10 -541.6532424 4.34 286 0.011 1.85 
 





Table S8. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A5OH. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8146239 0.00 - - 3.18 
D2 -541.7141862 2.73 454 0.001 3.07 
D3 -541.7141142 2.73 453 0.002 2.83 
D4 -541.6840389 3.55 349 0.059 3.12 
D5 -541.6790458 3.69 336 0.000 3.44 
D6 -541.6715263 3.89 318 0.002 3.15 
D7 -541.6690543 3.96 313 0.010 3.30 
D8 -541.6409246 4.73 262 0.032 2.86 
D9 -541.6403451 4.74 261 0.003 3.39 





Table S9. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A•+. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -465.907119 0.00   2.48 
D2 -465.8704734 1.00 1243 0.001 0.95 
D3 -465.8383131 1.87 662 0.012 1.67 
D4 -465.8299126 2.10 590 0.000 1.71 
D5 -465.8122852 2.58 480 0.073 4.72 
D6 -465.7961327 3.02 411 0.000 3.41 
D7 -465.7706475 3.71 334 0.091 1.55 
D8 -465.7636076 3.91 317 0.168 3.01 
D9 -465.7519902 4.22 294 0.000 0.35 
D10 -465.7376276 4.61 269 0.012 3.47 
 
 





Table S10. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of ANH. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -465.5373157 0.00   3.94 
D2 -465.4730784 1.75 709 0.001 1.80 
D3 -465.4661427 1.94 640 0.003 4.30 
D4 -465.4525286 2.31 537 0.015 5.05 
D5 -465.4360066 2.76 450 0.019 5.75 
D6 -465.4304878 2.91 427 0.000 5.45 
D7 -465.3941358 3.90 318 0.000 4.61 
D8 -465.3836042 4.18 296 0.005 5.64 
D9 -465.3792893 4.30 288 0.098 6.88 





Table S11. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A2C. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -465.5291938 0.00 - - 3.47 
D2 -465.3949992 3.65 340 0.000 7.29 
D3 -465.3863687 3.89 319 0.005 2.24 
D4 -465.3788002 4.09 303 0.000 2.94 
D5 -465.378148 4.11 302 0.003 5.36 
D6 -465.3714263 4.29 289 0.000 5.18 
D7 -465.3661716 4.44 279 0.007 2.05 
D8 -465.3510942 4.85 256 0.003 3.29 
D9 -465.3438777 5.04 246 0.001 2.34 
D10 -465.3392672 5.17 240 0.003 4.72 
 
 




Table S12. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8OH. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8433118 0.00 - - 2.54 
D2 -541.7518813 2.49 498 0.002 3.51 
D3 -541.743681 2.71 457 0.001 1.68 
D4 -541.7251994 3.21 386 0.001 1.60 
D5 -541.724176 3.24 382 0.000 3.67 
D6 -541.7106906 3.61 344 0.077 1.42 
D7 -541.7079889 3.68 337 0.019 2.44 
D8 -541.6983415 3.94 314 0.051 0.84 
D9 -541.6587164 5.02 247 0.009 1.12 





Table S13. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8ZW. Geometry 
optimized with the DFT/M06-2X method. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8145326 0.00 - - 7.55 
D2 -541.7806949 0.92 1347 0.002 4.55 
D3 -541.7674072 1.28 967 0.004 3.39 
D4 -541.7589325 1.51 819 0.021 5.51 
D5 -541.7250284 2.44 509 0.001 7.29 
D6 -541.6894782 3.40 364 0.006 6.61 
D7 -541.683093 3.58 347 0.003 7.43 
D8 -541.6724491 3.87 321 0.001 9.78 
D9 -541.6663486 4.03 307 0.095 6.20 
D10 -541.6635958 4.11 302 0.064 5.62 
 
 





Table S14. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8N9a. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8287091 0.00 - - 3.23 
D2 -541.7689174 1.63 762 0.005 2.52 
D3 -541.7574006 1.94 639 0.012 3.07 
D4 -541.7481364 2.19 566 0.004 5.86 
D5 -541.7137372 3.13 396 0.013 4.53 
D6 -541.7014978 3.46 358 0.000 5.42 
D7 -541.6968716 3.59 346 0.002 6.32 
D8 -541.6938542 3.67 338 0.048 4.59 
D9 -541.6890245 3.80 326 0.011 3.02 





Table S15. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8N9b. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8300397 0.00 - - 3.01 
D2 -541.7710699 1.60 773 0.008 3.43 
D3 -541.7578847 1.96 631 0.010 2.70 
D4 -541.7498033 2.18 568 0.004 5.06 
D5 -541.7155671 3.11 398 0.013 4.10 
D6 -541.7031741 3.45 359 0.000 6.26 
D7 -541.7026239 3.47 358 0.026 5.30 
D8 -541.6948241 3.68 337 0.008 4.93 
D9 -541.6663946 4.45 278 0.005 2.44 
D10 -541.6657418 4.47 277 0.031 3.11 
 
 





Table S16. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8FORMa. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8433939 0.00 - - 1.41 
D2 -541.7648253 2.14 580 0.002 2.63 
D3 -541.7512837 2.51 495 0.005 2.37 
D4 -541.7386558 2.85 435 0.000 2.90 
D5 -541.7224127 3.29 377 0.003 2.17 
D6 -541.7181897 3.41 364 0.004 4.70 
D7 -541.7106929 3.61 343 0.116 2.45 
D8 -541.708976 3.66 339 0.039 2.15 
D9 -541.6933886 4.08 304 0.001 4.26 





Table S17. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8FORMb. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.842438 0.00 - - 0.74 
D2 -541.7641347 2.13 582 0.008 2.36 
D3 -541.7489742 2.54 488 0.010 1.92 
D4 -541.7374521 2.86 434 0.004 2.86 
D5 -541.7210727 3.30 375 0.013 1.66 
D6 -541.7166044 3.42 362 0.000 5.05 
D7 -541.7117453 3.56 349 0.031 1.80 
D8 -541.7056991 3.72 333 0.026 1.55 
D9 -541.7019329 3.82 324 0.008 3.09 
D10 -541.6643924 4.84 256 0.005 2.01 
 
 





Table S18. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8EN. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -541.8206957 0.00 - - 1.70 
D2 -541.7532817 1.83 676 0.013 1.52 
D3 -541.7516461 1.88 660 0.016 2.31 
D4 -541.7406654 2.18 569 0.008 2.51 
D5 -541.7054288 3.14 395 0.017 2.16 
D6 -541.6913481 3.52 352 0.000 3.54 
D7 -541.6729308 4.02 308 0.016 2.22 
D8 -541.6676435 4.16 298 0.078 3.60 
D9 -541.6569637 4.46 278 0.016 0.82 





Table S19. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8C8.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -542.4866329 0.00 - - 3.37 
D2 -542.3164962 4.63 268 0.001 6.13 
D3 -542.3114205 4.77 260 0.000 5.46 
D4 -542.2968634 5.16 240 0.015 3.07 
D5 -542.292534 5.28 235 0.010 1.61 
D6 -542.2851533 5.48 226 0.834 5.34 
D7 -542.2846674 5.50 226 0.001 3.06 
D8 -542.2724583 5.83 213 0.254 2.05 
D9 -542.262672 6.09 203 0.007 2.39 
D10 -542.244884 6.58 188 0.001 2.21 
 
 





Table S20. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of HA.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
S0 -542.4682001 0.00 - - 3.75 
S1 -542.2940601 4.74 262 0.012 3.85 
S2 -542.2828784 5.04 246 0.003 2.40 
S3 -542.2768605 5.21 238 0.019 6.75 
S4 -542.2749983 5.26 236 0.012 2.24 
S5 -542.2687885 5.43 228 0.671 6.34 
S6 -542.2480317 5.99 207 0.265 5.13 
S7 -542.2391979 6.23 199 0.004 2.34 
S8 -542.2344978 6.36 195 0.003 1.56 





Table S21. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of 8-oxoAoh. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
S0 -541.2997651 0.00 - - 2.73 
S1 -541.1208487 4.87 255 0.002 2.64 
S2 -541.1148247 5.03 246 0.003 5.04 
S3 -541.1137565 5.06 245 0.165 1.65 
S4 -541.1002488 5.43 228 0.008 1.45 
S5 -541.0767881 6.07 204 0.219 3.73 
S6 -541.0712897 6.22 199 0.301 1.11 
S7 -541.0676131 6.32 196 0.031 3.06 
S8 -541.0636251 6.43 193 0.002 2.51 
S9 -541.0563284 6.62 187 0.004 3.81 
 
 





Table S22. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of 8-oxoAco. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
S0 -541.3108893 0.00 - - 2.38 
S1 -541.1395502 4.66 266 0.028 2.30 
S2 -541.1234155 5.10 243 0.045 4.47 
S3 -541.1224135 5.13 242 0.001 2.85 
S4 -541.1166677 5.28 235 0.015 4.08 
S5 -541.1052015 5.60 222 0.556 4.39 
S6 -541.0925079 5.94 209 0.377 2.06 
S7 -541.0770027 6.36 195 0.010 2.01 
S8 -541.0731368 6.47 192 0.000 3.63 





Table S23. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of FAPyA. 
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
S0 -542.4866329 0.00 - - 1.01 
S1 -542.3164962 4.63 268 0.001 1.44 
S2 -542.3114205 4.77 260 0.000 1.01 
S3 -542.2968634 5.16 240 0.015 2.84 
S4 -542.292534 5.28 235 0.010 2.38 
S5 -542.2851533 5.48 226 0.834 1.97 
S6 -542.2846674 5.50 226 0.001 1.83 
S7 -542.2724583 5.83 213 0.254 1.38 
S8 -542.262672 6.09 203 0.007 2.18 
S9 -542.244884 6.58 188 0.001 3.24 
 
 







Table S24. Mulliken atomic spin densities (> 0.10) of the A4OH, A5OH, A8OH, A8N9a 
A•+, and ANH compounds computed at the DFT/M06-2X-(PCM) level. Estimated ∆E‡ for 
the reaction with O2 at each position are also summarized. 




C5 0.55 6.21 
C8 0.22 7.56 
A5OH 
C2 0.41 3.92 
C4 0.35 2.76 
C6 0.20 3.59 
N6 0.14 -a 
A8OH 
C2 0.19 10.61 
C4 0.15 15.18 
C6 0.13 14.71 
N7 0.48 15.97 
A8N9a 
C5 0.50 11.10 
N9 0.50 13.63 
ANH 
C5 0.33 19.00 
C8 0.16 17.90 
N1 0.16 31.78 
N3 0.24 31.00 
N6 0.59 12.91 
A•+ 
C5 0.27 20.11 
C8 0.21 18.40 
N3 0.17 26.30 
N6 0.29 -a 
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Table S25. λ reorganization energies (kcal/mol) of the studied one-electron reactions 
computed with the CCSD(T)-(PCM)//M06-2X-(PCM) approach. Structures of the species 
are also shown (only protonation at the most favorable position have been considered). 
Reactions 
(Initial state → Final state) 
Final state at initial 
state geometry (a.u.) 
Final state at final 
state geometry (a.u.) λ 
 
-465.6281224 -465.633088 3.12 
 
-541.5579329 -541.5637878 3.67 
 
-541.5074054 -541.525002 11.04 
 
-541.5369433 -541.5552494 11.49 
 
-466.119935 -466.1300007 6.32 
 
-541.9731172 -541.9788806 3.62 
 
-541.9023000 -541.9323837 18.89 
 
-541.9582274 -541.9718985 8.58 





Table S26. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8OH+.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
S0 -541.5917968 0.00 - - 3.27 
S1 -541.5162513 2.06 603 0.010 1.70 
S2 -541.5011538 2.47 503 0.161 3.51 
S3 -541.4692858 3.33 372 0.001 2.81 
S4 -541.4374549 4.20 295 0.005 2.50 
S5 -541.427867 4.46 278 0.032 2.41 
S6 -541.4068609 5.03 246 0.000 2.45 
S7 -541.4054769 5.07 245 0.001 4.08 
S8 -541.4022024 5.16 240 0.001 2.48 





Table S27. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8N9+.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
S0 -541.5405476 0.00 - - 1.67 
S1 -541.4791969 1.67 743 0.001 5.80 
S2 -541.4466071 2.56 485 0.051 6.44 
S3 -541.4405206 2.72 456 0.004 2.11 
S4 -541.4329697 2.93 424 0.004 2.19 
S5 -541.4202129 3.27 379 0.005 2.33 
S6 -541.3971947 3.90 318 0.006 3.69 
S7 -541.3825684 4.30 288 0.004 5.36 
S8 -541.3822042 4.31 288 0.000 4.18 
S9 -541.3817388 5.43 228 0.132 3.11 
 
 





Table S28. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8FORM+.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
S0 -541.5821796 0.00 - - 2.35 
S1 -541.5129637 1.88 658 0.069 2.10 
S2 -541.5051179 2.10 591 0.086 2.25 
S3 -541.4756835 2.90 428 0.001 3.40 
S4 -541.4558725 3.44 361 0.001 3.65 
S5 -541.4417794 3.82 325 0.000 4.10 
S6 -541.4322746 4.08 304 0.006 2.01 
S7 -541.4243044 4.30 289 0.002 2.07 
S8 -541.4228448 4.34 286 0.026 2.23 





Table S29. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8OHH+.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -542.207731 0.00 - - 5.49 
D2 -542.1093633 2.68 463 0.057 6.22 
D3 -542.1091399 2.68 462 0.002 5.04 
D4 -542.0977342 2.99 414 0.011 5.49 
D5 -542.0914215 3.16 392 0.065 3.26 
D6 -542.067534 3.81 325 0.057 5.76 
D7 -542.0566415 4.11 302 0.002 4.80 
D8 -542.0321925 4.78 260 0.004 3.27 
D9 -542.0269069 4.92 252 0.066 5.61 
D10 -542.0062016 5.48 226 0.004 4.80 
 
 





Table S30. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8N9H+.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -542.1873473 0.00 - - 3.31 
D2 -542.141965 1.23 1004 0.022 3.38 
D3 -542.1392499 1.31 947 0.001 5.22 
D4 -542.1073698 2.18 570 0.000 1.93 
D5 -542.0932587 2.56 484 0.001 2.20 
D6 -542.085667 2.77 448 0.023 3.30 
D7 -542.061581 3.42 362 0.121 2.56 
D8 -542.0380287 4.06 305 0.063 3.26 
D9 -542.0283279 4.33 287 0.010 3.09 





Table S31. CASPT2 vertical absorption energies (VAEs), oscillator strengths (f) and 
CASSCF dipolar moment modules |µ| of the electronic states of A8FORMH+.  
CASPT2 state Energy (au) VAE (eV) λ (nm) f |µ| (D) 
D1 -542.2083996 0.00 - - 6.31 
D2 -542.1603104 1.31 947 0.001 5.08 
D3 -542.1187045 2.44 508 0.001 4.95 
D4 -542.1077734 2.74 453 0.018 5.92 
D5 -542.1040018 2.84 436 0.007 6.01 
D6 -542.0945574 3.10 400 0.125 6.09 
D7 -542.085123 3.35 370 0.128 6.73 
D8 -542.0633074 3.95 314 0.001 7.92 
D9 -542.0498529 4.31 287 0.001 5.50 
D10 -542.0354383 4.71 263 0.022 4.37 
 
 





Figure S1. CASSCF natural orbitals that compose the active space used in the calculation 
of A8OH vertical absorption energies. 
 





Figure S2. CASSCF natural orbitals that compose the active space used in the calculation 
of ANH vertical absorption energies. 
 





Figure S3. CASSCF natural orbitals that compose the active space used in the calculation 
of A8N9a vertical absorption energies. 




Figure S4. M06-2X-(PCM) energetics of TS4 solvated with 7 water molecules, 
corresponding to the addition of ·OH to the C4 position of A. The Mulliken charges of the 
C4 and C5 atoms are -1.24 and 0.48, respectively. The water molecule containing the Hw 
atom was added after convergence of the TS4 structure with 6 water molecules. 
 
 
Figure S5. M06-2X-(PCM) energetics of TS5 solvated with 7 water molecules, 
corresponding to the addition of ·OH to the C5 position of A. The Mulliken charges of the 
C4 and C5 atoms are 0.13 and -0.52, respectively. The water molecule containing the Hw 
atom was added after convergence of the TS5 structure with 6 water molecules. 








Figure S6. M06-2X-(PCM) energetics of the unimolecular ring-opening tautomerization 
of HA (left-hand side) to FAPyA (right-hand side). 
 




Figure S7. IRC computations on the on the A8OH ··· 3 H2O → A8ZW ··· 3 H2O 
transformation computed with the DFT/M06-2X method. The radius of the hypersphere 




Figure S8. Relaxed scan on the C6−C5−N7−H dihedral angle of A8N9 computed with 
the DFT/M06-2X-(PCM) method. 










Figure S10. Relaxed scan of the C8−OO coordinate of A4OH computed with the 
DFT/M06-2X-(PCM) method. 










Figure S12. Relaxed scan of the C4−OO coordinate of A5OH computed with the 
DFT/M06-2X-(PCM) method. 










Figure S14. Relaxed scan of the C2−OO coordinate of A8OH computed with the 
DFT/M06-2X-(PCM) method. 










Figure S16. Relaxed scan of the C6−OO coordinate of A8OH computed with the 
DFT/M06-2X-(PCM) method. 










Figure S18. Relaxed scan of the C5−OO coordinate of A8N9a computed with the 
DFT/M06-2X-(PCM) method. 










Figure S20. Relaxed scan of the C5−OO coordinate of ANH computed with the 
DFT/M06-2X-(PCM) method. 










Figure S22. Relaxed scan of the N1−OO coordinate of ANH computed with the 
DFT/M06-2X-(PCM) method. 










Figure S24. Relaxed scan of the N6−OO coordinate of ANH computed with the 
DFT/M06-2X-(PCM) method. 










Figure S26. Relaxed scan of the C8−OO coordinate of A•+ computed with the DFT/M06-
2X-(PCM) method. 




Figure S27. Relaxed scan of the N3−OO coordinate of A•+ computed with the DFT/M06-
2X-(PCM) method. 
Tautomerization from HA to FAPyA 
 Scheme S1 shows the three tautomerization mechanisms: i) ring opening 
through C8-N9 bond breaking followed by H transfer from the oxygen atom to the N9 
position, ii) protonation at N9 position followed by deprotonation from the oxygen atom, 
and iii) deprotonation from the oxygen atom followed by protonation at the N9 position. 
The TS structure and IRC calculations corresponding to the unimolecular ring opening 
of HA (route i) are displayed in Figure S6. 
 
Scheme S1. Tautomerization processes of HA to the more stable FAPyA compound. ∆G 
and ∆G‡ values (kcal/mol) are computed with the M06-2X(PCM) method and are relative 
to HA. 
6. Results - Paper V 
 
229 
β-fragmentation of the C8-N9 bond of A8OH 
β-fragmentation of the C8-N9 bond (see Scheme S2) gives rise to the 
intermediate A8EN, which is significantly less stable than A8OH as reported by Naumov 
and von Sonntag.2 The process is expected to be slow (∆G‡ = 24.73 kcal/mol), and recent 
calculations on G8OH radical have shown that the complexation with a water molecule 
does not significantly decrease the barrier height.3 For this reason, breakage of the C8-N9 
bond of A8OH is considered a minor pathway. A8EN has three D1 → D2, D1 → D3 and 
D1 → D4 transitions at 676, 660 and 569 nm with associated f of 0.013, 0.016, and 0.008, 
respectively (see Table S18). These vertical absorptions at long wavelengths (yellow − red 
region) may contribute to the broad band recorded at ~520-650 nm.1 On the other hand, 
A8EN has also a D1 → D2 transition at 395 nm which might contribute to the decay 
recorded at ~400 nm. Reduction of A8EN yields the closed-shell A8ENH, a less stable 
tautomer of FAPyA (see Scheme S2). 
 
Scheme S2. Ring opening reaction of A8OH and further reduction to A8ENH. G and G‡ 
values (kcal/mol) are computed with the M06-2X(PCM) method and are relative to the A 
+ ·OH reactants at infinite distance, whereas vertical absorptions (λ, nm) are calculated 
with the CASPT2//CASSCF protocol. ∆G of AENH is computed according to the 
equation A + ·OH + ·H → A8ENH. 
 
A8OH radical tautomerization through 1,2 H-shift 
It has been suggested that A8OH can undergo a 1,2 H-shift from the C8-H 
position to the N-centered radical at N7.4 This possibility has been explored theoretically 
and the results are displayed in Scheme S3. Two mechanisms have been considered: a) a 
water-assisted H transfer from the C8 position to the N7 atom to form A8C8 and b) 
formation of A8ZW followed by 1,2 H shift from the C8 position to the O atom. The high 
reaction barriers and the instability of A8C8 make this routes too slow to be competitive 
in the formation of 8-oxoA and/or FAPyA. Regarding the spectroscopy of the A8C8 
radical, this compound absorbs at particularly high energies (above 4.63 eV, see Table 
S19) and cannot be tracked by UV-Vis transient absorption spectroscopy. 




Scheme S3. 1,2 H-shifts of A8OH to produce A8C8 radical. ∆G and ∆G‡ (kcal/mol) are 
computed with the M06-2X-(PCM) method, whereas vertical absorptions (λ, nm) are 




Transformation of A8FORMH+ to A8N9H+ in acid conditions 
 
 
Scheme S4. Energetics of the water-assisted hydrogen transfer from A8FORMH+ to 
A8N9H+ (expected at acid pHs). ∆G and ∆G‡ parameters (kcal/mol) are computed with 
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X-ray crystal structure of AAA-TEMPO, ellipsoids shown at 30% probability levels. CCDC 
1444537 contains the supplementary crystallographic data for this paper. These data are 
provided free of charge by The Cambridge Crystallographic Data Centre. The AAA-
TEMPO probe consists of a multicrystal containing two structures. The major structure is 
C2/c and the minor has a monoclinic P21 structure. There are two independent 
molecules in the asymetric unit of the primitive cell. One of them presents a disorder in 
the ester group zone, the refined final values of the two disordered positions are 














Table S1. Details on the CAS for the ground-state geometry optimizations and excited-
state calculations. 
 
Compound # Active electrons 
# MOs in the active 
space 
Nature of the MOs 
Ground-state geometry optimization 
I 6 6 3 π, 3 π∗ 
II 6 6 3 π, 3 π∗ 
Ia 5 5 3 π, 2 π∗ 
IIa 5 5 3 π, 2 π∗ 
Vertical absorption energies 
I 16 11 5 π, 3 nCO, 3 π* 
II 16 11 5 π, 3 nCO, 3 π* 
Ia 13 9 5 π, 2 nCO, 2 π* 












Table S2. Nature of the electronic transition, CASPT2 vertical absorption energies, 
oscillator strengths, and module of the CASSCF dipolar moments relative to the ground 
state (Δμ = |𝜇𝜇|RES – |𝜇𝜇|RGS) for the low-lying excited states of the studied species. The 
experimental absorption band maxima associated with the corresponding excited state 
are also shown. Abbreviations: gs = ground state, es = excited state 
 







gs → es 




I S1 nCO1 → π1∗ 
(pivaloyl group) 
4.11 (302) 0.00004 -0.02 4.35 (285) 
 S2 nCO2 → π2∗ 
(uracil ring) 
5.30 (234) 0.00072 0.38  
 S3 π1 → π2* 
(uracil ring) 
6.17 (201) 0.15479 0.24  
II S1 nCO1 → π1∗ 
(pivaloyl group) 
3.93 (315) 0.00004 -0.32 3.93 (315) 
 S2 nCO2 → π2∗ 
(thymine ring) 
5.19 (239) 0.00126 0.39  
 S3 π1 → π2* 
(thymine ring) 
6.06 (205) 0.07082 -0.39  
Ia D2 nCO1 → πSONO 2.57 (482) 0.00019 -1.42  
 D3 π1 → πSONO 3.21 (386) 0.02173 -2.84 2.95-3.10 
(400-420) 
 D4 π2 → πSONO 3.62 (342) 0.00290 5.82  
IIa D2 nCO1 → πSONO 2.74 (453) 0.00024 -1.20  
 D3 π1 → πSONO 3.35 (370) 0.02372 -3.04 3.54-3.10 
(350-400) 
 D4 π2 → πSONO 3.82 (325) 0.00235 5.06  
       









Figure S2A: Steady state fluorescence of an acetonitrile solution of AAA in the presence 
of increasing amounts of 4-OH-TEMPO (from 0 to 1.8 mM), λexc= 365 nm. Inset: Stern-
Volmer plot 
 




Figure S2B: Kinetic curves of an acetonitrile solution of AAA in the presence of increasing 




Figure S3: Steady state fluorescence of AAA-TEMPO (0.03 mM) in the presence of the 
radical initiator 2,2’-azobis(2-amidinopropane) dihydrochloride (AAPH, 0.03 mM ) at 
100ºC, compared to AAA and AAA-TEMPO alone (λexc= 365 nm) 





Figure S4. Emission spectra of an N2-bubbled acetonitrile solution of AAA-TEMPO 
irradiated at λ= 300 nm alone (A) or in the presence of 2 (B). Ratio I/I0 as a function of 
irradiation time for AAA-TEMPO alone (violet), or in the presence of 1 (blue) or 2 (orange) 
(C). 






Figure S5: SIM at m/z 978 (up) and 992 (bottom) of an irradiated sample of N2 bubbled 
solution of AAA-TEMPO in the presence of 1 or 2, respectively. 
 
 








Figure S6. Transient absorption spectra for a deaerated acetonitrile solution of 1 (black 
















Figure S7. Natural orbitals included in the active space of the 
CASSCF/CASPT2 calculations for the 1b molecule. Similar orbitals have 
been obtained for the 2b compound. 







Figure S8. Natural orbitals included in the active space of the 
CASSCF/CASPT2 calculations for the 1c molecule. Similar orbitals have 
been obtained for the 2c compound. 
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I. <r2> values of the anion states as a function of the N-H 
distances 
 
TABLES SI-SXII. Spatial extension of the electron density <r2> (in au2) of the relevant 
anionic states computed for the N-H fragmentation channels of the canonical nucleobases. 
The <r2> value of the neutral ground state at the ground-state minimum of each nucleobase 
is also shown. Diff states are not displayed in Figures 4 and 5. 
Thymine N1-H cannel 
N-H distance 
(Å) σN1H
− diff1 diff2 π1− π2− 
0.99 194 214 191 140 142 
1.11 193 213 192 140 141 
1.23 189 212 192 139 141 
1.35 176 200 192 139  
1.47 170 198 193 139  
1.58 156 204 191   
1.70 153 221 221   
1.82 152 219 220   
⁞ ⁞     
3 148     
 Neutral gs     
0,99 121     
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Thymine N3-H cannel 
N-H distance 
(Å) σN3H
− diff1 diff2 π1− π2− 
0,99 193 213 191 139 140 
1,11 193 212 191 139 141 
1,23 193 201 198 139 142 
1,35 184 189 211 140 142 
1,47 167 195 212 140 141 
1,58 152 183 205   
1,70 147 196 196   
1,82 146 195 195   
⁞ ⁞     
3 144     
 Neutral gs     
0,99 121     
      
      
      
      
Cytosine N1-H cannel 
N-H distance 
(Å) σN1H
− diff π1− π2−  
0,99 172 183 117 119  
1,11 170 182 117 119  
1,23 160 177 116 117  
1,35 149 174 115 116  
1,47 144 172 115   
1,58 141 171    
1,70 139 182    
1,82 134 191    
⁞ ⁞     
3 130     
 Neutral gs     










Cytosine N7-H1 channel 
N-H 
distance (Å) σN7H1
− diff π1− π2−  
0,99 172 183 117 119  
1,11 171 182 118 119  
1,23 170 176 118 119  
1,35 165 168 116 118  
1,47 158 167 117   
1,58 140 175    
1,70 138 178    
1,82 136 181    
⁞ ⁞     
3 131     
 Neutral gs     
0,99 100     
 
 
Cytosine N7-H2 channel 
N-H 
distance (Å) σN7H2
− diff π1− π2−  
0,99 172 183 117 119  
1,11 172 182 117 119  
1,23 171 181 118 119  
1,35 175 171 119 118  
1,47 157 167 116   
1,58 138 173    
1,70 135 177    
1,82 134 180    
⁞ ⁞     
3 130     
 Neutral gs     
0,99 100     
 
 






cannel      
N-H distance 
(Å) σN9H
− diff π1− π2− π3− 
0,99 211 210 145 142 145 
1,11 208 210 145 142 145 
1,23 200 209 145 142 145 
1,35 187 209 147 142  
1,47 179 208 148 142  
1,58 175 206 144   
1,70 159 162    
1,82 158 161    
⁞ ⁞     
3 154     
 Neutral gs     
0,99 121     
 
 
Adenine N10-H11 channel 
N-H distance 
(Å) σN10H11
− diff π1− π2− π3− 
0,99 211 210 145 142 145 
1,11 211 208 147 142 145 
1,23 211 203 148 142 146 
1,35 211 194 150 143 146 
1,47 182 211 149 143 149 
1,58 160 213 152   
1,70 159 215 154   
1,82 158 217    
⁞ ⁞     
3 156     
 Neutral gs     
0,99 121     
 
 







     
N-H distance 
(Å) σN10H12
− diff π1− π2− π3− 
0,99 211 210 145 142 145 
1,11 211 208 146 142 145 
1,23 211 204 148 142 145 
1,35 211 198 148 143 145 
1,47 190 209 147 143 147 
1,58 167 214 155   
1,70 165 218 158   
1,82 163 221    
⁞ ⁞     
3 159     
 Neutral gs     
0,99 121     
 
 
Guanine N1-H cannel 
N-H 
distance (Å) σN1H
− diff1 diff2 π1− π2− π3− 
0,99 229 225 224 157 160 158 
1,11 227 225 224 157 160 159 
1,23 222 222 226  158 159 
1,35 160 226 225 158 160 159 
1,47 189 223 230 157 159  
1,58 178 228 217    
1,70 170 238 239    
1,82 169 238 238    
⁞ ⁞      
3 164      
Neutral gs      
0,99 133      
 
 





Guanine N9-H cannel 
N-H 
distance (Å) σN9H
− diff1 diff2 π1− π2− π3− 
0,99 231 223 224 157 161 164 
1,11 223 227 224 157 161 164 
1,23 213 228 226 157 161 164 
1,35 195 219 226 153 156 162 
1,47 185 216 226 149 154  
1,58 177 211 246    
1,70 170 239 239    
1,82 167 237 237    
⁞ ⁞      
3 167      
Neutral gs      
0,99 134      
 
 
Guanine N10-H11 channel 
N-H 
distance (Å) σN10H11
− diff1 diff2 π1− π2− π3− 
0,99 229 225 224 157 160 159 
1,11 227 226 224 158 160 159 
1,23 222 226 224 161 161 160 
1,35 214 225 225 164 162 166 
1,47 203 223 224 166 169  
1,58 188 225 222    
1,70 183 237 249    
1,82 179 241 245    
⁞ ⁞      
3 173      
Neutral gs      
0,99 133      
 
 





Guanine N10-H12 channel 
N-H 
distance (Å) σN10H12
− diff1 diff2 π1− π2− π3− 
0,99 229 225 224 157 160 159 
1,11 228 225 223 157 160 159 
1,23 226 226 221 157 160 159 
1,35 222 226 216 158 160 159 
1,47 212 225 211 157 161  
1,58 192 219 203    
1,70 185 227 208    
1,82 182 248 250    
⁞ ⁞      
3 174      
Neutral gs      
0,99 133      
 
 
II. Minimum energy path (MEP) curves of the π2− states 
 
 
FIG. S1. CASPT2//CASSCF MEP of the thymine π2− state. 





FIG. S2. CASPT2//CASSCF MEP of the cytosine π2− state. 
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he present research Thesis has been devoted to study DNA/RNA 
damage events that take place upon irradiation of living beings, 
focusing on the molecular mechanisms that mediate the chemical and 
photochemical transformations. Primary damage is characterized by light 
absorption and subsequent population of the excited states of DNA/RNA 
nucleobases, triggering a number of photoresponses. In particular, a 
detailed study on the theoretical characterization of the photophysical 
decay of thymine is provided in Paper I, with the specific goal to better 
understand the description given by multiconfigurational methods and 
quantify the impact of important computational parameters. The calibrated 
methodology has subsequently been used to appraise the different decay 
channels displayed by the guanine-cytosine/cytosine trimer, in which the 
formation of excimers competes with hydrogen transfer processes to 
deactivate the excited state (Paper II). The next studies have been focused 
on the molecular basis of secondary radiation damage, which is exerted by 
specific reactive species formed in DNA/RNA surroundings upon radiation 
energy transfer to water and other molecules. Considerable efforts have 
been devoted to the comprehension of the chemical reactions mediated by 
T 
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the OH radical, in particular the addition to pyrimidine (Paper III) and 
purine (Paper V) double bonds, giving rise to a variety of C-centered 
hydroxylated radicals. Multiconfigurational methods have been used to 
describe the optical properties of the mentioned radicals (Papers IV and V) 
and to characterize the corresponding photophysical and photochemical 
decay routes (Paper III). The obtained data have been used to assess the role 
of the NB radicals as potential chromophores and to rationalize the 
available transient absorption spectra. The optical properties of another 
type of radicals, produced by the addition of hydrogen atom to the C6 
position of uracil and thymine, have also been studied on the grounds of 
multiconfigurational calculations (Paper VI). Finally, the last group of 
studies tackle the hydrogen atom losses triggered upon attachment of 
ballistic LEEs to DNA/RNA nucleobases (Paper VII). Theoretical outcomes 
have allowed the rationalization of the ion yield curves recorded 
experimentally through determination of the contribution of the excited, 
valence-bound anion states to the experimental features. In the following 
subsections, we discuss in more detail the results of the Papers compiled in 
Chapter 6. 
7.1. Primary radiation damage to DNA/RNA nucleobase 
systems 
The photoresponse of DNA/RNA nucleobases upon UV light 
absorption has led to an outstanding plethora of scientific records over the 
last decades.21,23,30 It is not surprising, since the comprehension of the 
photoinduced phenomena in nucleic acids unveils not only the 
photostability mechanisms responsible of natural NBs selection,27 but also 
the extent of photochemical alterations that allow life evolution and, at the 
same time, important diseases like skin cancer.68  
7.1.1. CASSCF vs CASPT2 potential energy hypersurfaces of the 
π,π* state of thymine 
Experiments on the excited-state dynamics of thymine detect three 
types of signals in the sub-picosecond, few-picoseconds, and nanosecond 
timescales.23 Experimental and theoretical works support the ascription of 




through a ring-puckered CI with the ground state, whereas the other two 
features are assigned to the involvement of either dark nO,π* or triplet 
states, respectively.25,254 Paper I has therefore encompassed a deeper study 
of the most relevant excited-state decay of thymine, in particular the 
theoretical description of the bright π,π* PEH with the multiconfigurational 
CASSCF and CASPT2 methods. 
The influence of the following computational parameters has been 
studied: i) basis set, ii) convergence thresholds of the optimization 
procedure, iii) size of the CAS active space, iv) method to optimize the 
geometries, and v) method to describe the energies. Effect of parameters i), 
ii), and iii) was evaluated on the basis of the resulting geometries obtained 
after optimization with the CASSCF method. Regarding the basis set study, 
the 6-31G, 6-31G*, ANO-L 321/21, and ANO-L 432/21 basis sets were 
considered in the work. Only the 6-31G set leads to distinct results as 
compared to the other basis sets, yielding exclusively the planar 1(π,π*)min 
structure reported in previous studies.29 With the 6-31G*, ANO-L 321/21, and 
ANO-L 432/21 basis sets, optimization procedures give rise to different 
outcomes depending on the optimization procedure algorithms and the 
CAS active space size. When the whole π and π* valence space [10 electrons 
distributed in 8 MOs, hereafter (10,8) active space] composes the CAS, 
standard optimization procedures (see Section 5.1.1) also yield the 
mentioned planar 1(π,π*)min structure. Nevertheless, this minimum is 
surpassed by more exhaustive mappings of the PEH, like those carried out 
by optimization algorithms with tighter convergence thresholds and by 
MEP calculations, leading the system to the ring-puckered 1(π,π*/S0)CI 
structure. Finally, addition of three extra π* virtual orbitals [CAS space of 
(10,11)], capturing thus more electron correlation in the CASSCF wave 
function, exclusively yields the 1(π,π*/S0)CI geometry. 
Influence of parameters iv) and v) was assessed by comparing the 
CASSCF//CASSCF, CASPT2//CASSCF, and CASPT2//CASPT2 descriptions 
of the ππ* PEH critical points using the 6-31G* basis set and the 10in8 active 
space. Results are displayed in Figure 7.1. The three approaches produce a 
similar picture, in which the lowest-energy region of the PEH correspond to 
the 1(π,π*/S0)CI structure. Differences can only be noted in the structure of 
the intermediate minimum, which is planar with the CASSCF optimizations  




Figure 7.1 CASSCF//CASSCF, CASPT2//CASSCF, and CASPT2//CASPT2 energy 
diagrams of the key structures predicted to partake in the deactivation along the 
1(π,π*) state. Results obtained from excited-state geometry optimizations and MEPs 
with the (10,8) active space and the 6-31G* basis set. 
but twisted in the CASPT2 minimizations, topology differences that could 
be more important when performing non-adiabatic molecular dynamics 
simulations in which either the CASSCF or the CASPT2 methods are used, 
but not a combination of both like in the static description with the 
CASPT2//CASSCF protocol. For the latter analysis, the overall picture 
confirms the CASPT2//CASSCF description as a valid approximation to the 
more correlated CASPT2//CASPT2 scenario. 
Finally, the decay to the 1(nO,π*) state was also determined with the 
three CASSCF//CASSCF, CASPT2//CASSCF, and CASPT2//CASPT2 
protocols by including the whole valence orbitals in the active space (14,10) 
and the 6-31G* basis set. Results are shown in Figure 7.2. The first 
methodology provides a significantly different description with respect to 
the other two approaches. First, the π,π* state energy at the FC geometry is 
markedly overestimated with the CASSCF method, whereas both 1(π,π*) and 
1(nO,π*) states are degenerated at the CASPT2 level. Thus, non-adiabatic 





Figure 7.2 CASSCF//CASSCF, CASPT2//CASSCF, and CASPT2//CASPT2 energy 
diagrams of the key structures predicted to partake in the deactivation along the 
1(nO,π*) state. Results were obtained with the (14,10) active space and the 6-31G* 
basis set. 
number of trajectories ending up in the nO,π* state. Second, the 
CASSCF//CASSCF approach yields a large energy difference between the 
1(π,π*/nO,π*)CI and the twisted 1(nO,π*)min structures. Meanwhile, the 
CASPT2//CASPT2 approach provides much closer energies (<0.5 eV), 
suggesting possible recrossings back to the π,π* state therefore reducing the 
population trapping in the 1(nO,π*)min region. 
7.1.2. Competition between the intra-strand vs inter-strand 
excited-state decays in the G-C/C trimer 
 The CASPT2//CASSCF methodology has been demonstrated in 
Paper I to be adequate for the static description of the photoinduced events 
of DNA/RNA nucleobases. Several studies concerning the formation of 
excimers and subsequent pathways to form CPD,36,50,68 as well as excited-
state hydrogen-transfer processes,40,56,61 were previously conducted in the 
framework of the QCEXVAL group using the aforementioned methodology. 
Nevertheless, the competitive role of both mechanisms in a multimer NB 
system was still not understood. The question has been tackled in Paper II 
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by constructing a guanine-cytosine/cytosine model trimer (GC/C) by 
adding a fully π-stacked cytosine to the SDHT coordinates previously 
reported for the GC dimer.40 Thereby, the relative energy positions of the 
excited states localized in guanine (1GLE), over the C/C moiety (1CC), and of 
CT nature from guanine to cytosine (1CT), were computed with the 
CASPT2//CASSCF protocol and subsequently tracked along the SDHT 
photochemical reaction coordinate. Furthermore, the effect of the C/C 
stacking distance (R) and the role of triplet states were also evaluated using 
the same approach. In the following, first we will describe the CASPT2 
energy profiles obtained for R fixed at 3.4 Å, which is the average distance 
in natural B-DNA arrangements. Second, we will discuss the effects of 
varying R on the relative energies of the states. Finally, we will comment on 
the role of the triplet states. 
 
 
Figure 7.3 CASPT2 energy profiles of the ground state and low-lying singlet excited 
states mapped along the SDHT reaction coordinate of the GC/C trimer. The first 
point corresponds to the B-DNA geometry, whereas the following nine 
(WC↔INT↔TAU) belong to the SDHT mechanism. The C/C intermolecular 
distance R is 3.4 Å. Dotted arrows indicate possible photochemical decays. All 
energies are relative to the ground-state energy of the GC/C trimer at the B-DNA 
arrangement and include the BSSE correction. The points are connected by the 




Singlet PEHs computed at R = 3.4 Å are displayed in Figure 7.3. It 
can be readily seen that, at the WC structure, full stacking of the cytosine 
molecules highly stabilizes the 1CC state with respect to the B-DNA 
arrangement, where the overlap of the π-clouds is much smaller. 
Consequently, the formation of excimers (Route 1), which is mediated by the 
1CC state, is the most favorable decay channel at these coordinates. 
Meanwhile, the 1CT state, which drives the hydrogen transfer processes 
(Routes 2 and 3), is found at the same relative energy position as compared 
to the B-DNA arrangement. On the other hand, at the tautomer (TAU) 
region, the excimer formation is less favorable and therefore the hydrogen 
transfer becomes more competitive (Route 4) as compared to the situation 
in the WC area. The latter finding could be interpreted as a natural 
mechanism to prevent the accumulation of simultaneous lesions 
(tautomerization and CPD) in DNA. 
 Variations of the intermolecular distance between the cytosine 
molecules significantly change the relative importance between the 
excimer/SDHT decay channels. Thus, at short distances (R = 2.8 Å), the 
strong π-interaction considerably stabilizes the 1CC state at both WC and 
TAU regions. In such intermolecular dispositions, excimer formation 
prevails over hydrogen transfer processes. On the other hand, longer 
distances (R = 4.0 Å) have the opposite effect, the 1CC states are destabilized 
yielding equal competition between the routes at both WC and TAU zones. 
 Finally, the energetics of the triplet states were also evaluated on top 
of the coordinates defined by R = 3.4 Å with the aim to ascertain the role of 
triplet state population along the studied decays. Results are shown in 
Figure 7.4 (dashed lines). Whereas both 1CT and 3CT states are degenerated 
along all structures, the 1CC and the 3CC states exhibit a significant splitting 
of ~1 eV. It can be seen that excimer formation driven by the 3CC state at the 
WC and TAU regions (Routes 6 and 7) is favorable. However, population of 
triplet states through ISC processes between the singlet and triplet 
manifolds of DNA nucleobases is controversial, actually yielding very low 
SOCs between the 1CT and 3CT states in the present work. Instead, a more 
probable mechanism is provided by TET processes with adequate 
photosensitizers present in the surroundings. In this sense, structures that 
represent minima of triplet states (namely WC and TAU for the 3CC state, 
and INT for the 3CT), can be interpreted as energy thresholds for TET 
processes. In other words, a photosensitizer must have triplet states with 
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greater or equal energies than those of the mentioned structures in order to 
successfully transfer the energy. 
 
 
Figure 7.4 CASPT2 energy profiles of the ground state and the low-lying CC and CT 
singlet (solid lines) and triplet (dashed lines) states mapped along the SDHT 
reaction coordinate of the GC/C trimer. The first point corresponds to the B-DNA 
geometry, whereas the following nine (WC↔INT↔TAU) belong to the SDHT 
mechanism. The C/C intermolecular distance R is 3.4 Å. All energies are relative to 
the ground-state energy of the GC/C trimer at the B-DNA arrangement and include 
the BSSE correction. The points are connected by the nature of the electronic state 
(diabatic representation). 
7.2. Secondary radiation damage to DNA/RNA nucleobase 
systems. Oxidative stress conditions 
 As previously mentioned, radiation can also trigger chemical 
processes in which the light energy is used to produce high-energy 
intermediate species that are able to oxidize DNA/RNA nucleobases. The 
following theoretical works focuses on the study of OH radical addition to 




 7.2.1. Study of the •OH addition to uracil and photochemistry of 
the formed adduct at C6 position 
 The first study of the present group of works was motivated by 
discrepancies found in the literature related to the description of •OH 
additions to pyrimidines using DFT methods. Thereby, in many studies the 
C6 position was reported to be the preferred channel,90,94,95,97 although 
experimental evidences were unambiguously showing preference for 
addition at C5.91 With the aim to shed light on the regioselectivity of the 
reaction, the CASPT2//CASSCF protocol was used to describe the •OH 
additions to the C5 and C6 positions of uracil used as a model system of 
pyrimidines. The multiconfigurational results yielded a difference of ~3 
kcal/mol between both C5 and C6 TSs indicating preference for the C5 
channel. A possible reason of the more pronounced stability of the C5 TS 
structure can be the larger spin delocalization over the molecule, in addition 
to the polarized character of the C5=C6 double bond as suggested by von 
Sonntag.64 Reaction paths were also computed with the MP2, PMP2, and 
DFT/M06-2X methods. MP2 and PMP2 procedures yielded results in 
disagreement with the CASPT2 method, whereas DFT/M06-2X provided 
values in qualitative agreement, although featuring smaller differences 
between the barrier heights of both channels (0.6 kcal/mol). 
 Since transient absorption spectroscopy is an experimental 
technique widely used to detect and study the •OH adducts of NBs, and the 
photochemistry of such adducts remain totally unexplored, the main decay 
path of the C6 adduct of uracil (U6OH) was determined by means of the 
CASPT2//CASSCF and the PRPA approach. Theoretical results on the 
spectroscopy of the U6OH adduct, which will be discussed in more detail 
in the next section, determine the D3 state, of 2π2 character, as the brightest 
state among the low-lying excited states and it is able to absorb Vis light. 
Therefore, the most favorable decay channel was determined by performing 
MEP calculations from the FC region and subsequent explorations of the 
PEHs to locate and optimize doublet-doublet CI areas. Schematic results 
are displayed in the right-hand side of Figure 7.5. Two relevant minima, 
(2π2)min and (2nCO)min, were encountered in the corresponding PEHs. 
Significant barrier heights were characterized to access the non-adiabatic 
crossings, predicting thus certain fluorescence of the adducts, although 
experimental measurement has not been yet reported. 




Figure 7.5 Non-adiabatic photochemistry of U6OH compound after vis light 
absorption (not scaled). CASPT2 energies (eV) of the relevant points are shown. 
 During the CASPT2//CASSCF study of the aforementioned 
processes, the 2nOH state attracted our attention due to its intrinsic 
photodissociative nature. The reason is that it is formed through electron-
density transfer from a lone-pair orbital of the hydroxyl oxygen atom (nOH) 
to the π-like orbital centered at the C5 position (π1). Heterolytic bond 
breaking in the excited state can therefore yield the •OH and uracil systems, 
in which the py and pz orbitals of the hydroxyl oxygen atom are degenerated. 
To explore the possible photoregeneration process driven by the 2nOH state, 
CASPT2//CASSCF calculations on top of linearly interpolated coordinates 
between singular points of the thermal •OH addition reaction path were 
performed (see left-hand side of Figure 7.5). The (2π2/nOH)CI point, 
estimated at 3.40 eV, is accessed by means of C6-OH bond stretching. It 
remains as a minor channel, since the molecular gradients at the FC region 
point to a different region of the PEH considerably more stable than the 
(2π2/2nOH)CI point. Relaxed scan optimizations of the C6-OH coordinate 
from the (2π2)min, and on the 2π2 state, showed an estimated barrier of ca. 
0.7 eV (not published). In such a scenario, population of the lower 2nCO state 
through the corresponding (2π2/2nCO)CI or fluorescence from (2π2)min can be 
considered faster processes. However, certain percentage of U6OH 





7.2.2. Theoretical spectra of the •OH adducts of pyrimidine 
nucleobases and 5,6−dihydrouracil 
Due to their relevance, Paper IV is devoted to the study of the optical 
properties displayed by the •OH adducts of natural pyrimidine NBs (uracil, 
thymine, and cytosine) and the H atom abstraction products of 5,6-
dihydrouracil. Transient absorption spectroscopy has been extensively used 
in the detection and characterization of the •OH adducts of DNA/RNA 
nucleobases. Determination of the C5/C6 addition ratio has been, however, 
performed in the literature by means of the distinct redox properties 
displayed by the C5 and C6 adducts followed by product analysis (see Table 
1.2). Disentanglement of the optical contributions to the experimental 
spectra, which mainly consist in broad bands peaking at wavelength ranges 
from 340 to 441 nm,80,93 could not be carried out solely by experimental 
techniques. On the other hand, at the time we carried out the present study, 
theoretical works showed discrepancies in the assignations. Whereas ab 
initio methods, such as CASSCF102 and equation-of-motion CC 
procedures,103 suggested contributions of the C6 adducts, TD-DFT/B3LYP 
calculations reported absorption of both C5 and C6 radicals.90 
Due to the mentioned controversy, the CASPT2//CASSCF 
methodology was used to determine the optical properties of the adducts 
and unambiguously interpret the experimental recordings. Results clearly 
indicated that the C5 adducts absorb at higher energies than the C6 
products. In particular, the lowest-energy absorptions of U5OH, T5OH, and 
C5OH (see Figure 1.11) were determined at 302, 298, and 334 nm, 
respectively. In particular, the C6 products displayed bright states at vertical 
energies coincident with the experimental band maxima. Concretely, the 
2π2 states of U6OH, T6OH, and C6OH were computed at 406, 382, and 516 
nm, respectively, ascribing thus the C6 adducts as the most important 
contributors to the recorded optical bands. Only in the case of the •OH + 
cytosine reaction, some contributions of the lowest-lying absorption of 
C5OH could be expected. Absorbance of the compounds was explained in 
terms of the 2π1 → 2π2 transitions, which imply a redistribution of the spin 
density over the molecular ring.** Results were challenging because the 
                                                          
**Even though •OH addition breaks the pyrimidine molecular plane, the π-like 
symmetry MOs can still be identified in the adducts. 
Radiation damage to DNA/RNA nucleobases 
 
302 
reduced 5,6-dihydrouracil, which does not have a double C5=C6 bond, also 
showed experimental absorption at 405 nm. The optical feature could be 
explained due to the absorption of the radical formed upon abstraction of 
the hydrogen atom at C5 position (C5), which displayed a bright state at 382 
nm, whereas the other isomer detected in the experiments (C6) clearly 
absorbed at much shorter wavelengths (≤277 nm). 
Analysis of the data reported in Papers III and IV allows the 
establishment of the •OH adducts of pyrimidine NBs as potential 
chromophores in biological DNA/RNA systems. In principle, since the 
compounds can absorb vis light (~382−516 nm range), the excited state 
could be populated in living beings after oxidation of DNA/RNA 
pyrimidines exposed to sunlight or other vis light source which, in turn, 
increases the production of •OH radicals.62 The photochemical profile 
computed for U6OH predicts the presence of profound minima (see Figure 
7.5), which can act as traps of the excited state extending its lifetime and 
allowing photoreactions of the system. However, two facts decrease the 
relevance of this possibility: i) the absorption probability of the •OH adducts 
is low as compared to the parent aromatic pyrimidines and ii) the CI points 
lie below the FC excitation energy. 
7.2.3. Mechanism of the •OH addition to adenine and evolution 
of the formed adducts 
 As compared to pyrimidine NBs, purine systems display more 
complex transient absorption spectra and more branched reactions toward 
•OH. Paper V is therefore dedicated to the study of the •OH reactions with 
adenine as a model of the purine systems. 
 The optical features of the •OH reaction with adenine consist on 
three bands peaking at ~330, ~400, and ~620 nm, which display different 
time evolution.81 Hence, whereas the first and last signals increase their 
intensity at the microsecond scale, the ~400 nm band decreases its area. On 
the basis of these features and data from other experiments, Vieira and 
Steenken proposed that •OH addition to C4 and C8 positions of adenine 
were the main reaction channels, giving rise to the A4OH and A8OH 
radicals (see Figure 1.12). Thereby, the authors proposed that dehydration of 




ring opening reactions of A8OH accounted for the buildup at ~330 and ~620 
nm. However, later recordings of the dehydrogenated radical of adenine 
(ANH, see Figure 1.12) question the original interpretation since it has 
intense absorption at ~330 nm, which is the wavelength at which the A8OH 
breaking was tracked. Moreover, all theoretical works on the addition 
reactions determined the addition to the C5 atom as a more favorable 
channel than the C4 addition.99,110,111 Our purpose was therefore to 
disentangle the contributions of the adducts, and possibly other 
intermediates, to the registered optical bands, and to shed light on the 
regioselectivity of the additions. In order to do so, the DFT/M06-2X 
method, which was calibrated by comparison with CASPT2//CASSCF 
results (see Paper III), was selected to study the thermal reactions. 
Notwithstanding previous validations the energies were compared with 
accurate CCSD(T) calculations. Temperature and entropic effects were 
estimated by computing the G and G‡ energies, and the solvent effects were 
accounted for with the PCM model. On the other hand, the optical 
properties of the intermediates were determined with the 
CASPT2//CASSCF methodology. 
 The chemistry of the •OH addition to adenine was evaluated in light 
of two types of results: the thermal barrier heights, which indicated the 
relative presence of a given species in the reaction medium, and the vertical 
absorption energies, which allow direct comparisons with the experimental 
spectra and the time evolution of the optical densities. Furthermore, the 
behavior of the signals in presence of 3O2, a radical quencher, and upon 
changes in pH were also available in the literature, allowing richer 
comparisons between the theoretical and experimental data and a better 
comprehension of the molecular mechanisms. 
 Analysis of reaction paths indicated that additions to C5 and C8, to 
yield A5OH and A8OH, are the most favorable channels. Reaction 
energetics are displayed in Figure 7.6. The computed vertical absorption 
energies supported the ascription of the observed buildups at ~330 and ~620 
nm to the production of ANH by dehydration of A5OH. Meanwhile, A8OH 
radical undergo ring-opening reactions leading to a number of 8-
oxygenated radicals, which display absorptions at ~400 nm. The decay 
recorded at this wavelength was therefore assigned to the 
oxidation/reduction processes of the 8-oxygenated radicals A8OH, A8ZW, 
A8N9, and A8FORM (see Scheme 1 of Paper V, Section 6.5), to produce the 
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closed-shell 8-oxoA and FAPyA systems (see Figure 1.12), already noted in 
the experiments. The last two compounds absorb at energies equal to or 
greater than UVC.  
 
Figure 7.6 Energetics (in kcal/mol) of A4OH/A5OH dehydration and A8OH ring-
opening processes. Dashed lines are used to connect the Gibbs energies of two 
species. 
The mentioned interpretation of the optical signals was consistent 
with the reported O2 quenching rates.81 Thus, the energy barriers of the O2 
reaction to each position of A4OH, A5OH, A8OH, ANH, A•+, A8ZW and 
A8N9 were estimated by performing relaxed scan calculations along the 
corresponding C-OO reaction coordinates. The computations yielded faster 
reactions for the A4OH/A5OH quenching as compared to the trapping of 
8-oxygenated radicals, in coherence with previous interpretations of the 
optical signals.  
The pH dependences of the optical density buildups recorded at 
~330 and ~620 nm and the decay registered at ~400 nm81  are also consistent 
with the proposed mechanism. The buildup at ~330 nm, accelerated at both 
acid and basic pH, was explained on the basis of protonation of the –OH 
group and deprotonation at –NH2, respectively. On the other hand, the 
~400 nm component is slowed down at acid pH. This fact was rationalized 
on the basis of the acid catalysis of the ring-opening process, leading to 




more slowly oxidized to 8-oxoA according to the computed electron 
transfer G‡ and the necessary ring-closure process. Meanwhile, oxidation of 
the closed-ring radicals A8OH and A8ZW, which are more present at 
neutral pH, are oxidized in a faster manner. Experimental quantifications of 
8-oxoA as a function of pH support this interpretation.  
 All accumulated experimental and theoretical evidence point to the 
C5 and C8 additions as the most favorable routes. The yields of both A5OH 
and A8OH in solution were revised by computing the kinetic constants at 
the CCSD(T)/M06-2X and CCSD(T)-(PCM)//M06-2X-(PCM) levels, 
showing significant differences between the systems in vacuo and in 
solution. The former results yielded a much faster rate, k, for the C8 
addition, being almost the exclusive reaction channel. Conversely, solvation 
effects stabilize the TS of the C5 addition in a more extent than that of the 
TS for the C8 channel, giving a C5/C8 product ratio of 1.48. Taking into 
account that Vieira and Steenken quantified the •OH fixed at C8 position by 
product analysis in 18%, which corresponds to the A8OH quantity, the 
percentage of A5OH can be estimated to be 26.6%. We can therefore 
extrapolate the results to cellular nucleic acids, where the solvation is 
expected to be somewhere in between the in vacuo and the fully solvated 
scenarios.255 Situations with pronounced solvation will enhance addition to 
C5 position, yielding A5OH and subsequent dehydration to A•+. On the 
other hand, hydrophobic conditions will favor addition to C8 and 
subsequent production of 8-oxoA and FAPyA mutagens. 
7.3. Secondary radiation damage to DNA/RNA nucleobase 
systems. Reductive stress conditions 
Ionizing radiation breaks water molecules in the surroundings of 
nucleic acids, producing a number of species that induce reductive stress 
conditions able to damage DNA/RNA nucleobases. The present theoretical 
works are devoted to the study of the H atom adducts of pyrimidine NBs 
(Paper VI) and the DEA processes occurring in all DNA/RNA nucleobases 
(Paper VII). 
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7.3.1. Spectroscopy of the 5,6-dihydropyrimidin-5-yl radicals in 
non-aqueous media 
 Over the last decades, a great deal of work has been carried out to 
comprehend the DNA/RNA damage mechanisms,62-64 often studying model 
systems dissolved in water to reproduce biological conditions. Nevertheless, 
recent measurements have suggested that the microenvironment in nucleic 
acids is not completely solvated due to restrictions in the access of solvent 
molecules.255,256  
With the aim to better understand the optical properties of 
pyrimidine radicals in non-aqueous media, Paper VI tackles the synthesis of 
5,6-dihydropyrimidin-5-yl radical derivatives in THF (ε=7.4257) and 
subsequent experimental and theoretical characterization of the radical 
absorption spectra. The mentioned radicals are models of the adducts 
formed upon hydrogen atom addition to the C6 position of uridine and 
thymidine, in which the alcohol groups of the sugar moiety and the N3-H 
position of the NB are protected with the tert-butyldimethylsilyl (TBDMS) 
and N-2-trimethylsilylethyoxymethyl (SEM) groups, respectively, to 
enhance the lipophilicity of the system. The synthetic approach of the 
radicals is based on the substitution of the hydrogen atom at C5 position 
through deprotonation by lithium diisopropylamide (LDA) followed by 
nucleophilic substitution of pivaloyl chloride at low temperatures (−78 ºC). 
Subsequent irradiation of the pivaloyl-pyrimidine derivatives 1 and 2 (see 
Scheme 1 of Paper VI, Section 6.6) at 308 nm triggers the Norrish type I 
photoreaction that yields the 5,6-dihydrouracil-5-yl and 5,6-
dihydrothymin-5-yl radicals. 
Transient absorption recordings of the radicals show bands in the 
UVA-vis range with maxima peaking at ~400−420 and ~350−400 nm for 5,6-
dihydrouracil-5-yl and 5,6-dihydrothymin-5-yl species, respectively. The 
optical signals are rationalized on the basis of the vertical absorption 
energies computed with the CASPT2//CASSCF methodology on the model 
systems Ia and IIa (see Figure 7.7). Theoretical results reveal that 
absorptions are mainly caused by 2π → 2π transitions from doubly occupied 
π-like MOs to the π-like singly-occupied natural orbitals (SONOs), 
determined at 386 and 370 nm for 5,6-dihydrouracil-5-yl and 5,6-




structure are very similar as compared to those determined for the •OH 
addition of uracil, thymine and cytosine at the C6 position, previously 
reported in Paper IV. Therefore, the present Thesis has allowed the unified 
description of the optical properties of the mentioned NB radical derivatives 
at the molecular and electronic level, providing quantitative determinations 
of the vertical absorptions and relevant information about excited-state 
decay mechanisms, contributing then to the comprehension of the 
formation and detection of this DNA/RNA-damage mediators. 
 
Figure 7.7 Structures of the models I, Ia, II, and IIa used for the CASPT2//CASSCF 
calculations. Representation of the difference between the α and β spin densities 
obtained from the CASSCF wave functions between the ground D1 and excited D3 
states of Ia and IIa is also shown. Red and green colors indicate positive and 
negative spin densities, respectively. 
7.3.2. Dehydrogenations mediated by low-energy dissociative 
electron attachment processes in DNA/RNA nucleobases 
DNA/RNA nucleobases are unstable upon attachment of secondary 
electrons, i.e. certain energy is needed to generate the corresponding 
unstable transient anions.136,183 Subsequent evolution of the formed 
resonances involves the search of decay routes to dissipate the excess of 
energy. In the gas-phase, all DNA/RNA nucleobases except guanine 
undergo dehydrogenations from N−H positions, accounting for ~95% of the 
relaxation processes.142,146 Paper VII encompasses a theoretical study on the 
mentioned H atom loss phenomena through determination of several 
magnitudes by using the CASPT2//CASSCF computational protocol:153 i) 
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VEAs of the π1− and π2− states, ii) energy thresholds for the N-H 
dissociations, iii) spatial extension of the electron density (<r2>) of the low-
lying anionic states, and iv) energies of the PEH crossing points along the 
N−H coordinates, and v) minimum energy of the π2− state. 
Determination of vertical electron affinities (VEAs) allow to 
estimate which anion state (π1− or π2−) initiates the DEA processes as a 
function of the kinetic energy of incident electrons, since larger energies 
allow the population of higher anionic excited states. These estimations can 
be further bounded by determining, by means of MEP calculations, the 
equilibrium energy of the π2− state, which is interpreted as the minimum 
energy needed to populate the mentioned state. Meanwhile, quantification 
of the energy thresholds for the reactions NB + e- → (NB−H)− + H 
establishes the potential energy difference between products and reactants 
involved in the DEA processes. These energy differences must be provided 
by the incident electron motion and, consequently, can be interpreted as 
the minimum energy required to produce the fragmentations. Energy 
thresholds thus allow to interpret the recorded ion yield signals by 
discarding contributions of a given fragmentation with a larger energy 
threshold than that of the band energy. 
Interpretations of the CASPT2//CASSCF results are summarized in 
Table 7.1. In thymine, the π1− state mediates the N1−H dehydrogenation, 
whereas both π1− and π2− states can drive H atom loss from the N3−H 
position. For cytosine, theoretical results do not allow the disentanglement 
of the contributions to the broad band peaking at ~1.5 eV, since energy 
thresholds for the N1−H, N7−H1, and N7−H2 fragmentations lie in energies 
covered by the broad signal, and analysis of VEA and  (π2−)min energies 
indicates that both π1− and π2− states can trigger the DEA phenomena. 
Regarding adenine, the experimental ion yield function signal peaking at 
~1.0 eV can be mainly ascribed to H atom ablation from the N9−H position 
mediated by relaxation of the π1− state. The small shoulder observed at ~1.3 
eV can be interpreted on the basis of N9−H fragmentations occurring in the 
π2− state. On the other hand, the broad band centered at ~2.0 eV is 
rationalized as multiple contributions of N10−H11, N10−H12, and some N9−H 
ruptures on both π1− and π2− states. For guanine, the low-resolution broad 
band from ~1.5 to ~2.5 eV can be a mixture of N1−H, N9−H, N10−H11, and 




Table 7.1 Interpretations of the most relevant bands of the (NB−H)− anion yield 
curves of the five DNA/RNA nucleobases based on the CASPT2//CASSCF results. 
Nucleobase Experimental signalsa 
Channel(s) implied 
(energy thresholds) 
Anion state(s) that can be 
implied (π2−  thresholds) 
in the VBS mechanism 
Uracilb ~1.0 (sharp) N1−H π 1− 
 ~1.5−3.0 (broad) N3−H, N1−H π 1−, π2− 
Thymine ~1.0 (sharp) N1−H π 1− 
 ~1.5−3.0 (broad) N3−H, N1−H π 1−, π2− 
Cytosine ~1.0-2.5 (broad) N1−H, N7−H1, N7−H2 π 1−, π2− 
 ~2.3 N7−H2 π 1−, π2− 
Adenine ~1.1 (sharp) N9−H π 1− 
 ~1.3 (broad) N9−H π 1−, π2− 
 ~2.2 (broad) N10−H11, N10−H12, N9−H π 1−, π2− 
Guanine ~1.5−2.5 N1−H, N9−H, N10−H11, 
N10−H12 
π 1−, π2− 
a Refs 141, 142 , 144, 146, 149, 150, 151, 257, and 258. 
b Ref 153. 
 
Figure 7.8 Experimental ion yield curves registered for the natural DNA 
nucleobases. Values of the (π1−/ σ−NX−H)CI and S0/σ−NX−H)SDC crossing points are also 
shown. Adapted with permission from ref 142. Copyright 2004 American Physical 
Society. 
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To have a better comprehension of the aforementioned DEA 
mechanisms, the PEHs of the neutral S0 and the anion σ−NX−H, π1−, π2−, and 
π3− states have been mapped along the N−H stretching coordinates 
obtained through the LIIC between the neutral S0 equilibrium geometry 
and the (NB−H)− optimized structure with a H atom placed at 3 Å. Energies 
of the CI points between the π1− and σ−NX−H states, (π1−/ σ−NX−H)CI, and the 
SDC zones between the S0 and σ−NX−H states, (S0/σ−NX−H)SDC, are inferred 
from the obtained curves. The former values are interpreted as the incident 
electron energies with maximum probability to trigger DEA processes, 
whereas (S0/σ−NX−H)SDC are estimations of the DBS contributions. Results, 
which are displayed in Figure 7.8, show reasonable coincidence between the 
CI and SDC values and the maxima of the ion yield curves. Thereby, the 
small shoulder recorded in cytosine experiments might be assigned, on the 
basis of the (π1−/ σ−NX−H)CI and (S0/σ−NX−H)SDC estimations, to the N7−H1 
fragmentation. All data suggest that, in the gas-phase experiments, both 
VBS and DBS anions have to be simultaneously considered to explain the 






















he main conclusions reached in the present Doctoral Thesis are 
summarized in this chapter. The findings, obtained through 
modern quantum-chemistry calculations, are of interest in the field of 
DNA/RNA damage induced by UV and ionizing radiation by means of 
primary (direct light absorption) and secondary (oxidation and reduction) 
mechanisms. 
Description of the excited state of thymine. The 1(π,π*) PEH of 
thymine is sensitive to the amount of dynamic electron correlation included 
in both energy and gradient computations. The CASPT2//CASSCF protocol, 
in combination with the 6-31G* basis set, is the minimum level of theory 
able to reproduce the results obtained with the more correlated 
CASPT2//CASPT2 approach, since the CASSCF//CASSCF methodology 
systematically overestimates the 1(π,π*) energy with respect to the 1(nO,π*) 
state.  
Competition between intra- and inter-strand decays in DNA. In 
the GC/C model trimer, the cytosine-cytosine stacking distance R plays a 
key role in the competition between the CC excimer formation and the G⇄C 
T 
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inter-strand hydrogen transfer processes. At the B-DNA average stacking 
distance of R = 3.4 Å and a face-to-face orientation of the two cytosine 
molecules, excimer formation is determined as the most favorable process 
at the WC region. Meanwhile, both excimer and hydrogen transfer 
processes compete at the TAU disposition. Short stacking distances (R = 2.8 
Å) clearly favor excimer formation, whereas at larger intermolecular 
distances (R = 4.0 Å) both intra- and inter-strand decay processes has to be 
simultaneously considered. A relevant role of triplet-state population along 
the computed PEHs is discarded. 
•OH addition to uracil and photochemistry of the C6 adduct. 
Regioselectivity of the thermal addition at C5 and C6 positions of uracil is 
explained in terms of a TS structure ~3 kcal/mol more stable for the C5 
position in light of CASPT2//CASSCF computations. The main 
photochemical decay path computed for the C6 adduct, able to absorb Vis 
light, involves a non-reactive return to the ground state. Exploration of 
other photochemical pathways suggests that a photoinduced cleavage of the 
•OH might be operative to revert the oxidation lesion, although should be 
considered a minor path. 
Optical properties of the •OH adducts of pyrimidine 
nucleobases. A unified vision of the optical properties of the C-centered 
radicals formed upon addition of •OH at C5 or C6 positions of uracil, 
thymine, and cytosine has been provided. The most probable transitions 
consist on a delocalization of the spin density either from the C5 or C6 
positions (ground state) to other ring atoms (D3 state). Analysis of the 
CASPT2//CASSCF vertical absorption energies discards any contribution of 
the C5 adducts to the UV-Vis transient absorption spectra of uracil and 
thymine. On the other hand, only in the cytosine + •OH reaction some 
contribution of the C5 adduct to the high-energy band can be expected. 
Finally, the 5,6-dihydrouracil spectrum is rationalized on the basis of 
absorption of the dehydrogenated product at the C5 position.   
Mechanism of the •OH addition to adenine. Computation of thermal 
reaction paths using the DFT/M06-2X and CCSD(T) methods and optical 
properties by means of the CASPT2//CASSCF protocol establish that •OH 
addition takes place mainly at the C5 and C8 positions. On the one hand, 




terms of the formation of the dehydrogenated radical from the –NH2 
position after dehydration of A5OH. On the other hand, the optical decay 
observed at ~400 nm is interpreted by means of the oxidation or reduction 
of the ring-opening radicals of A8OH. Comparison of the product 
distribution in vacuo vs PCM solvation suggests that hydrophobic 
microenvironments may favor the formation of 8-oxoA and FAPyA 
mutagens as compared to the production of electron holes, mediated by 
•OH addition at C5. 
5,6-dihydropyrimidin-5-yl radicals in non-aqueous media. 
Synthesis of lipophilic derivatives of 5,6-dihydrouracil-5-yl and 5,6-
dihydrothymin-5-yl radicals in organic solvents has been achieved through 
photolysis of the corresponding pivaloyl precursors. CASPT2//CASSCF 
computations allow to interpret the transient absorption spectrum of the 
radicals on the basis of spin-density delocalization over the molecular ring. 
Both experimental and theoretical data demonstrate that the radicals 
absorb at the ~400 nm region. 
Dehydrogenation processes in DNA/RNA nucleobases driven by 
electron attachment. CASPT2//CASSCF calculations indicate that, in 
thymine, N1−H and N3−H gas-phase fragmentations are mediated by the π1− 
state and both π1− and π2− states, respectively. In cytosine, the broad band 
registered experimentally is ascribed to the N1−H, N7−H1, and N7−H2 
ruptures driven by both π1− and π2− states. Regarding adenine, the 
experimental band centered at ~1.0 eV can be mainly ascribed to the N9−H 
fragmentation occurring in the π1− state, whereas both anionic π1− and π2− 
states can be involved in the same scission process at ~1.3 eV. The band 
peaking at ~2.0 eV can be interpreted as a sum of contributions from the 
three N9−H, N10−H11, and N10−H12 ruptures mediated by both π1− and π2− 
states. On the other hand, all dehydrogenations could be responsible of the 
low-resolution broad band recorded for guanine. Analysis of the 
(π1−/ σ−NX−H)CI and (S0/σ−NX−H)SDC energies suggests that both VBS and DBS 






















“Science cannot solve the ultimate mystery of nature. And that is 
because, in the last analysis, we ourselves are part of nature and 








sta sección resume los contenidos de la presente Tesis Doctoral, 
agrupándolos en cinco apartados: introducción, objetivos, 
metodología, resultados y discusión y, por último, conclusiones. 
Introducción. La interacción radiación-materia ha sido una de las 
grandes preocupaciones científicas de los últimos tiempos, y es que es clave 
para entender la vida en la Tierra tal y como la conocemos. En este contexto, 
son de especial relevancia los procesos inducidos en sistemas celulares por 
radicación externa, en particular, aquellos localizados en los ácidos 
nucleicos, ya que éstos son los portadores de la información genética de 
todos los seres vivos. Sólo la comprensión de la competición entre procesos 
inocuos y lesivos inducidos por radiación llevará al entendimiento del sutil 
equilibrio entre integridad y cambio, salud y enfermedad, y en términos más 
globales, inmovilidad y evolución. 
La Tesis Doctoral que nos ocupa se ha centrado en estudiar los 
mecanismos de daño a las bases nitrogenadas del ácido 
desoxirribonucleico/ácido ribonucleico (ADN/ARN) inducidos por 
radiación UV y/o ionizante. Podemos distinguir dos grandes mecanismos 
E 
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de acción. El primero de ellos se denomina daño primario, y abarca aquellos 
efectos fotoinducidos por absorción directa de la luz UV. Por otro lado, el 
segundo mecanismo, llamado secundario, consiste en la generación de 
especies altamente reactivas en los alrededores de las nucleobases por 
efecto de la radiación sobre estructuras moleculares circundantes. El daño 
al ADN/ARN viene dado pues por acción de estas especies inestables. 
Ambos tipos de radiación, UV e ionizante, son capaces de desencadenar 
daño secundario, aunque mediante mecanismos específicos diferentes. El 
formidable desarrollo de las metodologías químico-cuánticas al que hemos 
asistido en las últimas décadas, unido a la consolidación de la informática 
moderna, permite el estudio de estos mecanismos a partir de sus principios 
fundamentales. 
 En nucleobases aisladas expuestas a luz UV, la fotorrespuesta 
dominante es la desactivación no reactiva y no radiativa del estado excitado 
a través de cruces no adiabáticos entre el estado brillante π,π* y el estado 
fundamental. Este canal mayoritario, responsable de la fotoestabilidad 
intrínseca de las bases de ADN/ARN, es el que ha permitido explicar la 
selección de estos sistemas nitrogenados, de entre todo el espacio químico, 
como base para la vida a lo largo de la evolución de las especies, permitiendo 
la vida en océanos y superficie terrestre expuestos permanentemente a 
radiación UVA y UVB procedente del Sol. Sin embargo, la presencia de bases 
adyacentes en moléculas de ADN/ARN abre la posibilidad de rutas de 
desactivación alternativas que pueden llevar a alteraciones químicas o 
fotoproductos que, aunque minoritarias, son extraordinariamente 
importantes dada la gran abundancia de material genético expuesto a la 
constante luz solar. Entre las más importantes cabe destacar la formación 
de dímeros de pirimidina de tipo ciclobutano, en una misma cadena de 
polinucleótidos, y de tautómeros (TAU), entre los pares de bases Watson-
Crick (WC), a través de procesos de transferencia de hidrógeno en el estado 
excitado (SDHT). La descripción teórica de estos fenómenos sigue siendo 
hoy en día un difícil reto científico, debido en gran parte a la complejidad 
de los estados excitados involucrados y al costoso mapeo de las 
hipersuperficies de energía potencial (PEHs). 
 Los procesos de daño secundario de tipo oxidativo están mediados 
en su mayoría por radicales hidroxilo, que son capaces de reaccionar 
rápidamente con las nucleobases mediante reacciones de adición a sus 




radicales centrados en carbono con una vida media corta, dando lugar a 
productos de oxidación aislables mediante técnicas cromatográficas. El uso 
de espectroscopia transitoria ha sido una herramienta ampliamente 
utilizada para detectar y caracterizar los aductos involucrados, aunque no 
siempre las asignaciones espectrales han sido llevadas a cabo 
correctamente. Las dificultades en controlar la regioselectividad de estas 
reacciones y en interpretar los registros ópticos motiva la elaboración de 
detallados estudios teóricos que contribuyen a entender estos importantes 
procesos de oxidación por radicales. 
El daño secundario por radiación de tipo reductivo está causado en 
gran medida por la adición de átomos de hidrógeno y de electrones libres 
de baja energía a las bases nitrogenadas. Los mecanismos de ambos 
procesos, sin embargo, difieren notablemente entre sí. Mientras que los 
átomos de hidrógeno forman radicales centrados en carbono, de una 
manera análoga a la mencionada anteriormente para los radicales OH, los 
electrones de baja energía dan lugar a aniones inestables, de tipo transitorio, 
que decaen mediante fragmentaciones. En experimentos en fase gas, se 
observa que estas disociaciones están centradas en los enlaces N−H de las 
bases, a través de mecanismos aún no entendidos en su totalidad. 
Objetivos. La presente Tesis se enmarca dentro del estudio de los 
mecanismos moleculares causantes del daño químico y fotoquímico a las 
bases de ADN/ARN. En particular, los siguientes objetivos han sido 
abordados durante el desarrollo de la misma: 
- Evaluar de forma exhaustiva las descripciones que proporcionan los 
métodos campo autoconsistente del espacio activo completo 
(CASSCF) y teoría de perturbaciones hasta segundo orden del 
espacio activo completo (CASPT2) del estado excitado brillante 
1(π,π*) de la timina, así como de su decaimiento ultrarrápido al 
estado fundamental, estudiando de este modo el efecto que tiene la 
correlación dinámica en la descripción de la PEHs de dicho estado, 
y calibrando el uso de niveles de teoría más bajos necesarios hoy en 
día para cálculos de dinámica molecular. 
- Comparar también la influencia de otras variables computacionales 
en la descripción del principal proceso de decaimiento de la timina, 
en particular, la calidad del conjunto de base, el tamaño del espacio 
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activo, y el algoritmo empleado en la optimización del estado 
excitado. 
- Estudiar la competición entre la formación de excímeros y los 
procesos de transferencia de hidrógeno en el estado excitado usando 
como modelo el trímero de bases GC/C, con el objetivo de 
determinar las disposiciones más reactivas y cuantificar el efecto de 
parámetros estructurales como el ángulo de giro o la distancia 
intermolecular de apilamiento. 
- Evaluar posibles contribuciones de los estados triplete en los 
mencionados decaimientos fotoquímicos intra- e inter-catenarios 
en el modelo GC/C. 
- Explicar la regioselectividad observada en las adiciones del radical 
OH a las bases pirimidínicas del ADN/ARN, usando uracilo como 
modelo, utilizando métodos multiconfiguracionales. 
- Estudiar las propiedades ópticas de los aductos •OH de uracilo, 
timina, citosina y 5,6-dihidrouracilo, y describir los cambios en la 
estructura electrónica generados por la absorción de luz. 
- Explorar la fotoquímica de dichos aductos, para evaluar así la 
relevancia de estas especies como potenciales cromóforos en los 
seres vivos. 
- Determinar las propiedades espectroscópicas de los aductos •OH de 
adenina mediante métodos altamente precisos en la determinación 
de los estados excitados, y evaluar el papel específico de los 
intermedios en el proceso global de oxidación. 
- Estudiar las propiedades ópticas de los aductos •H de uracilo y 
timina en la posición C6, y aquellos correspondientes a los 
precursores derivados de pivaloílo, para entender los registros 
ópticos experimentales. 
- Explorar los mecanismos de deshidrogenación por adición de 
electrones de baja energía en todas las nucleobases de ADN/ARN, 
para determinar aquellas escisiones N−H responsables del proceso, 
los estados aniónicos involucrados en las fragmentaciones, y la 
naturaleza de las resonancias. 
Metodología. Esta Tesis está basada en el uso de metodologías químico-
cuántica altamente correlacionadas, adecuadas para proporcionar una 
correcta descripción de los procesos térmicos, fotofísicos y fotoquímicos 




en una sola referencia o monoconfiguracionales, y las basadas en múltiples 
referencias o multiconfiguracionales. Entre las primeras, los métodos ab 
initio Møller-Plesset hasta segundo orden (MP2) y agregados acoplados 
simples, dobles y triples calculados de forma perturbativa [CCSD(T)] han 
sido empleados para describir las adiciones térmicas del •OH a las 
nucleobases. Estos procesos también se han evaluado mediante métodos 
basados en la teoría del funcional de la densidad (DFT), concretamente con 
el funcional M06-2X, previa validación frente a metodologías más precisas 
como el mencionado procedimiento CCSD(T). Respecto a la segunda 
categoría de métodos, los llamados multiconfiguracionales, se ha hecho uso 
de los métodos CASSCF y CASPT2, puesto que son capaces de proporcionar 
una descripción equilibrada de los estados excitados de biomoléculas, y al 
mismo tiempo son suficientemente flexibles para representar una gran 
variedad de procesos como transferencias de hidrógeno o disociaciones, 
entre otros. La mayoría de los cálculos multiconfiguracionales incluidos en 
la presente Tesis se han llevado a cabo mediante el protocolo 
CASPT2//CASSCF, en el cual las geometrías se calculan a nivel CASSCF pero 
las energías son corregidas de forma perturbativa mediante el método 
CASPT2. 
Las estrategias computacionales empleadas se basan en la 
determinación de los puntos críticos en las PEHs más relevantes para la 
descripción de los procesos químicos y fotoquímicos estudiados. Así, se han 
optimizado mínimos tanto en superficies del estado fundamental como de 
los estados excitados y puntos de silla de primer orden (estados de 
transición) del estado electrónico fundamental. La caracterización de los 
caminos fotofísicos y fotoquímicos principales se ha llevado a cabo 
mediante la aproximación del camino fotoquímico de reacción (PRPA), que 
conlleva la determinación de las rutas de mínima energía y de los puntos de 
cruce accesibles a lo largo de dichos caminos, determinando así los 
mecanismos de desactivación más probables. Alternativamente, también se 
han empleado otras técnicas computacionales como la interpolación lineal 
de coordenadas internas (LIIC) u optimizaciones restringidas de la 
coordenada de reacción. 
Resultados y discusión. En primer lugar se presentarán y discutirán 
los resultados concernientes al estudio del daño primario causado por luz 
UV (Artículos I y II), a continuación, se expondrán los estudios relacionados 
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con el daño secundario de tipo oxidativo (Artículos III, IV y V), y en último 
lugar, se resumirán los trabajos asociados al daño secundario de tipo 
reductivo (Artículos VI y VII). 
El primero de los trabajos ejecutados (Artículo I) ha consistido en el 
mapeo de la hipersuperficie de energía potencial del estado 1(π,π*) de la 
timina mediante los métodos CASSCF y CASPT2 y diferentes técnicas 
computacionales. De este modo, se ha podido evaluar el efecto que tiene la 
elección del conjunto de base, el tamaño del espacio activo, los umbrales de 
convergencia en el proceso de optimización de geometría, el método de 
optimización [convencional o camino de mínima energía (MEP)], y el 
método de estructura electrónica empleado para el cálculo de energías y 
gradientes (CASSCF o CASPT2) en los resultados obtenidos. Éstos se han 
evaluado a la luz del tipo de estructura molecular resultante, pudiendo 
distinguir entre dos mínimos diferentes  1(π,π*)min (plano) y  1(π,π*)min-twisted 
(torcido), y el punto de intersección cónica 1(π,π*/S0)CI. Se ha podido 
determinar que, de los conjuntos de base estudiados, el conjunto 6-31G* es 
el que posee la calidad mínima necesaria para conseguir resultados similares 
a los obtenidos con bases más grandes, como la ANO-L 432/21. También ha 
podido establecerse que el uso del espacio activo comprendido por los 
orbitales π y π* de valencia requiere de algoritmos de optimización precisos 
para alcanzar el punto 1(π,π*/S0)CI, mientras que los algoritmos estándar 
llevan a dicha estructura sólo usando espacios activos más grandes y por 
tanto más correlacionados. El mecanismo de desactivación del estado 
1(π,π*) no varía cualitativamente entre las diferentes metodologías usadas 
(CASSCF//CASSCF, CASPT2//CASSCF y CASPT2//CASSCF), aunque la 
inclusión de correlación dinámica en los cálculos de energías y gradientes 
da lugar a diferencias en la estructura del mínimo intermedio 1(π,π*)min-
twisted. No obstante, se obtienen discrepancias más significativas cuando se 
compara el decaimiento del estado 1(nO,π*) predicho por los tres protocolos 
computacionales. Primero, el método CASSCF sobrestima en gran medida 
la energía del estado 1(π,π*) con respecto a la del 1(nO,π*), mientras que a 
nivel CASPT2 éstos están prácticamente degenerados. Segundo, las energías 
relativas de los puntos 1(nO,π*)min y 1(π,π*/nO,π*)CI proporcionadas por la 
metodología CASSCF//CASSCF son dispares, mientras que con las 
estrategias CASPT2//CASSCF y CASPT2//CASPT2 ambas estructuras se 




recruces al estado 1(π,π*) desde el 1(nO,π*), prácticamente imposibles con la 
descripción CASSCF//CASSCF. 
El segundo trabajo (Artículo II) comprende el estudio de la 
competición entre la desactivación del estado excitado a través de excímeros 
formados entre bases apiladas (fotoquímica intracatenaria), y el 
decaimiento mediante transferencia de hidrógeno SDHT entre los pares de 
bases WC (fotoquímica intercatenaria), en el trímero de bases modelo 
GC/C. La prevalencia de uno u otro proceso se ha evaluado a diferentes 
distancias (R) de apilamiento de tipo π entre moléculas de citosina, en base 
a la energía relativa de los estados electrónicos deslocalizados sobre las 
citosinas apiladas (1,3CC) y de transferencia de carga (1,3CT) fotoinducida de 
la guanina a la citosina. A la distancia promedio de apilamiento en 
macromoléculas de ADN (R = 3.4 Å), y con una orientación paralela de los 
monómeros, la formación de excímeros mediada por el estado 1CC en la 
región WC resulta ser la más favorable, debido en gran medida a la eficiente 
interacción de tipo π entre las moléculas de citosina, aunque no se han 
hallado impedimentos para la población del estado 1CT y la subsiguiente 
transferencia de hidrógeno. Por el contrario, ambos canales poseen 
probabilidades similares, desde un punto de vista energético, en la zona 
TAU. Esto puede interpretarse como un mecanismo intrínseco en el ADN 
para evitar la acumulación de lesiones por absorción de varios fotones, es 
decir, impedir la posible formación de C<>C en la cual una de las citosinas 
se encuentra en su forma tautomérica. Variaciones de la distancia 
intermolecular R tienen un efecto relevante en la prevalencia de los canales 
mayoritarios de desactivación. Distancias cortas (R = 2.8 Å) favorecen 
significativamente los estados exciméricos 1CC, mientras que a distancias 
más largas (R = 4.0 Å) ambos canales deben considerarse igualmente 
importantes en ambas regiones WC y TAU. La elección de uno u otro 
dependerá de otros factores como gradientes energéticos y factores 
dinámicos. Con respecto a la posible participación de los estados triplete, la 
población directa de los estados 3CC y 3CT a través del mecanismo SDHT 
queda descartada debido a los acoplamientos espín-órbita (SOCs) 
prácticamente nulos. Finalmente, la energía del estado 3CC en las regiones 
de los mínimos WC y TAU, y la del 3CT en la región del intermedio (INT), 
pueden interpretarse como las energías mínimas que debe poseer un 
fotosensibilizador externo para fotosensibilizar el trímero GC/C en estas 
disposiciones específicas. 
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 El tercer trabajo incluido en la presente Tesis Doctoral (Artículo III) 
aborda el estudio del daño secundario a ADN/ARN inducido por radiación 
UV e ionizante de tipo oxidativo. En particular, los esfuerzos se han 
concentrado en investigar la adición térmica del radical OH al doble enlace 
C5=C6 de uracilo. La regioselectividad de la reacción se ha explicado 
mediante la determinación de ambos caminos de reacción (C5 y C6) 
mediante los métodos ab initio MP2 y CASPT2//CASSCF, así como con el 
método DFT/M06-2X. La preferencia por el canal C5 se explica por la mayor 
estabilidad del estado de transición, que se encuentra unas 3 kcal/mol más 
bajo en energía que el correspondiente al canal C6, a nivel del protocolo 
multiconfiguracional CASPT2//CASSCF. Puesto que el aducto minoritario 
(U6OH) es capaz de absorber luz visible (ver Artículo IV), se seleccionó para 
caracterizar sus propiedades fotofísicas y fotoquímicas. La determinación 
de los caminos de mínima energía y los puntos de cruce más favorables 
permite predecir que los canales de decaimiento más probables 
corresponden a la desactivación no radiativa o a través de emisión 
fluorescente, regenerando la estructura inicial del aducto. La posible 
fotorregeneración de uracilo a través de la población del estado 2nOH se ha 
explorado mediante la técnica LIIC. Los resultados indican que esta vía, 
aunque posible, debe considerarse minoritaria debido a la energía del cruce 
(2π2/2nOH)CI, relativamente alta en comparación con la del mínimo del 
estado 2π2. 
El siguiente de los trabajos (Artículo IV) ahonda en las 
características espectroscópicas de los productos de adición del •OH a las 
bases pirimidínicas del ADN/ARN, con el objetivo de aclarar las 
contribuciones de ambos aductos C5 y C6 en el espectro transitorio de la 
reacción. El análisis detallado de las absorciones verticales de ambos 
productos indica que, para las tres bases pirimidínicas, las bandas ópticas 
registradas en la zona UV-Vis sólo pueden deberse al aducto C6, ya que el 
isómero C5 absorbe a energías mayores, a excepción del aducto C5 de la 
citosina (C5OH), que puede contribuir a la señal más energética del 
espectro. En el caso del 5,6-dihidrouracilo, que no presenta insaturaciones, 
la interpretación del espectro transitorio UV-Vis se fundamenta en las 
propiedades ópticas del producto de abstracción de hidrógeno de la 
posición C5. La naturaleza de las transiciones responsables de la absorción 
consiste, en todos los casos, en la deslocalización de la densidad de espín 




(estado excitado D3), proporcionando de este modo una visión unificada de 
las propiedades electrónicas de los aductos de las bases pirimidínicas de 
ADN/ARN. 
 El estudio del daño oxidativo por radicales OH a las bases de 
ADN/ARN se ha completado mediante la determinación de los caminos de 
adición a los dobles enlaces de adenina y de las propiedades 
espectroscópicas de los intermedios involucrados (Artículo V). Los 
resultados demuestran que las adiciones a las posiciones C5 y C8, para dar 
los correspondientes aductos A5OH y A8OH, son las más favorables tanto 
en vacío como en disolución. La evolución de dichos radicales es muy 
diferente. El compuesto A5OH se deshidrata formando el radical 
deshidrogenado en la posición –NH2 (ANH), mientras que la especie A8OH 
sufre una serie de reacciones de apertura del anillo, dando lugar a los 
radicales abiertos A8ZW, A8N9 y A8FORM. La determinación de las 
absorciones verticales de estos intermedios mediante el protocolo 
CASPT2//CASSCF sugiere que la producción de ANH es la responsable del  
aumento de absorción registrado a ~330 y ~620 nm, mientras que los 
procesos de oxidación/reducción de los radicales oxigenados en la posición 
8 pueden atribuirse al decrecimiento de absorción medido a ~400 nm. Estas 
interpretaciones están de acuerdo con el estudio de las cinéticas de reacción 
entre dichos radicales y O2, y también con el estudio de las propiedades 
ópticas a diferentes valores de pH. El análisis de las constantes de velocidad 
calculadas para los tres canales, C4, C5 y C8, mediante el método 
CCSD(T)//M06-2X y la teoría del estado de transición (TST), tanto en vacío 
como en disolución, sugieren que medios polares favorecen la adición a la 
posición C5 con respecto a la del C8, dando lugar a una mayor formación de 
huecos electrónicos en los ácidos nucleicos. Mientras tanto, entornos 
hidrofóbicos pueden favorecer la formación de aductos A8OH, que en 
último término pueden oxidarse o reducirse para dar lugar a los mutágenos 
8-oxoA y FAPyA. Es de esperar que, en sistemas biológicos, la polaridad de 
los microentornos de los ácidos nucleicos se encuentre entre ambos 
extremos y, por tanto, la descripción sea intermedia entre aquella 
proporcionada en vacío y la obtenida en condiciones completamente 
solvatadas a través de métodos basados en el continuo dieléctrico. 
 Los siguientes trabajos se han centrado en contribuir al 
entendimiento del daño secundario de tipo reductivo causado por radiación 
ionizante. Los estudios compilados en el Artículo VI están dedicados a la 
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síntesis y caracterización óptica en medio no acuoso de los aductos de 
uracilo y timina correspondientes a la adición de un átomo de hidrógeno en 
la posición C6. El proceso sintético se ha llevado a cabo mediante fotólisis 
de un precursor sustituido con un grupo pivaloílo en la posición C5, 
originando de este modo el radical centrado en dicha posición. La posterior 
iluminación de estos compuestos ha proporcionado bandas de absorción 
cercanas a los 400 nm. La actividad óptica ha podido racionalizarse 
determinando las absorciones verticales de ambos radicales mediante la 
metodología CASPT2//CASSCF. Los cálculos teóricos predicen absorciones 
en buen acuerdo con los registros experimentales, originadas por 
deslocalizaciones de la densidad de espín inicialmente centrada en C5 
(estado fundamental D1) a lo largo del anillo (estado excitado D3). Esta 
descripción es muy similar a la proporcionada para los productos de adición 
del radical OH (ver Artículo IV). 
En último lugar, los estudios recopilados en el Artículo VII 
comprenden la determinación teórica de los procesos de disociación por 
adición de electrones (DEAs) de baja energía observados en las bases 
nitrogenadas. Se han determinado, mediante el protocolo computacional 
CASPT2//CASSCF, las afinidades electrónicas (EAs) del estado aniónico 
fundamental (π1−) y del primer excitado (π2−), los umbrales de energía para 
las reacciones de disociación, las energías mínimas de los estados π2− y los 
puntos de cruce entre los estados S0 o π1− y los disociativos  σ−, con el 
objetivo de interpretar las curvas de rendimiento iónico registradas en los 
experimentos en fase gas. En el caso de la timina, el estado π1− media la 
deshidrogenación de la posición N1−H, mientras que ambos estados π1− y 
π2− pueden intervenir en la eyección de hidrógeno de la posición N3−H. En 
la citosina, los resultados teóricos no permiten separar las contribuciones a 
la señal ancha con un máximo a ~1.5 eV, ya que los umbrales de energía para 
las fragmentaciones de los enlaces N1−H, N7−H1 y N7−H2 caen en las 
energías abarcadas por la señal. En cuanto a adenina, la señal experimental 
con un pico a ~1.0 eV puede atribuirse a la disociación del enlace N9−H a 
través de la resonancia π1−. El pequeño hombro observado a ~1.3 eV podría 
asignarse, sin embargo, a la misma fragmentación mediada por el estado 
π2−. Por otro lado, la banda ancha centrada a ~2.0 eV puede interpretarse en 
base a múltiples contribuciones de las posiciones N10−H11, N10−H12 y N9−H, 
mediante ambas resonancias π1− y π2−. En el caso de la guanina, la señal de 




una mezcla de disociaciones de los enlaces N1−H, N9−H, N10−H11 y N10−H12 
también en ambos estados π1− y π2−. Por otro lado, la energía de los puntos 
de intersección cónica entre los estados π1− y  σ−, estimados mediante 
interpolación de coordenadas y subsiguiente mapeo de las superficies de 
energía potencial, muestran buen acuerdo con los máximos registrados en 
las curvas de rendimiento iónico, sugiriendo que el mecanismo mediado por 
aniones de valencia (VBS) puede estar operativo, junto con la participación 
de los aniones enlazados por dipolo (DBS), en todas las fragmentaciones 
estudiadas. 
Conclusiones. Los trabajos descritos en la presente Tesis Doctoral 
contribuyen al entendimiento de las bases moleculares del daño por 
radiación primario y secundario a las bases nitrogenadas del ADN/ARN. 
Aquí se incluye un resumen de las principales conclusiones: 
- En el caso de la timina, se requiere el uso de métodos altamente 
correlacionados, como el CASPT2, y de una base de calidad mínima 
6-31G*, para una descripción apropiada de los estados excitados 
1(π,π*) y 1(nO,π*) y de su correspondiente decaimiento al estado 
fundamental. 
 
- En un gran número de disposiciones del trímero GC/C hay que 
considerar simultáneamente el decaimiento a través de la formación 
de excímeros intracatenarios y mediante transferencias de 
hidrógeno intercatenarias. Los estados triplete no juegan un papel 
intrínsecamente relevante, aunque podrían poblarse mediante 
procesos de fotosensibilización. 
 
- La adición del radical OH a uracilo, más favorable en la posición C5 
que en la posición C6, puede explicarse por el estado de transición 
unas 3 kcal/mol más estable para el primer canal. 
 
- Los productos de adición del radical OH a la posición C6 de las bases 
pirimidínicas absorben luz visible, siendo responsables de los 
espectros transitorios de absorción registrados experimentalmente. 
Las transiciones consisten en la deslocalización de la densidad de 
espín desde la posición C5 al resto del anillo. 
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- En el caso particular del aducto C6 de uracilo por adición de •OH, el 
decaimiento más probable del estado brillante 2π2 consiste en la 
vuelta al estado fundamental 2π1 a través del estado 2nCO, no 
pudiendo descartar cierta fluorescencia desde los mínimos de los 
estados excitados. La fotorreacción consistente en la disociación del 
enlace C6-OH a través del estado 2nOH es también posible, aunque 
debe considerarse minoritaria. 
 
- Las adiciones de •OH a las posiciones C5 y C8 de adenina son los 
caminos de reacción más favorables. La formación del radical 
deshidrogenado de la posición –NH2 puede seguirse a ~330 y ~620 
nm, mientras que la oxidación/reducción de los radicales 
deshidrogenados en la posición C8 pueden monitorizarse a ~400 
nm. Medios polares hacen igualmente competitivas ambas 
adiciones a C5 y C8, mientras que condiciones hidrofóbicas 
favorecen la adición a C8. 
 
- Se ha llevado a cabo la síntesis de los radicales 5,6-
dihidrógenopirimidin-5-ilos de uracilo y timina en medio no acuoso 
mediante fotólisis de un derivado de pivaloílo. Las caracterizaciones 
experimental y teórica de los espectros de absorción transitoria de 
dichos radicales determinan que son capaces de absorber luz UV-
Vis en torno a 400 nm. 
 
- El estudio teórico de los procesos de deshidrogenación inducida por 
adición de electrones a las nucleobases del ADN/ARN sugiere que 
tanto los aniones de valencia como los enlazados por dipolo pueden 
mediar las disociaciones. El estudio de las magnitudes teóricas 
determinadas (afinidades electrónicas, y energías mínimas de 
reacción y del estado aniónico π2−) han permitido asignar las señales 
a más baja energía de las curvas de rendimiento iónico registradas 
en los experimentos, y establecer qué estado aniónico (π1−, π2− o 
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ADN ácido desoxirribonucleico 
ANO atomic natural orbital 
ARN ácido ribonucleico 
B  
BSSE basis set superposition error 
C 
 
C<>C cyclobutane cytosine dimers 
CASPT2 complete-active-space second-order perturbation theory 
CASSCF complete-active-space self-consistent field 
CAS complete active space 
CC coupled-cluster 
CCSD coupled-cluster including single and double excitations 
CCSD(T) coupled-cluster single, double, and triple excitations computed 
perturbatively 
CGTO contracted Gaussian-type orbital 
CI configuration interaction, conical intersection 
CP counterpoise 
CPD cyclobutane pyrimidine dimers 
CSF configuration state function 




DBS dipole-bound state 
DEA dissociative electron attachment 
DFT density functional theory 
DNA deoxyribonucleic acid 
DZ double zeta 
E 
 
EA electron affinity 
EMR electromagnetic radiation 
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EOM-CC equation-of-motion coupled-cluster 
ESR electron spin resonance 
ET electron transfer 




FNO-CASPT2 frozen-natural-orbital CASPT2 
FOCI first-order configuration interaction 
G 
 
G Gibbs energy 







IC internal conversion 
IP ionization potential 
IPEA ionization-potential electron-affinity 
IRC intrinsic reaction coordinate 
ISC intersystem crossing 
ISI Institute of Scientific Information 
IVR internal vibrational relaxation 
L 
 
LDA lithium diisopropylamide 
LE locally excited 
LEE low-energy electron 
LIIC linear interpolation of internal coordinates 
LS-CASPT2 level-shift CASPT2 
LSDA local spin-density approximation 
M 
 
MBPT many-body perturbation theory 
MCSF multiconfigurational self-consistent field 
MCTDH multi-configuration time-dependent Hartree 
MECP minimum-energy crossing point 
MEP minimum energy path 
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MO molecular orbitals 
MO-LCAO molecular orbitals as linear combination of atomic orbitals 
MP Møller-Plesset 




NADPH nicotinamide adenine dinucleotide phosphate 
NB nucleobase 
NO natural orbital 
P 
 
PCM polarizable continuum model 
PEH potential energy hypersurface 
PGTO primitive Gaussian-type orbitals 
PMP2 projected Møller-Plesset to second order 
PRPA photochemical reaction path approach 
PS photosensitization 
Q  
QCEXVAL quantum-chemistry of the excited state of Valencia 
R 
 
RNA ribonucleic acid 
ROS reactive oxygen species 
S 
 
SAC spin-adapted configurations 
SA-CASSCF state-average CASSCF 
SCF self-consistent field 
SDHT stepwise double hydrogen transfer 
SEM N-2-trimethylsilylethyoxymethyl 
SOC spin-orbit coupling 
SOD superoxide dismutase 
SONO singly-occupied natural orbitals 
SS-CASPT2 state-specific CASPT2 
SS-CASSCF state-specific CASSCF 
STC singlet-triplet crossing 
STO Slater-type orbitals 
T 
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TAU tautomer region of the GC/C trimer 
TBDMS tert-butyldimethylsilyl 
TD-DFT time-dependent density functional theory 
TET triplet-triplet energy transfer 
TS transition state 
TST transition-state theory 
TZ triple zeta 
U 
 
UV ultraviolet radiation 
V 
 
VBS valence-bound state 
VDZ valence double zeta 
VEA vertical electron affinity 
vis visible radiation 
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