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ABSTRACT 
We obtain new sufficient conditions for invertibility of an irreducible complex 
matrix. Remarks are also given on eigenvalues (and the associated eigenvectors) that 
lie on the boundary of various spectrum inclusion regions of an irreducible matrix. 
Our results extend, strengthen, or clarify the recent work of Brualdi, Brualdi and 
Mellendorff, Farid, Solov’ev, and Zhang and GIL 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Unless specified otherwise, all matrices considered in this paper are 
square and complex. Given an n X n matrix A = (aij), we denote by Ri (C,) 
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the ith deleted absolute row (column) sum of A; that is, 
Ri = C IaijIT ci = C I"jiI (i = 1,2 )..., n), 
j+i j#i 
The famous classical GerZgorin theorem says that each eigenvalue of A lies in 
the union of the n disks 
Di = {z : 12 - aii 1 < RJ (i = 1,2,...,n) 
of the complex plane. Generalizations of this result have been obtained by 
Brauer, Ostrowski, Taussky, and others and are nicely summarized in [6], [16, 
Chapter 61, and [7, Section 3.61. (See also [S, pp. 80-821, [22, pp. 35-361, and 
[17] for recent commentaries on this topic.) In general, a result about an 
inclusion region for the spectrum of a matrix amounts to providing a 
necessary condition for a complex number A (and, in particular, for 0) to be 
an eigenvalue of the matrix. By putting the result in its contrapositive form, 
we obtain an equivalent formulation as a sufficient condition for invertibility 
of matrices. In Theorem A below we collect some of the well-known 
sufficient conditions for invertibility of matrices that come from spectrum 
inclusion regions. 
For an n X n matrix A, by the digruph of A, denoted by I( A), we 
mean as usual the directed graph with vertex set {I’,, . . . , I’,} such that there 
is an arc from P, to P, if and only if urs # 0. A matrix A is said to be weakly 
irreducible if each vertex of l?(A) belongs to at least one nontrivial (simple, 
directed) cycle (i.e. cycle of length at least two). 
THEOREM A. Let A = (uij> be an n X n complex matrix. For each real 
number a with 0 < cr < 1, each of the following is a suflicient condition for 
A to be invertible, where for conditions (c) and (d) we need to add the 
hypothesis that A is weakly irreducible: 
(a) laiil > R,yC1-a for all i = 1, . . . , n. 
(b) ]uii( lujj] > R,~C~-LYR~C~Pa for all pairs (i,j), 1 < i <j < n. 
(c) lu,,l lujjl > R;C;-“R;C;-” f or all pairs (i,j), 1 < i <j, for which 
the vertices Pi, pj lie on a common cycle of lY( A). 
(d) np,Eyluiil > np,ty R,?C!-” for all nontrivial cycles y of r(A). 
The sufficient condition (a) of Theorem A is due to Ostrowski. When 
(Y = 1, it reduces to the Levy-Desplanques theorem, which is equivalent to 
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the GerYsgorin theorem and says that evrery strictly diagonally dominant matrix 
is invertible. Condition (b) is also due to Ostrowski; when (Y = 1, it reduces 
to Brauer’s condition. To the theorem we have added condition (c), which is 
suggested by the work of Zhang and Gu [25]. When (Y = 1, that (c) is a 
sufficient condition follows from [25, Theorem I]. Condition (d) is due to 
Rrualdi [6, Corollary 2.131. 
Some general remarks are in order. Since the spectrum of a matrix is just 
the union of the spectra of the irreducible diagonal blocks that appear in its 
Frobenius normal form [7, Theorem 3.2.41, in problems concerning spectrum 
inclusion regions or invertibility of matrices, the irreducible case is the 
essential case. Indeed, often a better result can be obtained in the irreducible 
case. For instance, Taussky [21] strengthened the LevyDesplanques theorem 
and obtained the result that if A = (aij> is an n X n diagonally dominant 
irreducible matrix for which ]nkk] > R, for at least one k, then A is 
invertible. So a study of this topic would seem incomplete if the irreducible 
case is not examined. [To be fair, we would add that in the general case when 
the inequalities (for the sufficient conditions) are all strict, often one can also 
obtain a positive lower bound for ldet A]. See, for instance, [l, 3, 18, 201. 
Also, in practical problems when data are not known or cannot be deter- 
mined exactly, it is desirable to have sufficient conditions given by strict 
inequalities.] Hence, it is natural to ask whether in the case when A is 
irreducible, the sufficient conditions ,given in Theorem A can be relaxed 
somehow. This paper is the outcome of our attempt to answer this question. 
Below we describe briefly what is known about this question, and what we 
are going to do. 
As we have mentioned above, when A is irreducible and (Y = 1, Taussky 
proved that condition (a) of Theorem A can be relaxed by replacing the strict 
inequalities all by weak inequalities, but keeping at least one strict inequaliv. 
Brualdi [6, Theorem 2.91 p roved that when a = 1 condition (d) can be 
relaxed in a similar way. Zhang and Gu [25, Th eorem I] showed that a similar 
remark also holds for condition (c). In the same paper they pointed out a11 
error in an often quoted assertion of Brauer [4, Theorem 221 about an 
eigenvalue that lies on the boundary of the union of the well-known ovals ol 
Cassini that includes the spectrum of an irreducible matrix. [It is worth 
mentioning that in [5, Theorems 35, 36, 371 B rauer also provided three other 
(with two for the real case) smaller, but more complicated and much less 
well-known ovals of Cassini as spectrum inchision regions.] In essence, they 
showed that when (Y = 1 (and A is irreducible), if the strict inequalities in 
condition (b) of Theorem A are all replaced by weak inequalities but keeping 
at least one strict inequality, then the condition is no longer sufficient for the 
invertibility of A. Recently, Zhang and Yang [26] also proved that for a 
general (Y, 0 < (Y < 1, condition (d) can be relaxed by replacing most of 
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the strict inequalities by weak inequalities but keeping at least one strict 
inequality. 
In this paper, we treat the above question in the more general context 
when each &PC:- a is replaced by ri, where (TV, . . . , 7,) is an n-tuple of 
positive real numbers with the property that the union of the disks 
D,,i = {z:Iz -bJ f q) (i = l,...,n) 
contains all eigenvalues of I3 = (bij) for any n X n matrix B such that 
lb,,] = jaij] for all i #j. W e s h ow that in this context conditions (a), (c), and 
(d) of Theorem A can be relaxed by replacing most of the strict inequalities 
by weak inequalities but keeping at least one strict inequality. In case of 
condition (b) we show that, by ruling out matrices of a special form, it can 
also be relaxed in a similar way. Thus, by choosing different n-tuples 
(7 i, . . . , r,), we obtain different results. 
The treatment of the question of invertibility or of spectrum inclusion 
regions of matrices in this general context is not unknown. It originated with 
Fan [13] and was quite popular in the 1960s and 1970s (see [lo-12, 151). 
Indeed, in [6, Theorems 2.12 and 2.141 Brualdi also proved two results about 
spectrum inclusion regions of an irreducible matrix in this general context. 
However, results of this type are less well known, probably because they are 
not available in books or monographs on matrix theory. In the course of 
answering our question, we also touch upon equivalent conditions for an 
n-tuple r with the said property, and offer a simple unified treatment 
which is based on the theory of M-matrices and a theorem of Brualdi [6, 
Theorem 2.91. 
We also treat the all-equalities cases of our question; that is; if A is an 
irreducible matrix and if the strict inequalities in condition (a) [or (b), (c), or 
(d)] of Theorem A are all replaced by equalities and each R*?C: - a is 
replaced by ri, where r = (pi, . . . ,r,,) is an n-tuple of positive real numbers 
with properties described before, then what extra assumptions do we need to 
add in order to guarantee that A is invertible? By examining known proofs 
carefully, we note that in the all-equalities cases, if A is irreducible and 
singular and x = (xi,..., r,,jT is an eigenvector corresponding to 0, then 
necessarily all xi are nonzero, and we have ?IR( A)]x] = 0, where I XI is the 
modulus (vector) of A, i.e. (1x1] ,..., ]r,I)r, and ??.R(A) = (mij) is the com- 
parison matrix of A given as follows: mij equals ]aijl for i = j and equals 
-laij] for i z j. In such a case we find that A must fulfill a certain readily 
checkable set of equalities; hence, by requiring at least one of the equalities 
to be a strict inequality, we obtain a sufficient condition for invertibility of A. 
It is worthwhile to note that in the literature the well-known sufficient 
INVERTIBILITY OF IRREDUCIBLE MATRICES 33 
conditions for invertibility of A are all satisfied under the circumstance that 
E( A) is a nonsingular M-matrix (in which case, A is called an H-matrix; see 
[24]). In the all-equalities cases we are dealing with, we touch upon the case 
when 93(A) is an irreducible singular M-matrix. 
As a special case of the all-equalities cases, we consider also invertibility of 
an irreducible matrix A that satisfies laji( = Ri for all i. We note that in this 
case a necessary and sufficient condition for A to be singular is that there 
exist nonsingular diagonal matrices D,, D, such that D, AD, is a Z-matrix 
with nonnegative diagonal entries. Then we suggest an algorithm to deter- 
mine whether this latter property is satisfied. This algorithm can be used in 
place of the one suggested recently by Farid [14, Theorem 4.11 in determin- 
ing invertibility of a diagonally dominant matrix. We give some comments to 
Farid’s work and also pose an open problem. 
Our treatment also yields, as a by-product, information about eigenvalues 
(and the associated eigenvectors) that lie on the boundary of various spec- 
trum inclusion regions for an irreducible matrix. For instance, an eigenvector 
associated with such an eigenvahie must have nonzero components; hence, 
such an eigenvalue must be of geometric multiplicity one. Our results explain 
and clarify the recent work or Zhang and Gu [25]. 
In the last part of the paper we give refinements of following theorem of 
Solov’ev [20, Theorem l] for the irreducible matrix case. 
THEOREM B. Let A be an n x n matrix, and let r be an integer with 
1 Q r < n. Assume that A satisfies both of the following conditions: 
(i) For each j = 1, 2,. . . , n, 
where C r- ‘) is the sum of the moduli of the r - 1 largest ofi-diagonal entries .l 
in thej th column. 
(ii) For each set of r rows of A, the sum of the nwduli of the diagonal 
entries in those rows is strictly greater than the sum of the nwduli of all the 
off-diagonal entries in those rows. 
Then A is invertible. 
2. AN AUXILIARY RESULT 
For a positive integer n, we denote by (n) the set (1, 2,. . . , n). 
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As we have mentioned in the introductory section, in our treatment we 
are going to encounter situations when a singular irreducible matrix A has an 
eigenvector x, with nonzero components, corresponding to the eigenvalue 0 
such that Y.XJz( A) 1 r 1 = 0, where 9JI( A) is the comparison matrix of A and 1 XI 
is the modulus of X. In the following result we examine this latter property 
carefully. 




Let A = (aij> be an n X n matrix, n > 2. Consider the 
(a) (i) There exists a nonzero vector x all of whose components have equal 
moduli such that Ax = 0 and Di’( A) 1 XI = 0. 
(ii) There exist unitary diagonal matrices D,, D, such that D, AD, is a 
Z-matrix with zero row sums. 
(b) (i) There exists a nonzero vector x with nonzero components such that 
Ax = 0 and 2MA)lxl = 0. 
(ii) There exist nonsingular diagonal matrices D,, D, such that D, AD, is 
a Z-matrix with zero row sums. 
(c) There exist nonsingular (or unitary) diagonal matrices D,, D, such that 
D, AD, is a Z-matrix with nonnegative diagonal entries. 
Cd) (i> Let B = (b,,) be the n X n matrix given as follows: bij equals -aij if 
i =j and equals aij if i #j. Denote by bi the i th row vector of B. 
Then for all pairs (i, j) E (n) X (n), i #j, we have 
where we use (x, y) to denote the usual inner product of C” 
between the vectors x and y. 
(ii) For all pairs (i, j> E (n) X (n), i #j, we have 
C a,,iTj, - aijZjj - aiiZji 
l#i,j 
= lG I ai/ I I ajl I 
(e) 0 is an eigenvalue of A, and 
lazi 1 = 4 foreach i E (n). 
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Then conditions (i) and (ii) given in (a) (also those in (b) and in (cl)) NW 
equivalent. Furthernwre, the follou;ing logical implications hold: (~1) * 
(b) * (c) - (d) and (a) * (e). When A is irredmible and satisfies I a, I / = H, 
for all i E ( n>, (a), (b), (c), and (e> are all quivalent. 
Proof. We first establish the equivalence of conditions (i) and (ii) as 
given in (a), as well as those given in (b) and in (d). 
(a) (i) 5 (ii): Let x = (x,, . . . , x,,)’ be a nonzero vector a11 of whoscb 
components have equal moduli such that As = 0 and !U1( A) / x 1 = 0. Then. 
for each i E ( n), we have 





hence the nonzero numbers among 
ui,x I,..., u,.,-,x,_,, ai,i_]I,+ I,.../ (L,,,X,, 
have the same argument as that of -u,, X, (unless (I,, X, = O, in which casc~ the 
numbers a,jxJ, j E (n), are all zero). Thus for each i E (n), there exists a 
complex number wi of modulus 1 such that the numbers CL,~X~ZL‘,, j E 
(n) \ {i), are all nonpositive, the number CI,~X~~L‘~ is nonnegative: and the 
sum of these n numbers is zero. Take D, and D, to be the unitary diagonal 
matrices given by D, = diag(w , , . . . , TO,,) and D, = diad x , , . . , , i,, 1. Then 
D, AD, is a Z-matrix with zero row sums. 
(a> (ii> =) (i): Suppose that th ere exist unitary diagonal matrices D,, D, 
such that D, AD, is a Z-matrix with zero row sums; Say, D, = 
diag(w,, wp, . . . , w,,) and D, = diag(r,, x2, . . . , x,,). Then for each i E (II), 
the numbers uij~j~tL‘i, j E (n) \ {i}, are nonpositi\:e, flii X,IL‘, is nonnegative. 
and the sum of these n numbers is zero. Hence, Equations (2.2) and (2.3) are 
both satisfied for all i E (n). Thus the vector x = (s,, . . . , x,,)~ fulfills the 
requirement of(i). 
Note that in the above proof of (a) (i) 3 (ii), the condition that the 
components of x have equal moduli is used only once in order to insure that 
the matrix D, will be unitary. Thus the same argument also establishes (b) 
(i) - (ii). Similarly, the argument for (a) (ii) + (i) also works for(b) (ii) 3 (i). 
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Conditions (i) and (ii) in (d) are also equivalent, as can be seen by 
rewriting condition (i) in terms of the entries of A. 
The implications (a) * (b) and (b) * (c) are obvious. 
(c) * (d)(i): Supp ose that there exist nonsingular diagonal matrices U, V 
such that A = UXV, where X = ( xij) is a Z-matrix with nonnegative diago- 
nal entries. Let U = diag(u,, . . . , u,,) and V = diag(u,, , . . ,oJ. Consider any 
pair (i,j> E (n> X (n>, i z j. Using the definition of B as given in (dXi), 
we have 
(b’, bj) = c (UiXikVk) (UjXj&) 
k#i,j 
+ i”i< 7ii)z)i] II”j”ji”il 
+ [“i”ij~jl [“j< --xjj)vj] 
= uiuj { C 
k#i,j 
By our assumption on X, it is clear that each term inside the braces is 
nonnegative. Now we can readily write out the expression for (lb’], lbj]) and 
obtain 
I(O4 =(lbW4). 
(a&i) j (e): When condition (a)(n) is satisfied, it is clear that the matrix 
D,AD, has the property that the modulus of each of its diagonal entries 
equals the sum of mod& of all off-diagonal entries in the same row. Since 
the diagonal matrix D, is unitary, A also possesses the same property. Since 
0 is an eigenvalue of D, AD,, clearly it is also an eigenvalue of A. 
Last part: It is clear that in condition (c) it makes no difference whether 
we take the diagonal matrices D,, D, to be nonsingular or to be unitary. 
When laiil = Ri holds for all i E (n), using the above argument for 
(aXii) * (e), we readily establish the implication (c) * (a)($. 
It remains to show that when A is irreducible, condition (e) implies 
condition (a)(i). The assumption that ]aii] = Ri holds for all i E (n) means 
that 0 lies on the boundary of each GerEgorin disk of A. Let ;r = (x1, . . . , x,,)~ 
be an eigenvector of A corresponding to 0. Since A is irreducible, it is well 
known that in this case we have lrl] = lx21 = **a = lx,1 (see, for instance, 
[16, Theorem 6.2.81) and also that ]aiil lxil = C.,i laijl lx.1 holds for all i (see 
[16, Lemma 6.2.3 and its proofl). Hence, r is t h d e desire vector that satisfies 
the requirement of condition (a)(i). ??
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REMARK 2.4. In the last part of Theorem 2.1 we have not stated the 
result in the strongest possible form. Actually, as can be seen from the proof, 
we have the implication (e) * (a) when A is irreducible, and also the 
implication (c) =j (a> when ]aiil = Ri holds for all i E (n). Without the 
irreducibility assumption on A, we do not even have the implication (e) 3 (d). 
The following matrix A can serve as a counterexample: 
1 I -; y 
A= i 
0 1 -1, 
0 -1 1  
3. DIAGONALLY DOMINANT MATRICES 
In this section we make a digression and take a look at diagonally 
dominant matrices. 
Recall that an n X n matrix A = (aij) is said to be diagonally dominant 
if I a,, 1 > R, for all i E ( n ), strictly diagonally dominant if all the inequali- 
ties are strict, and irreducibly diugonaZZy dominunt if it is irreducible and 
diagonally dominant, and luiil > R, holds for at least one i. According to the 
LevyDesplanques theorem and Tausshy’s theorem, if A is strictly diagonally 
dominant or irreducibly diagonally dominant, then A is invertible. 
Recently in [14, Theorem 4.11 Farid gave a criterion to determine 
whether a (reducible) diagonally d ominant matrix (with nonzero diagonal 
entries) is singular. In essence, his criterion consists of two parts. The first 
part says that a necessary condition for a diagonally dominant matrix A with 
nonzero diagonal entries to be singular is that there exists an n X n permuta- 
tion matrix P and some integer r with 2 < r < n such that 
P?‘AP = 
AI, 0 
[ 1 A,, A,, ’ 
where A,, is an r X r irreducible diagonally dominant matrix with nonstrict 
diagonally dominant rows (i.e., the modulus of each of its diagonal entries 
equals the corresponding deleted absolute row sum). The second part gives a 
criterion to check whether the irreducible block A,, is singular, and is given 
in terms of the principal arguments of the nonzero entries of A,,, assuming 
that A,, is already in a certain specific form (see conditions 2.1 and 2.2 in 
Theorem 4.1 of [I4]). In order to obtain the first part of the criterion, much 
work is done in Sections 2 and 3 of [14] on relationships among the rows of a 
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diagonally dominant singular matrix. Here we note two points about the first 
part of the criterion. First, for the purpose of checking singularity it is not put 
in an effective form. Second, there is an easier way to derive it. We are going 
to explain. 
Let A be a diagonally dominant matrix with nonzero diagonal entries. To 
determine whether A is singular or not, we can look at its Frobenius normal 
form and check whether at least one of the irreducible blocks (which are 
necessarily diagonally dominant) is singular. If A[ a] is an irreducible block 
(with rows and columns indexed by (Y G (n)), we call it a final block if there 
do not exist i E a and j E (n) \ (Y such that ajj # 0. All irreducibly blocks 
which are not final are clearly irreducibly diagonally dominant and hence are 
invertible. Thus, we need consider only the final irreducible blocks of A, and 
indeed only those with nonstrict diagonally dominant rows. In order for A to 
be singular, it is necessary that A has a final irreducible block with nonstrict 
diagonally dominant rows. By a suitable permutation similarity we can always 
bring a into A Frobenius normal form with such a block (if it exists) as its 
first irreducible diagonal block. In general, A may have several final irre- 
ducible blocks with nonstrict diagonally dominant rows, and we do not know 
a priori which of them is singular and which is not. This explains the first part 
of Farid’s criterion and also the fact that it is not put in an effective form. 
The contribution of Farid’s criterion lies in its second part-a criterion 
for an irreducible diagonally dominant matrix with nonstrict diagonally domi- 
nant rows to be singular. In order to apply this criterion to an n x n 
irreducible matrix A = (aij), we need to bring A (by a suitable permutation 
similarity) into a form with the following property: for every i E (n - 1) 
there exists an integer pi E {i + 1, . . . , n} such that uip # 0. Corollary 4.1 
(which, in turn, depends on Lemma 4.2) of [14] guarantees that this can 
always be done. Clearly, the above property of an irreducible matrix can be 
reformulated as a result about the relabeling of a strongly connected digraph. 
Below we offer a simple (algorithmic) proof for this graph-theoretic result. 
LEMMA C. Let r be a strongly connected digruph with n > 2 vertices. 
We can always label the vertices of I- by integers taken from (n) in such a 
way that for any vertex i E (n - 1) , there is a vertex pi E {i + 1,. . . , n} 
such that (i, pi) is an arc of r. 
Proof. To begin with, we take any nontrivial cycle y of I, of length, say 
m, and label its vertices by integers 1, 2,. . . , m, in the order of the cycle. 
With this labeling, the subdigraph of I induced by these m vertices clearly 
satisfies our desired property. If m = n, we are done. 
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Suppose that at some intermediate stage we have labeled the vertices of a 
strongly connected proper subdigraph ri of r in such a way that the desired 
property is satisfied by ri. Let r have p vertices with 2 < p < n. Then we 
can find a (directed simple) path of length 9 + 1 (9 > 2) that begins and 
ends at rr and such that the intermediate vertices (9 of them) all lie outside 
ri. Now label the intermediate vertices of this path respectively by 1, 2,. . . , y 
in the order in which the path is traversed. Also relabel each of the vertices of 
ri by adding 9 to the previous label. The subdigraph r, of r induced by the 
vertices of ri and the 9 intermediate vertices of the above path is clearly 
strongly connected. Furthermore, with this labeling I’, satisfies the desired 
property. If p + 9 = n, we are done. Otherwise, continue the process. After 
a finite number of steps, we can obtain a labeling of the vertices of r with 
the desired property. 
According to the last part of our Theorem 2.1, if A is an irreducible 
diagonally dominant matrix with nonstrict diagonally dominant rows, then the 
singularity of A is equivalent to condition (c) of Theorem 2.1. As can be 
readily seen [cf. the proof of Theorem 2.1(a)(i) j (ii)], when A has nonzero 
diagonal entries, the latter condition is, in turn, equivalent to the following 
property: There exist complex numbers xi, x,, . . . , x, all of moduli one (or 
nonzero) such that for each i E (n), the nonzero numbers among 
have the same argument as that of -a,,~~. 
We are going to derive an algorithm to determine whether the preceding 
property is fulfilled by an irreducible matrix A with nonzero diagonal entries. 
Our algorithm, which does not rely on Corollary 4.1 of [IJ], can be used in 
place of Farid’s criterion in determining whether an irreducible diagonally 
dominant matrix is singular. 
Let A be an n X n irreducible matrix, n > 2, with nonzero diagonal 
entries. For convenience, we work with the n X n matrix B given as follows: 
equals -ujj if i = j and equals uij if i # j. Clearly B has the same 
digraph as A. For each i E (n), we denote by r+( P,) the set of all vertices 
PJ, j z i, for which there is an arc in I’(B) from I’, to 5. Let t be the length 
of the longest path in U B) that begins with the vertex Pi. For each k E (t ), 
we use 5Dk to denote the set of all indices j E (n) \ (1) for which the 
length of the shortest path in T(B) from P, and Pj equals k. We also set 
8, = (11. 
It is clear that if the desired n-tuple of complex numbers (xi,. . . , xn) 
exists, then it must be unique up to a scalar multiple (of modulus one). In this 
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case we can always choose it in such a way that the nonzero numbers among 
are all positive. So we proceed as follows. 
(1) Choose the (unique) complex number xi with modulus 1 such that 
b,,x, > 0. 
(2) For each i E Bl, choose the complex number xi of modulus one 
such that b,,xi > 0. (In order for the nonzero numbers among 
b,,x,, b,,x,,..., bl,x, all to be positive, we have to choose xi for all 
i E 6, in this way.) 
(k) At a general step, for 2 < k < t, suppose that we have already 
determined the complex numbers xj with moduli one for all j E Us&’ B,. 
For each j E 5Dk, in order to determine x~, choose some i E 6 k _ 1 such 
that bij # 0. (There may be more than one such i, but just choose one.) Take 
xj to be the complex number of modulus one such that biixi and bijxj have 
the same argument. 
In this way, after a finite number of steps, we arrive at an n-tuple 
(Xi, r 2,“‘> xn> of complex numbers, all of moduli one. Note that if the 
desired n-tuple exists and is chosen to satisfy steps 1 and 2 (so that the 
nonzero numbers among b il x 1, b 12 x2, . . . , b,, xn are all positive), then 
necessarilyitisequalto(x,,x,,..., x,). As a final step, we check whether it 
is indeed true that, for each i E (n), the nonzero numbers among 
bl,x,> h,x,>. . . , Lx,, 
have the same argument. 
If r is a digraph with vertex set {Pi,. . . , P,), then by the undirected 
graph of r we mean the undirected graph G with the same vertex set such 
that there is an edge in G between Pi and 5 if and only if i z j and (Pi, 5) 
and <Pj, Pi) are both arcs of r. A matrix A = (a,> is said to be combinatori- 
ally symmetric if ajj # 0 whenever aji # 0. 
If A is a combinatorially symmetric irreducible matrix with nonzero 
diagonal entries such that the undirected graph of r(A) is a tree, then a 
moment’s thought upon our above algorithm will show that it is always 
possible to choose an n-tuple (xi, x2, . . . , x,) of nonzero complex numbers 
such that for each i E (n), the nonzero numbers among 
have the same argument as that of --aiixi. Thus, for such a matrix A, if it is 
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diagonally dominant with nonstrict diagonally dominant rows, then it must be 
singular. 
Either our above algorithm or Far-id’s criterion is not an entirely satisfac- 
tory result for invertibility in that both criteria are not given explicitly in 
terms of the entries of the matrix under consideration. After all, to decide 
whether a matrix is singular, we can always reduce it to a row echelon form 
by elementary row operations and count its rank. 
When A is an irreducible diagonally dominant matrix with nonstrict 
diagonally dominant rows, condition (d&i) of Theorem 2.1 provides an 
explicit, readily checkable condition necessary for A to be singular. One may 
ask whether in this case it is also a sufficient condition. Unfortunately, the 
answer turns out to be no, as can be illustrated by the following matrix: 
Nevertheless, we have the following positive result in this direction. 
THEOREM 3.1. Let A be an n x n matrix, n > 2, that satisfies both of 
the following conditions: 
(a) For each i E (n), we have laiil = Ri. 
(b) There exists some k E (n) such that the entries in the k th row of A 
are all nonzero. Furthermore, for each j E (n) \ {k}, we haue 
c aklZjl - akjZii - akkZjk 
l#k,j Z=l 
Then 0 is an eigenvalue of A. 
Proof. Let B = (bij) be th e n X n matrix given as follows: bij equals aij 
for i # j, and equals -aii for i =j. Denote by b” the ith row vector of B. 
Then the equalities in condition (b) amount to saying that 
t(bk, b-l)1 =(lb”l, IbjI) 
for all j E (n) \ {k). Since the entries in the kth row of B are all nonzero, 
we can find complex numbers x1,. . . , x, all of moduli one such that 
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(bkir&arz,. . . , b,, xJT is a positive vector. For each i E ( n >, denote by 
gi the vector (bilxl,. . . , binxJT. Then, since the xi’s are all of moduli one, 
we have 
(bk,bj) =(h”,&) and (lb”l,I 
and hence 
l(P,&j)l =(lPl,l, 
bjl) =( IPI, IGI) 
@I) 
for all j E (n) \ (k). But gk is a positive vector, so it follows that for each 
i E (n), the nonzero numbers among 
have the same argument. In other words, condition (c) of Theorem 2.1 is 
fulfilled by A. In view of condition (a), by Remark 2.4 A satisfies condition 
(a) of Theorem 2.1, and hence 0 is eigenvalue of A. ??
EXAMPLE 3.2. Let A = (aij) be a 5 X 5 irreducible matrix with the 
following zero-nonzero pattern: 
1 0 ** 0 * *  0 * 0 * * *, 0 * 
where we use * to indicate a nonzero position and a 0 for a zero position. 
Suppose that A satisfies laii 1 = Ri for all i, and also condition (d> of 
Theorem 2.1. We are going to show that A must be a singular matrix. 
Let B = (bij) denote the 5 X 5 matrix given as follows: bij equals aij for 
i # j, and equals -aij for i = j. Also let b” denote the ith row vector of B. 
First, choose complex numbers xi, x2, and x3 of moduli one such that the 
numbers b,,x,, b,, x2, b,,x, are all positive. Then choose complex numbers 
x4 and xs, again of moduli one, such that b,,x,, b,,x,, and b,,x, have the 
same argument. For i = 1, . . . ,5, let hi = (bi, x1, . . . , bi5 x,)~. We contend 
that with the above choice of xi,. . . , x5, the nonzero components of each 
vector hi have the same argument. Once this is done, as noted before, 
condition (c) of Theorem 2.1 is satisfied by A, and hence A is singular. 
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Since A satisfies condition (d) of Theorem 2.1. we have 
I(W5)I =I(bW)I =(lb’I,Wl) =(lPl,IPI). 
But by our choice of xi, x2, the complex numbers b,,x, and b,,x, are real 
and positive; hence b,, x 1 and b,, x2 have the same argument. Similarly, from 
the condition I( b2, b5)1 = ( lb21, lb5/) and the fact that b,, x2 and bg5x5 have 
the same argument, we infer that b,, x2 and b,,x, have the same argument. 
Hence, the nonzero components of the vector 6s have the same argument. In 
a similar way, using the condition l(b2, b4)l = (lb’l, lb”l>, we infer that the 
nonzero components of the vector &” have the same argument. Finally, 
using the conditions I(b’, b3>l = (lb’l, lb31>, I(b”, b3>l = (lb21, lb31) and 
l(b3, b5)l = (lb31, lb51), we also conclude that the nonzero components of 
the vector 6” have the same argument. This establishes our contention and 
hence our claim on the matrix A. 
PROBLEM 3.3. Identify all n X n irreducible zero-nonzero patterns C 
with the property that for any matrix A = (aij) with the same zero-nonzero 
pattern as C, if A is diagonally dominant with nonstrict diagonally dominant 
rows and satisfies condition (d) of Theorem 2.1, then A is a singular matrix. 
4. VARIANTS OF BRUALDI’S THEOREMS 
The following problem was much studied in the 1960s and 1970s: Given 
an n X n matrix A = (aij), determine those n-tuples r = (pi, . . . , 7,) of 
nonnegative real numbers [depending on the moduli of the n(n - 1) off- 
diagonal entries of A] such that every eigenvalue of A lies in at least one of 
the n circular disks 
{z: ]Z - Uii] Q ri}, i = 1,2 )...) n. 
In Theorem 4.1 below we are going to collect a list of known or partly 
known equivalent conditions for such n-tuples 7. Using the theory of 
M-matrices and Brualdi’s theorem [6, Theorem 2.91, we offer a self-contained 
proof. Before we come to the result, we recall some definitions and introduce 
a new notation. 
An n X n real matrix A is called an M-matrix if there exists an n X n 
nonnegative matrix P and some nonnegative real number A such that 
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A = hl - P and A > p(P) (the spectral radius of P); if h > p(P), we call A 
a nonsingular M-matrix. 
For an n X n matrix A = (aij> and an n-tuple T(T~, . . . , T,,) of non- 
negative real numbers, we denote by YJ?.‘( A) = (mij) the matrix given by 
i 
7i for i =j, 
mij = 
- 1 aij 1 for i #j. 
Clearly $J?( A) is always a Z-matrix and its definition is independent of the 
diagonal entries of A. In particular, when 7 = (la,,!, lazzI, . . . , la,,l), DV(A) 
becomes Y.R( A), the comparison matrix of A. 
THEOREM 4.1. Let A = (aij) be an n X n matrix. Consider the follow- 
ing conditions on an n-tuple r = (rl, . . . , 7,) of nonnegative real numbers: 
(a) ‘$?(A) is a ( possibly singular) M-matrix. 
(b) For any n X n complex matrix B = (bij) satisfying I bij I = laijl fir all 
i, j E (n), i Zj, if 
I bii I > Ti for each i E (n>, 
then B is invertible. 
cc> For each n X n complex matrix B = (bij) satisfying lb,,1 = laij( for 
all i, j E ( p[n), i # j, each eigenvalue of B lies in the union of the n disks 
Ak = {z E @: Iz - b,,l < Q}, k = 1,2 ,..., n. 
(d) Thereexistsavectorx =(x1,..., xJT with positive components such 
that for each i E (n) 
TiaL C IaijIxj. 
‘i j#l 
(e) For each n X n complex matrix B = (bij) satisfying lb,1 = lajjl for 
all i, j E (n), i #j, if 
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for all nontrivial cycles y of I’( A), with strict inequality for at least one such 
cycle, then B is invertible. 
(f) For each n x n complex matrix B = (bij) satisfying lbijI = laijl fi)r all 
i, j E (n), i # j, the eigenvalues of B lie in the region U,, D,, where D, = 
{z :I&,, Iz - biil < l-I p t y ri} and the union is taken over all nontn’vial 
cycles y c>f r(B). ’ 
Then conditions (a), (b), and (c) are equivalent. Each of the conditions (d), 
(e), and (0 is sufficient for (a)-(c), and is equivalent to them when A i,s 
irreducible. 
Proof. (a) * (b): If B = (b,,) 
for all i,j E (n), i # 
1s ;in n X II matrix satisfying I hi j 1 = la,, I 
j, and ( biil > 7i for each i, then nm( B) is equal to 
YJP( A) + D for some diagonal matrix D with positive entries, and hence is a 
nonsingular M-matrix, as %‘(A) is an M-matrix (see [2, Theorem 6.4.6, 
condition (A ,)I). Thus 9R( B), and hence B, being diagonally similar to a 
strictly diagonally dominant matrix (see [2, Theorem 6.2.3, condition (M Js )I). 
is invertible. 
(b) * (a): Condition (b) clearly implies that !IR’( A) + D is invertible for 
each diagonal matrix D with positive diagonal entries; hence, $%‘(A) is an 
M-matrix. 
The equivalence of conditions (b) and (c) is obvious. 
Note that for any positive vector .r = (x1, . . . , x,,)‘, we have SY.R7( A)x > 0 
if and only if ri 2 (l/xi)Cjti lai-lxj for each i E (n). 
(d) * (a): When condition (d k 1s satisfied, there exists a positive vector x 
such that sn’( A)x > 0. But Zm’( A) is a Z-matrix; hence it is an M-matrix 
(see [2, Exercise 6.4.141). 
The implication (e) * (f) is clear, because condition (f) is equivalent to 
the following: 
(f’) For any n X n matrix B satisfying lb,,1 = Inill for all i, j E (n), 
i fj, if 
n Ibiil > P,I-JYri 
PIE Y 
for all nontrivial cycles y of I’(B), then B is invertible. 
(f’) * (a): By condition (f’), f or any diagonal matrix D with positive 
diagonal entries, the matrix ZIP(A) + D is invertible; hence Y.V( A) is an 
M-matrix. 
Now we suppose, in addition, that A is irreducible. 
(a) * (d): Since Y.IP( A) is an irreducible M-matrix, there exists a positive 
vector r such that AZ > 0 (see [2, Theorem 6.2.3, condition Iz7) and 
Theorem 6.4.161) hence condition (d) is satisfied. 
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(d) 3 (e): Let x = (x1,. . . , xJT be a positive vector that satisfies condi- 
tion (d). Let A(l) = D-‘AD, where D is the diagonal matrix diag(x,, . . . , x”). 
Denote by Ri’) the ith deleted absolute row sum of A(‘). Then condition (d) 
amounts to saying that TV 2 RI1) for each i E (n). Let B be an arbitrary 
n x n matrix that satisfies lb,,\ = ]aijl for all i,j E (n), i + j, and 
for all nontrivial cycles y of I(B), with strict inequality for at least one such 
cycle. Then we have 
II lbii I a pQyRP) 
PiE Y 
for all nontrivial cycles y of lY( B), with strict inequality for at least one such 
cycle. Note that bii equals the ith diagonal entry of D-lBD, and also that 
R$‘) equals the ith deleted absolute row sum of D-lBD. An application of 
Brualdi’s theorem [6, Theorem 2.91 to the irreducible matrix D-‘BD yields 
that D-lBD, and hence B, is invertible. ??
A few remarks about the conditions of Theorem 4.1 are in order. When A 
is irreducible, the implication (c> * (d) was due to Ky Fan [13, Theorem], 
who gave an elegant, but tricky proof that depends on the use of Perron- 
Frobenius theorem for an irreducible nonnegative matrix. The equivalence of 
conditions (a), (b), and (c>, and also (d) in the irreducible case, was men- 
tioned (without proof) in [lo, Proposition 11. The implication (c> * (fl (for an 
irreducible matrix A) was due to Brualdi [6, Theorem 2.121. Our proof of 
(d) 3 (e) is similar to his proof of this implication; both rely on the fact that 
condition (d) is equivalent to the condition that for each i E (n), 7i 2 R$l’, 
where RI11 is the ith deleted absolute row sum of the matrix D-‘AD, where 
D = diagfx,,..., x,,). The implication (f) = (d) (for an irreducible matrix 
A) is also the content of [6, Theorem 2.141. 
If rz (R”G’-* R”Gr-” , . . . . RzCAma), where 0 Q (Y < 1, then by 
Ostrowski’s thkor:m r ii ai n-tuple that satisfies the equivalent conditions of 
Theorem 4.1. Many other examples of such n-tuples r can also be found in 
the literature (see [l, 10, 11, 13, 151). Indeed, they are sometimes given in 
terms of the concept of G-functions (see [lo, 11, 1511, but for our purposes 
there is no need to introduce such a function concept. 
REMARK 4.2. Since a Z-matrix is an M-matrix if and only if each of its 
maximal irreducible principal submatrices is an M-matrix, it is not difficult to 
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show that when A is weakly irreducible, conditions (f) and (a) of Theorem 
4.1 are equivalent. Then the following condition (d’) [in place of condition 
Cd)] is also another equivalent condition: 
Cd’) There exists a positive vector x = (xl, . . . , x,,)’ such that for each 
i E (n), 
where Si = {j E (n) : Pi and Tj belong to the same strongly connected 
component of r(A)}. 
In passing, we also note the following result (see [231): 
REMARK 4.3. For any n x n irreducible matrix A, the condition that 
9X171( A) is a singular M-matrix is equivalent to the existence of a positive vector 
X = (Xi,..., x,,)r such that 0 lies on the intersection of the n GerZgorin 
circles of D-[SD, where D is the diagonal matrix diag(x,, xp, . . . , x,,). 
Furthermore, when the equivalent conditions are satisfied, 0 is an eigenvalue 
of some n X n matrix B = (hii) with the property that hji = aii and Ihi, = 
laijl for all i,j E (n); h ence 0 belongs to the minimal GerSgorin set of A 
(i.e. the intersection of the Gerigorin regions of all matrices that are 
diagonally similar to A). 
In Theorem 4.5 we are going to answer the question of how to relax the 
sufficient conditions given in Theorem A for invertibility when the matrix 
under consideration is irreducible. We give our answers in a more general 
context with the n-tuple (RPC:-“,... , R,“C,I -“> replaced by an n-tuple 
7= (r,,... , T,,) of positive numbers that satisfies the equivalent conditions of 
Theorem 4.1. 
An undirected graph G with vertex set (I’,, . . . , F’,} is called a star if 
there exists a vertex P,, referred to as the center of the star, such that there 
are edges between P,. and every other vertex of G, but G has no other edges. 
We need Lemma 4.4 in the proof of Theorem 4.5. 
LEMMA 4.4. Let r be a strongly connected digraph with vertex set 
{P,, P,, . . . , P,,}, n > 2. To each vertex Pi let there be given a positive real 
number wi, and suppose that we have wiwj < 1 for all pairs (i. j> E (n) X 
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(n), i + j, with strict inequality for at least one such pair. Then exactly one 
of the following holds: 
(a) There exists a pair (i, j> E (n) X (n), i #j, for which the vertices 
Pi, pj lie on a common cycle of I’, such that wiwi < 1. 
(b) n > 3, and the undirected graph of I’ is a star. Furthermore, if P, is 
the center of the star, then we have 
1 < w, = l/Wj foreach j E (n) \ {r}. 
Proof. Suppose that condition (a) is not satisfied. Then clearly we have 
n > 3 and wiwj = 1 whenever Pi, Pj (1 #j) lie on a common cycle of r. 
Assume that there exists some k E (n) such that wk = 1. By the strong 
connectedness of I?, clearly there exists a vertex PI different from Pk such 
that Pl and Pk lie on a common cycle. For this pair (i, k) we have wik = 1; 
hence we also have wi = 1. Since r is strongly connected, by continuing this 
argument, we would obtain wj = 1 for all j E (n). This contradicts the 
hypothesis that we have strict inequality wiwj < 1 for at least one pair 
(i, j> E (n) X (n), i Zj. This shows that wi # 1 for all i E (n). 
Because wiwj = 1 whenever Pi, 5 (i # j) lie on a common cycle, clearly 
there exists at least one r E (n) such that w, > 1, and in view of our 
hypothesis there can only be one such r. Consequently, there cannot exist an 
arc between a pair of distinct vertices Pi, Pj, both different from P,.. Hence, 
by the strong connectedness of f’, for any j E (n) \ {r), there exist arcs 
from P, to Pj and from Pi to P,, and thus wj = l/w,. This shows that the 
undirected graph of IY is a star with center at P, and with the desired 
properties. ??
THEOREM 4.5. 
Let 7 = (T1,. . . , 
Let A = (aij> be an n X n irreducible matrix, n > 2. 
r,,) be an n-tuple of positive numbers such that !?.JI’( A) is an 
M-matrix (and hence satisfies the equivalent conditions of Theorem 4.1). 
Consider the following conditions: 
(a) laiil _ f 11 > T, or a i E (n), with strict inequality for at least one i. 
(b) laiil la,,1 > ~~3 for all pairs (i, j) E (n) X (n), i #j, with strict 
inequality for at least one such pair. In addition, there does not exist an index 
r E ( n) such that the ofl-diagonal entries in the r th row and r th column of 
A are all nonzero and all other ojf-diagonal entries of A are zero. 
(c> laiil lajjl > 7irj for all pairs (i, j> E (n) X (n>, i f j, for which 
Pi, pj, lie on a common cycle of I?( A), with strict inequality for at least one 
such pair. 
Cd) I-I pieylaiil a n p, E yri for all nontrivial cycles y of r(A), with strict 
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inequality for at least one such cycle. 
(e> II,,,, laiil = I7 P, E y 7i for all nontrivial cycles y of IY A). Further- 
more, there exists a pair (i, j> E (n) X (n), i f j, such that 
Then the following implications hold: (a> = Cc), (b) - (c), and CC) * (d). 
Furthermore, conditions (d) and (e) are each suflcient for invertihility of A. 
Proof. (a) j (c): Obvious. 
(b) * (c): Apply Lemma 4.4 with r = f(A) and wi = T,/la,,l for i = 
1,2,. . . , n. 
(c) 3 (d): Not difficult (cf. the proof of [25, Theorem I]). 
By Theorem 4.1 (a) j (e) (in the irreducible case) it is clear that 
condition (d) is sufficient for invertibility of A. It remains to show that 
condition (e) is also sufficient for invertibility of A. 
Since ZIP(A) is an M-matrix, condition (d) of Theorem 4.1 is satisfied. 
Hence, there exists a diagonal matrix D = diadx,, . . . , x,~> with positive 
diagonal entries such that 
Ti > R?’ for each i E (n), 
where Ri” is the ith deleted absolute row sum of A”‘, and A(” = Dm ‘AD. 
Suppose that condition (e) holds, but A is singular. Denote the (i, i) 
entry of A(‘) by a$:‘. Then for all nontrivial cycles y of IY A”‘), we have 
Since A is singular, so is A(‘). Hence by [6, Theorem 2.91, for all nontrivial 
cycles y of r(A(‘)), the equality in (4.6) becomes an equality. Let u = 
(Ui, . . . , u,,)~ be any eigenvector of A(‘) corresponding to 0. By examining 
the known proofs (given in [6, Theorems 2.3 and 2.91 or [7, Theorems 3.6.4 
and 3.6.91) for th e a ll- q l’t’ e ua 1 ies case carefully, one can see that, in this case, 
for each i E (n), if ui # 0, then 1~~1 is nonzero and constant over all k for 
which ai:’ f 0. By the strong connectedness of r( A(“), it follows that all u], 
1 <j Q n, are nonzero. In addition, we also have ‘%R( A”‘) IuI = 0. From the 
definition of A(‘) clearly we have A(Du) = 0. Furthermore, we have 
Y.R(A(‘)) = D-‘.!?.R(A)D, and hence ?rJ1( A) IDI = 0. By Theorem 2.1(b) 3 
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(d), it follows that for all pairs (i,j) E (n> X (n>, i +j, we have 
C ailZjl - aijiijj - aiiZji 
l+i,j 
= 1$1 Iaill Iajll' 
This contradicts the second half of condition (e). ??
In [25, Theorem 41 Zhang and Gu showed that if A is a complex number 
which is a boundary point of each of the n(n - 1)/2 ovals of Cassini of an 
irreducible matrix A of order > 3, then necessarily A is a boundary point of 
each of the n Gerigorins’s disks of A. After they has obtained this result, they 
remarked that Brauer’s theorem [4, Theorem 221 (that if A is an eigenvalue of 
an irreducible matrix A that belongs to the boundary of the union of ovals of 
Cassini or A, then A is a boundary point of each of the ovals of Cassini) is 
false except for trivial cases. By condition (b) of Theorem 4.4 we have found 
on the contrary that, if we rule out the case when the undirected graph of 
I’(A) is a star, then Brauer’s theorem is always true, and in fact, in view of 
[25, Theorem 41, the stronger conclusion that the eigenvalue A lies on the 
boundary of each of the n Gerigorin disks of A is valid. 
5. EIGENVALUES ON THE BOUNDARY OF SPECTRUM 
INCLUSION REGIONS 
In terms of location of eigenvalues Taussky’s theorem [21, Theorem II] 
that every irreducibly diagonally dominant matrix is invertible is commonly 
reformulated in the following way: 
Let A be an n X n irreducible matrix. A boundary point A of the union 
of the Ger:gorin disks 
{Z:jZ-aiiI<Ri}, iE(n) 
is an eigenvalue of A only if A is a boundary point of each of the disks. 
We would like to point out that the above reformulation is actually slightly 
weaker than the original Taussky’s theorem. To get the equivalent reformula- 
tion, we replace the geometric (but not readily checkable) assumption that A 
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is a boundary point of the GerSgorin region of A by the weaker (but readily 
checkable) assumption that A does not lie in the interior of each of the I) 
Ger:gorin disks. Here is an example to illustrate our point. Let 
A= 
1 + i fi 0 0 
0 l-i ti 0 
; 0 -1-i 0 -1 ti + i 
As can be readily verified, in this case we have det A = 0; hence 0 is an 
eigenvalue of A. Also, it is clear that 0 lies on each Gerggorin circle. 
However, 0 is also an interior point of the Gerggorin region of A. 
A similar remark also applies to other spectrum inclusion regions. (So, in a 
sense, the heading of this section is somewhat incomplete.) 
Let A be an n X n irreducible matrix (n > 2), and let T = (T,, . . . , T,>) be 
an n-tuple of positive numbers such that P?(A) is an M-matrix. If A is an 
eigenvalue of A for which we havr 
for all nontrivial cycles y of r(A), tl ien what can we say about A and its 
associated eigenvectors. 2 In this section we are going to answer this and 
related questions. 
First of all, since AZ - A is singular, by Theorem 4.5, condition cd), we 
have 
I-I IA -%I = I-I 7, 
PCS Y p,t Y 
for all nontrivial cycles y of r(A). In this case, as mentioned in the proof of’ 
Theorem 4.5 [that condition (e) is sufficient for invertibility of A], there exists 
a diagonal matrix D with positive diagonal entries such that the matrix 
A(‘) = D- ‘( AZ - A)D has the property that each eigenvector of A(‘) corre- 
sponding to 0 has nonzero components. It follow that if x = (xi, . . . , x,,)?’ is 
any eigenvector of A corresponding to A, then we have x, # 0 for all 
i E (n); hence, necessarily, the geometric multiplicity of A equals 1. 
Furthermore, the vector x also satisfies M( AZ - A) 1 x( = 0. Hence, by 
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Theorem 2.1(b) * (d), the following equalities hold: 
= (A - Uii)Zji + uij (A - Ujj) + c ui,aj, 
l+i,j 
for all pairs (i,j) E (n) X (n), i Zj. 
In the case when r = (R,, . . . , R,), something more can be said. As the 
known proofs show (see, for instance, the proof of Theorem 2.9 in [6]), then 
we have not only that xi f 0 for all i, but also that for each i, 1 < i Q n, I xk I 
is constant over all k for which Pk E I’+( Pi>. One consequence of this latter 
property is that from the (already proved) equation M( AZ - A) ] xl = 0 it 
follows that for each i E (n) we have 
( A - Uii 1 1 xi 1 = Ri Ix~ 1) (5-l) 
where k is any index such that Pk E I’+( Pi). As can be readily shown, 
another consequence is that, if the (undirected) bipartite graph associated 
with the matrix A - diag(u,,, uze,. . . , a,,,,) is connected, then we have 
lx11 =1x21 = *-* =1x,1. 
[For an n X n matrix A, we define its bipartite graph B(A) as follows: The 
vertex set of B(A) is the disjoint union of U = (u,, . . . , un} and V = 
1v 1, * *. , v,,}, edges of B(A) link only vertices of U with those of V, and there 
is an edge between ui and vj if and only if uij z 0.1 But, in general, the lzil’s 
take different values. 
Now, consider what happens when the eigenvalue A satisfies the stronger 
condition that 
for all pairs (i,j> E (n> X (n), i # j, for which Pi, Pj lie on a common 
cycle of I( A). Again by Theorem 4.5 the inequalities in our condition are all 
equalities. If I?( A) has a nontrivial cycle of length 2 3, then, arguing by way 
of contradiction and using the strong connectedness of r( A) (cf. the proof of 
Lemma 4.3) we readily infer from our condition that I A - uiil = 7i for all 
i E (n). 
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It remains to consider the case when T(A) has no nontrivial cycle of 
length greater than 2. [S ince A is irreducible, this amounts to saying that A 
is combinatorially symmetric and the undirected graph of I’(A) is a tree.] 
Suppose it is not the case that 1 A - aitl = Ti for all i; say, I A - akk I Z Tk. 
Take some 1 # k such that Pk and Pl both lie on a cycle of length 2; clearly 
such an 1 exists. Then our condition implies that lh - u~~]/G-~ is simply the 
reciprocal of ]A - ak.]/rk. By the graph structure of I(A) and by our 
condition, it follows that the n numbers 1 A - ujil/ri, i E (n), take precisely 
two different values, one being the reciprocal of the other. Furthermore, for 
any pair (i,j) E <n> X (n>, i #:j, we have IA - aiil/~i = IA - ujjl/~ if 
and only if the distance from Pi to Pj (which is the same as the distance from 
pj top,) in I’(A) is an even number. In other words, among the n(n - 1)/2 
ovals of Cassini 
A belongs to the boundary of precisely those Oil for which the distance from 
Pi to pj is an odd number. 
When T = (R,, . . . , R,), something more can be said about the compo- 
nents of an eigenvector x associated with A. If IA - uii] = Ri for all i E (n), 
then as is well known, we have 1x1] = (xz] = ... = J-Y,] (see, for instance, 
[16, Theorem 6.2.81). So, suppose that IA - ai,1 # R, for some i, and hence 
for all i. [Then I( A) has no cycles of length > 3.1 In this case, as we have 
shown in (5.11, we have 
l A - aii l/R, = I xj l/l xi I 
whenever uij # 0 (i # j). But we have also shown that the n numbers 
]A - uii]/Ri, i E (n), take precisely two different values. Using the graph 
structure of I( A), we can then deduce that the n numbers 1~~1, 1 < i < n, 
also take two different values and is in such a way that I xi I = I xi1 if and only if 
the distance from Pi to pj is an even number. 
Now suppose that A satisfies the even stronger condition that 
1 A - Uii 1 1 A - Ujjl 2 'TTj 
for all pairs (i,j) E (n> X (n), i z j. Suppose, in addition, that for some 
(and hence, for all) i, 1 Q i < n, we have lh - ali z ri. Then there can exist 
only one i, say i = r such that IA - ur,j/r, < 1. Also, T(A) cannot have 
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cycles of length > 3. Note that for any pair (i,j) E (n) X (n), i #j, 
i # r # j, there cannot exist arcs in I’( A) between Pi and Pj; otherwise, the 
strict inequality 
IA - a,,1 IA - ujj1/ri7j > 1 
would imply [by Theorem 4.5, condition cc>] the invertibility of AZ - A. 
In order for I(A) to be strongly connected, for any i z r, there must 
exist arcs from Pi to P,. and from P,. to P,. Hence, the undirected graph of 
I’( A) is a star with center at P,. Furthermore, among the n(n - 1)/2~ovals 
of Cassini 
oij = (2: Iz - UiiI 12 - ujjl G 'i'j}> 1 <i <j < 12, 
A belongs to the boundary of precisely n - 1 of them, namely, 
i E (n) \ {r}. If 7 = (R,,..., R,), by the preceding discussion 
readily see that the components of the eigenvector x satisfy 
(x11 =(xpl = ... =Ix,J =lx,+J = *** =1x,1 <(x,l. 
Ori, for 
we also 
As the reader will see, our above discussion also explains and clarifies the 
results of [25]. (See, in particular, Theorem 3 and Corollary 2 of [25]. We also 
spotted a gap in the proof of case 2 of Lemma 3 (which is needed for 
Theorem 3), but we have found a different proof for the lemma.) 
The following example shows that even when the eigenvalue A satisfies 
) A - aii 1 = 7i forall i E (n), 
A need not be a simple eigenvalue. 
Consider the matrix 
1 -1 -1 -1 
-1 1 
3 0 0 
A= I ; 9 o -f 0 . 
1 
5 0 0 -+ 
I 
Here we take r = (R~/“C~/“, . . . , R~/2C:/2). As can be readily checked, 0 is 
an eigenvalue of A that satisfies 
(a,, ) = R;‘2C;/2 for i = 1,...,4. 
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Indeed, the geometric multiplicity of 0 as an eigenvalue is one, x = (3, 1, 1, 1)’ 
being a corresponding eigenvector. On the other hand, its algebraic multiplic- 
ity is two (since the sum of all 3 x 3 principal minors of A equals zero). 
6. REFINEMENTS OF SOLO\“EV‘S THEOREM 
In [CJ] Brualdi and Mellendorff, using a geometric argument, first proved 
an equivalent form of Theorem 3 of Pupkov [ 191 and then used it to derive a 
theorem of Solov’ev, which was stated as Theorem B in our introductop 
section. Bv modifying their arguments, we obtain the following refinements 
of Solov’ev’s theorem. 
THEOHEM 6.1. Let A = (aii> b e nn n X 11 irreducible matrix, 11 > 2. 
I,et r he cm integer with 1 < r 2 n. Then A is invertible i;f it .sati.$fies orw of 





For each j E ( n), either 1 ujj 1 is g-enter than the mm (If the moduli 
of the r - 1 largest off-dir~gonnl entries in the j th CYAL~~, or In,,] i.s 
c~yunl to this sum and the modulus of the ‘(r - 11th largrst off- 
rlingonnl entry in thej th column is nonzero; and 
c>ither the sum of r .snwlle.st of the numbers IN,, 1 - R, , /[I,~ / - 
R3...., IQ - R,, ‘1 p I t ’ 1s mi iw, or thi.s .sum is eyud to zero nnrl the 
II - r f 1 larpt of thew n numbers ore not all i~qunl. 
For each j E ( n >, either Ia,, 1 is greatrr them the .sum of the rrwrluli 
of the r - 1 largest ofjr-dic~gonal entriw in the j th column. or Iai,l is 
epal to this <sum uncl the moduli of the .snmllest n - r t 1 off- 
diagonal entries in thej t/l colurrm m-v not all cpd; and 
cithrr the sum of the r .smallest c?f the numher.s /a,, 1 - RI , I az2 1 - 
R, , . . . , la,,,, 1 - R,, is positiw, or this .sunl is eqd to xt-o and t/u* 
r th smallest of the.w n nurdwrs is positiw. 
(III) Conditions I(a) and II(b) at-e both sati,yfied and there exists (1 pair 
(i,j) E (n) x (n), i + j, Such that 
Proof. When r = 1 or when the smallest of the n numbers Ia,, I - 
R,,..., k,,I - R,, is nonnegative, by condition (1)) of (I) or (II). A is 
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irreducibly diagonally dominant. When r = n, the sets of conditions (I), (II), 
and (III) each imply that AT is irreducibly diagonally dominant. So in all 
these cases our theorem is valid. 
Hereafter we assume that 1 < r < n., and also that the smallest of the n 
numbers ]alll - R,, . . . , Jan,,1 - R, is negative. In this case, as can be readily 
seen, condition (IXb) is stronger than (II)(b), whereas (IIXa) is stronger than 
(IXa). To show that the set of conditions (I), (II), or (III) is sufficient for 
invertibility of A, we argue by way of contradiction and assume that there 
exists a nonzero vector 1c = (x1, . . . , x,)~ such that xrA = 0. By normalizing 
the vector x, we may assume that for some index k we have 1 = ] xkl >/ ] xi] 
for all i E (n). We are going to show that if conditions (IXa) and (IIXb) are 
both satisfied, then x has nonzero components and, in addition, we have 
]xIrmn<A) = 0. 
More or less, we are going to follow the argument given in [9, 
pp. 979-9831 that leads to Theorem 5 there. By Lemmas 1.2 and 1.3 of 
[9], we have 




c (1 aii I - Bi) I xi I G Rk - I ukk 1. 
i+k 
(6.3) 
As in [9], we denote by Qn_r the unit cube {(al, u2,. . . , u,_~)~: 0 < ui < 1 
for 1 < i < n - 1). Clearly the vector 
U = (IX1l,...,I~k-ll,IXk+ll....~IX,I)T 
belongs to Q,_ r. Denote by H the hyperplane of F!“- ’ consisting of vectors 
the sum of whose components equal r - 1. We contend that u E H. The 
hyperplane H divides Qn_ 1 into two closed convex sets Q;_ 1 and Qz_ r, 
where QR_ r (Q,Z_ 1) consists of vectors in Qn the sums of whose components 
are not greater than (not less than) r - 1. If u E H, then we have either 
uEQ~_~\H oruEQc_,\H.WetreatthecasewhenuEQ;_r\H 
first. Then u can be expressed as 
u = A,?9 + .-- +/ip’1 (6.4) 
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where each Aj > 0, Cl= 1 Ai = 1, and vl, . . . , I.I~ are extreme points of Q,L_ ,. 
As an extreme point of Q;_ i each-& is an (n - 1)tuple of O’s and l’s with at 
most r - 1 1’s. Furthermore, since we are assuming that u G H, at least one 
u)-I has at most T - 2 1’s. Let 01 = <vi ,..., &,,u:+, ,..., ~i)r for each 
j E (9). By condition (I)(a) clearly each VJ satisfies 
Ek I%klV,‘4~kkl. (6.5) 
Condition (I)(a) also implies that the sum of moduli of the r - 2 largest 
off-diagonal entries in the k th column is less than ) ukk I. Hence, for a ~1 with 
at most r - 2 l’s, (6.5) must hold with strict inequality. By (6.4) and the 
definition of U, it follows that we have 
c bikl Id -+kkL 
i#k 
which contradicts (6.2). 
We have shown that u @ Qi_ , \ H. Now consider u E Qi_, \ H. In 
this case, the representation of u as a convex combination (with positive 
coefficients) of the extreme points v’, . . . ,oq (of Qz_ i) as given by (6.4) still 
holds, except that now each vj is an (n - l)-tuple of O’s and l’s with at least 
r - 1 l’s, and there is a vj with at least r 1’s. Clearly, by condition (II)(b), 
for any subset Z of (1,2,. . . , n} \ (k) with r - 1 or more elements, we have 
(6.6) 
By condition (III(b) the rth smallest of the n numbers lulll - R,, . . . , 
lunnl - R, is positive. Hence, (6.6) holds with strict inequality if Z has more 
than r - 1 elements. It follows that each extreme point vj that appears in 
the representation (6.4) for u must satisfy 
C (Iuiil - R,)V/ > Rk -lukk(> 
i+k 
(6.7) 
with strict inequality if vj has at least r 1’s. Thus, we conclude that 
C (IUiiI -El) lxil > ‘k -I’kkI, 
i+k 
which contradicts (6.3). This shows that u E Q,:_ I \ H. 
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The preceding argument has established the contention that u E H. 
Indeed, it also shows that there is a convex representation of u given by (6.4), 
in which each uj is an (n - I)-tuple of O’s and l’s with exactly r - 1 l’s and 
is such that (6.7) is satisfied as an equality; hence, the equality holds in (6.3), 
and moreover the sum of the r smallest numbers among ]aiil - Ri, 1 < i < n, 
is equal to 0, and ]akk] - R, is among one of these r numbers. 
From the proof of Lemma I.3 in [9] one readily sees that when the 
equality holds in (6.3) necessarily we have 
C ]ajj( ]xi] =]ujj] ]xj] for j = 1,2,...,n. 
i#j 
In other words, the vector 1x1 = (Ix,],Ix,],..., 1~~1)~ satisfies the equation 
I xlT9Jl( A) = 0. [Indeed, the equality holds in (6.3) if and only if 
I XI T2R( A) = 0.1 But mm(A) is an irreducible Z-matrix; it follows I XI is a 
nonnegative eigenvector of some irreducible nonnegative matrix and hence is 
a positive vector. Thus the vector x has nonzero components. This proves our 
initial claim concerned with a nonzero vector x that satisfies xTA = 0, 
provided that conditions (I)(a) and (II)(b) are both satisfied. 
Now suppose that the set of conditions (I) is fulfilled. As we have proved, 
lukkl - R, is among the r smallest numbers of luiil - Rj, I < i < n. Let 
lapPI - R, be the greatest of the n numbers ]uiil - Ri, 1 < i < n. In view of 
condition (I)(b), clearly p # k. Also, the sum of the numbers lappI - R,, 
lakkl - R,, and any other T - 2 numbers taken from luiil - Ri, 1 < i < n, is 
greater than zero. It follows that the pth component of each vector 0.j that 
appears in the representation (6.4) for the vector u is zero; hence I xp I (the 
pth component of U) is also zero. This contradicts the proved fact that x has 
nonzero components. 
When the set of conditions (II) is fulfilled, we can use condition (II)(a) 
and the fact that the equality holds in (6.2) [which is the kth equation of 
I XI T%R( A) = 0] to draw the conclusion that x has a zero component, and 
hence a contradiction. 
When the set of conditions (III) is fulfilled, by conditions (I)(a) and 
(II)(b), any nonzero vector x that satisfies xrA = 0 must have nonzero 
components; in addition, we have I XI T%R( A) = 0. Hence by Theorem 
2.1(b) * (d), condition (d)(n) of Th eorem 2.1 must be satisfied by the 
matrix AT. This contradicts the second half of condition (III). 
In the statement of Theorem 6.1, if we require the smallest of the n 
numbers lull1 - R,, . . . , Iann - R, to be negative (i.e. if we rule out the case 
when A is diagonally dominant, which is already covered by known results), 
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then we can replace condition (II)&) simply by the following: The sum of thr 
T smallest of the numbers lull1 - R,, . . . , Ian,,1 - R,) is nonnegative. 
The following example shows that conditions I(a) and II(b) of Theorem 
6.1 together are not sufficient for an irreducible matrix A to be invertible. 
EuhqPLE 6.2. Consider the matrix 
I I 1 1 
A 1 3 0 0 = i 
I 0 3 0 
1 0 0 3 I . 
Take r = 2. As can be readily checked. A satisfies both of the conditions I(a) 
and II(b) of Theorem 6.1, but not the conditions II(a) (for j = 1) and I(b). 
Note that the matrix A here can be obtained from the one that appears at 
the end of Section 5 by premultiplying it by diadl, - 9,9,9) and post- 
multiplying it by diadl, -1, -1, -1). But the latter matrix is singular: hence 
so is A. 
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