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Abstract
Let q = p n with n = 2m and p be an odd prime. Let 0 ≤ k ≤ n − 1 and k = m. In this paper we determine the value distribution of following exponential(character) sums is a primitive p-th root of unity. As applications:
(1). We determine the weight distribution of the cyclic codes C 1 and C 2 over F p t with parity-check polynomials h 2 (x)h 3 (x) and h 1 (x)h 2 (x)h 3 (x) respectively where t is a divisor of d = gcd(m, k), and h 1 (x), h 2 (x) and h 3 (x) are the minimal polynomials of π −1 , π −(p k +1) and π −(p m +1) over F p t respectively for a primitive element π of F q .
(2). We determine the correlation distribution among a family of m-sequences. This paper extends the results in [30] .
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Introduction
Let C be an [l, k, d] p t cyclic code and A i be the number of codewords in C with Hamming weight i. The weight distribution {A i } l i=0 is an important research object in coding theory. If C is irreducible, which means that the parity-check polynomial of C is irreducible in F p t [x] , the weight of each codeword can be expressed by certain conbination of Gaussian sums so that the weight distribution of C can be determined if the corresponding Gaussian sums can be calculated explicitly (see Fitzgerald and Yucas [5] , McEliece [14] , McEliece and Rumsey [16] , van der Vlugt [24] , Wolfmann [26] and the references therein). As for the relationship between the weight distribution of cyclic codes and the rational points of certain curves, see Schoof [22] .
For a general cyclic code, the Hamming weight of each codeword can be expressed by certain combination of more general exponential(character) sums (see Feng and Luo [3] , [4] , Luo and Feng [9] , [10] , van der Vlugt [25] , Yuan, Carlet and Ding [28] ). More exactly speaking, let q = p n with t | n, C be the cyclic code over F p t with length l = q − 1 and parity-check polynomial
where h i (x) (1 ≤ i ≤ e) are distinct irreducible polynomials in F p t [x] with degree e i (1 ≤ i ≤ u), then dim F p t C = 
where
In this way, the weight distribution of cyclic code C can be derived from the explicit evaluating of the exponential sums
Assume t is a divisor of d and n 0 = n/t. Let h 1 (x), h 2 (x) and h 3 (x) be the minimal polynomials of π −1 , π
Let C 1 and C 2 be the cyclic codes over F p t with length l = q − 1 and paritycheck polynomials h 2 (x)h 3 (x) and h 1 (x)h 2 (x)h 3 (x) respectively. From (2), we know that the dimensions of C 1 and C 2 over F p t are 3n 0 /2 and 5n 0 /2 respectively.
For α ∈ F p m , (β, γ) ∈ F 2 q , define the exponential sums
Then the weight distribution of C 1 and C 2 can be completely determined if T (α, β) and S(α, β, γ) are explicitly evaluated.
Another application of S(α, β, γ) is to calculate the correlation distribution of corresponding sequences. Let F be a collection of p-ary m-sequences of period q − 1 defined by
The correlation function of a i and a j for a shift τ is defined by
In this paper, we will study the collection of sequences
. Then the correlation function between a α 1 ,β 1 and a α 2 ,β 2 by a shift
Pairs of p-ary m-sequences with few-valued cross correlations have been extensively studied for several decades, see Gold [6] , Helleseth and Kumar [7] , Helleseth, Lahtonen and Rosendahl [8] , Kasami [12] , Rosendahl [20] , [21] and Trachtenberg [23] .
Several special cases of exponential sums (4) and related cyclic code C 2 have been investigated, for instance
• The binary code C 2 with k = m ± 1 is nothing but the classical Kasami code, see Kasami [12] .
• As for the binary code C 2 with k = 1, its minimal distance is obtained by Lahtonen [15] , Moreno and Kumar [17] . Its weight distribution is determined eventually in van der Vlugt [25] .
• For several other cases, the binary code C 2 and the related family of generalized Kasami sequences have been studied, see Zeng, Liu and Hu [29] .
• In the case p odd prime and gcd(m, k) = gcd(m + k, 2k) = d being odd, the weight distribution of C 2 and correlation distribution of corresponding sequences have been fully determined, see Zeng, Li and Hu [30] .
This paper is presented as follows. In Section 2 we introduce some preliminaries. In Section 3 we will study the value distribution of T (α, β) (that is, which value T (α, β) takes on and which frequency of each value for α ∈ F p m , β ∈ F q ) and the weight distribution of C 1 . In Section 3 we will determine the value distribution of S(α, β, γ) , the correlation distribution among the sequences in F , and then the weight distribution of C 2 . Most lengthy details are presented in several appendixes. The main tools are quadratic form theory over finite fields of odd characteristic, some moment identities on T (α, β) and a class of Artin-Schreier curves on finite fields. We will focus our study on the odd prime characteristic case and the binary case will be investigated in a following paper.
Preliminaries
We follow the notations in Section 1. The first machinery to determine the values of exponential sums T (α, β) and S(α, β, γ) defined in (3) and (4) is quadratic form theory over F q 0 .
Let H be an s × s symmetric matrix over F q 0 and r = rank H.
(1 ≤ i ≤ r). Let ∆ = a 1 · · · a r (we assume ∆ = 1 when r = 0) and η 0 be the quadratic (multiplicative) character of F q 0 . Then η 0 (∆) is an invariant of H under the conjugate action of M ∈ GL s (F q 0 ).
For the quadratic form
we have the following result(see [9] , Lemma 1).
Lemma 1. (i). For the quadratic form
In this correspondence we always assume d = gcd(m, k). Recall that s = n/d is even. Therefore the field F q is a vector space over F q 0 with dimension s. We fix a basis v 1 , · · · , v s of F q over F q 0 . Then each x ∈ F q can be uniquely expressed as
Thus we have the following F q 0 -linear isomorphism:
With this isomorphism, a function f :
From Lemma 1, in order to determine the values of
we need to determine the rank of H α,β over F q 0 and the solvability of
. Then an easy observation shows
The main part of the subsequent result has been proven in [30] and we repeat part of the proof for self-containing.
Moreover, let n i be the number of (α, β) with r α,β = s − i. In the case
Proof. see Appendix A.
In order to determine the value distribution of T (α, β) for α ∈ F p m , β ∈ F q , we need the following result on moments of T (α, β).
(ii).
In the case d ′ = 2d, we could determine the explicit values of T (α, β). To this end we will study a class of Artin-Schreier curves. A similar technique has been applied in Coulter [2] , Theorem 6.1.
Then
Now we give an explicit evaluation of T (α, β) in the case d ′ = 2d.
Lemma 5. Assumptions as in Lemma 4, then
Proof. Consider the F q -rational (affine) points on the Artin-Schreier curve in Lemma 4. It is easy to verify that (0, y) with y ∈ F p d are exactly the points on the curve with x = 0. If (x, y) with x = 0 is a point on this curve, then so are (11)). In total, we have
We only consider the case r α,β = s. The other cases are similar. In this case
Remark. (i). Our treatment improve the technique in [2] . Otherwise the case (p, d) = (3, 1) will be excluded.
(ii). Applying Lemma 5 to Lemma 4, we could determine the number of rational points on the curve (12). 
Recall that t is a divisor of d and C 1 is the cyclic code over F p t with paritycheck polynomial h 2 (x)h 3 (x) where h 2 (x) and h 3 (x) are the minimal polynomials of π −(p k +1) and π −(p m +1) , respectively.
Proof. see Appendix B.
Remark. (1). In the case
coordinates of each codeword of C 1 form a cyclic code C ′ 1 over F p t with length
(2). In the case
coordinates of each codeword of C 1 form a cyclic code C ′ 1 over F p t with length l ′ and dimension 3n 0 /2. Let (
(2). If k = 0, this result is the same as [9] , Theorem 3.
Results on Correlation Distribution of Sequences and Cyclic Code C 2
Recall φ α,β (x) in the proof of Lemma 2 and N i,ε in the proof of Theorem 1. Finally we will determine the value distribution of S(α, β, γ), the correlation distribution among sequences in F defined in (5) and the weight distribution of C 2 defined in Section 1. The following result will play an important role. where η ′ is the quadratic (multiplicative) character on F p t .
Proof. see Appendix C.
be the Legendre symbol. We are now ready to give the value distribution of S(α, β, γ).
Theorem 3. The value distribution of the multi-set
is shown as following.
(
i). If d ′ = d is odd, then values multiplicity
Remark. Case (i) is exactly Proposition 6 in [30] .
In order to give the correlation distribution among the sequences in F , we need the following lemma (see [30] , Lemma 5).
Lemma 7. For any given γ ∈ F * q , when (α, β) runs through F p m × F q , the distribution of S(α, β, γ) is the same as S(α, β, 1).
As a consequence of Theorem 1, Theorem 3 and Lemma 7, we could give the correlation distribution amidst the sequences in F . 
values multiplicity
Remark. The case (i) has been shown in [30] , Prop. 6.
Recall that C 2 is the cyclic code over F p t with parity-check polynomial h 1 (x)h 2 (x)h 3 (x) where h 1 (x), h 2 (x) and h 3 (x) are the minimal polynomials of π −1 , π −(p k +1) and π −(p m +1) respectively. Here we are ready to determine the weight distribution of C 2 .
Remark. The case (i) with t = 1 has been shown in [30] , Theorem 1.
Appendix A
We need to introduce some results to prove Lemma 2. 
The following lemma has been proven in [1] and [30] . We will give some of the details for self-containing. 
Since b ∈ F * q and gcd(m − k, n) = gcd(m − k, 2k) = d ′ , then the result follows from Lemma 8.
(ii). See [30] , Prop.1 (2).
(iii). Denote by y
• If d ′ = 2d, then by (11) we get (18) is equivalent to
(iii). See [30] , Prop.4 iii).
Remark. For the case
T (α, β) 3 can also be determined, but we do not need this result.
Proof of Lemma 4:
We get that
where the 3-rd equality follows from that the inner sum is zero unless ω p d −ω = 0, i.e. ω ∈ F q 0 and the 4-th equality follows from
, by (10) we have F ωα,ωβ (X) = ω · F α,β (X), H ωα,ωβ = ω · H α,β and r ωα,ωβ = r α,β . From Lemma 1 (i) we know that
In the case d ′ = 2d, by Lemma 2ii) we get that r α,β is even. Hence T (ωα, ωβ) = T (α, β) for any ω ∈ F * p t and N = q + (p d − 1)T (α, β).
Appendix B
Proof of Theorem 1:
, we define that for ε = ±1 and 0 ≤ i ≤ s − 1,
where p * = (−1)
by Lemma 2 we have
Choose an element ω ∈ F * q 0 such that η 0 (ω) = −1. For any (α, β) ∈ N 1,ε , since s − 1 is odd, by (19) we get T (ωα, ωβ) = −T (α, β). Then the map (α, β) → (ωα, ωβ) give a 1-to-1 correspondence from N 1,1 to N 1,−1 Combining (20) one has
Moreover, from Lemma 3 and (21) we have
In addition, by Lemma 2 and (21) we have
Combining ( Applying Lemma 6 for t = 1 and Theorem 1, we get the result. Proof of Theorem 4: Recall M (α 1 ,β 1 ),(α 2 ,β 2 ) (τ ) defined in (6) and (7). Fix (α 2 , β 2 ) ∈ F p m × F q , when (α 1 , β 1 ) runs through F p m × F q and τ takes value from 0 to q − 2, (α ′ , β ′ , γ ′ ) runs through F p m × F q × F q {1} exactly one time. For any possible value κ of S(α, β, γ), define s κ = # {(α, β, γ) ∈ F p m × F q × F q | S(α, β, γ) = κ} s 1 κ = # (α, β, γ) ∈ F p m × F q × {F q \{1}} S(α, β, γ) = κ and t κ = # {(α, β) ∈ F p m × F q | T (α, β) = κ} .
By Lemma 7 we have
Define M κ to be the number of (α 1 , β 1 , α 2 , β 2 ) such that M (α 1 ,β 1 ),(α 2 ,β 2 ) = κ. Hence we get
Then the result follows from Theorem 1 and Theorem 3. 
where R(α, β, γ) = ω∈F * p t
S(ωα, ωβ, ωγ).
For any ω ∈ F * p t ⊂ F * q 0
, we have φ ωα,aβ (x) + ωγ = 0 is equivalent to φ α,β (x) + γ = 0. Let x 0 ∈ F q be a solution of φ α,β (x) + γ = 0 (if exist).
(1). If φ α,β (x) + γ = 0 has solutions in F q , then by Lemma 1 and (19) we have S(ωα, ωβ, ωγ) = ζ Fix (α, β) ∈ N i,ε for ε = ±1, and suppose φ α,β (x) + γ = 0 is solvable in ). Then
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