In this work, we present a transformational approach to overcome the above drawbacks. Basically, we first transform the original higher-order program by defunctionalization [13] . In particular, we introduce an extension of previous defunctionalization techniques (like [3, 8] ) that is specially tailored to improve the accuracy of the size-change analysis. Then, we introduce a source-to-source transformation that aims at improving the accuracy of both the size-change analysis and the associated BTA by making explicit the binding-times of every argument of a function. In this way, every function call with different bindingtimes can be treated differently. Thanks to this transformation, one can get the same accuracy by using a monovariant BTA over the transformed program as by using a polyvariant BTA (where several binding-times can be associated to a given function) over the original program.
Defunctionalization
In this section, we introduce a stepwise transformation that takes a higherorder program and returns a first-order program (a term rewrite system). Our transformation extends previous approaches (e.g., [8] ) in order to make as much higher-order information explicit as possible, so that the next steps of the BTA (size-change analysis and propagation of binding-times) can exploit it.
In the following, we consider constructor-based rewrite systems as (firstorder) programs. Formally, a term rewriting system (TRS for short) is a set of rewrite rules l → r such that l is a nonvariable term and r is a term whose variables appear in l; terms l and r are called the left-hand side and the righthand side of the rule, respectively. Given a TRS R over a signature F, the defined symbols D are the root symbols of the left-hand sides of the rules and the constructors are C = F \ D. We denote the domain of terms and constructor terms by T (F, V) and T (C, V), respectively, where V is a set of variables with F ∩V = ∅. The set of variables appearing in a term t is denoted by Var (t). A TRS R is constructor-based if the left-hand sides of its rules have the form f (s 1 , . . . , s n ) where s i are constructor terms, i.e., s i ∈ T (C, V), for all i = 1, . . . , n.
A position p in a term t is represented by a sequence of natural numbers, where denotes the root position. Positions are used to address the nodes of a term viewed as a tree: t| p denotes the subterm of t at position p and t[s] p denotes the result of replacing the subterm t| p by the term s.
In the following, we write o n for the sequence of objects o 1 , . . . , o n .
Making Applications and Partial Calls Explicit
First, we make every application of the higher-order program explicit by using the fresh function apply. Also, we distinguish partial applications from total functions. In particular, partial applications are represented by means of the fresh constructor symbol partcall. Total calls are denoted in the usual way, e.g., f (t n ) for some defined function symbol f /n. A partial call is denoted by partcall(f, k, t m ) where f /n is a defined function symbol, 0 < k ≤ n, and m + k = n, i.e., t m are the first m arguments of f /n but there are still k missing arguments (if k = n, then the partial application has no arguments, i.e., we have partcall(f, n)). 4 For simplicity, we consider that partcall is a variadic function; nevertheless, one can formalize it using a function with three arguments so that the third argument is a (possibly empty) list with the already applied arguments.
Once all applications are made explicit with apply and partcall, we apply the following transformation to the right-hand sides as much as possible:
This is useful to avoid unnecessary applications in the defunctionalized program when enough information is available to reduce them statically.
In the following, we assume that every program contains an entry function, called main, which is defined by a single rule of the form (main x 1 . . . x n = r), with x 1 , . . . , x n ∈ V different variables, and that the program contains no call to this distinguished function. Example 1. Consider the following higher-order program R 1 (as it is common practice, we use a curried notation for higher-order programs):
where natural numbers are built from Z and Succ and lists are built from [ ] and ":". First, we make all applications and partial calls explicit:
Then, we reduce all calls to apply with a partial call as a first argument using the transformation ( * ) above so that we get the transformed program R 2 :
Instantiation of Functional Variables.
In the following, we say that a variable is a functional variable if it can be bound (at run time) to a partial call. Now, we replace every functional variable by all possible partial applications. Let pcalls R be the set of function symbols that appear in the partcall's of R, i.e.,
Then, for each function f /n ∈ pcalls R with type
we replace each rule l[x] p = r where x is a functional variable of type
and 1 ≤ j ≤ n (so that some argument is still missing), by the instances
, no argument is added to the partial call). Clearly, we refer above to the types inferred in the original higherorder program. Nevertheless, if no type information is available, one could just instantiate the rules with all possible partial calls; this might introduce some useless rules but would be safe. The instantiation of rules is applied repeatedly until no rule with a functional variable appears in the program. 6 Then, as in the previous step, we apply the transformation ( * ) above as much as possible to the right-hand sides of the program. The following example illustrates this instantiation process.
Example 2. Consider again the transformed program R 2 of Example 1. We have pcalls R2 = {inc/1}. There is only one functional variable f (with type τ 1 → τ 2 ) in the rules defining map, hence we produce the following instantiated rules:
Now, by reducing all calls to apply with a partcall as a first argument, we get the transformed program R 3 :
Observe that no call to apply occurs in the final program and, thus, there is no need to add a definition for apply (i.e., the next step would not be necessary for this example).
Adding an Explicit Definition of apply.
In contrast to standard defunctionalization techniques (like [3, 8] ), the transformation process so far may produce a first-order program with no occurrences of function apply in many common cases (as in the previous example).
In other cases, however, some occurrences of apply remain in the transformed program and a proper definition of apply should be added. This is the case, e.g., when there is a call to apply with a function call as a first argument. In this case, the value of the partial call will not be known until run time and, thus, we add the following sequence of rules:
for each function symbol f /n ∈ pcalls R .
Our defunctionalization process can be effectively applied not only to programs using simple constructs such as (map f . . .) but also to programs that make essential use of higher-order features, as the following example illustrates.
Example 3. Consider the following higher-order program from [15] :
where natural numbers are built from Z and Succ. The first step of the defunctionalization process returns
Here, pcalls R = {inc/1, g/2}. We only have a functional variable r in the rule defining function g (with associated type IN → IN ) and, therefore, the following instances of the rules defining function g are added:
By reducing all calls to apply with a partcall as a first argument, we get
Finally, since an occurrence of function apply remains in the program, we add the following rules:
The correctness of our defunctionalization transformation is an easy extension of that in [3, 8] by considering that function apply is strict in its first argument and, thus, our main extension, the instantiation of functional variables, is safe. Note also that our approach is also safe at partial evaluation time where missing information (in the form of logical variables) might appear since the evaluation of higher-order calls containing free variables as functions is not allowed in current implementations of narrowing (i.e., such calls are suspended to avoid the use of higher-order unification [9] ).
Regarding the code size increase due to our defunctionalization algorithm, the fact that it makes more higher-order information explicit comes at a cost: in the worst case, the source program can grow exponentially in the number of functions (e.g., when the program contains partial calls to all defined functions). Nevertheless, this case will happen only rarely and thus the code size increase is generally reasonable.
Polyvariant Transformation
In this section, we introduce a source-to-source transformation that, given a program R, returns a new program R that is semantically equivalent to R but can be more accurately analyzed. Basically, our aim is to get the same information from a monovariant BTA over the transformed program R as from a polyvariant BTA over the original program R.
Intuitively speaking, we make a copy of each function definition for every call with different binding-times for its arguments. For simplicity, we only consider the basic binding-times s (static, known value) and d (dynamic, possibly unknown value). The least upper bound over binding-times is defined as follows:
The least upper bound operation can be extended to sequences of binding-times in the natural way, e.g., sds ssd = sdd sds dsd = ddd sds dss = dds A binding-time environment is a substitution mapping variables to bindingtimes. We will use the following auxiliary function B e (adapted from [10] ) for computing the binding-time of an expression:
where ρ denotes a binding-time environment. Roughly speaking, an expression (B e [[t]]ρ) returns s if t contains no variable which is bound to d in ρ, and d otherwise.
Given a term f (t n ) (usually the left-hand side of a rule), and a sequence of binding-times b n for f , the associated binding-time environment, bte(f (t n ), b n ), is defined as follows: 
where the auxiliary functions poly trans and pt are defined in Fig. 1 . Here, we denote by BT n the set of all possible sequences of n binding-times.
Intuitively, the polyvariant transformation proceeds as follows: -First, the left-hand side of function main is not labeled since there is no call to main in the program. The right-hand side is transformed as any other user-defined function using pt. -Rules defining apply are transformed so that the binding-times of the partial function and the new argument are made explicit. Observe that we label the function symbol inside a partial call but not the partial call itself. Also, apply is just labeled with the binding-time of their second argument; the bindingtime of the first argument is not needed since the binding-times labeling the function inside the corresponding partial call already contains more accurate information. -For the remaining rules, we replace them by a number of copies labeled with all possible sequences of binding-times, 7 whose right-hand sides are then transformed using function pt. 
Given the initial binding-times sd, our polyvariant transformation produces the following program R sd poly :
The Transformation in Practice
In this section, we present a summary of our progress on the development of a partial evaluator that follows the ideas presented so far. The undertaken implementation follows these directions:
-The system accepts higher-order programs which are first transformed using the techniques of Sect. 2 (defunctionalization) and Sect. 3 (polyvariant transformation). -Then, the standard size-change analysis of [5] (for first-order programs) is applied to the transformed program. -Finally, we annotate the program using the output of the size-change analysis and apply the specialization phase of the existing offline partial evaluator [12, 5] . We note that no propagation of binding-times is required here 9 since this information is already explicit in every function call thanks to the polyvariant transformation.
we prefered to trade time complexity for space complexity. Furthermore, many of these copies are dead code and will be easily removed in the partial evaluation stage. 8 Actually, the transformation produces some more (useless) rules that we do not show for clarity. 9 In the original scheme, the binding-time of every function argument is required to identify static loops that can be safely unfolded. (a) first-order programs (b) higher-order programs Table 1 (a) shows the effectiveness of the polyvariant transformation over some first-order programs (Ackermann's function, Fibonacci's function, and a couple of examples from [6] ). Here, we consider the previous offline partial evaluator of [12, 5] , the only difference being that in the last two columns the considered program is first transformed with the polyvariant transformation. As it can be seen, the polyvariant transformation improves the speedups in all examples. Table 1 (b) then considers some programs including higher-order functions. Since the previous offline partial evaluator did not accept higher-order programs, we now compare the new offline partial evaluator with an online partial evaluator for Curry that accepts higher-order functions [1] . As expected, the results in this case are worse compared with the online partial evaluator. Nevertheless, run times are still reasonable and the offline partial evaluator is much faster than the online one. Averages are obtained from the geometric mean of the speedups.
Related Work and Conclusions
Size-change analysis has been recently extended to higher-order functional programs in [15] . In contrast to our approach, Sereni proposes a direct approach over higher-order program that requires the construction of a complex call graph which might produce less efficient binding-time analyses. We have applied our technique to the example in [15] and we got the same accuracy (despite the use of defunctionalization). A deeper comparison is the subject of ongoing work.
Regarding the definition of transformational approaches to polyvariant BTA, we only found the work of [6] . In contrast to our approach, Bulyonkov duplicates the function arguments so that, for every argument of the original function, there is another argument with its binding-time. Furthermore, some additional code to compute the binding-times of the calls in the right-hand sides of the functions is added. Then, a first stage of partial evaluation is run with some concrete values for the binding-time arguments of some function. As a result, the specialized program may include different versions of the same function (for different combinations of binding-times). Then, partial evaluation is applied again using the actual values of the static arguments. Our approach replaces the first stage of transformation and partial evaluation by a simpler transformation based on duplicating code and labeling function symbols. No experimental comparison can be made since we are not aware of any implementation of Bulyonkov's approach.
Other related approaches to improve the accuracy of termination analysis by labeling functions can be found in [14] , which is based on a standard technique from logic programming [4] . Here, some program clauses are duplicated and labeled with different modes-the mode of an argument can be input, if it is known at call time, or output, if it is unknown-in order to have a well-moded program where every call to the same predicate has the same modes. This technique can be seen as a simpler version of our polyvariant transformation.
To summarize, in this work we have introduced a transformational approach to polyvariant BTA of higher-order functional programs. Our approach is based on two different transformations: an improved defunctionalization algorithm that makes as much higher-order information explicit as possible, together with a polyvariant transformation that improves the accuracy of the binding-time propagation. Our preliminary results with a prototype implementation are encouraging and point out that the new BTA is efficient and still sufficiently accurate.
