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Abstract 
In this thesis, we will give an exposition of circle-valued Morse the-
ory. The theory was developed by S.P.Novikov([17],[18]) around 
1980. Instead of considering classical Morse function, circle-valued 
Morse function is introduced. Such function takes value in S^ and 
every critical point of it is non-degenerate. Novikov complex and 
Novikov homology are defined as analogues of Morse complex and 
Morse homology. 
There is a class of circle-valued Morse function defined on the link 
complement with nice behavior in the neighborhood of the link. We 
will estimate the minimal possible number of critical points of these 
functions through Novikov inequalities and use those information 
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Circle-valued Morse theory is a generalization of Morse theory. It 
was introduced by S.P.Novikov ([17],[18]) in 1981. Instead of con-
sidering smooth functions, it deals with multivalued functions or 
closed one forms to study problems in hydrodynamics. 
In chapter 2，we will give definitions of Morse complex and Morse 
homology. 
In chapter 3, we will give definitions of circle-valued Morse func-
tions, Novikov complex and Novikov homology. Novikov complex 
and Novikov homology are analogue of Morse complex and Morse 
homology. 
Locally a circle-valued Morse function is just a Morse function. 
However, the global properties of circle-valued Morse functions are 
quite different from classical Morse function. We will discuss the 
difference in the chapter 4. 
The intensive study of the existence of a fibration manifolds over 
1 
Introduction 2 
was started from 1960. Circle-valued Morse theory provides a 
necessary and sufficient condition for fibring [21]. In chapter 5, 
we will consider one special class of circle-valued Morse functions 
on knot complements. Some information about knot complements 
such as whether a knot is a fibered knot can be obtained from the 
Novikov homology and the Novikov inequality. 
Nowadays, circle-valued Morse theory has many applications and 
connections to geometry and topology such as computing the coho-
mology of the fixed point set of a symplectic circle action [7], appli-
cations to Seiberg-Witten theory ([10],[11]) and it gives substance 
to work of Calabi on harmonic closed one-forms. 
Chapter 2 
Morse Theory 
Morse theory is the study of the relation between Morse functions 
and spaces. The definition of Morse functions will be given in the 
following section. In the section 2.4, we will discuss how to deter-
mine the topological properties of the manifold through a Morse 
function . Section 2.5 describes Morse homology and the relation 
between Morse homology and singular homology. In the last section, 
we will discuss the Morse inequality. 
2.1 Definition 
Definition 2.1. Let f : M -^R be a smooth function. Then p e M 
is called a critical point of f if 
df\p = 0. 
Definition 2.2. A smooth function f : M ^ R is called a Morse 
function if every critical points are non-degenerate. That means 
3 
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for any p e M with df\p = 0，there exists a neighborhood U of p 
and a diffeomorphism h : U -^R such that 
det ( 德 ( 命 
Definition 2.3. Let f : M R^ be a Morse function. The index 
of a critical point p of f is defined to be the number of negative eigen-
/ 炉 ( / o / i -1 ) \ 
value of the matrix {h{p)) ，'where k is the dimension 
\ OXiOXj 
ofM. 
The index of a critical point p of / will be denoted by ind/(p). 
2.2 Existence of Morse functions 
L e m m a 2.4 ([3], p.224, Proposition 17.18). Let M^ be a compact 
manifold in R^. Then there exists a dense subset A c IR" such that 
for all a e A, the function 
n 
/ : M — R; f{x) 二� ; r , a> = ^ (kXi 
i=l 
is a Morse function. 
Proof. Let {Ui} be a finite open cover of M such that for all i, JJi 
can be written as a graph of function. Fixed i, suppose Xi,... ^x^ is 
a local coordinate system of Ui. That means there exists a function 
h : Ui — IT-A 
such that for all x G U“ we have 
= (0；1’...，h i { x ) ,...，h n - k { x ) ) . 
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Consider a function 
n 
f{x) = ^aiXi, 
Z = 1 
then 
f{x) = aixi H h dkXk + ak+ihi{x) H h anhn-k{x) 
on Ui, and we have ‘ 
f dg dg 
where g{x) = ak+ihi{x) H h anhn-k{x). 
Let F = •仏 then x is a critical point of f if and only if F{x)= 
(ai，…，afc). Since 
\dxidxj J I， 
so • 
/ d^f \ 
det ^ ^ { x ) + 0 
\OXiOXj / 
if and only if VF|a； is isomorphism. 
Therefore, x is a non-degenerate critical point if and only if 
F{x) = (ai,...，afc) and VF|a； is isomorphism. That means x is 
a non degenerate critical point if and only if ( a i， . . .， i s a regular 
value of F. 
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By Sard's theorem, for almost all a E a is a regular value of 
F. Therefore, for each fixed a^+i,. •.，a^’ the set of (ai，..., ak) G M知 
such that f{x) = ^ aiXi is not a Morse function on Ui is of measure 
zero. Therefore, there exists a set Ai C such that \ Ai is of 
measure zero and for all a G Ai, 
n 
/(工) = 丨而 -
i=l 
is a Morse function on Ui. 
Since for each Ui, we have a set Ai such that \ Ai is measure 
zero, so UiR^ \ Ai is also measure zero, therefore, for almost all 
a e 
n 
f{x) = diXi 
i=l 
is a Morse function. 
• 
Proposition 2.5. Let M be a compact manifold. Then there exists 
a Morse .function / : M R. 
Proof. By [16] p.226 Theorem 36.2, M can be imbedded in W for 




where a G M. • 
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2.3 Properties of Morse functions 
The following lemma tells us that the index of the critical points 
determine the behavior of the function around the critical points. 
L e m m a 2.6 ([14], p.5, Lemma 2.1). (Morse Lemma) Let f : M — 
R be a Morse function andp be a critical point of f of index A. Then 
there exists an open neighborhood Wofp and an open neighborhood 
ofV G W ofO such that 
F.V ^W- F(0) = p 
is a diffeomorphism and 
f。作1，.••，；) = fip)-工? 工义 + ^l+i + …+ 
Proof. Since M is a manifold, so there exists an open neighborhood 
Uoi p and a diffeomorphism 
h{0) = p. 
By the fundamental theorem of calculus, we have 
foh{x)-f{p) = l^'j^{foh{tx)) dt 
and 
t一丄 
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广d 
Let gi{x) = / o h{tx)) dt. Since d/ |p = 0, so 队(0) = 0. 
Jo 抛i 
By the fundamental theorem of calculus, we have 
9i{x) - gM = = I ' ^ ^ dt 
Similarly, we get 
/ 警 d t 令 恥 ⑷ • 
where 
广 dgdtx) 
Now, we have 
n n 





• {9ij{^)) = A ’ 
v w 
we are done. 
If not, we need to change the coordinate x i , . . . , to another 




where /a is A x A identity matrix. 
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{gij) may not be a symmetric matrix, but (hij) = -{gij) + -{gji) 
2 2 
is a symmetric matrix. Note that 
n n n n 
f�Kj：) - f{p) = ^ ^ XiXjQijix) = 
i=l j=l 2 = 1 j=l 
/ d'^f \ { \ 
S i 膽 de t + 0 a n d 2 繊 = ( ^ ⑷ ) ， s o 
det(/iij(0)) + 0 and there must exists a neighborhood y of 0 such 
that for all a; G 
det{hij{x)) + 0. 
/ av \ 
Since the number of negative eigenvalue of - ~ - ~ ( p ) is A, so 
\dxidxj ) 
the number of negative eigenvalues of {hij{0)) is also A. 
Therefore, for each x e V, {hij{x)) is a symmetry invertible 
matrix and the number of negative eigenvalues of {hij{x)) is A, so 
there exists a matrix {Aij{x)) such that 
(_I \ 
{hijix)) = {Mx)f ‘ {Aj{x)). 
V 
Let (2/1，. •., VnY = {Aij[x)){xu •. -^XnY and let p : V -> R be a 
Chapter 1. Morse Theory 10 
function such that g(x) = y. Then 
/ o h{x) - f{p) = (:ri，...,:r„)("ij.(:r))(:ri,^.,:rn)r 
/ \ 
=(工 1, . . .,Xn){Aij{x)f ( A ?•⑷）； 
V ^ - v 
w 
/ \ / \ 
= ( ( 刷 ） ； 广 — ' （^⑷）： 
^ \ ^-v 
J y 
/ - / , \ 
二 {yi,…,yn) 了 
V 
and 
l - I , \ 
f oho g{y) - f{p) =�yi,...,yn} (yi”.-,yn�T. 
\ ^ - v 
Therefore, h o g-i : V 一 h o is a diffeomorphism such 
that 
/ o — - i ( : r i，…•， ; r几 )= f { p ) - x l 工 “ + …+ 
• 
Theorem 2.7 ([14], p.l2, Theorem 3.1). Let f : M R be a 
Morse function. Suppose a < b, b] is compact and does not 
contain any critical points of f , then oo, a] and oo, b 
are diffeomorphic. 
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Before proving the theorem, let us introduce the concept of the 
gradient vector field of a function. 
Definition 2.8. Let f : M R be a Morse function. Let g be a 
Riemannian metric on M. A smooth vector field V / is called the 
gradient vector field of f if 
9{^f.V) = -df{V) . 
for any smooth vector field V. 
Proof of Theorem 2.1. Let g be the Riemannian metric on M. Then 
we have a gradient vector field V / of / on M. 
Since f~^[a,b] does not contain any critical points, so • / is 
nowhere zero on /一i[a, b . 
Let p : M —> R be a function such that for all x G /"^[a, 6], 
and the support of p is inside a compact subset of M. 
Now, we have a new vector field x = p V / . This vector field 
vanishes outside a compact set of M. 
Let (/) : M X M —> M be the solution of the following differential 
equation 
mv)=P 
Note that 0 is a 1-parameter family of diffeomorphism of M. 
Since 
df\p{x{p)) = -1 
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for all p e /—i[a，6]，so if p G f~^[a,b] and (/>(亡,p) G 6], then 
we have 
f � H t , p ) = f[p) — t. 
Now, we can define a diffeomorphism 
06-a|/-i(-oo,6] : f~\-00,b] /-1(一00’a 
such that • 
(t>h-a{^) = (KP — a,x). 
Therefore, oo,a] and b] are difFeomorphic. 
• 
Corollary 2.9. Let f : M -^R be a Morse function. ///"^[a,6] is 
compact and does not contain any critical points of f , then h 
is diffeomorphic to f-i(a) x [a,6. 
Proof. Let 0 : R X M —> M be the map constructed in the proof of 
Theorem 2.7. 
Define a diffeomorphism 
h : (a) X [a, 6] 一 b 
where h{x, b — t) = 4>{t,x). Therefore, b] is diffeomorphic to 
/ -1(a) X [a, b . 
• 
Corollary 2.10. Let f : M R be a Morse function. Suppose 
a < b, / 一 i [ a , 6] is compact and does not contain any critical points 
of f , then /-i(—oo,a] is a deformation retract oo,6'. 
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Proof. Let 0 : M x M —^  M be the map constructed in the proof of 
Theorem 2.7. 
Define a continuous map h : [0,1] x oo,b] —> /—1(—oo，6 
to be 
/ if fix) > a 
X otherwise , 
\ 
then for h{0,x) : /~^(-oo,6] / "^( -oo ,6] is an identity map 
and /i(l,/-i(—oo,6]) = /~^(-oo,a] . Therefore, / " ^ ( - o o , a ] is a 
deforma-tion retract of cxd, b . 
• 
Theorem 2.11 ([14], p.l4, Theorem 3.2). Let f : M R be a 
Morse function. If there exists exactly one critical point p of index A 
on /—I [a, 6]，then there exists 一 C /—i[a，6] which is homeomorphic 
to a closed X-dimensional unit disc such that de^ C M" and e^ \ 
deX n / - I [a, 6] = 0 and M"- U e^ is a deformation retract of M^ = 
{xeM : f{x) < b}. 
Proof. Assume /(p) = 0. By Morse Lemma, there exists an open 
ball U in M centered at p with radius 2£ such that for all x eU, 
f{oo) = -xl 至 + …+ 
We will show that M^ is homotopy equivalent to M一已 U e入. 
Define a function h : M -^R such that 
h{x) 二 / � - f i { x l + + 2:r�+i + …+ 
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where /i : R IR is a negative smooth function such that /x(0) > e 
and ii{r) = 0 for r > 2£： and - 1 < / / (r) < 0 for all r. 
If we can show that is a Morse function such that M � = M j , 
= MJ^UV and e] has no critical points, then by Corol-
lary 2.10, we have M^^ is a deformation retract of Af� . Therefore, 
M厂 U y is a deformation retract of Mj. 
Let W = {xj+ xl + 2x1^^ + • • • + 2x2 < 2e}.. Note that 
f{x) = h(x) for X e M\W. To check that is a Morse function, we 
just need to show that is a Morse function on W. Since W cU, 
so for all X eW, we have 
dh f � o 彻o ( o o彻、 = = ( - 2 - 2 - ) . , 
for i # A and 
dh , \ � du n 
^ { x ) = 2xi - 4—Xi > 2xi 
oxi ox 
for i > X. 
Since - 1 < fx'{r) < 0，so 
dh 
Therefore the only critical point of h on U is 0. 
Moreover, 
V 如 御 ) y (2 —4芸(0))/一 
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so 0 is a non-degenerate critical point of h, therefore is a Morse 
function. 
Since W C Mj and h{x) = f{x) outside W, so M � = M j . 
If f{x) < —e, then h{x) < -s. Therefore, Mf c Aq. Hence, 
= M J ' U y . 
Since h{0) = /(O) — /i(0) < so has no critical 
points. Therefore, Mj is homotopy equivalent to Mj^ U V. 
Let eA = { ( x i , . . . ,:rA，0) e U}. Note that e^ C M厂 U V^ We 
will show that Mj^ U V is homotopy equivalent to M厂 U e\ 
Define ^ : U —> R to be a function 
i=l 
Define rj : U —> M to be a function 
制=E於 
i=X+l 
Let 7 : [0,1] X M—e U V -> U be a map 
f 
( : r i , . . . , ^ta, txx+i,.. •，tXn) if ^(x) < e 
7 ( 力 = < (a:i，...,:rA，/?(t,3;)XA+i,. •. if £ < i(x) < e + r]{x) 
� X if ?7 + £ < 
— £ 
where o：) 二力 + (1 - t y ^ ；�. 
.. r]{x) 
Hence, M厂 U e^ is a deformation retract of M，. 
• 
Chapter 1. Morse Theory 16 
L e m m a 2.12 ([3], p.224, Theorem 17.19). Let W be a closed man-
ifold. Let f : M R be a Morse function. Then M is homotopy 
equivalent to a CW-complex where the number of k-cells is equal to 
the number of critical points of f of index k. 
Proof. By [15] p.17 Theorem 4.8, we have a self-indexing Morse 
function h such that the set of critical points of h is equal to the set 
of critical points of f and for any critical point p, we have indh{p)= 
ind/(p). 
By Theorem 2.11, we know that M" is homotopy equivalent to 
Cn 
U e? where Cn is the number of critical points of index n 
V-X J 
Cn-l 
and ikP—1 is homotopy equivalent to U |J e 广 
By [14] p.21 Lemma 3.7, we have M” is homotopy equivalent 
to U I U je厂 Continuing this process, we can show 
j=l 1=1 
that M is homotopy equivalent to a CW-complex whose number of 
/c-cells is equal to the number of critical points of index k. 
• 
2.4 The Morse homology 
Morse homology will be constructed by a chain complex that con-
tains the information of critical points and flow lines induced by 
the gradient vector field of / . In order to get some flow lines with 
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nice properties, we will consider the gradient vector field of f with 
additional conditions. In the following section, we will introduce 
Morse homology and show that Morse homology is actually equal 
to singular homology. 
Definition 2.13. Let p he a critical point of a Morse function f ： 
M R. Let •/ be a gradient vector field of f . 
WiVf.p) :={xeM: lim ipt{x) = p} 
t—^—oo 
is called a unstable manifold of p. 
W'{Vf,p) :={xeM: lim ipt{x) = p} 
t^oo 
is called a stable manifold of p. 
Definition 2.14. A gradient vector field •/ of f is called a trans-
verse gradient vector field if for any critical points p and q, the 
unstable manifold p) intersects the stable manifold q) 
transversely. 
Remark 2.15. For any Morse function f，there exists a Rieman-
nian metric g of M such that the gradient vector field •/ is a trans-
verse gradient vector field. (See [19] p. 126 Corollary 2.10) 
Lemma 2.16 ([2], p.94, Theorem 4.2). Letp be a critical point of f 
and indf{p) = A. Let •/ be a gradient vector field. Then p) 
is diffeomorphic to R^ and p) is diffeomorphic to 
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Lemma 2.17 ([2], p.l75, Corollary 6.29). Let f : M R be a 
Morse function and •/ be a transverse gradient vector field. If 
indf{p) = A + 1 and indf{q) = A, then the number of flow lines from 
p to q is finite. 
Proof. Note that 
dimW\Vf,p)nW'{Vf,q) = dim ^^"(V/, p) + dim f,q)-n 
= A + l + n — A — n 
= 1 . 
If we take f{q) < a < /(p), then is compact and 
q) intersects /—i(a) transversely. Therefore, 
( � ( • / , p ) n v n v / , 刚 / - I � 
is a 0-dimensional subrnanifold in a compact manifold Hence, 
n q)) n / - i ( a ) is a finite set. 
Since the number of flow lines from p to g is equal to the number 
of connected components of fl q)) n f-\a), so 
the number of flow lines from p to g is finite. 
• 
2.4.1 Counting the number of flow lines with sign 
Let / : M M be a Morse function and p, q are critical points of 
f where ind/(p) = A and ind/(g) = A - 1. Let V / be a transverse 
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gradient vector field. Prom the above lemma, we know that the 
number of flow lines from p to g' is finite. 
Now, we want to count the number of flow lines with sign. 
First, assign an orientation for the unstable manifolds p) 
and q). Then we have a positively oriented basis e!’ …，ex-i 
of !；『(•/,办 
Then we can assign the orientation for the normal bundle of 
q) such that e i , . . . ,eA-i is a positively oriented basis of 
Let 7 be a flow line from p to g, then take a point x = j{t) 
for some t. Let 7 ' � , 6 i , …，6 a - i be a positively oriented basis of 
Note that 61，…，bx-i is a basis of T J V 啊 f , g)丄. 
If 6 i , . . . , 6a-1 is a positively oriented basis of g)丄，then 
we assign n(7) = +1，if 61，..., 6a-1 is a negatively oriented basis of 
了:cW^ s(•/’？)丄，then we assign n(7) = - 1 . 
2.4.2 The Morse complex and the Morse homology 
Definition 2.18. Let f be a Morse function and indf{p)-indf{q)= 
1. Given a transverse gradient vector field • / . Then the signed 
number of flow lines from p to q is defined to be 
�p，“〉:= 咖 
7 
where the sum is taken over all the flow lines 7 from p to q. 
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Now, we are ready to define the chain complex. 
Definition 2.19. Let f : M R be a Morse function. Given a 
transverse gradient vector field • / . The Morse complex (C*, 
is defined to be the following: 
n 广 dn 办 + 1 广 汰 广 dk-i di ^ 八 
0 ^ > Cn ~ ^ > Ck ""“^ Ck-l > — Cq > 0 
where Ck is a group defined to be the free abelian group generated by 
the critical points of f of index k and the boundary map dk : Ck 
Ck-i is defined to be 
d{p) = M q 
qeSk-iif) 
where Sk-i{f) is the set of all critical points of f of index k — 1. 
We will show that Morse complex is isomorphic to some cellular 
chain complex. Therefore, the Morse complex is also a chain com-
plex. Then we can define Morse homology. To show that Morse 
homology is isomorphic to singular homology, we will show that 
Morse homology is isomorphic to cellular homology and show that 
singular homology is isomorphic to cellular homology. 
Let M be a CW-complex. Let Mi be the i-skeleton. Then we 
have a cellular chain complex C严([9], p.139): 
…么 i / o ( M o 卜 0 . 
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The cellular homology of a CW-complex M is defined to be 
c w � — K e r dj : Hi(Mi,风—i) -> 风-2) 
‘ ( ) = I m ft+i : / / � (风 + 1 , 风） 4 风’风_i) • 
Proposition 2.20 ([9], p.l37, Lemma 2.34). Hi{Mi,Mi.i) is a 
finitely generated free abelian group and the generators are in one 
to one correspondence to the i-cells of the CW-complex M. 
Proposition 2.21 ([9], p. 140). Let 已‘！，…”已!‘ be the i-cells of the 
CW-complex M. Let a : S'"^ — Mi—i be the attaching map of e^ 
and /3 : Mi 一 1 — Mi_i/(Mi_i — e'f^ \ de'f^) be the quotient map. 
Let xi and x^^ be generators of Hi{Mi, Mi-i) corresponding to ej. 
li-i 
and e^i. Then dxi 二 如:i片�where dkj is the degree of the map 
(5 o a. 
Theorem 2.22 ([2], p.l98, Theorem 7.4). Let h : M —败 be a 
Morse function and V/i be a transverse gradient vector field. Then 
the Morse complex C* and the cellular complex C f ^ are isomorphic. 
That means there exists a isomorphism map : C* — C f ^ such 
that the following diagram commutes. 
. . . ^ a J c卜 1 ^ ... 
[di-i l9i-2 
. . . ^ 么 ^ ... 
Sketch of the proof. Note that there exists a self-indexing Morse 
function f such that there exists a transverse gradient vector field 
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•/ = Vh ([19], p.149, Proposition 3.38). Since the boundary op-
eration dk .. Ck — Ck-\ depends on the vector field V/i, so we can 
consider the Morse function f instead of h. 
Let 0；!1，..，x) be the basis of H i � M “ 风_i) . This basis is one to 
one correspondence with the z-cells of M which are in turn in one to 
one correspondence with the components of the unstable manifold 
of critical points of index z, so each x] corresponds to the unstable 
manifold of some critical point of index i. 
Let a be a critical point of index i. Define 认(a) = xj. where xi 
corresponds to the unstable manifold of a. Then g is an isomor-
phism. Now we need to show that the diagram commutes. 
Assume po and qo are critical points of f where ind/(po) = k and 
ind/(g。）= k - 1. 
By Lemma 2.12, M is homotopy equivalent to a CW-complex. 
Each z-cell corresponds to a critical point of index i. 
Let e � � b e the A:-cell corresponding to po and be the k - 1-cell 
corresponding to Qq. Then 婦 can be calculated as follows. 
Note that the boundary of the A:-cell e � � i s 门 f - \ k -
1 + e). By Theorem 2.11, we know that there is a map H from 
to j e ” . Let 
q 
F : M - ' D \ J 4 - 1 � - 1 / ( M - ' U U � 1 ) 
q q 
be the quotient map. Then dp— is the degree of the map G = 
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F o (fc-i+fc-)• 
Note that on the neighborhood of 恥，F is actually a diffeomor-
phism and dF | 卯 is orientation preserving and on a neighborhood of 
丑li^i"(v/，P�)n/-i(fc-i+y如)，^wH^f,po)nf-^{k-i+e) is actually the map 
...，:rn) — {xi, •. •，:rfc，0,..., 0). Since 恥)intersects 
transversely, so for each x G 
dH\x is a isomorphism. 
Therefore, dG\x is a isomorphism, so qq is a regular value. 
Then, dp_ 二 几工 where n工= 1 if dG\x is orientation 
preserving and rz^； 二 一 1 if dG|a； is orientation reversing. 
Note that dG|a； is orientation preserving if the orientation of 
W � V / , P o ) n / - i ( ^ - l + d agrees with the orientation of the normal 
bundle of W'{qo) induced by the orientation of HZ"(如).Therefore, 
dpoqo = {P0,q0)-
Now, d{gi{a)) = 二 = Qi-i�d[a), so we know 
that g卑 is a chain map. Therefore, the Morse complex C* and the 
cellular complex Cf 恢 are isomorphic. 
• 
Therefore, the Morse Complex is a chain complex and we can 
define Morse homology as follows: 
Definition 2.23. Let f •. M — 1 be a Morse function and g be 
a Riemannian metric such that •/ is a transverse gradient vector 
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field of f . Then the Morse homology of M is defined to be 
Im di+i : Ci+i Ci 
Corollary 2.24. Let f : M ^ R be a Morse function and g be 
a Riemannian metric such that V / is a transverse gradient vector 
field o f f . The Morse homology H严se(M,f,g) of M is isomorphic 
to the cellular homology of M. • 
Proof. Theorem 2.22 proves that the Morse complex C* and the 
cellular complex C f ^ are isomorphic, this implies that the Morse 
homology Hf^灘(m, / , g) of M is isomorphic to the cellular homol-
ogy ff严(M) of M. 
• 
Corollary 2.25. Hf^'^'^M, f,g) is independent o f f and g. 
We will show that the cellular homology of a CW-complex M is 
isomorphic to the singular homology of M. 
Theorem 2.26 ([9], p.l39，Theorem 2.35). Let M be a CW-complex. 
Then Hf^{M) and H人M) are isomorphic for all i. 
Proof. Let C*(M) be the singular chain complex of M and /* ： 
C f ^ C^{M) be a map defined to be the following: 
Let [a4]”. . , [ :4] be the generators of 丑《(风，风 where k is 
the number of z-cells of the CW-complex M. We define 
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Note that /* may not be a chain map, since may not 
equal df^{[xl]). We need to modify /*. We will use induction. 
For i = 0，since M[dxl]) = 0 and df^{[xl]) = 0, so 
M[dxl])=df:{[xl]). 
For i = 1, M[dxl]) may not equal to df^{[xl]). Let us consider 
M[dxl])-dfi{[xl]). • 
Since 
/*([4]) = 4 ^ [4] e Hi(Mi,Mi—i), 
so 
[Mldxi]) — dMlxl])] = 0 G 
Therefore, 
M[dxl])-dM[xl]) = d{uk + Vk) 
where Uk G (7*(il4_i) and Vk e C*(Mi_2). 
Now, we modify /* such that = zj^  + Uk + Vk. Note that 
xl + Uk + Vk] = [xl] e H人M” Mi_i). 
Continue this process, we have a modified /* and now /* is a 
chain map. That means the following diagram commutes. 
••• ^ (风，风—1) ^  ^ ... 
… Q { M ) 么 a_i(M) ^ ... 
We will show that the induced linear map 
/* ： //严(M) — H,{M) 
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is an isomorphism for all i. That means we need to show that the 
induced linear map /* is one to one and onto. 
Let [x] G such that M[x]) = 0 e Hi{M). Note that 
：工]^  H f w ( M ) implies that [x] G H人Mi,Mi—i�, so x e Ci{Mi) and 
dx G Q_i(M;_2). 
Since / * _ 二 0 e 风(M)，so 
f*{[x]) = X + dz = dy 
where y,z e Ci+i{M) and [x] e Hi(Mi,Mi-i). 
Since the inclusion map i : Hi{Mi+i) Hi{M) is an isomor-
phism, soy e Ci+i{Mi+i) and dy = dx e Q-八 Mi 一 2�. Therefore, 
y] e Hi+i{Mi+uMi) and d{[y]) = [x]. Hence, [x] = 0 G 
so /* is one to one. 
Let [x] G Hi{M). Then dx = 0 e Ci_i. Since Hi{M,Mi) = •, 
so the inclusion map i : Hi{Mi) Hi{M) is onto. Therefore, 
there exists [y] G Hi{Mi) such that [y] = [x] e Hi{M). Therefore, 
y] e I{严.(M) and /*([?/]) = [y] = [x]. Hence, /* is onto. 
• 
Corollary 2.27. Let f : M R be a Morse function and g he 
a Riemannian metric such that Vf is a transverse gradient vector 
field of f . Then there exists a chain map from the Morse complex 
to the singular chain complex such that the induced homology map 
is isomorphic. Therefore, the Morse homology Hf^^^^^^M^ f , g) is 
isomorphic to the singular homology Hi{M\ Z). 
Chapter 1. Morse Theory 27 
Corollary 2.28. Let M he a compact manifold with boundary. Let 
^ M = Ml U M2 and f : M — [a,b] C M such that f~\a) = Mj 
and /—1(6) = M2. Then there exists a chain map from the Morse 
complex to the relative singular chain complex C*(M, Mi) such that 
the induced homology map is isomorphic. 
Therefore, the Morse homology f)is isomorphic to the 
relative singular homology H人M, Mi; Z). 
2.5 The Morse inequality 
Theorem 2.29 ([14], p.29, Theorem 5.2). (Morse inequality) Let 
M be a dosed manifold. Then for any Morse function / : M R, 
the number of critical points of f of index k is greater than or equal 
to the rank of the k-th singular homology Hk{M\ Z). 
Proof. Since Morse homology / ) is isomorphic to singular 
homology Z)，so the rank of / ) is equal to the rank 
o fHkiM;Z) . Since 
存 ， / ) = : 二 二 ， 
so the rank of / /严se(风 / ) is less than or equal to the rank of Ck. 
Note that the rank of Ck is equal to the number of critical points 
of f of index k, so the number of critical points of f of index k 
is greater than or equal to the rank of the k-th singular homology 
Hk{M-Z). 
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• 
Chapter 3 
The Novikov homology 
In this chapter, we will describe the setting of the Novikov complex 
and Novikov homology. To study a circle-valued Morse function 
/ on M, we will consider associated Morse function J on the in-
finite cyclic cover M. The construction of M will be described in 
the following section. The relation between Novikov homology and 
Morse homology will be discussed in section 3.2. Some properties 
of Novikov homology will be discussed in section 3.3. 
3.1 The Novikov complex 
Definition 3.1. A smooth map f : M is called a circle-
valued Morse function if all critical points are non-degenerate. 
That means for any critical point p of f , there exists a neighborhood 
U of f{p) and a diffeomorphism 0 : [/ —> R such that p is a non-
degenerate critical point of (f)o f . 
29 
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To study the circle-valued Morse function / : M ^ we will 
construct a real-valued Morse function on some covering spaces of 
M. 
Let M = {{x,t) e M X M : f{x) = In the next Lemma, 
we will check that M is a covering space of M. We call this cover 
the infinite cyclic cover of M with respect to f . 
Lemma 3.2. M = {(a;,^ ) e M xR : f{x) = e?兀“} is a covering 
space of M with covering map 7r(x, t) = x. 
Proof. Since R is a cover of so for each f{x) e we have a 
small neighborhood [/,(工）of f{x) such that 
i 
where Fi is homeomorphic to Uf �.Then for each x G M, we can 
find a small neighborhood Vx such that 
= G K X F, : f{x) = 7r{t)}. 
• i 
Since is homeomorphism, so the map 
^ ： {{x,t) ev,x F, : / (x ) = 7r(t)} -> 14 
where t) = x is a homeomorphism. Therefore, M is a covering 
space of M. 
• 
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Now, we have a function f : M R defined to be f(x, t) = t. 
Then the following diagram commutes. 
M ^ R 
TT TT 
The next Lemma tells us that / is a real-valued Morse function. 
Lemma 3.3. f : M is a Morse function. Moreover, p E M is 
a critical point of f if and only if 7r{p) is a critical point of f . 
Proof. Since locally tt is a homeomorphism, therefore p G M is a 
critical point of f if and only if tt{p) is a critical point of f and 
the critical points of f are non-degenerate if and only if the critical 
points of f are non-degenerate. Hence, / is a Morse function if and 
only if / is a Morse function. 
• 
Instead of counting the flow lines on M, we can count the flow 
lines on M. 
We will first define a gradient vector field of / : M S^ on 
M and define a transverse gradient vector field of f • Actually, the 
definition is similar to that on the real-valued case. Then we have 
an induced vector field on M. 
Definition 3.4. Let / : M —> be a circle-valued Morse function. 
Let g be a Riemannian metric on M. Let dO he the generator of 
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A smooth vector field •/ is called a gradient vector 
field of f if 
g ( y f , v) = -rdo{v) 
for all smooth vector field V. 
Let ( / ? : E x M - ^ M b e a 1-parameter family of diffeomorphism 
of M satisfying the following differential equation 
Definition 3.5. Let p be a critical point of the circle-valued Morse 
function / : M ^ S^ Let •/ be the gradient vector field of f . 
WlVf.p) = {xeM: lim iptix) = p} 
t-^-oo 
is called the unstable manifold of p. 
W'(Vf,p) = {xe M:\im (ftix) = p} 
t—yoo 
is called the stable manifold of p. 
Definition 3.6. A gradient vector field •/ o / / is called trans-
verse gradient vector field if for any critical points p and q, the 
unstable manifold p) intersects the stable manifold q) 
transversely. 
Let V / be a gradient vector field of f on M, then we can induce 
a vector field • / on M. 
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Proposition 3.7 ([19], p.337, Lemma 1.1). / / • / is a transverse 
gradient vector field on M, then the induced vector field ^ is a 
transverse gradient vector field on M. 
Proof. Since the transversality condition is a local property and 
locally, TT is a diffeomorphism and • / = d7r(V7), so the vector 
field • / on M satisfies transversality condition implies V / satisfies 
transversality condition. 
• 
We define the Novikov complex as follows: 
Let / : M ^ S^  be a circle-valued Morse function and • / be 
a transverse gradient vector field on M. Then / : is a 
real-valued Morse function, and • / is a transverse gradient vector 
field on M. 
Let Si{f) be the set of all critical points of f of index i and N^ 
be the abelian group of all formal series 
ricC where ric G Z. 
ceS^Q) 
Define 
N i : = { Y ^ UcC such that n �二 0 if / (c) > k). 
. .ceSiCf) 
Remark 3.8. Let ^ ricC e N[. Then ^ ricC e Ni if and only 
ce5,(7) ceSiiJ^ 
if for any k eR, the set {cE Si : ric^O and / (c) > k} is finite. 
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Remark 3.9. Ni is an abelian group. 
Define the boundary operator di : Ni —» Ni一 1 by 
9i{p) = 〈外 
where p G S i { f ) and (p, q) is the signed number of flow lines from p 
to q. • 
Definition 3.10. (iV*, 5*) is called a Novikov complex. 
Firstly, we will check that the boundary operator is well-defined, 
then we will check that Novikov complex is a chain complex. 
Lemma 3.11. Let the boundary operator di : Ni —> Ni-�be the map 
defined above. Then di : Ni — Ni-i is well-defined. That means for 
any x G Ni, we have di{x) G Ni-i. 
Proof. Let x = ^ ricC G Ni. Then 
ceSiiJ) 
di{x) = ^ ncdi{c) 
ceSiiJ) 
qeSi-xif) ceSiil) 
For each q e there are only finitely many c G Si (J) with 
f(c) > f{q) and n � # 0, therefore, for each q, 
q) 
ceSiiJ) 
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is finite. 
Since there exists k eR such that = 0 if / (c) > k, so 
nc{c, q) = 0 
ceSiiJ) 




Lemma 3.12 ([19], p.338, Proposition 1.3). Let the boundary op-
erators di : Ni Ni-i and di-i : Ni_2 be the map defined 
above. Then di-\ o di is the zero map. 
Proof. By the definition, 
di-iodi{p) = M M y r . 
reSi-2 qeSi-i 
To show that di-i o di = 0, we just need to show that for a fixed 
ro e Si-2, 
[ { v ^ q){q,r) = 0. 
qeSi-i 
Note that if 7 � be a flow line of • / , then J{j{t)) is a decreasing 
function. Therefore, given two critical points p and q, the flow lines 
—_ 1 
from from p to q are actually lying in f [f{q) — 1, / (p) + l . 
Let A = 7~i[/(n)) - 1，/(P) + 1]. Then (p, q){q,ro) is equal to 
the signed number of flow lines from p to tq on A. 
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Since A is a compact manifold and / : A ^ R is a Morse function, 
by Theorem 2.22, we have 
始 1。奶 = q 
where S^i is the set of all critical points f of index z — 1 on yl. 
Therefore, for all r G we have 
X ] 〈仍咖， r � = 0. 
In particular, 
[ � P , 德 H ) � = 0 . 
Since 





Hence, we have 
di- i o d 办 、 = ^ ( (p ,g ) (g , r ) ) r = 0 
reSi-2 geSi-1 
for any critical point p G Si(f). Therefore,这-1 o 这 is the zero map. 
• 
Definition 3.13. The Novikov homology of M is defined by 
hN的（M f ) . - Ker d, : N, — A^ 
Hi (M J ) /m 这—1 : iV.+i TV, 
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Remark 3.14. The reason that we do not use the free abelian group 
generated by Si{f) to be the chain group of the Novikov complex is 
as follows: 
If we use the free abelian group generated by S i ( f ) to be the chain 
group, then the boundary operator may not be well-defined. If we fix 
ap e Si{f), there may exist infinite many critical points q e Si—i(J) 
having flow lines from p to q, in this case 
is not an element of the free abelian group generated by Si-i(f). 
Remark 3.15. The reason that we do not use the set of all formal 
series N^ to be the chain group of the Novikov complex is as follows: 
The boundary operator may not be well-defined on A. If we fix 
a qo e Si-i{f), there may exist infinitely many critical 'points pj e 
S i ( f ) having flow lines from pj to qq, then ^朽 e N'- and 
3 
= Y^ C^�Pj 急. 
j qeSi.iiJ) j 
However, ^ y not be well-defined. Therefore, we need 
3 
to add some restrictions on the set of formal series. 
Although there are finitely many critical points on M, there are 
infinitely many critical points on M. 
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The chain group Ni is not a finitely generated group. In the 
following paragraph, we will explain how to view iVj as a finitely 
generated free module. 
Definition 3.16. Let C be a covering space of M with a covering 
map n :C ^ M. The deck transformation group of the cover-
ing map 7T : C M is defined to he the set of all homeomorphism 
maps h : C — C such that the following diagram commutes. 
C 上 C 
TT \ Z TT 
M 
Let M = {{x,t) G M X R : f{x) = e^^^^} be the infinite cyclic 
cover of M. Let t : M M he a map defined to be 
t(x, k) = [x,k — 1). 
Then the following diagram commutes. 
M M 
• TT \ i / TT 
M 
Remark 3.17. Since t maps critical points to critical points, t acts 
on Ni. Therefore, N�is a -module. 
Remark 3.18. Let 
oo 
1 = { ^ aif :aieZ,3keZ such that Vz <k,ai = 0}. 
i=—oo 
Then Ni can he viewed as L-module. 
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Lemma 3.19. Nk is a finitely generated free L-module and the num-
ber of generators is equal to the number of critical points of f of 
index k. 
Proof. Let Sk{f) 二 {pi，• • • b e the set of all critical points of 
f of index k. For each pi G SjJJ), choose a point pi e such 
that TT(两)=Pi. Then the set : 2 = 1 , . . . , /} is the generators 
of Nk. Since for any critical point 6 of / of index k, there exists 
i e { 1 , . . •, Z} such that 7r(a) = pi, so 
b = fpi 
for some r G Z. 
oo 
Moreover, for any 0 — ^ ajt^ e L, 
j=-oo 
oo oo 
(Yu〜力勺灼=E a綱+ 0’ 
jr=-00 j = — 00 
SO Nk is a finitely generated free L-module and the number of gen-
erators is equal to the number of critical points of f of index k. 
. • 
3.2 Relates the Novikov homology to the singu-
lar homology 
Theorem 3.20 ([19], p.339，Theorem 1.8 ). Let f : M §1 be a 
Morse function. Then if严卵(M，/) is isomorphic to 
I ) . 
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Sketch of the proof. Let M^ = a]. By Corollary 2.28, we 
have a chain map e^a. i) : 
such that the induced homology map is isomorphism. 
Therefore, we have a chain map £'{a,i) : N^ (M"')/f TV* (M^) 
C^W) 0 z � Z{t)/fC,{W) Z{t) such that the induced homol-
ogy map is isomorphism. 
Denote <S>z[t]耶）to be S^iW). Now, we have the fol-
lowing diagram 
一 — . . . 
where each of the square is homotopy commutative. 
We have a chain map 
e{a) : -> m 
such that the induced homology map is isomorphism and for all n, 
the following diagram is homotopy commutative. 
— 耶jZ � 
Since 
NJ^) = N•彻、t�工 
and 
C*(M) 叫 Z = 以 � I , 
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so we have a chain map e{a) (g) id : N^{M) —> C^(M) (g)耶广ij L 
such that the induced homology map is isomorphism. Therefore, 
丑f�”(M，/) is isomorphic to Hi{C,(M) (g)跟广】�I). 
• 
Definition 3.21. E is a flat F-module if for any short exact se-
quence 
0 — A — c — o 
where A, B and C are F-module, then the sequence 
is exact. 
Lemma 3.22. L is a flat Z[t, t~^]-module. 
Proof. Since Z[力’广丄]is a principal ring and L is torsion free, so by 
12], P.613, Proposition3.2,1 is a flat Z[力,广i]-module. 
• 
Corollary 3.23. [20] Let f •• M be a Morse function. Then 
Hf^lM, /) is isomorphic to Hi(M) L. 
Proof. Since the sequence 
0 — lm^^+l — Kerdi -> Hi(M; Z) 0 
is exact where di+i : Ci+i{M) — C^M), so by Lemma 3.22, L is a 
flat Z[t,广i]-module, the sequence 
0 Imft+i (8)1-^ Kerdi Z ) ( 8 ) I - 4 0 
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is also exact where ft.+i 0 L : Cj+i(M) ® L — Ci(M) (g) L. 
Therefore, Hi{C^{M) 叫 工 ) = 二 这 ： ^ is isomorphic to 
Hi(M�③邓广 1] 
Hence, by Theorem 3.20, / ) is isomorphic to Hi(M)(S)zit,t-^] 
L. 
• 
Example 3.24. Let M = and f = id : ^ gi be an identity 
map. In this case, the infinite cyclic cover ofS^ is R. 
Since f does not have any critical points, so we have 
for all i. Now, we will show that Hi{R) 0对广i] L = 0. 
Since Hi{R) = 0，so 
Hi(M) ^ = 0. 
Note that 
• t{x) = x - l 
is a homeomorphism. Therefore, 
t : Ho{R) 一 i^foW 
is an identity map. 
Given a G Ho(R) andb G L, then for any a<S)b G 风耶，广i]!；， 
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we have 
a 0 6 = a . 6(1 (g) 1) 
= a • 6(1 ③（1 -卯一亡 ) - i ) 
i=oo 








Therefore, Ho{R) 工=0. 
3.3 Properties of the Novikov homology 
In chapter 2, we have shown that Morse homology Hf^^^^(M) de-
pends on M only. However, this is not true in the circle-valued 
case. In the next Theorem we will show that Novikov homology 
丑严(w(M，y) depends only on M and the homotopy class of f . 
Lemma 3.25. Let /o，/i ： M —> S^ be two Morse functions. Given 
Wo 二 {(工,0 e M X R ： fo{x) = e^-^} 
and 
二 {(a；,力）e M X R : fi{x) 二 e2兀 
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are two infinite cyclic covers of M. If /o is hornotopic to fi, then 
Hk{Mf^) and Hk{Mf^) are -module isomorphic for all k. 
Proof. We will show that there exists a homeomorphism map h': 
M/o — Mfi such that t o h' = h' o t. Then the induced map h': 
Hk{Mf^) Hk{MfJ is a Z[t, t~^]-module isomorphism. 
Let h : M/o —> R be a map defined to be the following. 
Since fo is hornotopic to / � , t h e r e xists a continuous function 
F : M X [0，1] 
such that 
i ^ M ) 二 /oW; F{x,l) = f,{x). 
For each x eM, define 
7 . W := f o m ) : [0,1] 4 炉 
is a path joining /o(a;) and fi{x). If {x,y) G M^, by path lifting 
Lemma, there exists a unique path 
• ^ ： [0,1] M 
such that 
= 7(^(0) = y. 
Now, we define h{x, y) = 7 (^ (1) -
Define a map g : A ^ — R defined to be the following. 
For each x £ M, there exists a path 
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joining fi(x) and fo{x). If {x,y) G M,” by path lifting Lemma, 
there exists a unique path 
巧： [ 0 , 1丨—股 
such that 
Now, we define g{x,y) = 7(::双)(1). 
Let h' : M/o M/i be the map such that 
and g' : Mf�—> M/^ be a map such that 
=(工 M工,y)). 
We will show that g, o h' is an identity and h' o g' is an identity. 
Since 
g, oh'(^:jc,y�= g'�:c,h�:c,yy) 
and there exists a path 
：二 — 0 
such that 
T T � • - I = 7;1; • - 1 ( 0 ) = ^ � ’ 
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so by path lifting Lemma, 
= 7 ^ ( 0 ) 
= y-
Therefore, g丨�h'{x,y) = {x,y). Hence, g丨 o h' is the identity. 
Similarly, it can be showed that h' o g丨 is an identi ty.-
Therefore, g' is the inverse of h'. h' is one to one and onto. 
To show that h is continuous, let (xo,2/o) € and /i(a;o,2/o)= 
y\ = 7(:ro’2/o)⑴，then for any open neighborhood V of 2/1, there exists 
I where 
yie l e v 
such that 7T{I) is an elementary neighborhood of 7r(?/i) and 
7r|/ : / —> 7r(/) 
is a homeomorphism. 
In addition, there exists a path connected elementary neighbor-
hood U of xq such that 
fo{U) C 7r(/) a n d / i ( [ / ) c ^ ( / ) . 
Let U C M ^ be a neighborhood of (xq, yo) such that 
is a homeomorphism. We need to show that 
_ C I. 
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Now fixed (x, y) G U, we need to show 
K^^y) = € I. 
Let P{t) : [0,1] t/ be a path joining x and xq. Define 九⑷：= 
MP) to be a path joining fo{x) and fo{xo) and pf认工、：=is a 
path joining fi{x) and fi{xo). Note that 7a：。o/^/�� is homotopic to 
Pmx)�Therefore, 7(a：。，瓦⑴)(1) = Ph{x,y){l)- • 
Since y e I, so f3y{t) C I. Therefore, ^(1) = 2/0 and 7 ( _ o ) ( l ) = 
y\, so ,3h{x,y)W = yi-
Since �� C 7r(/) and Ph{x,y)W = 2/i e / , so 
h{x,y) = ph(x^y){0) e I. 
Hence is a continuous function. Similarly, it can be checked that 
g is also a continuous function. Hence, h! is a homeomorphism. 
Finally, we will show that t o h' = h' ot. 
Let F : M X [0,1] S^ be the continuous map defined above. 
Then M x [0,1] = {{x,s,y) G M x [0,1] x R ： F{x,s) = 7r(2/)} is 
an infinite cyclic cover of M x [0,1] such that the following diagram 
commutes. _ 
M X [0,1] M 
7r_ jK 
M X [0,1] 二 §1 
Define a：, : [0,1] ^ M x [0,1] to be 
q;“s) = {x,s). 
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Note that t o is a lifting of such that 
^ o 0 ( ^ ( 0 ) = (x, 0,2/4-1). 
Therefore, by the uniqueness of path lifting, we have 
= t o a(工’0,双)(s) 
for all s G [0,1]. Hence, 
(rr, 1，h{x, y + l)) = Q;(x,o,?/+i)(1) 
={x,l,h{x,y) + 1). 
Therefore, h' ot = toh'. 
• 
Proposition 3.26 ([24]). I f f i and f2 are homotopic, then J\) 
and /2) are L-module isomorphic. 
Proof. By Theorem 3.20, we know that is I-module 
isomorphic to Hi(MJ~J L and H f ^ l M , /s) is L-module iso-
morphic to Hi{MfJ <S)z[t,t-^  L. 
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By Lemma 3.25, we know that is Z[t, r ^]-module iso-
morphic to Therefore, and H � ’ J 2 ) are 
L-module isomorphic. 
• 
Lemma 3.27 ([8], p.7, Lemma 1.9). Let x 6 Z[亡，广丄].If the top 
coefficient of x is 1, then x is invertihle in L. 
Proof. Let the top exponent of x be a. Then x = + y) where 
y € Z[t,广 1] and the degree of y is negative. Let a/ =广“（工 一 ^ + ^ 2 一 
y^ H——）.Note that e L and x'x = 1. Therefore, x is invertible 
in L. 
• 
Proposition 3.28 ([8], p.20, Proposition 1.35). Let / : M -> §1 
be a circle-valued Morse function and M be an infinite cyclic cover 
of M. If Hi(M; Z) is a finitely generated group for all i, then the 
Novikov homology H，\M, / ) is zero for all i. 
• — k 
Proof. Let e i , . . . , eA； be a basis of Hi{M] Z). Then tej = ^ ajici 
i=\ 
for some aji G Z. Let A = (a^/). 
Then, 
( \ /, \ ( \ 
e\ ie\ ei 
A 丨 = : • 二 tik ： 
/ J y 
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where h is the k x k identity matrix. Therefore, 
i S h 
{A - th) \ = \ . 
w w 
Since A - th e GLk{1[t,t~^]) and is a principal ring, 
so by [12] p.154 Theorem 7.9，we know that under a finite number 
of row operations, the matrix A will become an upper triangular 
matrix B = {hji). Then, we have 
I \ / A ei 0 
B = . 
W W 
k 
Therefore, = 0 for all I < j < k. Note that 
k 
det{A-tIk) = Y[bii, 
SO det(v4 — tlk)ej = 0 for all 1 < j < k. 
Hence, det{A — th) ： Hi(M; Z) H,(M; Z) is a zero map. Since 
the top coefficient of det{A - th) is 1, so by Lemma 3.27, there 
exists (det(v4 — th))'^ G 1. Therefore, Hi{M] Z) L = 0 
• 
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3.4 The Novikov inequality and some applica-
tions 
The Morse inequality (See Theorem 2.29) tells us the lower bound 
of the number of critical points is related to the rank of the singular 
homology. Similarly, we can estimate the lower bound of the number 
of critical points in the circle-valued case. -
Note that the original Morse inequality does not hold in the 
circle-valued case. 
Example 3.29. Consider the circle-valued Morse function to be 
id : — §1. The number of critical points of id : S^ of 
index 1 is zero, but the rank of Hi (S^, Z) is 1. Therefore, the Morse 
inequality is invalid in the circle-valued case. 
Let 6a；(M, / ) be the rank of the L-module H ， ( M , f � . That 
means the number of free generators of the L—module i/fov(M, /)• 
Let Qk be the torsion number of the L—module H广(M, f ) . 
That means the number of generators of the torsion submodule of 
the Z -module 丑广(_M，/). 
Theorem 3.30 ([19], p.341，Proposition 2.4). (Novikov Inequality) 
Let f : M 一 Si be a circle-valued Morse function and mjJJ) he the 
number of critical points of f of index k. Then 
rrikif) > h{M, f ) + qk{M, / ) + qk—八M, / ) . 
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Proof. By Lemma 3.19, Ni is a finitely generated free module, so the 
Novikov inequality immediately follows from the following Lemma. 
• 
Lemma 3.31 ([19], p201，Proposition 1.10). Let C* he a chain com-
plex of finitely generated free modules with a chain map d” then 
rk{Ck) > rk{Hk{C,)) + tn{Hk{C：)) + tn(Hk-购) 
where rk{Ck) means the rank of Ck and tn{Hk{C^)) means the tor-
sion number of Hk{C^). 
Proof. Let the rank of Ck be n. Since Ker汰 is a submodule of Ck, 
so Keidk is a free module and Im汰+] is a submodule of Ker汰，so 
Imdk+i is a free module. 
Let x i , . . . , Xi be a basis of Keidk such that aiXi, •. •，ajXj is a 
basis of Imdk+i, where j < i and a i , … ’ a) G Z. 
Since Keidk is a free submodule of Ck, so we can find Xj+i, 
such that x i , . . . ,Xn is a basis of Ck. 
Then the rank of HkiC^) = -~77；~~r is at most i. 
/m(汰+1) 
The torsion number of Hk{C^)=严了(汰) jg at most 7. 
Im{dk+i) J 
The torsion number of Hk-i{C^) = 二、is at most n - i 
他、dk) 
Therefore, rk{Ck) > rk{Hk{C.)) + tn{Hj,{C,)) + tn{Hk_,{C.)). 
• 
Note that a closed manifold M can be fibered over if and only 
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if there is a circle-valued Morse function / : M ^ having no 
critical point. 
If we know that the right hand side of the Novikov inequality 
equals zero and the equality holds, then we know the manifold can 
be fibered over S^ 
Theorem 3.32 ([5], [6]). Let M be a dosed manifold and d i m M > 
6. //7ri(M) = Z, then there exists a circle-valued Morse function f 
such that 
rrikU) = hiM, f ) + /) + q “ M , /). 
Theorem 3.33 ([4]). Let M be a dosed manifold and d i m M > 6. 
If 7ri(M) = Z, then M is a fiber bundle over S! if and only if 
the universal cover M of M has finitely generated homology group 
Hi(M;Z) for alii. 
Proof. Note that since 7ri(M) = Z’ so the infinite cyclic cover M 
is actually universal cover. By Theorem 3.32, there exists a circle-
valued Morse function / : M -> S^ such that 
rriiif) = bi{M, /) + qi(M, /) + 仏—1(风 /). 
If Hi{M; Z) is finitely generated, then by Proposition 3.28，we 
have = 0 for all i, so bi{M, f ) = 0 and / ) 二 0. 
Therefore, Si{f) 二 0 for all i. Hence, / is a circle-valued Morse 
function having no critical points, so M is a fiber bundle over S^ 
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If M is a fiber bundle over S^ then M is homeomorphic to F x R 
where F is a fiber. Then Hi{M] Z) = H人F, Z). Since F is compact, 
so Hi{M]Z) is finitely generated. 
• 
Chapter 4 
Comparion with classical Morse 
theory 
In this chapter, we will discuss the difference between classical Morse 
theory and circle-valued Morse theory. 
1. If / is a real-valued Morse function on a compact manifold M, 
then f{M) must have maximum and minimum. Let a be a 
minimum of / ( M ) and 6 be a maximum of f(M), then 尸 ⑷ 
and are critical points of /• Therefore, f has at least 
two critical points. 
However, if / is a circle-valued Morse function on a compact 
manifold M, then f can have no critical points. 
Example 4.1. Let / : S^  ^  S^  be the identity map. Then f is 
a circle-valued Morse function without any critical points. 
2. The Morse inequality does not hold in the circle-valued case. 
55 
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That means the number of critical points of index k may not 
be greater than the rank of Hk{M\Z). 
Example 4.2. Let f : S^ be the identity map. Then the 
number of critical points o f f of index 0 is zero, but Hq{S^;Z)= 
Z, so the rank of = 1. 
3. Let / : M M be a Morse function. Given- a transverse 
gradient vector field • / of /，let j{t) be a flow line of V / on 
M, then 
lim j{t) = c 
t-*+oo 
where c is a critical point of f and 
lim 7 � = d 
t^-oo 
where c/ is a critical point of f . 
However, let / : M ^ be a circle-valued Morse function. 
Given a transverse gradient vector field v of / , let 7 � be a 
flow line of V / on M, then 
lim 7 � and lim 7 � 
t4+oo \ ‘ t—oo ‘ 
may not exist. 
Example 4.3. Let M = S^  and id : S^  be a circle-valued 
Morse function. Let g he the standard Riemannian metric. Let 
Vf be the gradient vector field and 7 � be the curve induced 
by V/； then lim“—oo 7(亡)and lim“oo 7(亡)do not exist. 
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4. Let / : M —> R be a Morse function. Given a transverse 
gradient vector field f of / , p a critical point of index k and q 
a critical point of index k _ 1, then there are a finite number 
of flow lines 7 � having the following properties: 
lim 7 � = q 
t^+00 
and ‘ 
lim 7 � = p . 
t—y—00 
However, let / : M ^ be a circle-valued Morse function. 
Given a transverse gradient vector field v of / , p a critical 
point of index k and q a critical point of index k — l, then there 
may have infinity many flow lines j(t) having the following 
properties: 
lim j(t) = q 
+00 
and 
lim 7 ⑷ 二 p. 
• i — 0 0 
(See [1], P.83) 
Chapter 5 
Applications to knots and links 
In order to study the properties of knots, we need to consider the 
knot complement. In the following section, we will try to study 
circle-valued Morse function on the knot complement. Since the 
knot complement is not a closed manifold, we will be required to 
impose some restrictions on the function. 
5.1 Regular Morse functions 
Definition 5.1. Let K C S^  be an oriented knot’ Let U be a neigh-
borhood of K. A Morse function f : is called a regular 
Morse function if there exists an orientation preserving diffeo-
morphism 
(l):Kx D{0,r) -> U 
such that for all k e K, 
<P{k,{0,0)) = k 
58 
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and for all {x, y) E K x D{0, r) \ {(0,0)}, 
y 
= 一. y 
We will use circle-valued Morse functions to determine whether 
a knot is a fibred knot or not. 
Definition 5.2. Let E, B and F be manifolds. If there exists a 
smooth map ir : E B such that for each b e B, there is an open 
neighborhood Ub and a diffeomorphism 
h:UbX F ^TT-^Ub) 
where 
TT o h{x,y) = X. 
The E is called the total space, B is called the base space, F 
is called the fiber and tt is called the projection map. 
E is also called the fiber bundle over B. 
Definition 5.3 ([22], p.323). A knot K cS^ is a fibred knot if 
1. is a fiber bundle over S】，and 
2. Letn : — be the projection map. Then there exists a 
diffeomorphism 
(t)： K X D{0,r) ^U 
such that for all k e K, 
0(^,(0,0)) = A; 
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and for all {x, y) e K x D{0, r) \ {(0,0)}， 
y 
R e m a r k 5.4. Let K be a fibred knot and tt : be the projection 
map. Then the closure t t — o f a fiber is a Seifert surface 
ofK. 
Now, the following theorem will describe the relation between 
fibred knots and circle-valued Morse functions. 
Q 
L e m m a 5.5. Let — be the vector field on D(0,1) \ {(0,0)} e 
defined be 
d , � d d 
Then there exists a unique map 
W : R X m 1) \ { ( 0 , 0 ) } ^ m 1) \ {(0’ 0)} 
satisfying the following differential equation 
• 譬如); 
In addition, let F : D{0,1) \ {(0,0)} R be a positive function, 
then there exists a unique map 
W : R X D(0,1) \ {(0,0)} — D(0,1) \ {(0，0)} 
satisfying the following differential equation 
f = 州 釣 ⑷ ) ； M q ) = q. 
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Theorem 5.6. A knot is a fibred knot if and only if there exists a 
regular Morse function f without any critical points. 
Proof. If /C is a fibred knot, then the projection map tt : S^ 
is a regular Morse function without any critical points. 
If there exists a regular Morse function f without 
any critical points, we will show that f is actually a projection map. 
Since / is a regular Morse function, there exists an open neigh-
borhood U and an orientation preserving diffeomorphism 
4):Kx D(0，r) — U 
such that for all k e K, 
and for all {x,y) eKx D(0,r) \ {(0,0)}, 
f 工,y) = —• 
y 
Let d be the standard metric on S^. Denote Ua = (f){K x D(0, a)). 
Since (S^,d) is a compact metric space and \ Ui} is an open 
cover of S^, by Lebesgue Lemma, there exists a number 6 such that 
for any x G S^, 
B{x,6) = {y e^^ : d{x,y) < 6} CU 
or 
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Note that { B ( : z ; ， i s an open cover of S^. Since S^ is com-
pact, so the cover {B{x, has a finite subcover {t/i}二i. Let 
{Pi}i=i be a partition of unity on such that supp(p,) c Ui. 
We will construct a vector field on each Ui as follows: 
Firstly, we define a vector field V on K x D(0,1) \ {(0，0)} to be 
" 一 = 基 . . 
Assume Ui,...,Uk CU and Uk+i, ,Un C S^ \Ui not in U. 
For 1 < z < A:, we define 
XUi = ^(l>{V)\u, 
to be the vector field on Ui. 
Let • / be the gradient vector field of f on with respect 
to the standard Riemannian metric g. That means 
g ( v f , x ) = rde 
for all smooth vector field X. 
Then for A: + 1 < i < n, we define 
XUi = V/lt/. 
to be the vector field on Ui. 
n 
Let X = ^P iXUi be a vector field on S^ \ K. Note that x is 
i二1 
nowhere zero on \ K. 
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If 1 < z < A;, then 
rdOixu,) = rde{dct>{V)\u,) 
=(/。州dW-) 
= d 0 ( d ( / � 0 ) ( g ) ) 
Since / o r, 0) 二 Q, so d ( / o </>){—) = ~ Therefore, 
f d e i x u j 二 d 列 = 1 . 
If A: + 1 < i < n, then 
rdO{xuJ = 9{Vf,Xu,) 
> 0. 
Since f*dO is linear, so 
• n 
r d O i x ) = ^ P i f d O i x u d > 0. 
i=l 
Therefore, % is nowhere zero on \ and "(•/，x) > 0, so we can 
modify the vector field on to become 
/ = X 
Note that for each point p € \ there exists a neighborhood 
p e Vp <Z and a number > 0 so that the differential 
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equation 
， = X 加 办 ) ) ； = q 
has a unique solution for q e Vp, < £p. 
We have an open cover {Vp}p^s3\u^ of S^ \ Ui. Since \ Ui is 
compact, so there exists a finite subcover {VjYj^^. 
Let s = min {^i, . . .,£/}, then the differential equation 
， = X ' ( 釣 ⑷ ) ； = q 
has a unique solution for q Ui, < e. 
Since 
力广 d 树 ^ 
so by Lemma 5.5, the differential equation 
has a unique solution for all t, p eS^ \ Ui. 
Therefore, the differential equation 
has a unique solution for <e,peS^\K. Hence, the differen-
tial equation has a unique solution for all t. 
Note that f*dO{x')三 1, so if 
f(Po) = f(Pi), 
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then for all t, 
f{y^t{po)) = /(釣(Pi)). 
Therefore, for any 0i,02 e S ^ , then we have a diffeomorphism 
仰 2 - 1 / —1("1)4厂1(从 
SO the level surface f~^{Oi) is diffeomorphic to the level surface 
f l 2 ) . • 
For each point 6o G S^, there exists a neighborhood [咖—S.Oq + 
c . Now we can define a diffeomorphism 
h:[eo- S, Oo + 6] X r\eo) 4 r % + 
where(l9,x) (pg-eo{x). 
Note that foh{9,x) 二 Therefore, for each point 彻 G S】，there 
exists a neighborhood [外—(5,如 + (5] and a diffeomorphism 
G:[0o-S,Oo + S]xF-^ f-\[Oo -6,00 + (5]) 
and 
. foG{e,x) = e. 
Therefore, is & fiber bundle over and f is actually the 
projection map. 
• 
In section 2，we show that iif严(Af，/) depends only on the ho-
motopy class of f and M. We will show that all regular Morse 
functions f actually are in the same homotopy class. 
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Lemma 5.7. Let K be a knot Then the de Rham cohomology 
//I (§3 \ K-,R) is isomorphic to R. 
Proof. Consider S^ = U {oo}. Let be a small open ball of oo, 
then by the Mayer-Viet oris sequence, we have the following long 
exact sequence: 
0 — \ K) — \ K) e H\U) — H\U \ {oo}) 
— H \ U ) ^H\U\ {oo}) . . . 
By [13] p.53 example 7.15, we know that \ g 股.Since 
\K,U\ {oo} and R^ \ K are connected, so the long exact 
sequence becomes: 
0 — R MeM — mH\U) H\U\{oo}) — . •. 
Since U is homotopy equivalent to a point and U\{oo} is homotopy 
equivalent to S^, so the long exact sequence becomes: 
Therefore, 
• 
Lemma 5.8 ([19], p.45, Proposition 1.16). Let f,g : M — S^ he two 
maps. Let dB be the generator If f*dB and g*dB are in 
the same cohomology class of H^{M), then f and g are homotopic. 
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Proof. Consider == G C : 0 < 6* < 27r}. 
Since in the complex plane, we can define multiplication, so for 
any maps f,g : M — S�观 can define addition as follows: 
{f + 9){^) = f{x)g{x). 
Note that / + p : M — and ( / + gYdO = f*dO + g*dO. Since 
f*d6 and g*dO are in the same cohomology class, so 
[(/ - gTdO] = [fde] 一 [g*dO] = o . 
Therefore, for any [7] G 7ri(M), 
[if-gyae = o , 
so ( / — g)* ： 7ri(M) -> 7ri(§^) is a zero map. By the general lifting 
Lemma, there exists a function h: M ^ R such that the following 
diagram commutes. 
M R 
f - 9 \ / P 
§1 
where p{x) = Since h is homotopic to a zero map, f ~ g is 
also homotopic to a zero map, so f and g are homotopic. 
• 
Lemma 5.9. Let /i , /2 ： — be two regular maps. Let Ui 
be neighborhoods of K such that there exist orientation preserving 
diffeomorphisms 
(h : K X _D(0’ r) — Ui 
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such that 
for all k e K and 
fiO(l)i{x,y)=— 
y 
for all x i ; ( 0 , r ) \ { ( 0 , 0 ) } . 
Let xq e K. and 71,72 ： [ 0 , b e two loops such that 
71⑷=糾工o，re《2对） 
and 
72 ⑴ 卻 ， 
Then 71 and 72 are in the same homology class in Hi (S^ \K;Z). 
Proof. Let a(t) = be a loop in x D(0,r) \ {(0,0)}. 
Since there exists 0 < a < r such that 
礎 X D(0,a)) C [ / in t /2 
and 
(h�K X D{0,a)) C UinU2. 
Let aa{t) - (:ro,ae彻0 be a loop in x Z)(0,r) \ { (0,0)} . Note 
that a and aa are in the same homology class in H八K x D{0,1) \ 
{(0,0)}; Z). Therefore, 71W = � a n d o aa(t) are in the 
same homology class in \ K;Z). 
Note that to show [71] = [72] is equivalent to show (/)2 o a(t) and 
o a � � are in the same homology class in \ K] Z). 
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We will show that (力）and a � a r e in the same homology 
class in Hi{K x D(0,r) \ {(0,0)};Z). This implies 0 2 � a { t ) and 
O aa(t) are in the same homology class in \ K;Z). 
Let g : S^ K be a homeomorphism. Let h : [0，1] S^ be a 
map defined to be 
h{t) = e^-^ 
Fixed xqE K and gq e D{0, r). Then 
where 
a � = ( : r o， r e ’ 
and 
Let [(t)2^ o 01 o aa{t)] = Aa-{- Bf3. 
Since aa is contractible m K x D{0, r), so o o^ (力）is also 
contractible in x n(0,r), so B = 0. 
Let d^ be the generator of Hi(D(0,r) \ {(0,0)}) and 
p:KxD(0,r)^D(0,r); p(x,y) = y, 
we have jfd0 G H�K x D{0,r) \ {(0,0)}; R). 
Note that J^P*dO = 27r. We will show that 
/ p*de = 27r. 
J o(j)ioaa{t) 
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Since 小；! o (I)i\kx{{o,o)} is identity and 02 ^ � i s an orientation 
preserving diffeomorphism. Therefore, l^ xq e K is fixed, then 
o (/>i)|(xo,(o,o)) : 了(xo’(o，o))K X D{0,a) — T(工o’(o’o))K x ^ ( 0 , a ) 
is an isomorphism map. Let vq be a tangent vector of K at xq and 
{vi,v2} be a basis of T(o,o)i^ (0,a). Then {vq,vi,V2} is a basis of 
3 
Let o (/>i)|(工o’(o，o))(钩）= J2bji”:i. Then �0i)l(xo,(o,o)) 
is represented by the matrix (bij), so (bij) is a invertible matrix and 
since 小；! o (/)i|i^ x{(o,o)} is identity, so the matrix is actually 
G 6i2 hs^ 
0 622 &23 . 
\0 3^2 hsj 
Then �0i|{:ro}xL)(o，a))loEo’(o’o)) is represented by the matrix 
/, . \ 
022 02s 
. 3^3) 
Since this matrix is invertible, so there exists a neighborhood 
xoeU C {xo}xD{0,a) such that ^o^il^； is a diffeomorphism. 
Take a loop 7 � = / c e " in p o (j)'^ o cj)八U). Note that 
[d^ = 27r 
hit) 
and 
f p*dO = 2兀‘ 
Jp-'m) 
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By Stokes' Theorem, 
[ p*dO = 0, 
SO 
I p*de = 27r. 
广。01�aa � 
Therefore, A = l. 
Therefore, (j)^ o aa{t) and a are in the same homology class, 
so 7i and 72 are in the same homology class in \ K]Z). 
• 
Theorem 5.10. LetK CS^ be a knot. Any regular Morse functions 
/i, /2 : \ /C — are homotopic. 
Proof. By Lemma 5.8, we just need to show that f^dO and f^dO are 
in the same cohomology class. By Lemma 5.7, \K) = R. Let 
UJ be the generator of the cohomology class \ K). Then 
f^dO] = acj] [f;dO] = huj 
for some a, 6 G M. 
Let UI be neighborhoods of K such that there exist orientation 
preserving diffeomorphism 
( j ) i : K x D(0,r) Ui 
such that 
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for all k e K and 
fi�•人工,y�=— 
y 
for all {x,y) eKx D(0’r) \ {(0,0)}. 
Let xo e K. Let 71,72 ： [0,1] ^ S^ \ iT be two loops such that 




[fide = 27V 
u/71 
and 
[f;dO = 2n. 
J12 
Moreover, by Lemma 5.9，we know that 71 and 72 are in the same 
homology class of HiiS^ \ K]Z), so 
/
UJ = u. 
,1 Jyi 
Therefore, we have 
[ f i d o = [ f;de 
J12 
/ auj= au 
,1 'J 12 
a uj = b to 
-'71 -'72 
a = b. 
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Hence, [fidO] = [f^dO]. By Lemma 5.8，fi and f ) are homotopic. 
• 
Corollary 5.11. if严卯(§3 \ K, f ) only depends on S^ \ K. 
Proof. By Proposition 3.26, we know 严卯(§3 \ K , f ) depends on 
the homotopy class of f and \ K, By Theorem 5.10, we know 
that all regular Morse functions / : S^ \ X S^ are in the same 
homotopy class, so if严卯(S� \ K, / ) only depends on §3 \ k. 
• 
The following proposition tells us that the properties of a regular 
Morse function ensure that the number of critical points is finite. 
Proposition 5.12. For any knot K, a regular Morse function f : 
has only finitely many cntical points. 
Proof. Since / is a regular Morse function, there exists an open 
neighborhood U of K and there exists an orientation preserving 
diffeomorphism 
(P'.K X D{0,r) -> U 
such that for all k e K, 
ct>(k,綱=k 
and for all (x, y) e K x D(0, r) \{(0,0)}, 
= — , 
y 
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so there is no critical point in U. Hence, all critical points are lying 
in §3 \ int U. Since S^ \ Int U are compact and the set of all critical 
points are discrete, so the number of critical points is finite. 
• 
5.2 The Morse-Novikov number 
Definition 5.13. Let K be a knot. Let aj he the number of critical 
points of a regular Morse function f S^. The Morse-
Novikov number is defined to be 
MN{K) ：二 min{a/ : f is a regular Morse function on S^ \ K}. 
Lemma 5.14. Let K be a knot. Then the Morse-Novikov number 
MN{K) is a knot invariant 
Proof. If Ki and K2 are equivalent, then there exists a diffeomor-
phism 
. /i : §3 §3. WKi) 二 K2. 
If / is a regular Morse function such that the number of critical 
points of / : S3 \ — i s equal to MN[K2), then 
/ O " : \ §1 
is a regular Morse function with MN[K2) critical points. Hence, 
MN{Ki) < MN{K2). Similarly, it can be checked that MN{K2) < 
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MN{Ki). Therefore, MN{Ki) = MN{K2). The Morse-Novikov 
number is a knot invariant. 
• 
Remark 5.15. K is a fibred knot if and only if MN{K) = 0. 
It is not easy to calculate the Morse-Novikov number MN{K) 
directly. In the following section, we will try to get a lower bound 
for MN{K). In classical Morse theory, the Morse inequality tells us 
that the number of critical points of a Morse function f : M R 
is bounded below by the betti number. Although Morse inequal-
ity does not hold in the circle-valued case, we have an analogue 
inequality, called Novikov inequality. See Theorem 3.30. 
Theorem 5.16. Let K be an oriented knot. If there exists a regular 
Morse function f : S^ \ K ^ such that for some i, 严衫(§3 \ 
K, f ) • 0, then K is not a fibred knot. 
Proof. If \ K J ) ^ 0，then the rank of H f " ’ \ K, f ) is 
non zero or the torsion number of H广(S^ \ K, f ) is iion zero. By 
Novikov inequality, we have 
m,(/) > f ) + 讽 f ) + q 卜认 M, / ) , 
so rriiif) > 0. 
By Corollary 5.11, we knot that i / f � 1 § 3 \ K, / ) is independent 
of the choice of / , so for any regular Morse functions /，mi(f) > 0. 
Therefore, MN{K) 二 0 and is a fibred knot. 
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5.3 The Universal Novikov homology 
We know that is a fibred knot, then for all i. 
Then there is a natural question we may ask, whether for all i, 
will imply that K is a, fibred knot. 
J.-C.Sikorav[23] has shown that the universal Novikov homology 
vanishes if and only if the knot is a fibred knot. In the following 
paragraph, we will briefly introduce the setting of universal Novikov 
homology. 
The main setting of universal Novikov homology replaces the 
infinite cyclic cover with the universal cover. Let M be the universal 
cover of M. Let tt : M M be the covering map. Let / : M —^  
be a Morse function. We need to find a Morse function F : M ^ R 
such that the following diagram commutes. 
M R 
TT TT 
M 丄 § 1 
Since 7ri(M) = 0, so tt o /,(7ri(M)) = 0. By the general lifting 
Lemma, there exists a function F : M -^R such that the following 
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diagram commutes. 
M E 
TTO/ \ ^ TT 
Si 
Remark 5.17. F : M ^ R is a real-valued Morse function. 
The universal Novikov complex TV* is defined to be the following. 
Note that the deck transformation group of the covering map 
TT : M ^ M is 7ri(M). 
Note that /* : 7ri(M) — and 7Ti{S^) ^ Z，so f,{g) e Z. 
The chain group is defined to be 
Ni ：= {Ec65,(F) ¥ • ric e for any k e % the set {c e 
Si{F) : ric — 0 and F(c) > k} is finite}. 
Let A = {Egen,{M) ^99 • ag E Z, the set {a分 + 0} is finite} 
and let A = {Egen,{M) g^Q ' dg e Z and for any c 6 R, the set 
{a^ 0 : f^{g) > c] is finite}. 
Remark 5.18. The chain group Nk can be viewed as A-module and 
the universal Novikov homology is defined to he 
n ker dk •. Nk Nk-i 
‘ � ~ IrndM-.NM-^Nk 
Remark 5.19. = Hk{M) 0八 A. 
Theorem 5.20 ([23]). The universal Novikov homology vanishes if 
and only if the knot is fibred. 
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