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A b s t r a c t
The Temporal Branch-on-Need Tree (T-BON) extends the three­
dimensional branch-on-need octree for time-varying isosurface ex­
traction. At each time step, only those portions of the tree and data 
necessary to construct the current isosurface are read from disk. 
This algorithm can thus exploit the temporal locality of the isosur­
face and, as a geometric technique, spatial locality between cells 
in order to improve performance. Experimental results de m o n ­
strate the performance gained and m e m o r y  overhead saved using 
this technique.
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1 I n t r o d u c t i o n
Isosurface extraction is an important technique for visualizing vol­
umetric data. B y  exposing contours of constant value, isosur­
faces provide a mechanism for understanding the structure of a 
scalar field. This method has been used effectively in several disci­
plines, including medicine [12, 18], computational fluid dynamics 
(CFD) [6, 7], and molecular dynamics [10, 14]. Data sets from 
computational, as well as measurement sources, have continued to 
increase in size, often consisting of multiple time steps. Visual­
izing changes over time is crucial for understanding the dynamic 
behavior of the data. However, little attention has been focused on 
methods that directly address time dependent data.
The original Marching Cubes algorithm [13, 22] examined all 
cells in the data set to construct an isosurface. There has been 
tremendous research focused on reducing the number of cells vis­
ited when constructing an isosurface [1,4,11,17]. While the search 
structures introduced by m a n y  of these methods increase the stor­
age requirements, this overhead is offset by the acceleration of the 
isosurfacing technique. For time-varying data sets, data structures 
that index all cells at every time step can incur significant storage 
overhead. W h e n  the data and associated structures cannot all fit in 
memory, reading the required portions from disk presents an impos­
ing bottleneck, potentially nullifying the performance gained from
constructing the supplemental search structure.
W e  present an isosurface extraction algorithm for time-varying 
fields that minimizes the impact of the I/O bottleneck. B y  reading 
only those portions of the data and search tree necessary to con­
struct the current isosurface, the Temporal Branch-on-Need Tree 
(T-BON) makes efficient use of I/O bandwidth while retaining the 
accelerated search characteristics of a hierarchical extraction tech­
nique. Since the tree is based on the geometry of the data, spatial 
coherence between cells can be exploited to increase performance.
In the following sections, w e  first discuss related work and then 
present our algorithm for extracting isosurfaces in time-varying 
fields. W e  then present experimental results demonstrating our al­
gorithm’s performance on three large-scale, time-varying data sets. 
Finally, w e  discuss our conclusions and suggest directions for fu­
ture work.
2  R e l a t e d  W o r k
A  number of different techniques have been introduced to increase 
the efficiency of isosurface extraction over the linear search pro­
posed in the Marching Cubes algorithm [13, 22]. Wilhelms and van 
Gelder [21] describe the branch-on-need octree (BONO), a space- 
efficient variation on the traditional octree. Their data structure 
partitions the cells in the data based on their geometric positions. 
Extreme values (minimums and maximums) are propagated up the 
tree during construction such that only those nodes that span the 
isosurface, i.e. those with min < isovalue <  max, are traversed 
during the extraction phase.
More recent methods have focused on partitioning the cells 
based on their extreme values. Livnat et al. [11] introduced the 
span space, where each cell is represented as a point in 2d space. 
The point’s ^-coordinate is defined by the cell’s mi n i m u m  value, 
and the ^/-coordinate by the m a x i m u m  value. The N O I S E  algo­
rithm described in [11] uses a Kd-tree to organize the points. Shen 
et al. [17] use a lattice subdivision of span space in their IS S U E  
algorithm. This simplifies and accelerates the search phase of the 
extraction, as only one element in the lattice requires a full min- 
m a x  search of its cells. This acceleration comes at the cost of a less 
efficient m e m o r y  footprint than the Kd-tree.
The Interval Tree technique introduced by Cignoni et al. [4] 
guarantees worst-case optimal efficiency. Cells, represented by the 
intervals defined by their extreme values, are grouped at the nodes 
of a balanced binary tree. For any isovalue query, at most one 
branch from a node is traversed.
A n  alternate technique is to propagate the isosurface from a set 
of seed cells. Itoh et al. [8, 9], Bajaj et al. [1], and van Kreveld 
et. al. [19] construct seed sets that contain at least one cell per con­
nected component of each isosurface. The isosurface construction 
begins at a seed and is traced through neighboring cells using adja­
cency and intersection information.
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A n  algorithm to improve I/O performance and allow efficient 
isosurface extraction on data sets larger than physical m e m o r y  was 
described by Chiang et al. [2, 3]. A n  interval tree is built on disk 
using a two-level hierarchy. Cells are first grouped into meta-cells 
and a meta-interval defined. These meta-intervals are then c o m ­
posed into an interval tree, which is divided into disk block-sized 
groups to allow efficient transfer from disk.
Weigle and Banks [20] consider time-varying scalar data as a 
four-dimensional field. They construct an “isovolume” for each iso­
value, representing the volume swept by the isosurface over time. 
Imposing a time constraint on the isovolume yields an instanta­
neous surface. This method elegantly captures temporal coherence, 
but is impractical for large data sets.
Shen [16] proposed the Temporal Hierarchical Index Tree to per­
form isosurface extraction on time-varying data sets. This method 
classifies the data cells by their extreme values over time. T e m p o ­
ral variation of cells is defined using lattice subdivision, extending 
the I S S U E  algorithm. Nodes in the tree contain cells with differing 
temporal variation and are paged in from disk as needed to extract 
an isosurface at a particular time step. At every time step, an I S S U E  
search [17] is performed at each node. In order to accelerate the full 
min-max search, an Interval Tree is constructed in those lattice el­
ements that m a y  require such a search. The Temporal Hierarchical 
Index Tree shows significant improvement in storage requirements 
over construction of a span-space search structure which treats each 
time step as an independent data set. It achieves this while retaining 
an efficient search strategy for isosurface extraction.
Shen’s work clearly accelerates the search for isosurfaces in time 
dependent data. However, at each time step the entire data domain 
(time step) is loaded into physical memory. The isosurface extrac­
tion process potentially needs to access all of the time steps in a 
time-varying data set. If all time steps do not simultaneously fit into 
physical memory, I/O can become a bottle neck. As noted by Wil­
helms and Van Gelder [21], for a particular isovalue, large portions 
of the data not containing the isovalue need not be examined. Sim­
ilarly these same large portions of the data need not be read from 
disk when constructing an isosurface. For time dependent data sets, 
this savings can be significant and has led us to develop a method 
aimed at exploiting this observation.
Even Subdivison Strategy Branch-on-Need Strategy
3 T e m p o r a l
(T -B O N )
B r a n c h - o n - N e e d  T r e e
W e  use an algorithm that exploits locality in data by extending the 
branch-on-need octree, thus providing a mechanism that extracts 
isosurfaces efficiently from time-varying data. The branch-on-need 
octree resembles the even-subdivision octree, but partitions the cells 
more efficiently when the dimensions of the volume are not powers 
of two. Figure 1 compares the strategies in two dimensions. The 
even-subdivision strategy divides the volume in each direction at 
each level of the tree, while the branch-on-need strategy partitions 
the volume such that the “lower” subdivision in each direction cov­
ers the largest possible power of two cells. This results in fewer 
nodes, allowing the tree to be traversed more efficiently.
The branch-on-need octree provides an efficient search while in­
troducing a low amount of overhead. In the worst case, when the 
volume contains (n +  l)3 cells (n is a power of two), 7Jf  +  n 2 
nodes are produced [21]. Cells can be represented by an integer in­
dex into the data. Value-decomposition techniques such as I S S U E  
and the Interval Tree require two floating point numbers (minimum 
and ma x i m u m )  and an integer index for each cell, in addition to the 
m e m o r y  requirements of the search structure. The low storage cost 
makes the branch-on-need octree ideal for performing isosurface 
extraction on large, time dependent data sets.
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Figure 1: Two-dimensional example of the branch-on-need algo­
rithm (from Wilhelms and van Gelder [21]). The branch-on-need 
strategy produces fewer nodes when the dimensions of the data are 
not powers of two.
3.1 Construction
In the preprocessing step, a branch-on-need octree is built for each 
time step in the data and stored to disk in two sections. The in­
formation c o m m o n  to all trees is saved only once. This includes 
the general infrastructure of the tree, such as branching factors and 
pointers to children or siblings. This information can be created 
knowing only the dimensions of the data. Extreme values for the 
nodes are computed and stored separately, as these values can vary 
at each time step. Our implementation represents the tree using a 
linear array, so all pointers are integer indices. The tree is packed 
in depth-first search order to facilitate retrieval in the search phase.
3.2 Search and Extraction
Before any isovalue queries, the tree infrastructure is read from disk 
and recreated in main memory. Queries are then accepted in the 
form (timestep, isoval). Query resolution in the T - B O N  algo­
rithm is based on demand-driven paging [5]. First the root extreme 
values of the branch-on-need octree corresponding to are
read. If these values span , the children of the root node
are read. This process repeats recursively until the leaf nodes are 
reached, as shown in Figure 2. If a leaf node spans isoval, the 
disk block containing the data for the cells in that leaf is added to a 
list. Once the necessary portions of the tree have been brought into 
m e m o r y  and traversed, all blocks in the list are read from disk. This 
block read causes some extraneous data to be read, but performs 
m u c h  better than randomly accessing the file to bring in strictly 
those data points required. The block size defaults to the size of a 
disk sector, but can be modified to tune the algorithm for different 
I/O subsystems. W e  show the results of modifying this parameter 
below. The tree is traversed a second time to construct the isosur­
face.
W h e n  more than one isovalue is queried for the same time step, 
this process can be modified to avoid rereading identical data. T w o  
lists are maintained, one identifying nodes currently in m e m o r y  and 
one representing the disk blocks read. B y  referencing these lists,
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(c)
Figure 2: The children of a node that spans the isovalue (indicated 
by shading) are recursively brought into m e m o r y  (a,b). At the leaf 
level, any data needed for the isosurface (black blocks) is fetched 
from disk, while unnecessary data (white blocks) is not read (c). A  
second pass through the tree constructs the isosurface using only 
the data in memory.
only differential nodes and data blocks must be brought from disk. 
The lists are purged when the time step changes. This additional 
processing and I/O are dominated by the triangle construction time, 
so performance in this case is usually comparable to performing a 
search with the tree and data already in memory.
Figure 3: The isosurface with value 1.15 at time 16 in the R A G E  
data set, showing the bubbles formed by instability.
4  R e s u l t s
W e  tested our algorithm on three C F D  data sets. Rage512 is a
simulation of the classic Rayleigh-Taylor hydrodynamic 
instability, in which two fluids of differing densities mix. Figure 3 
shows one isosurface from this data set. Rage256 is a downsampled 
version of Rage512 and contains vertices. The
Jet256 data set describes a jet shockwave and also contains 
256 x 256 vertices. Figure 4 shows an isosurface from this data 
set. All data sets are represented by regular grids. Constructing a 
branch-on-need octree over an unstructured data set would be more 
difficult, but Parker et. al. [15] describe a method for constructing 
such a hierarchy.
4.1 T-BON Results
In the following tables, w e  describe the speedup obtained by using 
the T - B O N  tree instead of a pure B O N O  approach, which reads the 
entire tree and data from disk at each time step. W e  give the min­
imum, maximum, and average speedup values over multiple iso­
values and multiple time steps. The tables show what percentage 
of the tree and data are read from disk for each of these cases, as 
well as the number of triangles created. The blocksize parameter 
defines the m i n i m u m  amount of data fetched from disk in the block 
read described in Section 3.2. W e  show results for three values of 
this parameter. Table 1 shows results for the Rage512 data set. In 
this experiment, the time parameter was varied over the 21 time 
steps while holding the isovalue constant. This process was per­
formed for five representative isovalues. Significant speedups were
Figure 4: The isosurface with value 37 at time 60 in the Jet Shock­
wave data set.
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Rage512
# nodes 19,173,961
data size 536.9 M B  x 21 time steps
m e m o r y  footprint 919.6 M B
Blocks ize: |Sectorsize
Mi n Average M a x
speedup 1.26 2.44 4.21
# triangles (x 10e) 6.59 2.12 0.75
% nodes read 15.47 6.08 2.39
% data read 19.93 9.47 3.32
Blocks ize: Sectors ize
Mi n Average M a x
speedup 0.94 1.99 4.19
# triangles (xl0e) 4.47 2.12 7.49
% nodes read 15.47 6.08 2.39
% data read 20.41 10.00 3.53
Blocks ize: 4xSectorsize
Mi n Average M a x
speedup 1.32 2.63 4.64
# triangles (xl0e) 6.59 2.12 7.49
% nodes read 15.47 6.08 2.39
% data read 20.57 10.23 3.72
Table 1: Performance results (varying time value) for the Rage512 
data set.
obtained in all cases, with the largest blocksize showing the best 
improvement. The worst case performance of the T - B O N  tree is 
almost never worse than the pure branch-on-need octree approach, 
and can be over four times better. The average case shows substan­
tial improvement, achieving approximately twice the performance 
of the B O N O  method. Notice that at each time step, w e  page in 
only about 2 0 %  of the data in the worst case. The low percent­
ages of nodes and data read from disk offset the overhead of the 
T - B O N  algorithm and demonstrate the effectiveness of demand- 
driven fetching. Table 2 shows the results for the same experiment 
with the Rage256 data set. Table 3 summarizes the experiment on 
the Jet256 data set. In this case, the time parameter was varied 
over the 100 time steps, holding one of ten representative isoval­
ues constant. These data sets also perform well under the T - B O N  
structure. Even though the larger data sets show better improve­
ments, the T - B O N  algorithm is over twice as fast on average for the 
smaller data sets.
Table 4 demonstrates the performance of the T - B O N  algorithm, 
using the Rage512 data set, when the user changes isovalues in the 
same time step. This query behavior favors the pure B O N O  ap­
proach, since the T - B O N  algorithm must read more of the tree and 
data at each new isovalue. The experiment summarized in Table 4 
used ten representative isovalues at the initial time step. The T - B O N  
method performs approximately 2 0 %  worse than the B O N O  in the 
average case, with the first isovalue performing m u c h  better (as ex­
pected from Table 1 above). Eventually, the entire tree and all of the 
data will be copied to m e m o r y  and the performance of the T - B O N  
algorithm will approach that of the pure B O N O  technique. The per­
formance deficit in Table 4 can be explained by the layering effect 
in the Rage data set, as is evident in Figure 3. Each cell contains 
only a small range of values. W h e n  the isovalue changes, a new 
layer of cells must be read from disk, making little use of the pre­
vious layer. Table 5 shows similar results for the same experiment 
using the Rage256 data set. Table 6 summarizes the results for 
the Jet256 data set at time step 50. This data set allows better per­
formance than the Rage data sets, extracting isosurfaces only 5 %  
slower than the B O N O  in the average case. The low percentages of 
data and nodes read at each isovalue imply that values in the Jet256
Rage256
# nodes 2,396,745
data size 67.1 M B  x 21 time steps
m e m o r y  footprint 114.8 M B
Blocks ize: |Sectorsize
Mi n Average M a x
speedup 1.39 2.35 4.38
# triangles (xl0e) 1.14 0.66 0.20
% nodes read 20.27 11.93 3.92
% data read 22.58 14.43 5.14
Blocks ize: Sectors ize
Mi n Average M a x
speedup 1.42 2.37 4.10
# triangles (xl0e) 1.33 0.66 0.20
% nodes read 20.27 11.93 3.92
% data read 22.72 14.67 5.38
Blocks ize: 4 x Sectors ize
Mi n Average M a x
speedup 1.30 2.22 4.47
# triangles (xlO6) 1.33 0.66 0.20
% nodes read 20.27 11.93 3.92
% data read 23.22 15.28 5.86




data size 16.8 M B  x 100 time steps
m e m o r y  footprint 50.1 M B
Blocks ize: |Sectorsize
Mi n Average M a x
speedup 1.11 2.52 2.99
# triangles (xl0e) 0.28 0.090 0.058
% nodes read 7.32 2.37 1.46
% data read 31.91 9.52 2.80
Blocks ize: Sectors ize
Mi n Average M a x
speedup 1.25 2.83 3.98
# triangles (xl0e) 0.30 0.090 0.053
% nodes read 7.32 2.37 1.46
% data read 34.69 10.75 3.66
Blocks ize: 4 x Sectors ize
Mi n Average M a x
speedup 1.31 2.86 3.98
# triangles (xl0e) 0.31 0.090 0.053
% nodes read 7.32 2.37 1.46
% data read 51.56 17.67 11.13
Table 3: Performance results (varying time value) for the Jet256 
data set.
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Rage256
Time Step 10
isovalue no locality locality savings
1.0 2.72 2.29 15.8%
1.1 8.35 6.29 24.7%
1.2 6.20 5.45 12.1%
1.3 6.05 3.95 34.7%
1.4 4.22 3.43 18.7%
1.5 1.51 1.31 13.2%
Rage512
Blocksize: | Sectors ize
Min Average M a x
speedup 0.46 0.82 1.56
%  nodes read 7.44 1.46 0.17
%  data read 13.54 2.57 0.00
Blocksize: Sectorsize
Min Average M a x
speedup 0.46 0.84 1.56
%  nodes read 7.44 1.46 0.17
%  data read 13.70 2.50 0.00
Blocksize: 4 x Sectorsize
Min Average M a x
speedup 0.51 0.96 1.83
%  nodes read 7.44 1.46 0.17
%  data read 14.02 2.66 0.00




Min Average M a x
speedup 0.47 0.80 1.30
%  nodes read 9.29 2.00 0.067
%  data read 17.95 2.30 0.00
Blocksize: Sectorsize
Min Average M a x
speedup 0.44 0.75 1.30
%  nodes read 9.29 2.00 0.067
%  data read 18.75 2.30 0.00
Blocksize: 4 x Sectorsize
Min Average M a x
speedup 0.46 0.79 1.28
%  nodes read 9.29 2.00 0.067
%  data read 20.09 2.44 0.00




Min Average M a x
speedup 0.47 0.95 2.89
%  nodes read 2.02 0.32 0.035
%  data read 7.40 0.93 0.00
Blocksize: Sectorsize
Min Average M a x
speedup 0.48 0.95 2.93
%  nodes read 2.02 0.32 0.035
%  data read 9.28 1.08 0.00
Blocksize: 4 x Sectorsize
Min Average M a x
speedup 0.48 0.95 2.90
%  nodes read 2.02 0.32 0.035
%  data read 16.60 1.66 0.00
Table 6: Performance results (constant time value) for the Jet256 
data set.
Table 7: Triangle construction time (in seconds) for the Rage256 
data set, with and without local caching.
Jet256
Time Step 50
isovalue no locality locality savings
5 0.72 0.60 16.7%
10 0.61 0.50 18.0%
15 0.69 0.56 18.8%
20 0.74 0.58 21.6%
200 0.76 0.59 22.4%
210 0.76 0.59 22.4%
Table 8: Triangle construction time (in seconds) for the Jet256 data 
set, with and without local caching.
data set are more evenly distributed than in the Rage data sets.
4.2 Implementation Details
Our implementation initially allocates enough m e m o r y  for the data 
and tree structure of one time step and maintains this m e m o r y  
footprint throughout execution. Reads from disk simply overwrite 
any previous contents, while the two-pass traversal guarantees that 
no stale information is accessed. This organization optimizes for 
speed —  a dynamic structure could use only that amount of m e m ­
ory needed for the current time step and isovalue, but would slow 
execution. A  dynamic structure could easily be implemented for 
systems with limited m e m o r y  to perform out-of-core isosurface ex­
traction. The basic technique of reading the data and tree nodes 
on demand provides a convenient and intuitive basis for such an 
algorithm.
As a geometry-based technique, the temporal branch-on-need 
tree can leverage the spatial locality in the data to avoid performing 
duplicate calculations. Wilhelms and van Gelder use a hash table to 
exploit this property. Once the intersection point of the isosurface 
has been calculated along a cell edge, that edge is placed into a hash 
table, allowing cells that share the edge to retrieve the interpolated 
point without a calculation. W h e n  all cells that share an edge have 
accessed its hash entry, the edge is deleted from the table. As our 
implementation has no explicit representation of edges, the cost of 
constructing a hash key on the fly and accessing the table would not 
aid our algorithm's performance. Instead, w e  use a form of local 
caching similar to the chess-board approach proposed by Cignoni 
et al. [4]. Leaf nodes in the tree contain up to eight data cells. 
W h e n  a leaf spans the current isovalue, triangles are constructed in 
all these cells, using a local array to cache the interpolated points. 
Cells in the same leaf block access this array instead of interpolat­
ing a shared edge. Tables 7 and 8 show the reduction in triangle 
construction time using this technique on six representative isoval­
ues. The times given are for constructing individual triangles in the 
Rage256 and Jet256 data sets. Methods for constructing triangle 
strips could take advantage of this local cache and improve both 
construction and rendering times.
Authorized licensed use limited to: The University of Utah. Downloaded on September 1, 2009 at 16:19 from IEEE Xplore. Restrictions apply.
5  C o n c l u s i o n s  a n d  F u t u r e  W o r k
W e  have presented a low-latency isosurface extraction algorithm for 
time varying fields. B y  reading only those portions of the tree and 
data necessary for constructing the current isosurface, the tempo­
ral branch-on-need tree minimizes the I/O overhead. Additionally, 
this method requires low structural overhead and can exploit spa­
tial locality between cells to increase performance. Experimental 
results demonstrate the advantages over reading the entire data set 
and search structure for each time step.
Several directions for improvements and extensions exist. W e  
plan to apply this technique to unstructured data sets using the tech­
nique described by Parker et. al. [15] for constructing the hierarchy. 
Creating a dynamic structure for m e m o r y  savings and out-of-core 
applications was mentioned in Section 4.1. The temporal branch- 
on-need tree can be parallelized to reduce the wall clock execution 
time. High level nodes in the tree could be distributed to different 
processing units, retaining the temporal and spatial locality inherent 
in the algorithm. W e  also plan to investigate bricking techniques. 
Rearranging the data points would allow for a more efficient first 
pass, requiring recursion to a lesser depth in the tree. This would 
also reduce the number of unnecessary data points transferred in the 
block read. Finally, methods of exploiting low temporal variations 
in the data could be added. For example, if the extreme values of a 
tree nodes changed only slowly over time, then a single node could 
be used for multiple time steps, as in [16]. However, the utility of 
this would depend on the behavior of the data and m a y  not improve 
performance.
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Figure 3: The isosurface with value 1.15 at time 16 in the RAGE data set, showing the bubbles 
formed by instability.
Figure 4: The isosurface with value 37 at time 60 in the Jet Shockwave data set.
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