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Abstract: The detection of the type of soil surface where a robotic vehicle is navigating on
is an important issue for performing several agricultural tasks. Satisfactory results in activities
such as seeding, plowing, fertilizing, among others depend on a correct identification of the
vehicle environment, specially its contact interface with the ground. In the this work, the
implementation of a supervised image texture classifier to recognize five different classes of
typical agricultural soil surfaces is presented and analysed. The sensing device is the Microsoft
Kinect for Windows V2, which allows to acquire RGB, IR and depth data. Only IR and depth
data were used for the processing, since color information becomes unreliable under different
illumination conditions. Two data acquisition modes allowed to validate and to apply the
system in real operation conditions. The accuracy of the classifier was assessed under different
configuration parameters, obtaining up to 93 percent of success rate, in ideal conditions. Real
field conditions were simulated by placing the sensor over a moving wagon, obtaining up to 86
percent of success rate, showing in this way the usability of a low cost sensor such as the Kinect
V2 for agricultural robotics.
Keywords: Agricultural robotics, terrain classification, terramechanics modelling, pattern
recognition
1. INTRODUCTION
Terrain characteristics have an immediate impact on the
energy management and performance of service units in
agricultural applications (Auat Cheein et al., 2015). There-
fore, a previous knowledge and interpretation of the terrain
will aid the machinery to outperform its tasks, avoid-
ing possible slippage and skidding situations. Energy and
resource management, although not explicit agricultural
activities, have direct impact in the aggregated value that
robotics can give to the agricultural process (Ward and
Iagnemma, 2008; Ishigami et al., 2010). In this context, it
becomes necessary to interpret the terrain parameters and
characteristics to allow a better management of the vehicle
inputs (i.e. fuel or battery consumption) and to provide
cues to perform guidance and path planning operations
(Michel, 2012; Xue et al., 2012). In this scenario, several
works report the usage of a number of sensors, models
and machine learning techniques to obtain a description of
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the soil surface on which the vehicle is navigating. For in-
stance, Reina et al. (2011) used a short-wave radar along a
physical model of the ground echo to detect traversable re-
gions in agricultural like environments. Furhter, the same
author, Reina et al. (2012), applied a “self learning” pro-
cessing approach to data acquired from a trinocular stereo-
vision system and an RGB camera. In that work, three
classes were recognized: dirty road, grass and unknown.
Laser scanners are also reported to be employed for recog-
nizing different types of terrains and traversable ground.
Broten et al. (2012) built a probabilistic terrain map based
on the geometric characteristics and statistical properties
of the acquired data. Moreover, Fernandez (2010) used
a 3D laser scanner to characterize the roughness of 21
different soil surfaces, calculating three parameters of the
laser data: the root mean square of the height variations,
the autocorrelation function and its correlation length.
Additionally, Andu´jar et al. (2013) used measurements of
distance and reflection from a 2D terrestrial laser scanner
to distinguish between ground, weed and crop. Alterna-
tively to laser scanners and cameras, spectral instruments
have also been used to classify the type of soil surface or
characterize it (Jin et al., 2015; Lu et al., 2015).
The aforementioned sensors provide a good performance,
however, the cost of the solution is a subject to concern.
For this reason, approaches based on cheaper sensors are
being studied as an alternative. In the last years, the
Kinect device from Microsoft Corporation (whatever its
version V1 or V2) has arisen as a cheaper instrument,
which used for sensing purposes, have provided good re-
sults in many agricultural applications (Rosell-Polo et al.,
2015; Xia et al., 2015). Specifically, various works report
the use of this sensor to characterize or detect different
soil surface characteristics. Falola (2012) processed RGB
and depth information from two Kinect V1 sensors in a
probabilistic framework to detect drivable regions in a un-
derground scene. Further, Marinello et al. (2015) employed
depth information from a Kinect V1 sensor to describe soil
surfaces under 4 different types of tillage operations, based
on their roughness. Additionally, Nissimov et al. (2015)
used color and depth information from a Kinect V1 sensor
along with a color based classifier and texture operators
to detect obstacles when navigating within a greenhouse.
In order to process data acquired from these sensors, sev-
eral algorithms and methods are studied in the literature.
For instance, Broten et al. (2012) proposed a statisti-
cal framework to build a probabilistic map of obstacle
presence. Furthermore, Falola (2012) computed entropy
of data within a fixed window of points, as a measure of
randomness, which provides a way to compare drivable
and non-drivable regions. Another approach is the self-
learning framework proposed by Reina et al. (2012), where
an unsupervised classifier identified ground patches from
stereo-vision data for later use color information of these
patches as the training set of a second supervised classifier
that performs the ground detection. Terrain recognition
or environmental perception can also be addressed distin-
guishing the texture of the objects or surfaces. In this
context, Odhiambo et al. (2002) implemented a Fuzzy
Neural Network to classify soil textures using data from
a ground penetrating radar. Moreover, Nissimov et al.
(2015) proposed a texture classification using Local Binary
Pattern (LBP) descriptors, to measure and describe the
texture of local image patterns using data from a Kinect
V1 sensor.
Given the previous context, and considering that charac-
terizing the soil surface on which a unit service navigates,
has a number of advantages (e.g. allow the modelling of
the terramechanical interaction between the vehicle and
the ground, provide information for both, generating soil
maps of the farm and avoiding certain areas according to
the surface type), in this work we present a low-cost system
capable of classifying five types of common agricultural
terrains using a supervised image texture classifier. The
second generation of the Kinect device is employed as the
sensing instrument to acquire IR and depth data. Color
information was not used since the operation conditions
in field often cause a degradation in the reliability of
this data. In this scenario, our system provides a worst
case framework, when color information is not available.
The implemented approach is based on characterizing the
repetitive pattern of a specific image texture by using its
responses to a filter bank and an additional processing to
train a supervised classifier, which produces the output of
the algorithm. Such output will be used later to improve
the performance of the machinery, as shown in a previ-
ous work of the authors Auat Cheein et al. (2015). The
methodology is first validated using a set of several images
from different types of agricultural soil surfaces. Later, it is
tested in a continuous acquisition scheme (i.e. streaming),
similar to a real operation in field, when mounting the
sensor over a service unit.
The protocol and methodology applied in the present work
are presented in the paper as follows: Section 2 shows
the materials and methods associated with the imple-
mented approach: the system architecture, the hardware
employed, and the algorithms implemented. Section 3
shows the experimental results, the validation of the pro-
posed system and its application on operation conditions
similar to real field work. In Section 4 we expose the pros
and cons of our proposal and in Section 5, we present the
conclusions of our work.
2. MATERIALS AND METHODS
2.1 Sensor Kinect for Windows V2
In the present work, all data (depth, IR and RGB) were
acquired with the Kinect for Windows V2TM (Microsoft
Corporation, USA). According to the manufacturer, the
IR camera (also used to measure depth) has a resolution
of 512 × 424 pixels and a field of view (FOV) of 70.6
× 60 degrees. On the other hand, the color camera has
a resolution of 1920 × 1080 pixels. These characteristics
improves the performance of the sensor with regard to its
predecessor (Kinect V1). However, the most novel feature
is the capability of accessing to IR information, which was
not allowed in the previous version, mainly due to the
method of depth sensing.
The Kinect V2 provides an active depth and IR sensing
by measuring: indirectly the time of flight of infra-red
pulses emitted from laser diodes (for depth estimation),
and directly the intensity of the reflected infra-red light
pulses (for IR sensing). Briefly, the distance estimation
method basically consists on by dividing a single pixel in
two halves, which operates in a complementary pattern
(while one half is turned on, the other is turned off
and conversely), synchronized with the laser emitters.
For further details, the reader is encouraged to read
(Demerjian, 2013; Lau, 2013).
2.2 Experimental Setup
For acquiring experimental data, the sensor was used
in two different conditions: static and in motion. Static
position was used to acquire training and testing data for
developing and evaluating the implemented classifier. It
consisted in placing the Kinect V2 over a tripod in a fixed
position over different terrains in order to get a nadir view
of the ground and take individual samples of each class as
shown in Fig. 1a. In motion situation was used to acquire
data when manually driving a wagon on which the Kinect
was placed pointing downwards, in the same perspective as
the previous case. Figure 1b depicts this placing condition,
which is similar to a field operation when placing the
sensor on an agricultural service unit. In this case, the
outcome is considered as a validated output of the trained
(a) (b)
Fig. 1. Data acquisition setup: (a)static and (b) in motion
positions.
Fig. 2. Architecture of the agricultural soil surface class
detector.
and tested system. For both cases, the sensor was powered
with a commercial power inverter and a 12V car battery.
2.3 Data Processing
The architecture of the implemented system is presented in
Fig.2. Each stage showed therein is detailed in this section.
We acquired data from five common agricultural surfaces
in order to represent the typical types of soil surfaces
on which a service unit navigates while operating in
field. These types include: grass, weed, stony, plowed and
arid soils from Catalonia, Spain. In order to validate
the implemented classifier, a total of 21 datasets (7 for
training and 14 for testing) were acquired for each class.
Each dataset contained only IR and depth information,
since the reliability of color data is highly affected by
the brighting conditions of a regular operation in field
(Sridharan and Stone, 2009). Training and testing sets, for
all classes, contain data acquired in different illumination
conditions and orientations, i.e., the samples were acquired
at different day times. Figure 3 shows an example dataset
of the studied soils (for instructive purposes, color images
are also included in this figure).
All data were acquired using an application developed in
C#, which provided the raw RGB and IR images obtained
by the cameras. A point cloud with the coordinates X, Y
and Z of the scene was also obtained by using the depth
information and the intrinsic parameters of the IR camera.
All the remaining data processing was carried out in the
MATLAB programming environment (MathWorks, USA).
Raw Data Pre-Processing. In order to provide consistent
data for applying the proposed method, various issues with
the raw data directly acquired from the Kinect must be
addressed, namely:
Fig. 3. Examples of classes studied in this work, from top
to bottom: grass, weed, stony arid and plowed soils.
RGB and IR images are shown in the first and second
columns, respectively. The third column shows the
Cartesian representation of the corresponding point
clouds.
• The Kinect was not placed exactly parallel to the soil,
thus, the plane of the soil was not represented as a flat
surface. To correct this issue, such deformation was
characterized, to be later subtracted from the point
cloud.
• Some elements in the IR image and the point cloud
were noisy measurements, specially in images ac-
quired in presence of sunlight. In such case, points
which exceeded a predefined threshold of difference
with its neighbours were replaced with average values
from an 8-neighborhood configuration.
• All IR information was converted to a single scale (i.e
0-255).
Classification Method. As stated in Section 1, we applied
an image texture classifier in order to develop a system
capable of identifying the soil surface type with the Kinect
V2 data. In this scenario, the implemented algorithm used
a filter response-based classifier, and the methodology
proposed by Varma and Zisserman (2005). The learning
stage of this method consists on convolving the images
of each class with a filter bank (composed of N filters),
in order to produce a set of filter responses (i.e. a N
dimensional vector for each pixel in the image). Exemplar
filter responses (also called textons) are obtained via
clustering algorithms in order to produce a group of K
textons for each class. These are later collected in a single
texton dictionary (TD) when processing all the images,
Fig. 4. Filterbank used in this work. From top to bottom:
An edge filter at 6 orientations and 3 scales, a bar filter
at 6 orientations and 3 scales. The last row shows a
Gaussian and a Laplacian of Gaussian filters.
for all classes. Subsequently, each training image provides
a model of its class in form of a histogram, which is
built by labelling each filter response per pixel with the
closest texton in the dictionary. Finally, all these model
histograms and their corresponding labels are used to train
a supervised classifier (SC). The classification stage follows
the same procedure until obtaining the histogram of the
test image, which is the input to the previously trained
SC, in order to get the test image label.
Classifier Implementation Within this framework, in
this work we used a MR8 filter bank, which consists
on a set of 38 filters, but only 8 filter responses (i.e
each vector per pixel is 8-dimensional). Figure 4 shows
the complete set of filters, which contains a Gaussian, a
Laplace of Gaussian, an edge and a bar filters, the last two
at 3 scales and 6 orientations per scale. The 8 responses
are obtained by keeping the maximum responses of the
edge and bar filters across all orientations, which allow
to achieve rotational invariance (Varma and Zisserman,
2002). Using such a bank filter also provides an analysis in
a lower dimensionality, compared with other known Filter
Banks, such as: Leung-Malik, which consists on 48 filter
responses, and Schmid (S), with 13 responses (Varma and
Zisserman, 2002).
Subsequently, to create the TD (clustering step), we used
the standard K-means algorithm (Duda et al., 2001), with
K = 15, obtaining a total of 75 textons in the dictionary
(15 centers × 5 classes). The histogram models were
generated using the Euclidean distance as the metric for
measuring the closeness of the filter response with each
component of the TD. Examples of the histograms for
different classes are shown in Fig 5. It is noteworthy that
all histograms were normalized in order to compare images
of different dimensions, if necessary.
Finally, for the classification step, we used a K-nearest
neighbours (K-nn) algorithm (Duda et al., 2001; Lotte
et al., 2007). It basically works by comparing the test
histogram with the models and assigning the label of the
K nearest neighbours. In this way, we used two values for
K, and three different metrics to check the similarity of
the histograms:
Fig. 5. Examples of models (histograms) for different
classes.
• Chi-Squared statistic (χ2) (Press et al., 2002):
χ2 = 0.5
N∑
n=1
[xm(n)− xt(n)]2
xm(n) + xt(n)
(1)
• L1 norm (L1):
L1 =
N∑
n=1
|xm(n)− xt(n)| (2)
• Bhattacharyya Coefficient Based (DB) (Comaniciu
et al., 2000):
DB =
[
1−
N∑
n=1
√
xm(n)xt(n)
] 1
2
(3)
In each case, xm and xt are the model and testing
normalized histograms, repectively; N is the number of
bins or the length of the texton dictionary (in our case 75)
and n is each bin of the histograms.
Parallel to the training stage of the previous algorithm,
depth information was used to characterize the standard
deviation of the elevation for plowed soil points in the
training dataset (which was found to be particular for
this type of soil surface) and a threshold was established
for this value. Later, in the classification step, the dis-
tances described above were penalized when a standard
deviations of the test point cloud exceeded such predefined
threshold. This leads to an improvement in the classifica-
tion, specially for plowed soil.
3. EXPERIMENTAL RESULTS
The experiments were conducted in the School of Agrifood
and Forestry Science and Engineering Campus of the
University of Lleida, located in Lleida city, region of
Catalonia, Spain. As stated in Section 2.2, two acquisition
modes were implemented in order to validate the proposed
system in real operation conditions. Figure 6 shows a view
of the experimental field.
Fig. 6. Experimental field.
In this context, 14 testing images were first hand labelled
with its corresponding class. Later, the accuracy of the
system was calculated as the ratio between the number
of true positive labellings, obtained from the classifier,
and the total images of the specific class. Table 1 shows a
comparison of the performance of the classifier when using
the three metrics previously described and two number of
neighbours for the K-nn classifier. In our implementation,
the best results were obtained with the Chi-Squared metric
and K=3. Additionally, Table 2 provides the confusion
matrix for this case. This results are promising, since the
Kinect in many cases acquired data when the sunlight was
directly hitting the sensor.
Table 1. Accuracy of the classifier
χ2 L1 DB
n=3 92.86 % 82.86 % 90 %
n=5 84.29 % 80 % 85.71 %
Table 2. Confusion Matrix for the best case
Soil Type Grass Stony Weed Arid plowed Total
Grass 13 0 1 0 0 14
Stony 1 12 1 0 0 14
Weed 0 0 14 0 0 14
Arid 0 0 1 13 0 14
plowed 1 0 0 0 13 14
Total 15 12 17 13 13
When processing data acquired in in motion mode, 4 trials
along different paths within the field were performed. Each
trial consisted in more than 70 frames of IR and depth
data. In this case, the accuracy of the system was over 80%
for all cases, as shown in Fig.7. These results are auspicious
(despite of its reduced performance compared with static
data) considering the presence of shadows, variability in
the illumination, mixed scenes, and noisy measurements
introduced by the wagon motion.
Finally, the processing time was also addressed, obtaining
(in average) for the training stage, 42.17 seconds per class,
Fig. 7. Accuracy of the system for 4 experiments in Motion.
and 4.08 seconds in the labelling stage, when processing a
single image. These values are far from real time operation;
however, training step can be performed off-line, before
operating in the field. The concern lies over the labelling
time. Discussion about this and other issues is further
developed in Section 4.
4. DISCUSSION
The results show that our system is capable of accu-
rately recognize five types of typical agricultural soil sur-
faces. When comparing the histograms, the method pro-
vides acceptable and promising results, for three different
metrics. Specially, the Chi-Square and the Bachatarayya
coefficient-based performed the better. The reason for this
outcome, according to the authors, is that both metrics
are defined as a measure of similarity of probability dis-
tributions. Despite of the superior results provided for
the Chi-Squared metric, an indetermination may result
when comparing histograms with the same empty bins.
In this very particular case (but probable, as well), the
Bachatarayya coefficient-based seems more proper and ro-
bust. Additionally, including depth information statistics
leads to an improvement in the accuracy of the system,
since plowed soil can be distinguished from the other
classes, using the standard deviation of its elevation.
Furthermore, regarding to data acquired in motion, the
slightly decrease in the accuracy is expected, since there
are mixed scenes and the movement of the platform
introduce noise in the readings. The processing time is also
an important point in this work, due to the low processing
frame rate. The training time is not a major issue since
this stage can be performed off-line, before a regular
operation. The labelling time, on the other hand, is critical
for real time operations, and must be addressed. Despite
the times reached in this work for this stage, the code can
be improved by migrating to low-level languages and using
optimized libraries available there (e.g. OpenCV), which
provide the same tools used in this processing, at very low
computational costs.
5. CONCLUSION
This work presented the use of a low cost sensor for de-
tecting five common classes of soil surfaces from Catalonia,
Spain. The Kinect for Windows V2 sensor demonstrated to
be adequate for acquiring data in an agricultural field, and
during real operating conditions. The main method for soil
type detection was based on characterizing the texture of
IR images using a filter response based system. Depth in-
formation was also included, in order to distinguish plowed
soil from others. The validation with static data showed
a high accuracy as well as the application of the system
in real operation conditions (in motion). The processing
time is a concern; however, the same tools employed for
processing are available in low-level languages, which arises
as an alternative of implementation.
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