Abstract. In this paper we extend the results of Frankel and Kiemel [SIAM J. Appl. Math, 53 (1993), pp. 1436-1446] to a network of slowly coupled oscillators. First, we use Malkin's theorem to derive a canonical phase model that describes synchronization properties of a slowly coupled network. Then, we illustrate the result using slowly coupled oscillators (1) near Andronov-Hopf bifurcations, (2) near saddle-node on invariant circle bifurcations, and (3) near relaxation oscillations. We compare and contrast synchronization properties of slowly and weakly coupled oscillators.
Slowly coupled networks.
In this paper we study synchronization dynamics of a network of n ≥ 2 coupled oscillators of the forṁ
where x i ∈ R m describes the state of the ith oscillator and s i ∈ R describes how the ith oscillator affects the other oscillators for i = 1, . . . , n. The parameter ε 1 is small reflecting the assumption that the connection variables s i are "slow." We analyze this system in this section and present several examples in section 2.
Proceeding as in Frankel and Kiemel (1993) we "freeze" the vector of slow variables s = (s 1 , . . . , s n ) ∈ R n and assume that each oscillator described by (1.1) has a T i (s)-periodic solution x i = x i (t, s) . Substituting this in (1.2) results in the systeṁ s i = εg i (x i (t, s), s i ), i= 1, . . . , n, which we can average and obtain a slow systeṁ
is the average of g i . In this paper we make the following two assumptions:
A1. The system (1.3) has an exponentially stable equilibriums = (s 1 , . . . ,s n ). A2. Each equation (1.1) has an exponentially stable limit cycle attractor γ i (t) ⊂ R m with period T > 0 when s =s. Theorem 1.1 (phase model for slowly coupled oscillators). Consider the slowly coupled system (1.1), (1.2) satisfying assumptions A1 and A2 above. Let τ = εt be slow time. Let u i (τ ) be the rescaled deviation of the slow variable s i from the asymptotic values i , and let ϕ i (τ ) be the phase deviation of the ith oscillator from the natural oscillation γ i (t). Then, the phase dynamics and synchronization properties of the slowly coupled system (1.1), (1.2) are described by the canonical phase model
where = d/dτ , and
where Q i (t), P i (t) ⊂ R m are the unique nontrivial T -periodic solutions of the linear adjoint systemṡ
(1.6) satisfying the normalization conditions
for some (and hence all) t ≥ 0.
Remark 1.2. The same result holds when g i (x i , s i ) also depend on s 1 , . . . , s n . Remark 1.3. The same result holds for the slowly and weakly coupled systeṁ
provided that the term
is added to the function H ij (χ) and the term
is added to the function K ij (χ). Remark 1.4. This result not only extends the result of Frankel and Kiemel (1993) to a network of n ≥ 2 oscillators, but also presents a precise description of all the parameters and functions in the canonical model (1.4), (1.5), which can easily be determined numerically; see Appendix B.
Proof. This result is a corollary to Malkin's theorem, which we restate in Appendix A. Consider the slowly coupled system (1.1), (1.2) in an ε-neighborhood ofs. Let
so that we can rewrite (1.1), (1.2) in the form (A.1),
plus higher-order terms in ε, where
In the rest of the proof we omits for the sake of clarity of notation. Since (1.8), (1.9) has a "weakly connected" form, it suffices to show that all the conditions of Malkin's theorem are satisfied for each individual oscillator.
Each unperturbed (uncoupled, ε = 0) systeṁ
has a 2-parameter family of T -periodic solutions
where ϕ i and u i are independent parameters, i = 1, . . . , n. (w i (t) is periodic because s i is at equilibrium and the average of g i over the limit cycle is assumed to be zero.) Let Q i (t) and P i (t) be the unique nontrivial solutions to the adjoint system (1.6), which exist because γ i (t) is a normally hyperbolic attractor (Hoppensteadt and Izhikevich 1997) . One can verify that
are two independent nontrivial solutions to the adjoint system (A.2),
Equation (A.4) results in
which can be written in the form (1.4), (1.5).
Examples.
The major challenge in applying Theorem 1.1 is solving the linear adjoint system (1.6). In general, this could be done numerically, as we show in Appendix B. However, there are three important cases when (1.6) can be solved analytically:
• Each oscillator is near an Andronov-Hopf bifurcation.
• Each oscillator is near a saddle-node on invariant circle bifurcation.
• Each oscillator has two time scales (relaxation oscillator). We consider all three cases below, but first we start with two simple examples.
Phase oscillators.
The system of slowly coupled phase oscillatorṡ
illustrates the major steps in Theorem 1.1. When all s i are not very large, the averaged slow system (1.3) has the formṡ
n is an exponentially stable equilibrium, and assumption A1 is satisfied. Assumption A2 is also satisfied, since ats = 0 all phase oscillators, described byθ i = 1, have equal period T = 2π. Let s i = εw i ; then system (1.8), (1.9) has the formθ
When ε = 0, this system has a family of solutions
Since ∂f i /∂ϑ i = 0, the adjoint system (1.6) has solutions Q i (t) = 1 and P i (t) = − cos t, which satisfy the normalization condition (1.7). It is easy to check that
and K ii (0) = 0, so that the canonical phase model (1.4), (1.5) has the form
It is a simple exercise to check that the same canonical model can be obtained via standard averaging of (2.1), (2.2).
Frankel and Kiemel's example.
As an illustration, Frankel and Kiemel (1993) considered the six-dimensional systeṁ
having fast variables in polar coordinates S 1 × R and parameters α, β, γ, η, µ ∈ R, and i, j ∈ {1, 2}, i = j. They used a completely different approach to show how the model can be reduced to the planar system
and u i and ϕ i have the same meaning as in this paper.
Let us verify Frankel and Kiemel's result using Theorem 1.1. Each uncoupled oscillator has a 2π-periodic solution (t, 1) ∈ S 1 × R whens = 0. It is easy to check by differentiating that the adjoint linear systems (1.6),
have solutions
sin t satisfying the normalization conditions (1.7). Therefore, the parameters in the canonical model (1.4), (1.5) are (here i = j)
and
Using the difference variables (2.5) we arrive exactly at the same model (2.3), (2.4) that Frankel and Kiemel did.
Andronov-Hopf bifurcation.
Next, we derive the canonical phase model for a network of slowly coupled oscillators near an Andronov-Hopf bifurcation. Without loss of generality we may assume thats = 0 and that each oscillator has already been converted into the topological normal form (by a continuous near-identity change of variables; see Hoppensteadt and Izhikevich (1997) ). We use complex coordinates for convenience and consider the systeṁ
where i = √ −1 has a different font from the subscript i, 0 < ε µ 1 (we assume µ is sufficiently small so that higher-order terms in µ may be neglected) and q i and g i are arbitrary smooth functions satisfying
In this case each unperturbed (ε = 0) oscillatoṙ
has a small amplitude limit cycle attractor
with period T = 2π. We do not need to solve the adjoint linear system (1.6),
since we can find the solutions
directly from the normalization condition (1.7),
where Q i (t), P i (t) ∈ C, * denotes transposition and complex conjugation, and c.c. means complex-conjugate. Now we can apply Theorem 1.1 to obtain the canonical phase model
and all derivatives are evaluated at the origin z = 0 and s = 0. Notice that 
Next, 
A typical example of the connection function H ij (χ) is depicted in Figure 2 .1. (Because theoretical and numerical curves were obtained using essentially the same formulae, this figure illustrates only the accuracy of the numerical method, and it does not validate the theory.) Since the connection function K ij (χ) = 0 for all χ, the variables u i do not depend on the phase variables ϕ i . If the matrix (b ij ) is stable, all u i (t) → 0 as t → ∞, and the locking properties of the slowly connected network are described by Kuramoto's (1984) system which was originally derived for weakly connected networks of Andronov-Hopf oscillators. Notice, though, that the variables u i may significantly slow down the convergence to a synchronized state if the matrix (b ij ) has eigenvalues close to the imaginary axis.
2.4. Saddle-node on invariant circle bifurcation. Now we consider a slowly connected network of oscillators near a saddle-node on invariant circle bifurcation, which is illustrated in Figure 2 .2. This bifurcation results in Class 1 excitable systems, i.e., systems able to oscillate with arbitrary small frequency (Hoppensteadt and Izhikevich (1997) ). Without loss of generality we assume thats = 0 and that each oscillator has been restricted to the center manifold and converted to the topological normal form by an appropriate change of variables, Here we consider only a small neighborhood of the origin, since the spike lemma (Lemma 8.1 in Hoppensteadt and Izhikevich (1997) ) implies that y i spends a negligible amount of time outside the small neighborhood; that is, action potentials generated by such a model look instantaneous on the slow time scale of order 1/ √ µ. Now we rescale the variables and parameters,
to transform the system above into the forṁ
and all derivatives are evaluated at the origin. Notice that each unperturbed (ε = 0) oscillator has a limit cycle attractor
with period T = 2π. From the normalization condition (1.7),
we can find directly the solutions to the adjoint problem (1.6), Q i (t) = 2(1 + cos t) and P i (t) = − sin t, and use them in Theorem 1.1 to find all parameters and functions. It is easy to see that
A typical form of the connection function H ij (χ) and K ij (χ) is depicted in Figure 2 .3.
Two identical oscillators.
Let us consider synchronization dynamics of two identical slowly coupled oscillators of the forṁ
with p > 0 and arbitrary c and h. The canonical phase model has the forṁ Let χ = ϕ 2 − ϕ 1 and u = u 2 − u 1 ; theṅ
The in-phase synchronized solution corresponds to the equilibrium χ = 0 and u = 0 with the Jacobian matrix
It is stable when trL = −h − p < 0 and detL = hp + 2c 2 > 0, which is always the case when h > 0. (It is an easy exercise to check that the antiphase solution χ = π, u = 0 is stable when h < p and hp + 2c 2 < 0.) We see that in contrast to weak coupling, which leads to a neutrally stable synchronized state of two Class 1 identical oscillators (Hansel, Mato, and Meunier (1995) , Ermentrout (1996) , Izhikevich (1999) ), slow coupling with h > 0 always results in stability of the synchronized state, as we illustrate in Figure 2 .4, regardless of the sign of the connection coefficient c. Notice that the convergence to the in-phase synchronized state χ = 0 is oscillatory, as we illustrate in Figure 2 .5(a); that is, the oscillators in Figure 2 .4 take turns-a prominent feature of slowly connected networks that was discovered by Frankel and Kiemel (1993) . If we decrease h past −p, a small amplitude limit cycle may appear via a supercritical Andronov-Hopf bifurcation, and the phase difference χ would exhibit sustained oscillations, as shown in Figure 2 .5(b).
2.5. Relaxation oscillators. Now we consider a slowly coupled network of relaxation oscillators of the form
Suppose that each unperturbed (ε = 0, s = 0) system (2000)).
has a relaxation limit cycle attractor with period T > 0 converging to γ i (t) ⊂ R 2 similar to the one depicted in Figure 2 .6 in the limit µ → 0. Such an oscillation γ i (t) has two discontinuities (jumps) at t = t 1 and t = t 2 . Izhikevich (2000) has shown that in this case the solution to the adjoint problem (1.6) converges as µ → 0 to
, 1 when t = t 1 and t = t 2 and
,
and a k and b k are the end points of the kth jump, k = 1, 2; see Figure 2 .6.
Knowing Q i (t) and P i (t), one can easily find a ij , b ij , H ij , and K ij . For example,
A salient feature of weakly coupled relaxation oscillators is the existence of discontinuities in the connection functions H ij (χ), which result in many interesting synchronization properties, such as superconvergence, persistence under perturbations of natural frequencies, etc. (see the discussion in Izhikevich (2000)). However, the 
connection functions H ij (χ) (and K ij (χ)) for slowly coupled relaxation oscillators are continuous, as shown in Figure 2 .7. Hence, slowly coupled relaxation oscillators do not have those interesting synchronization properties.
3. Discussion. Much research in theoretical neuroscience is devoted to weakly coupled oscillators, as reviewed in Chapter 9 of Hoppensteadt and Izhikevich (1997) . Slow connections, however, received less attention despite the fact that slow synaptic transmission is ubiquitous in the brain. Indeed, GABAb and NMDA receptor dynamics occur on the time scale of 150 ms, which are much slower than the period of firing of many neurons, which is often smaller than 10 ms. Purely NMDA synaptic connections have been found in the hippocampus (Isaac, Nicoll, and Malenka (1995) ) and in the thalamocortical system (Isaac et al. (1997) ). They are often referred to as being "silent synapses" since activation of NMDA receptors requires postsynaptic depolarization. (Most synapses have slow NMDA and fast AMPA glutamate receptors and hence describe slow and weak connections; see Remark 1.3.) Here we speculate that periodically firing neurons connected via NMDA or GABAb receptors could have quite different synchronization properties from the same neurons coupled via fast GABAa or AMPA receptors.
There have been only a few attempts to study rigorously slowly coupled oscillators. Notably, Rinzel and Frankel (1992) and Ermentrout (1994) used averaging to study dynamics of slowly coupled Hodgkin-Huxley-type models. They discovered new regimes that were not seen in weakly coupled networks, such as instabilities of relative phases and network bursting. Bressloff and Coombes (2000) applied similar methods to study integrate-and-fire neurons with slow synapses. The most important contribution was made by Frankel and Kiemel (1993) who showed how two slowly coupled oscillators can be transformed into a canonical phase model by an appropriate change of variables.
In this paper we extend the results of Frankel and Kiemel (1993) to a network of n ≥ 2 slowly coupled oscillators. We confirm that synchronization properties of such a network are described by a canonical phase model in which each oscillator is represented by a pair of variables ϕ i and u i on a cylindrical phase space. Using Malkin's theorem we can derive an analytical form for all coefficients and all connection functions H ij and K ij for the phase model.
In the second half of the paper we consider a few analytically solvable examples. First, we study oscillators near an Andronov-Hopf bifurcation and show that dynamics of variables u i do not depend on the phases ϕ i . While the variables u i can slow down the convergence to a synchronized state, they cannot change the stability of that state.
Next, we study synchronization properties of Class 1 oscillators; that is, oscillators that are near a saddle-node on invariant circle bifurcation (Figure 2.2) . Such a bifurcation results in periodic activity with arbitrarily small frequency, and it is believed to be involved in excitable properties of neocortical neurons in mammalian brains. It is well known (Hansel, Mato, and Meunier (1995) , Ermentrout (1996) ) that identical Class 1 oscillators if coupled weakly do not synchronize; more precisely, the synchronized state is neutrally stable for n = 2 oscillators and unstable for n > 2 oscillators (Izhikevich (1999) ) regardless of whether the connections are excitatory or inhibitory. In contrast, slowly connected Class 1 oscillators do synchronize for both excitatory and inhibitory connections. We show this analytically using the canonical phase model approach, and then illustrate it numerically in Figure 2 .4. Notice that the oscillators take turns, i.e., change order of firing, during the convergence to the synchronized state. This is a salient feature of slowly connected oscillators found by Frankel and Kiemel (1993) that cannot occur in weakly coupled networks of n = 2 oscillators.
Finally, we consider slowly coupled relaxation oscillators and show that the connection functions H ij (χ) and K ij (χ) are continuous. Therefore, in contrast to weak coupling, slow coupling of relaxation oscillators does not lead to superstability of the in-phase synchronized solution (Izhikevich (2000) ).
Appendix A. Malkin's theorem. Below we provide a general statement of Malkin's theorem (Malkin (1949 (Malkin ( ), (1956 ). A one-page proof can be found in (Hoppensteadt and Izhikevich (1997) ).
Theorem A.1 (Malkin) . Consider a T -periodic dynamical system of the forṁ X = F (X, t) + εG (X, t, ε) , X ∈ R m , (A.1) and suppose that the unperturbed system,Ẋ = F (X, t), has a k-parameter family of T -periodic solutions
where α = (α 1 , . . . , α k ) ∈ R k is a vector of independent parameters, by which we mean that the rank of the n × k matrix D α U is k. Suppose the adjoint linear probleṁ
has exactly k independent T -periodic solutions R 1 (t, α) 
