This paper proposes a multi-resolution method for cell segmentation, and outlines some of the advantages it has over other techniques. The research is based on an approach developed by Wilson and Spann, and the paper details some improvements on this algorithm for this particular problem.
Introduction
ap smear slides represent one of the most P difficult cytological slides to segment due to the nature of conventional slide preparation. Slides often contain overlapping cells and clumped groups, several cells in depth. It is this complexity which has historically made automation such a difficult task [l] .
Traditionally cell segmentation is performed either by the use of thresholding or edge detection [2] . Thresholding techniques rely on being able to determine suitable levels at which to quantize the image. The Papanicolau dye, however, is highly variable, which limits the effectiveness of setting absolute thresholds for this particular problem. Therefore thresholding techniques which can determine and set the thresholds for each image are required if meaningful results are to be obtained. One such method is Lloyd-Max Quantization, which optimally separates the feature space with hyperplanes. Although Lloyd-Max Quantization works well on some smaller and simpler images, it is unable to determine for itself the number of levels into which the image should be quantised. Edge detection performs poorly on cell images because cell boundaries are not sufficiently sharp. This leads to broken and disjointed edges which make cell location difficult. Additional effort is required to analyse the output of an edge detected image before meaningful information can be extracted. 
The Method

Quadtree Smoothing
The quadtree approach is a multi-resolution segmenta.tion process. Each block or four pixels of the original image is assigned to a parent node. This parent node then assumes a value equal to the average of its children, effectively smoothing the image. These parent nodes are recursively subjected to the same procedure, each new set of nodes forming a smaller image (Figure 1 ). This procedure is equivalent to viewing the ima.ge at a series of lower magnifications, e.g., x40, x l 0 , x2.5, until the cytoplasm and nucleus become well-distinguished. As we change resolution we trade spatial resolution for class resolution. The aim is to chose the magnification where the class resolution for the object of interest is highest. This can be determined from the object size cz priori. 
Lowest Level Clustering
Once the quadtree containing the various representations of the image has been realised an initial classifcation needs to be made at the lowest resolution. This is the level at which the class resolution is highest for the objects of interest [6] . Pixels at this resolution are given a classification and then grouped into regions of the same class.
Boundary Re-Estimation
At this stage, each pixel a t the lowest magnification has been assigned to a particular class and is given a classification based on the clustering algorithm. Any pixel which has a nearest neighbour in a different region is classified as a boundary pixel. All other pixels are given a definite classification. The classification is propagated back down the tree, which means that only pixels whose parents were boundary pixels need be reclassified a t the lower levels. Care must be taken to ensure that no new regions or "islands" appear as the quadtree is classified at each new level. The classification is propagated down to the lowest level, giving a final classification for the entire image.
Problems
The major advantages for using the quadtree structure are that it is inherently fast, it ensures closed contours, and requires little postor pre-processing. While the basic structure and methodology used by Wilson and Spann is good, when applied to cytological images it has two major failings [3] . 
3.1
No spatial information is used for the Lowest Level Classification Boundary re-estimation is based on regions having uniform statistical properties.
Local Centroid Clustering
One of the most critical steps in the algorithm is the initial classification of the image at the lowest resolution. Small mistakes at this resolution can result in incorrect boundary location or, in severe cases, complete loss of the objects of interest. The general algorithm suggested by Wilson and Spann calls for this step to be performed using a. global histogram clustering algorithm known as "Local Centroid Clustering" (LCC). While the algorithm performs adequately in general applications, its inability to incorporate any spatial information means it has a significant risk of incorrect classification. Since the LCC algorithm is performed on the very small image at the top of the quadtree hierarchy, it takes very little time compared to boundary re-estimation which is performed on much larger ima.ges. It is therefore possible to improve the algorithm for the specific application by replacing the LCC algorithm with a more complex one which uses spatial information. This can result in an improvement in the algorithm's overall performance while only having a small relative impact on the time to completion.
Boundary Re-estimation Based
As mentioned earlier, Wilson and Spann base their segmentation on the fact the regions have uniform sta.tistica1 properties. Unfortunately with cytological images this is not the case. Wilson and Spann's algorithm makes the assumption that regions have basically uniform properties and tries to optimally separate them by assuming that the two regions have Gaussian distributions. While this may be correct for some textures, this assumption does not hold for cells. Each cell contains artifacts tha.t
on Region Statistics
are distinctly darker than the cytoplasm of the cell, such as the nucleus itself. Also, as seen below in Figure 2 , there is often a distinct fading of the cytoplasm towards the edge of the cell. Cell images tend to have a concave intensity surface, so outlying pixels tend t o be brighter than than those on the interior. Thus when using Wilson and Spann's approach there can be a tendancy for "boundary erosion" to occur with the cell boundary being erroneously found inside the cytoplasm itself. 
A Water Immersion Algorithm
As a first attempt to improve the initial classification, a watershed algorithm was used on the gradient of the image. Although this improved segmentation in general, it ha,d a tendency to over-segment, and an additional region merging algorithm is required to give correct segmentation. The watershed algorithm[5] required working with gradient images which led to problems since local variations tend to obscure the actual regions themselves and slowly gradual slopes are hard to detect.
In order to take best advantage of the a priori information contained in an image comprising of cells, it was important to realise tha.t in a cell image the greyscale contour consists of only hills and not valleys. Although the image may contain a varying background intensity with a number of artifact, at no stage are the objects of interest lighter than the background. By using a technique similiar to the wa.tershed algorithm it was discovered that rather than using a gradient image it was possible to work directly on the greyscale contour to locate the cells. The algorithm works in much the same way as a concave object such as a bucket develops an air pocket when immersed in water (Figure 3) . The base of these air pockets represent the boundaries of the various regions.
SURF.4CE
A At a.ny one time ea.ch pixel can be in one of four states, BOUND, UNBOUND, WATER, or FLAG. If a pixel is in an UNBOUND state then there is a route for "air" to escape through the boundary, i.e., infinite compressibility, while if the pixel is UTU'BOUND then it belongs to an "air pocket" which means zero (or finite) compressibility. Any pixels which are UNBOUND a t water level change state to WATER, indicating that they are in direct conta.ct with the water. The FLAG field is a temporary field used for discovering new UNBOUND regions. On completion of the algorithm any areas which are UNBOUND represent located objects.
Although this algorthm succeeds in locating any cells there are three possible problem areas.
Boundary Conditions, loss of cells on boundary Phantom cells, caused by a small "hill" variation in the background
Incorrect Cell Boundary Location
The first of these points is simply an observation that any cell on the boundary will almost certainly never become bound unless some kind of artificial boundary is set. The second of these points can be accounted for by allowing limited "air seepage" through the surface, preferably based on the volume to surface area ratio. The third can be improved by allowing limited non-zero air compressibility.
These small adjustments to the algorithm have allowed it to give a more robust and accurate segmentation and classification at the lowest level when compared to the LCC algorithm.
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LloydMax Quantization in Boundary Re-estimation
In order to stop global region properties from a.ffecting the boundary location it is important to only consider pixels in the area of uncertainty on the boundary for use in the boundary determination.
The most successful method of improvement on the boundary re-estimation stage to date has been the use of Lloyd-Mas Quantization for classification of the boundary pisels. Since it deals only with pixels on the edge of the cell in the bounda.ry region, there is little fade, and it is more resilient to artifacts in the cell. One two level greyscale Lloyd-Max Quantization is performed for every boundary between differing regions.
Results
The proposed algorithm has been successful in locating cell boundaries in grey scale images where cells are distinct or have limited overlap, as is the case in slides prepared using a monolayer technique. An example of an image before and after segmentation is shown in Figures 4 and 6. Figure 5 displays the classification of the image a t the lowest level using the Water Immersion algorithm. Quantisation of the whole image into two regions using Lloyd-Max Quantization (Figure 7) 
