Abstract. We use covering space theory and the fundamental group of complements of complexified-real line arrangements to explore the associated Milnor fiber. This work yields a combinatorially determined upper bound on the rank of the first homology group of the Milnor fiber. Under certain combinatorial conditions, we then show that one may determine the exact rank of the group and show that it is torsion free.
Introduction
Let A be a an arrangement of n hyperplanes in C l+1 . We may associate to the arrangement a reduced polynomial Q(A) ∈ C [z 0 , z 1 , . . . , z l ], defined up to multiplication by a non-zero scalar, such that the kernel of the polynomial equals the union of the hyperplanes in A. If the arrangement is central, ie all hyperplanes contain the origin, then the polynomial defines a hypersurface singularity at the origin.
From the work of Milnor [Mil68] , we know that associated to any hypersurface singularity we may define a fibration with typical fiber called the Milnor fiber. In the case of a polynomial map Q defining a central arrangement, the Milnor fiber F is defined by Q(z) = 1 and we have a fiber bundle given by
where M(A) = C l \ Q −1 (0) is the complement of the arrangement and Q| M (A) is the restriction of the map defined by Q to M(A).
The Milnor fiber is also an n-fold cyclic covering space of the complement of the decone of the associated arrangement M(dA) (see Section 2.3). As the Milnor fiber is related to two different complements of arrangements, it is natural to ask what properties of arrangement complements extend to the Milnor fiber. It is known that the intersection lattice of the arrangement L(A) determines the singular homology of the complement of an arrangement. However, it remains an open question as to whether L(A) determines the homology of the Milnor fiber.
Further, the homology groups of the complement of an arrangement are known to be torsion free, but again it is an open question as to whether the homology groups of the Milnor fiber are torsion free. Cohen, Denham and Suciu [CDS03] have shown that torsion may arise if one works with multi-arrangements; however, the case of reduced arrangements remains open.
In this note, we explore both the combinatorial determination of the homology as well as the question of torsion in the first homology group. We use the structure of the fundamental group of the complement of the arrangement to explore the topology of the associated Milnor fiber as a covering space. In Section 2 we recall the presentation of the fundamental group as well as the relevant combinatorial covering space theory. Section 3 contains the main theorems concerning some cases where we show that the intersection lattice determines the homology groups and show that they are torsion free. In Section 4, we give some examples and applications of the main theorems.
Covering Spaces and Group Presentations

Fundamental group of arrangement complements.
All presentations in this paper will be based on the Arvola-Randell presentations. For the convenience of the reader, we recall the algorithm for generating a presentation of a complexified-real arrangement in C 2 as given by Falk [Fal93] .
Each line has a real defining form, therefore we may associate to the variety of the arrangement A a graph G(A) in the real plane. The graph consists of a vertex for each point where at least two hyperplanes intersect, and edges that lie on the hyperplanes. We note that edges may be rays. Give each edge a unique label, and let these be the generators in the presentation P(A) of the fundamental group. Each intersection of lines in the arrangement locally has the form shown in Figure 1 . At each vertex of G(A), we introduce the following conjugation relators,
We also introduce the commutation relations,
which may be economically written as
The presentation P(A) with generators described above and the relations induced by each point of intersection is called the Arvola-Randell presentation and is a presentation for π 1 (M(A)). One may see from the conjugation relators that the number of generators in P(A) can be reduced. One may reduce the number of generators by using Tietze transformations after determining the presentation. However, it is easier in practice to reduce the number of generators while constructing the presentation as follows.
Note that we associate to each hyperplane in the arrangement two distinct rays in the graph G(A). By choosing an arbitrary system of coordinates for R 2 , we may pick a distinguished ray as follows. For each hyperplane H ∈ A, let ρ 1 and ρ 2 be the rays associated to the hyperplane. Let ρ be the ray with the greatest x-coordinates, or if these are all equal, then the ray with the largest y-coordinate, and let γ H be the corresponding label. Each generator γ H may be identified with the homotopy class of a meridional loop around the hyperplane H chosen compatibly with respect to the other generators around each hyperplane in the arrangement. By proceeding away from the ray along the line H, we may use the conjugation relators that involve γ H to express the generators coming from the other edges in terms of {γ H } H∈A .
Continuing this procedure for each hyperplane in the arrangement, we arrive at a presentation with one generator for each hyperplane and m − 1 relators for each point of multiplicity m in the arrangement.
We will denote group presentations by P and the group associated to the presentation by G(P).
Remark 2.1. There are several other approaches to finding presentations for fundamental groups of arrangement complements. See the work of Cohen and Suciu [CS97] and Yoshinaga [Yos07] . ⊞ 2.2. CW-complex associated to a group presentation.
Recall that the standard CW-complex associated to a (finite) presentation P has one 0-cell, one 1-cell for each generator (with both ends attached to the 0-cell), and one 2-cell for each relator (with boundary attached by following along the 1-cell associated to each generator with respect to orientation). We will work with these complexes and give an example in Example 2.2. More details may be found in Magnus, Karass and Solitar [MKS76] .
and let C(P) be the associated CWcomplex coming from the presentation. The 1-skeleton of C(P) is homeomorphic to S 1 ∨S 1 . Attach a 2-cell along g 1 with positive orientation, g 2 with positive orientation, g 1 with negative orientation, and finally g 2 with negative orientation. The result is a CW-complex homeomorphic to a torus. Denote by C(P) the CW-complex induced by a presentation. ⊞ 2.3. The Milnor fiber as a covering space.
Let A be a central arrangement of n hyperplanes in C l+1 with complement M(A). Recall the Hopf map h : C l+1 \ { 0} → CP l which identifies any z ∈ C l+1 \ { 0} with γz for all γ ∈ C * . It is well known that the restriction of the Hopf map to the complement of a central arrangement is the projection map of a fiber bundle with base space the complement of the decone of the arrangement and fiber homeomorphic to C * .
Combining the fiber bundle induced by the Hopf map with the Milnor fiber construction in Remark 1, one may construct the commutative diagram in Figure 2 .
As f is homogeneous we may define the geometric monodromy g : F → F by g(x 0 , . . . , x n ) = (λx 0 , . . . , λx n ) where λ = e 2πi n . We note that g generates a cyclic group with order n acting freely on F . By restricting the Hopf bundle h F = h| F : F → M(dA), we obtain the orbit map of the free action of the geometric monodromy g. That is, (h F , M(dA)) forms a Z n -bundle over F , hence F/Z n is homeomorphic to M(dA).
The induced map h| F is a covering map of order n induced by the map φ : π 1 (M(dA)) → Z n which sends a meridional generator to 1 ∈ Z n [CS95], [Dim92] . The homotopy sequences of the fibrations fit together into the commutative diagram of Cohen and Suciu used this construction to explore the eigenspaces of H * (F ; C) induced by the monodromy map q : F → F , q(z) = exp(2πi/(n + 1)) · z. One result we will use is the following: Figure 2 . Commutative diagram associated to the Milnor fiber. We now restrict our attention to the case of arrangements in C 3 . Consider the exact sequence 0 → π 1 (F ) → π 1 (M(dA)) → φ Z n → 0 From the work of Section 2.2, we construct a CW-complex C from the presentation of π 1 (M(dA)).
Next, we construct a CW-complex K such that π 1 (K) ∼ = π 1 (F ). Lyndon and Schupp describe the process explicitly in [LS01] Proposition 3.4, p. 119 and we recall it in Example 2.5. Finally, we determine H 1 (K, Z) and conclude that H 1 (K, Z) is isomorphic to H 1 (F, Z). The following lemma follows easily from the preceding statements.
Lemma 2.4. Using the presentation for π 1 (M(A)) and the map φ :
where F is the Milnor fiber associated to the arrangement A.
Example 2.5. Let A be the central arrangement in C 3 defined by Q(x, y, z) = xyz. Then π 1 (M(dA)) has an Arvola-Randell presentation given by
, where each g i corresponds to a meridional loop around a hyperplane in M(dA). The map φ : π 1 (M(dA)) → Z 3 induces the covering map associated to the Milnor fiber F . For ease of notation, we will use the cyclic group of order three generated by x, x|x 3 = 1 .
We construct the CW-complex K as follows. Start by denoting three 0-cells by {v, xv, x 2 v}. We then attach three 1-cells to these 0-cells for each generator in P. Denote these by {x
. Orient each 1-cell x j g i in the positive direction from endpoint x j v to endpoint x j+1 . Attach three 2-cells, one beginning at each 0-cell. The first has oriented boundary g 1 + xg 2 − xg 1 − g 2 ; the rest follow the same pattern starting at the next vertex. In this case, K is homotopy equivalent to the 3-fold cyclic cover of a torus. Therefore,
Notation 2.6. Rather than writing each of the boundaries as a sum, we use tuple notation. More explicitly, the tuple
will be the notation for the oriented boundary g 1 + xg 2 − xg 1 − g 2 . The index in the tuple is one more than the exponent on the "x" coefficient of the lift. This allows us to define an action of Z n = x : x n = 1 on the tuples. The coefficient on x indicates the number of positions to move right in the tuple, and whenever an element runs out of positions in the tuple, it moves to the beginning of the tuple. For example, x 2 .(a, b, c, 0) is equal to (c, 0, a, b) which may be written as the sum c + x 2 a + x 3 b.
Main Theorems
Single Point of Intersection.
In this section, we closely examine an arrangement that consists of a pencil of lines, ie all lines intersect in a single point. This local calculation forms the basis for many of the arguments presented in the subsequent sections.
Explicitly, let dA be the arrangement defined by the polynomial Q(dA) = (y − x) (y − 2x) · · · (y − (n − 1)x). Let g k be the homotopy class of a meridional generator around the line defined by (y − kx). The Arvola-Randell presentation for π 1 (M(dA)) is given by
In Section 2.3, we defined the map φ : π 1 (M(dA)) → Z n induced by sending g k to 1 ∈ Z n . We will now consider a more general situation. Let φ m : π 1 (M(dA)) → Z m be the map induced by sending g k to 1 ∈ Z m . Using this map, one may construct a CW-complex K(P, φ m ) that has the homotopy type of an m-fold cyclic covering of C(P), the CW-complex induced from the presentation P.
We begin by explicitly examining C(P). The relations given by [g 1 , . . . , g n ] are
We are able to rewrite these relations as the following relators:
These are the boundaries of 2-cells in C(P), thus we lift them to boundaries of 2-cells in K(P, φ m ) (using tuple notation, see Notation 2.6) as
for 0 ≤ i ≤ m − 1 and denote this set byR. Note that each tuple has m positions.
We use parenthesis to denote abelian presentations and can see that
We will use Tietze transformations to determine a more useful presentation of this group. We have {x i .R j } i,j as the generating set for the relators. We now replace
Thus we end up with
with second non-zero entry in the n-th place in the tuple.
Let us now inspect the set of relators x i .R * 1 . Expanding with respect to i, we may see that this set of relators is equivalent (by simple linear algebra) to
where the second non-zero entry is in the (w + 1)-th position of the tuple, where
Let us denote this new set of expressions by x iR * * 1 . We have a similar result for each set of expressions x iR * j , so call these new relators x iR * * j . To summarize, we have the set of relators (3)
where the second non-zero entry is in the position described in the previous paragraph.
Remark 3.1. Suppose now that gcd(m, n − 1) = w = 1. This is exactly the case for a pencil of lines. We now have the set of relators
Let us now examine x i .R n−2 . We rewrite the set as
By using the relators x i .R * * j , we have cancellation of most terms and have the new relator x i .R * * n−1 :
Therefore we conclude thatR is equivalent to the set of relators below.
The presentation for H 1 (K(P, φ m ), Z) is
Arrangements intersecting in general position.
We begin by recalling the following theorem of Oka and Sakamoto [OS78] concerning algebraic plane curves:
The importance of this theorem comes from its proof. In order to establish the isomorphism, Oka and Sakamoto use a 1-parameter family of curves. More explicitly: let f (x, y) and g(x, y) be defining polynomials of C 1 and C 2 respectively. Letting C 1 (t(s)) = f (t(s)x, y), C 2 (τ (s)) = g(x, τ (s)y), the authors construct a smooth one parameter family of curves {C 1 (t(s)) ∪ C 2 (τ (s)); 0 ≤ s ≤ 1}. This construction is made such that
They then proceed to construct a presentation (which we choose to be an ArvolaRandell presentation) for
where R a (respectively R b ) consists of relations involving only a i 's (respectively b k 's), and 1
. Additionally, the presentations for π 1 (C 2 \ C 1 ) and π 1 (C 2 \ C 2 ) are given respectively by
In the case when C 1 and C 2 define arrangements, the presentations given above may chosen to be Arvola-Randell presentations.
Using Oka and Sakamoto's presentation of the fundamental group applied to arrangement complements, we may prove the following theorem.
Theorem 3.3. Let C be an arrangement of n lines in C 2 such that C = A B such that A and B intersect in general position, ie C satisfies the hypotheses of Theorem 3.2. If F is the Milnor fiber associated to the cone over this arrangement, then
Proof. Assume that the arrangement decomposes into two subarrangements A and B of degrees d 1 and d 2 respectively. Then we may conclude by Theorem 3.2 and (6) that P := a j , b k : [a j , b k ], R a , R b where the a j 's and b k 's are generators corresponding to transverse loops around hyperplanes in A and B respectively and P is an Arvola-Randell presentation for π 1 (M(A)).
Using P and φ : G(P) ։ Z n+1 (the homomorphism induced by a j → 1, b k → 1), by Lemma 2.4 we have a CW-complex K such that H 1 (K, Z) ∼ = H 1 (F, Z).
We have the following boundaries in K coming from lifts of [a j , b k ]:
We now collapse the CW-complex K along the maximal tree given by {xa 1 , x 2 a 1 , . . . , x n a 1 }. This allows us to give a presentation
where the relators inR coming from (7) are
Using the relators in (9), we may rewrite the relators in (10) as
Therefore, by using the relators in (9) and (11) on the basis given for H 1 (K) in (8), we have that the number of generators for
However, by Theorem 2.3, we have that
Combinatorial criterion for an upper bound.
We now prove the main theorem of this paper:
Theorem 3.4. Let A be a complexified real-arrangement of n hyperplanes in CP 2 , and let F be the associated Milnor fiber. For any hyperplane H ∈ A, let V be the set of multiple points on H, and let m v denote the multiplicity of the point v ∈ V . Then, for any field K, the first betti number of F with respect to K satisfies
As a corollary to the Theorem, we have the following: Corollary 3.1. Let A be a complexified real-arrangement of n hyperplanes in CP 2 , and let F be the associated Milnor fiber. If there exists H ∈ A such that for all v ∈ V H we have m(v) = 2 or gcd(m(v), n) = 1, then H 1 (F ; Z) ∼ = Z n−1 .
Proof. The statement follows immediately from Theorem 3.4 as we have
From Theorem 2.3 we have that b 1 (F, C) ≥ b 1 (dA) = n−1. Any p-torsion would be detected by an increase in the betti number with respect to a field of characteristic p. Since the numbers have the same bound for all fields, we may conclude that H 1 (F, Z) ∼ = Z n−1 .
Remark 3.5. Using perverse sheaves and vanishing cycles, Massey [Mas96] showed the same upper bounds as Theorem 3.4 for the betti number with complex coefficients. We are not sure if his methods may be used to prove the same upper bound holds for betti numbers with coefficients in fields of all characteristics. Meridional loops g H i , one around each hyperplane in A, generate the fundamental group π 1 (M(A)). These may be chosen compatibly so that g H i is null homotopic in π 1 (M(dA)). In fact,
The advantage to this approach is that in the generic section used to calculate π 1 (M(A)) any two distinct hyperplanes intersect in one point. However, we are left with more relations in the resulting presentation for π 1 (M(dA)) than if we had calculated π 1 (M(dA)) directly via the Arvola-Randell algorithm.
Example 3.6. Let A be the arrangement in C 3 with defining polynomial Q(A) = xyz. The complement of the decone of this arrangement may be identified with the complement of A considered as an arrangement in the complex projective plane. We then have a presentation for π 1 (M(dA)) given by
This presentation is equivalent to the presentation for π 1 (M(dA)) considered as an arrangement in C 2 :
From Section 2.3 we see that we may use any presentation for the arrangement as long as we may relate the generators to the associated map φ : π 1 (M(dA)) → Z n . Let g Hn be the meridional generator associated to the hyperplane at infinity. Then as we know that φ(g H i ) = 1 for 0 < i < n − 1, one may see that the relator g H i forces φ(g Hn ) = 1 as well. Therefore, we extend the map φ to be a map on the presentation induced by considering the presentation in projective space and keep the same notation.
Proof of Theorem 3.4.
As A is a complexified-real arrangement in CP 2 , we may depict the arrangement along an arbitrary hyperplane H as in Figure 4 . We label the other hyperplanes according to their intersections with H in k = |V | distinct points by two indices: the first indicating the intersection point, the second the position of the hyperplane with respect to the intersection point. Note that the multiplicity of each intersection point p is given by m p , and that H is always the first hyperplane with respect to each intersection point. We then have
We denote the meridional loop coming from each hyperplane by a corresponding lower case letter and have the following presentation from the Arvola-Randell algorithm a 1,2 , a 1,3 , . . . , a 1,m 1 , a 2,2 , . . . , a k,m k : a 1,2 , . . . , a 1,m 1 ]  [h, a 2,2 , . . . , a 2,m 2 ]  [h, a 3,2 , . . . , a 3,m 3 ] . . .
where the relations in R H are the relations coming from multiple points along the hyperplane H, R is used to denote the other relations, and P is the projective relation.
As before, define φ : π 1 (M(A)) → Z n by sending all meridional generators to 1 ∈ Z n and let K = K(P, φ). Lemma 3.7. H 1 (K) has a presentation as (G :R ∪P ∪R H ) with
Proof. From the work in Section 2.3, we construct the CW-complex K = K(P, φ) such that the first homology of the Milnor fiber is isomorphic to that of K. Next, we collapse the 1-skeleton of K along edges of the form x i h for 0 ≤ i < n − 1. This is a strong deformation retract of the 1-skeleton to a wedge of 1-spheres. Therefore, each remaining edge represents a 1-cycle. By uncollapsing the edges, we may represent every 1-cycle as
. . , h) The set of generators in (12) is given by linear combinations of those given in (3.4). Now that we have a suitable set of generators, we examine the relations. We drop the second index label for notational convenience.
Lemma 3.8. The relations of the form [a 1 , a 2 , . . . , a m ] may be used to reduce the number of generators of H 1 (K) (n − 1) + (m − 2)(n − gcd(m, n)).
Proof. In Section 3.1 we showed that from a relation of the form given, we have relators in the covering space given by
with the second non-zero entry in the (w + 1)-th position where w = gcd(m, n) and
for 3 ≤ i ≤ m, and 0 ≤ j < n.
Using the first set of relators, for each i we may reduce our generating set by n w − 1 w elements by identifying them with a generator of the form (0, . . . , a i − a i−1 , 0, . . . , 0) where the cycle is in the (j + 1)-th position for 0 ≤ j < w. We repeat this for each of the (m − 2) relators as we have
The second set of relators may be rewritten as
Thus we may write any cycle x j .(a 2 − a 1 , 0, . . . , 0) (j > 0) in terms of other cycles, except for (a 2 − a 1 , 0, . . . , 0). Hence we get another elimination of n − 1 distinct generators. (We perform this reduction by noting that all a 2 − a 1 cycles outside the first slot may be written in terms of other cycles. One should note that the cycles are not identified "cyclically" as before.) Combining these with the (m−2)(n−gcd(m, n)) generators we eliminated earlier, we have our lemma.
Remark 3.9. From the proof of Lemma 3.8 and the group presentation, it is clear that the relators inR H coming from each multiple point v ∈ V identify a disjoint set of generators. Thus each multiple point reduces the number of distinct homology classes by (n − 1) + (m v − 2)(n − gcd(m v , n)). ⊞ Lemma 3.10. The homology class generated by (h, a 1,2 , . . . , a k,m k ) is trivial.
Proof. Recall that the relator P equals h·
In the first homology group of K, this relator takes the form (h, a 1,2 , . . . , a k,m k ) Therefore (h, a 1,2 , . . . , a k,m k ) is trivial.
We may now use the preceding lemmas to prove Theorem 3.4.
Proof. By Lemma 3.7, at most 1 + n|V | + n v∈V (m v − 2) homologically distinct cycles generate H 1 (K, K). Lemma 3.8 shows that each multiple point eliminates a disjoint set of generators. Thus, combined with Lemma 3.10, we have
Note that (n − 1) + |V | = v∈V m v , thus we have
as desired in the statement of the theorem.
3.5. One higher order multiple point.
Finally, we examine the case where a line contains only one higher order multiple point.
Theorem 3.11. Let A be a complexified real arrangement in CP 2 and let F be the associated Milnor fiber. If there exists a line H ∈ A such that there is only one multiple point v ∈ H satisfying gcd(m(v), |A|) = 1 and m(v) > 2, then
Proof. Let P ∞ be any line in the arrangement containing the point v except for H. Let dA be the decone of the arrangement with respect to the line P ∞ (ie, the affine arrangement with P ∞ the line at infinity). As we assumed that A was a complexified real arrangement, we may depict the arrangement locally as in Figure 5 .
We will denote the lines intersecting H by {A (l,k) } m,m l l=1,k=1 where the first index is with respect to each point of intersection and the second with respect to the lines in the intersection. Denote the lines parallel to H by {P j } p j=1 . Further, we index the P j by increasing distance from H. (As they are parallel, the real parts of the lines have a well-defined distance between them. Therefore, we assume the distance from Figure 5 . An arrangement satisfying the conditions of Theorem 3.11.
H to P h is less than or equal to the distance from H to P h+1 ) . By considering a hyperplane slightly askew to H (labeled L in Figure 5 and denoted by a dashed line), we associate to each line a generator in the fundamental group coming from a small loop around the line oriented positively with respect to the natural complex structure and denoted by h, a (l,k) or p j . Thus we construct an Arvola-Randell presentation of the form h, a (l,k) , p j : R .
Recall from the proof of Lemma 3.7 that we may represent the generators of the first homology group of K with respect to h by (13)
for tuples of length n = |A|.
As the order of each multiple point along H is relatively prime to n, we alter the relators in H 1 (K) arising from the multiple points along H by Tietze transformations to have the form
This follows from Section 3.1.
As the lines P j are parallel to H 0 and we have at least one line A (l,k) , there is a set of relations in R of the form
where each α w is some a (l,k) and each Γ w is a word composed of some combination of a (l,k) 's.
Consider the set of relators in H 1 (F ) generated by the relations
One may easily seen that the word α Γm 1 m 1 has one more positive exponent than negative exponent, thus will move the indexing one space up when the relator is lifted to K. As each subsequent α Γ has the same form, the result will be that all the conjugations do not affect the starting point of each subsequent conjugated term in the relation. Thus, the relators will have the form
, where the A i are combinations of a (j,k) 's. Every a (i,k) occurs an even number of times in the above relations (as they are involved in conjugation or on both sides of the equal sign), thus using the relators from (14) we may remove all (a (i,k) − h) terms from the relators. The end result is
Any other parallel line P g will generate relations of the form
Γm g mg ] where the α i are single letters of the form a (l,k) or p g ′ where g ′ < g. The Γ terms are words in a (l,k) or p g ′ where g ′ < g. By the same arguments as given above, we may conclude that we have relators of the form Therefore, the group has at most |A| − 1 generators, so it follows that must be a free abelian group on |A| − 1 generators as we know that b 1 (F, K) = b 1 (K, K) ≥ |A| − 1.
Examples
Cohen, Dimca and Orlik prove the following theorem in [CDO03] :
Theorem 4.1. Let A be an arrangement of n projective lines in CP 2 , with associated Milnor fiber F . Then for any integer 0 < k < n and any line H in the arrangement A we have
where the sum is over all points x ∈ H such that the multiplicity of A at x is m x > 2 and n divides km x .
If one is only interested in computing the complex betti number of the Milnor fiber, then Example 4.2 shows that Theorem 4.1 will allow one to conclude that the betti number is minimal in cases where Theorem 3.4 does not.
Example 4.2. Let A be an arrangement of 12 projective lines in CP 2 such that there is a line H 3 ∈ A that contains multiple points of order 2 and 3 only, and contains at least one point of order 3. We also assume that H 4 ∈ A is a line that contains points of order 2 and 4 only and contains at least one point of order 4. By Theorem 3.4, b 1 (F, K) ≤ 11 + 2m 3 where m 3 is the number of multiple points of order 3 contained in H 3 .
However, applying Theorem 4.1 to the arrangement for k = 1, 2, 3, 5, 6, 7, 9, 10, 11 along the line H 3 to conclude that b 1 (F ) k = 0. Applying Theorem 4.1 for j = 1, 2, 4, 5, 7, 8, 10, 11 along H 4 allows us to conclude that b 1 (F ) j = 0. Therefore, b 1 (F, C) = 11. ⊞ Example 4.3. Let A be an arrangement of lines in CP 2 such that one line only contains multiple points that are relatively prime to the order of the arrangement or have order two. Then Theorem 4.1 and Theorem 3.4 both imply that the associated Milnor fiber has minimal betti number. However, by Theorem 3.4 we may also conclude that the first homology group is torsion free. ⊞ Example 4.4. Let A be an arrangement in CP 2 such that the number of lines in the arrangement is p d for some prime p greater than two. Also, suppose that all lines in the arrangement have at least one multiple point of order p, and at least one line H has only one multiple point with order divisible by p. In this case, Theorem 4.1 for any line will at best yield the inequality b 1 (F, C) k ≤ (p − 2). However, applying Theorem 3.11 to the line H will yield H 1 (F ; Z) ∼ = Z p d −1 ; hence minimal first betti number and torsion free first homology group. ⊞
