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RESUMEN
Los Modelos Lineales clásicos, dentro de los que se cuentan los modelos de regresión y análisis de va-
rianza han sido muy útiles en el desarrollo de la ciencias, llámense puras o aplicadas, desde el des-
cubrimiento del método de mínimos cuadrados, los que inicialmente fueron publicados por Legendre
en Principle of Means Squares en 1805. La necesidad de utilizar técnicas más ﬂexibles y expandir la
posibilidad de emplear distribuciones diferentes a la normal, dió origen a los Modelo Lineales Gene-
ralizados, con el trabajo de Nelder y Wedderburn (1972, [4]) y se han convertido en una herramienta
obligada para los usuarios e investigadores de la Estadística Teórica y Aplicada. Sus aportes al cono-
cimiento y a la Ciencia han sido innumerables y por ende su aplicabilidad a problemas del entorno
han sido exitosos y en este momento de tecnologías modernas, han permitido estudiar problemas de
gran complejidad. Más adelante entre los años 1989 y 1990, Hastie y Tibshirani dieron paso a los Mo-
delos Aditivos Generalizados, en los cuales algunas variables independientes del modelo se pueden
utilizar como funciones suaves tipo Fourier ó Spline, Hastie y Tibshirani (1990, [17]). No obstante el
gran avance en este campo y los métodos computacionales modernos, Rigby y Stasinopoulus (2017,
[1], pp. 24) presentan a la comunidad cientíﬁca, la versión más actualizada de modelos conocidos has-
ta hoy, los Modelos Aditivos Generalizados de Localización, Escala y Forma (GAMLSS), los cuales
fusionan los modelos lineales generalizados y los modelos aditivos generalizados.
En el entorno social existen problemas como el de la nutrición y desde ese punto de vista se hace
prescindible estudiar el bajo peso de los niños al nacer. En este trabajo se pretende estudiar esta te-
mática utilizando Modelos Aditivos Generalizados de Localización, Escala y Forma (GAMLSS), usan-
do la base de datos facilitada por la Secretaría de Salud de Ibagué, en el año 2014.
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INTRODUCCIÓN
Los Modelos Lineales Generalizados (GLM), desde que fueron propuestos por Nelder y Wedderburn
(1972, [4]), han tenido múltiples desarrollos y aplicaciones en todas las áreas de la ciencia, tanto pura
como aplicada. Esto se debe en gran parte a la multiplicidad de distribuciones a las que puede per-
tenecer la variable respuesta y a la transformación de la media de la variable respuesta, llamada fun-
ción de enlace ó función link, la cual permite relacionar la media de dicha variable con el predictor
lineal.
Fué tan importante el descubrimiento de los Modelos Lineales Generalizados, que autores como Agres-
ti (2015, [8]) consideran que un Modelo Lineal clásico es un Modelo Lineal Generalizado con función
de enlace idéntica y forman un conjunto muy pequeño dentro de este gran universo de modelos.
Una modiﬁcación interesante de los Modelos Lineales Generalizados fué propuesta por Hastie y Tib-
shirani (1990, [17]). Estos autores propusieron incluír en el predictor lineal variables independientes
en forma de funciones suaves, las cuales incluyen no linealidad y posibles correlaciones entre ellas.
Paula (2013, [5]) denominó a estos modelos semiparámetricos, debido a las variables independientes
con este tipo de características. No obstante Hastie y Tibshirani los denominaron Modelos Aditivos
Generalizados (GAMs).
En el campo del modelamiento estadístico se pretenden estudiar los parámetros de localización y
escala, es decir la media y la varianza de la variable respuesta. Sin embargo Rigby y Stasinopoulos
(2005, [3]) proponen los Modelos Aditivos Generalizados de Localización, Escala y Forma, en los cua-
les no sólo se estudia la media y la varianza, sino que se incluyen los parámetros de forma tales como
la asimetría y la curtosis para su estudio, y en el que una gran variedad de distribuciones pueden ser
estudiadas para la variable respuesta.
El presente trabajo se basa en la aplicación de Hachuel et. al (2006, [26]), quien utilizó Modelos Li-
neales Generalizados Mixtos, en el problema del bajo peso de los niños al nacer en Argentina, entre
los años 2000 a 2003. Si bien existen muchos otros trabajos en el área, fué él el precursor en esta lí-
nea de trabajo.
Basados en la información suministrada por la Secretaría de Salud Municipal de la ciudad de Ibagué,
en la cual se presentan los datos tomados de los certiﬁcados de nacido vivo, en Ibagué y municipios
aledaños, actualizados por el DANE, se pretende ajustar un Modelo Aditivo Generalizado de Locali-
zación, Escala y Forma (GAMLSS), asociado al bajo peso, teniendo en cuenta el conjunto de covaria-
bles relacionadas con este problema. Este sería el tercer y último trabajo acerca de esta temática, el
cual permitirá determinar los principales factores asociados al bajo peso de los neonatos.
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PLANTEAMIENTO DEL PROBLEMA
El objetivo fundamental de este trabajo consiste en revaluar el uso de Modelos Lineales Generaliza-
dos para el bajo peso al nacer, siguiendo los lineamientos de: Hachuel (2004, [26]), Jiménez y Lozano
(1996, [27]), Suárez (2014, [30]), entre otros. El reto para la realización de este trabajo, permite for-
mular las siguientes preguntas:
Cuando los errores en un modelo estadístico no son normales, ¾Se pueden considerar otras me-
todologías alternativas que permiten estimar los parámetros del modelo, obteniendo resultados
favorables?
¾Se puede pensar que los Modelos Aditivos Generalizados de Localización, Escala y Forma,
pueden ser una alternativa razonable, para estudiar este tipo de problemas?
¾Se pueden incluir variables independientes que sean de naturaleza binaria, categóricas y de
otra naturaleza en el modelo apropiado?
¾Es posible utilizar alguna técnica de diagnóstico, la cual permita identiﬁcar observaciones atí-
picas de los datos y la adecuada sensibilidad del modelo estimado?
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JUSTIFICACION
El Bajo Peso al Nacer (BPN) de los niños es para los estudiosos en Ciencias Médicas y Sociales una
problemática permanente de estudio. Lo anterior se suma a una cantidad de situaciones que van des-
de los embarazos no deseados, hasta malformaciones congénitas en el feto, cuyas causas pueden ser
endógenas ó exógenas. Examinando un poco el ambiente social, se evidencia que muchos gobiernos
intentan examinar leyes que permitan el aborto, el cual en la mayoría de los casos va en contra de
principios morales, éticos o religiosos. Para la Organización Mundial de la Salud, es una situación que
debe ser enfrentada por parte de los gobiernos y minimizada por organizaciones de salud y defensoras
de los derechos humanos, teniendo en cuenta que la vida es un derecho inalienable.
En América Latina, más exactamente en Argentina Hachuel (2004) fué el pionero en tratar este pro-
blema utilizando Modelos Lineales Generalizados Mixtos. En ese estudio el mismo Hachuel propone
utilizar como variable respuesta una relación binaria, en la cual se determina si el neonato tiene o no
bajo peso y como covariables una serie de variables de tipo socio-económico, las cuales se registran en
el certiﬁcado de nacido vivo. En Colombia este certiﬁcado es utilizado por el Departamento Adminis-
trativo Nacional de Estadística (DANE).
Este es el tercer trabajo acerca de la temática, y se pretende mediante el mismo establecer el uso del
tipo de modelamiento más reciente en la literatura estadística y que corresponde al uso de Mode-
los Aditivos Generalizados de Localización, Escala y Forma, propuestos por Rigby y Stasinopoulos
(2005, [3]). Se utiliza la base de datos suministrada por la Secretaría de Salud de Ibagué y que co-
rresponde a los datos de los registros de nacido vivo en Ibagué y municipios aledaños durante el año
2014.
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OBJETIVOS
OBJETIVO GENERAL
Estudiar el bajo peso de los niños al nacer en Ibagué y municipios aledaños durante el año 2014, me-
diante Modelos Aditivos Generalizados de Localización, Escala y Forma (GAMLSS).
OBJETIVOS ESPECIFICOS
Dar a conocer algunos breves aspectos teóricos importantes, referentes a Modelos Aditivos Ge-
neralizados de Localización, Escala y Forma, útiles para su aplicación a problemas reales.
Formular una metodología basada en muestreo, para el estudio de la base de datos y establecer
un proceso metodológico para su respectivo análisis.
Implementar la utilización de un Modelo GAMLSS para la estimación de los parámetros en un
modelo que caracterice de manera eﬁciente el problema del bajo peso al nacer.
Realizar un estudio de sensibilidad e inﬂuencia local para realizar la validación del modelo esti-
mado.
Interpretar de una manera estadistica el comportamiento del bajo peso al nacer de los niños
utilizando la base suministrada por la Secretaría de Salud Municipal de Ibagué para el año
2014.
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1. REFERENTES TEÓRICOS
1.1. Modelos Lineales Generalizados (GLM)
Los Modelos Lineales Generalizados (GLM) fueron propuestos por Nelder y Wedderburn (1972, [4]),
se crearon a partir del gran desarrollo computacional después de los años 70 y algunos modelos que
exigían procesos iterativos para la estimación de sus parámetros, comenzaron a tener mayor utili-
dad. Por ejemplo modelos con estructura no lineal en los parámetros tuvieron un gran avance, Paula
(2013, [5], pp. 1). Gran cantidad de textos especializados en este tópico han sido escritos, dentro de
ellos se pueden citar: Nelder y McCullag (1989, [6]), Dobson (2000, [7]) y Agresti (2017, [8]) entre
muchos otros.
1.1.1. Componentes de un Modelo Lineal Generalizado
Un modelo lineal generalizado está formado por tres partes esenciales:
Componente aleatoria: representa la variable respuesta Y , que puede ser de valor real ó un
vector Y = (Y1,Y2, · · · .Yn). Cada variable ó componente del vector pertenece a la familia
exponencial.
Componente sistemática: corresponde al predictor lineal del modelo y se nota ηi = Xi
Tβ =
β1Xi1+β2Xi2+· · · , βpXip =
∑p
j=1 Xijβj , para la componente i-ésima del vector Y, ó η = Xβ
para el vector completo Y.
Función de enlace o link: relaciona la esperanza matemática de la variable dependiente con
el predictor lineal, g(µi) = ηi para i = 1, 2, · · · , n. La función g(·) debe ser monótona, suave y
diferenciable.
Una distribución pertenece a la familia exponencial, si su función de densidad de probabilidad (varia-
ble aleatoria contínua) ó función de densidad discreta (variable aleatoria discreta) se puede escribir
como:
f(yi, θi, φ) = exp
[
φ{yiθi − b(θi)}+ c(yi, φ)
]
donde b y c son funciones arbitrarias, φ es un parámetro de dispersión y θi es conocido como el pará-
metro canónico de la distribución.
E(Yi) = µi = b
′(θi) y var(Yi) = φ−1 Vi; Vi =
∂µi
∂θi
A Vi se le conoce como función varianza, también se nota V (µi).
1
Un caso particular ocurre cuando el parámetro canónico θi coincide con el predictor lineal ηi. Dis-
tribuciones en las que esto ocurre se denominan distribuciones de enlace canónico. En la tabla 1 se
presentan las principales distribuciones pertenecientes a la familia exponencial.
Distribución b(θ) θ φ V (µ)
Normal θ2/2 µ σ−2 1
Poisson eθ log(µ) 1 µ
Binomial log(1 + eθ) log{µ/(1− µ)} n µ(1− µ)
Gamma −log(−θ) −1/µ 1/(CV)2 µ2
N. Inversa −√−2θ −1/2µ2 φ µ3
Tabla 1: Principales distribuciones de la familia exponencial
Los enlaces canónicos para los modelos normal, binomial, Poisson, gamma e inversa gaussiana son
respectivamente:
µ = η, log(µ) = η, log
{
µ
1− µ
}
= η, µ−1 = η, y µ−2 = η
1.1.2. Inferencia en un Modelo Lineal Generalizado (GLM)
La metodología estadística para la estimación de los parámetros en un GLM se basa en máxima vero-
similitud. aquí se sigue estrictamente la metodología y notación utilizada por Paula (2004, [5], pp. 5).
El logaritmo de verosimilitud con respuestas independientes se expresa:
L(β; y) =
n∑
i=1
φ{yiθi − b(θi)}+
n∑
i=1
c(yi, φ)
Cuando el parámetro canónico θi coincide con el predictor lineal, es decir cuando θi = ηi =
∑p
j=1 xijβj ,
la ecuación anterior se convierte en:
L(β; y) =
n∑
i=1
φ
{
yi
p∑
j=1
xijβj − b
( p∑
j=1
xijβj
)}
+
n∑
i=1
c(yi, φ)
Al deﬁnir Sj = φ
∑n
i=1 Yixij , la ecuación anterior se puede escribir:
L(β; y) =
p∑
j=1
sj βj − φ
n∑
i=1
b
(
p∑
j=1
xijβj
)
+
n∑
i=1
c(yi, φ)
2
Y por el teorema de factorización, la estadística S = (S1, S2, · · · , Sn)T es una estadística suﬁciente
y minimal para el vector de parámetros β = (β1, β2, · · · , βp)T . Los enlaces que corresponden a tales
estadísticas son llamados enlaces canónicos y cumplen un papel importante en la teoría de los GLM,
pues garantizan concavidad y resultados asintóticos importantes.
1.1.3. Función Score y Matriz de Información
Para obtener la función score del parámetro β se calcula la primera derivada de la función logaritmo
de verosimilitud, Paula (2004, [5], pp. 15).
∂ L(β; y)/∂ βj =
∑n
i=1 φ
{
yi
dθi
dµi
dµi
dηi
∂ ηi
∂ βj
− db(θi)dθi dθidµi
dµi
dηi
∂ ηi
∂ βj
}
=
∑n
i=1 φ
{
yi Vi(dµi/dηi)xij − µi Vi(dµi/dηi)xij
}
=
∑n
i=1 φ
{√
ωi
Vi
(yi − µi)xij
}
en donde ωi = (dµi/dηi)
2/Vi y la función score escrita en forma vectorial queda:
U(β) =
∂ L(β;y)
∂ β
= φXTW1/2V−1/2(y− µ)
en donde X es una matriz de orden n × p de rango completo, W = diag{ω1, ω2, · · · , ωn} es una
matriz de pesos, V = diag{V1, V2, · · · , Vn}, y = (y1, y2, · · · , yn) y µ = (µ1, µ2, · · · , µn).
La matriz de información de Fisher se obtiene mediante el cálculo de las segundas derivadas parciales
de la función logaritmo de verosimilitud ó de las primeras derivadas parciales de la función score:
∂2 L(β; y)/∂βj∂βl = φ
n∑
i=1
(yi − µi)d
2θi
dµ2i
(
dµi
dηi
)2
xij xil + φ
n∑
i=1
(yi − µi) dθi
dµi
d2µi
dη2i
xij xil
−φ
n∑
i=1
dθi
dµi
(
dµi
dηi
)
xij xil
de donde su valor esperado es:
E(∂2 L(β; y)/∂βj∂βl) = −φ
n∑
i=1
dθi
dµi
(
dµi
dηi
)
xij xil = −φ
n∑
i=1
(dµi/dηi)
2
Vi
xij xil = −φ
n∑
i=1
ωixijxil
y la matriz de información de Fisher en forma matricial se puede escribir:
K(β) = E
{
−∂
2L(β;Y)
∂β ∂βT
}
= φXT WX
3
1.1.4. Estimación de β.
Se utiliza el proceso iterativo de Newton-Raphson. y la estimación de máxima verosimilitud de β se
deﬁne expandiendo la función score U(β) alrededor de un valor inicial β(0), es decir:
U(β) ≈ U(β(0)) + U ′(β(0))(β − β(0))
en donde U ′(β) representa la primera derivada de la función score. Al despejar β y repetir iterativa-
mente el proceso se llega a:
β(m+1) = β(m) + {−U ′(β(m))}−1U(β(m))
con m = 0, 1, · · · y como la matriz U ′(β(m)) puede llegar a no ser deﬁnida positiva, ésta se cambia
por la inversa de la matriz de información de Fisher, llegando al proceso iterativo:
β(m+1) = β(m) + K−1(β(m))}U(β(m))
con m = 0, 1 · · · . Al realizar un poco de álgebra se llega a un proceso de mínimos cuadrados reponde-
rados:
β(m+1) = (XT W(m)X)−1XT W(m) z(m)
con m = 0, 1, · · · y z = η +W−1/2V−1/2 (y− µ) es una variable dependiente modiﬁcada.
Sen y Singer (1993, [10], Cap. 7) aﬁrman que bajo condiciones de regularidad , el estimador de máxi-
ma verosimilitud de βˆ es un estimador consistente y eﬁciente de β. esto signiﬁca:
√
n(βˆ − β) −→d Np(0,Σ−1(β)) cuando n −→∞
Además
Σ(β) = l´ım
n→∞
K(β)
n
siendo Σ(β) una matriz deﬁnida positiva.
1.1.5. Función Desvío
La función desvío sin pérdida de generalidad representa la discrepancia entre la verosimilitud del mo-
delo saturado con n parámetros y el modelo estimado con p parámetros. Si se representa el logaritmo
de verosimilitud para el modelo estimado por
L(µ; y) =
n∑
i=1
L(µi; yi)
se sabe que µi = g
−1(ηi) y ηi = XTi β. Para el modelo saturado (p = n) la función logaritmo de
verosimilitud es:
L(y; y) =
n∑
i=1
L(yi; yi)
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La calidad del ajuste de un GLM se evalúa a través de la función desvío:
D∗(y; µˆ) = φD(y; µˆ) = 2{L(y; y)− L(µˆ; y)}
Interesantes propiedades de la función desvío pueden ser consultadas en Jorgensen (1987, [11]).
1.1.6. Estimación del parámetro de dispersión φ
Se puede demostrar que los parámetros β y φ son ortogonales, esto se evidencia en E
[
∂2 L(β;φ;y)/∂ β ∂ φ
]
=
0. Una consecuencia inmediata es la independencia asintótica entre sus estimaciones φˆ y βˆ. Al deri-
var el logaritmo de verosimilitud con respecto al parámetro φ e igualando a cero, se llega a la solu-
ción:
n∑
i=1
c′(yi, φˆ) =
1
2
D(y; µˆ)−
n∑
i=1
{yiθˆi0 − b(θˆi0)}
donde D(y; µˆ) representa la función desvío sobre el modelo bajo investigación. La estimación de má-
xima verosimilitud para φ en los modelos normal e inversa gaussiana están dados por: φˆ = n/D(y; µˆ).
Para la distribución gamma es
2n{log(φˆ)− ψ(φˆ)} = D(y; µˆ)
en donde ψ(φ) = Γ′(φ)/Γ(φ) es una función digamma.
Un estimador preferido de φ está basado en la estadística de Pearson
φˆ−1 =
n∑
i=1
{(yi − µˆi)/µˆi}2/(n− p)
La condición para este estimador es que β debe haber sido estimado consistentemente.
1.1.7. Hipótesis
En este documento sólo se hace referencia a hipótesis simples. Supóngase que se desea probar la hi-
pótesis:
H0 : β = β
0 versus H1 : β 6= β0
en donde β0 es un vector p-dimensional conocido y φ también se asume conocido. Las siguientes
pruebas son utilizadas en GLMs:
Prueba de Razón de Verosimilitud: se deﬁne
RV = 2{L(βˆ;y)− L(β0;y)}
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Esta estadística se deﬁne como la diferencia entre dos funciones desvío:
RV = φ{D(y; µˆ0)−D(y; µˆ)}
Prueba de Wald: utiliza la estadística:
W =
[
βˆ − βˆ0
]T
Vˆar(βˆ)
[
βˆ − βˆ0
]
donde Vˆar(βˆ) representa la matriz de varianzas-covarianzas asintótica de βˆ estimada en βˆ. Pa-
ra GLMs Vˆar(βˆ) = K−1(βˆ), así que la estadística se puede reescribir:
W =
[
βˆ − βˆ0
]T
(XT WˆX)
[
βˆ − βˆ0
]
cuando el número de parámetros es igual a 1 la prueba de Wald es equivalente a una prueba t
de Student.
Prueba Score: conocida también como la prueba de Rao y se deﬁne cuando U(βˆ) = 0. Para
GLMs se deﬁne:
SR = φ
−1U(β0)T (XTWˆ0X)−1U(β0)
en donde Wˆ0 es estimada sobre H0.
Prueba F: esta prueba se deﬁne con base en la función desvío, esto es
F =
{D(y; µˆ0)−D(y; µˆ)}/p
D(y; µˆ)/(n− p) ∼ Fp,(n−p) cuando φ −→∞
Finalmente y sobre la hipótesis nula se tiene que RV , W y SR ∼ χ2p y una región de conﬁanza ba-
sada en la prueba de Wald para β y con (1− α) de conﬁanza es:
(βˆ − β)T (XT WˆX)(βˆ − β) ≤ φ−1χ2p(1− α)
1.1.8. Residuos
Siguiendo los principios de Cook (1986, [13]), se conocen tres tipos de residuos, estos son:
Residuos simples: se deﬁnen como la diferencia entre el valor observado de la variable res-
puesta y el valor estimado por el modelo. Tomando como referencia el modelo lineal se deﬁnen:
r = Y− Yˆ; E(r) = 0; y Var(r) = (I−H)σ2
en donde I es la matriz idéntica y H = X(XTX)−1XT es llamada matriz hat, tiene las propie-
dades de ser simétrica e idempotente, es decir HT = H y HTH = HHT = H.
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Residuos estandarizados: son los mismos residuos simples estandarizados en media y varian-
za, para la i-ésima observación se notan y deﬁnen:
ti =
ri
s(1− hii) con s
2 =
n∑
i=1
r2i /(n− p) para i = 1, 2, · · · , n
Residuos estudentizados: se deﬁnen como la diferencia entre el valor observado de la varia-
ble y el valor estimado, cuando la i-ésima observación ha sido eliminada, o sea Yi − ˆY(i), más
exactamente se deﬁnen:
t∗i =
ri
s(i)(1− hii)1/2
s2(i) es la varianza estimada sin la i-ésima observación.
En Rao (1973, [14], p.185) se establecen las siguientes relaciones:
s2(i) = s
2
(
n− p− t2i
n− p− 1
)
y t∗i
(
n− p− 1
n− p− t2i
)
1.1.9. Inﬂuencia Local
Al multiplicar el vector de observaciones de un modelo por un vector δ = (δ1, δ2, · · · , δn)T , donde
δj es un tipo de perturbación, deﬁnida tal que 0 ≤ δj ≤ 1. Cuando δj = 1 ∀j no hay perturbación
en el modelo. Si δj = 0 signiﬁca que la j-ésima observación fué excluída. El estimador de mínimos
cuadrados para el modelo lineal, cuando el mismo modelo ha sido perturbado se escribe:
βˆδ = (X
T ∆X)−1XT ∆y
en donde ∆ = diag(δ1, δ2, · · · , δn) es la matriz diagonal de perturbaciones. La medida de inﬂuencia
más conocida se basa en la región de conﬁanza para el parámetro β,
(βˆ − β)T (XTX)(βˆ − β) ≤ ps2Fp,(n−p)(α)
Se mencionan a continuación tres medidas de inﬂuencia, las cuales permiten medir la sensibilidad de
un modelo estimado:
Distancia de Cook: Excluyendo la i-ésima observación del modelo se deﬁne:
D(i) =
(βˆ − βˆ(i))T (XTX)(βˆ − βˆ(i))
p s2
= t2i
hii
(1− hii)
1
p
DFFITS: propuestos por Belsley, Kuh y Welsch (1980, [15]), se deﬁnen por:
DFFITS =
|ri|
s(i)(1− hii)1/2
{
hii
(1− hii)
}1/2
= |t∗i |
{
hii
(1− hii)
}1/2
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Alternativa a los DFFITS: Atkinson (1985, [16]) propone una alternativa a los DFFITS que
se deﬁnen para la i-ésima observación como:
Ci =
{
(n− p)
p
hii
(1− hii)
}
1.1.10. Criterios de Información
La validez y calidad de un GLM se mide a través de la función desvío y los criterios de información.
Criterio de información de Akaike: mide la calidad relativa del ajuste de un modelo esta-
dístico a un conjunto de datos:
AIC = 2 k − 2 log(L)
en donde k es el número de parámetros del modelo y L es el máximo valor de la función de ve-
rosimilitud. Se preﬁere el modelo con menor AIC.
Criterio de información de Bayes: criterio para la selección de un modelo, entre un conjun-
to ﬁnito de modelos,
BIC = −2 ln(L) + k ln(n)
al tener dos modelos, se preﬁere el que menor BIC tenga.
Criterio de información de Hannan - Quinn: es un criterio alternativo al AIC, se deﬁne:
HQC = n log
(
RSS
n
)
+ 2 k log log(n)
en donde RSS es la reducción en sumas de cuadrados del error del modelo estimado.
1.2. Modelos Aditivos Generalizados (GAMs)
Siguiendo a Rigby et.al (2005, [1]), las técnicas de suavización se hicieron muy populares a ﬁnales de
los años 80s. Hastie y Tibshirani (1990, [17]) introdujeron los GLM en esa franja. Wood (2000, [18])
contribuyó enormemente a su teoría y desarrollo.
Un modelo aditivo generalizado GAM es deﬁnido por:
Y ind∼ ξ (µ,φ)
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η = g(µ) = Xβ + s1(x1) + s2(x2) + · · · ,+sJ(xJ)
donde sj es una función suave no paramétrica, aplicada a la covariable xj . La idea es llevar los datos
a determinar la relación entre el predictor η = g(µ) y las variables explicativas, antes que forzarlos a
una relación lineal ó polinomial. Los términos de suavizamiento introducen no linealidad en el mode-
lo. La estimación de parámetros en este tipo de modelos es una versión penalizada de la estimación
para GLMs.
1.2.1. Funciones suaves univariadas.
La mejor representación de una función suave univariada es a través del modelo:
yi = f(xi) + i (1)
en donde yi es una variable respuesta indexada para la i−ésima observación, xi es una covariable.
f es una función suave y los i son variables aleatorias independientes e idénticamente distribuidas
N(0, σ2). Además se supone que la variable independiente xi está en el intervalo [0, 1].
1.2.2. Regresión Spline.
Para estimar la función f , se requiere que esta función sea representada de tal manera que el modelo
(1) siga siendo un modelo lineal en los parámetros. Esto puede ser posible escogiendo una base, deﬁ-
niendo a su vez un espacio de funciones de la cual f sea un elemento. Al escoger una de tales bases,
cantidades de elementos de la misma pueden ser escogidas. Por ejemplo si bi(x) es la base i-ésima de
algún espacio, f se puede representar por:
f(x) =
q∑
i=1
bi(x)βi (2)
A manera de ejemplo si f es un polinomio de grado 4 y b1(x) = 1, b2(x) = x, b3(x) = x
2, . . . , b5(x) =
x4. El modelo (1) queda:
yi = β1 + β2 xi + β3 xi
2 + . . . ,+β5 xi
4 + i
Es de aclarar que las funciones polinómicas son muy útiles en situaciones en las que el interés se en-
foca en las propiedades de f en la vecindad de un punto especiﬁcado. pero cuando las preguntas se
relacionan al dominio completo (especiﬁcamente el intervalo [0, 1], las bases polinómicas pueden tener
algunos problemas. Las bases spline se comportan muy bien en tales circunstancias, a causa de que
tienen buenas aproximaciones teóricas. En este orden de ideas un spline cúbico es una curva hecha de
secciones de polinomios cúbicos, juntados o conectados de manera que sean contínuos y que se pue-
dan evaluar la primera y segunda derivada de los mismos. Los puntos en los cuales las secciones se
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juntan se denominan knots del spline. Típicamente estos knots deberían ser equiespaciados, a través
del rango de los valores observados de x, ó cuantilas de la distribución de la variable x como si fuera
una sola variable. Sean los nodos (knots) de localización notados por {xi∗ : i = 1, 2, . . . , q − 2}.
Existen muchas formas de escribir una base para splines cúbicos, sinembargo la aproximación más
general se puede encontrar en los libros de Wahba (1990, [24]) y Gu (2002, [25]) (citados por Wood).
Para estas bases b1(x) = 1, b2(x) = x y bi+2(x) = R(x, xi
∗) para i = 1, . . . , q − 2.
R(x, z) =
[
(z − 1
2
)2 − 1
12
] [
(x− 1
2
)2 − 1
12
]
/4− [(|x− z| − 1
2
)4 − 1
2
((|x− z| − 1
2
)2 +
7
240
)
]
/24 (3)
Al usar splines cúbicos para f , el modelo (1) en forma matricial se escribe Y = Xβ + , donde la
i−ésima ﬁla de la matriz X se puede escribir:
Xi = [1, xi, R(xi, x1∗), R(xi, x2∗), . . . , R(xi, xq−2∗)]
En consecuencia el modelo puede ser estimado por mínimos cuadrados.
1.2.3. Grado de suavizamiento mediante regresión spline penalizada.
Para controlar el suavizamiento alterando la dimensión de las bases, consiste en mantener ﬁja la di-
mensión de la base tanto como sea razonable, pero controlando la suavidad del modelo añadiendo un
ondulamiento penalizado a la función objetivo de mínimos cuadrados. Se pretende minimizar
||y−Xβ||2 + λ
∫ 1
0
[
f
′′
(x)
]2
dx
donde la integral de la segunda derivada al cuadrado penaliza el modelo. El parámetro λ es el pa-
rámetro de suavizamiento, cuando λ −→ ∞ se lleva a una línea recta que estima f , cuando λ = 0
resulta una regresión spline no penalizada.
Como f es lineal en los parámetros, βi, la función penalty puede ser escrita como una forma cuadrá-
tica: ∫ 1
0
[
f
′′
(x)
]2
= βTSβ
donde S es una matriz de constantes conocida, un elemento de esta matriz se puede escribir Si+2,j+2 =
R(xi
∗xj∗) para i, j = 1, . . . , q− 2 mientras que las dos primeras ﬁlas y columnas de S son cero. De es-
ta forma la regresión spline penalizada consiste en minimizar:
||y−Xβ||2 + λβTSβ (4)
Para la estimación del parámetro λ se hace necesario estimar primero el parámetro β. Así después de
un ejercicio algebraico sencillo pero engorroso se llega al estimador de mínimos cuadrados penaliza-
dos de β.
βˆ = (XT X+ λS)−1XT y (5)
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Para este tipo de modelos la matriz de inﬂuencia, ó matriz hat, A, para el modelo es:
A = X (XT X+ λS)−1XT
Se debe recordar que µˆ = Ay y que la fórmula (4) también se expresa:∥∥∥∥∥
[
y
0
]
−
[
X√
λB
]
β
∥∥∥∥∥
2
= ||y−Xβ||2 + λβTSβ
donde B es cualquier raiz cuadrada de la matriz S tal que BTB = S. Esta matriz B puede ser obte-
nida por descomposición espectral ó usando la descomposición de Cholesky.
1.2.4. Validación cruzada para la obtención del parámetro de suavización λ.
Si λ es muy grande los datos serán sobre suavizados, si por el contrario λ es pequeño los datos serán
poco o nada suavizados. En los dos casos la estimación fˆ no será cerrada a la verdadera función f .
Un criterio para escoger λ puede ser minimizar:
M =
1
n
n∑
i=1
(fˆi − fi)2 con fˆi ≡ fˆ(xi) y fi ≡ f(xi)
Sea fˆ [−i] el modelo ajustado para todos los datos excepto yi, se deﬁne el puntaje de validación cruza-
da ordinario por:
νo =
1
n
n∑
i=1
(fˆ
[−i]
i − yi)2
En Wood(2000, [18], pp. 129) se demuestra que:
E(νo) =
1
n
E
(
n∑
i=1
(fˆi − fi)2
)
+ σ2
Se puede demostrar que para grandes muestras E(νo) ≈ E(M) + σ2. Resulta un poco engorroso rea-
lizar una regresión spline cada vez que se elimina un dato, esto lleva a utilizar validación cruzada ge-
neralizada representada por:
νg =
n
∑
i=1 .(yi − fˆi)2
[tr(I−A)]2
La validación cruzada generalizadacual tiene ventajas computacionales sobre la validación cruzada
ordinaria en términos de invarianza, ver Wahba (1990, [24], pp. 53).
1.3. Modelos Aditivos de Localización, Escala y Forma (GAMLSS)
Los Modelos Aditivos Generalizados de Localización, Escala y Forma fueron propuestos inicialmente
por Rigby y Stasinopoulos (2005). Se deﬁnen:
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Y ind∼ D (µ,σ,ν, τ )
η1 = g(µ) = X1 β1 + s11(x11) + s12(x12) + · · · ,+s1J1(x1J1)
η2 = g(σ) = X2 β2 + s21(x21) + s22(x22) + · · · ,+s2J2(x2J2)
η3 = g(ν) = X3 β3 + s31(x31) + s32(x32) + · · · ,+s3J3(x3J3)
η4 = g(τ ) = X4 β4 + s41(x41) + s42(x42) + · · · ,+s4J4(x4J4)
Los parámetros ν y τ hacen referencia a la asimetría y curtosis de la distribución de los datos repre-
sentados por la variable respuesta Y. La estimación de parámetros en este tipo de modelos es similar
a la de los GAMs.
1.3.1. Ventajas de los GAMLSS
Crear una distribución nueva es relativamente fácil.
Cualquier distribución puede ser truncada a derecha ó a izquierda.
Una versión censurada de cualquier distribución puede ser creada.
Cualquier distribución puede ser mezclada para crear mezclas ﬁnitas.
Distribuciones contínuas discretizadas pueden ser creadas para modelar variables respuesta.
Cualquier distribución contínua en el intervalo (−∞,∞) puede ser transformada a una distribu-
ción en el intervalo (0,∞) ó el intervalo (0, 1).
1.3.2. Inferencia en GAMLSS
Se debe tener en cuenta que para un modelo GAMLSS, donde D(µ,σ,ν, τ ) es la distribución de la
variable respuesta Y, Xk son las matrices de diseño, incorporando los términos aditivos lineales en el
modelo, βk son los parámetros lineales y skj(xkj) representan las funciones suaves para las variables
explicativas xkj , con k = 1, 2, 3, 4 y j = 1, 2, . . . , Jk. Nótese que las variables X's pueden ser las
mismas ó diferentes de las xkj en los suavizadores. Los vectores η1,η2,η3 and η4 son llamados los
predictores de µ,σ,ν, τ respectivamente.
En lugar de las funciones suaves usadas dentro de los GAMLSS, se pueden escribir s(x) = Zγ, donde
Z es la matriz base que depende de la variable explicativa x y γ es un vector de parámetros a ser es-
timado utilizando la penalización cuadrática λγTGγ, para una matriz conocida G = DTD y donde
el hiperparámetro λ regula la cantidad de suavizamiento necesitada para el ajuste. A veces se preﬁe-
re referirse a las funciones como funciones suaves penalizadas ó suavizadores penalizados. En Rigby,
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Stasinopoulos y otros (2017, [1]), capítulo 9 se muestran distintas formulaciones de las matrices Z y
D que llevan a diferentes formas de suavizamiento con variedad de propiedades estadísticas.
Y|γ ind∼ D (µ,σ,ν, τ )
η1 = g(µ) = X1 β1 + Z11γ11 + Z12γ12 + · · · ,+Z1J1γ1J1
η2 = g(σ) = X2 β2 + Z21γ21 + Z22γ22 + · · · ,+Z2J2γ2J2
η3 = g(ν) = X3 β3 + Z31γ31 + Z32γ32 + · · · ,+Z3J3γ3J3
η = g(τ ) = X4 β4 + Z41γ41 + Z42γ42 + · · · ,+Z4J4γ4J4
(6)
Los betas, son los parámetros de efectos ﬁjos:
β = (βT1 ,β
T
2 ,β
T
3 β
T
4 )
T
Y los gamas son los parámetros de efectos aleatorios:
γ = (γT11, . . . , γ1J1T ; · · · ; γT41, . . . , γT4J4)T
Se asume además que los γ′kjs son independientes dos a dos con distribución apriori:
γkj ∼ N
(
0, [Gkj(λkj)]−1
)
(7)
donde [Gkj(λkj)]−1 es la inversa generalizada de una matriz simétrica qkj × qkj , la cual depende del
vector de hiperparámetros λkj . Si Gkj(λkj) es singular, se entiende que λkj tiene una densidad pro-
porcional a exp(− 12γTGkj(λkj)γ). Un importante caso en la ecuación (7) es cuando Gkj(λkj) =
λkjGkj y Gkj es una matriz conocida para todo k, j. Si no existen efectos aleatorios en el modelo
(6), éste se reduce a:
Y ind∼ D (µ,σ,ν, τ )
η1 = g(µ) = X1 β1
η2 = g(σ) = X2 β2
η3 = g(ν) = X3 β3
η1 = g(τ ) = X4 β4
(8)
El modelo (8) hace referencia a un modelo GAMLSS paramétrico, mientras que el modelo (6) hace
referencia a un modelo GAMLSS de efectos aleatorios.
Ajustar el modelo GAMLSS paramétrico (8) requiere sólo el ajuste de los betas, mientras que el ajus-
te del modelo GAMLSS de efectos aleatorios (6) requiere el conocimiento de los parámetros β′s, γ′s
y λ′s respectivamente.
Dentro de la metodología de modelos GAMLSS, el ajuste del modelo (8) se realiza a través de máxi-
ma verosimilitud, en tanto que el ajuste del modelo (6) se realiza por medio de máxima verosimilitud
penalizada, el cual es equivalente a moda posterior ó máximo a posteriori (MAP), con repecto a β y
γ para λ ﬁjo. El logaritmo de verosimilitud para el modelo (8), bajo el supuesto de independencia de
las observaciones es:
l =
n∑
i=1
log f(yi|µi, σi, νi, τi) (9)
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Y la función logaritmo de verosimilitud para el modelo (6) es
lp = l − 1
2
4∑
k=1
Jk∑
j=1
γkj
TGkj(λkj)γkj (10)
Los dos algoritmos básicos para el ajuste del modelo paramétrico con respecto a β y el modelo no
paramétrico, con respecto a β, γ para λ ﬁjo son el RS y el CG. Estos producen estimaciones de má-
xima verosimilitud en el modelo GAMLSS paramétrico y estimaciones MAP para β, γ con λ ﬁjo.
1.3.3. Estimando β y γ con λ ﬁjo
Rigby y Stasinopoulos (2005, [3]) proveyeron dos algoritmos para la estimación de β y γ para λ ﬁjo.
El algoritmo RS es una generalización del algoritmo usado años antes por Rigby y Stasinopou-
los, para calcular media y dispersión en modelos aditivos (MADAM). La característica esencial
es que este algoritmo no usa derivadas cruzadas en el logaritmo de verosimilitud.
El algoritmo CG es una generalización del algoritmo de Cole y Green (1992). Este algoritmo re-
quiere información de la primera y segunda derivadas cruzadas, de la función de verosimilitud,
con respecto a la distribución de los parámetros µ, σ, ν y τ .
Rigby y Stasinopoulos demuestran que los dos algoritmos, para un λ ﬁjo, llevan a estimaciones de
máxima verosimilutud penalizadas de los betas y los gamas, β y γ, es decir a βˆ y γˆ.
Figura 1: Como los algoritmos RS y CG alcanzan las estimaciones de máxima verosimilitud, modelo
paramétrico. Fuente: Rigby y Stasinopoulos (2017, [1]. pp. 63).
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Figura 2: La iteración outer dentro del algoritmo RS de GAMLSS. Fuente: Rigby y Stasinopoulos
(2017, [1]. pp. 65).
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Figura 3: La iteración inner (o iteración GLIM) dentro del algoritmo RS de GAMLSS. Fuente: Rigby
y Stasinopoulos (2017, [1]. pp. 67).
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Figura 4: El algoritmo modiﬁcado backﬁtting dentro del algoritmo RS de GAMLSS. Fuente: Rigby y
Stasinopoulos (2017, [1]. pp. 69).
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1.3.4. El algoritmo RS
Este algoritmo puede ser descrito siguiendo tres componentes anidadas
La iteración outer, representada en la ﬁgura 2.
La iteración inner, representada en la ﬁgura 3.
El algoritmo modiﬁcado backﬁtting, representado en la ﬁgura 4.
La iteración outer llama en forma repetida la iteración inner, la cual a su vez llama repetidamente el
algoritmo backﬁtting. La convergencia ocurre cuando los tres algoritmos han convergido.
1.3.5. La iteración outer (iteración GAMLSS)
La ﬁgura 2 representa diagramaticalmente la iteración outer. Después de la inicialización del vector
de parámetros (µˆ, σˆ, νˆ, τˆ ) = (µ0,σ0,ν0, τ 0), la iteración outer procede como sigue:
1. Ajuste para µ (es decir maximice la función logaritmo de verosimilitud penalizada sobre µ)
dadas las últimas estimaciones de σˆ, νˆ y τˆ , luego
2. Ajuste un modelo para σ, dadas las últimas estimaciones de µˆ, νˆ y τˆ , luego
3. Ajuste un modelo para ν, dadas las últimas estimaciones de µˆ, σˆ y τˆ , y ﬁnalmente
4. Ajuste un modelo para τˆ , dadas las últimas estimaciones de µˆ, σˆ y νˆ.
Si luego de calcular el desvío global, éste converge, detenga el proceso, de lo contrario continúe.
1.3.6. La iteración inner (iteración GLM o GLIM)
Se preﬁere utilizar la notación θ1 = µ, θ2 = σ, θ3 = ν y θ4 = τ . Para cada ajuste de una distri-
bución paramétrica θk, la iteración inner es utilizada. Este es un algoritmo local scoring, similar al
utilizado para el ajuste de un Modelo Lineal Generalizado (GLM), de ahí su nombre GLIM. GLIM
fué un paquete perteneciente a la Royal Statistical Society disponible para ajustar GLMs. Esto indica
que la primera versión de gamlss fué escrita a ﬁnales de los años 1990s en GLIM, la cual ya es una
especie en vía de extinción.
18
La variable respuesta modiﬁcada para ajustar el parámetro θk está dada por:
Zk = ηk +Wk
−1 oUk (11)
en donde:
Zk,ηk,Wk,Uk son todos los vectores de longitud n. Por ejemplo el vector de pesos Wk =
(wk1, wk2, . . . , wkn)
T ,
Wk
−1 oUk = (w−1k1 uk1, w
−1
k2 uk2, . . . , w
−1
kn ukn) es el producto Hadamar por elemento.
ηk = gk(θk) es el vector predictor del k-ésimo parámetro con K = 1, 2, 3, 4, correspondientes a
los vectores µ,σ,ν, τ respectivamente.
Uk =
∂l
∂ηk
=
(
∂l
∂θk
)
o
(
dθk
dηk
)
(12)
es la función score (vector de las primeras derivadas del logaritmo de verosimilitud con respecto al
predictor). Wk son los pesos iterativos para k = 1, 2, 3, 4, deﬁnidos como:
Wk = −fk o
(
dθk
dηk
)
o
(
dθk
dηk
)
(13)
donde las tres formas para deﬁnir fk dependen de la información disponible para la distribución espe-
cíﬁca.
fk =

E
(
∂2 l
∂θk2
)
Si el valor esperado existe, llevando al algoritmo de Fisher Scoring.
∂2 l
∂θk2
Llevando al algoritmo estándar de Newthon-Raphson Scoring.
−
(
∂ l
∂θk
)
o
(
∂ l
∂θk
)
Llevando al algoritmo quasi-Newthon Scoring.
1.3.7. El algoritmo modiﬁcado backﬁtting
Este algoritmo trabaja como sigue: se desean ajustar las variables explicativas y los suavizadores pa-
ra Zk, con pesos de trabajo Wk. La ﬁgura 4 demuestra como el proceso trabaja dentro del algoritmo
RS. Xk representa la matriz de diseño para la parte lineal del modelo con coeﬁcientes βk, y por sim-
plicidad se asumen solamente dos suavizadores, con parámetros γk1 y γk2, con matrices base Zk1 y
Zk2 respectivamente.
Para pesos iterativos dados Wk, se trabaja la variable respuesta Zk y valores previamente inicializa-
dos o estimados para los coeﬁcientes de los suavizadores ˆγk1 y ˆγk2, se calculan los residuales parciales
 para los parámetros βk, y se ajusta un estimador por mínimos cuadrados ponderados para obtener
un nuevo valor de βˆ. Luego se obtienen los residuales parciales con respecto al primer suavizador, y
se usan mínimos cuadrados reponderados para obtener un nuevo estimador ˆγk1. Posteriormente se
usan los residuales con respecto al segundo suavizador y se vuelven a utilizar mínimos cuadrados re-
ponderados para obtener ˆγk2. Se repite este proceso hasta que βˆk, ˆγk1 y ˆγk2 converjan.
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1.4. Muestreo Aleatorio Estratiﬁcado por Aﬁjación Optima
Teniendo en cuenta que la base de información suministrada a través de la base de datos es demasia-
do grande, se hace necesario establecer una estrategia de muestreo para el análisis de la información.
El muestreo aleatorio estratiﬁcado por aﬁjación óptima es una metodología adecuada que permite
abordar la problemática del bajo peso de los niños al nacer. Esta metodología se encuentra referen-
ciada en Solanilla et.al (2010, [29]), Arthanari y Dodge (1981, [23]) y Jiménez y Lozano (2006, [27]).
Sea U = {U1, U2, . . . , UN} una población particionada en subpoblaciones o estratos. Una caracterís-
tica de la población se inﬁere a partir de muestras de cada uno de los estratos (Esto es una ganancia
de precisión).
Sea Ni el número de unidades del estrato i-ésimo y
∑L
i=1Ni = N , donde L es el número de estratos,
N es el número de unidades en la población, mientras que ni el tamaño de la muestra del i-ésimo
estrato. Se asume que las muestras se toman independientemente en cada estrato.
El problema de aﬁjación óptima es determinar los ni, el objetivo es minimizar la varianza (ganancia
de precisión) de la estimación de la característica de la población bajo estudio, la restricción es el
número de muestras tomadas (presupuesto disponible).
Considérese la estimación insesgada de la media poblacional, Y , donde Y es la característica bajo
estudio. Sea yi la estimación insesgada de la media Y i (en el estrato i-ésimo), esto es,
yi =
1
ni
L∑
h=1
yih,
sea yest dado por
yest =
1
N
L∑
i=1
Niyi,
el cual es un estimador insesgado de la media poblacional Y puesto que E(yest) = Y , veamos lo si-
guiente:
E(yest) = E
[
1
N
L∑
i=1
Niyi
]
=
1
N
L∑
i=1
E (yi)Ni
=
1
N
L∑
i=1
Y iNi =
1
N
L∑
i=1
Ni∑
h=1
yih
=
1
N
L∑
i=1
Yi = Y
La precisión de esta estimación está medida por la varianza de la estimación muestral. Así considere-
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mos V (yest), o sea, el promedio de
(
yest − Y
)2
sobre todas las posibles muestras. Ahora
(
yest − Y
)2
=
[
1
N
L∑
i=1
Niyi −
1
N
L∑
i=1
NiY i
]2
=
1
N2
[
L∑
i=1
Ni
(
yi − Y i
)]2
=
1
N2
L∑
i=1
N2i
(
yi − Y i
)2
+
2
N2
∑
i>j
NiNj
(
yi − Y i
) (
yj − Y j
)
promediando y teniendo en cuenta que los productos cruzados se anulan tenemos:
V (yest) =
1
N2
L∑
i=1
N2i E
(
yi − Y i
)2
=
1
N2
L∑
i=1
NiV (yi)
donde
V (yi) =
1
Ni − 1
Ni∑
h=1
(
yih − Y i
)2( 1
ni
− 1
Ni
)
Problema 1.1
mı´n V (yest) =
L∑
i=1
W 2i S
2
i xi (Función Objetivo)
s. a.
L∑
i=1
ni = n (Función Lineal) (R1)
ni ∈ Z+, 1 ≤ ni ≤ Ni, 1 ≤ i ≤ L (R2)
donde Wi =
Ni
N , S
2
i =
1
Ni−1
∑Ni
h=1
(
yih − Y i
)2
y xi =
1
ni
− 1Ni .
La función objetivo no es lineal, si olvidamos (R2) podemos usar Multiplicadores de Lagrange. Sea
V (yi) =
L∑
i=1
W 2i S
2
i xi =
L∑
i=1
aixi
=
L∑
i=1
ai
(
1
ni
− 1
Ni
)
=
∑
i = 1L
ai
ni
−
L∑
i=1
ai
Ni
=
L∑
i=1
ai
ni
+ constante
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donde ai = W
2
i S
2
i . Reescribiendo el problema 1.1 tenemos:
mı´n Z =
L∑
i=1
ai
ni
(Función Objetivo)
s.a.
L∑
i=1
ni = n (R1)
ni ∈ Z+, 1 ≤ ni ≤ Ni, 1 ≤ i ≤ L (R2)
Minimizar la V (yest) es equivalente a minimizar:
f(n1, n2, . . . , nL) =
L∑
i=1
ai
ni
.
Hallando ∇f tenemos:
∇f =
(
−a1
n21
,−a2
n22
, . . . ,−aL
n2L
)
con restricción g(n1, n2, . . . , nL) = (
∑L
i=1 ni − n) = 0, hallando ∇g tenemos:
∇g = (1, 1, . . . , 1) = 1.
Nótese que ∇g 6= 0. Por condición de lagrange ∇f − λ∇g =
(
− a1
n21
,− a2
n22
, . . . ,− aL
n2L
)
− λ1 = 0, bajo la
restricción g(n1, n2, . . . , nL) = 0, tenemos:
−a1
n21
− λ = 0
−−a2
n22
− λ = 0
...
−aL
n2L
− λ = 0

n1 + n2 + . . .+ nL = n
Considerando λ negativo y solucionando las ecuaciones tenemos:
n1 =
√
a1
λ
...
nL =
√
aL
λ

n =
√
a1 +
√
a2 + . . .+
√
aL√
λ
.
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Despejando la solución se tiene:
√
λ =
L∑
i=1
√
ai
n
.
Respuesta:
ni =
√
ai√
λ
=
n
√
ai
L∑
k=1
√
ak
El valor ni es el valor de la muestra para cada estrato i, con i = 1, 2, . . . , L. El valor n es el valor de
la aﬁjación óptima, es decir el tamaño de muestra sobre toda la población, la cual representa todos
los estratos en la muestra, debido a que n = n1 + n2 + · · ·+ nL. El valor n puede obtenerse utilizando
inicialmente muestreo aleatorio simple.
La parte más interesante de esta técnica es que el procedimiento matemático para la obtención de la
muestra está basado en programación matemática.
Se puede presentar los siguientes problemas:
n /∈ Z+, entonces, se redondea.
ni > Ni, entonces, aquí se tendría que redistribuir, ya que se presenta un sobremuestreo.
ni < 1, entonces, tendríamos que tomar como mínimo una unidad en cada estrato.
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2. Análisis de Resultados
2.1. Selección de la muestra por Aﬁjación Optima
Utilizando la base de datos suministrada por la Secretaria de Salud Municipal de los niños nacidos en
Ibagué y municipios aledaños en el año 2014. Se procedió a depurar dicha base. Para su análisis, se
tomó como variable de referencia el nivel educativo de la madre, variable compuesta por 6 categorías.
1. Primaria incompleta.
2. Primaria completa.
3. Secundaria incompleta.
4. Secundaria completa.
5. Universitaria.
6. No sabe, no responde ( N.S.N.R)
La base de datos (ver tabla A1 del Apéndice de Tablas.) se ﬁltró teniendo en cuenta la variable peso,
con el ﬁn de estratiﬁcar la información y utilizar un muestreo por Aﬁjación Optima, ni =
n
√
ai∑k=1
L
√
ai
donde ai = W
2
i ∗ S2i y Wi = NiN es el peso del respectivo estrato1.
Estrato Ni x¯ s
2 Wi ai ni muestra
N1 13927 3203 271387,3 0,7733 162320,6255 696,8761 697
N2 298 3282 229216 0,01654 62,7691 13,7038 14
N3 3384 3207 274254,451 0,1879 9684,6388 107,2199 171
N4 20 2982 277603,6842 0,0001 0,3424 1,0121 2
N5 115 3109 260649,603 0,0083 18,0845 7,3556 8
N6 229 3160 260167,069 0,0127 42,1689 11,2322 12
Total 18008 904
Tabla 2: Tamaños de muestra por estrato mediante aﬁjación óptima
1Solanilla etal (2010, [29])
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En la última columna de la anterior tabla, se muestran los tamaños de muestra obtenidos para cada
estrato. Con base en estos tamaños de muestra, después de calcular un ﬁltro ordenado para cada es-
trato, se realizó una selección del tamaño de muestra en cada estrato utilizando muestreo aleatorio
simple.
2.2. Selección del GAMLSS
Con base en el tamaño y las muestras seleccionadas de la base, se procedió a realizar el ajuste del
Modelo Aditivo Generalizado de Localización, Escala y Forma, que permita representar en forma sig-
niﬁcativa los datos, en donde la variable respuesta Y de caracter binario (1: Bajo peso, 0: Peso nor-
mal), se asocia mediante un enlace logit con las variables independientes:
Tiempo de gestación (tgest).
Tipo de parto (tparto).
Talla de nacimiento (talla).
Número de consultas (nconsul)
Multiplicidad de parto (mparto).
El análisis de este modelo arrojó los siguientes resultados :
Estimate Std. Error t value Pr(>|t|) Signif.
(Intercept) 57.34 6.67 8.60 0.00 ***
tgest -0.87 0.13 -6.62 0.00 ***
tparto -1.46 0.52 -2.79 0.01 **
talla -0.57 0.10 -5.58 0.00 ***
mparto 1.61 0.75 2.15 0.03 *
Tabla 3: Estimación del modelo paramétrico
Se evidencia según la Tabla 3 que las variables paramétricas Tiempo de gestación, Tipo de parto,
Talla y Multiplicidad de parto son altamente signiﬁcativas, tomando como variable repuesta Y de
carácter binario y utilizando como distribución para la variable respuesta la binomial.
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Teniendo en cuenta que los GAMLSS incluyen variables independientes contínuas, las cuales entran
al modelo como funciones suaves, se modiﬁca la inclusión de la variable independiente Talla a entrar
al modelo como variable semiparamétrica, obteniendo los siguientes resultados:
Estimate Std. Error t value Pr(>|t|) Signif.
(Intercept) 49.01 6.80 7.20 0.00 ***
tgest -0.88 0.14 -6.48 0.00 ***
tparto -1.61 0.55 -2.93 0.00 **
pb(talla) -0.40 0.10 -3.85 0.00 ***
nconsul 0.13 0.10 1.35 0.18
mparto 1.50 0.76 1.98 0.05 *
Tabla 4: Estimación del modelo, usando Talla como variable semiparamétrica
Se observa en la Tabla 4 que no hubo cambios sustanciales con respecto al modelo anterior, también
la variable número de consultas no es signiﬁcativa. Por tanto se propone un nuevo modelo en el que
a la media se le agregan las variables más signiﬁcativas y la variable talla sigue ingresando al modelo
de manera no paramétrica. Esto conduce a la obtención del mejor modelo.
Estimate Std. Error t value Pr(>|t|) Signif.
(Intercept) 47.62 6.70 7.11 0.00 ***
tgest -0.82 0.13 -6.36 0.00 ***
tparto -1.38 0.52 -2.68 0.01 **
pb(talla) -0.40 0.10 -3.83 0.00 ***
mparto 1.48 0.74 2.00 0.05 *
Tabla 5: Estimación del mejor modelo, usando Talla como variable semiparamétrica
En la Tabla 5 la signiﬁcancia no cambia, sin embargo se observa una pequeña mejora en los paráme-
tros, lo que asegura menores criterios de información de Akaike, de Bayes y Desvío global. También
en las gráﬁcas de ajuste en el apéndice de gráﬁcas se puede apreciar la calidad del ajuste de cada uno
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de los tres modelos GAMLSS que han sido expuestos.
Ajustes AIC BIC Desvío Global
Primer Ajuste 180.432 204.4606 170.432
Segundo Ajuste 179.9534 212.0476 166.5967
Tercer Ajuste 179.8068 207.8288 168.1449
Tabla 6: Criterios de Información de Akaike y de Bayes para los tres modelos
Variables pii 1− pii Odds Ratio
tgest 0.70 0.30 2.34
tparto 0.81 0.19 4.26
talla 0.63 0.37 1.70
mparto 0.17 0.83 0.2049
Tabla 7: Probabilidad de éxito y fracaso para el Primer Ajuste.
En la tabla 7 se observa el aporte en probabilidad estimada del primer ajuste GAMLSS estimado,
para cada una de las variables signiﬁcativas del modelo ajustado.
Variables pii 1− pii Odds Ratio
tgest 0.70 0.30 2.33
tparto 0.83 0.17 4.88
p(talla) 0.60 0.40 1.50
nconsul 0.47 0.53 0.88
mparto 0.19 0.81 0.23
Tabla 8: Probabilidad de éxito y fracaso para el Segundo Ajuste.
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Se nota en la Tabla 8 que al incluír la variable talla en forma no paramétrica, el valor del parámetro
mejora, no obstante la variable número de consultas no es signiﬁcativa.
Variables pii 1− pii Odds Ratio
tgest 0.70 0.30 2.34
tparto 0.80 0.20 4.00
p(talla) 0.60 0.40 1.50
mparto 0.19 0.81 0.23
Tabla 9: Probabilidad de éxito y fracaso para el Tercer Ajuste.
En la tabla 9 se presenta el mejor modelo, una vez las variables más signiﬁcativas se le incluyen a la
media del modelo y se excluye la variable número de consultas.
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3. Conclusiones
Con base en los análisis propuestos en el presente trabajo, se pueden escribir entre otras las siguien-
tes conclusiones:
El mejor modelo obtenido para explicar el problema del bajo peso al nacer de los neonatos en
Ibagué durante el año 2014 es Log
(
pi
1−pi
)
= 47,62−0,82∗ tgest−1,38∗ tparto−0,40∗pb(talla)+
1,48 ∗mparto.
Por cada unidad (semana) de tiempo de gestación menos que tenga la madre aumenta la proba-
bilidad de que el niño recién nacido tenga bajo peso, lo cual representa 1,34, casi 2 individuos
con bajo peso al nacer.
Cada vez que una madre no tenga parto normal, la población de individuos con bajo peso pue-
de aumentar en 3.
La talla en centímetros de un recién nacido, si bien es una variable altamente signiﬁcativa en el
modelo, para el conjunto de datos disminuye ostensiblemente entre las 40 y 50 centímetros. Se
evidencia una talla con alta dispersión entre los 30 y 40 cms. En promedio con poca dispersión
se encuentran las tallas entre 45 y 50 cms. (ver gráﬁca B.3 del apéndice de )
Con la variable multiplicidad de parto ocurre todo lo contrario, es decir por cada embarazo más
que tenga una mujer, se ganaría casi un individuo para tener peso normal.
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4. Recomendaciones
Se recomienda explorar nuevos modelos GAMLSS, utilizando variables de tipo socioeconómico
que en lo posible fuesen aleatorias, con el objeto de utilizar modelos GAMLSS mixtos .
Examinar para la variable respuesta del modelo, otro tipo de distribuciones teóricas o construí-
das, tales como las mixtas ó jerárquicas.
Tratar de implementar el manejo de Datos Funcionales, o Modelos Generalizados Funcionales a
este tipo de problemas.
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Apéndices
A. Apéndice de Tablas
A.1. Base de datos
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A.2. Nombre de las variables
Variables
Sexo sexo
Peso peso
Talla talla
Año Año
Mes mes
Atención del parto atnparto
Tiempo de Gestación tgest
Número de consultas nconsul
Tipo de Parto tparto
Multiplicidad del Parto mparto
Edad de la Madre edadm
Estado Civil de la Madre ecivilm
Nivel Educativo de la Madre neducm
Lugar de residencia lresi
Número de Hijos nhijos
Número de Embarazos nembar
Edad del Padre edadp
Nivel Educativo del Padre neducp
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B. Apéndice de Gráﬁcas
B.1. Gráﬁca de Ajuste Modelo 1
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B.2. Gráﬁca de Ajuste Modelo 2
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B.3. Gráﬁca de Ajuste Modelo 3
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B.4. Gráﬁca de Variable semiparamétrica Talla
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