Abstract-Resolution is useful in modelling the refutation proof procedure for mechanical theorem proving. Resolution is used in constructing a 'proof' of a 'theorem'. An attempt is made to utilize approximate reasoning methodology in fuzzy resolution. In approximate reasoning methodology -similarity is used in fuzzy inference mechanism. This research proposes that similarity based approximate reasoning -modelling generalised modus ponens/generalised modus tollens -can be used to derive a resolution-like inference pattern in fuzzy logic. The proposal is well-illustrated with artificial examples.
I. INTRODUCTION
In automated theorem proving, resolution is a rule of inference leading to a refutation theorem-proving technique. Applying the resolution rule in a suitable way, it is possible to check whether a propositional formula is satisfiable and construct a proof for satisfiable/unsatisfiable formula. A resolvent of two clauses 1 , 2 containing the complementary literals and ¬ respectively, is defined as
∪ is understood as the disjunction of the literals [1] . It is also a logical consequence of 1 and 2 . A resolution deduction of a clause from a set of clauses is a finite sequence of clauses 1 , 2 , ⋅ ⋅ ⋅ , = such that, each is either a member of or is a resolvent of two clauses taken from . From the resolution principle in propositional logic we deduce that, if is true under some truth valuation , then ( ) = for all , and in particular, ( ) = . A simple resolution scheme is :
1 :
¬ :
In first order logic, resolution condenses the traditional syllogism of logical inference down to single rule. To recast the logical inference using the resolution technique, first the formulae are represented in conjunctive normal form. In this form, all quantification becomes implicit : universal quantifiers on variables ( , , ⋅ ⋅ ⋅ ) are simply omitted as understood, while existentially quantified variables are replaced with Skolem functions.
A first step towards formalization of automated deduction in fuzzy logic was taken by Lee and Chang [2] . Lee's works ( [2] , [3] ) were continued and implemented by many researchers. Lee's fuzzy formulae are syntactically defined as classical firstorder formulae, but they differ semantically as the formulae having a truth value in [0, 1] . An interpretation is defined by an assignment of a truth value to each atomic formula, from which truth values of compound formulae are computed [4] . Interpretation is said to satisfy (or falsify) a formula , if ( ) is at least 0.5 (or atmost 0.5). A formula is said to be unsatisfiable if and only if, it is falsified by all its interpretations. A set of clauses is unsatisfiable in fuzzy logic if and only if, it is unsatisfiable in binary logic [2] . Mukaidono [5] , [6] has generalized Lee's result in the following way: For two clauses 1 , 2 in fuzzy logic, let 1 = ∨ 1 , 2 =∼ ∨ 2 , where 1 and 2 do not contain the literal and ∼ respectively as a factor and have no pair of complementary variables. Then the clause 1 ∨ 2 is said to be a classical resolvent of 1 , 2 written as ( 1 , 2 ) whose keyword is and the contradictory degree of the keyword is ( ). A fuzzy resolvent of 1 , 2 is written as ( 1 , 2 ) , where = ( ) is the contradictory degree of the keyword or the confidence associated with the resolvent. They have computed the truth value of ( 1 , 2 ) from the truth value of ( 1 , 2 ) and the truth values of the atomic formulae. Then, it is proved a set of fuzzy clauses is unsatisfiable if and only if, there is a deduction of empty clause with its confidence of resolvent ∕ = 0 from . Dubois and Prade [7] established fuzzy resolution principle in the case of uncertain proposition. In [8] , antonym-based fuzzy hyperresolution was introduced and its completeness was proved. Fontana and Formato [9] introduced a fuzzy resolution rule based on an extended most general unifier supplied by the extended unification algorithm. S.Raha and K.S.Ray [10] presented a generalised resolution principle that handles the inexact situation effectively and is applicable for both welldefined and undefined propositions. They associated a truth value to every proposition. Our idea is to present, a generalised resolution principle that deals with the fuzzy propositions by the technique of inverse approximate reasoning. The advantage is that, it executes effective resolution and shows its flexibility for automated reasoning. We also define fuzzy resolution on the basis of similarity/dissimilarity measure of fuzzy sets, which is inherent in approximate reasoning. Let us consider two clauses 1 ′ is close to , ′ is close to . In a rule-based system, from a given rule (antecedentconsequent condition) and an observed state of the consequent, we conclude something on the state of the antecedent by applying a method of inference which, we call inverse approximate reasoning. When an observed data matches the consequent part of a given rule, we find that logically many fuzzy sets could be subject to an inference. The problem is to choose the best possible member from the set. The scheme in inverse approximate reasoning looks like as given in the following Table II . Here, fuzzy sets and * are defined over the 
We shall transform the disjunction form of rule into fuzzy implication or fuzzy relation and apply the method of inverse approximate reasoning to get the required resolvent. However, in the case of complex set of clauses the method is not suitable. Hence, we investigate another method of approximate reasoning based on similarity to deduce a fuzzy resolvent.
II. FUZZY RESOLUTION BASED ON INVERSE APPROXIMATE REASONING
In [11] , we investigated some well-used t-norms and tconorms, and corresponding expressions for fuzzy implication. The concept of similarity measure and two algorithms SIAR and INAR for inverse approximate reasoning based on similarity are given there. We apply these methods to obtain a resolvent in fuzzy resolution.
In classical logic we have
(1) Extending this classical logic equivalence to fuzzy logic, we interpret the disjunction and negation as a fuzzy union (t-conorm) and a fuzzy complement, respectively. Fuzzy implication thus obtained is usually referred to in the literature as S-implication.
We now consider the classical logic tautology which is obtained from (1) .
Extending the classical equivalence (2) into fuzzy logic, fuzzy union is transformed to fuzzy implication. In fuzzy resolution we deal with rule of type ' is or is '. Like classical logic, we may transform the rule into 'If is then is ' into fuzzy logic. The equivalent scheme of Table I that conforms fuzzy resolution is given in the Table III. * is [11] that-if the given data is sufficiently dissimilar to the consequent part of a given rule then we conclude that the resulting fuzzy set is sufficiently dissimilar to the antecedent part of the rule. Applying this method in the scheme given in Table III , we get the required resolvent which establishes the fuzzy resolution principle. The algorithm is as follows: ALGORITHM -FRIAR:
Step 1. Translate the rule into fuzzy implication as
, where is an implication operator;
Step 2. Take cylindrical extension of
where ∩ denotes any fuzzy conjunction operator;
Step 4. Obtain * = * on defined by
Mathematically, we get
where is a t-norm used to describe fuzzy conjunction operator.
It is expected that, for the observation ' is ' and the given premise ' is or is ' we can conclude ' is ' by fuzzy resolution. However, for the the observation ' is ' no conclusion can be drawn. We establish the above criteria by the following theorem. 
The similarity between fuzzy sets and * is 0.0 ,i.e., fuzzy set * in observation is dissimilar to fuzzy set in the disjunctive form of rule.
Again, by INAR, we study the shape of the resolvent * for data given in (4), (5) and (6) with different S-implications and different t-norms, which is described in the Tables IV, V and VI, where M, P and B indicate minimum, product and bounded product respectively for t-norms. The result shows that the dissimilarity between * and assures the similarity between * and when the reasoning mechanism is handled using inverse approximate reasoning. Thus the proposition 'given a disjunction and the negation of one of the disjuncts, the other may be inferred' is established in fuzzy logic. Example 2 : Now, we consider the scheme and data of Example 1 except * . Consider * = 0.0/ 1 + 0.1225/ 2 + 0.7225/ 3 +1.0/ 4 in (6). We shall observe the results for the given premise ' ' and data in (4) and (5 We are now going to apply another method SIAR [11] to obtain fuzzy resolvent for the scheme given in Table I . Let us consider another classical logic equivalence ∨ ≡ ∨ ≡ ¬ → (7) The classical logic equivalence (7) can be extended in fuzzy logic with implication and negation function. Then we transform the rule in Table I into its equivalent form ' 1 : If is then is ' over the domain of [0, 1] × . A fuzzy rule may be defined by means of a conjunction for defining a fuzzy Cartesian product rather than in terms of a multivalued logic implication [11] , [12] . Therefore, the rule in 1 is transformed into fuzzy relation as
where is a t-norm describing a fuzzy conjunction. Now, we can apply our method SIAR described in [11] . The algorithm is as follows : ALGORITHM-FRSIAR :
Step 1. Translate given premise p 1 and compute ( , ) by (8).
Step 2. Compute similarity measure ( , * ) using some suitable definition.
Step 3. Modify ( , ) with ( , * ) to obtain the modified conditional relation ( , | * ) using scheme in [11] .
Step 4. Use sup-projection operation on ( ,
We now illustrate the method applied here by some suitable examples. Example 5 : Let us consider the data in Example 1. For completely dissimilar * with and for different t-norms , the shapes of fuzzy resolvent * in are studied here, when we apply SIAR. In each case, it turns out exactly the fuzzy set which corresponds ' '. Example 6 : Consider the data in Example 1 where * is not completely dissimilar with , but dissimilarity exceeds certain threshold. Applying SIAR we observe the shapes of * and compare it with given for different t-norms. Since ( , * ) ≈ 0.92, i.e., * is almost similar to , it establishes fuzzy resolution in reasoning.
In the above methods, we applied INAR or SIAR when the disjunctive knowledge can be transformed into fuzzy implication. However, it may not always be the case. Moreover, when the expert knowledge is in complex form of disjunction it is difficult to apply INAR or SIAR. So, we extend our method in such a way that can deal with complex premises.
III. FUZZY RESOLUTION WITH COMPLEX CLAUSES
In this section, we shall extend the scheme given in Table  I . Let , and be three linguistic variables that take values from the domain , and respectively. We consider the derivation of an inexact conclusion ' ' from two typical knowledge ( premises ) ' ' and ' ' according to the scheme given in Table X [13] concept of approximate reasoning with the application of possibility theory to model a deductive process 'Generalised Disjunctive Syllogism'. They used projection principle and conjunction principle to deduce fuzzy resolvent. Here, we investigate another method which is described in the following algorithm.
ALGORITHM -FRCEP:
Step 1. Translate the premise into fuzzy relation
Step 2. Translate the premise into fuzzy relation
Step 3. Take cylindrical extension of 1 
Step 4. Take cylindrical extension of
Step 5. 
This derivation can be achieved if there is a 0 ∈ such that ( 0 ) = 0 and ′ ( 0 ) = 1 which is possible if the fuzzy sets and ′ are dissimilar, i.e., and are similar for any implication → in derivation. We observe two criteria here. is or is '. Again, we observe that a small change in ′ produces a small change in fuzzy resolventwhich ensures our method is reasonable one.
Let us consider a scheme given in Table XI where variables ( = 1, 2, ⋅ ⋅ ⋅ , ) and the respective fuzzy subsets ( = 1, 2, ⋅ ⋅ ⋅ , ) are defined on universe ( = 1, 2, ⋅ ⋅ ⋅ , ) respectively; variables ( = 1, 2, ⋅ ⋅ ⋅ , ) and the respective fuzzy subsets ( = 1, 2, ⋅ ⋅ ⋅ , ) are defined on universe ( = 1, 2, ⋅ ⋅ ⋅ , ) respectively. ( , ) is almost complementary over the same universe (= ) with the degree of confidence of keyword is ( ) = 1 − ( , ) and the corresponding , are defined over , respectively.
The algorithm is as follows: ALGORITHM -FRAE:
Step 1. Check for pair of literals ( , ), ∀ , from clauses 1 and 2 ; Step 2. If ( , ) is high, i.e., ( , ) > 1 − , is pre-defined threshold then go to the next step and say, is keyword; Otherwise, there is no fuzzy resolvent;
Step 3. Modify either by
Step 5. Repeat the process until empty clause, with the confidence ∕ = 0, is derived for more than two clauses. Hence, we prove the (un)satisfiability of a theorem by the deduction of empty clause from a set of fuzzy clauses.
IV. ARTIFICIAL EXAMPLE
Let us consider variables that range over finite sets or can be approximated by variables ranging over such sets. Example 7 : Consider the premises : is LARGE is SMALL ; : is not SMALL is LARGE ;
in which , and are defined over the universes
Fuzzy sets labelled by , and defined over the universes , and respectively are given in Example 1 and fuzzy set defined over is given by
The similarity between fuzzy sets and ′ is 1.0, i.e., ( , ′ ) = 1.0. Therefore, in two clauses, fuzzy sets ′ in observation is dissimilar to fuzzy set . Hence, we can resolve upon dissimilar pair { , ′ }. We apply ALGORITHM -FRCEP to get the resolvent.
where ∩ denotes any fuzzy conjunction operator and
We modify 
Step 3:
, taking fuzzy conjunction ∩ as t-norm ;
Step 4: Step 6:
Step 7:
Step 8:
Step 9: Project * * on such that
which is completely similar to , i.e., ( ′ , ) = 1.
Even if
′ and ′ in the respective premises and , are not completely dissimilar to and respectively, but the dissimilarity measures attain values greater than certain predefined threshold then we can get a fuzzy resolvent ′ which is almost similar to , using FRCEP. V. CONCLUSION This paper presented a resolution principle for fuzzy formulae based on similarity and approximate reasoning methodology. Similarity is inherent in approximate reasoning and resolution deduction can be used as a rule of inference to generate new clause from a given set of clauses. The essential idea of resolution of two clauses is to search for a literal in a clausal formula that is almost complementary to a literal in the other form. The clause formed by the disjunction of the remaining literals and subsequent removal of the pair of almost complementary literals is a logical consequence. If we put the resolvent in the set of clauses its behaviour (satisfiability) never changes. It can be applied directly to any set of clausal formulae (not necessarily to ground clauses) to test the (un)satisfiability of . To test the unsatisfiability it checks whether contains the empty clause (, as a resolution deduction). This could be a powerful technique in constructing a proof of a theorem using refutation procedure. Examples cited in the paper attempted to demonstrate how resolution can be effectively used to construct a proof of a theorem. Inverse approximate reasoning may be applied to model different goal-directed search techniques. We apply inverse approximate reasoning method to avoid the inherent problem of GMP. Instead of testing complementary literals we use dissimilarity concept of fuzzy literals.
