We study the variable metric forward-backward splitting algorithm for convex minimization problems without the standard assumption of the Lipschitz continuity of the gradient. In this setting, we prove that, by requiring only mild assumptions on the smooth part of the objective function and using several types of line search procedures for determining either the gradient descent stepsizes, or the relaxation parameters, one still obtains weak convergence of the iterates and convergence in the objective function values. Moreover, the o(1/k) convergence rate in the function values is obtained if slightly stronger differentiability assumptions are added. We also illustrate several applications including problems that involve Banach spaces and functions of divergence type.
Introduction
The forward-backward splitting algorithm [20] is nowadays a well-established and widely used first order optimization method that is well suited for an objective function composed by a smooth convex function plus a (possibly nonsmooth) convex simple function. This algorithm has been studied in a number of works [2, 5, 13, 20, 22] which prove weak convergence of the iterates as well as o(1/k) convergence rate in function values. The variable metric version of the forward-backward method aims at accelerating the convergence of the standard algorithm. It was first proposed in [15] and its global convergence property has been established in full generality in [19] where, under an appropriate monotonicity condition on the metrics, the authors prove weak convergence of the iterates. The same algorithm is also analyzed in [16, 24] for the minimization of non convex composite functions and global convergence is achieved by assuming the Kurdyka-Łojasiewicz property, together with compactness conditions, and suitably controlling the behavior of the variable metrics.
In this context, a fundamental and commonly adopted assumption is that the gradient of the smooth part is Lipschitz continuous on the entire space. However, there are a number of applications in which this condition is not satisfied: for instance, in inverse problems when the data fidelity term is based on Banach norms [13, 39] or Bregman distances (e.g., the Kullback-Leibler divergence, which is the appropriate choice when the data are corrupted by Poisson noise [11, 38] ).
Objective and main contribution
In this paper we address the convergence analysis of the variable metric forward-backward splitting algorithm in infinite dimensional Hilbert spaces without the assumption of the Lipschitz continuity of the gradient and using different types of line search procedures. This study provides global convergence guarantees, both in terms of convergence of the iterates and rates of convergence in function values, and shows that the scope of applicability of the algorithm is significantly wider than that for which it was originally devised, up to cover problems involving Banach spaces and objective functions of divergence type. Our analysis is based on a general convergence principle for abstract variable metric descent algorithms which blends the concept of quasi-Fejer sequence with that of a sufficient decreasing condition. This principle simultaneously drives the convergence in the iterates and the convergence in the objective function values. Moreover, we provide a unifying view on several inexact line search procedures that have been proposed in literature in the context of projected/proximal gradient-type algorithms clarifying the relationships among them. We finally remark that, even under standard differentiability assumptions, we advance the related state of the art, since we provide rate of convergence in function values in infinite dimensional setting and we consider an alternative hypothesis on the metrics apart that of monotonicity made in [9, 19] .
Our contribution is detailed below. We consider the problem
where, H is a real Hilbert space and H2 f is Gâteaux differentiable on dom g and ∇f is uniformly continuous on any weakly compact subset of dom g.
For that problem, we study the following algorithm [19] . Let x 0 ∈ dom g and set for k = 0, 1, . . .
where ∇ k and prox k denote the gradient operator and the proximity operator with respect to a given family of scalar products as specified by the following assumption.
H3 ( · | · k ) k∈N is a sequence of possibly varying scalar products (metrics) on H, with induced norms ( · k ) k∈N and associated positive operators (W k ) k∈N (i.e., for every k ∈ N, W k : H → H is such that · | · k = · | W k · ), and
(1.1)
so that x k+1 = J k (x k , γ k , λ k ). Then, the gradient descent stepsizes (γ k ) k∈N and the relaxation parameters (λ k ) k∈N are chosen according to one of the following rules:
LS1 0 < inf k∈N λ k ≤ sup k∈N λ k ≤ 1. Let δ, θ ∈ ]0, 1[,γ > 0, and, ∀ k ∈ N,
LS2 0 < inf k∈N γ k ≤ sup k∈N γ k < +∞. Let δ, θ ∈ ]0, 1[,λ ∈ ]0, 1], and, ∀ k ∈ N,
LS3 0 < inf k∈N γ k ≤ sup k∈N γ k < +∞. Let θ, δ ∈ ]0, 1[,λ ∈ ]0, 1], and, ∀ k ∈ N,
LS4 0 < inf k∈N λ k ≤ sup k∈N λ k ≤ 1. Let δ, θ ∈ ]0, 1[,γ > 0, and, ∀ k ∈ N,
We remark that LS1 and LS4 search for an appropriate stepsize parameter γ k before setting y k , and choose a priori the relaxation parameters λ k 's; while LS2 and LS3, after computing y k with an a priori choice of γ k , search for a suitable relaxation parameter λ k . Note that LS1 and LS2 ask for the descent lemma (Fact 2.6) for f to be locally satisfied, and LS4 attempts to locally fulfill a Lipschitz condition for ∇f .
Our analysis guarantees that, under the mild hypotheses H1-H3 and additional suitable assumptions on the metrics -either H4 or H5 in Section 3.3 -(which are in line with those of [9, 10, 19] ), each of the line search rule above makes algorithm (VM-FBS) capable of generating a minimizing sequence for f + g that also weakly converges to a solution of problem (P). More precisely, denoting by S * the set of solutions of (P), we prove that
• if S * = ∅, then (x k ) k∈N and (y k ) k∈N weakly converge to the same point in S * and (f + g)(y k ) → inf H (f + g); if, in addition, ∇f is Lipschitz continuous on the weakly compact subsets of dom g, then (γ k ) k∈N and (λ k ) k∈N are bounded away from zero and (f + g)(
As a consequence, the above conclusions are also valid when ∇f is L-Lipschitz continuous on dom g and the sequences (γ k ) k∈N and (λ k ) k∈N are chosen a priori (without backtracking) provided that they are bounded away from zero and sup k∈N γ k λ k /ν k < 2/L, ν k being the minimum eigenvalue of the metric · | · k . This result is not covered by the convergence analysis in [19, 20, 21] , since they are based on the theory of fixed point algorithms for averaged nonexpansive operators and the BaillonHaddad theorem [3] , which requires ∇f to have full domain. Moreover, a coupling of the parameters γ k , λ k , and ν k is disclosed which somehow complements the analogue result in [21] . Finally we show that the above results hold also for general placements of the domains of f and g (thus even if dom g ⊂ dom f ) at the cost of requiring coercivity-type conditions and adding a further line search procedure that carry the iterates inside the domain of f before executing any of LS1-LS4. This further generalization allows to treat, e.g., linear inverse problems with Poisson noise, that requires smooth terms of divergence type.
Comparison with related works
In literature concerning the forward-backward algorithm, the problem of removing the requirement of the Lipschitz continuous gradient for the smooth part has been receiving growing attention during the last years. Currently there are two streams of research on this issue. The first one focuses on a restricted class of smooth functions that do not enjoy Lipschitz continuous gradient, but possess other special properties. The work [40] belongs to this kind of studies: for H finite dimensional, it analyses the case that f is a smooth self-concordant function and addresses both global and local convergence. The second research line considers a wide class of smooth functions (e.g., continuously differentiable) and introduce line searches to determine the parameters of the algorithm. Our work is within this stream. In the following we discuss two aspects.
The forward-backward algorithm without the Lipschitz assumption
The literature on the forward-backward algorithm in the absence of the Lipschitz assumption is scarse. The pioneering work by Tseng and Yun [42] is the first that considers a variable metric forward-backward algorithm in finite dimensional spaces, where the smooth part is only continuously differentiable (possibly non-convex). They proposes a general Armjio-type line search rule and prove that cluster points of the generated sequence are stationary points. Special instances of this general line search are also employed in the recent works [6, 9] which advances the theory for the convex case by addressing global convergence of the iterates and rate of convergence in function values without the Lipschitz assumption. However, these studies are not completely satisfying since in [6] the proposed line searches are not quite suitable for the forward-backward algorithm (as we discuss below), the o(1/k) convergence rate in function values is obtained only in finite dimension, and the differentiability assumptions are not completely relaxed, so that, e.g., functions of divergent type may remain out of scope; while in [9] the analysis is conducted in finite dimensional spaces and demands dom g to be closed and still the Lipschitz assumption for the O(1/k) rate of convergence in function values. On the other hand, the special case of the gradient projection method [27, 31, 29] have been studied for long time by requiring just the continuity of the gradient of the objective function and using different types of line searches for determining the step lengths [7, 8, 14, 25, 34] . In particular, for the convex and finite dimensional case, [29] proves convergence of the iterates using two types of Armijo line searches, while in the recent [10] , both convergence of the iterates and a O(1/k) convergence rate in function values are proved for the variable metric (scaled) version, assuming coercivity of the objective function and local Lipschitz continuity of the gradient.
Line search methods for proximal gradient-type methods
Line search methods for gradient-type algorithms date several decades ago [7, 14, 25, 26] . In the following we position LS1-LS4 with respect to the more recent literature. We notice that, when g is zero, LS1, LS2, and LS3 reduce to the classical Armijo line search along the steepest descent direction [8, 12, 35] . Moreover, when g is the indicator of a closed convex set, LS3 reduces to the Armijo line search along the feasible direction commonly used in gradient projection methods [8, 10, 29] . LS1 (with δ = 1/2 and λ k ≡ 1) has been proposed for the first time in [5] , where the authors provide the rate of convergence in function values of the forward-backward algorithm with no relaxation under the assumption that ∇f is everywhere defined and globally Lipschitz continuous. In that case the line search was introduced to cope with situations in which the Lipschitz constant of ∇f was unknown or expensive to compute. LS3 (with γ k ≡ 1) is a special instance of the general Armijio rule proposed by Tseng and Yun [42] -which we do not explicitly treat here, but is encompassed by our analysis (see Remark 3.14). LS3 has also been employed in [30] within a proximal Newtontype method for convex minimization problems of type (P) in finite dimensional spaces and under Lipschitz assumption. We recall that (VM-FBS) can be seen as a proximal quasi-Newton method: indeed the y k can be equivalently computed as
Unfortunately the proof of global convergence in [30, Theorem 3.1] is not correct. There, it is only proved the descent property and that x k+1 − x k → 0, and mistakenly infered from this that (x k ) k∈N is convergent. Finally, LS4 was originally employed by Tseng in [41] for the more general problem of finding zeros of the sum of two maximal monotone operators. This line search rule has been also recently studied in [6] (with δ ≤ 1/2) in conjunction with the (stationary metric) forward-backward splitting algorithm for convex minimization problems without the assumption of Lipschitz continuous gradient. However, we stress that procedure LS4, at each iteration, calls for multiple evaluations of the gradient -a fact that may lead to significantly increase the computational cost of the algorithm -and, more importantly it may determine shorter stepsizes than those computed by the other line search rules (see Remarks 3.21 and 3.25) . In this regard, we note that the procedure proposed in [41] is designed for general Lipschitz (or even continuous) monotone operators, not specifically for gradient operators. By contrast, LS1-LS3 seem more appropriate to exploit the fact that we are dealing with gradient operators: we demonstrate indeed that they provide larger stepsizes that are consistent with those permitted under the standard Lipschitz assumptions (this issue parallels that between Lipschitz continuity and cocoercivity). In [6] a further line search is also analyzed which is in between LS2 and LS3 with δ = 1/2, but again it leads to determine reduced step lengths (see Remark 3.14).
Outline of the paper
Section 2 contains notations and basic concepts and facts. In Section 3 we first give preliminary results concerning the differentiability assumptions and the well-posedness of the line searches LS1-LS4; then we present an abstract principle which is at the basis of the global convergence properties of variable metric descent algorithms; and finally we study the convergence of algorithm (VM-FBS) in conjuction with the proposed line search procedures. Section 4 shows that the convergence results can be extended to situations in which the domain of g is not contained in the domain of f , relaxing one requirement in H1. Finally, in Section 5 we present examples of problems of type (P ), where the gradient of the smooth part is not Lipschitz continuous, that can be tackled by the proposed algorithm.
Basic definitions and facts
Throughout the paper the notation we employ is standard and as in [2] . We assume that H is a real Hilbert space with scalar product · | · and norm · . If · | · 1 is another scalar product on H, its associated positive operator is V 1 : H → H such that, for every (x, y) ∈ H 2 , x | y 1 = x | V 1 y . We set R + = [0, +∞[ and R ++ = ]0, +∞[ and we denote by ℓ 1 + the set of summable sequences in R + . Moreover, for every (x, y) ∈ H 2 , we set
be a proper function. We set argmin H h = {x ∈ H | h(x) = inf H h}, and when it is a singleton, its unique element, by an abuse of notation, is still denoted by argmin H h.
We recall two fundamental facts about monotone sequences and Fejér sequences. for every k ∈ N. Consider the following statements.
(a) There exists (η k ) k∈N ∈ ℓ 1 + such that, for every k ∈ N, |·|
Then (a) ⇒ (b). 1 Moreover, let S ⊂ H be a nonempty set, and let (x k ) k∈N ∈ H N be a quasi Fejér sequence with respect to S relative to (|·| k ) k∈N . Then, if (b) holds, (i) (x k ) k∈N is bounded and, for every y ∈ S, (|x k − y| k ) k∈N is convergent.
(ii) (x k ) k∈N is weakly convergent to a point of S if and only if every weak sequential cluster point of (x k ) k∈N belongs to S.
Definition 2.4. Let h : H → ]−∞, +∞] be proper and convex and let x ∈ dom h. The function h is said to be Gâteaux differentiable at x ∈ dom h if there exists u ∈ H, such that, for every d ∈ H, [2, p. 243] ); in this case ∂h(x) = {u} and the unique element of ∂h(x) is denoted by ∇h(x). Moreover h is Gâteaux differentiable on A ⊂ H if it is Gâteaux differentiable at every point of A.
Remark 2.5. If h ∈ Γ 0 (H) and it is Gâteaux differentiable at x ∈ dom h, then x ∈ int dom h and h is continuous on int dom h ⊂ dom ∂h [2] .
1 The condition sup k∈N V k < +∞ required in [18] is not necessary, since it is a consequence of |·| 
Suppose that H3 holds. Let k ∈ N and let W k be the positive operator associated to · | · k . We
, being respectively the maximum and minimum eigenvalue of W k . Then
Let h ∈ Γ 0 (H) and let x ∈ dom h. We denote by ∂ k h the subdifferential of h at x in the metric · | · k and we have, for every u ∈ H,
Moreover, if h is Gâteaux differentiable at x we denote by ∇ k h the gradient of h at x in the metric · | · k , and we have ∇h(x) = W k ∇ k h(x) and
Fact 2.7. Assume that H3 holds. Let k ∈ N and let ν k and µ k be the minimum and maximum eigenvalue of W k . Let h ∈ Γ 0 (H) and suppose that h is Gâteaux differentiable on a set C ⊂ H. Let
The proximity operator of h is the map prox h : H → H such that, for every
The following result can be partially derived from the asymptotic behavior of the resolvent of maximal monotone operators [2, Theorem 23.47]. We also provide the bound (2.7), by slightly modifying the proof of [28, Proposition 4.1.5, Chap. XV].
Fact 2.8. Let h ∈ Γ 0 (H) and let γ > 0. Then, for every u ∈ dom h * , we have
In particular, for every
Proof. Let x ∈ dom h and set, for the sake of brevity, p γ = prox γh (x). It follows from (2.6) that
Hence (2.7) follows.
Convergence analysis
In this section we first discuss the hypotheses and the well-posedness of the procedures LS1-LS4. Then, we give a general convergence principle for abstract variable metric descent algorithm (Theorem 3.10). Finally, we study the role and relationships among the proposed line search rules (Proposition 3.13) and prove the convergence properties of algorithm (VM-FBS) (Theorem 3.18).
Preliminary results
We examine assumption H2 and its consequences.
H2 is equivalent to requiring that f is Fréchet differentiable on H and that ∇f is uniformly continuous on bounded sets (see Corollary 3.4(ii)).
(ii) H2 is satisfied if ∇f is Lipschitz continuous on the weak compacts of dom g.
(iii) By Remark 2.5, H2 implies dom g ⊂ int dom f and f is continuous on dom g.
(iv) H2 implies that the function (∇f ) |dom g : dom g → H is continuous -in the relative topology of dom g (see Corollary 3.4(i) below).
(v) Since continuity on compact sets yields uniform continuity (Heine-Cantor theorem), if H is finite dimensional, hypothesis H2 turns to require that f is Gâteaux differentiable on dom g and that (∇f ) |dom g : dom g → H is continuous (with respect to the relative topology of dom g).
The following lemmas are at the basis of our convergence analysis.
Proof. Let us denote by H w the space H endowed with the weak topology. We recall that H w is a locally convex space [37] . Set A = {x} ∪ k∈N [x k ,x k ] and let (U i ) i∈I be an open covering of A in H w . Then there exists i * ∈ I such thatx ∈ U i * . Thus, since U i * is a weak neighborhood ofx, there exists a convex neighborhood V of the origin in H w such thatx
The second part of the statement follows from the first part by just takingx k =x, for every k ∈ N. Lemma 3.3. Let Ω be an open subset of H and let f : Ω → R. Suppose that f is Gâteaux differentiable on a convex set C ⊂ Ω. Let (x k ) k∈N and (x k ) k∈N be sequences in C and letx ∈ C be such that x k ⇀x andx k − x k → 0. Then the following hold:
(i) Suppose that ∇f is uniformly continuous on any weak compact of C. Then
(ii) Suppose that ∇f is Lipschitz continuous on any weakly compact subset of C. Then there exists
Proof. It follows from Lemma 3.2 that
is weakly compact, and moreover
follows from the fact that ∇f is uniformly continuous on A, that, for every k ∈ N,x k , x k ∈ A, and thatx k − x k → 0. Let ε > 0. Then, since ∇f is uniformly continuous on A, there exists δ > 0 such that, for every x, y ∈ A,
, which is continuous (for ∇f is uniformly continuous on A). Therefore, we have
(ii): Since ∇f is Lipschitz continuous on A, there exists L > 0 such that, for every x, y ∈ A,
Corollary 3.4. Let Ω be a nonempty open subset of H and let f : Ω → R. Suppose that f is Gâteaux differentiable on a nonempty convex set C ⊂ Ω and that ∇f is uniformly continuous on any weakly compact subset of C. Then (i) (∇f ) |C : C → H is continuous (in the relative topology of C).
(
Proof. (i): For everyx ∈ C and every (x k ) k∈N in C such thatx k →x, it follows from Lemma 3.
Lemma 3.5. Assume that H1 holds and that f is Gâteaux differentiable on dom g. Let x ∈ dom g and set, for every γ ∈ R ++ and λ ∈ ]0, 1],
Then the following hold.
(iv) Let u ∈ dom g * . Then for every x ∈ dom g and every γ > 0,
Proof. (ii): It is trivial.
(iii): We prove the first part. Let γ ∈ R ++ . Then, since prox γg is non-expansive
Therefore, we derive from Fact 2.8 that
It follows from (3.3) and Fact 2.8.
Finally the following lemma addresses the well-posedness of the definitions of the various proposed line search procedures.
Lemma 3.6. Assume that H1 holds and that f is Gâteaux differentiable on dom g. Let J as in (3.1) and let x ∈ dom g. Suppose that x / ∈ argmin(f + g). Then
(ii) If ∇f is uniformly continuous on any weakly compact subsets of dom g, then
Proof. (i)-(ii):
We first note that, using (2.6), for every γ > 0, we have
otherwise, if ∇f is uniformly continuous on any compact subsets of dom g (case (ii)), we derive from Corollary 3.4(ii) that
Then, (3.4) follows from (3.8) and (3.7), whereas (3.5) follows from (3.9) and (3.7).
Since
follows from Corollary 3.4(ii), as done before.
(iii): We have
and, since for every
Otherwise, if (f + g) ′ (x, y − x) = −∞, clearly (3.12) still holds. Therefore, in any case, it follows from (3.10) and (3.12) that there exists
Remark 3.7. (i) In view of Lemma 3.6(i)-(iii) (applied with respect to each metric · | · k ) and (2.4), the line searches LS1, LS2, and LS4 are well-defined for every δ, θ ∈ ]0, 1[ and everȳ λ ∈ ]0, 1] andγ > 0; and, since y k − x k is a descent direction for f + g, when y k = x k (see the subsequent Lemma 3.12), LS3 is well-defined too.
(ii) The line search methods we presented have different computational costs. LS2 and LS3 are the cheapest one since they require just one evaluation of ∇f and prox g ; LS1 requires multiple evaluation of the proximity operator of g, therefore it is feasible when computing prox g is cheap.
LS4 is the most costly since it demands also to compute ∇f multiple times.
An abstract convergence principle
We present an abstract convergence theorem underlying the different versions of the variable metric forward-backward splitting algorithm we will consider. It uses the property (b) below that blends the concept of quasi-Fejér sequence with that of a sufficient decreasing condition. This result has the same flavor of that given in [1, Section 2.3].
Proposition 3.8. Let (|·| k ) k∈N be a sequence of Hilbert norms on H such that the sequence of the associated positive operators is strongly (that is pointwise) convergent in (H, · ). Suppose that there exists ν > 0 such that, for every k ∈ N, ν · 2 ≤ |·| 2 k . Let h ∈ Γ 0 (H) and let (x k ) k∈N be a sequence in dom h. Set S * = argmin H h and S = {x ∈ H | h(x) ≤ inf k∈N h(x k )}. Consider the following properties (a) (h(x k )) k∈N is decreasing; (b) There exist (α k ) k∈N in R N ++ , with sup k∈N α k < +∞, and (η k ) k∈N and (ε k ) k∈N in ℓ 1 + , such that
1. Suppose that (a) is satisfied.
2. Suppose that (a) and (b) are satisfied.
k∈N is a quasi-Fejér sequence with respect to S relative to the sequence of norms
3. Suppose that (a), (b), and (c) are satisfied.
(vi) Ifx ∈ H and (x n k ) k∈N is a subsequence of (x k ) k∈N such that x n k ⇀x, thenx ∈ S * and h(y n k ) → inf H h. (vii) Suppose that S * = ∅. Then (x k ) k∈N and (y k ) k∈N converge weakly to the same point in S * and h(
Proof. (i): Suppose that (x k ) k∈N has a bounded subsequence. Then there exists a subsequence (x n k ) k∈N of (x k ) k∈N andx ∈ H such that x n k ⇀x. Since h is lower semicontinuous and (h(
Moreover, it follows from (i) that (x k ) k∈N does not have any bounded subsequence, hence lim inf k x k → +∞.
(iii): Taking x = x k in (3.13), we have
Now note that, if inf k∈N h(x k ) > −∞, the sequence h(x k ) − h(x k+1 ) k∈N is summable (and positive). Therefore, since (α k ) k∈N is bounded and (ε k ) k∈N is summable, the right hand side of (3.14) is summable.
(iv): Suppose that S = ∅ and let x * ∈ S. Then it follows from (3.13) with x = x * that, for every
Thus, (h(x k+1 ) − inf H h) k∈N is a sequence in R + which is decreasing and moreover, since
is bounded, the right hand side of (3.15) is summable, and hence the sequence α k (h(x k+1 ) − inf H h) k∈N is summable. The statement follows from Fact 2.1.
(vi): Letx ∈ H and let (x n k ) k∈N be a subsequence of (x k ) k∈N such that x n k ⇀x. Since y n k − x n k ⇀ 0, we have y n k ⇀x. Then, since, for every k ∈ N, v n k ∈ ∂h(y n k ), v n k → 0, and ∂h is demiclosed [2] , then we have 0 ∈ ∂h(x), hencex ∈ S * . Moreover, v n k ∈ ∂h(y n k ) yields,
(vii): Suppose S * = ∅. Then, by (iv), (x k ) k∈N is a quasi-Fejér sequence with respect to S * relative to (|·| k ) k∈N . Moreover, (vi) yields that every weak sequential cluster point of (x k ) k∈N belongs to S * . Thus, it follows from Fact 2.3(ii) that (x k ) k∈N converges weakly to a point in S * . Then, by applying (vi) and property (c) to the entire sequence (x k ) k∈N we derive that h(y k ) → inf H h and y k − x k ⇀ 0.
(viii): It follows from (vi) that (x k ) k∈N does not have any bounded subsequence. Therefore lim inf k x k = +∞. If it was inf k h(x k ) > inf H h, then the set S would be nonempty and (iv) would yield that (x k ) k∈N is a quasi-Fejér sequence and hence bounded. Thus, necessarily h(
Remark 3.9. If in (3.13) we consider stationary metrics and replace h(x k+1 ) by h(x k ), we obtain the notion of modified Fejér sequences introduced in [32] . The authors show that that concept is useful to analyze the convergence in function values of splitting algorithms. However the convergence of the iterates is not studied. Now we give the general theorem of convergence for variable metric algorithms. Theorem 3.10. Under the assumption of Proposition 3.8, suppose that (a) in Proposition 3.8 is satisfied and that, if inf k∈N h(x k ) > −∞, conditions (b) and (c) in Proposition 3.8 are satisfied for some (α k ) k∈N and (y k ) k∈N . Then the following hold.
(ii) Suppose that S * = ∅. Then (a) (x k ) k∈N and (y k ) k∈N weakly converge to the same point in S * .
Proof. If inf k∈N h(x k ) = −∞, we are in the case S * = ∅ and the statement follows from Proposition 3.8(ii). If inf k∈N h(x k ) > −∞, then conditions (a), (b) and (c) in Proposition 3.8 are satisfied and the conclusions follow from Proposition 3.8.
Convergence theorems
In this section we finally address the convergence of (VM-FBS) with line searches LS1-LS4. In addition to H1-H3, we will also consider one of the following assumptions on the metrics.
where, ∀ k ∈ N, ν k and µ k are respectively the minimum and maximum eigenvalue of the positive operator W k associated to · | · k .
Remark 3.11.
(i) H4 can be equivalently written as W k+1
(1 + η k )W k and it was considered in [36] for the proximal point algorithm and in [9, 19] for the forward-backward algorithm. In view of Fact 2.3, H4 implies that W k strongly converges to some positive operator.
(ii) H5 encompasses and generalizes the condition assumed in [10] for the scaled gradient projection method, where the W k 's are indeed forced to converge to the identity operator at certain rate. By contrast, we stress that H5 does not implies that the W k 's strongly converge: just take
However, H5 implies that, as k → +∞, W k takes the form of a multiple of the identity operator, but the multiplicative constant may continue to vary with k.
The following result is fundamental and analyzes just one step of (VM-FBS). So, we can avoid to refer to the variable metric and state the result in the metric · | · of the space H. Items (i)-(ii) below are standard and appear explicitly in [42, Lemma 1].
Lemma 3.12. Assume H1 and that f is Gâteaux differentiable on dom g. Let k ∈ N and let γ k ∈ R ++ and λ k ∈ ]0, 1]. Let x k ∈ dom g and set
Proof. (i): By the definition of y k and (2.6) we derive that (x k − y k )/γ k − ∇f (x k ) ∈ ∂g(y k ), and hence that, for every x ∈ dom g,
Taking x = x k in the above inequality, (i) follows.
(ii): It follows from (i) and the fact that
Now, multiplying the above inequality by 2γ k λ k we obtain
and hence, since 2/λ k ≥ 2, the statement follows.
In view of Proposition 3.8(b) and Lemma 3.12(iii), it is clear that to obtain convergence of algorithm (VM-FBS), we need to ensure that the positive quantity
is summable. Now we show how the various line search methods are related to each other and the role that they play in making (3.18) summable.
Proposition 3.13. Under the same hypotheses of Lemma 3.12, let δ ∈ ]0, 1[ and consider the following statements
(ii) If (c) holds, then, for every x ∈ dom g,
Proof. (i): Suppose that (a) holds. Then, using the convexity of f , we derive that
hence (b) holds. Now, suppose that (b) holds. Then, since g(
Therefore, recalling Lemma 3.12(i), (c) follows.
(ii): It follows from (c) that
and hence, multiplying by 2γ k , the statement follows from Lemma 3.12(iii).
(iii): It follows from (3.19) , by taking x = x k .
Remark 3.14. Another condition that is in between (b) and (c) of Proposition 3.13 is the following
where (σ, β) ∈ [0, 1] 2 , 0 < (1 − β)σ < 1, and 1 − δ = (1 − β)σ. More precisely, since
if (b) holds with δ = 1 − (1 − β)σ, then, it follows from (3.20) that (3.21) holds. Moreover, it follows from (3.20) and Lemma 3.12(i) that (3.21) ⇒ (c) with δ = 1 − (1 − β)σ. Note that (3.21) includes (c) by choosing β = 0 and σ = δ. Condition (3.21) (with 0 < σ < 1 and 0 ≤ β < 1) is at the basis of the Armijio line search proposed by Tseng and Yun in [42] , which is also adopted in [9] with β ≤ 1/2. Finally, the second line search method in [6] corresponds to (3.21) with σ = 1, β = δ = 1/2, and λ k ≡ 1, and hence it leads to values of λ k smaller than necessary: by choosing δ close to 1, a larger step along y k − x k is obtained. In view of Proposition 3.13, Proposition 3.17, Corollary 3.15 below, and the discussion above we can claim that our convergence results hold also for the Armjio-type rule considered in [9, 42] .
The following result treats the four line search methods in a unifying manner.
Corollary 3.15. Assume that H1 and H3 hold and that f is Gâteaux differentiable on dom g. Let (x k ) k∈N and (y k ) k∈N be defined according to (VM-FBS) for some sequences (γ k ) k∈N and (λ k ) k∈N . Suppose that one of (a), (b), or (c) in Proposition 3.13 is satisfied in the metric · | · k , for every k ∈ N. Then, the following hold.
(iii) If H4 holds, then, for every x ∈ dom g and for every k ∈ N,
(iv) If H5 holds, then, for every x ∈ dom g and for every k ∈ N,
Proof. (i): Invoking Proposition 3.13(iii) for each metric
(ii): Sinceγ := sup k∈N γ k < +∞, we derive from Proposition 3.13(iii), applied with respect to each metric · | · k , that, for every k ∈ N
(iii): Let k ∈ N and let x ∈ dom g. It is enough to note that, since −(f +g)(x k ) ≤ −(f +g)(x k+1 ), Proposition 3.13(ii), applied with respect to the metric · | · k , yields
Hence, multiplying by (1 + η k ) and taking into account that ·
(iv): It follows from (3.22) and (2.2) that
Hence, dividing (3.23) by ν k , and noting that (f + g)( 
(ii) If H5 satisfied, then settingγ = sup k∈N γ k , condition (b) in Proposition 3.8 is fulfilled with
To finish our convergence analysis it remains to verify (c) in Proposition 3.8.
Proposition 3.17. Assume that H1-H3 hold and define (x k ) k∈N and (y k ) k∈N as in (VM-FBS) with some (γ k ) k∈N and (λ k ) k∈N . Let δ > 0 and consider the following properties:
)(y k ) and for every weakly convergent subsequence
Proof. (i): It follows from Proposition 3.13(i), applied for each metric · | · k , by using a simple contradiction argument.
(ii): Let, for every k ∈ N,
Let (x n k ) k∈N be a subsequence of (x k ) k∈N such that x n k ⇀x for somex ∈ H. We note that, since
)(x n k ) < +∞, hence it follows from the lower semicontinuity of f + g thatx ∈ dom(f + g) ⊂ dom g. Suppose first that (a ′ ) is satisfied and that inf k∈N λ k > 0. Let, for every k ∈ N,γ k = γ k /θ and
Moreover, since (a ′ ) is satisfied, then
Now, since x k+1 − x k k → 0, we derive from (3.25) and (2.2), thatx k − x k → 0 and since x n k ⇀x, it follows from Lemma 3.3(i) that ∇f (x n k ) − ∇f (x n k ) → 0, hence, by Fact 2.7 and the fact that
Moreover,
Thus, (3.28), (3.29) , and (3.27) imply x n k − x n k k /(γ n k λ n k ) → 0 and so, by (3.26),
Finally, since y n k − x n k → 0 and x n k ⇀x, by another application of Lemma 3.3(i), we have that ∇f (y n k ) − ∇f (x n k ) → 0. This together with (3.30), (3.24) and the fact that sup k∈N W k ≤ µ, gives v n k → 0. Now suppose that (b ′′ ) is satisfied and that inf k∈N γ k > 0. Set, for every k ∈ N,λ k = λ k /θ and
Now, since x k+1 − x k k → 0, we derive from (3.31) and (2.2), thatx k − x k → 0 and, since x n k ⇀x, it follows from Lemma 3.3(i) that
Now it follows from (3.33), (3.34), (3.35) , and (3.32) that
and, since x n k ⇀x, we derive again from Lemma 3.3(i) that
Therefore, since sup k∈N W k ≤ µ, (3.24), (3.36), and (3.37), yields v n k → 0.
We finally present the main convergence theorem.
Theorem 3.18. Assume that H1-H3 hold and that either of the two H4 or H5 hold. Let (x k ) k∈N and (y k ) k∈N be generated by algorithm (VM-FBS) using one of the line search procedures LS1-LS4 for determining the parameters (γ k ) k∈N and (λ k ) k∈N . Set S * = argmin H (f + g). Then the following hold.
(iii) Suppose that S * = ∅. Then (a) (x k ) k∈N and (y k ) k∈N weakly converge to the same point in S * .
Proof. Let h = f + g. For any proposed line search method, one of the properties (a), (b), or (c) in Proposition 3.13 is satisfied for every k ∈ N with respect to · | · k , and the corresponding property (a ′ ), (b ′ )-(b ′′ ), or (c ′′ ) in Proposition 3.17 is satisfied too. Therefore, by Corollary 3.15(i), ((f + g)(x k )) k∈N is decreasing and (a) in Proposition 3.8 is fulfilled. Moreover, Remark 3.16 ensures that if
. Finally, Corollary 3.15(ii) and Proposition 3.17(ii) implies that if inf k∈N (f + g)(x k ) > −∞, then (c) in Proposition 3.8 is fulfilled too. Then the statements follow from Theorem 3.10.
Remark 3.19. In the proof of Theorem 3.18, we showed that when H5 is in force, we apply Proposition 3.8 using the metric of the Hilbert space H, instead of the variable metrics ( · | · k ) k∈N of H3 (see Remark 3.16(ii) ). This is why if we assume H5 we do not require the convergence of the W k 's.
Corollary 3.20. Assume that H1-H3 hold and that either H4 or H5 hold. Let (x k ) k∈N be generated by algorithm (VM-FBS) using either LS1 or LS4 with (λ k ) k∈N ≡ 1 (no relaxation). Set S * = argmin H (f + g). Then the following hold. no relaxation is allowed, that is λ k ≡ 1; b) δ is required to be strictly less than 1/2 (this halves the stepsizes compared with those of LS4 -see also Remark 3.25(i)); c) ∇f is required to be uniformly continuous on any bounded subsets of dom g and to map bounded sets into bounded sets; d) the little-o rate of convergence is provided only for H finite-dimensional. Proposition 3.17 and Theorem 3.10 allow also to obtain new convergence results for the standard variable metric forward-backward algorithm (without backtracking) [19] by requiring the Lipschitz continuity of the gradient on the domain of g only.
Theorem 3.22. Assume that H1 and H3 hold and that either H4 or H5 hold. Suppose f is Gâteaux differentiable on dom g and ∇f is L-Lipschitz continuous on dom g for some L ∈ R + . Define (x k ) k∈N and (y k ) k∈N as in (VM-FBS) and suppose (λ k ) k∈N and (γ k ) k∈N are chosen a priori in a such way that inf k∈N λ k > 0, inf k∈N γ k > 0, and sup k∈N γ k λ k /ν k < 2/L. Then the conclusions of Theorem 3.18 hold.
Proof. Assumption H2 is fulfilled too. Set h = f + g and (α k ) k∈N = (β k γ k λ k ) k∈N , where β k is equal to (1 + η k ) if H4 holds, and 1/ν k if H5 holds. Since
Thus, (b) in Proposition 3.13 is satisfied for every k ∈ N with respect to · | · k . Moreover, since (i) Theorem 3.22 provides a worst case rate of convergence which is new.
(ii) Theorem 3.22 shows that the gradient descent stepsize parameter γ k , the relaxation parameter λ k , and the minimum eigenvalues of the metric · | · k are linked together by the condition sup k∈N γ k λ k /ν k < 2/L. Thus, if λ k is reduced (or ν k is increased), one is allowed to enlarge the stepsize γ k , which may therefore exceed 2/L. This result complements that in [21] (for stationary metrics), where the parameters γ k 's and λ k 's appear linked too, but in that case, it is the relaxation parameter that can go beyond the usual bound 1.
(iii) In Theorem 3.22 ∇f is not required to have full domain. Thus, the above result is not covered by the convergence theory developed in [19, 20, 21] , since there a full domain of the gradient is required by the application of the Baillon-Haddad theorem. This aspect has been also noted in [16] .
In view of Theorem 3.18(iii)(d) it is important to know conditions that guarantees that (γ k λ k ) k∈N remains bounded away from zero, since in such case (VM-FBS) has o(1/k) rate of convergence in function values. We now addresses this issue.
Proposition 3.24. Assume that H3 and either H4 or H5 hold. Let f, g ∈ Γ 0 (H) with dom g ⊂ dom f and suppose that f is Gâteaux differentiable on dom g.
(i) Suppose that ∇f is globally Lipschitz continuous on dom g with constant L and that (γ k ) k∈N , and (λ k ) k∈N are generated through algorithm (VM-FBS) using any of the line seaches LS1-LS4. Then
• for LS4, we have inf k∈N γ k ≥ min{γ, δθν/(L sup k∈N λ k })}.
(ii) Suppose that S * = argmin H (f + g) = ∅ and that ∇f is Lipschitz continuous on any weakly compact subset of dom g. Let (γ k ) k∈N , and (λ k ) k∈N be defined according to algorithm (VM-FBS) using any of the line search procedures LS1-LS4. Then inf k∈N γ k > 0 and inf k∈N λ k > 0.
Proof. We first remark that in both statements, H1 and H2 are fulfilled.
(i): First we consider the case that (x k ) k∈N , (γ k ) k∈N , and (λ k ) k∈N are generated using either LS1, LS2 or LS3. Let k ∈ N. Since ∇f is L-Lipschitz continuous on dom g, we derive from the descent lemma (Fact 2.6) that for every γ > 0
and for every λ ∈ ]0, 1],
Moreover, again by (2.2),
It follows from (3.38), (3.40) , and the definition of γ k in LS1 that γ k ≥γ k . Moreover, by (3.41), we have that ifγ k <γ,
Similarly, it follows from (3.39), (3.40) , and the definition of λ k in LS2 or in LS3, and Proposition 3.13(i) (invoked for the metric
We now consider the case that (x k ) k∈N , (γ k ) k∈N , and (λ k ) k∈N are defined according to LS4. Let k ∈ N. Then, for every γ > 0, ∇f 
Now, defineγ
It follows from (3.43) and the definition of
(ii): Assume first that (x k ) k∈N , (γ k ) k∈N , and (λ k ) k∈N are defined according to either LS1 or LS4.
Moreover, according to the definition of γ k in LS1 and LS4, we have respectively
Now, by Theorem 3.18(ii) and (2.2), x k+1 − x k k → 0, hence, by (3.45) and (2.2),
The above inequalities, in view of (2.2), (2.4), and Fact 2.7, imply
Thus, (3.49) and (3.46) yield that,
Moreover, it follows from (3.48) and (3.47) that,
The case LS2 or LS3 is treated in the same way.
Proof. We first prove that g is bounded on
Concerning the first part of the statement, we note that, since g is bounded from below, we have g * (0) < +∞, hence in (3.2) of Lemma 3.5(iv), we can take u = 0, obtaining J(x, γ, 1) − x ≤ γ ∇f (x) + (2γ) 1/2 g(x) + g * (0). Since, by H2 ′ , ∇f is bounded on K 0 and g is bounded on K 0 too, (4.1) follows. Moreover, if x ∈ K 0 and J(x, γ, 1)
Proposition 4.2. Let G be a real Hilbert space, let A : H → G be a non-zero bounded linear operator, let h ∈ Γ 0 (G) and set f = h • A. Let g ∈ Γ 0 (H) and suppose that dom g ∩ int dom f = ∅ and g is bounded from below. Then, the following hold.
(i) f is bounded from above on the sublevel sets of f + g. Moreover, if f is bounded from below, then g is bounded from above on the sublevel sets of f + g. (ii) Suppose that dom f = H, and that, (a) for every α ∈ R, {h ≤ α} ⊂ int dom h and d({h ≤ α}, G \ int dom h) > 0. Then H3 ′ holds. (iii) Suppose that G is finite dimensional, h is coercive, and ∀ α ∈ R, {h ≤ α} ⊂ int dom h. Then f is bounded from below and (a) is satisfied; hence H1 ′ and H3 ′ hold. (iv) In addition to the assumptions in (iii), suppose that dom h = int dom h and that ∇h is continuously differentiable on dom h. Then H2 ′ holds.
Proof. (i): Let α ∈ R and let β ∈ R be such that and β ≤ g. Then, for every x ∈ {f + g ≤ α},
As regards the second part, let ϑ ∈ R be such ϑ ≤ f . Then, for every
(ii): Let x ∈ int dom f ∩dom g and set K = {f +g ≤ (f +g)(x)} and U = int dom h. It follows from
(iii): Since the range of A, R(A), is closed in G, h + ι R(A) is lower semicontinuous and coercive, hence it has a minimizer, sayȳ ∈ R(A). Then, takingx ∈ H such that Ax =ȳ, we have, for every x ∈ H, h(Ax) ≤ h(Ax) = f (x). Thus, f is bounded from below. Let α ∈ R. Since {h ≤ α} is compact and d(·, G \ int dom h) is continuous and strictly positive on {h ≤ α}, then d({h ≤ α}, G \ int dom h) > 0.
(iv): Clearly dom f = A −1 (dom h) = int dom f and f is continuously differentiable on dom f and, for every x ∈ dom f , ∇f (x) = A * ∇h(Ax). Let α ∈ R. It follows from (i) that there exists β ∈ R such that f ≤ β on {f + g ≤ α}. Then, for every x ∈ {f + g ≤ α}, h(Ax) ≤ β, therefore Ax ∈ {h ≤ β}. Since ∇h is continuous on the compact {h ≤ β}, there exists η ∈ R + such that ∇h ≤ η on {h ≤ β}. Thus ∇f (x) ≤ A * ∇h(Ax) ≤ A * η. This proves that ∇f is bounded on the sublevel sets of f + g. Let K be a weakly compact subset of int dom f = A −1 (int dom h). Since A is weak-to-weak continuous, A(K) is a (weakly) compact subset of int dom h. Thus, by the Heine-Cantor theorem, ∇h is uniformly continuous on A(K). Hence ∇f = A * • ∇h • A |dom f is uniformly continuous on K. be the associated Bregman distance. Suppose that, for every x ∈ int dom ϕ, D(x, ·) ∈ Γ 0 (R n ) and D(x, ·) is coercive -this case is studied in [4] (see in particular Lemma 2.6) and occurs, e.g., for the Kullback-Leibler divergence, where ϕ(x) = n i=1 x i log x i − x i . Let b ∈ int dom ϕ, let A : H → R n be a bounded linear operator, and set f = D(b, A·). Thus, in virtue of Proposition 4.2(iii)-(iv), if g ∈ Γ 0 (H) is bounded from below and such that A −1 (int dom ϕ) ∩ dom g = ∅, assumptions H1 ′ -H3 ′ are satisfied.
Under assumptions H1 ′ -H3 ′ , we can modify algorithm (VB-FBS), by adding a further line search for computing y k . More precisely, for LS2 and LS3, the sequence (γ k ) k∈N cannot be chosen a priory anymore, but it has to be computed by the following procedure. Let γ > 0, let x 0 ∈ int dom f ∩dom g, and set K 0 = {f + g ≤ (f + g)(x 0 )}. Then, for every k ∈ N, assume that x k ∈ K 0 , and compute γ k = max γ ∈ R ++ (∃i ∈ N)(γ =γθ i ) J(x k , γ, 1) ∈ dom f . Note that, since x k ∈ int dom f and J(x k , γ, 1) → x k as γ → 0, the procedure (4.3) is well-defined. Moreover, because of Proposition 4.1, if γ k ≤γθ, then J(x k , γ k /θ, 1) / ∈ dom f and hence γ k ≥ c 0 θ. Therefore inf k γ k > 0. Procedure (4.3) ensures that y k ∈ dom f ∩ dom g and the subsequent line search makes sense. Moreover, Proposition 3.13 yields that (f + g)(x k+1 ) ≤ (f + g)(x k ), hence x k+1 ∈ K 0 and the algorithm can continue. Concerning LS1 and LS4, the γ k computed by (4.3) is meant to replaceγ in LS1 and LS4, meaning that, for every k ∈ N, they will do backtracking on γ starting from the output of (4.3). This will make sense of the subsequent procedures LS1 and LS4. Again Proposition 3.13 proves that the next step is descendent and hence x k+1 ∈ K 0 . Note that in LS1, if (λ k ) k∈N ≡ 1, then one can perform LS1 only, since it will automatically search for a point in dom f .
Applications
In this section we illustrate several models that can be tackled by the proposed algorithm. In particular we show that its scope of applicability encompasses problems that involve Banach spaces or functions of divergence type. To that purpose we recall few facts. In the following we give a prominent example in which the duality map of the involved Banach space is explicitly computable.
Problem 5.7. Let H be a real Hilbert space, let n ∈ N with n ≥ 1, and let ϕ be a Legendre function on R n such that ϕ is twice continuously differentiable on int dom ϕ and its associated Bregman distance D (see (4.2)) satisfies the condition: ∀ z ∈ int dom ϕ, D(z, ·) ∈ Γ 0 (R n ) and D(z, ·) is coercive. Let A : H → R n be a bounded linear operator, let b ∈ int dom ϕ, and let g ∈ Γ 0 (H) be such that A −1 (int dom ϕ) ∩ dom g = ∅ and g is bounded from below. Then 
