Stabilization of matrices  by Yarlagadda, R.
Stabilization of Matrices 
R. Yarlagadda 
School of Electrical Engineering 
Oklahoma State University 
Stillwater, Oklahoma 74074 
Submitted by Akton Householder 
ABSTRACT 
This paper considers the conjecture that given a real nonsingular matrix A, there 
exist a real diagonal matrix A with ]&I = 1 and a permutation matrix P such that 
(APA) is positive stable. The conjecture is shown to he true for matrices of order 3 or 
less and may not be true for higher order matrices. A counterexample is presented in 
terms of a matrix of order 65. In showing this, an interesting matrix Ml of order 
2’= 64, which satisfies the matrix equation 2’-‘(M, + M1r) = (MrMrr), has heen used. 
The stability analysis is done by first decomposing the nonsingular matrix into its 
polar form. Some interesting results are presented in the study of eigenvalues of a 
product of orthogonal matrices. A simple function is derived in terms of these 
orthogonal matrices, which traces a hysteresis loop. 
1. INTRODUCTION 
Recently, there has been some interest in the stabilization of matrices by 
a diagonal matrix [l-4]. This has been stimulated by the obvious importance 
of matrix stabilization theory. Also, if A is stable (i.e., if all eigenvalues of A 
have negative real parts), tbe system of linear equations Ax = y can be solved 
by finding the limiting solution of (d/dt)x(t)=Ax(t) as t-m. If A is not 
stable, this method presents problems. However, by using simple transforma- 
tions such as permutation of rows and by multiplying certain rows by proper 
scale factors, the matrix A can be stabilized. Related to this, Folkman [l] 
proved the following result. 
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Let A be a nonsingular matrix. Then a permutation matrix P and a 
diagonal matrix D can be chosen such that A’= DPA has distinct roots with 
negative real parts. 
Unfortunately, Folkman’s results are in the form of existence results 
rather than an effective algorithm. Camion and Hoffman [2] expressed a 
matrix T=(tii) in the form DPA, where A is dominant diagonal, with the 
assumption that all matrices B = ( bji) with 1 tiil = 1 biil, i, j = 1,. . . , n, are nonsin- 
gular. 
Fisher and Fuller [3] proved that there exists a diagonal matrix D such 
that all the roots of DA are positive and simple, for A a real matrix whose 
leading principal minors are positive. 
Ballantine [4] gave a simpler proof for the above result and gave explicit 
(relatively simple) estimates for the entries of D in terms of the entries of A. 
He extended Fisher and Fuller’s result to complex A matrices. It is clear that 
there are no constraints on the diagonal matrix D. 
This paper deals with the following conjecture: 
Let A be an arbitrary real rwnsingulur matrix. Then there exist two 
matrices P and A such that RPA has eigenvalues with positive real pa&, 
where P is a permutation matrix and A=diag(X,,,X,,.. . ,a,,) is a real 
diagonal matrix with l?+il = 1. 
In the following we will identify a matrix having eigenvalues with 
positive real parts as a positive stable matrix. We will use P’s for permutation 
matrices and A’s for real diagonal matrices with diagonal entries IX,,] = 1. In 
this paper, all matrices are real unless otherwise specified. 
Next, let us show that we need to test the conjecture only for orthogonal 
matrices. That is, we will assume that every orthogonal matrix satisfies the 
conjecture and then show that the conjecture is true for all nonsingular real 
matrices. This can be seen by noting first that the positive stability of an 
orthogonal matrix Q’ implies the positive definiteness of its real part. 
Second, if H is a symmetric positive definite matrix and the real part of Q’ is 
positive stable, then Q’H is positive stable (see [7, Corollary 31). Third, if A 
is a real nonsingular matrix, then there exist two matrices Q and H such that 
Q is orthogonal and H is a symmetric positive definite matrix and A = QH 
(polar decomposition [9]). Fourth, from our assumption, there exist a diago- 
nal matrix A and a permutation P such that APQ= Q’ is positive stable. 
Finally, it is clear that this Q’ is orthogonal and hence that Q’H = AP (QH) 
= APA is stable. This implies that if the conjecture is true for orthogonal 
matrices, then it is true for all nonsingular real matrices. Therefore, we will 
concentrate our efforts on orthogonal matrices. 
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2. PRODUCTS OF ORTHOGONAL MATRICES 
Let U be an n x n orthogonal matrix which can be expressed as 
(n-2) (2) 
u= (n-2) Ull u12 ) 
[ I (1) (2) u21 u22 
where Re U = U + UT is positive definite. Also, let n > 3. Notationwise, the 
positive definiteness condition on Re U will be identified hereafter as Re U > 
0 (Re U > 0, if Re U is positive semidefinite). In this paper, we will use real 
part and symmetric part synonymously when applied to matrices. Also, it 
should be noted that for convenience we use Re U = U t UT rather than the 
usual equality Re U= ( U + UT)/2. 
Also, let U, be an orthogonal matrix with 
U1=(IcBR)=[~ ;I, R=[; -21, a2+k2=l, (2) 
where the symbol 63 represents a direct sum. It is clear that R is an 
orthogonal matrix, and therefore it follows that a2+ k2= 1. In the following, 
the properties of the matrix 
u,= u,u (3) 
are studied. To do this, let us define the inertia of an arbitrary matrix A to be 
the ordered integer triple (r(A), v(A), S (A)) =In(A), where 7, v, 6 are the 
numbers of characteristic roots of A having positive, negative and zero real 
parts respectively. 
It is clear that since U, is an orthogonal matrix, 
In U,=In( Uz+ Ul) =InRe U,. (4) 
Next, let us state an important theorem to be used later [5, 61. 
THEOREM 1. Let S be a symmetric matrix with 
s s,2 
s= s-y 
i 1 12 %?2 ’ (5) 
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where S,, is nonsingular. Then 
In S = Ins,, + In( S,, - S,T,S, ‘!& ). (6) 
For a proof of this theorem, see [S] or [8, p. 97. 
Now, let us use this theorem to compute the inertia of U,. Consider 
ReU,=ReU,U= 
u,, + u,T, u,, + U&R = 
RU,, + Uli 1 RU,+ U&R= ’ PI 
where U,, + UL > 0. Using Theorem 1, it follows that 
InU,=In(U,,+U:)+InF=(n-2,0,0)+InF, 
where 
(8) 
F=(RU,,+U&RT)-(RU,,+U,T,)(U11+U;)-1(U12+U&RT). (9) 
Equation (8) implies that the positive stability of U, depends upon the inertia 
of the 2 x 2 symmetric matrix F. Expanding F, we have 
-RU&,+U,T,)-lU,:RT-U&(U,,+U;:)-lU,,. (10) 
If we express R = R,A,, where 
then (10) can be written in terms of R, as 
F(R,)=R,B,+B,TR,-R,A,R,-C,, 
where 
J-4=&[ &2- UT21 (u11+ G )%2]* 
-%=W&,,+ u:)-lu&L 
cl=u,T,(u11+u~)-1u12. 
(12) 
03) 
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Note that F is written as F(R,) to denote the dependence on R,. Let the 
matrix F(R,) be written in the form 
fil fiZ 
WI )= fiZ f22 ’ 
[ 1 (14 
Now, let us state some interesting theorems related to the inertia of 
F(R,). 
THEOREM 2. The inertia of F(R,) must satisfy one of the following: 
(4 InF(R,)=(2,0,0), 
@) InF(4) = (0,2, O), (15) 
(c) InF(R,)=(0,0,2). 
Proof. This can be seen by noting first that Us in (3) satisfies 
as Re U > 0 and 1 U, I= 1. This implies that the product of the eigenvalues of 
the orthogonal matrix Us is equal to + 1. Furthermore, from (8), Us has at 
least n - 2 eigenvahies with positive real parts. The eigenvalues can be real 
or complex, and the complex values must exist in complex conjugate pairs. 
Therefore, it follows that if Us has eigenvalues with zero real parts, then 
there must be an even number of these. Also, if U, has eigenvalues with 
negative real parts, then there must be an even number of these. Now the 
theorem follows from (8). W 
Interestingly, this theorem implies that the determinant of F(R,) satisfies 
IF& )I >o- (16) 
THEOREM 3. The matrix U, defined in (3) satisfies the condition that 
ReU,>O (>O) if F(R,)>O (>O). 
Proof This follows from the fact that In( U,) = In(Re Us) and from (8). n 
Next, let us consider two special cases of interest. 
THEOREM 4. Zf U, in (2) is an nth order identity matrix, i.e., U, = Z,, 
then F(R,) in (14) satisfies 
F(R,) >O. 
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Proof. Since Us = U, U and U, = I,,, it follows that Us = U and In U, = 
In U = (n, 0,O); therefore from (8), InF (R,) = (2,0,0), and the result follows. 
n 
THEOREM 5. If U, in (2) is given by 
U,=L,@(-I,), 
then F (R,) in (14) satisfies the fokwing: 
fil<O> f22<0, F(R,)<O. 
Proof, This theorem follows from (9) with R = - I, and the positive 
definiteness of U+ UT. n 
THEOREM 6. The matrix F (R,) defined in (14) satisfies the following: If 
fil=O, then F(R,)=O. Furthermore, if fil>O, then F(R,)>O. 
Proof. This theorem follows from Theorem 2 and from the fact that 
F (R,) is a symmetric matrix. a 
The above theorem gives an interesting clue for determining the con- 
straints on a in (2) such that U, in (3) satisfies 
ReU,>O. 
The constraints on a for the positive semidefinite case can be determined by 
solving the matrix equation 
F&)=0, 07) 
where R,, defined in (ll), is a symmetric orthogonal matrix. It should be 
clear that - 1 < a < 1, and we will ignore alI solutions of (17) for which 
[al > 1. 
THEOREM 7. The solutions of the matrix quadratic equation (17) are 
contained in the solutions of each of the following matrix equations: 
(I+R,)(B,+B,T-A1-CJ(I+R1)=O, (18) 
(I-R,)(R,+R,T+Al+~l)(~-~l)=O, (19) 
(I+R,)(B,-B,T+A~--C~)(I-R~)=~, (20) 
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where A,, B,, and C, are given in (13). 
Proof. From (17), it follows that 
F(R,)+R,F(R,)R,=O (21) 
and 
R,F(R,)+F(R,)R,=o. (22) 
Adding (21) and (22) an d using the fact that R, is a symmetric orthogonal 
matrix, the equation (18) f 0 II ows. The remaining equations follow along the 
same lines. n 
This theorem can now be used to solve (17). In particular, we will use 
(18). Before we consider the actual solution, let us derive some properties of 
the symmetric matrix in (18), identified here as 
M=B,+B:-Al-Cl= ; 7 
[ 1 
In this paper, the only case used is when M is diagonal. However, to be 
general, we will derive properties in general terms. 
THEOREM 8. The matrix M in (23) satisfies the folluwing: 
(4 
(b) 
p>o>q, 
InM= (l,l,O). 
(24 
(25) 
Proof. Consider the matrix 
where A, and U are defined in (11) and (1) respectively. The real part of this 
matrix can be obtained by substituting A, for R in (7). That is, 
(27) 
The first diagonal entry in M, namely p, is positive, since the leading 
principal minor of Re Us of order n - 1 is positive. Note that the leading 
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principal submatrix or order n - 1 is the same in Re U, as it is in Re 17. The 
second diagonal entry, q, is negative, since the second principal minor, 
obtained from Re Us by striking the n - 1 row and n - 1 column, is negative. 
This follows from the fact that U,, + VA > 0 and the (n, n) entry in Re V, is 
negative. Part (b) follows immediately. W 
The explicit solution of (17) can now be obtained by using the above 
theorem. It is clear that R, is a symmetric orthogonal matrix and there are 
only two solutions corresponding to these matrices. These are given by 
with (Rji))2+ (R&2= 1, i = 1,2. The entries in (28) can be expressed ex- 
plicitly in terms of the entries of M in (23). Using (18), we have 
R(l 2), (Y2-P2)+.4d~F 
11' 
(q-p)2+4m2 ’ (29) 
R(12)_ q -(P-d$Gi Wp+d] 
12’ - 
(q-P)2+4m2 ’ 
(30) 
where the upper signs refer to R,(l) and the lower signs refer to Ri2). 
Interestingly, we see from (30) that 
R,(i) < 0, R# <0 , R&R# > 0. (31) 
A special case of interest, of course, is when m =O. For this case, (29) and 
(30) reduce to 
R{;‘=R#=q+p 
4-P’ 
R,‘;‘=R,‘+ 2e 
q-p * 
(32) 
To relate these to the earlier part, we see that F (R,) = 0 for R, = 
R,(l), Ri’). In terms of R, we have from (11) that 
R (l) = @‘)A,, R c2) = Ri2)Al. 
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2.1. Hysteresis Property 
It is clear that F(R,) in (14) is a function of a and k= 2 IL?. 
Specifically, let us consider fii =fil(a, k) in (14). Noting that k = t m , 
we can plot fil(a, m ) and fil(a, - m ), and these are continu- 
ous functions of a for - 1< a < 1. If we piece together these two graphs, 
then we can show that the resulting curve forms a loop, usually referred to as 
a hysteresis loop. Two typical loops are shown in Fig. 1. Let us investigate 
this phenomenon. 
f,,(a) 
A 
m 
a 
(a) 
A 
f,,(a) 
-b 
I (bl 
FIG. 1. Examples of hysteresis loops. 
First, consider the two end points, h, and - h,. The point h, corresponds 
to a = 1 in (2). That is, U, = 1, and Us = U. Therefore, Theorem 4 applies, 
and it follows that F(R,)>O and fii(a=l, k=m)=f,,(a=l, k= 
-m)=h,, p ‘ti q a OS ve uantity. The point - h, corresponds to a = - 1 
in (2). That is, U, = In-s 63 ( - I,), and Theorem 5 applies. Therefore, it 
follows that fil(a= -1, k= +ds)=f,,(a= -1, k= -dg)= 
- h,, a negative quantity. 
Next, let us consider the two points for which fil(a, k)=O. Noting 
Theorem 6, we have the two points R,(i) and R,(f) from (28). That is, 
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fdw&;)) =fdR,, T (2) - RI:)) =0 with R#R# >O. The two points R# 
and R,(f) are shown on the loop. We have assumed for illustrative purposes, 
and will henceforth assume, that R,(i) < R,(f), which amounts to assuming that 
m < 0. A special case of interest is shown in Fig. l(b), where it is assumed 
that R 1’:) = R,‘X). 
NOW, we will consider the remaining parts of the loop. Noting that 
fir(a, m ) and fil(a, - m ) are continuous functions of a for 
-l<a<l, that frr(u,k)=O for (u,k)=(R,(~),R#) and (R,(f), -R$), and 
that frr(LO) = h, and fir( - LO) = - h,, it follows that a typical trace of fir 
will have the form shown in Fig. 1. From this, it can be seen that for the first 
branch of the loop 
I 
=0 for u=R#), 
f~~(u,-m) >0 for u>R#, 
<0 for u<R#. 
Considering the second branch of the loop, we have 
;’ 
=0 for u=RfT), 
fir(U,m) >0 for u>R1(:), 
<0 for u<R$F). 
(35) 
The above analysis shows that the loop can be used to determine whether fil 
is positive, negative or zero for two matrices U, and U given in (1) and (2). 
Noting Theorems 3 and 6, we can state the following result for these two 
matrices. Again, we will assume that m < 0. That is, R{i) < R,(f). 
THEOREM 9. Let U, and tJ be two orthogonal matrices us in (1) and (2), 
with Re U > 0. Then the product U, = U, U satisfies the following: 
ReU,>O if u>R@, k=?dg 
orif u>R,(i), k=-vg, 
(36) 
where it is assumed, for convenience, that R,(i) < R,(f). Conversely, if Re U, > 
0, then the entries in R in (2) sutisfy one of the following: 
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or 
a > R#, k=A/i?, 
where R,(i) < R,(f). 
A similar theorem can be given for m > 0 (R,(i) > R,(f)), and is omitted 
here as it is simple to see. A special case of interest is when R,‘:) = R,(f). In 
this case, Theorem 9 reduces to 
ReU,>O iff a>R#=R#, k=*vm. 
The special case is illustrated in the following example. 
EXAMPLE 1. Consider an orthogonal matrix of the form 
(n-2) (I) (I) 
(37) 
v= 
with Re V > 0. It is clear that V has the same form as U in (l), and that 
Theorem 9 can be applied to determine the positive stability of tJ,V, where 
U, is given in (2). Now, M in (23) is given by 
MC 2%2-(v~l+v:,)(v,,+v~)-1(v~+v12) 0 = 
[ 0 -2 I[ 
which is obviously a diagonal matrix. Therefore, from (28), (32) 
have 
R,c;) = R,(f) = 2 
2+t+ ’ 
R&=@)= _ =a 
(Z+u’) 
1)’ 0 
0 1 -2 ’
and (33), we 
The two solutions can be obtained by using these in (28). It is clear that 
(U,V) is positive stable iff a>R#=R,(y)=(2-u’)/(~+u’). 
For later use, we point out here that when n = 3, V,, and Vi, are scalars 
and V,, = - Vi,. Therefore, for this case, it follows that 0’ =2u,. 
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3. STABILIZATION AND THE CONJECTURE 
In the introduction it was pointed out that if the conjecture is true for 
arbitrary orthogonal matrices, then it is true for arbitrary nonsingular 
matrices. 
THEOREM 10. The conjecture is true for second and third order matrices. 
Proof For the second order case, we need consider only two types of 
orthogonal matrices, and these are given by 
A=[; -1;], Rf=[ _;: Iz;]. (38) 
Since R=A,R' with h,=l@(-l), we need consider only R. If a > 0, then 
ReR >O. If a=0 and k>O, then 
is positive stable. Furthermore, by properly selecting the permutation matrix 
P2 and a diagonal matrix A, with diagonal entries + 1, we can obtain an 
orthogonal matrix A,P2R which has diagonal entries greater than or equal to 
l/V% . The other cases follow similarly. 
For third order matrices, the given orthogonal matrix R, can be written 
after pre- and postmultiplying by permutation matrices P3 and P4 and then 
premultiplying by a diagonal matrix As with diagonal entries k 1. We have 
where a,, > l/m . Note that this is always possible, since there exists at 
least one entry whose absolute value is greater than or equal to l/a in 
any third order orthogonal matrix. If al, = 1, then A,, =A; =0, which 
follows from the fact that R, is an orthogonal matrix. For this case, the 
problem is obviously reduced to the stabilization of the second order 
orthogonal matrix A,,, and the earlier results can be applied. 
Next, let us consider the case l/V? < a,, < 1. For this case, it follows 
that the row matrix A,, is not identically zero. Also, since A, is nonsingular 
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(all ZO), we can express (polar decomposition, [9]) 
4, = R&m (40) 
where S,, is a symmetric positive definite matrix and R, is an orthogonal 
matrix. Also, noting that R, is an orthogonal matrix, it follows that A,,a,, + 
A,,A & = A&z,, + A&A,, = 0. Using (40), we have 
(s,,+u,,Z,)(R,TA,,+A,T,)=O. (41) 
Since a,, >0 and S,, is positive definite, it follows that (41) is true only 
where A,, = - R,A&. Now, let 
R,=(l@R,)R;= (42) 
Using the results obtained for the second order matrices, we can write 
with a > l/a . Again P5 and A, are orthogonal matrices corresponding to a 
permutation and a diagonal matrix, respectively. 
Next, we will show that R,P5R, is positive stable. First, the eigenvalues 
of S,, in (42) are a,, and 1. This can be seen by noting that 
is an orthogonal matrix, and therefore, 
(S,,-u,,Z)A,T2=0. 
Since we assumed that A,, is not identically zero, it follows that a,, is one of 
the eigenvalues of the symmetric positive definite matrix S,. Let the other 
eigenvalue of S, be b, and let 
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where Qi is an orthogonal matrix. Now, 
a11 42 43 
= - SL a11 0 
- 43 0 b 
s = 
a11 42 0 
- 42 a11 0 . 
0 0 l_ 
The last equality follows from the fact that s&& =0 (orthogonahty condi- 
tion) and s& #O as au < 1. Therefore b has to be either + 1 or - 1. Since 
S, > 0, it follows that b = 1. 
Next, let us use these results to prove the positive stability of A4P5R4. 
Consider 
R,=(l~Q,)(A,PsR,)(l~Q,T)= [R 
where k, = 2 k, and the sign depends upon Qi. Next, we will show that 
R, + Rc > 0 by using the results in Sec. 2. It is clear that (44) is in the form 
of (3). From this, and from Example 1, it follows that M in (2.3) will be a 
diagonal matrix, and is M = 2a,, a( -2). Therefore, it follows that R, + Rl > 
0 if 
This is obviously true, since alI > l/fi and a Z l/Lf2 . Since R, is positive 
stable, it follows from (44) and (39) that 
A,P,R, = R,P,A,P,R,P, 
is positive stable. Furthermore, since (A,P5A,P3R,)P4 and P4(A4P5A3P3R3) 
have the same eigenvalues, it follows that (P4A4P5AaPa) R, is positive stable. 
Also, P4A4PsA3P3 can be written as a product of a diagonal matrix with 
diagonal entries + 1 and a permutation matrix. 
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From this it follows that the theorem is true for second and third order 
orthogonal matrices. From the discussion in the introduction, it can be seen 
that the theorem is true. W 
Extension to higher order matrices is rather difficult because of the 
various combinations one should look at. The reviewer claimed that he had 
proved the conjecture for 4 ~4 matrices with considerable difficulty using 
another technique. The conjecture, in general, is not true for higher order 
matrices. A counterexample is presented after the following discussion. 
3.1. An Interesting Matrix Equation 
Consider the matrix equation of order 2’ given by 
A solution of this equation is given by the recursive relation 
Ml = 
M w-1 l-l 
-Ml?, Ml:, 1 
with MO= 1. It is clear from (46) that 
Ml+ M;=(Ml_l+M;l )@(M,T,+W-1) 
(45) 
(46) 
(474 
and 
MlM,T=2(Ml_1M:1 )@2(M,T,M,-1). (4%) 
From these two equations, it can be seen that 
Ml+ MlT=21, (4W 
M, MIT = 2’1 (48b) 
and (46) satisfies (45). Note that the matrices identified by Ml in (46) are 
related to Hadamard matrices. From (48), it follows that 
(49) 
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is an orthogonal matrix, and Mr + MIT > 0. It is clear that each entry in Ml is 
either 2 1. 
3.2. A Counterexample 
Consider the orthogonal matrix in (49) with 2 =6. Let this matrix be 
written in the form 
(n-1) (1) 
N= I 
I 0 0 
0 a k (51) 
0 -k a 0 0 1 
where a = k = l/ a. Next we will show that the conjecture is not true for 
N. That is 
where n = 64. Now consider the orthogonal matrix of order 65, 
APN+NTPTA>O (52) 
for any possible real diagonal matrix A with l&l = 1 and any permutation 
matrix P. 
The matrix N in (51) has the same form as U, in (3). From the results in 
Sec. 2 and from (48a), we see that M in (23) is M=2m,@(-2), which is 
diagonal. It is clear that N + NT > 0 when 7ns2 = f and (see Example 1) 
R,(;) = R,(f) = 
2-2m, 
2+2ms2 ? i * 
Also, permuting the last two rows of N and multiplying N by I,_ i CBA, 
where A is a second order diagonal matrix with + 1 as diagonal entries, will 
not alter this result. Furthermore, the permutation of the last row with any 
one of the first n - 1 rows cannot be allowed, as this operation introduces a 
zero on the diagonal. This leaves only the possibility of testing the positive 
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stability of N, =APN where 
287 
where A5 is a diagonal matrix with k 1 as diagonal entries and P6 is a 
permutation matrix. Note that the operations indicated at the beginning of 
this paragraph can be applied to Ni also, but they lead to essentially the 
same possibilities as considered in the following. Next, let us continue with 
the testing of the positive stability of Ni = APN. Since APN has the same 
eigenvalues as NAP, we need to consider testing the positive stability of 
NAP. Now, 
where 
and each entry in M’ is either k $. It is clear that we need to consider only 
the cases where M;, + M’T, >O. Also, without loss of generality, we can 
assume that 1 M’I > 0. These two facts imply that Re M’, the symmetric part 
of the orthogonal matrix M’, must be positive definite. Now we will show 
that NAP in (55) is not positive stable. It is clear that the stability test 
reduces to the special case (see Example l), as M in (23) is given by 
M=u@(-2), where 
v= m&+m’& ( )-(M~,+M’T,)(M;,+M’T,)-‘(M’,:+M;,)<~. 
Again, this implies that R 1’:) > a = l/a , hence NAP is not positive stable. 
Therefore, the disproof of the conjecture is established. 
I would like to express my thanks to the reviewer for his comment.ss. 
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