In the mining process of underground metal mines, the misjudgment of rock types by on-site technicians will have a serious negative impact on the stability evaluation of rock mass and the formulation of support schemes, which will result in the loss of economic benefits and potential safety hazards of mining enterprises. In order to realize the precise and intelligent identification of rock types, the image data of peridotite, basalt, marble, gneiss, conglomerate, limestone, granite, magnetite quartzite are amplified. Under the target detection framework of Faster R-CNN deep learning, the extraction network based on simplified VGG16 is used to extract and learn features of rock images, and finally the rock type identification system is successfully trained. The experimental verification shows that the system is correct for single-type rock image recognition and the accuracy is more than 96%. In order to realize accurate and intelligent identification of the surrounding rock surface under complex lithological conditions, the multi-type rocks hybrid images are also identified. The results show that the recognition effect is great and the accuracy rate is over 80%. Therefore, this system can accurately identify rock types with similar image features, which proves that the model has strong robustness and generalization ability. It has broad application prospects in rock mass stability evaluation and rock classification in underground mining.
I. INTRODUCTION
With the continuous development of human society and economy, countries around the world are paying increasingly attention to infrastructure construction. In this case, the production capacity of the mining industry is gradually unable to meet the huge demand of mankind. Therefore, in order to protect the safety of miners and equipment, and to maintain efficient mining, engineers and technicians need to accurately identify different types of rock conditions in underground mine, and rationally arrange construction schedules and support schemes. Since the identification of rock types is the basis for determining the rock mass conditions of underground mines, scholars have carried out a lot of The associate editor coordinating the review of this manuscript and approving it for publication was Weimin Huang . researches on the accurate identification of rocks. There are two main methods for conventional rock identification and classification. The first is the physical test method, which uses physical testing methods to detect and identify rock types. For example, X-ray powder diffraction, scanning electron microscopy, infrared spectroscopy, differential thermal analysis, electron probe, hyperspectral imagery, etc. are used for analysis. The second is the method of mathematical statistical analysis, which is to identify the classification characteristics of rocks through traditional mathematical statistics and calculations. Both of the above methods have the defects of complicated experiment, long cycle, and subjective influence, which cannot meet the needs of on-site measurement and identification. In order to extract rock information quickly and accurately, some researchers have studied rock images through intelligent algorithms.
Based on computer vision and machine learning techniques, Thompson and Niekum achieved segmentation, detection, and classification of Atacama desert rocks [1] , [2] . Also in 2005, Marmo et al. proposed a texture recognition method based on neural network, using 532 slice images for neural network training, and using 215 slice images of cretaceous carbonate from southern Italy for automatic texture classification detection of 93% accuracy [3] . Based on the basalt sheet images, Singh et al. extracted 27 characteristic parameters and identified 300 rock sheet images to achieve automatic identification of 92.22% accuracy [4] . Cheng et al. used image processing method to extract and train the gray image of rock slices, and obtained the rock type classification identification model. The rock slice images of Sugeri region were used to test the accuracy of identification. As a result, the recognition speed was faster and the comprehensive effect was better [5] . Młynarczuk used image processing and mathematical morphology methods to process and analyze the data obtained by the laser profiler to classify the rocks based on rock surface characteristics. A classification method based on 6D feature space was proposed, and five kinds of common rocks were correctly classified [6] . Chauhan et al. evaluated the performance and accuracy of machine learning techniques for segmenting rock particles, matrices and pores from grayscale rock images obtained by 3D x-ray tomography [7] . Izadi et al. studied an intelligent system for mineral identification in thin sections based on a Cascade Approach in 2017 [8] . Then, based on the microscopic image of rock slices, Guo et al. constructed a rock particle automatic classification network based on convolutional neural network, and used the microscopic images of the on-site samples to train the network model. The final model identification accuracy reached 98% [9] . In 2017, Hong et al. proposed a method based on image processing, fractal theory and artificial neural network to quantify the geological strength index through the images of rock joint surfaces [10] . In the same year, based on rock texture images, Lepistö et al. proposed an unsupervised feature learning method to autonomously learn the characteristics of rock images [11] . Zhang et al. used the Inception-v3 convolutional neural network model to train and test rock type identification models for granite, phyllite and breccia images by means of migration learning, with an identification probability of 80% [12] . X-ray fluorescence technology was used by Rahman et al to analyze rock microscopic images, and then they used machine learning algorithms to study imaging features and X-ray fluorescence spectrum data. Eventually, it was found that there is a non-linear relationship between them, and the existence of mineral elements can be predicted with higher accuracy. It shows that it is feasible to use the rock surface images to identify minerals [13] .
In summary, the rock identification methods are mostly based on the feature parameter extraction algorithm. Most of the data forms are mainly digital images or spectral features of rock slices, and the original rock images are rarely used directly as data sources. Thus, the obtained identification model is rarely applied directly to the underground mine.
After the rise of deep learning techniques, convolutional neural networks were introduced into the field of rock identification [6] , [14] , [15] . Most of these studies are aimed at the identification of a single type of rock image, but the research on the identification of multi-type rocks hybrid images is rarely involved. However, this is of great significance for the identification of surrounding rock types under complex rock mass conditions. Rock type identification is the basis for rock mass stability evaluation, so the accuracy of rock type identification directly affects rock mass stability evaluation. Therefore, the identification accuracy should be used as the main indicator when selecting the target detection algorithm. The mainstream algorithms for deep learning target detection are YOLO, SSD and Faster R-CNN. Among them, the Faster R-CNN algorithm innovatively proposes the RPN structure for generating candidate regions, which makes the target positioning very accurate. What's more, compared to YOLO and SSD, Faster R-CNN also has obvious advantages in detection accuracy. The purpose of this paper is to study the identification of rock types in relatively stable scenes without the need for immediate feedback and corresponding control operations. Therefore, the requirements for detection speed are not high, so this study chose Faster R-CNN as the basic research algorithm.
In the framework of Faster R-CNN deep learning target detection, the research used simplified VGG16 as the image feature extraction network, adjusted the RPN layer parameter settings, and trained different kinds of rock images through deep learning. Finally, the identification model of rock types suitable for single-type rock and multi-type rocks is obtained, which solves the problem that the previous models are difficult to accurately identify mixed rock images. In the future, the identification model can be transplanted to the mobile device to assist the technician to identify the rock type in a timely and accurate manner.
II. ROCK SPECIES IDENTIFICATION BASED ON FASTER R-CNN A. CONSTRUCTION OF THE OVERALL FRAMEWORK STRUCTURE
Faster R-CNN is mainly composed of RPN and Fast R-CNN [16] . They share a simplified VGG16 network as the underlying feature extraction network. The RPN is used to determine whether the image candidate box contains the detection target, and the main function of the Fast R-CNN is detection. The overall structure of the Faster R-CNN is shown in Figure 1 .
B. BASIC FEATURE EXTRACTION NETWORK
In order to obtain the feature figure, the basic feature extraction network is needed to extract the rock image features. Therefore, the VGG16 that removed the fully connected layer and the last pooling layer was selected as the basic feature extraction network. The network structure and parameters are shown in table 1.
The simplified VGG16 feature extraction network was composed of the convolution layer and the pooling layer. Rock image features cannot be described by simple features such as shape, and the feature law is not obvious. So, identifying rock types requires more advanced and abstract features. When performing convolution operations, it is necessary to ensure that the overall image features are not lost, and the depth of the network needs to meet the requirements of extracting abstract features. Therefore, the entire network increases network depth and improves network learning by stacking several consecutive 3×3 small convolution kernels. At the same time, in order to reduce the over-fitting and improve the generalization ability of the model, the pooling method of all pooling layers was the maximum pooling method, Finally, the length and width of the image were reduced by half after each layer of the maximum pooling operation. As a result, rock feature images will become smaller and smaller, and features will become more concentrated and abstract.
C. RPN NETWORK TRAINING
The principle of the RPN network is shown in Figure 2 .
The input image was formed into a feature map through the basic feature extraction network, and the feature map was scanned using a 3 × 3 sliding window. An eigenvector of length 512 was generated every scan, and this vector was sent to the two fully connected layers of classification and regression. Then, 2k and 4k convolution kernels of size 1 × 1 were used to implement the feature mapping of the classification and regression layers with step size 1. The anchor point in Figure 2 is the center point of the sliding window, and each sliding window determines 9 prediction windows by three kinds of size ratios and three kinds of length and width ratios of 1:1, 1:2, and 2:1. In the figure, k represents the number of prediction windows, so k equal to 9. The 9 prediction windows need to be discarded and selected. First, the prediction window beyond the image boundary was discarded, and then the original label box of the input data and the remaining prediction box were used to calculate the overlap ratio. Finally, the prediction box with the overlap ratio between 0.3 and 0.7 was discarded.
D. FAST R-CNN AND RPN JOINT TRAINING
The network was trained using the alternating training method. Due to the limited amount of data, it is not suitable to start training from zero, so the initialization of the entire network used ImageNet model parameters [17] . Firstly, the RPN network was trained separately to generate a suggestion box, and the parameters were adjusted end to end. Secondly, the training data was separately trained by the Fast R-CNN detection network through the suggestion box generated by the RPN. Then, based on the fixed shared convolutional layers, the Fast R-CNN was used to initialize the RPN network, and then the RPN output candidate box was used as an input to adjust the Fast R-CNN parameters.
The global loss value is calculated according to the following formula:
Among them,
where i is an integer, Pi represents the probability that the i-th candidate detection box is predicted to be the target object, and Pi * represents the indication value corresponding to the i-th candidate detection box. If the candidate detection box is the target object, Pi * takes 1 and if it is the background, Pi 
III. MODEL TRAINING AND LITHOLOGY IDENTIFICATION A. PRODUCTION OF DATA SETS
The images of three kinds of magmatic rocks, two kinds of sedimentary rocks and three kinds of metamorphic rocks were selected as the original data. The data were mainly from the laboratory samples. There were 8 types of rock images, including 121 peridot images, 111 basalt images, 109 granite images, 80 conglomerate images, 89 limestone images, 85 marble images, 135 gneiss images, 104 magnetite quartz images and 200 mixed images of these 8 rocks. A total of 1034 rock images were recorded to form the original data set. The data of the peridotite, basalt, marble, gneiss, conglomerate, limestone, granite and magnetite-quartzite were represented by numbers 0001 ∼ 0008, and part of the original data is shown in table 2.
The core of Faster R-CNN is the deep convolutional neural network. The number of network parameters is extremely large, and the network training must have a large number of input data with labels to support. However, the data labeling work is time-consuming and laborious, so the rock image labeling data is relatively limited. In order to make full use of the limited rock image annotation data for effective model training, this study used a fixed angle rotation, scaling and cropping method to amplify the original data set. The total amount of original image data was amplified to 78143. Then, the data set was divided into two parts: testing and training, in which 90% of each rock images were randomly selected for training, and the remaining images were used for testing.
B. MODEL TRAINING
Under the Tensorflow deep learning framework, the Faster R-CNN rock type identification model was constructed by using Python programming language. Finally, the model was trained by GPU acceleration. The iterations of the whole training process is 40,000 times, the first 30,000 iteration learning ratio is 0.001, and the last 10,000 iteration learning ratio is 0.0001.
During the training process, the classification and regression loss curves (loss function) need to be obtained first, and then their average value should be used to obtain the average loss (loss function). As shown in Figure 3 , when the number of iterations is 0 ∼ 5000, the value of each loss function decreases rapidly. When the number of iterations is 40,000, the loss curve reaches a state of convergence. Therefore, the model when the number of iterations reaches 40,000 could be taken as the final rock type identification model.
C. LITHOLOGY IDENTIFICATION
The validity and stability of the model could be evaluated by test accuracy. When identifying the rock lithology in the test set, it is necessary to calculate the accuracy of the model. The accuracy formula is: Acc = TRUE/TOTAL, where TURE is the number of rocks with correct detection results, and TOTAL is the sum of the single type rock images and the multi-type rock images. By using the model to identify the samples, the correct number of rock images is 71568, so Acc = 0.916. The calculated accuracy rate is over 90%, which can meet the measurement accuracy requirements.
Cheng and Guo [18] proposed a method for granularity analysis of rock flake images based on convolutional neural networks. 4800 samples were tested in HSV, YcbCr and RGB color spaces. The accuracy of the final test data set in the RGB color space reached 98.5%, and the accuracy was also good in the HSV and YcbCr color spaces. The complex environment in underground mine and the taxing work of obtaining microscopic data of rock flakes greatly limit the application of the above methods. On the contrary, the research objects of this paper are the original images of the rocks, which are more suitable for mine engineering. The identification effect of the research model was verified by 8 single-type rock images (as shown in Figure 4 ). The results show that the model can identify the rock and background in the rock images well, and the correct probability of identification is over 96%. Therefore, the rock type identification model can correctly identify peridotite, basalt, marble, limestone, gneiss, conglomerate, granite, magnetite quartzite, and it also can locate the rock well. This model can realize the accurate identification of the original rock images. Compared with the identification of rock flake microscopic images, it has more practical application value in the field of mining engineering.
The surface of basalt is multi-porous and almond structure, and the surface features of conglomerate are similar to basalt, so it is difficult to distinguish the two by images. However, as shown in the results of (b) and (e) in Figure 4 , the identification model can identify the two kinds of rocks well and the accuracy are more than 99%. The results show that the simplified VGG16 convolutional neural network is highly applicable to rock type identification.
Ran et al proposed a wild rock type identification method based on deep convolutional neural network, which can identify six common rock types with an accuracy rate of 97.96%. However, when there are two or more rocks in the same photo, this method will classify them into one type of rock, which means that different types of rocks in the same image cannot be distinguished and identified correctly. Underground metal mines have complex on-site conditions and varied lithology, so they have to face multi-target identification in the field. In order to verify the identification ability of the model in the multi-type rocks condition, the mixed rock sample images were randomly selected as the verification data. The verification data consisted of several randomly selected rock images in this study (as shown in Figure 5 ). The results show that the rock type identification model can not only identify multi-type rocks in the images, but also can accurately identify the rock type of obscured rock images, which indicates that the generalization ability and robustness of this recognition model are strong.Finally, the study provides an intelligent technical means for rapidly identifying the surrounding rock lithology of underground mines in complex environments (as shown in Figure 6 ). Because the rock image identification method is essentially an ergodic analysis of the image pixels. Moreover, the images captured by the high-definition camera at the mine site are basically consistent with the images in the testing set. Therefore, there is not much difference in the identification accuracy between them.
IV. CONCLUSION
Under the framework of Faster R-CNN target detection, the research team used the simplified VGG16 convolutional neural network as the basic feature extraction network. Then, the training data can be obtained by data amplification technology, and the GPU can be used to accelerate the training of the rock type identification model. Finally, the precise identification of the images of peridotite, basalt, marble, gneiss, conglomerate, limestone, granite and magnetite quartzite was realized. When the recognition target is a single-type rock image, the recognition probability is greater than 96%, and the rock and background can be well distinguished. When the image is a multi-type rocks hybrid image, the probability of recognition of most rocks is greater than 80%. In addition, the model can also identify the types of rocks with incomplete images and complex images, which fully proves that the lithology recognition model of this study has strong robustness and generalization ability. The research results show that the simplified VGG16 convolutional network has better feature extraction effect for rock images. During the whole model training and recognition process, the training data and test data are randomly selected, and there are no artificial interventions on the pixel, imaging distance and illumination intensity of the images. Moreover, the rock image features of various lithologies are automatically extracted by the convolutional network, which fully shows that the use of this model to identify the rock types is more intelligent. The research results lay the foundation for the next step to realize the on-site intelligent identification of rock lithology in underground mine.
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