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1. Introduction
Axial symmetry is a characteristic of many real physical problems in three dimensions, modeled by various partial differ-
ential equations. For such applications, the most eﬃcient numerical methods exploit the dimension reduction made possible
by symmetry with respect to the angular variable in cylindrical coordinates. The reduced two-dimensional partial differen-
tial equations present the challenge of degenerate weighting by the radial variable, and the analysis is consequently done
in weighted Sobolev spaces. Finite element methods and various types of solvers have been developed for axisymmetric
Maxwell equations [1–6], the Laplace equation [7], and the Stokes equation [8], to name a few works. While previously
studied methods such as multigrid [5] and adaptive reﬁnement [6] require restrictive assumptions and special treatment of
the radial weight, we show that our method is widely applicable, eﬃcient, and simple to implement.
Negative-norm least-squares methods have been studied for elliptic problems (e.g. [9,10]), div–curl systems (e.g. [1,11]),
and time-harmonic Maxwell equations [12]. In this paper, we follow the least-squares discretization approach taken in [12],
but we apply it in an axisymmetric setting with analysis in appropriate weighted Sobolev spaces. Among the advantages of
the negative-norm least-squares formulation is that the solution is in a weighted L2 space, which allows for approximation
of solutions with low regularity by piecewise constant functions. Moreover, the resulting linear system is symmetric, positive
deﬁnite, and can be solved eﬃciently by the conjugate gradient method with simple mass matrix preconditioning.
The model problem considered in this paper is the axisymmetric case of the three-dimensional time-harmonic Maxwell
equations, given by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∇ ×H= λE+ J in Ω,
∇ × E= −λμH+M in Ω,
μH · n= 0 on ∂Ω,
E× n= 0 on ∂Ω,
(1)
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netic and electric ﬁelds H and E, respectively, are complex-valued vector ﬁelds. The data J and M are complex-valued vector
ﬁelds representing electric and magnetic current densities. We assume that the positive coeﬃcients  and μ, representing
the electric permittivity and magnetic permeability, respectively, are piecewise constant with ﬁnitely many values.
The domain Ω in R3 is assumed to be bounded, simply-connected, and invariant under rotation about the z-axis, with a
polygonal cross-section, denoted by D . In cylindrical coordinates (r, θ, z), the two-dimensional meridian domain is given by
D = {(r, z): (r,0, z) ∈ Ω}. We allow for D to be non-convex. We further assume that the intersection of Ω with the z-axis,
denoted Γ0 := {(0,0, z) ∈ Ω}, is an interval of positive length. The remainder of the boundary of the domain is denoted by
Γ1 := {(r,0, z) ∈ ∂Ω: r > 0}.
If there exists a solution (H,E) to the homogeneous system⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∇ ×H= λE in Ω,
∇ × E= −λμH in Ω,
μH · n= 0 on ∂Ω,
E× n= 0 on ∂Ω,
then λ is said to be a Maxwell eigenvalue. In order to solve the inhomogeneous system (1) for nontrivial data, it is necessary
to assume that λ is not a Maxwell eigenvalue.
The complex-valued system (1) can be reduced to two real-valued systems, both of the form⎧⎪⎪⎨
⎪⎪⎩
∇ × h= ωe+ j in Ω,
∇ × e= ωμh+m in Ω,
μh · n= 0 on ∂Ω,
e× n= 0 on ∂Ω.
(2)
Indeed, if (H,E) solves (1), then (h,e, j,m) = (Re(H), Im(E),Re(J), Im(M)) and (h,e, j,m) = (− Im(H),Re(E),− Im(J),Re(M))
both solve (2). Therefore, we develop a solver for (2) to avoid complex arithmetic. Observe that taking the divergence of the
ﬁrst two equations of (2) yields{∇ · (μh) = −ω−1∇ ·m in Ω,
∇ · (e) = −ω−1∇ · j in Ω. (3)
We shall include these redundant equations in the system (2) in order to obtain a weak formulation where the operator has
a divergence term. This will enable us to prove an inf–sup condition.
The system (2)–(3) can be reduced to the two-dimensional meridian domain D in cylindrical coordinates, under the
assumptions that the vector data j and m in L2(Ω)3 are axisymmetric, and the scalar coeﬃcients  and μ are invariant
under rotation [14]. A scalar-valued function is said to be invariant under rotation if it is constant with respect to θ . A vector
ﬁeld v is said to be axisymmetric provided
v= vr(r, z)er + vθ (r, z)eθ + vz(r, z)ez,
where
er = (cos θ, sin θ,0), eθ = (− sin θ, cos θ,0), ez = (0,0, z)
are the unit cylindrical coordinate vectors. Thus the component functions of an axisymmetric ﬁeld with respect to the
cylindrical coordinate basis are invariant under rotation. The above assumptions imply that the solution vectors e and h are
axisymmetric.
The dimension-reduced equations will be expressed in cylindrical coordinates, so we recall the following expressions of
the differential operators curl, divergence, and gradient applied to some three-dimensional vector ﬁeld v = vrer + vθeθ +
vzez:
∇ × v=
(
1
r
∂vz
∂θ
− ∂vθ
∂z
)
er +
(
∂vr
∂z
− ∂vz
∂r
)
eθ + 1
r
(
∂
∂r
(rvθ ) − ∂vr
∂θ
)
ez,
∇ · v= 1
r
∂
∂r
(rvr) + 1
r
∂vθ
∂θ
+ ∂vz
∂z
,
∇φ = ∂φ
∂r
er + 1
r
∂φ
∂θ
eθ + ∂φ
∂z
ez. (4)
Assuming axisymmetry, all derivatives with respect to θ equal zero. The differential operators curl, divergence, and gradi-
ent give rise to r-dependent operators in the meridian domain (the r–z domain). We shall denote such operators with a
subscript r when they differ from the standard operators. In particular, the curl of a scalar function φ is deﬁned as
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(
−∂φ
∂z
,
1
r
(
∂
∂r
(rφ)
))
, (5)
whereas ∇ × (vr, vz) is the usual scalar curl in two dimensions. The divergence operator ∇r · is deﬁned by
∇r · (vr, vz) ≡ 1
r
∂
∂r
(rvr) + ∂
∂z
vz
and acts on meridian vector ﬁelds v = (vr, vz). When ∂φ∂θ = 0, we identify ∇φ with the meridian vector ﬁeld ( ∂φ∂r , ∂φ∂z ), the
usual gradient in the r–z plane.
An axisymmetric vector ﬁeld u is said to be meridian if uθ = 0, azimuthal if (ur,uz) = 0. Assuming axisymmetry, the
curl of a meridian vector ﬁeld is azimuthal and the curl of an azimuthal vector ﬁeld is meridian. This property implies that
(2) and (3) reduce to two separate systems for the azimuthal and meridian components of h and e in the two-dimensional
domain D:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∇ × (er, ez) = ωμhθ +mθ in D,
∇r × hθ = ω(er, ez) + ( jr, jz) in D,
∇r · (er, ez) = −ω−1∇ · j in D,
(er, ez) · t= 0 on Γ1,
(6)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∇ × (hr,hz) = ωeθ + jθ in D,
∇r × eθ = ωμ(hr,hz) + (mr,mz) in D,
∇r · μ(hr,hz) = −ω−1∇ ·m in D,
(hr,hz) · n= 0 on Γ1,
eθ = 0 on Γ1.
(7)
Here n = (nr,nz) is the unit outward normal and t = (−nz,nr) is the unit tangent vector, oriented counterclockwise. Note
that the boundary condition e× n on Γ1 is equivalent to eθ = 0 and (er, ez) · t= 0 on Γ1. The boundary condition h · n= 0
does not involve hθ , since axisymmetry ensures that the angular component of the normal vector n is zero.
The remainder of the paper is outlined as follows. In Section 2, the least-squares problem is introduced and analyzed,
establishing existence and uniqueness of the solution in L21(D). In Section 3, we introduce discrete subspaces approximating
weighted Sobolev spaces and prove stability and an error estimate for the resulting discrete least-squares system. Finally,
the results of numerical experiments are reported in Section 4, demonstrating a ﬁrst order convergence rate and robustness
with respect to the domain and coeﬃcients. We draw conclusions in Section 5 and analyze a Scott–Zhang type interpolation
operator in Appendix A.
2. The least-squares formulation
We shall consider least-squares formulations of the two systems (6) and (7). First, we deﬁne some weighted Sobolev
spaces involving the boundary conditions of (6) and (7). Let L2α(D) denote the weighted Lebesgue space of measurable
functions v on D bounded in the norm ‖v‖L2α(D) = (
∫
D r
αv2 dr dz)1/2. We denote by Hkα(D) the weighted Sobolev space
of functions in L2α(D) whose weak derivatives up to order k are in L
2
α(D). The seminorm on H
k
α(D) is denoted | · |Hkα(D) .
Further, set
H11,(D) =
{
w ∈ H11(D): w = 0 on Γ1
}
,
H1−(D) = H11(D) ∩ L2−1(D),
H1−,0(D) =
{
w ∈ H1−(D): w = 0 on ∂D
}
,
H11,t(D) =
{
v ∈ H11(D)2: v · t= 0 on Γ1
}
.
The dual of a Hilbert space H is denoted H ′ .
Throughout the paper, we use the notation (·,·)r = (·,·)L21(D) , (·,·)r,τ = (·,·)L21(τ ) , and 〈·,·〉r,Γ1 = (·,·)L21(Γ1) , where τ rep-
resents an element in the discretization of D . This notation is also used for the inner products on the spaces L21(D)
2 and
L21(τ )
2 of vector-valued functions, but the meaning will be clear from context. For vectors v ∈ R2, we denote the Euclidean
norm by |v| = (v2r + v2z )1/2.
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curl1 : L21(D)2 → H1−(D)′,
curl1 : L21(D) → H11,t(D)′,
div : L21(D)2 → H11,(D)′,
curl2 : L21(D)2 → H1−,0(D)′,
curl2 : L21(D) →
(
H11(D)
2)′,
divμ : L21(D)2 → H11(D)′,
by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
〈curl1 v,ψ〉 = (v,∇r × ψ)r for all v ∈ L21(D)2,ψ ∈ H1−(D),
〈curl1u,ψ〉 = (u,∇ × ψ)r for all u ∈ L21(D),ψ ∈ H11,t(D),
〈div v,ψ〉 = (v,∇ψ)r for all v ∈ L21(D)2,ψ ∈ H11,(D),
〈curl2 v,ψ〉 = (v,∇r × ψ)r for all v ∈ L21(D)2,ψ ∈ H1−,0(D),
〈curl2u,ψ〉 = (u,∇ × ψ)r for all u ∈ L21(D),ψ ∈ H11(D)2,
〈divμ v,ψ〉 = (μv,∇ψ)r for all v ∈ L21(D)2,ψ ∈ H11(D).
Consider the weak formulation corresponding to (6),
B1ω(er, ez,hθ ) ≡
⎛
⎝ curl1(er, ez) − ωμhθcurl1hθ − ω(er, ez)
div(er, ez)
⎞
⎠=
⎛
⎝ mθ( jr, jz)
−ω−1∇r · ( jr, jz)
⎞
⎠≡ F1, (8)
and the weak formulation corresponding to (7),
B2ω(hr,hz, eθ ) ≡
⎛
⎝ curl2(hr,hz) − ωeθcurl2eθ − ωμ(hr,hz)
divμ(hr,hz)
⎞
⎠=
⎛
⎝ jθ(mr,mz)
−ω−1∇r · (mr,mz)
⎞
⎠≡ F2. (9)
Here, the operators B jω map L21(D)
3 to Y ′j , with Y1 = H1−(D) × H11,t(D) × H11,(D) and Y2 = H1−,0(D) × H11(D)2 × H11(D).
The solutions of (6) and (8) coincide, as do the solutions of (7) and (9). In Theorem 1 below, we shall show that the weak
formulations (8) and (9) have unique solutions for any data F j in Y ′j satisfying the compatibility conditions〈
F j, y
〉= 0 for all y in ker(B jω)∗, j = 1,2, (10)
where (B jω)∗ denotes the adjoint of B jω . The proof of Theorem 1 will use the following lemma, which is proved in [4]
similarly to [1, Theorem 1].
Lemma 1. For all v in L21(D)
2 ,
(μv,v)r = sup
(φ,q)∈H1−,0(D)×H11(D)
(v,∇r × φ)2r
‖μ−1/2∇r × φ‖2r
+ (μv,∇q)
2
r
‖μ1/2∇q‖2r
.
Theorem 1. If λ = −iω is not a Maxwell eigenvalue, then the operator B jω satisﬁes
C j1(,μ,ω)‖x‖L21(D)3 
∥∥B jω(x)∥∥Y ′j  C j2(,μ,ω)‖x‖L21(D)3 (11)
for all x in L21(D)
3 , j = 1,2.
Proof. The upper inequality in (11) is trivial, so we only prove the lower inequality. First we prove the result for j = 1. The
proof is a compactness argument analogous to the one given for [12, Lemma 2.1]. Suppose, contrary to the result, that there
exists a sequence {xn}n∈N ⊂ L21(D)3, xn = (enr , enz ,hnθ ), satisfying ‖xn‖2L21(D)3 = 1 and ‖B
1
ω(xn)‖2Y ′ < 1/n. We shall arrive at a
contradiction by showing that the sequence {xn}n∈N has a subsequence converging to some x in L2(D)3. To do so, we ﬁrst1
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2
1(D). Given hθ ∈ L21(D), consider the variational problem of ﬁnding
φ ∈ H1−(D) satisfying
a(φ,η) = (∇r × φ,∇r × η)r = (hθ , η)r for all η ∈ H1−(D). (12)
By [7, Proposition 3.1], the bilinear form a(·,·) is bounded and coercive. Therefore, the Lax–Milgram lemma gives the unique
existence of φ in H1−(D) solving (12), and [7, Theorem 3.1] yields the additional regularity ‖φ‖H2−(D)  C‖hθ‖L21(D) , where
H2−(D) = H21(D) ∩ L2−1(D). In particular, ∇r × φ is in H11(D)2. By the weighted Green’s formula [1, Lemma 1], for all η in
C∞0 (D) ⊂ H1−(D) we have
(hθ , η)r = (∇r × φ,∇r × η)r = (∇ × ∇r × φ,η)r .
Thus ∇ × ∇r × φ = hθ in L21(D), since C∞0 (D) is dense in L21(D). Hence〈
(∇r × φ) · t, η
〉
r,Γ1
= (∇r × φ,∇r × η)r − (∇ × ∇r × φ,η)r
= (hθ , η)r − (hθ , η)r = 0
for all η in H1−(D), so (∇r × φ) · t= 0 on Γ1. Thus ∇r × φ is in H11,t(D), with
‖hθ‖L21(D) =
(hθ ,∇ × ∇r × φ)r
‖hθ‖L21(D)
 C (hθ ,∇ × ∇r × φ)r‖φ‖H2−(D)
 C (hθ ,∇ × ∇r × φ)r‖∇r × φ‖H11(D)2
 C sup
ψ∈H11,t (D)
(hθ ,∇ × ψ)r
‖ψ‖H11(D)2
= C‖curl1hθ‖H11,t (D)′ . (13)
Along with [1, Theorem 1], (13) implies
C
∥∥(er, ez,hθ )∥∥2L21(D)3 
∥∥curl1(er, ez)∥∥2H1−(D)′ + ∥∥div(er, ez)∥∥2H11,(D)′ + ‖curl1hθ‖2H11,t (D)′ . (14)
It follows from (14) and∥∥B1ω(er, ez,hθ )∥∥2Y ′ = ∥∥curl1(er, ez) − ωμhθ∥∥2H1−(D)′ + ∥∥div(er, ez)∥∥2H11,(D)′ +
∥∥curl1hθ − ω(er, ez)∥∥2H11,t (D)′
that the sequence xn = (enr , enz ,hnθ ) satisﬁes
‖xm − xn‖2L21(D)3  C
(∥∥B1ω(xm − xn)∥∥2Y ′ + ω2∥∥μ(hmθ − hnθ )∥∥2H1−(D)′ + ω2∥∥((emr , emz )− (enr , enz))∥∥2H11,t (D)′). (15)
Observe that L21(D) is compactly embedded in H
−s
1 (D) for all s > 0. Indeed, if { fn}n∈N is a bounded sequence in L21(D), then
the sequence of rotated functions { f˘n}n∈N is a bounded sequence in L2(Ω). Since L2(Ω) is compactly embedded in H−s(Ω)
for all s > 0, there is a subsequence { f˘ jn }n∈N which converges in H−s(Ω). Considering f jn as an element of H−s1 (D) and f˘ jn
as an element of H−s(Ω), we have
〈 f jn , η〉 =
∫
D
r f jnηdr dz =
1
2π
∫
Ω
f˘ jn η˘dxdy dz =
1
2π
〈 f˘ jn , η˘〉
for all η in Hs1(D). Note that η˘ is in H
s(Ω), since the trace operator is a bijective mapping from H˘ s(Ω) onto Hs1(D) (see
[14, Theorem II.2.1]). It immediately follows that { f jn }n∈N is convergent in H−s1 (D). This shows that L21(D) is compactly em-
bedded in H−s1 (D). Consequently, there is a subsequence of {xn}n∈N , also denoted by {xn}n∈N , which converges in H−s1 (D)3.
Clearly H−s1 (D) is continuously embedded in H1−(D)
′
, for 0 < s < 12 . Indeed, for any ξ in H
−s
1 (D), we have
‖ξ‖H1−(D)′ = sup
η∈H1−(D)
〈ξ,η〉
‖η‖H1−(D)
 sup
η∈H11(D)
〈ξ,η〉
‖η‖H11(D)
= ‖ξ‖H−11 (D)  ‖ξ‖H−s1 (D).
Similarly, H−s1 (D)2 is continuously embedded in H11,t(D)′ . For 0 < s <
1
2 , multiplication by the piecewise smooth coeﬃcient
μ is a bounded operator on Hs(Ω) and hence on Hs1(D) (see [15]). By (15), {xn}n∈N is a Cauchy sequence in L21(D)3 and
therefore converges to some x = (er, ez,hθ ) in L21(D)3. Now ‖x‖L21(D)3 = 1 and B
1
ωx = 0 contradicts the assumption that
λ = −iω is not a Maxwell eigenvalue, as h = (0,hθ ,0) and e = (er,0, ez) satisfy the full three-dimensional system (2)
and (3). Therefore, we may conclude that (11) holds for j = 1.
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‖eθ‖L21(D)  C‖curl1eθ‖H11,t (D)′  C‖curl2eθ‖(H11(D)2)′
for all eθ in L21(D). Together with Theorem 1, this implies
C
∥∥(hr,hz, eθ )∥∥2L21(D)3 
∥∥curl2(hr,hz)∥∥2H1−,0(D)′ +
∥∥divμ(hr,hz)∥∥2H11(D)′ + ‖curl2eθ‖2(H11(D)2)′ .
The rest of the proof proceeds in the same manner as for j = 1. 
As an immediate consequence of Theorem 1, we have existence and uniqueness of solutions to the least-squares prob-
lems of ﬁnding x in L21(D)
3 satisfying
A jω(x,v) =
(
B jωx, B
j
ωv
)
Y ′j
= (F j, B jωv)Y ′j for all v ∈ L21(D)3, (16)
for j = 1,2 and any F j in Y ′j (the compatibility condition (10) is not necessary for the least-squares problem (16)). When the
compatibility condition (10) is satisﬁed, the solutions of (16) coincide with those of the corresponding weak formulations (8)
and (9).
3. Stable approximation
In this section, we describe ﬁnite-dimensional approximation subspaces for which the corresponding discrete least-
squares method is stable. Let Th be a triangulation of D in a quasi-uniform family of meshes aligned with the discontinuities
of the coeﬃcients μ and  . Solutions of the least-squares formulations (8) and (9) have three components in L21(D), which
we approximate simply by the space of piecewise constant functions on the Th , denoted by Xh . We shall also use the
following spaces of piecewise linear continuous functions for approximation in H11(D):
Sh = {u ∈ C0(D): u|τ ∈ P1(τ ) for all τ ∈ Th}⊂ H11(D),
Sh = Sh ∩ H11,(D),
Sh− = Sh ∩ H1−(D).
For stability, we further require edge and element bubble functions. Let τ be a triangle in Th , and denote by λi(r, z) the
i-th barycentric coordinate, for (r, z) in τ and i = 1,2,3. Let e be any edge of τ , with λ3 corresponding to the vertex not
in e. Then we deﬁne the local edge bubble spaces
B(1)e = span{λ1λ2}, B(2)e = span{λ1λ2, rλ1λ2},
the local element bubble spaces
B(1)τ = span{λ1λ2λ3}, B(2)τ = span{λ1λ2λ3, rλ1λ2λ3},
and the global edge and element bubble spaces
Hhe,− =
⊕
eΓ0
B(1)e ,
Hhe, =
⊕
eΓ1
B(1)e ,
Hhe =
⊕
e∈Th
B(1)e ,
Hhe,0 =
⊕
e∂D
B(1)e ,
Hh, je,Γ0 =
⊕
e⊆Γ0
B( j)e ,
Hh, jτ =
⊕
τ∈Th
B( j)τ ,
for j = 1,2. We approximate H11,t(D) by the ﬁnite element subspace Sht = (Sh)2 ∩ H11,t(D). The discrete subspace of Y1 is
deﬁned as Yh = Hh− ×Hht × Hh , where1
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Hht = Sht ⊕
(
Hhe,0
)2 ⊕ (Hh,2τ )2 ⊕ (Hh,1e,Γ0 × Hh,2e,Γ0),
Hh = Sh ⊕ Hhe, ⊕ Hh,1τ .
Similarly, the discrete subspace Y h2 = Hh−,0 ×Hh × Hh ⊂ Y2 is deﬁned by
Hh−,0 = Sh− ⊕ Hhe,0 ⊕ Hh,1τ ,
Hh = (Sh)2 ⊕ (Hhe,−)2 ⊕ (Hh,2τ )2 ⊕ (Hh,1e,Γ0 × Hh,2e,Γ0),
Hh = Sh ⊕ Hhe ⊕ Hh,1τ .
The result of Lemmas 3 and 4 below is an inf–sup condition for the discrete space Y h1 . The proof of Lemma 3 will utilize
the following Green’s formula, which is not a consequence of [1, Lemma 1] since constants are not in H1−(τ ).
Lemma 2. If τ is a triangle with no edges contained in Γ0 (i.e., τ ∩ Γ0 is empty or a vertex), then for all v ∈ H11(τ )2 we have
(∇ × v,1)r,τ =
∫
τ
vz dr dz − 〈v · t,1〉r,∂τ . (17)
Proof. We consider the case that τ ∩ Γ0 is a vertex, as the result follows from [1, Lemma 1] when τ ∩ Γ0 = ∅. Clearly, (17)
holds for the smooth functions in D(τ ). The lemma then follows by the density of D(τ ) in H11(D) (cf. [16, Theorem 11.2]),
provided that the terms in (17) are bounded in (H11(D))
2. The necessary estimates follow directly from the arguments given
in the proof of [1, Lemma 7]. 
Lemma 3. There exists a constant C > 0, independent of h, satisfying
sup
v∈H11,t (D)
(hθ ,∇ × v)r − ω((er, ez),v)r
‖v‖H11(D)2
 C sup
v∈Hht
(hθ ,∇ × v)r − ω((er, ez),v)r
‖v‖H11(D)2
for all hθ in Xh and (er, ez) in (Xh)2 .
Proof. Consider arbitrary but ﬁxed hθ in Xh , (er, ez) in (Xh)2, and v in H11,t(D). By Theorem 4 of Appendix A, there exists a
Scott–Zhang type interpolation operator Πht : H11,t(D) → Sht and a constant C > 0 such that
h−2τ
∥∥u− Πht u∥∥2L21(τ )2 +
∥∥u− Πht u∥∥2H11(τ )2  C‖u‖2H11(τ )2 (18)
for all u in H11,t(D) and all triangles τ in Th , where τ is the union of τ with all neighboring elements. Set ψ = v− Πht v.
For each edge e in Th not contained in ∂D , let te = (tr, tz) be a unit tangent vector on e, with arbitrary orientation. On each
such edge e, deﬁne we in B
(1)
e by we = αλ1λ2 and
∫
e rwe ds =
∫
e rψ · te ds. Using estimates as in the proof of [1, Lemma 5],
for the function qe =∑e∂D we one can verify that
‖qe‖2H11(D)  C
∑
e∂D
h−1τ ‖ψ · te‖2L21(e).
By [1, Lemma 4] and (18), we have
‖qe‖2H11(D)  C
∑
e∂D
h−1τ ‖ψ‖2L21(e)2  C
∑
τ
(
h−2τ ‖ψ‖2L21(τ )2 + ‖ψ‖
2
H11(τ )
2
)
 C‖v‖2
H11(D)
2 (19)
(see also [17] for similar estimates). Deﬁne ue in (Hhe,0)
2 on each edge e  ∂D by
ue =
{
t−1r (we,0) if |tr | |tz|,
t−1z (0,we) otherwise,
and put qe =∑e∂D ue . Then (19) gives ‖qe‖H11(D)2  C‖v‖2H11(D)2 . Moreover, qe satisﬁes
∫
e rq
e · te ds =
∫
e rψ · te ds for all
edges e  ∂D . Applying Green’s formula of Lemma 2 yields
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∫
τ
vz dr dz − hθ 〈v · t,1〉r,∂τ
= hθ
∫
τ
vz dr dz − hθ 〈ψ · t,1〉r,∂τ − hθ
〈
Πht v · t,1
〉
r,∂τ
= hθ
∫
τ
vz dr dz − hθ
〈
qe · t,1〉r,∂τ − hθ 〈Πht v · t,1〉r,∂τ
=
∫
τ
hθ
(
vz −
(
Πht v
)
z − qez
)
dr dz + (hθ ,∇ × (qe + Πht v))r,τ (20)
for all triangles τ ∈ Th having no edge contained in Γ0 (i.e., τ ∩ Γ0 is either empty or a vertex). On each such triangle τ ,
deﬁne wτ = (wr,wz) in (B(2)τ )2 by∫
τ
lwτ dr dz =
∫
τ
l
(
v− Πht v− qe
)
dr dz for all l in span{1, r}. (21)
On all remaining triangles τ , let wτ = 0. Observe that (21) uniquely deﬁnes each component of wτ as the solution of a
square system of linear equations. To see that this system is nonsingular, suppose that φ = αλ1λ2λ3 + βrλ1λ2λ3 satisﬁes∫
τ lφ dr dz = 0 for all l in span{1, r}. Then l = α + βr is in span{1, r}, so∫
τ
l2λ1λ2λ3 dr dz =
∫
τ
lφ dr dz = 0.
Hence l = 0 and φ = 0, which shows that the system corresponding to (21) is nonsingular. Thus wτ is well deﬁned. Since r
is in span{1, r} and hθ ,  , and (er, ez) are constant on τ , the deﬁnition (21) and (20) imply that wτ satisﬁes
(hθ ,∇ ×wτ )r,τ − ω
(
(er, ez),wτ
)
r,τ =
(
hθ ,∇ ×
(
v− Πht v− qe
))
r,τ − ω
(
(er, ez),v− Πht v− qe
)
r,τ .
Using the identity (21) with l = 1 and the same arguments given in the proof of [1, Lemma 6], one can verify that
qτ =∑τ∈Th wτ satisﬁes the estimate
‖qτ ‖2H11(D)2  C
∑
τ∈Th
h−2τ
∥∥v− Πht v− qe∥∥2L21(τ )2 .
The assumption that τ has no edge contained in Γ0 when qτ = 0 is necessary for the above estimate. It is straightforward
to verify that h−2τ ‖qe‖2L21(τ )2  C |q
e|2
H11(τ )
2 , since q
e is a sum of bubble functions on interior edges. Hence
‖qτ ‖2H11(D)2  C
∑
τ∈Th
h−2τ
(∥∥v− Πht v∥∥2L21(τ )2 +
∥∥qe∥∥2L21(τ )2) ‖v‖2H11(D)2 .
Now we treat the triangles τ having an edge e contained in Γ0. In this case, deﬁne the edge bubble function we =
(wr,wz) in H
h,1
e,Γ0
× Hh,2e,Γ0 by
wr = αλ1λ2,
∫
τ
rwr dr dz =
∫
τ
r
(
vr −
(
Πht v
)
r − qer
)
dr dz,
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∫
τ
wz dr dz =
∫
τ
r∇ × (v− Πht v− qe)dr dz,
∫
τ
rwz dr dz =
∫
τ
r
(
vz −
(
Πht v
)
z − qez
)
dr dz.
(22)
Recall that qτ = 0 on τ . By an argument similar to the one given above for element bubble functions, the square system of
linear equations deﬁning wz in (22) is nonsingular. Thus we is well deﬁned. Integration by parts yields the identity∫
r∇ ×we dr dz =
∫
wz dr dz =
∫
r∇ × (v− Πht v− qe)dr dz.
τ τ τ
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∫
τ rλ1λ2 dr dz ≈ h3τ , with constants of equivalence independent of hτ .
Hence
‖wr‖2H11(τ )  Ch
−2
τ ‖wr‖2L21(τ )  Ch
−2
τ |α|2‖λ1λ2‖2L21(τ )
 Chτ |α|2  Ch−5τ
∣∣∣∣
∫
τ
r
(
vr −
(
Πht v
)
r − qer
)
dr dz
∣∣∣∣
2
 Ch−5τ ‖1‖2L21(τ )
∥∥vr − (Πht v)r − qer∥∥2L21(τ )
 Ch−2τ
∥∥vr − (Πht v)r − qer∥∥2L21(τ ).
One can easily verify that ‖wz‖L2(τ )  Ch−2τ |
∫
τ rwz dr dz| for all wz in Be , so
‖wz‖L21(τ )  h
1/2
τ ‖wz‖L2(τ )  Ch−3/2τ
∣∣∣∣
∫
τ
rwz dr dz
∣∣∣∣
= Ch−3/2τ
∣∣∣∣
∫
τ
r
(
vz −
(
Πht v
)
z − qez
)
dr dz
∣∣∣∣
 C
∥∥vz − (Πht v)z − qez∥∥L21(τ ).
It follows that ‖q0‖H11(D)2  C‖v‖H11(D)2 for q0 =
∑
e⊆Γ0 we . In conclusion, the discrete vector ﬁeld vh = Πht v+ qe + qτ + q0
in Hht satisﬁes
(hθ ,∇ × vh)r − ω
(
(er, ez),vh
)
r = (hθ ,∇ × v)r − ω
(
(er, ez),v
)
r,
‖vh‖H11(D)2  ‖v‖H11(D)2 .
This completes the proof of the lemma. 
Lemma 4. There exists a constant C > 0 independent of h satisfying
sup
φ∈H1−(D)
((er, ez),∇r × φ)r − ω(μhθ , φ)r
‖φ‖H1−(D)
 C sup
φh∈Hh−
((er, ez),∇r × φh)r − ω(μhθ , φh)r
‖φh‖H1−(D)
for all hθ in Xh and (er, ez) in (Xh)2 .
Proof. Consider arbitrary but ﬁxed hθ in Xh , (er, ez) in (Xh)2, and φ in H1−(D). As shown in the proof of [1, Lemma 5],
there exists qh in Sh− ⊕ Hhe,− satisfying{(
(er, ez),∇r × qh
)
r =
(
(er, ez),∇r × φ
)
r,
‖qh‖H1−(D)  C‖φ‖H1−(D).
Speciﬁcally, qh = Πh−φ + φe , where φe in Hhe,− satisﬁes ‖φe‖H1−(D)  C‖φ‖H1−(D) and Πh− : H1−(D) → Sh− is a Clement inter-
polation operator satisfying
h−2τ
∥∥φ − Πh−φ∥∥2L21(τ ) +
∥∥φ − Πh−φ∥∥2H1−(τ )  C‖φ‖2H1−(τ ) (23)
(cf. [8, Theorem 2]). On each τ in Th , deﬁne wτ in B(1)τ by∫
τ
rwτ dr dz =
∫
τ
r
(
φ − Πh−φ − φe
)
dr dz.
One can easily verify that ‖wτ ‖L2(τ )  Ch−1τ |
∫
wτ dr dz| for all τ in Th . If τ ∩ Γ0 = ∅, then 0 < r < Chτ on τ . In this case,τ
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1/2
τ ‖wτ ‖L2(τ )  Ch−1/2τ
∣∣∣∣
∫
τ
wτ dr dz
∣∣∣∣
 Ch−3/2τ
∣∣∣∣
∫
τ
rwτ dr dz
∣∣∣∣= Ch−3/2τ
∣∣∣∣
∫
τ
r
(
φ − Πh−φ − φe
)
dr dz
∣∣∣∣
 C
∥∥φ − Πh−φ − φe∥∥L21(τ ).
On the other hand, if τ ∩ Γ0 = ∅, then r0 < r < 2r0 on τ for some r0 > 0. Hence
‖wτ ‖L21(τ )  Cr
1/2
0 ‖wτ ‖L2(τ )  Cr1/20 h−1τ
∣∣∣∣
∫
τ
wτ dr dz
∣∣∣∣
 Cr−1/20 h
−1
τ
∣∣∣∣
∫
τ
rwτ dr dz
∣∣∣∣= Cr−1/20 h−1τ
∣∣∣∣
∫
τ
r
(
φ − Πh−φ − φe
)
dr dz
∣∣∣∣
 C
∥∥φ − Πh−φ − φe∥∥L21(τ ).
Thus ‖wτ ‖L21(τ )  C‖φ − Π
h−φ − φe‖L21(τ ) for all τ in Th . Since φe is a sum of edge bubble functions, the estimate
h−2τ ‖φe‖2L21(τ )  C‖φe‖
2
H11(τ )
holds. Now the weighted inverse estimates given by [8, Lemma 3] and [8, Lemma 4], together
with (23), yield the estimate
‖φτ ‖H1−(D)  C‖φ‖H1−(D)
for the function φτ =∑τ∈Th wτ in Hh,1τ . Observe that(
(er, ez),∇r × wτ
)
r,τ =
(∇ × (er, ez),wτ )r,τ + 〈(er, ez) · t,wτ 〉r,∂τ = 0
for all τ in Th , so ((er, ez),∇r × φτ )r = 0. Therefore, φh = Πh−φ + φe + φτ ∈ Hh− satisﬁes(
(er, ez),∇r × φh
)
r − ω(μhθ , φh)r =
(
(er, ez),∇r × φ
)
r − ω(μhθ , φ)r,
‖φh‖H1−(D)  C‖φ‖H1−(D).
This completes the proof of the lemma. 
Now the discrete inf–sup condition for B1ω is an immediate consequence of Theorem 1, [1, Lemma 6], and Lemmas 3,
and 4. The corresponding results for B2ω may be obtained by simply modifying the boundary conditions in the proofs of the
aforementioned lemmas. Note that the Clement interpolation operators with the appropriate boundary conditions are given
in [8, Section 4.4]. Thus we have the main result of this section, stated as Theorem 2. The constants in this discrete inf–sup
condition depend on the coeﬃcients  , μ, and ω.
Theorem 2. The discrete inf–sup conditions hold, i.e. there exist positive constants C j(,μ,ω) such that
‖xh‖L21(D)3  C j(,μ,ω)
∥∥B jω(xh)∥∥(Yhj )′ (24)
for all xh in (Xh)3 and j = 1,2.
Now we formulate the discrete least-squares method. Deﬁne the operator B jω,h : (Xh)3 → (Yhj )′ by〈
B jω,hx,y
〉= 〈B jωx,y〉 for all x in (Xh)3,y in Yhj , j = 1,2.
Further deﬁne T j : (Yhj )′ → Yhj by (T jf,y)Yhj = 〈f,y〉 for all y in Y
h
j . Then the discrete least-squares problem for each j is to
ﬁnd xh in (Xh)3 such that〈
B jω,hxh, T j B
j
ω,hx
〉= 〈F j, T j B jω,hx〉 for all x ∈ Xh. (25)
For details on the discrete least-squares formulation and its implementation, we refer the reader to [1,4,11]. In particular,
an eﬃcient preconditioner for computing the action of the discrete operators T j is discussed in [1]. The resulting linear
system is symmetric and positive deﬁnite, and the next section will demonstrate that the preconditioned conjugate gradient
method is a fast solver. The discrete solution satisﬁes the following error estimate in L21(D), which follows from Theorem 2
and the abstract result [11, Theorem 2.3].
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Convergence on square domain, with constant coeﬃcients ( = μ = 1).
h L21 error of (er , ez) Ratio L
2
1 error of hθ Ratio PCG Unknowns
1/8 0.0655839 1.9909 0.0309765 1.9687 17 384
1/16 0.0327853 2.0004 0.0155287 1.9948 15 1536
1/32 0.0163932 1.9999 0.0077671 1.9993 16 6144
1/64 0.00819717 1.9999 0.00388316 2.0002 16 24576
1/128 0.00409878 1.9999 0.00194133 2.0003 16 98304
1/256 0.00204944 2.0000 0.000970586 2.0002 17 393216
1/512 0.00102474 2.0000 0.000485271 2.0001 17 1572864
Table 2
PCG iteration counts on square domain, as ω varies with  = μ = 1.
h ω = 0.001 ω = 0.1 ω = 3 ω = 10 ω = 20
1/8 16 14 31 55 53
1/16 14 13 31 86 87
1/32 12 12 31 126 127
1/64 11 12 30 118 188
1/128 11 12 30 105 218
1/256 10 12 30 105 221
1/512 10 12 29 102 190
Theorem 3. The discrete problem (25) has a unique solution which satisﬁes
‖x− xh‖r  C j(,μ,ω) inf
v∈Xh
‖x− v‖r, j = 1,2.
Here x is the unique solution of (16).
4. Numerical experiments
We now present results for the numerical solution of the components (er,hθ , ez) in the time-harmonic system (6).
Essentially the same results have been observed for the remaining components, which solve the system (7). We also remark
that although the analysis in the previous section involved complicated bubble function spaces, the implementation is
simple and straightforward, using only low order polynomials for the local basis functions.
With constant coeﬃcients  = μ = 1 and data
j= (r sinπ z(π sinπr − cosπr), cosπ z(sinπr + πr cosπr)),
mθ = π(r − 1) cosπr cosπ z − r sinπr cosπ z,
∇ · j= 2cosπr sinπ z − π(r + 1) sinπr sinπ z,
the exact solution is (er,hθ , ez) = (r cosπr sinπ z, r sinπr cosπ z, sinπr cosπ z) on the domain D = (0,1)2. The meshes are
uniform triangular, and similar results have been obtained for square meshes. The results reported in Table 1 demonstrate
the theoretically predicted ﬁrst order convergence rate.
Table 2 lists the PCG iteration counts (with relative tolerance 10−12) for the time-harmonic problem as ω varies between
10−3 and 20, with  = μ = 1. The domain is again the unit square, D = (0,1)2. The preconditioner is simply the mass
matrix in the inner product of L21(D)
3, weighted by μ on the component corresponding to hθ and by  on the components
corresponding to er and ez . The operators T j are computed in a manner similar to that of the electrostatic problem [1].
We observe that small values of ω do not affect the convergence of the PCG method, but large values have an adverse
effect. In contrast to the electrostatic and magnetostatic problems, the inf–sup condition for the time-harmonic problem (see
Theorem 2) involves constants depending on the coeﬃcients  , μ, and ω. Thus we do not have uniform convergence with
respect to the coeﬃcients as in the electrostatic problem [1], but this is due to the fundamental diﬃculty of numerically
solving the time-harmonic equations for high frequencies.
Although the convergence behavior of the PCG method deteriorates as the magnitude of the coeﬃcients increases, jumps
in the coeﬃcients have little effect. Indeed, when ω = 1 and
 = μ =
{
1/2 if r, z > 1/2,
1 otherwise,
(26)
the number of PCG iterations is only 16 for h between 1/8 and 1/256.
Finally, we observe that the negative-norm least-squares method performs robustly on non-convex domains as well.
Indeed, the theory developed in this work makes no restriction to convex domains, and numerical experiments demonstrate
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good performance on non-convex domains. Fig. 1 shows two L-shaped, non-convex domains which were tested with the
same data as above. Note that rotation of the two L-shaped domains generates very different three-dimensional domains.
When  = μ = 1, the same exact solution as above satisﬁes the system on both non-convex domains. As in Table 1,
we again observe the ﬁrst order error convergence rate as the mesh size is reﬁned to h = 1/256. The number of iterations
is nearly constant, remaining under 30. When  and μ are both jumping coeﬃcients with values 1/2 and 1 on the two
L-shaped domains, the number of iterations still remains under 30.
5. Conclusions
We have presented a negative-norm least-squares method for the dimension-reduced time-harmonic Maxwell system
under assumptions of axisymmetry, allowing for non-convex domains. Theoretical analysis has veriﬁed the stability of the
methods and has provided quasi-optimal estimates of the error of approximation. The implementation of this method is
quite simple, only requiring low order ﬁnite element and bubble spaces. Consequently, the resulting linear systems are
modest in size and can be solved eﬃciently by iterative techniques.
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Appendix A. A Scott–Zhang type interpolation operator
The result of this appendix is the existence of an interpolation operator Πht : H11,t(D) → Sht satisfying stability and ap-
proximation properties stated in the following theorem. Recall that Sht = (Sh)2 ∩ H11,t(D), and τ denotes the union of τ
with all neighboring elements.
Theorem 4. There exists an interpolation operator Πht : H11(D)2 → (Sh)2 satisfying∥∥Πht v∥∥H11(D)2  C‖v‖H11(D)2 (A.1)
and
h−2τ
∥∥v− Πht v∥∥2L21(τ )2 +
∥∥v− Πht v∥∥2H11(τ )2  C‖v‖2H11(τ )2 (A.2)
for all triangles τ in Th and all v in H11(D)2 . Moreover, Πht maps H11,t(D) onto Sht .
We shall construct a weighted Scott–Zhang type interpolation operator Πht : H11,t(D) → Sht based on the unweighted
operator deﬁned by Scott and Zhang in [18]. As opposed to the Clement operators which use L21 projection on elements,
the operator Πht uses L
2
1 projection on edges. The construction of Π
h
t ensures the property that a function in H
1
1(D)
2 with
vanishing tangential trace on Γ1 is mapped to a ﬁnite element function in (Sh)2 with vanishing trace on that edge.
In order to enforce the boundary condition v · t = 0 on Γ1, Πht must be carefully deﬁned on the corners of Γ1 where
the tangent vector t changes. Without loss of generality, we assume that a1, . . . ,an are all of the vertices of the mesh Th ,
with a1, . . . ,anc being the corners of D on Γ1. To be clear, the corners a1, . . . ,anc are not on Γ0 and have positive radial
coordinates. For each vertex 1 i  n, select an edge ei in Th having ai as a vertex and satisfying the conditions
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ei ⊂ Γ1 if ai ∈ Γ1. (A.4)
It is allowed for two adjacent vertices to share an edge, i.e. two vertices ai and a j may have ei = e j . The choice of the
edges ei is not unique, and the operator Πht depends on the choice. However, the results we shall prove are independent of
the choice of the edges ei , so the operator Πht has no need for notation indicating the choice of edges. Also for all 1 i  n,
let ai,1 = ai and denote by ai,2 the other endpoint of ei . If {φi}ni=1 is the standard nodal basis of Sh with φi(a j) = δi j (the
Kronecker delta), then with a slight abuse of notation, {φi,1, φi,2} is a basis for the linear ﬁnite element space Sh(ei) on the
edge ei . Let {ψi,1,ψi,2} be the L21(ei)-dual basis, which satisﬁes∫
ei
rψi, jφi,k ds = δ jk, for j,k = 1,2. (A.5)
Here the condition (A.3) is necessary. To simplify notation, we put ψi = ψi,1.
The interpolation operator Πht : H11(D)2 → (Sh)2 is deﬁned by
Πht v=
nc∑
i=1
φici(v) +
n∑
i=nc+1
(φi,0)
∫
ei
rψi vr ds + (0, φi)
∫
ei
rψi vz ds, (A.6)
where the vector ci(v) in R2 is deﬁned as follows. For a given index 1 i  nc , let eα and eβ denote the two edges of Th
on Γ1 having ai as an endpoint. The unit tangent vectors on eα and eβ are denoted by tα and tβ , respectively. Then we
deﬁne ci(v) as the solution to the linear system(
ttα
ttβ
)
ci(v) =
(∫
eα
rψαv · tα ds∫
eβ
rψβv · tβ ds
)
. (A.7)
One can easily verify that Πht is well deﬁned on H
1
1(D)
2, using the fact that smooth functions are dense in H11(D) [16]. The
next two lemmas give a stability property for Πht .
Lemma 5. For all 1 i  n, we have
‖ψi‖L∞(ei)  Ch−1ei . (A.8)
Proof. The proof given for [18, Lemma 3.1] applies here, as there is no weighting by the radial variable in the L∞(ei)
norm. 
Lemma 6. For all triangles τ in Th and all v in H11(τ )2 , we have∥∥Πht v∥∥L21(τ )2  C(‖v‖L21(τ )2 + hτ ‖v‖H11(τ )2), (A.9)∥∥Πht v∥∥H11(τ )2  C(h−1τ ‖v‖L21(τ )2 + ‖v‖H11(τ )2). (A.10)
Proof. By [8, Lemma 2], for all 1 i  n we have
‖φi‖L21(τ )  Cr
1/2
τ hτ , ‖φi‖H11(τ )  Cr
1/2
τ , (A.11)
where rτ denotes the maximum value of the radial variable r on τ . For each 1 i  n, let τi be any triangle having ei as an
edge. Since φ j = 0 on τ for all 1 j  n such that a j is not a vertex of τ , we have by (A.8), (A.11), and [1, Lemma 4] that∥∥∥∥∥
n∑
i=nc+1
(φi,0)
∫
ei
rψi vr ds
∥∥∥∥∥
2
L21(τ )
2
 C
∑
ai∈τ
‖φi‖2L21(τ )
∣∣∣∣
∫
ei
rψi vr ds
∣∣∣∣
2
 C
∑
ai∈τ
h2τh
−2
ei ‖vr‖2L11(ei)  C
∑
ai∈τ
hei‖vr‖2L21(ei)
 C
∑
ai∈τ
hei
(
h−1ei ‖vr‖2L21(τi) + hei‖vr‖
2
H11(τi)
)
 C
(‖vr‖22 + h2τ ‖vr‖2 1 ).L1(τ ) H1(τ )
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∥∥∥∥∥
nc∑
i=1
φici(v)
∥∥∥∥∥
2
L21(τ )
2
+
∥∥∥∥∥
n∑
i=nc+1
(0, φi)
∫
ei
rψi vz ds
∥∥∥∥∥
2
L21(τ )
2
 C
(‖vr‖2L21(τ ) + h2τ ‖vr‖2H11(τ )
)
.
The estimate of
∑nc
i=1 φici(v) follows from the facts that |t| = 1 and the angles between tangent vectors on adjacent seg-
ments of Γ1 are bounded away from 0. Thus the inverse of the matrix in (A.7) is bounded by a constant depending only on
the domain D , and (A.9) holds. Similarly, using the inequality ‖φi‖H11(τ )  Cr
1/2
τ yields (A.10). 
Proof of Theorem 4. For all 1 j  nc , it follows from (A.7) that ci((φ j,0)) = (δi j,0). Therefore,
Πht (φ j,0) =
nc∑
i=1
φici
(
(φ j,0)
)= nc∑
i=1
φi(δi j,0) = (φ j,0),
and similarly Πht (0, φ j) = (0, φ j). By (A.5), we have for all nc + 1 j  n that
Πht (φ j,0) =
n∑
i=nc+1
(φi,0)
∫
ei
rψiφ j ds =
n∑
i=nc+1
(φi,0)
∫
ei
rψi,1φ j,1 ds
=
n∑
i=1
(φi,0)δi j = (φ j,0)
and similarly Πht (0, φ j) = (0, φ j). Thus Πht is a projection onto (Sh)2.
By Lemma 6, Πht is bounded on H
1
1(D)
2. For all ξ in (Sh)2, we have by (A.9) that
∥∥v− Πht v∥∥L21(τ )2  ‖v− ξ‖L21(τ )2 +
∥∥Πht (ξ − v)∥∥L21(τ )2
 C
(‖v− ξ‖L21(τ )2 + hτ ‖v− ξ‖H11(τ )2).
Now taking the inﬁmum over all ξ in (Sh)2 and using the approximation property
inf
uh∈Sh
‖u − uh‖L21(τ ) + hτ ‖u − uh‖H11(τ )  hτ ‖u‖H11(τ ) (A.12)
for all u in H11(τ ), we obtain the inequality∥∥v− Πht v∥∥L21(τ )2  Chτ ‖v‖H11(τ )2 . (A.13)
Similarly, using (A.10) one can show that
∥∥v− Πht v∥∥H11(τ )2  C‖v‖H11(τ )2 . (A.14)
Combining these two inequalities yields the estimate (A.2).
Next we show that Πht maps H
1
1,t(D) into S
h
t . Let v be an arbitrary vector ﬁeld in H
1
1,t(D). It is clear from the deﬁnition
of the vectors ci(v) in (A.7) that ci(v) = 0 for 1  i  nc . It remains only to verify that Πht v · t = 0 on the interior of all
segments S of Γ1. Each straight line segment S has a constant tangential vector t= (tr, tz), and the function u = tr vr + tz vz
in H11(D) satisﬁes u = 0 on S . Here we are considering tr and tz as constants. Using the constraint (A.4), at all points in S
we have
0=
n∑
i=nc+1
φi
∫
ei
rψiv · tds =
n∑
i=nc+1
φi
(
tr
∫
ei
rψi vr ds + tz
∫
ei
rψi vz ds
)
= Πht v · t.
Since S is an arbitrary segment of Γ1, we have established that Πht maps H
1
1,t(D) into S
h
t . 
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