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Abstract
We study the four-point function of the lowest-lying half-BPS operators in the N = 4
SU(N) super-Yang-Mills theory and its relation to the flat-space four-graviton amplitude in
type IIB superstring theory. We work in a large-N expansion in which the complexified Yang-
Mills coupling τ is fixed. In this expansion, non-perturbative instanton contributions are
present, and the SL(2,Z) duality invariance of correlation functions is manifest. Our results
are based on a detailed analysis of the sphere partition function of the mass-deformed SYM
theory, which was previously computed using supersymmetric localization. This partition
function determines a certain integrated correlator in the undeformed N = 4 SYM theory,
which in turn constrains the four-point correlator at separated points. In a normalization
where the two-point functions are proportional to N2 − 1 and are independent of τ and
τ¯ , we find that the terms of order
√
N and 1/
√
N in the large N expansion of the four-
point correlator are proportional to the non-holomorphic Eisenstein series E( 3
2
, τ, τ¯) and
E( 5
2
, τ, τ¯), respectively. In the flat space limit, these terms match the corresponding terms
in the type IIB S-matrix arising from R4 and D4R4 contact interactions, which, for the
R4 case, represents a check of AdS/CFT at finite string coupling. Furthermore, we present
striking evidence that these results generalize so that, at order N
1
2
−m with integer m ≥ 0, the
expansion of the integrated correlator we study is a linear sum of non-holomorphic Eisenstein
series with half-integer index, which are manifestly SL(2,Z) invariant.
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1
1 Introduction
1.1 Overview
It has long been appreciated that string theory can be given a non-perturbative definition
through the anti-de Sitter / conformal field theory (AdS/CFT) correspondence [1–3]. In
principle, such a definition allows one to calculate properties of closed string theory or M-
theory, and hence of quantum gravity, in terms of properties of certain CFTs such as the
SU(N) N = 4 supersymmetric Yang-Mills (SYM) theory, without any explicit reference to
standard stringy methods. For instance, as originally proposed in [4–6] and further explored
in [7–9], one can obtain flat space scattering amplitudes of massless particles by taking cer-
tain kinematic limits of CFT correlation functions. While in general it is very difficult to
determine the CFT correlation functions in the regime of interest, recent progress combining
various analytic bootstrap techniques [10–28] and supersymmetry has allowed the determi-
nation of CFT correlators, at strong coupling, in a variety of examples arising from top-down
AdS/CFT constructions [17, 29–34]. From the CFT correlators in these examples, one can
then extract the first few terms in the low-energy expansion of scattering amplitudes in su-
perstring theory or M-theory. In the cases studied so far, these scattering amplitudes had
been known from other string theory arguments, and therefore these calculations represent
remarkable precision tests of AdS/CFT.
The main focus of this work is on the N = 4 SYM theory, and, in particular, on how
one can reproduce the SL(2,Z) modular properties of superstring amplitudes from CFT
correlators. Before discussing these modular properties, however, let us briefly review the
recent work on the four-point correlators of N = 4 SYM in the ’t Hooft limit, and then
discuss how these computations should be modified in order to access SL(2,Z) invariants.
As we will explain, in order to uncover the modular properties, we should consider a strong
coupling limit that is different from the usual ’t Hooft limit.
CFT correlation functions in ’t Hooft limit and type IIB graviton amplitudes
Refs. [17, 33, 34] studied the four-point function of superconformal primary operators in
the same multiplet as the stress-energy tensor of the N = 4 SYM theory, considered in
the large-N ’t Hooft limit, where the ’t Hooft coupling λ ≡ g2YMN is fixed and in the
regime λ 1. In a normalization in which the disconnected term in the four-point function
scales as N4λ0 at large N and λ, the leading connected contribution is of order N2 λ0 and
reproduces the tree amplitude of type IIB supergravity. The next correction, of order N2 λ−
3
2 ,
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reproduces the “stringy” correction corresponding to the eight-derivative contact interaction
of the form R4 (a well-known contraction of four Riemann tensors) in the effective IIB
superstring action [35, 36]. Several other terms of higher order in 1/λ and in 1/N have
been matched with terms that arise in the low energy expansion of string perturbation
theory [33,34].
The procedure that allows the above comparisons between string perturbation theory
and N = 4 correlation functions is as follows. For the four-point function mentioned above,
the analytic bootstrap consistency conditions [11,33,34] determine the position dependence
of the tree-level Witten diagrams corresponding to higher derivative terms in the string
effective action, up to a number of undetermined coefficients. At low orders in the derivative
expansion, these coefficients can be fully determined, in principle, from constraints derived
using supersymmetric localization [29–34]. Indeed, as shown in [33] in the case of the N = 4
SYM theory, one can obtain integrated constraints on the 4-point functions of the operators
in the stress-tensor multiplet by taking four derivatives of the partition function Z of the
mass-deformed N = 4 SYM theory placed on a round S4. This mass deformation of the
N = 4 SYM theory is referred to as the N = 2∗ theory, and its S4 partition function was
computed by Pestun using supersymmetric localization [37]. As shown in [37], this partition
function takes the form of a finite-dimensional integral over constant values of one of the
vector multiplet scalars. The integrand is a product of a classical contribution, a one-loop
contribution, and contributions from instantons located at the north and south poles of
S4 [38–41].
The procedure implemented in [33] for analyzing the N = 4 integrated correlation func-
tion made use of the constraint coming from the m = 0 limit of the mixed derivative (where
m is the mass deformation parameter)
τ 22∂τ∂τ¯∂
2
m logZ
∣∣∣
m=0
, (1.1)
where τ = τ1 + iτ2 ≡ θ2pi + 4piig2YM is the complexified gauge coupling. As mentioned above, this
leads to an explicit calculation of various terms in the double expansion in 1/N and 1/λ of
the CFT correlation function [33, 34], and these terms reproduced the analogous terms in
the low energy expansion of the type IIB superstring tree amplitude that are perturbative
in gs.
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SL(2,Z) duality of CFT correlation functions and type IIB graviton amplitudes
These connections between N = 4 SYM and type IIB superstring perturbation theory are
part of a much richer non-perturbative story that incorporates the constraints of S-duality. In
particular, understanding how the SL(2,Z) S-duality of the type IIB superstring theory [42]
arises as the image of Montonen-Olive SL(2,Z) duality of N = 4 super-Yang-Mills theory
[43–45] involves understanding the holographic connection between Yang-Mills instantons
and D-instantons [46–49], which will be a crucial feature of this paper.
Before we go into more details about the SL(2,Z) invariance properties of the IIB am-
plitudes and corresponding SYM correlators, we note that neither N = 4 SYM nor the IIB
theory on AdS5 × S5 are entirely SL(2,Z) invariant. As explained in [50], specifying the
SYM theory requires knowing the global form of the gauge group, as well as a discrete theta
angle, and general SL(2,Z) transformations change both the global structure of the gauge
group and the discrete theta angle.1 However, local correlators in N = 4 SYM theory (and
correspondingly the amplitudes in IIB string theory) are insensitive to such subtleties, and
it is in this sense that we are exploring their SL(2,Z) invariance properties in this paper.
SL(2,Z) and the IIB superstring low energy expansion
The exact coefficients of higher-derivative interactions in the low energy expansion of
the four-graviton amplitude in IIB superstring theory are SL(2,Z)-invariant functions of the
complex string coupling τs = χs+i/gs that have been explicitly determined up to order D
6R4.
These interactions preserve a fraction of the 32 supersymmetries (they are so-called F-terms),
and their form is severely constrained by supersymmetry combined with S-duality. For
example, the coefficient of the 1/2-BPS R4 interaction is proportional to a non-holomorphic
Eisenstein series E(3
2
, τ, τ¯) [53–55], which will be defined in Appendix A. When expanded
at small string coupling, this Eisenstein series has two terms that are power behaved in
gs, corresponding to genus-0 and genus-1 contributions in string perturbation theory. In
addition, there is an infinite sequence of exponentially suppressed non-perturbative terms
due to D-instanton effects, where the contribution of a charge-k D-instanton is proportional
1For the SU(N) cases, these theories are labeled as (SU(N)/Zk)n where k is a positive divisor of N and n
a Zk-valued theta angle [50]. Under the S generator of SL(2,Z), the SU(N) theory (no discrete theta angle
for this case) is mapped to (SU(N)/Zn)0 and vice versa. On the bulk side, the type IIB string theory contains
a nontrivial topological sector on AdS5 described by a Chern-Simons-like theory involving the NS and RR 2-
form fields [51]. The discrete data involved in specifying the boundary SYM theory translates into a choice
of boundary conditions for the bulk topological theory, and such boundary conditions transform nontrivially
under SL(2,Z) [51,52]. These topological subtleties are important for understanding the SL(2,Z) properties
of extended objects (such as line operators) or when considering topologically nontrivial backgrounds (such
as nontrivial H2(M4,ZN ) on the 4d boundary manifold M4).
4
to e−2pik/gs . Similar comments apply to the coefficient of the 1/4-BPS D4R4 interaction,
which has a coefficient proportional to E(5
2
, τ, τ¯) [56]. Whereas the Eisenstein series satisfy
Laplace eigenvalue equations, the coefficient of the 1/8-BPS interaction, D6R4, is a novel
modular function that satisfies an inhomogeneous Laplace eigenvalue equation [57] that is
also reviewed in Appendix A.2
SL(2,Z) and correlation functions in N = 4 SYM
In the usual ’t Hooft limit, the ’t Hooft coupling λ is kept fixed as N →∞, which requires
gYM to be small. However, this is incompatible with SL(2,Z) duality, which has an action
on the complex coupling τ ≡ θ
2pi
+ 4pii
g2YM
given by
τ → τ ′ = aτ + b
cτ + d
, (1.2)
where a, b, c, d ∈ Z and ad− bc = 1. In particular, this transformation mixes weak coupling
and strong coupling effects. Therefore, in order to consider the action of SL(2,Z) on cor-
relation functions in the large-N limit, it is necessary to consider the limit in which gYM is
fixed as N → ∞. Such a limit had been considered in [33], where it was referred to as the
“very strong coupling limit,” and it was also considered in an analogous context in [61].3 In
particular, instanton effects of order e−8pi
2k/g2YM = e−8pi
2kN/λ, where k (the instanton number)
is a positive integer, survive this limit, whereas they are exponentially suppressed in the
usual ’t Hooft limit. In the very strong coupling limit, it is the terms of order N1/2, N−1/2,
and N−1 that correspond to the R4, D4R4, and D6R4 mentioned above.
Using a similar strategy to that outlined above in the ’t Hooft limit, we find that the
analytic bootstrap constraints combined with the supersymmetric localization constraints
coming from (1.1) yield, in the very strong coupling limit, the same Eisenstein series that
appear in the low energy expansion of the type IIB four-graviton amplitude. Indeed, the
constraint from (1.1) is sufficient to determine the coefficient of N1/2 in the large-N expan-
sion of the CFT four-point function, and, as we will show, this coefficient ends up being
proportional to E(3
2
, τ, τ¯), with precisely the right proportionality factor to match the corre-
2These results were rederived in [58] using on-shell superamplitude methods [59]. Furthermore, more
general F-terms involving higher-point interactions have also been determined [60].
3Non-’t Hooft limits have been considered before in other gauge theories. For instance, in the 3d U(N)k×
U(N)−k ABJM theory [62], the limit in which k is fixed while N →∞ corresponds to M-theory on AdS4 ×
S7/Zk. In the same theory, a different non-’t Hooft limit, namely that in which N →∞ with finite µ ≡ N/k5
considered in [32] is somewhat similar to the very strong coupling limit considered here.
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sponding term in the superstring amplitude.4 This is a full non-perturbative precision test
of AdS/CFT!
Note that those contributions that are perturbative in 1/λ in the ’t Hooft limit are also
power-behaved in gYM in the limit in which N →∞ and gYM is fixed. Thus, the perturbative
terms evaluated in earlier work reproduce the two terms that are power-behaved in gYM in
E(3
2
, τ, τ¯). Our main challenge is to show that the exponentially suppressed terms in the
Eisenstein series can also be reproduced from the N = 4 SYM theory. Using (1.1), we find
that these exponentially suppressed terms come from considering the m = 0 limit of the
instanton contributions to the N = 2∗ partition function.5
At order N−1/2 in the large-N expansion, the constraint (1.1) is no longer enough to
fully determine the CFT correlation function, but we do find that the integrated correlator
(1.1) is proportional to the E(5
2
, τ, τ¯) modular invariant that appears in the flat space limit
of the IIB amplitude. Combining the integrated constraint with the flat space string theory
answer, we obtain the complete CFT correlator up to order N−1/2. While the E(3
2
, τ, τ¯)
modular invariant appearing at order N1/2 multiplies a single term of schematic form R4 in
the effective field theory in AdS, the E(5
2
, τ, τ¯) invariant multiplies a linear combination of
the D4R4 interaction and R4/L4, where L is the radius of AdS.
At higher orders in the 1/N expansion we do not have sufficient information to determine
the four-point correlator in N = 4 SYM. We will nevertheless argue, more conjecturally,
that any given order in the large-N expansion of the integrated correlation function (1.1) is
a finite linear sum of non-holomorphic Eisenstein series with rational coefficients.
1.2 Outline
The rest of this paper is organized as follows. In Section 2 we give a brief review of the 4-point
function of the stress tensor superconformal primary operator in N = 4 SYM, its relation
to the string theory scattering amplitude, and the supersymmetric localization constraint
coming from the mixed derivative (1.1). Section 3 describes the main technical achievement of
this paper, which is the evaluation of the instanton contributions to the integrated correlation
function. These contributions are associated with factors of the Nekrasov partition function
4It is worth noting that the fact that the four-point functions of operators in the stress tensor multiplet
of N = 4 SYM, and in particular the quantity (1.1), are SL(2,Z) modular invariants is no surprise. Indeed,
the operators belonging to the stress tensor multiplet transform with well-defined holomorphic and anti-
holomorphic modular weights (w,−w) under the action of SL(2,Z) [61,63,64]. The bottom component of the
multiplet we consider has the weight w = 0, therefore the corresponding correlators are SL(2,Z) invariant.
5While the strict m = 0 limit of the N = 2∗ instanton partition function is trivial, the subleading m2
order is not and contributes to (1.1).
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[40, 41] that enter into the localization result for the mass-deformed S4 partition function
and contribute to the N = 4 integrated correlator described by (1.1). We will determine
the k-instanton contributions to this quantity at orders N
1
2 and N−
1
2 , and show that they
match, respectively, the kth Fourier modes with respect to θ of E(3
2
, τ, τ¯) and E(5
2
, τ, τ¯). The
analysis of terms that are higher order in 1/N in (1.1) is developed further in Section 4. We
end with a discussion of our results in Section 5. Several technical details are relegated to
the Appendices.
2 Four-point function in N = 4 SYM
Let us start with a brief review of the setup of the four-point function of the stress tensor
superconformal primary operator in SYM, its relation to the 10d IIB flat space graviton
S-matrix and constraints from supersymmetric localization. For more details, see Ref. [33].
This operator transforms in the 20′ of the SO(6)R R-symmetry, and it can be represented as
a traceless symmetric tensor SIJ(~x) with I, J = 1, . . . , 6 as SO(6)R fundamental indices.
In order to avoid a proliferation of indices, it is customary to contract them with null
polarization vectors Y I satisfying Y ·Y ≡∑6I=1 Y IY I = 0. Superconformal symmetry implies
that the four-point function of the operator S(~x, Y ) ≡ SIJ(~x)Y IY J takes the form [65,66]
〈S(~x1, Y1) · · ·S(~x4, Y4)〉 = 1
~x412~x
4
34
[
~Sfree + T (U, V )~Θ
]
· ~B , (2.1)
where ~xij ≡ ~xi − ~xj, and
~Sfree ≡
(
1 U2 U
2
V 2
1
c
U2
V
1
c
U
V
1
c
U
)
,
~Θ ≡
(
V UV U U(U − V − 1) 1− U − V V (V − U − 1)
)
,
B ≡
(
Y 212Y
2
34 Y
2
13Y
2
24 Y
2
14Y
2
23 Y13Y14Y23Y24 Y12Y14Y23Y34 Y12Y13Y24Y34
)
.
(2.2)
Here, c is the conformal anomaly coefficient, which for an SU(N) gauge group equals c =
(N2−1)/4; the quantities U ≡ ~x212~x234
~x213~x
2
24
and V ≡ ~x214~x223
~x213~x
2
24
are the usual conformal invariant cross-
ratios; and Yij ≡ Yi ·Yj are SO(6)R invariants. Importantly, the only non-trivial information
in the correlator (2.1) is encoded in a single function of the conformal cross-ratios, T (U, V ).
More generally, to describe the holographic correlators, it is simpler to work in Mellin
7
space [67,68]. Let us thus define the Mellin transform M of T via
T (U, V ) =
∫ i∞
−i∞
ds dt
(4pii)2
U
s
2V
u
2
−2Γ
[
2− s
2
]2
Γ
[
2− t
2
]2
Γ
[
2− u
2
]2
M(s, t) , (2.3)
where u ≡ 4−s−t. Crossing symmetryM(s, t) =M(t, s) =M(s, u), as well as the analytic
properties of the Mellin amplitude (for a detailed description see [33]), restrict M(s, t) to
have the following 1/c expansion at fixed Yang-Mills coupling:
M(s, t) = α
(s− 2)(t− 2)(u− 2)
1
c
+
β
c7/4
+
M1-loop(s, t)
c2
+
γ1(s
2 + t2 + u2) + γ2
c
9
4
+ · · · ,
(2.4)
where the coefficients α, β, γi, etc. are potentially non-trivial functions of (τ, τ¯). Here,
M1-loop is the regularized supergravity one-loop amplitude that can be found in [34] and will
not be discussed here; in this work, we will instead focus mostly on the 1/c7/4 and 1/c9/4
terms, corresponding, respectively, to the R4 and D4R4 interaction vertices. As explained
in [33], the constant α can be found as follows. The free theory contribution in (2.1), when
expanded in conformal blocks, contains twist two operators of all spins. In the interacting
SU(N) gauge theory, however, one expects no operators of twist precisely two, except for
those operators belonging to the stress tensor multiplet. Thus, the conformal block decom-
position of the second term in (2.1) must cancel, in part, that of the first term. A careful
analysis shows that this requirement implies [33, 69]
α = 8 . (2.5)
Note that this argument relies crucially on the gauge group being SU(N), and not U(N). A
U(N) gauge theory contains a free U(1) sector, and the S×S OPE contains many operators
of twist two beyond those in the stress tensor multiplet.
At each order in 1/c, one can impose constraints on the coefficients β, γi, etc. by either
comparing with the (super)graviton four-point scattering amplitude in type IIB string theory
in the flat space limit or using the quantity (1.1) (or other similar quantities) derived from
supersymmetric localization. Let us first discuss the constraints from the flat space scattering
amplitude, and then those from supersymmetric localization.
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2.1 Constraints from the flat space limit
The IIB four-point scattering amplitude of 10d gravitons and superpartners are restricted
by supersymmetry to be proportional to a single function f(s, t)
A(s, t) = ASG tree(s, t)f(s, t) , (2.6)
where ASG tree is the tree-level four-point supergravity amplitude,6 s and t are the Mandel-
stam invariants. We will also define u ≡ −s − t. In turn, this function has an expansion
at small momentum (more correctly, the expansion is for small values of the dimensionless
product between momentum and the string length `s) of the form
f(s, t) ≡ 1 + fR4(s, t)`6s + f1-loop(s, t)`8s + fD4R4(s, t)`10s + · · · . (2.7)
Here, the coefficient function that appears at each order in the expansion may be a non-
trivial function of the complexified string coupling τs = χs + i/gs. In fact, the functions fR4
and fD4R4 can be written in terms of non-holomorphic Eisenstein series as [54–57]
fR4 =
stu
64
g
3
2
s E( 32 , τs, τ¯s) ,
fD4R4 =
stu(s2 + t2 + u2)
211
g
5
2
s E( 52 , τs, τ¯s) .
(2.8)
The Eisenstein series has the following expansion at small gs (see Appendix A for details)
E(r, τs, τ¯s) =
2ζ(2r)
grs
+ 2
√
pigr−1s
Γ(r − 1
2
)
Γ(r)
ζ(2r − 1)
+
2pir
Γ(r)
√
gs
∑
k 6=0
|k|r− 12 σ1−2r(|k|)Kr− 1
2
(2pig−1s |k|) e2piikχs ,
(2.9)
where the divisor sum σp(k) is defined as σp(k) =
∑
d>0,d|k d
p, and Kr− 1
2
is the Bessel function
of second kind of index r − 1/2.
The relation between the function f(s, t) in (2.6) and the Mellin amplitude (2.4) is given
by the flat space limit formula [33]
f(s, t) =
stu
211pi2g2s`
8
s
lim
L/`s→∞
L14
∫ κ+i∞
κ−i∞
dα
2pii
eαα−6M
(
L2
2α
s,
L2
2α
t
)
, (2.10)
6This is given by δ
16(Q)
stu in the superamplitude notation where Q denotes the 16-component super-
momentum variable. See, for instance, [58, 70]. In particular, the component corresponding to the four-
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where κ > 0.7 This relation, as well as the AdS/CFT dictionary
τs = τ ,
L4
`4s
= λ = g2YM
√
4c+ 1 (2.11)
imply that
β(τ, τ¯) =
15
4
√
2pi3
E( 3
2
, τ, τ¯) , γ1(τ, τ¯) =
315
128
√
2pi5
E( 5
2
, τ, τ¯) , etc. (2.12)
2.2 Constraints from supersymmetric localization
As explained in [33], supersymmetric localization also imposes constraints on the coefficients
of the expansion in (2.4). While there are several possible supersymmetric localization
constraints, the one studied in [33] came from the mixed derivative ∂
4 logZ
∂τ∂τ¯∂m2
∣∣∣
m=0
of theN = 2∗
theory on a round S4.
In a large c expansion, a careful analysis of the integrated constraints that follow from
∂4 logZ
∂τ∂τ¯∂m2
∣∣∣
m=0
as well as the ansatz (2.4) gives [33]
∂τ∂τ¯∂
2
m logZ
∂τ∂τ¯ logZ
∣∣∣∣∣
m=0
= 2− β(τ, τ¯)
5c3/4
+
C1-loop
c
− 16γ1(τ, τ¯) + 7γ2(τ, τ¯)
35c5/4
+ · · · , (2.13)
where C1-loop is a constant that depends on the precise form of the M1-loop amplitude that
we will not study here. We have normalized the integrated four-point correlators by
∂τ∂τ¯ logZ
∣∣∣
m=0
=
c
2(Im τ)2
. (2.14)
In the following section, using the matrix model for the N = 2∗ partition function derived
by Pestun [37], we will show that, up to an additive ambiguity that is a sum of holomorphic
and anti-holomorphic terms in the complexified coupling,
∂2m logZ
∣∣
m=0
= −(4c+ 1) log Im τ −
√
2
pi3/2
E( 3
2
, τ, τ¯)c1/4 +
3
16
√
2pi5
E( 5
2
, τ, τ¯)
1
c1/4
+ · · · .
(2.15)
(See also Eq. (4.1) in Section 4.) From comparing this expression to (2.13) and (2.14),
we then derive constraints on the coefficients appearing in the Mellin amplitude (2.4). In
graviton scattering is given by R
4
stu , where R here denotes the linearized Riemann curvature tensor.
7When evaluating this integral, it is useful to note that
∫ κ+i∞
κ−i∞
dα
2piie
αα−n = 1Γ(n) .
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particular, at order c−3/4, Eqs. (2.13)–(2.15) imply that β should take precisely the same
value as derived in (2.12) using the flat space limit constraint! This can be viewed as a
derivation of the expression for fR4 given in (2.8) or as a precision test of AdS/CFT at finite
gs. At order c
−5/4, we can combine (2.13)–(2.15) with the constraint (2.12) obtained from
the flat space limit to deduce that
γ2 = −3γ1 . (2.16)
What remains to be done is to derive Eq. (2.15), which we carry out in the following section.
3 Eisenstein series from the mass-deformed S4 parti-
tion function
3.1 Setup
As shown in [37], up to an overall normalization constant, the mass-deformed partition
function of the N = 4 SU(N) SYM theory (preserving an N = 2 subalgebra) is
Z(m, τ, τ¯) =
∫
dN−1a
∏
i<j a
2
ijH
2(aij)
H(m)N−1
∏
i 6=j H(aij +m)
e
− 8pi2
g2
YM
∑
i a
2
i |Zinst(m, τ, aij)|2 , (3.1)
where aij ≡ ai − aj, the integration is over N real variables ai, i = 1, . . . , N , subject to
the constraint
∑
i ai = 0, H(z) is the product of two Barnes G-functions, and Zinst is the
contribution from instantons localized at the poles of S4 that we will come to shortly. The
constrained integral over the ai can be implemented, for instance, by an integral over N
unconstrained ai’s with a δ(
∑
i ai) insertion. Note that the normalization constant that was
dropped from (3.1) depends on the radius of the sphere, as required by the existence of a
conformal anomaly, but it is independent of the coupling (τ, τ¯) and mass m. Consequently,
it will drop out of the ratio (2.13) that is used to related the sphere partition function to the
four-point correlator of the 20′ operator at separated points.
Evaluating Z(m, τ, τ¯) for all m seems to be a complicated task, and we will not pursue
it here in full generality. Instead, what we need is to evaluate the second mass derivative at
zero mass, ∂2mZ(m, τ, τ¯)
∣∣
m=0
. Let us write the instanton partition function as
Zinst(m, τ, aij) =
∞∑
k=0
e2piikτZ
(k)
inst(m, aij) , (3.2)
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with Z
(k)
inst(m, aij) representing the contribution of the k-instanton sector and normalized such
that Z
(0)
inst(m, aij) = 1. Notably, Zinst(0, τ, aij) = 1 [37] so the instantons do not contribute to
the sphere partition function at the conformal point. Then one can argue that
∂2m logZ
∣∣
m=0
= ∂2m logZ
∣∣pert
m=0
+ ∂2m logZ
∣∣inst
m=0
,
∂2m logZ
∣∣pert
m=0
≡
〈
∂2m
∏
i<j
H2(aij)
H(aij −m)H(aij +m)
〉∣∣∣∣
m=0
,
∂2m logZ
∣∣inst
m=0
≡
∞∑
k=1
(eikθ + e−ikθ)e
− 8pi2k
g2
YM
〈
∂2mZ
(k)
inst(m, aij)
〉 ∣∣∣∣
m=0
,
(3.3)
where the expectation value is defined to be in the Hermitian matrix model at m = 0.8 The
perturbative terms ∂2m logZ
∣∣pert
m=0
were shown in [34] to take the form9
∂2m logZ
∣∣pert
m=0
= 2N2 log gYM +
√
N
[
16ζ(3)
g3YM
+
gYM
3
]
− 1√
N
[
12ζ(5)
g5YM
+
g3YM
1440
]
+ . . . , (3.5)
where further perturbative terms will be discussed in Section 4. These perturbative terms
match those of the expected Eisenstein series in (2.15) as defined in (2.9). To similarly match
the instanton terms, we need to show that at large N we have
e
− 8pi2k
g2
YM
〈
∂2mZ
(k)
inst(m, aij)
〉 ∣∣∣∣
m=0
=− 16
√
N
gYM
k σ−2(k)K1(8pi2k/g2YM)
+
2
gYM
√
N
k2σ−4(k)K2(8pi2k/g2YM) + · · · ,
(3.6)
As a warm-up, let us start with the one-instanton case k = 1, and then continue with the
8We could consider the expectation values in (3.3) in either the SU(N) or the U(N) theories, whose
partition functions are
ZSU(N)
∣∣
m=0
=
∫
dNa δ
(∑
i
ai
)
e
− 8pi2
g2
YM
∑
i a
2
i
∏
i<j
a2ij , Z
U(N)
∣∣
m=0
=
∫
dNa e
− 8pi2
g2
YM
∑
i a
2
i
∏
i<j
a2ij . (3.4)
Indeed, for any function F that depends only on the differences aij one can show that∫
dNa δ
(∑
i
ai
)
e
− 8pi2
g2
YM
∑
i a
2
i
F (aij) =
√
8pi
g2YMN
∫
dNa e
− 8pi2
g2
YM
∑
i a
2
i
F (aij) .
Thus, even in the presence of an insertion depending only on aij (as is the case in (3.3)), the partition functions
for the SU(N) and U(N) theories differ by a multiplicative constant that is independent of the operator
being inserted. It follows that normalized expectation values are equal in the SU(N) and U(N) theories.
9These expressions were given in Eq. (3.1) and (3.20) of [34] in the strong coupling expansion, which we
can simply convert to the very strong coupling expansion by replacing λ→ g2YMN .
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case of multiple instantons.
3.2 One-instanton sector
The one-instanton contribution Z
(1)
inst is [37, 40,41] (see also [71])
Z
(1)
inst(m, aij) = −m2
N∑
l=1
∏
j 6=l
(al − aj + i)2 −m2
(al − aj)(al − aj + 2i) . (3.7)
Taking two derivatives with respect to the mass and evaluating the result at m = 0 gives
∂2mZ
(1)
inst
∣∣∣∣
m=0
= I1 , I1 ≡ −2
N∑
l=1
∏
j 6=l
(al − aj + i)2
(al − aj)(al − aj + 2i) . (3.8)
The quantity I1 can be written in terms of a contour integral as
I1 = 4
∫
dz
2pi
[∏
j
(z − aj)2
(z − aj)2 + 1 − 1
]
= 4
∫
dz
2pi
[
exp
(∑
j
log
(z − aj)2
(z − aj)2 + 1
)
− 1
]
, (3.9)
where the integration contour is a counter-clockwise contour surrounding the poles at z =
aj + i. Note that the subtraction of 1 from the integrand does not contribute to the final
result, but it does make the integrand decay as 1/z2 at |z| → ∞. Thus, the integration
contour in (3.9) can be taken to be the real line.
We need to evaluate the expectation value of I1 in the Hermitian matrix model (3.4). In
the saddle point approximation, where at leading order in 1/N correlation functions factorize,
we can approximately write the expectation value of the second expression in (3.9) as
〈I1〉 ≈ 4
∫ ∞
−∞
dz
2pi
[
exp
〈∑
j
log
(z − aj)2
(z − aj)2 + 1
〉
− 1
]
. (3.10)
We can change variables from z to x where z = x
√
λ/(2pi) = x
√
NgYM
2pi
, and rescale the aj’s
similarly: aj =
√
λ
2pi
bj. It is a standard result on Hermitian matrix models that, at leading
order in large N , the bj become dense and their density is described by the Wigner semicircle
law as
ρ(b) =
2
pi
√
1− b2 , b ∈ [−1, 1] , (3.11)
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normalized so that
∫ 1
−1 db ρ(b) = 1. Making the replacement
∑
j(· · · )→ N
∫
db (· · · ), we can
then write (3.10) approximately as
〈I1〉 ≈ 2
√
N
gYM
pi
∫ ∞
−∞
dx
2pi
[
exp
(
−N
∫ 1
−1
db ρ(b) log
(
1 +
4pi2
Ng2YM(x− b)2
))
− 1
]
. (3.12)
The leading contribution to the integral is given by taking N →∞ in the integrand. In this
limit, N log
(
1 + 4pi
2
(x−b)2g2YMN
)
→ 4pi2
(x−b)2g2YM
, so
〈I1〉 ≈ 2
√
N
gYM
pi
∫ ∞
−∞
dx
2pi
[
exp
(
− 8pi
g2YM
∫ 1
−1
db
√
1− b2
(x− b)2
)
− 1
]
. (3.13)
Performing the b integral:
∫ 1
−1
db
√
1− b2
(x− b)2 =
pi
(
−1 + 1√
1−x−2
)
, if |x| > 1 ,
∞ , if |x| < 1 ,
(3.14)
we obtain
〈I1〉 ≈ 2
√
N
gYM
pi
e
8pi2
g2
YM
∫ ∞
−∞
dx
2pi
[
e
− 8pi2
g2
YM
1√
1−x−2 θ(|x| − 1)− e−
8pi2
g2
YM
]
, (3.15)
where θ(x) is the Heaviside theta function.
The integrand is an even function of x, so we can just integrate from x = 0 to x = ∞
and multiply the answer by a factor of 2. On this interval, we can further change variables
from x to t, where
t =
x√
x2 − 1 ⇐⇒ x =
t√
t2 − 1 , (3.16)
and obtain
〈I1〉 ≈ 2
√
N
gYM
pi2
e
8pi2
g2
YM
[
−e−
8pi2
g2
YM +
∫ ∞
1
dt
(t2 − 1)3/2
(
e
− 8pi2
g2
YM
t − e−
8pi2
g2
YM
)]
. (3.17)
We can now use the integral representation of the Bessel K1 function,∫ ∞
1
dt
e−at − e−a
(t2 − 1)3/2 = e
−a − aK1(a) , (3.18)
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to finally write the
√
N term in the large-N expansion of 〈I1〉 as
〈I1〉
∣∣√
N
= −
√
N
16
gYM
e
8pi2
g2
YMK1(8pi
2/g2YM) . (3.19)
Combining with (3.8), this expression implies
e
− 8pi2
g2
YM
〈
∂2mZ
(1)
inst(m, aij)
〉 ∣∣∣∣
m=0
≈ −
√
N
16K1(8pi
2/g2YM)
gYM
, (3.20)
in agreement with the expansion of the Eisenstein series—See Eq. (3.6) in the case k = 1.
Obtaining the term that scales as 1/
√
N in (3.6) is not any harder, because this term
is suppressed only by a factor of 1/N relative to the term we just computed, while the
corrections to the approximations made in writing (3.10) and (3.12) are suppressed by 1/N2.
Thus, the next term in (3.19) can be obtained by simply expanding (3.12) to one more order
in 1/N so that
N log
(
1 +
4pi2
(x− b)2g2YMN
)
=
4pi2
(x− b)2g2YM
− 8pi
4
(x− b)4g4YMN
+ · · · , (3.21)
and evaluating the effect of the second term in (3.21) in the same way as above. Plugging
(3.21) into (3.12), we obtain
〈I1〉
∣∣
1/
√
N
=
1√
N
32pi2
g3YM
∫ ∞
−∞
dx
2pi
(∫ 1
−1
db
√
1− b2
(x− b)4
)
exp
(
− 8pi
g2YM
∫ 1
−1
db
√
1− b2
(x− b)2
)
. (3.22)
Performing the b integrals and the x→ t substitution (3.16), we find
〈I1〉
∣∣
1/
√
N
=
1√
N
16pi2
g3YM
∫ ∞
1
dt t
√
t2 − 1e−
8pi2
g2
YM
(t−1)
=
1√
N
e
8pi2
g2
YM
2K2(8pi
2/g2YM)
gYM
. (3.23)
Adding this expression to (3.19) and using the definition of I1 in (3.8), we conclude that
e
− 8pi2
g2
YM
〈
∂2mZ
(1)
inst(m, aij)
〉 ∣∣∣∣
m=0
= −
√
N
16K1(8pi
2/g2YM)
gYM
+
1√
N
2K2(8pi
2/g2YM)
gYM
+O(N−1) ,
(3.24)
which is again in agreement with the expectation (3.6).
Note that in order to go beyond the first two orders in the 1/N expansion, one would
have to take into account the 1/N2 corrections to the saddle point evaluation of expectation
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values, which we will do later in Section 4.
3.3 The k > 1 instanton sector
We now consider the instanton sector with general k > 1. Recall the instanton partition
function of SU(N) N = 2∗ SYM on S4 can be written as in Eq. (3.2). The k-instanton
partition partition Z
(k)
inst(m, aij) may be further expressed
10 as a sum of contour integrals
around poles indicated by a vector ~Y = (Y1, Y2, . . . , YN) of N Young diagrams,
Z
(k)
inst(m, aij) =
∑
|~Y |=k
Zk,~Y (m, aij) , (3.25)
where the Young diagrams Yi in ~Y are such that the total number of boxes is k, namely
|~Y | ≡ ∑i |Yi| = k. A Young diagram Y consists of columns of non-increasing height λ1 ≥
λ2 ≥ . . . , and the transpose Young diagram Y T has columns λT1 ≥ λT2 ≥ . . . . We will often
write them compactly as Y = [λ1, λ2, . . . ] and Y
T = [λT1 , λ
T
2 , . . . ].
Explicitly, Zk,~Y (m, aij) is given by [40,41]
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Zk,~Y (m, aij) =
1
k!
(
+(m
2 + 2−/4)
12(m2 + 2+/4)
)k ∮ k∏
I=1
dφI
2pi
N∏
i=1
(φI − aj)2 −m2
(φI − aj)2 + 2+/4
×
k∏
I<J
φ2IJ [φ
2
IJ + 
2
+][φ
2
IJ + (im− −/2)2][φ2IJ + (im+ −/2)2]
[φ2IJ + 
2
1][φ
2
IJ + 
2
2][φ
2
IJ + (im+ +/2)
2][φ2IJ + (im− +/2)2]
,
(3.26)
where φIJ ≡ φI − φJ and ± ≡ 1 ± 2, with 1,2 being the squashing parameters of S4. (We
have 1 = 2 = 1 for a round sphere.) The multi-dimensional integration contour is deter-
mined by the Jeffrey-Kirwan (JK) prescription [75], which selects the poles to encircle based
on the choice of an auxiliary vector η in Rk.12 As mentioned above, the set of relevant poles
are in one-to-one correspondence with the vector of Young diagrams ~Y = (Y1, Y2, . . . , YN).
Each box in the jth Young diagram Yj is labelled by its position (α, β) for positive integers
α and β denoting the column and the row, respectively, as measured from the bottom left
10Note that the instanton partition function for N = 2∗ SYM was originally obtained for U(N) gauge
group [40, 41]. Later in [72, 73], the SU(N) instanton partition function was obtained by factorizing out
U(1) contributions ZU(1) motivated by the AGT correspondence [72]. Since ZU(1) is holomorphic in τ and
independent of the ai, this is absorbed into the the holomorphic (anti-holomorphic) ambiguity of (2.15), and
does not affect the physical four-point-functions. For this reason, we will simply use the results for U(N)
instanton partition functions in the following. We thank Yuji Tachikawa for pointing out the reference [73].
11Our notation here is related, for instance, to equation (3) of [74] by sending φI → −iφI , aj → −iaj and
mN → im+ +/2.
12The physics derivation of this contour choice from localization was given in [76].
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corner (see Figure 1).13 The integral then consists of oriented contours surrounding the poles
at
{φI |1 ≤ I ≤ k} = {aj + i+/2 + (α− 1)i1 + (β − 1)i2 |(α, β) ∈ Yi, 1 ≤ i ≤ N} . (3.27)
For the case of the round S4, which is relevant for our consideration, we set 1 = 2 = 1.
The k-instanton partition function then reduces to
Zk,~Y (m, aij) =
1
k!
(
2m2
m2 + 1
)k ∮ k∏
I=1
dφI
2pi
N∏
i=1
(φI − ai)2 −m2
(φI − ai)2 + 1
×
k∏
I<J
φ2IJ(φ
2
IJ + 4)(φ
2
IJ −m2)2
(φ2IJ + 1)
2[(φIJ −m)2 + 1][(φIJ +m)2 + 1] ,
(3.28)
and the contours now are surrounding
{φI |1 ≤ I ≤ k} = {aj + (α + β − 1)i |(α, β) ∈ Yi, 1 ≤ i ≤ N} . (3.29)
Note some of the simple poles in (3.27) for certain ~Y are degenerate when 1 = 2, giving rise
to higher order poles in (3.28). For certain purposes, (3.26) is more convenient to use because
it contains only simple poles when 1 6= 2, and one can set 1 = 2 = 1 after evaluating the
residues.
In the case of k = 1, (3.28) reduces to Eq. (3.7) that we studied in the previous sections.
In this section, we are interested in the cases with k > 1. For instance, for k = 2, the relevant
poles are enumerated by the Young diagrams N -tuples with a total of two boxes:
~Y = {. . . , , . . . , }, ~Y = {. . . , , . . . , }, ~Y = {. . . , , . . . , , . . . } , (3.30)
and the 2-instanton partition function is then obtained by the sum (3.28) over the contri-
butions from each vector of Young diagrams shown in (3.30). In general, such a k-instanton
partition function is very complicated and difficult to analyze, especially when k is large.
However, as we will show below, at the order m2 in a small m expansion (relevant for the
four-point correlation function we consider), the k-instanton partition function simplifies
greatly even for arbitrary k.
13We use the French (as opposed to the English) convention for drawing Young diagrams, where the
diagrams extend up and to the right.
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3.3.1 Dominance of rectangular Young diagrams
In this section, we will study the instanton partition function on S4 in the small-mass ex-
pansion. It turns out to be convenient to keep 1 and 2 general at first and send 1 → 2 at
the end.14 We will argue that the k-instanton partition function at order m2, i.e.
Ik ≡ ∂2mZ(k)inst(m, aij)
∣∣
m=0
, (3.31)
only receives contributions from a vector of Young diagrams ~Y where all the N diagrams are
empty except for one, say Yiˆ, which is either rectangular or related by a sequence of partial
transpositions to a rectangular diagram (we define what we mean by partial transpositions
below). In other words, ~Y is related by partial transpositions to the following
Yi =∅ if i 6= iˆ ,
Yiˆ =Yp×q for p ≤ q ∈ Z+, pq = k ,
(3.32)
where Yp×q denotes the rectangular Young diagram with p rows and q columns. See Ap-
pendix B and Theorem B.1 for the complete proof. In the following we present a brief
summary of the proof.
Given a Young diagram Y = [λ1, . . . , λl], the partial transposition at horizontal position
α, denoted by PTα, is a local operation on Y that replaces the rightmost block (subdia-
gram) P = [λα, λα+1, . . . , λl] by its transpose, while leaving the rest of the Young diagram
unchanged, provided that the new diagram is still a Young diagram. Otherwise, the particu-
lar partial transposition PTα is defined to act trivially on Y (for a more detailed discussion,
see Appendix B). In particular PT1 generates the usual transposition of Young diagrams.
In general ~Y can have many different partners from partial transpositions. For instance, for
k = 4, we have two cases of vectors ~Y of the type (3.32):
~Y = {. . . , , . . . }, ~Y = {. . . , , . . . } . (3.33)
The other Young diagram vectors ~Y that contribute are either of the form
~Y = {. . . , , . . . } ,
(3.34)
14The same final result can be reached if we instead used (3.28) where 1 = 2 from the beginning.
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and related by a single transposition to the first case in (3.33), or are of the form
~Y = {. . . , , . . . }, ~Y = {. . . , , . . . } .
(3.35)
The two ~Y ’s in (3.35) are related to each other by a transposition, and the second one is
related to the second diagram in (3.33) via a single partial transposition involving the orange
block.
Note that if we set 1 = 2 = 1 from the beginning (i.e. starting with (3.28)), the ~Y ’s
and their partners related by transpositions and partial transpositions degenerate in the
sense that they give exactly the same poles in the integrand of the contour integral (see
Lemma B.2).
It is useful to introduce the arm-length and leg-length of a box at position (α, β) (see
Figure 1):
h(α, β) ≡ λTβ − α , v(α, β) ≡ λα − β , (3.36)
where λTβ is as defined below (3.25). In other words, h(α, β) and v(α, β) measure the number
Y
s
v(s)
α
h(s)
β
Figure 1: An example of Young diagram Y , the coordinates (α, β) for box s and the corre-
sponding arm-length h(s) and leg-length v(s).
of boxes from the given box (α, β) to the right edge and the top edge, respectively, of the
Young diagram.
As we show in Appendix B, in general the contribution of a given ~Y to the second
mass-derivative of the instanton partition function behaves as
Ik,~Y ≡ ∂2mZk,~Y (m, aij)
∣∣
m=0
∼ (−)−2+
∑N
i=1 µ(Yi) , (3.37)
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in the limit − → 0, where
µ(Y ) = 2n0(Y )− n−1(Y )− n1(Y ) (3.38)
with nd representing the number of the boxes with h− v = d.
It is straightforward to see that all rectangular Young diagrams Yp×q have
µ(Yp×q) =
1 , if p 6= q ,2 , if p = q , (3.39)
and, importantly, the operation of partial transposition does not change the value of µ(Y )
(see Lemma B.4). Therefore, from (3.37), we see that each ~Y of the type (3.32) leads to a
finite contribution to the instanton partition function in the small-mass expansion.15
Furthermore, all other types of Young diagram N -tuples either have
∑N
i=1 µ(Yi) > 2, and
therefore their contributions manifestly vanish, or
∑N
i=1 µ(Yi) = 2, but for such a
~Y vector
(where every non-empty Yi is not related to a rectangular diagram by partial transpositions)
there is always a cancellation between ~Y and a partner related by a certain involution that
arises from a sequence of partial positions (see Appendix B).16 For instance, consider the
following two ~Y ’s that are related by partial transposition to each another (transposing the
orange block):
~Y = {. . . , , . . . } , ~Y = {. . . , , . . . } .
(3.40)
The above diagrams in ~Y ’s are not related to any rectangular Young diagrams by partial
transpositions, and each has µ = 2 (therefore naively would lead to a finite contribution to
the instanton partition function). But the finite contributions from these two ~Y ’s in fact
cancel out. This is a very general phenomenon. Again, we refer a general proof of all these
statements to the Appendix B.
15One may worry about the divergence arising from Ik,(...,Yp×q,... ) ∼ (−)−1 for p 6= q, but the divergence
is canceled out in the sum Ik,(...,Yp×q,... ) + Ik,(...,Yq×p,... ) and leads to a finite result.
16Such a cancellation does not happen for (3.32) with a square Young diagram Yp×p, which also have µ = 2
as shown in (3.39).
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3.3.2 Instanton partition function at order m2
After showing the dominance of the rectangular Young diagrams for the leading m2 order of
the instanton partition function, let us now compute the residues necessary for evaluating
(3.26) or (3.28). As mentioned above, while in general the contribution of any given Young
diagram to the k-instanton partition function is rather complicated, the quadratic term in
the small mass expansion will end up being quite simple.
For instance, the instanton partition function for k = 2 can be computed either from
(3.26), in which case we have non-trivial contributions only from
~Y = {. . . , , . . . } , ~Y = {. . . , , . . . } . (3.41)
Alternatively, we can also use (3.28), in which case the above two ~Y ’s give the same set of
poles. For the case of k = 2, for each Young diagram, there are two ways of distributing φI
to the boxes of the Young diagram, which lead to two contributions to the partition function.
For instance, using the formula (3.26), the two residues that we should evaluate for the first
Young diagram in (3.41) are given by
R1 = Resφ1=aj+i+/2 Resφ2=φ1+i1 , R2 = Resφ2=aj+i+/2 Resφ1=φ2+i1 . (3.42)
For the second Young diagram (which is the conjugate of the first one), the residues are
computed in the same way, but with 1 ↔ 2. Furthermore, R1 and R2 give the same
contributions since they simply exchange φ1 ↔ φ2. It is thus convenient to only evaluate
the residue Resφ2=φ1+i1 in R1, and Resφ1=φ2+i1 in R2, and leave the remaining variable
(namely φ1 in the first case, and φ2 in the second case) unintegrated. (The variable that
remains is the one corresponding to the box of the Young diagram that sits in the bottom
left corner.) Computing the residues explicitly and summing up the contributions from both
Young diagrams, we obtain
I1×2 =
∮
dz
2pi
∏
ka
N∏
j=1
(z − aj + kai)2
(z − aj + kai)2 + 1
×
[
5 +
N∑
j=1
3i
(z − aj + 2i)(z − aj + i)(z − aj)
]
,
(3.43)
where ka = {0, 1}, and we have set 1 = 2 = 1 at the end of the computation and denoted
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the unintegrated variable as z in (3.43). The contour for the remaining z integral is around
poles at z = aj + i, with j = 1, 2, . . . , N . Note the same result (3.43) can be obtained by
using (3.28) (i.e. setting 1 = 2 = 1 from the beginning).
In general, for the case of k instantons, there are k! ways of assigning φI ’s to a given
Young diagram,17 and we will integrate out all the (k− 1) φI ’s, but again leave the one that
is assigned to the bottom left corner box unintegrated (just as the k = 2 case), and denote
it by z. The contour for the remaining z-integration is then a counter-clockwise contour
surrounding the poles at z = aj + i, with j = 1, 2, . . . , N .
Let us consider another example before presenting a general k-instanton formula. For
instance, the 4-instanton partition function, for which there are two types of Young diagrams
that contribute. The first type is given by
~Y = {. . . , , . . . } , ~Y = {. . . , , . . . } ,
(3.44)
and the second kind is
~Y = {. . . , , . . . } , ~Y = {. . . , , . . . }, ~Y = {. . . , , . . . } .
(3.45)
Computing each contribution explicitly, we again find very compact results with similar
structures as those of (3.43) from the two-instanton case. For the Young diagrams in (3.44),
we find
I1×4 =
∮
dz
2pi
∏
ka
N∏
j=1
(z − aj + kai)2
(z − aj + kai)2 + 1 (3.46)
×
[
17
4
+
N∑
j=1
45i
2(z − aj + 4i)(z − aj + 3i)(z − aj)
]
,
with ka = {0, 1, 2, 3}, while for (3.45) we obtain
I2×2 =
∮
dz
2pi
∏
ka
N∏
j=1
(z − aj + kai)2
(z − aj + kai)2 + 1 , (3.47)
17If we use (3.28) for the computation, one should also divide the symmetry factors due to the degeneracy
of the poles (i.e. according to (3.29), the φI ’s corresponding to the boxes at positions (α, β) of a Young
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with ka = {0, 1, 1, 2}.
The above simple structures present in the examples we have studied generalize. Indeed,
we find that the contribution to the k-instanton partition function coming from Young
diagram vectors of the form (3.32) as well as its partial transpositions is given by
Ip×q =
∮
dz
2pi
∏
ka
N∏
j=1
(z − aj + kai)2
(z − aj + kai)2 + 1 ×
[
4
1 + δpq
(
1
p2
+
1
q2
)
+
N∑
j=1
if(p, q)
(z − aj + (p+ q − 1)i)(z − aj + (q − 1)i)(z − aj + (p− 1)i)
]
,
(3.48)
where the integration contour of the left-over z is a counter-clockwise contour surrounding
the poles at z = aj + i (with j = 1, 2, . . . , N). The ka’s (k of them) are read off from the
vector of Young diagrams ~Y as in (3.32), and they are given by
ka = {0, 1, · · · , p− 1; 1, 2, · · · , p; · · · ; q − 1, q, · · · , p+ q − 2} . (3.49)
Finally, the function f(p, q) is
f(p, q) =
2(q + p)(q − p)2
pq
. (3.50)
This function is symmetric in p↔ q and vanishes at p = q. The formula (3.48), which is one
of our main results, was obtained by studying the pattern of many non-trivial examples. We
will study its large-N expansion in the next section. For the special case where the non-trivial
rectangular Young diagram in ~Y is Y1×k, we provide a proof in Appendix C using a recursion
relation satisfied by the instanton partition function [77, 78]. However, the same recursion
relation proof for general Yp×q becomes a bit cumbersome. Nevertheless, we have verified
the formula (3.48) explicitly up to k = 20 instantons. Furthermore, the result (3.48) clearly
has a structure that is consistent with (3.28): the constant part 4
1+δpq
(
1
p2
+ 1
q2
)
arises only
from the second line of (3.28), whereas the term depending on z and aj involves expanding
the first line of (3.28) while taking the residues around higher order poles.
Finally, we remark that given the structure of the k-instanton contribution to the non-
holomorphic Eisenstein series, especially the appearance of the divisor sum (see (2.9)), it is
diagram with the same values of α+ β surround the same poles.).
18In particular, the term 41+δpq
(
1
p2 +
1
q2
)
, which dominates in the large N limit, gives directly the divisor
sum σ−2(|k|) in E( 32 , τ, τ¯).
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not surprising that the relevant ~Y ’s are only the rectangular ones. As we will show, each
Young diagram Yp×q contributes a term in the divisor sum for a non-holomorphic Eisenstein
series (proportional to p1−2r + q1−2r for E(r, τ, τ¯)).18
3.3.3 Large-N expansion
We will now compute the expectation value of Ip×q in the Hermitian matrix model (3.4),
in the large-N expansion. The computation is similar to that in the one-instanton case
presented in Section 3.2, so we will therefore be brief here. In the large-N limit, we have
〈Ip×q〉 ≈
√
NgYM
2pi
∫ ∞
−∞
dx
2pi
(
exp
[
−N
∫ 1
−1
dbρ(b)
∑
ka
log
(
1 +
4pi2
Ng2YM(x− b+ 2pii√NgYMka)2
)]
×
(
4
1 + δpq
p2 + q2
p2q2
+ i
( 2pi
gYM
)3√
N
∫ 1
−1
dbρ(b)
f(p, q)
g(x, b)
)
− 4
1 + δpq
p2 + q2
p2q2
)
,
(3.51)
with ka given in (3.49). In the above, we have approximated the sums as integrals, and
we have deformed the contour by subtracting an appropriate constant from the integrand.
Again, the density measure ρ(b) obeys Wigner’s semi-circle law, given by ρ(b) = 2
pi
√
1− b2,
and
g(x, b) =
[
x− b+ 2pii√
NgYM
(p+ q − 1)
] [
x− b+ 2pii√
NgYM
(q − 1)
] [
x− b+ 2pii√
NgYM
(p− 1)
]
.
(3.52)
Just as the one-instanton case, we expand the integrand in 1/N , and the integration over
x can be separated into different regions: x ∈ {−1, 1}, x ∈ {−∞,−1}, and x ∈ {1,+∞}.
We find that the leading term in the 1/N expansion is given by
〈Ip×q〉
∣∣√
N
=
√
NgYM
2pi2
(
− 4
1 + δpq
p2 + q2
p2q2
)
+
√
NgYM
pi
exp
[
k
8pi2
g2YM
](
4
1 + δpq
p2 + q2
p2q2
)
×
∫ ∞
1
dx
2pi
(
exp
[
− 8kpi
2x
g2YM(x
2 − 1) 12
]
− exp
[
−k 8pi
2
g2YM
])
.
(3.53)
After a change of integration variable identical to (3.16), it is straightforward to show that
〈Ip×q〉
∣∣√
N
can be expressed in terms of a Bessel K1 function:
〈Ip×q〉
∣∣√
N
= − k
1 + δpq
(
1
p2
+
1
q2
)
16
√
N
gYM
exp
[
k
8pi2
g2YM
]
K1(k
8pi2
g2YM
) . (3.54)
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Summing over all possible rectangular ~Y ’s for a given k-instanton sector (namely all the
divisors of k), we have
∑
pq=k, 0<p≤q
〈Ip×q〉
∣∣√
N
= −16
√
N
gYM
k σ−2(k) exp
[
k
8pi2
g2YM
]
K1(k
8pi2
g2YM
) , (3.55)
where we have used ∑
pq=k, 0<p≤q
1
1 + δpq
(
1
p2
+
1
q2
)
= σ−2(k) . (3.56)
The N0 order term vanishes due to the fact that integrand is odd in x. Then, at the next
order we have a 1/
√
N term that takes the following form
〈Ip×q〉
∣∣
1/
√
N
=
1
1 + δpq
16pi2√
Ng5YMk
2
exp
[
k
8pi2
g2YM
] ∫ ∞
1
dx
(
exp
[
− 8kpi
2x
g2YM(x
2 − 1) 12
]
×
[
c1g
2
YMx
(x2 − 1) 52 −
c2pi
2
(x2 − 1)3
])
, (3.57)
where c1, c2 are given by
c1 = k(p− q)2(p+ q)(2p+ 2q − 3) + (k + 6
∑
a
k2a)(p
2 + q2) ,
c2 = 8k(p− q)2(p+ q)
∑
ka + 16(p
2 + q2)(
∑
a
ka)
2 , (3.58)
with ka given in (3.49). Again, by a change of integration variable, the integral of 〈Ip×q〉
∣∣
1/
√
N
reduces to a standard Bessel K2 function,
〈Ip×q〉
∣∣
1/
√
N
=
1
1 + δpq
16pi2√
Ng5YMk
2
exp
[
k
8pi2
g2YM
][
c1g
2
YM
(k 8pi
2
g2YM
)
− 3c2pi
2
(k 8pi
2
g2YM
)2
]
K2(k
8pi2
g2YM
)
=
k2
1 + δpq
(
1
p4
+
1
q4
)
2√
NgYM
exp
[
k
8pi2
g2YM
]
K2(k
8pi2
g2YM
) . (3.59)
Again, taking into account all the relevant contributions from rectangular ~Y ’s with k boxes,
the prefactor in the above formula becomes the divisor sum σ−4(k), namely,
∑
pq=k, 0<p≤q
1
1 + δpq
(
1
p4
+
1
q4
)
= σ−4(k) . (3.60)
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Combining (3.59) with the result of the leading large-N term in (3.55), we obtain
−16
√
N
gYM
k σ−2(k) exp
[
k
8pi2
g2YM
]
K1(k
8pi2
g2YM
) +
2√
NgYM
k2 σ−4(k) exp
[
k
8pi2
g2YM
]
K2(k
8pi2
g2YM
) .
(3.61)
Therefore we have proven (3.6). In the next section, we will study the higher order terms in
the 1/N expansion, and show that in fact they are also given by non-holomorphic Eisenstein
series.
4 Eisenstein series at higher orders in 1/N
In this section we will provide additional evidence that the coefficients in the large-N expan-
sion of ∂2m logZ
∣∣
m=0
, which was derived in the previous sections to the first couple of orders
in 1/N in terms of the Eisenstein series shown in (2.15), takes the form of Eisenstein series
to all orders in 1/N . In particular, we propose that, through order N−7/2, ∂2m logZ
∣∣
m=0
is
∂2m logZ
∣∣
m=0
=2N2 log gYM −
√
N
pi
3
2
E( 3
2
, τ, τ¯) +
3
16
√
Npi
5
2
E( 5
2
, τ, τ¯)
+
1
N
3
2
[
− 13
29pi
3
2
E( 3
2
, τ, τ¯) +
135
211pi
7
2
E( 7
2
, τ, τ¯)
]
+
1
N
5
2
[
− 75
212pi
5
2
E( 5
2
, τ, τ¯) +
1575
214pi
9
2
E( 9
2
, τ, τ¯)
]
+
1
N
7
2
[
1533
218pi
3
2
E( 3
2
, τ, τ¯)− 80325
221pi
7
2
E( 7
2
, τ, τ¯) +
2480625
223pi
11
2
E( 11
2
, τ, τ¯)
]
+O(N−
9
2 ) + (anti)holomorphic ambiguity .
(4.1)
We can then take derivatives in τ and τ¯ to obtain the SL(2,Z) invariant quantity
τ 22∂τ∂τ¯∂
2
m logZ
∣∣
m=0
=
N2
4
− 3
√
N
24 pi
3
2
E( 3
2
, τ, τ¯) +
45
28
√
Npi
5
2
E( 5
2
, τ, τ¯)
+
1
N
3
2
[
− 39
213pi
3
2
E( 3
2
, τ, τ¯) +
4725
215pi
7
2
E( 7
2
, τ, τ¯)
]
+
1
N
5
2
[
− 1125
216pi
5
2
E( 5
2
, τ, τ¯) +
99225
218pi
9
2
E( 9
2
, τ, τ¯)
]
+
1
N
7
2
[
4599
222pi
3
2
E( 3
2
, τ, τ¯)− 2811375
225pi
7
2
E( 7
2
, τ, τ¯) +
245581875
227pi
11
2
E( 11
2
, τ, τ¯)
]
+O(N−
9
2 ) .
(4.2)
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The first piece of evidence for (4.1) comes from considering the terms that are perturbative
in 1/λ = 1/(g2YMN), which as discussed above were computed in [34] and take the form
19
∂2m logZ
∣∣pert
m=0
=2N2 log gYM +
√
N
[
−16ζ(3)
g3YM
− gYM
3
]
+
1√
N
[
12ζ(5)
g5YM
+
g3YM
1440
]
+
1
N
3
2
[
135ζ(7)
8g7YM
+
g5YM
215040
− 13ζ(3)
32g3YM
− 13gYM
1536
]
+
1
N
5
2
[
1575ζ(9)
16g9YM
+
g7YM
6881280
− 75ζ(5)
64g5YM
− 5g
3
YM
73728
]
+
1
N
7
2
[
2480625ζ(11)
2048g11YM
+
25g9YM
2491416576
− 80325ζ(7)
8192g7YM
− 17g
5
YM
6291456
+
1533ζ(3)
16384g3YM
+
511gYM
262144
]
+O(N−
9
2 ) .
(4.3)
These terms match the perturbative part of the Eisenstein series in (4.1), as defined in (2.9).
This match motivates the conjecture that the finite gYM expression for ∂
2
m logZ
∣∣
m=0
can be
derived to any order in 1/N by computing the perturbative terms as described in [34], and
then simply replacing those by their Eisenstein completions using (2.9).
Further evidence for (4.1) comes from considering the instanton terms ∂2m logZ
∣∣inst
m=0
,
which are written as expectation values of sums and products of eigenvalues. In the previous
sections, these quantities were computed using the saddle-point expansion, which is valid
to leading order in 1/N2 (including the subleading in 1/N term). Subleading corrections in
1/N2 can be computed using topological recursion [79, 80]. This method naturally applies
to the resolvent W (y1, . . . , yn), which is defined as the connected expectation value
W n(y1, . . . , yn) ≡ Nn−2
〈∑
i1
1
y1 − ai1
· · ·
∑
in
1
yn − ain
〉
conn.
, (4.4)
with the 1/N2 expansion
W n(y1, . . . , yn) ≡
∞∑
m=0
1
N2m
W nm(y1, . . . , yn) . (4.5)
The coefficients W nm can be computed for finite λ for any n,m in a Gaussian matrix model
using a recursion formula in n,m, starting with the base case W 10 , as reviewed for the
Gaussian U(N) SYM matrix model in [34]. (See Footnote 8.) Topological recursion can
19The expression here includes a further order in 1/N and several more orders in 1/λ = 1/(g2YMN) relative
to Eqs. (3.1) and (3.20) of [34], which can be easily computed using the same methods explained in that work.
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then be applied to any expectation value that can be written in terms of the resolvents
W n(y1, . . . , yn), for instance by taking derivatives or integrals in terms of yi. Unfortunately,
the operators that appear in the instanton terms (3.48) are written as products over a
restricted set of eigenvalues ai, which cannot be easily related to W
n(y1, . . . , yn). However,
by expanding these products for small ai, which is equivalent to a small gYM expansion, they
can be expressed as an infinite sum of polynomials in ai, whose expectation values can then
be easily related to W n(y1, . . . , yn).
Let us begin by discussing the one-instanton case. By explicitly performing the sums and
products in I1 (Eq. (3.8)) for many small values of N , we find that I1 can be expanded for
small ai as
I1 = −
4Γ(N + 1
2
)√
piΓ(N)
− 3Γ(N −
1
2
)
2
√
piΓ(N + 2)
C2 +
315Γ(N − 3
2
)
32
√
piΓ(N + 4)
C22 −
15(3−N + 4N2)Γ(N − 3
2
)
16
√
piΓ(N + 4)
C4 + · · ·
(4.6)
where we defined the invariants
Cp =
∑
j,k
(aj − ak)p . (4.7)
The expectation values of these Cp can be related to coefficients of the large yi expansion of
n-body resolvents W n(y1, . . . , yn) with n ≤ p. Since the Cp are degree p polynomials in ai,
they must be proportional to λp/2 and their 1/N2 expansion truncates. For instance, for the
Cp that are shown in (4.6), using the explicit expressions for W
n
m in Appendix B of [34] we
find
〈C2〉 = λ
[
N2
8pi2
− 1
8pi2
]
, 〈C22〉 = λ2
[
N4
64pi4
− 1
64pi4
]
, 〈C4〉 = 5λ2
[
N2
128pi4
− 1
128pi4
]
.
(4.8)
We can then insert these expressions into the expectation value (4.6), set λ = g2YMN , and
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expand in 1/N to get
〈I1〉 =
√
N
[
− 4√
pi
− 3g
2
YM
16pi5/2
+
15g4YM
2048pi9/2
+O
(
g6YM
)]
+
1√
N
[
1
2
√
pi
+
15g2YM
128pi5/2
+
105g4YM
16384pi9/2
+O
(
g6YM
)]
+
1
N
3
2
[
− 1
32
√
pi
+
69g2YM
2048pi5/2
+
2175g4YM
262144pi9/2
+O
(
g6YM
)]
+
1
N
5
2
[
− 5
256
√
pi
+
285g2YM
16384pi5/2
+
24675g4YM
2097152pi9/2
+O
(
g6YM
)]
+
1
N
7
2
[
21
8192
√
pi
+
5103g2YM
524288pi5/2
+
1158885g4YM
67108864pi9/2
+O
(
g6YM
)]
+O(N−
9
2 ) .
(4.9)
This is consistent according to (3.8) with the small gYM expansion of
〈
∂2mZ
(1)
inst(m, aij)
〉 ∣∣∣∣
m=0
= e
8pi2
g2
YM
[
−
√
N
16K1(8pi
2/g2YM)
gYM
+
2K2(8pi
2/g2YM)√
NgYM
+
1
32gYMN
3
2
[−13K1(8pi2/g2YM) + 9K3(8pi2/g2YM)]
+
1
128gYMN
5
2
[−25K2(8pi2/g2YM) + 15K4(8pi2/g2YM)]
+
1
gYMN
7
2
1533K1
(
8pi2
g2YM
)
16384
−
5355K3
(
8pi2
g2YM
)
32768
+
2625K5
(
8pi2
g2YM
)
32768
+O(N− 92 )] ,
(4.10)
which generalizes (3.24) to higher orders in 1/N , and describes the one-instanton contribution
to the Eisenstein series in (4.3). In Appendix D, we similarly match all instantons up to
k = 12 to order O(g4YM).
We should end by pointing out that the SL(2,Z)-invariant expression (4.2) has the prop-
erty that the coefficients multiplying pi−rE(r, τ, τ¯) are all rational numbers. It would be
interesting to understand the significance of this fact in relation to the set of modular func-
tions that appear in the expression for the N = 4 SYM correlator and superstring scattering
amplitudes.
5 Conclusion
In this paper, we studied the four-point correlator 〈SSSS〉 of the superconformal primary
operator S transforming in the 20′ of SO(6)R in the N = 4 SYM theory, in the “very strong
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coupling” limit in which N is sent to infinity at fixed gYM. In this limit, the action of SL(2,Z)
modular transformations on the 〈SSSS〉 correlator is manifest. In particular, we studied the
constraints on 〈SSSS〉 coming from the flat space limit of the IIB string theory amplitudes,
and those coming from the integrated four-point function τ 22∂τ∂τ¯∂
2
m logZ
∣∣
m=0
. The latter
can be computed using supersymmetric localization. Starting from Pestun’s localization
expression [37] for the partition function Z, we argued that when τ 22∂τ∂τ¯∂
2
m logZ
∣∣
m=0
is
expanded in 1/N , the first two sub-leading terms (of orders N
1
2 and N−
1
2 , respectively) can
be written as the Eisenstein series E( 3
2
, τ, τ¯) and E( 5
2
, τ, τ¯), respectively. Our argument is
not completely rigorous because it relies on studying the k-instanton contribution for many
values of k and deducing the general pattern, but we hope that it should be possible to
provide a more rigorous argument in future work. Using solely the relation between the
integrated 〈SSSS〉 correlator and τ 22∂τ∂τ¯∂2m logZ
∣∣
m=0
from [33], we completely determined
the N
1
2 term in the large N expansion of 〈SSSS〉. This term corresponds to an effective
`−2s R
4 coupling in AdS5, which, in the flat space limit, matches the `
−2
s R
4 contribution to
the Type IIB graviton S-matrix as computed at finite string coupling gs in [53–55]. This is
a precision test of AdS/CFT at finite gs! We then used the `
2
sD
4R4 term in the Type IIB
S-matrix, which is also known at finite gs, as well as the N
− 1
2 term in τ 22∂τ∂τ¯∂
2
m logZ
∣∣
m=0
to
completely determine 〈SSSS〉 at order N− 12 . In Mellin space, this expression contains two
polynomial terms, both proportional to E( 5
2
, τ, τ¯), one corresponding to an `2sD
4R4 contact
term in AdS5 and one to an
`2s
L4
R4 term. Finally, using a small gYM expansion, we gave
non-trivial evidence that each of the terms in the 1/N expansion of τ 22∂τ∂τ¯∂
2
m logZ
∣∣
m=0
is a
finite linear combination of non-holomorphic Eisenstein series.
The fact that we can derive the full CFT correlator at order N
1
2 generalizes the analysis
in [48, 81] of the k-instanton measure in the large-N limit of SU(N) N = 4 SYM theory
at lowest order in gYM. That analysis, which was based on a large-N saddle point solution
of the ADHM constraints, demonstrated a number of general features of the holographic
relationship between Yang-Mills instantons and D-instantons. In particular, in the large-N
saddle point approximation the k-instanton moduli space (where k  N) is dominated by
the region in which the positions of the instantons and their scale sizes coincide, so they
are represented by a single point in AdS5× S5, with all the instantons in commuting SU(2)
subgroups of SU(N). This is interpreted holographically as a single D-instanton of charge
k in the dual type IIB theory. Furthermore, the divisor sum σ−2(|k|) arises as the partition
function of the D-instanton matrix model, i.e. the partition function of 10d N = 1 SU(k)
Yang–Mills theory reduced to zero space-time dimensions.
30
The result of this large-N ADHM analysis is reproduced in our procedure by the first term
in the small-gYM expansion of the Bessel function in the kth Fourier mode of the Eisenstein
series E( 3
2
, τ, τ¯) (the function Fk defined in (A.7)). The fact that the dominant contribution
to the Nekrasov partition function in the m → 0 limit has a single cluster of boxes should
correspond to properties of the large-N analysis of the ADHM construction. However, this
correspondence is difficult to make precise since our analysis is based on taking a limit of
the non-conformal N = 2∗ whereas conformal invariance is explicit in the large-N ADHM
construction. The connection of the D-instanton measure with the SU(k) D-instanton matrix
model partition function is also not obvious in our procedure. Nevertheless, the fact that
our procedure packages an infinite number of perturbative corrections to the k-instanton
contribution into a K-Bessel function is a most significant generalization of [48, 81] and an
essential requirement of SL(2,Z) covariance.
As shown in Section 4 our integrated constraint τ 22∂τ∂τ¯∂
2
m logZ
∣∣
m=0
has an expansion in
half-integer powers of 1/N (apart from the first term). However, it is well known that the low
energy expansion of the string amplitude does also contain even powers of `2s, which lead to
integer powers of 1/N , the most relevant one being the 1/8-BPS interaction D6R4. A more
complete analysis of the holographic correspondence should therefore also include terms with
integer powers of 1/N . We expect that such terms will appear in other quantities that can
be computed using supersymmetric localization, such as ∂4m logZ
∣∣
m=0
or ∂2b∂
2
m logZ
∣∣
m=0,b=1
,
where b = 1/2 is a parameter that defines the squashing deformation of S
4 that appear in
(3.26) (recall that up to now 1 = 2 = 1). We expect that determining these three distinct
integrated four-point correlation functions should eliminate the ambiguities in determining
the expansion of the AdS5×S5 type IIB string theory amplitudes up to order D6R4. In other
words, this procedure should uniquely determine the BPS protected interactions without the
need to input known results from flat-space type IIB superstring theory.
We have so far only considered four-point correlators. It was argued in [63, 64] that all
four-point functions of short operators are invariant under both the bonus U(1) symme-
try as well as SL(2,Z). As we have seen, the four-point integrated correlators are linear
combinations of non-holomorphic Eisenstein series, which are manifestly SL(2,Z) invariant.
Such a statement would not hold for (n ≥ 5)-point functions, which transform as modular
forms with non-trivial modular weights.20 These correlation functions should correspond
to higher-point superstring amplitudes that violate the U(1) R-symmetry of type IIB su-
pergravity. Such U(1)-violating superstring amplitudes (especially those that violate U(1)
20A modular form with holomorphic and anti-holomorphic weights (w,w′) transforms as f (w,w
′)(τ ′, τ¯ ′)→
(cτ + d)w(cτ¯ + d)wf (w,w
′)(τ, τ¯) under the action of SL(2,Z).
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maximally) are identified in [60, 82], and more importantly the F-terms (terms up to the
same number of derivatives as D6R4) have also been determined using maximal supersym-
metry and SL(2,Z) symmetry [60]. The coefficients of these U(1)-violating interactions are
modular forms with non-zero modular weights, and it would be of interest to understand
how they arise from the supersymmetric localization computation.
Lastly, it is interesting to compare the calculation presented in this paper to calculations
done in the 3d ABJM theory [62] with gauge group U(N)k ×U(N)−k and N = 6 supersym-
metry. An analogous computation that includes non-perturbative contributions can also be
performed in that case [32], in the very strong coupling limit in which N is taken to infinity
while N/k5 is held fixed. In this limit, the ABJM theory is dual to type IIA string theory
on AdS4 × CP3 at finite string coupling gs. However, in this case, all the non-perturbative
contributions to the type IIA scattering amplitudes of the lowest closed string states vanish.
Thus, in order to obtain non-trivial non-perturbative contributions to CFT correlators that
can be matched to string scattering amplitudes, one is led to consider the case of the 4d
N = 4 theory that was studied in the present paper. Nevertheless, it is worth pointing out
that the closest 3d analog of the formulas presented in Section 4 that include resummed
instanton contributions would be the mass-deformed partition function of ABJM theory
that can be computed [83] to all orders in the 1/N expansion using the Fermi gas method
developed in [84].
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A Non-holomorphic Eisenstein series
The first four terms in the low energy expansion of the four-graviton amplitude in the type
IIB superstring theory correspond to BPS protected effective interactions that take the form
A(s, t) = R
4
`8sg
2
s
(
1
stu
+
`6sg
3
2
s
26
E( 3
2
, τ, τ¯) +
`10s g
5
2
s
211
(s2 + t2 + u2)E( 5
2
, τ, τ¯)
+
`12s g
3
s
212
(s3 + t3 + u3)E(τ, τ¯) + . . .
)
,
(A.1)
where R signifies the linearised Weyl curvature tensor, which has the form Rµνρσ = k[µν]k[ρσ]
(where [· · · ] denotes anti-symmetrization of the indices), where kµ is a null ten-dimensional
momentum and νσ is a graviton polarization. The symbol R
4 denotes the particular con-
traction of four curvature tensors that is implied by ten-dimensional N = 2 supersymmetry.
The function E(r, τ, τ¯) is a non-holomorphic Eisenstein series, which is a modular function
of (τ, τ¯) that satisfies the Laplace eigenvalue equation
(∆τ − r(r − 1))E(r, τ, τ¯) = 0 , (A.2)
where the hyperbolic laplacian is defined by ∆τ = 4τ
2
2∂τ∂τ¯ = τ
2
2 (∂
2
τ1
+ ∂2τ2). Assuming
moderate growth as τ2 → ∞ (in other words, assuming E(r, τ, τ¯) grows no faster than τa2
for any a, so it is no more singular than perturbative string theory in the gs → 0 limit) the
unique SL(2,Z)-invariant solution to this equation is21
E(r, τ, τ¯) =
∑
(m,n) 6= (0,0)
τ r2
|mτ + n|2r . (A.3)
It is straightforward to show that E(r, τ, τ¯) is invariant under a SL(2,Z) transformation,
E(r, τ, τ¯)→ E(r, τ ′, τ¯ ′) , with τ → τ ′ = aτ + b
cτ + d
, (A.4)
21It is often convenient to define the non-holomorphic Eisenstein series in terms of a Poincare´ series
Eˆ(r, τ, τ¯) = 12pi
−r Γ(r)E(r, τ, τ¯), where
Eˆ(r, τ, τ¯) = pi−rΓ(r)ζ(2r)
1
2
∑
γ∈Γ∞\SL(2,Z)
Im(γ(τ))r,
and Γ∞ =
{(
1 n
0 1
) ∣∣∣n ∈ Z} . The expression Eˆ(r, τ, τ¯) is manifestly invariant under SL(2,Z) and satisfies
the important functional relation Eˆ(r, τ, τ¯) = Eˆ(1− r, τ, τ¯).
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for a, b, c, d ∈ Z and ad− bc = 1.
A non-holomorphic Eisenstein series has an expansion in Fourier modes of the form
E(r, τ, τ¯) =
∑
k∈Z
Fk(r, τ2) e2piikτ1 , (A.5)
where the zero mode consists of two power behaved terms,
F0(r, τ2) = 2ζ(2r) τ r2 +
2
√
pi Γ(r − 1
2
)ζ(2r − 1)
Γ(r)
τ 1−r2 , (A.6)
and the non-zero modes are proportional to K-Bessel functions,
Fk(r, τ2) = 2 pi
r
Γ(r)
|k|r− 12 σ1−2r(|k|)√τ2Kr− 1
2
(2pi|k|τ2) , k 6= 0 , (A.7)
where the divisor sum is defined by
σp(k) =
∑
d>0,d|k
dp (A.8)
for k > 0, and σ−p(k) = k−p σp(k).
The two power-behaved terms in F0(r, τ2) in (A.6) correspond to tree-level and (r− 12)-loop
contributions in string perturbation theory. Using the asymptotic behavior of the K-Bessel
function
Kν(z) ∼
√
pi
2z
e−z
(
1 +O
(
1
z
))
, (A.9)
we see that the non-zero mode Fk(r, τ2) behaves as e−2pi|k|τ2 and has the form of a k D-
instanton contribution.
The terms proportional to E( 3
2
, τ, τ¯) and E( 5
2
, τ, τ¯) in (A.1) are coefficients of R4 and
D4R4 interactions in the type IIB low energy effective action. These are, respectively, 1/2-
BPS and 1/4-BPS interactions. The last term in (A.1) corresponds to a term proportional
to the 1/8-BPS interaction D6R4, with a coefficient E(τ, τ¯) that satisfies the inhomogeneous
Laplace eigenvalue equation [57,58]
(∆τ − 12) E(τ, τ¯) = −E2( 32 , τ, τ¯) . (A.10)
The solution to this equation [85] is qualitatively different from an Eisenstein series. The
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zero mode is of the form in the large-τ2 limit,
F0,E(τ2) :=
∫ 1
2
− 1
2
dτ1E(τ, τ¯) = 2 ζ(3)
2
3
τ 32 +
4 ζ(2) ζ(3)
3
τ2 +
4 ζ(4)
τ2
+O(e−4piτ2) . (A.11)
The power-behaved contributions correspond to string perturbation theory up to genus three.
The symbol O(e−4pi|k|τ2) denotes a specific infinite sum of D-instanton–anti D-instanton con-
tributions with zero total instanton number (details of which are in [85]). Similarly, each
mode of non-zero mode number k has the form of a sum of D-instanton–anti D-instanton
contributions with instanton numbers k1 and k2 satisfying k1 + k2 = k 6= 0. We see in the
main text that such a (s3 + t3 + u3)R4 contribution does not arise from our analysis of the
flat-space limit of τ 22∂τ∂τ¯∂
2
m logZ since its contribution to the integrated correlation function
vanishes.
The four terms in the low energy expansion of the four-graviton amplitude explicitly
shown in (A.1) correspond to local BPS interactions that are fully determined by supersym-
metry, while higher derivative terms are not expected to be protected and have not been
fully determined.
B Rectangular dominance
As discussed in the main text, the full Nekrasov partition function for the mass-deformed
N = 2∗ SU(N) SYM with squashing parameters 1,2 at instanton number k is given by a
sum over N -tuples of Young diagrams ~Y = (Y1, Y2, . . . , YN) with k boxes in total,
Z
(k)
inst(m, aij, 1,2) =
∑
|~Y |=k
Z~Y
Z~Y ≡
∏N
i,j=1
∏
s∈Yi(E(aij, Yi, Yj, s)− im− +/2)
∏
t∈Yj(−E(aji, Yj, Yi, t)− im+ +/2)∏
s∈Yi E(aij, Yi, Yj, s)
∏
t∈Yj(+ − E(aji, Yj, Yi, t))
,
(B.1)
where ± ≡ 1 ± 2 as in the main text, and
E(aij, Yi, Yj, s) ≡ iaji − 1hj(s) + 2(vi(s) + 1) . (B.2)
Here, s labels a box (α, β) (α-th column and β-th row) in a given Young diagram as Figure 1,
and hi(s) and vi(s) denote the arm-length and leg-length, respectively, of the box s in the
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diagram Yi. (Each individual Young diagram Y consists of columns of non-increasing heights
λ1 ≥ λ2 ≥ · · · ≥ λl with λl ≥ 1. The transpose (conjugate) diagram Y T has columns of
heights λT1 ≥ λT2 ≥ · · · ≥ λTm with λTm ≥ 1. Then the arm-length h and leg-length v of the
box s in Y are given by (see Figure 1)
h(s) = λTβ − α , v(s) = λα − β. (B.3)
Note that the definitions of h and v extend beyond boxes in Y to the entire quadrant
(α, β) ∈ Z2+ in the obvious way. In particular they can be negative (e.g. when Y is empty).)
In the rest of this appendix, we prove the following theorem:
Theorem B.1. For the second mass derivative of the instanton partition function at m = 0
Ik(aij) ≡ ∂2m
(
lim
1,2→1
Z
(k)
inst(m, aij, 1,2)
) ∣∣∣∣
m=0
(B.4)
only the summands in (B.1) with ~Y of the following type
Yi =∅ if i 6= iˆ
Yiˆ = [p, p, . . . , p]︸ ︷︷ ︸
q
with pq = k for p, q ∈ Z+, (B.5)
and those with Yiˆ replaced by its partial transpositions (which we define next) contribute.
Given a Young diagram Y = [λ1, λ2, . . . , λl] (with λl ≥ 1), we define its partial transpo-
sition at position α, with 1 ≤ α ≤ l, to be
PTα(Y ) = [λ1, λ2, . . . , λα−1, λ′1, . . . , λ
′
λα ] , (B.6)
where λ′β are column lengths of the transpose of the subdiagram P = [λα, λα+1, . . . , λl], if
λα−1 ≥ λ′1. Equivalently the partial transposition at α-th column is given by the disjoint
union
PTα(Y ) = (Y \P ) unionsq P T , (B.7)
where P denotes the block (Young subdiagram) to the right of the (α − 1)-st column, and
Y \P is the complement Young subdiagram (see examples in Figure 2). In particular, the
usual transposition is a partial transposition at α = 1. For notational simplicity, we will
often suppress the subscript α when the context is clear.
36
00 0
1 1 1 0
0
1 1 0
0 0 −1
PT3
Nb = 3 Nb = 2
0
2 2 1 0
1 1 0 −1
2 1 0
1 0 −1
0 −1−2
PT2
Nb = 2 Nb = 1
Figure 2: Example of partial transpositions and the corresponding changes in Nb(Y ). The
subdiagram P is colored in orange. The numbers in the individual boxes s is the value d(s).
We will need the following useful properties of the map PTα(·). We start with the obvious
lemma:
Lemma B.2. For a Young diagram Y , the multiset ∆(Y ) = {α+β | (α, β) ∈ Y } is invariant
under partial transpositions.
Consequently the partial transpositions preserve the set of poles (3.29) in the contour
integral for the instanton partition function. A useful corollary that follows is the following:
Corollary B.2.1. Among all the Young diagrams related by (a sequence of) partial trans-
positions to a rectangular diagram Yp×q with p columns of height q each, the maximum width
(or height) is p+ q − 1.
Proof. A single partial transposition at the right-most column gives a Young diagram with
width p+q−1. The fact that this is the maximal value that can be achieved by any sequence
of partial transpositions follows from the previous lemma by noting that
max[∆(Yp×q)] = p+ q. (B.8)
Lemma B.3. For Young diagram Y = [λ1, . . . , λl] with λl ≥ 1, the multiset
∆B(Y ) ≡ {α + λα | 1 ≤ α ≤M} (B.9)
is invariant under partial transpositions, where M is any integer equal to or larger than the
maximum width of Young diagrams related to Y by partial transpositions. Note that λα for
α > l is defined to be 0.
Proof. It suffices to prove that ∆B(Y ) = ∆B(Y
T ), because for any partial transposition
with respect to a subdiagram P ⊂ Y , ∆B(Y \P ) is clearly invariant. The entries in ∆B(Y )
consists of α+β for boxes (α, β) located on the North-East boundary of the Young diagram.
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We proceed by induction. If Y consists of a single box, ∆B(Y ) = ∆B(Y
T ) trivially for any
M ≥ 1. Suppose ∆B(Y ) = ∆B(Y T ) for some large enough M as specified in the statement
of the lemma. We show it continues to hold upon adding a box to Y . First of all, in order
to generate a Young diagram, the additional box must be added to an inward corner of the
North-East border of Y , i.e. a coordinate (α, β) that satisfies
(α, β) = (α, λα + 1) = (λ
T
β + 1, β). (B.10)
We denote the new Young diagram obtained in this fashion by Y ′. Then ∆B(Y ′) is given by
∆B(Y ) with the element α+λα (an orange entry in Figure 3) replaced by α+λα+1. Similarly
∆B(Y
′T ) is given by ∆B(Y T ) = ∆B(Y ) with the element λTβ +β replaced by λ
T
β +β+1. Due
to (B.10), we have α+λα = λ
T
β +β = α+β− 1, as well as α+λα + 1 = λTβ +β+ 1 = α+β.
Thus, ∆B(Y
′) and ∆B(Y ′T ) are each obtained from ∆B(Y ) and ∆B(Y T ), respectively, by
replacing an occurrence of α + β − 1 with α + β. Since by assumption ∆B(Y ) = ∆B(Y T ),
we conclude that ∆B(Y
′) = ∆B(Y ′T ). See Figure 3 for an example.
12
11
10
9
9 10
10
10
9
9
8 9 10
10
10 11 12
Figure 3: An example with Y = [8, 7, 7, 6, 4, 2, 2, 2, 1] (gray boxes) in a square of size
M = 12. The boxes at (λTα + 1, α) are colored in yellow; the boxes at (α, λα + 1) are
colored in red; the boxes common to both are colored in orange. The numbers in the yel-
low and orange boxes are part of ∆B(Y
T ) while those in the red and orange boxes are
part of ∆B(Y ). Thus, in this example, ∆B(Y ) = {9, 9, 10, 10, 9, 8, 9, 10, 10, 10, 11, 12} and
∆B(Y
T ) = {10, 10, 8, 9, 9, 10, 10, 9, 9, 10, 11, 12}.
For a box with coordinates s = (α, β) in a Young diagram Y , we define d(s) = h(s)−v(s).
Then we also define na(Y ) to be number of coordinates s with d(s) = a.
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Lemma B.4. For a Young diagram Y ,
µ(Y ) = 2n0(Y )− (n1(Y ) + n−1(Y )) (B.11)
is invariant under partial transpositions. In fact both n0(Y ) and n1(Y ) + n−1(Y ) are sepa-
rately invariant.
Proof. Under a partial transposition that involves transposing the subdiagram P of Y , the
box at (α, β) ∈ P gets mapped to the box at (β, α) ∈ P T . Thus, focusing on boxes in
P , the boxes with d(s) = 0 are preserved, whereas the boxes with d(s) = ±1 are mapped
to boxes with d(s) = ∓1—See Figure 2. Consequently, the contribution to µ(Y ) from P
does not change under the transposition. Under the partial transposition, the values of d(s)
for the boxes in s ∈ Y \P get permuted within each column. To see this let’s consider
for example a partial transposition PTαˆ with respect to the sub-diagram P = [ρ1, ρ2, . . . ]
(namely ρa = λαˆ+a−1) with λαˆ−1 ≥ ρT1 (so that it’s a nontrivial operation). Focusing on the
boxes in the α-th column with 1 ≤ α ≤ αˆ − 1, their d = h − v values before the partial
transposition are given by
{ρTβ + β + (αˆ− λα − α)|1 ≤ β ≤ λα} (B.12)
whereas after the partial transposition, we have
{ρβ + β + (αˆ− λα − α)|1 ≤ β ≤ λα}. (B.13)
From Lemma B.3, we see the above two multisets are the same. Hence the contribution to nd
coming from Y \P does not change under the transposition of P (see examples in Figure 2).
Therefore we conclude µ(Y ) is a partial transposition invariant, and clearly so is n0(Y ).
In particular, a rectangular Young diagram Yp×q with p columns and q rows has
n0(Y ) = min(p, q) , n1(Y ) = min(p− 1, q) , n−1(Y ) = min(p, q − 1) , (B.14)
which implies that
µ(Yp×q) =
2 if p = q ,1 if p 6= q . (B.15)
To proceed, let us make two more definitions. We define Nb(Y ) ≥ 1 to be the minimal
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number of rectangular blocks (in a horizontal decomposition) in a Young diagram Y (see
Figure 2 for examples). Note that while Nb(Y ) is invariant under (full) transposition, it
typically changes under partial transpositions (see Figure 2 for example). We give the set of
all Young diagram Y with given size |Y | = k a lexicographic (total) ordering as follows. For
two Young diagrams Y = [λ1, λ2, . . . , λl] and Y
′ = [ρ1, ρ2, . . . , ρm], we have Y ≥ Y ′ when
λ1 > ρ1 or when λ1 = ρ1 and λ2 > ρ2 or when λ1 = ρ1, λ2 = ρ2, and λ3 > ρ3, etc., or when
λi = ρi for all i.
Given a Young diagram Y , we consider all possible partial transpositions, and among
the ones that minimize Nb(Y ), we take the smallest Young diagram according to the lexico-
graphic ordering, and call it Ymin. For example if Y is related by (possibly several successive)
partial transpositions to a rectangular Young diagram Yp×q for some p ≤ q, then clearly
Ymin = Yp×q , (B.16)
because Nb(Yp×q) = 1.
Lemma B.5. If Ymin has Nb(Ymin) = c rectangular blocks, then we must have
µ(Y ) ≥ c . (B.17)
In particular µ(Y ) = 1 if and only if Y is related by partial transpositions to a diagram of
the type Yp×q, for some p and q.
Proof. Since µ is invariant under partial transposition, we can take Y = Ymin. By assump-
tion, the Young diagram Y has a minimum of c rectangular blocks in a horizontal decompo-
sition. Correspondingly, Y has c outward-pointing corners along the North-East boundary.
We obtain a finer decomposition of Y into 1 + 2 + · · ·+ c = c(c+1)
2
smaller rectangular blocks
by drawing perpendicular lines from the c corners in an obvious fashion (see Figure 4). Each
of the c blocks at the corners contributes 2 or 1 to µ depending on whether it has equal or
non-equal sides. Therefore, it suffices to show that the c(c−1)
2
interior blocks each contribute
non-negatively to µ(Y ).
We label these rectangular blocks as (i, j) for 1 ≤ i, j ≤ c and i + j ≤ c + 1, and let
their sizes be pj × qi. The corner blocks are given by those with i+ j = c+ 1. Each interior
rectangular block labeled by (i, j) contributes at least −1 to µ(Y ), and this happens precisely
when either pj + pj+1 = qi+1, or qi + qi+1 = pj+1 (see Figure 5). Let’s assume this is the
case for the interior rectangular block (i, j). But this means Nb can be reduced by 1 after
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Y(1, 1)
(1, 2) (2, 2)
(1, 3)
(2, 1) (3, 1)
Figure 4: Decomposition of the Young diagram Y into rectangular blocks by perpendicular
lines from the Nb = 3 corners. The individual blocks are labelled as (i, j) with i + j ≤
Nb + 1 = 4 here.
a transposition of the subdiagram involving the rectangular blocks (k, l) with k > i, l ≥ j if
pj + pj+1 = qi+1, and similarly from transposing the subdiagram involving the rectangular
blocks (k, l) with k ≥ i, l > j if qi+qi+1 = pj+1. Since such operations are all achievable by a
sequence of partial transpositions, this contradicts with the fact that Y = Ymin minimizes Nb.
Thus each interior rectangular block can only contribute non-negatively to µ(Y ). Therefore
µ(Y ) is bounded from below by the contributions of the Nb = c corner blocks and the lemma
follows.
pj
pj+1
qi qi+1
1
PT
−1
PT
pj
pj+1
qi qi+1
Figure 5: Reduction of Nb (or corners) by partial transpositions. Note that the PT in the
right diagram involves a sequence of three partial transpositions.
We will also need the following lemma concerning the general properties of terms that
appear in the summand of (B.1).
Lemma B.6. For a pair of Young diagrams Y1 and Y2, the following function
GY1,Y2(a) ≡
∏
s∈Y1
(a− (hY1(s)− vY2(s)))
∏
t∈Y2
(−a− (hY2(t)− vY1(t)) (B.18)
satisfies
GY1,Y2(a) = GY1,Y T2 (a)
(B.19)
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Proof. We use the following identity from Appendix A.1 of [77],
GY1,Y2(a) =
∏
(α,β)∈Y1(a+ 1 +M − α− β)
∏
(α,β)∈Y2(−a+ 1 +M − α− β)∏M
α=β=1(a+ α− β)
×
M∏
α=β=1
(a− (hY1((α, β)))− vY2((α, β)))
(B.20)
which holds when M is any positive integer larger than the widths and heights of Y1 and
Y2. Clearly, the term in the first line of (B.20) is invariant under Y2 → Y T2 , so it suffices to
show that the last factor is also invariant. This in turn follows from the simple identity (see
Lemma B.3 and Figure 3)
M∏
α=1
(α + ρα) =
M∏
α=1
(α + ρTα) (B.21)
where ρα are column lengths for Y2 = [ρ1, . . . , ρm] (and zero for α larger than the width of
Y2).
The strategy of the proof for the main theorem B.1 is as follows. We first focus on the
case where ~Y contains a single nonempty Young diagram Yiˆ = Y . By studying the structure
of the summand Z~Y in (B.1) in the limit 1,2 → 1, we argue that the contribution to (B.4)
vanishes if µ(Y ) > 2. Furthermore, if µ(Y ) = 2 and Y is not related by partial transpositions
to a rectangular Young diagram, its contribution to (B.4) cancels that of its partner from an
involution with respect to a particular subdiagram which we will define. Consequently, only
the cases with Y related to a rectangular Young diagram by partial transpositions (either
with µ(Y ) = 2 or µ(Y ) = 1, since in the latter case all Young diagrams are related by
partial transpositions to a rectangular one) matter for (B.4). Next, we extend the analysis
to general ~Y . Once again, the structure of the summand in (B.1) implies that the only
other relevant case corresponds to ~Y having two non-empty Young diagrams. Up to a
reordering of the Yi, let us consider ~Y = (Y1, Y2,∅, . . . ,∅). Moreover, one needs µ(Y1) =
µ(Y2) = 1 for a nonvanishing contribution to (B.4). We then show that the contribution
from ~Y = (Y1, Y2,∅, . . . ,∅) to (B.4) (though non-vanishing) cancels with that from ~Y =
(Y1, Y
T
2 ,∅, . . . ,∅). This completes the proof of Theorem B.1. Below we explain each step
in the above order in more detail.
We first take ~Y to be such that the only nonempty Young diagram is Yiˆ = Y . The
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quantity Z~Y defined in (B.1) takes the form
Z~Y = F1(Y )F2(Y ) (B.22)
where
F1(Y ) =
∏
s∈Y
(E(0, Y, Y, s)− im− +/2)(−E(0, Y, Y, s)− im+ +/2)
E(0, Y, Y, s)(+ − E(0, Y, Y, s)) ,
F2(Y ) =
N∏
j=1,j 6=iˆ
∏
s∈Y
(E(aiˆj, Y,∅, s)− im− +/2)
E(aiˆj, Y,∅, s)
(E(aiˆj, Y,∅, s) + im− +/2)
E(aiˆj, Y,∅, s)− +
.
(B.23)
Our goal here is to understand properties of Z~Y in the limit − → 0 (and + → 2) in relation
to the shape of the Young diagram Y .
The quantity F2(Y ) is manifestly finite and nonzero (for generic ai) for all m, ±, while
F1(Y ) has a subtler behavior in the limit − → 0. To understand how F1(Y ) behaves in this
limit, we write it as
F1(Y ) = F
0
1 (Y )F
+
1 (Y )F
−
1 (Y )F
r
1 (Y ) , (B.24)
where we have decomposed the product over s ∈ Y as Y = Y0 unionsq Y+ unionsq Y− unionsq Yr defined by
Y0 = {s ∈ Y |h(s)− v(s) = 0} ,
Y± = {s ∈ Y |h(s)− v(s) = ±1} ,
Yr = Y \(Y0 unionsq Y+ unionsq Y−) ,
(B.25)
and F 01 , F
±
1 , F
r
1 correspond to products over these disjoint subsets, respectively. Note that
according to our previous definition, n0 = |Y0| and n±1 = |Y±|. More explicitly, we have
F 01 =
∏
s∈Y0
(h− +
−
2
+m)(h− +
−
2
−m)
(h− − 2)(h− + 1) ,
F+1 =
∏
s∈Y+
(h− +
+
2
+m)(h− +
+
2
−m)
h−(h− + +)
,
F−1 =
∏
s∈Y−
(h− +
+
2
+m− 22)(h− + +2 −m− 22)
(h− − 22)(h+ 1)− ,
(B.26)
where, for notational simplicity, we suppressed the s dependence in h(s). For the quantity
(B.4) of interest, we need to take the limit − → 0. In this limit, F 01 could potentially vanish,
F±1 could potentially blow up, and F
r
1 is finite and nonzero.
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Expanding in small − (and taking + = 2), we have
F 01 =
∏
s∈Y0
(−m2 − (h+ 1/2)22−) (1 +O(2−)) ,
F+1 =
∏
s∈Y+
1
2h−
(
1 +
3
2
h− +O(2−)
)
,
F−1 =
∏
s∈Y−
1
−2(h+ 1)−
(
1− 3
2
(h+ 1)− +O(2−)
)
.
(B.27)
From lemma B.5, µ(Y ) = 2n0 − n1 − n−1 ≥ 1, which implies that there can be at most a
simple pole in − from F1 at order m2. For the purpose of extracting the order m2 term from
ZY , we can take the truncation (which we denote by ')
F 01 '
∏
s∈Y0
(−m2 − (h+ 1/2)22−) ,
F+1 '
∏
s∈Y+
1
2h−
(
1 +
3
2
h−
)
,
F−1 '
∏
s∈Y−
1
−2(h+ 1)−
(
1− 3
2
(h+ 1)−
)
,
F r1 ' F r1 |m=0 .
(B.28)
We recollect the relevant contributions to F1 as
F1(Y ) ' m2µ(Y )−2− (F (0)1 + −F (1)1 )F r1 (B.29)
where
F
(0)
1 (Y ) =
1∏
s∈Y+(2h)
∏
s∈Y−(−2v)
∏
s∈Y0
(
h+
1
2
)2 ∑
s∈Y0
1(
h+ 1
2
)2 (B.30)
and
F
(1)
1 (Y ) =
3
2
F
(0)
1 (Y )(
∑
s∈Y+
h−
∑
s∈Y−
v) . (B.31)
In addition,
F r1 = F
r(0)
1 + −F
r(1)
1 , (B.32)
where
F
r(0)
1 (Y ) =
∏
s∈Y
(h− v)2
(h− v)2 − 1 . (B.33)
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Similarly, it suffices to set m = 0 for F2,
F2(Y ) ' F (0)2 (Y ) + −F (1)2 (Y ) , (B.34)
where we only kept the terms up to first order in −. Here
F
(0)
2 (Y ) =
N∏
j=1,j 6=iˆ
∏
s∈Y
(iajiˆ − (h∅(s)− vY (s))2
(iajiˆ − (h∅(s)− vY (s))2 − 1 (B.35)
and
F
(1)
2 (Y )
=F
(0)
2 (Y )
N∑
j=1,j 6=iˆ
∑
s∈Y
h∅(s) + vY (s) + 1
(iajiˆ − (h∅(s)− vY (s))(iajiˆ − (h∅(s)− vY (s) + 1))(iajiˆ − (h∅(s)− vY (s)− 1))
.
(B.36)
We have thus spelled out which parts of (B.22) and (B.23) matter for evaluating the limit
1,2 → 1 needed in (B.4), and how they depend on the combinatoric properties of the Young
diagram Y . We are ready to see which Young diagrams can potentially contribute to (B.4).
From Lemma B.5, any Young diagram Y that is not related by partial transposition to a
rectangular one has µ(Y ) ≥ 2. From (B.29), the contribution to (B.4) from this particular
Young diagram vector ~Y (with the single non-empty Young diagram Y ) goes as,
Ik,~Y ∼ lim−→0 
µ(Y )−2
− (B.37)
Thus if µ(Y ) > 2, it vanishes identically. We then move onto cases of Y with µ(Y ) = 2, and
its contribution to (B.4) is then deduced from
F1(Y ) ' m2F (0)1 (Y ) , F2(Y ) ' F (0)2 (Y ) (B.38)
to be
Ik,~Y = 2F
(0)
1 (Y )F
(0)
2 (Y ) . (B.39)
It is easy to see that the corresponding Ymin takes the form as in Figure 6 from stacking 3
rectangular boxes of sizes p1 × q1, p2 × q1, and p1 × q2 respectively where the sides satisfy
(see proof of Lemma B.5)
q2 ≥ p1 + p2 + 1 , q1 > p2 . (B.40)
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Under partial transpositions, we will show that the p2 × q1 block of Ymin gets mapped to a
p1
p2
q1 q2
Figure 6: Ymin for a Young diagram Y with µ(Y ) = 2 and not related to a rectangular
diagram by partial transpositions.
Young subdiagram of the resulting Young diagram Y . We define W Y to be this particular
subdiagram in Y (see Figure 7 for an example). Then we define the Young diagram Y ′
(correspondingly the Young diagram vector ~Y ′ with a single non-empty Young diagram
Y ′
iˆ
= Y ′) to be obtained from Y by a sequence of partial transpositions that send W Y to
its transpose while keeping the rest of the diagram fixed.(It is always possible to find such a
sequence of partial transpositions.)22 We denote this involution by ιY .
Figure 7: An example with Ymin = [4, 4, 4, 2, 2, 2, 2, 2] (first diagram above). The other Y ’s
are related by partial transpositions to Ymin and the subdiagram W
Y is marked in orange.
We show below that
Ik,~Y + Ik,~Y ′ = 0 . (B.41)
This is a consequence of the properties of F
(0)
1 (Y ) and F
(0)
2 (Y ) under partial transpositions:
the latter is even whereas the former is odd for the particular type of Y and involution ιY
we consider here.
We first show that F
(0)
2 (Y ) is invariant under partial transposition with respect to an
22The existence of such a sequence of partial transpositions is guaranteed for Y of the form in Figure 8
(with the orange block WY possibly replaced by its partial transpositions). In the later part of the section,
we will prove that for Y with µ(Y ) = 2 and not related to rectangular diagrams by partial transpositions, it
takes the form as in Figure 8. Here we assume this is the case. Note that µ(Y ) = 2 demands the bottom-
left Yt×r sub-diagram (gray block) to contribute −1 to µ(Y ) since each of the three exterior colored blocks
along the North-East boarder (orange or gray) contribute at least 1 to µ(Y ). This means we have either
λT1 − r = λr or λTt = λ1 − t(see proof of Lemma B.5). In the former case, ιY is achieved by PTr+1 followed
by PTr+t+1; in the latter case, ιY = PT1 · PTr+t+1 · PTt+1 · PT1.
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arbitrary subdiagram P . We have the decomposition
F
(0)
2 (Y ) =
N∏
j=1,j 6=iˆ
∏
s∈Y \P
(iajiˆ − (h∅(s)− vY (s))2
(iajiˆ − (h∅(s)− vY (s))2 − 1
∏
s∈P
(iajiˆ − (h∅(s)− vY (s))2
(iajiˆ − (h∅(s)− vY (s))2 − 1
.
(B.42)
Since for general s = (α, β) ∈ Y and Y = [λ1, . . . , λl]
h∅(s)− vY (s) = −α− (λα − β) , (B.43)
where λTβ does not appear, the first factor in (B.42) from Y \P does not change under
P → P T . It is also easy to see that the second factor is also invariant. For (α, β) ∈ P and
(β, α) ∈ P T with P = [ρ1, . . . , ρm],
h∅(α, β)− vY (α, β) = −α− (l −m)− ρα + β ,
h∅(β, α)− vPT(Y )(β, α) = −β − (l −m)− ρTβ + α
(B.44)
are mapped to each another through
α→ 1 + ρTβ − α , β → 1 + ρα − β . (B.45)
Thus we’ve shown
F
(0)
2 (Y ) = F
(0)
2 (PT(Y )) . (B.46)
Let’s now show that that F
(0)
1 (Y ) is odd under the involution ιY if µ(Y ) = 2. We rewrite
F
(0)
1 (Y ) as
F
(0)
1 (Y ) =f1(Y )f2(Y )f3(Y )
f1 =
1∏
s∈Y+(2h)
∏
s∈Y−(−2v)
f2 =
∏
s∈Y0
(
h+
1
2
)2 ∑
s∈Y0
1(
h+ 1
2
)2
f3 =
∏
s∈Yr
(h− v)2
(h− v)2 − 1 .
(B.47)
Once again, we separate the products above as
fi(Y ) =
∏
s∈Y \WY
· · ·
∏
s∈WY
· · · ≡ f 1i (Y )f 2i (Y ) (B.48)
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where f 1i and f
2
i only receives contributions from entries in Y \W Y and W Y respectively.
Since ιY simply transposes W
Y , which exchanges h and v, we have
f 21 (Y ) = −f 21 (ιY (Y )) , f 22 (Y ) = f 22 (ιY (Y )) , f 23 (Y ) = f 23 (ιY (Y )) . (B.49)
Now if Y takes the form as in Figure 8 with W Y a rectangular block (or type either p2 × q1
or its transpose as in Figure 6), then clearly f 1i are invariant under the involution ιY since
the values of h (or v) do not change for boxes in the gray parts of the Young diagram
as in Figure 8. Furthermore, if W Y is replaced its partial transpositions (leaving the rest
of Y fixed), the contributions to f 1i still come from the same gray blocks as in Figure 8,
and consequently invariance of f 1i under ιY continues to hold thanks to corollary B.2.1 (see
also proof of Lemma B.4). Since Y is related to Ymin in Figure 6 by a sequence of partial
transpositions, it is sufficient to show that any partial transposition preserves the form of Y
up to partial transpositions restricted to the subdiagram W Y in Figure 8 (in particular W Y
remains a Young subdiagram under any partial transposition of Y ).
We proceed by induction. First note Ymin is of the form in Figure 8 with r = 0, t = p1
and p = p2, q = q1. Now suppose we start with a general Y as in Figure 8, we show
that any partial transposition PTα preserves its form, namely only the gray blocks contain
boxes with h− v = 0 or ±1 among all boxes in Y \W Y . Clearly, the only nontrivial partial
transpositions are PTα with α = 1 which corresponds to the usual transposition, or 1 < α ≤ r
and λT1 − α + 1 ≤ λα−1, or λT1 ≥ α ≥ r + q + 1 and λT1 − α + 1 ≤ t. The first case clearly
preserves the form of Y as in Figure 8. In the second case, the induction hypothesis implies
the values h− v for the boxes just below the top left gray block in Figure 8 satisfy
r − α + (q + p+ t)− λα ≤ −2 (B.50)
for 1 ≤ α ≤ r, and this is sufficient to ensure that the left white block in Figure 8 does not
contain entries with h − v equal to 0 or ±1. Suppose we perform a partial transposition
PTx(Y ) for some 1 < x ≤ r, then the resulting Young diagram is again of the form in
Figure 8 with the change in the parameters,
(p, q, t, r)→ (q, p, r − x+ 1, t+ x− 1) (B.51)
and to ensure that the (new) left white block as in Figure 8 does not contain entries with
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h− v equal to 0 or ±1, we need
t+ x− 1− α + (q + p+ t− x+ 1)− λα ≤ −2 , (B.52)
which follows from (B.50). A similar argument applies to the third case, focusing on the
right bottom white block in Figure 8.
p
q
p
r
t
q . . .
...
Figure 8: Young diagram Y related to Ymin in Figure 6 by partial transpositions. The orange
block denotes W Y . The gray blocks contain all the boxes with h − v = 0 or ±1 in Y \W Y .
Note that r, t are non-negative integers. If t = 0, the only gray block is the one on the
top left; if r = 0, the only gray block is the one on the bottom right. In particular Ymin in
Figure 6 corresponds to the special case r = 0, t = p1 and p = p2, q = q1.
We have thus proven that
F
(0)
1 (Y ) = −F (0)1 (ιY (Y )) (B.53)
for the special type of Young diagram Y and involution ιY considered here.
Putting together the facts that F
(0)
1 (Y ) and F
(0)
2 (Y ) are respectively odd and even under
the involution ιY , it follows that the contributions to (B.4) from Y and ιY (Y ) cancel pairwise
in the − → 0 limit as a consequence of (B.53) and (B.46). We have now shown that in
the case where ~Y contains a single non-empty Young diagram, if this Young diagram is not
related to a rectangular diagram by partial transpositions, it does not contribute to (B.4).
We now explain why only ~Y with a single non-empty Young diagram contributes to (B.4).
The form of F1 and the behavior (B.29) implies the only other relevant case involves two
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non-empty Young-diagram in ~Y which we can take to be
~Y = {Y1, Y2,∅, . . . ,∅} , (B.54)
up to an SN permutation, and we must have µ(Y1) = µ(Y2) = 1 (i.e. related to non-
square rectangular Young diagram by partial transpositions). In this case, we have pair-wise
cancellations between such ~Y and the partner ~Y ′ with Y2 (or Y1) replaced by its transpose
~Y ′ = {Y1, Y T2 ,∅, . . . ,∅} . (B.55)
To see this, recall that the summand Z~Y of (B.1) in this case decomposes as the following
product
Z~Y = ZY1ZY2ZY1,Y2 , (B.56)
where each factor only depends on the Young diagram(s) in the subscript (e.g. ZY1 only
involves the product in (B.1) with i = 1 and j 6= 2 or j = 1 and i 6= 2). From the argument
we presented for the case ~Y = {Y,∅, . . . ,∅}, it’s easy to see that ZY1 is invariant under
Y2 → Y T2 while ZY2 is odd since µ(Y2) = 1 (see equation (B.28) and (B.30)). Thus it suffices
to prove that in the limit (B.4)
ZY1,Y2 '
∏
s∈Y1
(ia21 − (hY1(s)− vY2(s))2
(ia21 − (hY1(s)− vY2(s))2 − 1
∏
t∈Y2
(ia12 − (hY2(t)− vY1(t))2
(ia12 − (hY2(t)− vY1(t))2 − 1 (B.57)
satisfies
ZY1,Y2 = ZY1,Y T2 ,
(B.58)
which indeed follows from Lemma B.6.
We have thus finished the proof of theorem B.1: the limit (B.4) of double mass derivatives
of the Nekrasov partition function (B.1) is dominated by ~Y with a single non-empty Young
diagram of rectangular shape (and its partial transpositions).
C Recursion relations
In this appendix we will give a proof of (3.48) for the special cases in which the nontrivial
Young diagram in the vector ~Y in (3.32) is of the form Y1×k or Yk×1. Recall a Young diagram
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vector ~Y ’s contribution to the k-instanton partition function is given by
Zk,~Y (m, aij, i) =
1
k!
(
+(m
2 + 2−/4)
12(m2 + 2+/4)
)k ∮ k∏
I=1
dφI
2pi
N∏
j=1
(φI − aj)2 −m2
(φI − aj)2 + 2+/4
×
k∏
I<J
φ2IJ [φ
2
IJ + 
2
+][φ
2
IJ + (im− −/2)2][φ2IJ + (im+ −/2)2]
[φ2IJ + 
2
1][φ
2
IJ + 
2
2][φ
2
IJ + (im+ +/2)
2][φ2IJ + (im− +/2)2]
.
(C.1)
For the round S4, by setting 1 = 2 = 1 we have
Zk,~Y (m, aij) =
1
k!
(
2m2
m2 + 1
)k ∮ k∏
I=1
dφI
2pi
N∏
i=1
(φI − ai)2 −m2
(φI − ai)2 + 1
×
k∏
I<J
φ2IJ(φ
2
IJ + 4)(φ
2
IJ −m2)2
(φ2IJ + 1)
2[(φIJ −m)2 + 1][(φIJ +m)2 + 1] .
(C.2)
In this appendix, we will first keep 1, 2 arbitrary, and set them equal to 1 at the end. That is
because with general 1, 2, the instanton partition function only has simple poles and obeys
a simple recursion relation [77, 78]. Indeed, it is straightforward to see that Zk,~Y (m, aij, i)
satisfies the following recursion relation
Zk+1,~Y+(m, aij, i) = Zk,~Y (m, aij, i)
1
k + 1
+(m
2 + 2−/4)
12(m2 + 2+/4)
∮
dφ
2pi
N∏
j=1
(φ− aj)2 −m2
(φ− aj)2 + 2+/4
(C.3)
×
k∏
J=1
(φ− φˆJ)2[(φ− φˆJ)2 + 2+][(φ− φˆJ)2 + (im− −/2)2][(φ− φˆJ)2 + (im+ −/2)2]
[(φ− φˆJ)2 + 21][(φ− φˆJ)2 + 22][(φ− φˆJ)2 + (im+ +/2)2][(φ− φˆJ)2 + (im− +/2)2]
,
where ~Y+ (with k + 1 boxes) is a Young diagram vector that is obtained from ~Y by adding
one more box. The contour for the integration over φ is determined by the position of the
box that we add to ~Y during the recursion procedure, and φˆJ are the poles for evaluating
Zk,~Y (m, aij, i), which are determined by
~Y according to (3.27).
We will here consider the contributions from Young diagram vector ~Y as in (3.32) where
the nontrivial Young diagram is a single row Young diagram Y1×k or a single column Young
diagram Yk×1. These Young diagrams can be constructed recursively by adding one box at
a time, and one can solve the recursion relation straightforwardly for the instanton partition
function at order m2.
We define
I1×k(1, 2) = ∂2mZk,(...,Y1×k,... )(m, aij, i)
∣∣
m=0
. (C.4)
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The recursion relation for I1×k(1, 2) is solved by beginning with the initial data, which we
take to be the contribution from the ~Y with nontrivial Young diagram Y1×2. For simplicity,
we will begin by setting N = 1 since the argument for general N is more complicated, in
which case the initial data is
I1×2(1, 2) =
∮
dz
2pi
[
3(z − a1)(z − a1 + i1)
421(z − a1 − i1)(z − a1 + 2i1)
1
1 − 2
+
341 + (z − a1)(z − a1 + i1) (2221 + 8(z − a1)(z − a1 + i1))
431(z − a1 − i1)2(z − a1 + 2i1)2
]
,
(C.5)
where the integration is around the poles at z = a1 + i+/2, but the integrand is our focus
here. From this we find that, in general, the ~Y with nontrivial Young diagram Y1×k gives
the following contribution
I1×k(1, 2) =
∮
dz
2pi
[
(2k2 − 2) (z − a1)((z − a1) + i(k − 1)1)
21 k
2k!((z − a1)− i1)((z − a1) + ik1)
1
1 − 2 (C.6)
+
(k − 1)2(k + 1)41 + (z − a1)(z − a1 + i(k − 1)1) ((6k2 − 2)21 + 4k(z − a1)(z − a1 + i(k − 1)1))
k k! 31(z − a1 − i1)2(z − a1 + ik1)2
]
.
Here, we only keep the terms of order O((1 − 2)0). The contribution from the ~Y with
nontrivial Young diagram Yk×1 is obtained by the transposition, which simply exchanges 1
with 2,
Ik×1(1, 2) = I1×k(2, 1) . (C.7)
The singular terms cancel in the sum of these two contributions, and the final result is given
by
I1×k = [I1×k(1, 2) + Ik×1(1, 2)]
∣∣
1=2=1
=
∮
dz
2pi
k−1∏
ka=0
(z − a1 + kai)2
(z − a1 + kai)2 + 1 ×
1
k!
[
4
1 + δ1k
(
1 +
1
k2
)
+
2i(k + 1)(k − 1)2
k(z − a1 + ki)(z − a1 + (k − 1)i)(z − a1)
]
,
(C.8)
where we have set 1 = 2 = 1 at the end of computation. Having determined the N = 1
case, the generalization of the above integrand to arbitrary N is straightforward. This can
be seen by using (C.2) as follows.
If I1×k were computed from (C.2), we would take consecutive residues surrounding the
poles at φ2IJ + 1 = 0. Since they are higher order poles, one needs to expand the integrand
when taking the residues. The constant term 4
1+δ1k
(
1 + 1
k2
)
of I1×k clearly comes from the
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second line in (C.2), which is independent of N , whereas the term containing z− a1 requires
expanding the first line in (C.2), and its generalization to general N is obvious. Therefore,
for general N we have
I1×k =
∮
dz
2pi
k−1∏
ka=0
N∏
j=1
(z − aj + kai)2
(z − aj + kai)2 + 1 ×
1
k!
[
4
1 + δ1k
(
1 +
1
k2
)
+
N∑
j=1
2i(k + 1)(k − 1)2
k(z − aj + ki)(z − aj + (k − 1)i)(z − aj)
]
, (C.9)
and the expression (after summing over k! identical contributions) agrees with the general
formula given in (3.48).
D Instantons at higher order in 1/N
In this appendix we compute the instanton contributions to ∂2m logZ
∣∣
m=0
to O(N−
9
2 ) in a
small gYM expansion to subleading order for instantons k = 2, . . . 12. The result matches
the conjecture in (4.1) for ∂2m logZ
∣∣
m=0
at finite gYM in terms of Eisenstein series, which
generalizes the match found for the perturbative terms and the k = 1 instanton in the main
text. By explicitly performing the sums and products in Ip×q (3.48) for many small values
of N , we find that Ip×q can be expanded for small ai as
Ip×q(N, aij) = I
(0)
p×q(N) + I
(2)
p×q(N)C2(aij) + · · · , (D.1)
where recall that C2 is defined in (4.7). When p = q, which includes the one-instanton case
(4.6), we found closed form expressions for I
(0)
p×q(N) and I
(2)
p×q(N), but for p 6= q we could
only find recursion relations in N . In either case, these formulae can be expanded explicitly
at large N . For instance, for k = 2 we find the recursion relations:
(−1600N2 − 7310N − 8256) I(0)2×1(N + 2) + (1440N2 + 5859N + 5958) I(0)2×1(N + 3)
+ (N + 2)(160N + 491)I
(0)
2×1(N + 1) = 0 , I
(0)
2×1(2) = −
134
27
, I
(0)
2×1(3) = −
517
81
,
(D.2)
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and (−320N2 − 734N − 456) I(2)2×1(N + 2) + (288N2 + 1323N + 684) I(2)2×1(N + 3)
+N(32N + 51)I
(2)
2×1(N + 1) = 0 , I
(2)
2×1(2) = −
10
243
, I
(2)
2×1(3) = −
20
729
,
(D.3)
which we can solve in a large-N expansion to get
I
(0)
2×1 = −5
√
2
pi
√
N +
17
√
1
N
8
√
2pi
+
325
(
1
N
)3/2
1024
√
2pi
+
2155
(
1
N
)5/2
8192
√
2pi
+
1543605
(
1
N
)7/2
4194304
√
2pi
+O(N−
9
2 ) ,
I
(2)
2×1 = −
15
8
√
2piN5/2
+
255
128
√
2piN7/2
− 11025
16384
√
2piN9/2
+
478485
131072
√
2piN11/2
+O(N−
13
2 ) .
(D.4)
The cases k = 3, . . . , 12 are increasingly more complicated so we put them in an attached
Mathematica file.
We can then use the expectation value 〈C2〉 in (4.8) with λ = g2YMN to compute 〈Ip×q〉
to O(N−
9
2 ). The result in each case is consistent with the small gYM expansion to O(g
2
YM) of
〈
∂2mZ
p×q
inst (m, aij)
〉 ∣∣∣∣
m=0
=
e
8pqpi2
g2
YM
1 + δp,q
[
−
√
N
16K1(
8pqpi2
g2YM
)
gYM
(
p
q
+
q
p
)
+
2K2(
8pqpi2
g2YM
)
gYM
√
N
(
p2
q2
+
q2
p2
)
+
1
32gYMN
3
2
[
−13K1
(
8pqpi2
g2YM
)(
p
q
+
q
p
)
+ 9K3
(
8pqpi2
g2YM
)(
p3
q3
+
q3
p3
)]
+
1
128gYMN
5
2
[
−25K2
(
8pqpi2
g2YM
)(
p2
q2
+
q2
p2
)
+ 15K4
(
8pqpi2
g2YM
)(
p4
q4
+
q4
p4
)]
+
1
gYMN
7
2
1533K1
(
8pqpi2
g2YM
)
16384
(
p
q
+
q
p
)
−
5355K3
(
8pqpi2
g2YM
)
32768
(
p3
q3
+
q3
p3
)
+
2625K5
(
8pqpi2
g2YM
)
32768
(
p5
q5
+
q5
p5
)
+O(N−
9
2 )
]
,
(D.5)
which describes the p × q instanton terms in (4.1). This is a very nontrivial check of the
conjectured finite gYM expression for ∂
2
m logZ
∣∣
m=0
.
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