ABSTRACT In this paper, the observer-based controller problem is considered for a class of discretetime Markovian jump systems with partial information. We consider the situation that the parameters on Markov chain discussed in this paper may not be totally observed, which is different from the traditional case with complete information on Markov parameters. First, although the operating modes are not completely available, one kind of detector submitting the information on operating modes is provided. Then, a kind of observer and an observer-based controller are constructed in order to achieve the observation of system state and assure the stabilization of the closed-loop systems, respectively. At the same time, sufficient conditions on the existence of the observer and the corresponding controller are presented in terms of linear matrix inequalities (LMIs). Finally, the simulations illustrate the advantage and potential application of the proposed theoretical results.
I. INTRODUCTION
Markov jump systems (MJSs) are a class of special multimodal systems due to the existence of the Markov chain governing the transition among different subsystems. With the powerful model ability and wide application in practical systems, MJSs have become a hot topic in research area. Over the past decades, quite a few meaningful results focusing on various problems, such as stability analysis [1] - [3] , stabilization [4] - [6] , filtering [7] - [9] , fault detection [10] - [12] , slide-mode control [13] , [14] , and so on, have been published. According to these literatures, the stability analysis and stabilization for MJSs are the most important and fundamental issues. Up to now, some new stability definitions on MJSs are denoted, such as stochastic stability, almost sure stability, mean-square stability and so on. Correspondingly, it is a silent challenge to figure out the effective methods to analyze different stability problems, and many significant results have
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In the most existing works, it is known that state feedback control is one of the most popular means for the stability problem of MJLSs. However, there are many strict requirements in the feedback strategy, that is the states of the systems must be obtained and transmitted. In practice, the assumption that the system states could be fully measured is too difficult to achieve. Actually, one fact needed to be pointed out is that some of the system states could not be directly measured or even too expensive to measure in practical industrial systems, which badly restrains the application of the state feedback control. Consequently, other necessary methods should be designed when it is not easy to measure the system state. Toward the aforementioned case, how to stabilize the unstable systems has stimulated the prosperous interest of the researchers from the different industrial areas, and prompted the development and application of various control algorithms, see for example, [21] - [26] . Based on the published references, it is noticed that observer-based control is an effective control algorithms for the stability analysis or stabilization. In this framework, the main solution can be divided into the following two steps: first, the observer should be designed to successfully observe the system states via input and output signals; then, the corresponding observerbased controller could also be designed.
Nevertheless, although the theories on MJSs have been very mature, there are some disadvantages in many practical applications yet. An obvious limitation of the developed theories is that the information on the system modes is assumed to be totally available. Hence, a new idea of partial information on Markov chain has been introduced, which are more general and practical. By searching the references, it is seen that some important results have been investigated in the literature. For example, the H 2 -control for discrete-time Markov jump linear systems with partial information has been studied in [27] . Moreover, new results on H ∞ analysis and control of Markov jump linear systems have been discussed in [28] in a scenario of partial observations of the jump process. However, it is not seen that the observer-based control problem for Markov jump systems with partial information has been reported in the published references. Therefore, our main work in this paper is to find a suitable observer-based controller in the situation of partial observation of the jump process.
In this paper, the observer-based controller of discrete-time MJLSs with partial information has been investigated. The main contributions of this paper are concluded as follows: 1) Different from the traditional assumptions about MJLSs, we assume that the observation on the Markovian chain is not completely acquired, that is, partial information on the modes of subsystems can be acquired; 2) The signals emitted from the detector is used to deal with such terrible case with partial information on Markovian jump parameters, which is much more general and practical; 3) Sufficient conditions for stochastic stability of discrete-time MJLSs discussed in this paper are provided in the form of LMIs via Lyapunov stability theory. Furthermore, it is easily proved that our obtained results are effective in the simulations.
Notation: R n denotes the n-dimensional Euclidean space, R q×n is the set of all q × n real matrices. E {·} stands for the expectation. In symmetric block matrices, we use '' * '' as an ellipsis for the terms induced by symmetry, diag {· · ·} for a block-diagonal matrix, and (M ) M + M T .
II. PROBLEM FORMULATION
Consider a kind of discrete-time Markovian jump systems described as
where x(k) ∈ R n is the system state, u(k) ∈ R m is the control input, and y(k) ∈ R s is the measurement output. Matrices A(θ k ), B(θ k ) and C(θ k ) are known matrices of compatible dimensions. {θ k , k ∈ R + } is a discrete-time Markov process taking values in a finite space S = {1, 2, · · · , N } with transition probability matrix (TPM) (π ij ) ∈ R N ×N given by (2) with π ij ≥ 0 and N j=1 π ij = 1, for all i, j ∈ S. When θ k = i ∈ S, the system matrices of the ith mode are denoted by A i , B i and C i .
Based on the problem discussed in this paper, one kind of observer is designed as follows
wherex(k) ∈ R n is the state estimate vector,ŷ(k) ∈ R s is the observer measurement output and L(θ k ) is the gains of the desired observer. The system matrices of (3) are same as system (1) . Here, {θ k , k ∈ R + } is a signal submitted by a suitable detector, which takes value in a finite spaceŜ i =
and is concerned about θ k with the following conditional probability 
with K (θ k ) is the gains matric of the designed observer-based
respectively. Then, the following augmented system including the system (1) and (3) can be obtained as
In this paper, our aims are to give the stochastically stable criterion for system (1), and design an observer-based controller (5) implying the augmented systems (6) being stochastically stable. Before the end of this section, one necessary definition and Lemma 1 should be given firstly, which are used in the proof of the following Theorems.
Definition 1: Given observer (3) and controller (5), system (6) is said to be stochastically stablizable if for k ≥ 0, the following condition
Lemma 1 [30] : Given any real matrices X , Y and Z with appropriate dimensions and such that Y > 0 and symmetric. Then, we have
III. MAIN RESULTS

Theorem 1:
For the system (1), there exists an observer (3) and controller (5) such that the augmented system (6) is stochastically stabilizable, if there exist matrices P i > 0, i ∈ S, l ∈Ŝ, such that
Proof: Choosing a stochastic Lyapunov functional as
It is equivalent to
which is implied by condition (7). Based on condition (9), it is easy to get that
) − P i and ρ = min i∈S {λ min (− i )}. Taking the expectation on both sides of (11) and continuing the iterative procedure, as k → ∞, one could obtain
Then, it is said that the augmented system (6) is stochastically stable. This completes the proof.
Remark 1:
The basic idea of Theorem 1 is presenting the conditions to ensure the augmented system (6) being stochastically stabilizable and prove the existence of the observer (3) and observer-based controller (5) via the method of Lyapunov functional approach. It is obvious that the obtained results shown in terms of LMIs is not solvable. To overcome the difficulty, therefore, another new Lyapunov functional is proposed, which are adopted by the following two Theorems. Furthermore, the stochastically stabilization criterias on how to design the parameters of controller and observer are addressed, respectively.
Theorem 2: For the system (1), there exists an observer (3) and controller (5) such that the system (6) 
where
Then, the parameters of observer (3) and controller (5) are constructed as
Proof: Choosing a new stochastic Lyapunov functional as
For every θ k = i ∈ S, it is known that
it is known that (20) can be written as
which is implied by
Note that δ and µ are given small positive numbers. Based on the Schur complement lemma, (23) and (24) are equal to
i } Due to the following means dealing with (25) being similar to (26), we only give the proof of the former. Then, it is concluded that (25) can be implied by
which is equal to (25) by pre-and post-multiplying its both sides with matrix
and its transpose respectively, where G is nonsingular andÎ = diag{I , . . . , I }. Furthermore, using the Lemma 1, (27) can be guaranteed by
withP i = G T P i G. As forP
From condition (14) , it is concluded that G is nonsingular. Meanwhile, under the condition (30), it is obvious that the condition (14) with the (18) can imply the (29) . At the same time, it is easy to notice that (26) can be guaranteed by (15) . This completes the proof. Theorem 3: For the system (1), there exists an observer (3) and controller (5) such that the system (6) is stochastically stabilizable, if there exist matricesP il i
, and H l i k with positive constant µ and δ, ∀i ∈ S and
Proof: From the proof of Theorem 2, condition (23) and (24) are respectively equal to
Similar to the Theorem 2, only the proof of (34) is given in detail, which can be guaranteed by
which is guaranteed by the following inequality
by pre-and post-multiplying both sides of (38) with matrix
and its transpose respectively, where G l i k is nonsingular. Furthermore, based on the Lemma 1, (38) can be guaranteed by
is nonsingular. Meanwhile, it is seen that condition (31) is same to (40). At the same time, based on the (33), (32) can guarantee (35). This completes the proof. Remark 2: Although the proofs of Theorems 2 and 3 are generally similar, there are both advantages and disadvantages in term of the two Theorems. On the one hand, the main advantage of Theorem 2 is that the whole information on α il is totally used, which is less conservative. However, the disadvantage is that only one G ( or M ) can be chosen to compute the parameters of controller (or observer). On the other hand, the goodness of Theorem 3 is the computation complexity is reduced without using the α il , and it is less conservative to get the corresponding parameters of controller or observer via using of the G l i k . In conclusion, it is hard to say which one is more better than another. Therefore, how to choose the parameters of the observer and controller computed by the above two Theorems should depend on the specific situation. VOLUME 7, 2019 Example 1: In order to prove the effectiveness and applicability of the developed theoretical results, we consider a single-machine infinite-bus (SMIB) power system, which is cited from [29] . For convenience, it is seen that some unnecessary factors are ignored during the process of modeling the SMIB power system, such as the stator winding resistance, voltages due to magnetic flux derivatives, damper windings and so on. The dynamic equations of SMIB power system could be described as follows: By moving equilibrium to the origin of new coordinates, a new variables can be designed as x 1 (t) = δ(t) − 2π 5 , x 2 (t) = ω(t), x 3 (t) = e(t) − 0.9 and u(t) = υ(t). As a result, the system (41) can be rewritten in the form of
sin(x 1 (t) + 2π 5 ) The Fig. 1 shows the configuration of the SMIB power system. It can be seen that there are two different values of the infinite-bus voltage z due to the influence of the outdoor disturbance. In this paper, we use the non-homogeneous Markov process with two modes to describe the change of the infinitebus voltage z. For instance, when the SMIB power system is operating under the low load Z 1 , the system is in mode 1 with z = 1.2144 p.u., and When the SMIB power system is operating under the low load Z 2 , the system is in mode 2 with z = 1.1040 p.u. Applying the local linearization theory, system (42) can be presented as followṡ
where 
Then, using the discretization theory [8] with sampling period T s = 0.5s, system (43) will have the same form of system (1), where
T and θ k is a discrete-time
Markov process taking values in a finite space S = {1, 2}, and the matrices are as It is seen that the effectiveness of our theoretical results is proved in the simulations. In Fig. 2 , the simulation of operation mode of system (1) and signal sent by the detector is shown. Moreover, the system states (1) and observer states (3) are presented in the Figs. 3-5, respectively. Based on the simulations, it is easily concluded that the system states could be stabilized by the designed controller, and the constructed state observer is totally valid. Further, applying the Theorem 3, the desired controller and observer is respectively designed as Under the same initial condition for Theorem 2 and the mode sequence shown in the Fig. 2 , the effectiveness of the our theory is illustrated in the simulations. Figs. 6-8 show the states respond of system (1) and observer (3), respectively. It can be seen that the stochastical stabilization for the augmented system (6) can be guaranteed.
IV. CONCLUSION
In this paper, the problem of observer-based control for discrete-time Markov jump systems has been investigated, where the observation on operating modes of is not completely but partially available. First, we assume that there exists a suitable detector sending the information on operation modes of the system. Based on the mode provided by detector, an observer and the controller is designed to guarantee the stochastical stabilization of the augmented system. Then, sufficient conditions for the existence of observer and controller have been proposed in form of LMIs. Furthermore, when the probability α il is totally used or not, two kind of effective observer and controller are constructed, respectively. Finally, the advantage and application of the obtained results have been respectively illustrated by a practical example.
