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Abstract
Convolutional neural network(CNN) has achieved great suc-
cess in many fields, but due to the huge number of parameters,
it is very difficult to study. Then, can we start from the pa-
rameters themselves to explore the relationship between the
internal parameters of CNN? This paper proposes to use the
convolution layer parameters substitution with the same con-
volution kernel setting to explore the relationship between the
internal parameters of CNN and proposes to use the CNN vi-
sualization method to check the relationship. Using the visu-
alization method, the forward propagation process of CNN
is visualized. It is an intuitive representation of how CNN
learns. According to the experiments, this paper believes that
1. Residual layer parameters of ResNet are correlated, and
some layers can be substituted for each other; 2. Image seg-
mentation is a process of first learning image texture features
and then locating and segmentation.
Introduction
Convolution neural network on autopilot, image segmen-
tation, image super-resolution directions have been a huge
success, but has long been CNNs are run as a black box,
people also have a series of confusion: convolution kernels
as the core of CNN are there a relationship between differ-
ent layers of convolution kernels, how convolution neural
network works or how his work process, etc.
In order to explore these problems, people put for-
ward various deep learning interpretation methods such
as:[3]Deep learning is explained from the perspective of
quantum mechanics.[5]Through the visualization of CNN
feature map, the change of feature map is analyzed to ex-
plain the deep learning. However, these articles all have a
defect, that is, the abstract interpretation, not intuitive, and
there is no validity index of the feature maps.
The architectures of CNNs varies greatly, but there are
about two basic forms in the segmentation field: one is the
encoder-decoder form of UNet[4]; the other is the method
of feature extraction using the ResNet[2] network. Two rep-
resentative networks, UNet and PSPNet[6](Because it con-
tains the ResNet structure) were selected for this article.
They were used to perform myocardial segmentation tasks
to explore the relationship between internal parameters of
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the convolutional neural network. How the features change
in the forward propagation process of CNN were given by
visualization.
Visualization analysis is an important method in CNN, but
the previous article visualization is to manually select a spe-
cial feature map for visualization, which is not generic. In
this paper, by using the method of feature map summation,
each feature map is summed on channel dimension, and then
the result of summation is visualized. This paper analyzes
how CNN works by visualizing features change from the
bottom to the top of layers.
Contributions of this paper :
1. The correlation between the convolution kernels in the
ResNet layer blocks is proposed, and the proofs are given,
and the evaluation standard of the correlation is given.
2. Propose a new CNN feature map visualization method.
3. It is proposed that ResNet convolution kernel parame-
ters in the same layer blocks are correlated.
The structure of this paper is as follows:
1.Theory: Gives the mathematical form of ResNet struc-
ture and the mathematical representation after convolution
kernels replacement.
2.Data: Describes the Data set used in this article.
3.Layer block convolution kernels replacement: UNet
and PSPNet network convolution kernels in the same layer
blocks were replaced respectively to test the correlation of
network convolution kernels.
4.ResNet34-ResNet18 results: Replace part of PSPNet-
ResNet18 layers with part of PSPnet-Resnet34 layers.
5. Visualization: Visualization of the UNet and PSPNet
forward propagation characteristics, respectively. The influ-
ence of convolution kernels replacement is analyzed by vi-
sualization method.
6. Discussion: Analyzed the possible questions in the ar-
ticle?
Theory
Mathematical representation of a ResNet residual unit:
xl+1 = σ ∗ (xl +BN(σ(BN(xl ∗ w′l) ∗ w′′l ))
Replacing one of the convolution kernels in residual unit
with one of the convolution kernels in the layer block can
be written as:
xl+1 = σ ∗ (xl +BN(σ(BN(xl ∗ wn) ∗ w′′l ))
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xl+1 = σ ∗ (xl +BN(σ(BN(xl ∗ w′l) ∗ wn))
Where,xl represents the feature map of the input of the lth
residual unit, xl+1 represents the input at thel+1th layer or
the feature map of the output of lth residual unit.w′l and w
′′
l
represent the first convolution kernel and the second con-
volution kernel of the lth residual unit respectively, and σ
represents Relu activation function.wn represents the con-
volution kernel to be replaced.∗ represents the convolution
operation.x′l and x
′′
l respectively represents the output fea-
tures map after parameter replacement. BN means Batch-
normalization.
If xl ≈ x′l or xl ≈ x′′l , we think wn has the same function
as w′l or w
′′
l ,and vice versa.
Data
The data set used in this experiment is T1[1] cardiac seg-
mentation data set, which contains 210 persons and corre-
sponding cardiac segmentation labels of each person with
55 images. The first 60 people are selected as the training
set and the last 30 as the validation set. The Dice baseline of
UNet and PSPNet are 0.8645 and 0.8723.
Layer block convolution kernels replacement
In this paper, UNet and PSPNet networks were used to seg-
ment T1 cardiac image. The structure of UNet network is as
follows:
Figure 1: UNet network structure: layer1-5 represents the
layer block 1-5, feature1-10 represents the output fea-
ture maps that need to be visualized, 0,1,2 represents the
0th,1st,2nd convolution in the layer block respectively.
Replace the convolution kernel of the convolution layer in
the same layer block, as follows: Layer1 [0]=Layer1[1].The
results are then tested with other parameters and validation
sets unchanged.The results are as follows:
Table 1: Replacement results of UNet convolution kernel:
Layer block 1-5 represents Layer1-5 of the network, i and j
represent the original layer and the target layer respectively,
corresponding to W of 0-2 convolutional layer in Layer 1-5.
Such as Layer1 [i] = Layer1 [j].
Layer block 1
i j Dice
0 1 0.04
0 2 0.15
1 0 0.28
1 2 0.01
2 0 0.28
2 1 0.20
Layer block 2
i j Dice
0 1 0.04
0 2 0.05
1 0 0.06
1 2 0.02
2 0 0.00
2 1 0.00
Layer block 3
i j Dice
0 1 0.00
0 2 0.00
1 0 0.00
1 2 0.11
2 0 0.00
2 1 0.00
Layer block 4
i j Dice
0 1 0.01
0 2 0.31
1 0 0.00
1 2 0.03
2 0 0.01
2 1 0.00
Layer block 5
i j Dice
0 1 0.00
0 2 0.00
1 0 0.00
1 2 0.00
2 0 0.00
2 1 0.02
The architecture of PSPNet:
Figure 2: PSPNet (ResNet - 34) network structure, the light
orange, orange, green, yellow boxes of different colors rep-
resent different layer blocks; The characters in the boxes
represent the name of the layers in the network; The purple
boxes represent the layers of PSPNet (RESnet-34) and PSP-
Net (RESnet-18) with the same names;Feature1-5 represents
the feature maps that need to be visualized; The Numbers
0-n respectively represent the sequence number of convolu-
tional layer in each layer block.
Firstly, parameters replacement was carried out for the
residual units of ResNet module in PSPNet. That is to re-
place the convolution layers with the same convolution ker-
nel settings in ResNet. Under the condition that other param-
eters and validation set are unchanged, the result was tested
directly on the validation set.
The parameters were replaced layer by layer. i represents
the replaced layer and j represents the original layer, namely
Layer1[i]=Layer1[j].
The experimental results are as follows:
Let’s replace the convolution kernels in each layer block
with the same one. j represents the original layer.Such as
Layer1[1,2n]=Layer1[j].
RMSE:RMSE(F1,F1’),RMSE(F2,F2’),RMSE(F3,F3’),RMSE(F4,F4’)
(F1,F1’, F2,F2’, F3,F3’, F4,F4’ need to be summed in the
channel dimension, F1,F1’, F2,F2’, F3,F3’, F4’ correspond
to the original feature map of Feature1-4 and the feature
map after the convolution kernels replacement).
Table 3: The result of Layer1-4 parameters are all replaced
by one of the layer in Layer1-4 separately.
Layer block 1
j 0 1 2 3 4 5
Dice 0.83 0.00 0.77 0.51 0.72 0.00
RMSE 2.852 19.673 8.041 5.316 3.737 8.071
Layer block 2
j 0 1 2 3 4 5 6
Dice 0.85 0.86 0.86 0.85 0.86 0.86 0.86
RMSE 17.819 8.378 3.918 9.647 4.693 13.288 5.576
Layer block 3
j 0 1 2 3 4 5 6 7 8 9 10
Dice 0.66 0.01 0.02 0.01 0.17 0.01 0.09 0.01 0.00 0.16 0.00
RMSE 17.728 29.443 11.788 30.340 14.709 38.529 14.843 34.789 29.698 32.922 34.079
Layer block 4
j 0 1 2 3 4
Dice 0.00 0.00 0.00 0.00 0.00
RMSE 93.685 65.043 93.685 350.525 402.309
It can be seen from the above results that the convolu-
tion kernels in the UNet network layer blocks have no obvi-
ous correlation. The convolution kernels in the ResNet layer
blocks are correlated. When only one layer of convolution
kernels is replaced, RMSE and Dice change very little after
the convolution kernels were replaced except Layer4. When
all convolution kernels were replaced, the Layer2 result still
changed little. Therefore, this paper believes that residual
convolution kernels in the same ResNet layer block have the
same function or different residual convolution kernels in the
layer block acts on the feature map and the results are almost
the same. With the deepening of the layers, the difference of
the results of the residual convolution kernels acting on the
feature maps increases gradually.
ResNet34-ResNet18 results
The ResNet34 convolution kernels in PSPNet-ResNet34
was used to replace the convolution kernels of the corre-
sponding layers in PSPNet-ResNet18, and then the results
were tested directly on the validation set, as shown below:
Table 4: The results of PSPNet- ResNet 34 replacing the
convolution kernels of PSPNet-Resnet18.
layers layer1 layer2 Layer2 2 Layer2 3 Layer2 4 Layer2 5 layer3 Layer3 2 Layer3 3 Layer3 4 Layer4 Layer4 2 Layer4 3 Layer4 4
Dice 0.82 0.00 0.86 0.00 0.86 0.00 0.00 0.72 0.82 0.13 0.00 0.00 0.00 0.81
The corresponding layer is as follows:
Layer1:[’layer1.0.conv1.weight’,’layer1.0.conv2.weight’,
’layer1.1.conv1.weight’, ’layer1.1.conv2.weight]
Table 2: Left to right respectively represent the re-
sults after the convolution kernels of each layer in-
side Layer1-4 are replaced.i represents the original
layer, j represents the replaced layer; RMSE from
left to right: RMSE(F1,F1’),RMSE(F2,F2’),RMSE(F3,F3’),
RMSE(F4,F4’) (F1,F1’, F2,F2’, F3,F3’, F4,F4’ need to be
summed in the channel dimension,F1,F1’, F2,F2’, F3,F3’,
F4’ correspond to the original feature map of Feature1-4
and the feature map after the convolution kernels replace-
ment).Dice represents the result on the validation set after
the convolution kernels were replaced.
Layer block 1
i j RMSE Dice
0 1 28.556 0.11
0 2 19.521 0.00
0 3 7.994 0.64
0 4 39.685 0.00
0 5 20.791 0.10
1 0 2.063 0.85
1 2 3.852 0.85
1 3 2.364 0.85
1 4 2.447 0.85
1 5 1.881 0.83
2 0 2.011 0.87
2 1 2.407 0.87
2 3 2.082 0.87
2 4 7.166 0.78
2 5 2.120 0.87
3 0 1.687 0.87
3 1 1.727 0.87
3 2 1.474 0.87
3 4 2.180 0.87
3 5 2.177 0.87
4 0 1.571 0.85
4 1 1.382 0.86
4 2 2.337 0.85
4 3 2.138 0.86
4 5 2.330 0.83
5 0 0.945 0.87
5 1 0.429 0.87
5 2 0.616 0.87
5 3 0.843 0.87
5 4 0.813 0.87
Layer block 2
i j RMSE Dice
0 1 2.191 0.87
0 2 2.138 0.87
0 3 2.524 0.87
0 4 2.250 0.87
0 5 2.265 0.87
0 6 2.581 0.87
1 0 2.447 0.87
1 2 1.888 0.87
1 3 2.609 0.87
1 4 2.574 0.87
1 5 2.346 0.87
1 6 1.855 0.87
2 0 5.778 0.87
2 1 3.049 0.87
2 3 3.233 0.87
2 4 1.629 0.87
2 5 4.377 0.87
2 6 1.985 0.87
3 0 1.396 0.87
3 1 1.604 0.87
3 2 1.337 0.87
3 4 1.458 0.87
3 5 1.820 0.87
3 6 1.400 0.87
4 0 1.316 0.87
4 1 1.253 0.87
4 2 1.350 0.87
4 3 1.280 0.87
4 5 1.386 0.87
4 6 1.299 0.87
5 0 2.744 0.87
5 1 3.163 0.87
5 2 3.156 0.87
5 3 2.045 0.87
5 4 2.490 0.87
5 6 2.951 0.87
6 0 3.997 0.87
6 1 3.630 0.87
6 2 3.389 0.87
6 3 3.611 0.87
6 4 2.557 0.87
6 5 3.606 0.87
Layer block 3
i j RMSE Dice
0 1 11.646 0.79
0 2 12.526 0.80
0 3 12.363 0.78
0 4 12.624 0.80
0 5 11.748 0.81
0 6 11.013 0.81
0 7 11.853 0.80
0 8 11.873 0.74
0 9 11.503 0.82
0 10 11.381 0.78
1 0 5.153 0.87
1 2 3.972 0.87
1 3 4.019 0.87
1 4 4.347 0.87
1 5 3.928 0.87
1 6 4.514 0.87
1 7 4.698 0.87
1 8 4.626 0.87
1 9 4.383 0.87
1 10 5.331 0.87
2 0 3.696 0.87
2 1 3.329 0.87
2 3 3.625 0.87
2 4 3.533 0.87
2 5 3.413 0.87
2 6 3.593 0.87
2 7 3.419 0.87
2 8 3.498 0.87
2 9 3.446 0.87
2 10 3.435 0.87
3 0 6.777 0.86
3 1 8.433 0.86
3 2 4.940 0.87
3 4 7.494 0.86
3 5 6.802 0.86
3 6 6.708 0.86
3 7 6.613 0.86
3 8 6.538 0.87
3 9 7.308 0.86
3 10 7.054 0.86
4 0 4.305 0.87
4 1 3.634 0.87
4 2 4.505 0.87
4 3 3.837 0.87
4 5 3.613 0.87
4 6 4.236 0.87
4 7 3.464 0.87
4 8 3.845 0.87
4 9 3.602 0.87
4 10 3.816 0.87
5 0 5.399 0.87
5 1 4.902 0.87
5 2 3.852 0.87
5 3 4.909 0.87
5 4 4.699 0.87
5 6 4.113 0.87
5 7 4.794 0.87
5 8 4.328 0.87
5 9 4.868 0.87
5 10 5.074 0.87
6 0 2.037 0.87
6 1 2.032 0.87
6 2 1.907 0.87
6 3 2.007 0.87
6 4 1.922 0.87
6 5 1.976 0.87
6 7 1.979 0.87
6 8 1.826 0.87
6 9 1.988 0.87
6 10 1.958 0.87
7 0 3.826 0.87
7 1 4.134 0.87
7 2 2.726 0.87
7 3 4.990 0.87
7 4 3.179 0.87
7 5 4.351 0.87
7 6 2.889 0.87
7 8 2.838 0.87
7 9 4.145 0.87
7 10 3.722 0.87
8 0 3.540 0.87
8 1 4.618 0.87
8 2 3.550 0.87
8 3 3.563 0.87
8 4 2.714 0.87
8 5 4.592 0.87
8 6 4.096 0.87
8 7 4.717 0.87
8 9 5.101 0.87
8 10 2.924 0.87
9 0 3.013 0.87
9 1 2.563 0.87
9 2 2.793 0.87
9 3 2.654 0.87
9 4 2.409 0.87
9 5 2.590 0.87
9 6 2.454 0.87
9 7 2.564 0.87
9 8 2.393 0.87
9 10 3.244 0.87
10 0 4.313 0.87
10 1 4.559 0.87
10 2 3.683 0.87
10 3 5.259 0.87
10 4 3.179 0.87
10 5 4.896 0.87
10 6 3.626 0.87
10 7 4.482 0.87
10 8 4.017 0.87
10 9 4.995 0.87
Layer block 4
i j RMSE Dice
0 1 64.749 0.02
0 2 0.000 0.87
0 3 58.389 0.12
0 4 60.551 0.05
1 0 67.167 0.00
1 2 67.167 0.00
1 3 64.569 0.00
1 4 60.967 0.00
2 0 0.000 0.87
2 1 64.749 0.02
2 3 58.389 0.12
2 4 60.551 0.05
3 0 49.135 0.56
3 1 41.184 0.52
3 2 49.135 0.56
3 4 35.411 0.58
4 0 80.812 0.19
4 1 58.471 0.20
4 2 80.812 0.19
4 3 90.926 0.13
Layer2:[’layer2.0.conv1.weight’,’layer2.0.conv2.weight’,
’layer2.0.downsample.0.weight’,’layer2.1.conv1.weight’,
’layer2.1.conv2.weight’]
Layer2 2: [’layer2.0.conv2.weight’,’layer2.1.conv1.weight’,
’layer2.1.conv2.weight’]
Layer2 3:[’layer2.0.conv1.weight’,’layer2.0.downsample.0.weight’]
Layer2 4:[’layer2.0.conv1.weight’]
Layer2 5:[’layer2.0.downsample.0.weight’]
Leyer3:[’layer3.0.conv1.weight’,’layer3.0.conv2.weight’,
’layer3.0.downsample.0.weight’,’layer3.1.conv1.weight’,
’layer3.1.conv2.weight’]
Layer3 2:[’layer3.0.conv2.weight’,’layer3.1.conv1.weight’,
’layer3.1.conv2.weight’]
Layer3 3:[’layer3.0.conv1.weight’]
Leyer3 4:[’layer3.0.downsample.0.weight’]
Leyer4:[’layer4.0.conv1.weight’,’layer4.0.conv2.weight’,
’layer4.0.downsample.0.weight’,’layer4.1.conv1.weight’,
’layer4.1.conv2.weight’]
Leyer4 2:[’layer4.0.conv2.weight’,’layer4.1.conv1.weight’,
’layer4.1.conv2.weight’]
Leyer4 3:[’layer4.0.conv1.weight’]
Leyer4 4:[’layer4.0.downsample.0.weight’]
Visualization
The visualization of all feature map requires summing in the
channel dimension firstly.
Figure 3: Input image
UNet
Figure 4: The UNet feature changes from top to bottom and
from left to right correspond to Feature1-10
As can be seen from the above figure, UNet encoder is
mainly responsible for learning pattern features of images,
while decoder is responsible for segmentation.
Figure 5: PSPNet feature map changes, top to bottom
respectively represent the original model feature maps,
Layer1[2]= Layer1 [0](the number corresponds to Layer1
layer block convolution kernel number) feature maps,
Layer1[0]= Layer1 [2] feature maps. Dice represents the fi-
nal result of the network. There are 5 feature maps from left
to right, which correspond to the feature maps output from
Feature1-5 of PSPNet.
PSPNet
As can be seen from the above figure, in the first three fig-
ures, we mainly learn the texture features of the original
image, then locate it in the fourth figure and segment it in
the fifth figure.Therefore,image segmentation is a process of
first texturizing the feature, learning image texture, locating,
and then realizing segmentation based on localization.
Layer4 results of feature maps visualization after
ResNet34 replaced ResNet18 convolution kernel:
Figure 6: Top to bottom and left to right represent the
Feature1-5 feature map changes of source model,Layer4,
Layer4 2, Layer4 3, and Layer4 4
It can be seen from the above feature map that, except
for Layer4, the residual convolution kernels in the ResNet
layer block of different layers are replaceable, while the
fourth layers block are replaceable in the identity mapping
layer. Combined with the result of Layer block convolution
kernels replacement of PSPNet, it shows that the identity
mapping layers in the PSPNet network are mainly respon-
sible for saving the complete image information, while the
front part of the residual layers is responsible for learning
the image features. In combination with UNet feature map
changes, the more complete the image information is, the
better the segmentation result will be. In PSPNet, the first
three layer blocks mainly learn the image features, while the
fourth layer block begins the segmentation task, so the in-
tegrity of the information should be maintained in the front.
The fourth layer block begins to segment, and the segmen-
tation is mainly aimed at the segmentation position, so the
complete information of the image is no longer important, as
long as the segmentation position information is sufficient.
In front of PSPNet, it is mainly the learning of image in-
formation, which needs the integrity of information, so the
identity mapping layers cannot be replaced, and the fourth
layer block starts to learn segmentation, so the residual layer
cannot be replaced.
Discussion
Figure 7: Top to bottom and left to right represent
the Feature1-5 feature map changes caused by original
model,Layer1[0]=Layer[1], layer1[0]=Layer[2]
In section Layer block convolution kernels replace-
ment,PSPNet Dice changes are basically consistent with
RMSE changes, but some results are inconsistent with
RMSE changes. Visualize the feature map for the fact that
these RMSEs in the results do not fully and accurately re-
flect the results. The reason was found in the red box part
in the figure above, because the purpose of the network was
to segment the myocardium. However,although RMSE was
low in some feature map,the extraction of partial feature in-
formation of myocardium was insufficient, so the Dice value
decreased as a result. Although RMSE value is high in some
characteristic maps, the location and information extraction
of myocardium are sufficient, so the Dice value is high.
Conclusion
1. The residual convolution kernels in the network layer
blocks of ResNet are correlated, that is, the convolution ker-
nels can be replaced with each other. In this paper, there
are two reasons: one is that the residual layers in the same
layer block perform the same or similar task to some ex-
tent; Second, CNN is fault-tolerant. 2. UNet, PSPNet image
segmentation networks are a process of first learning texture
features, then positioning, and finally segmentation. With-
out loss of generality, this paper believes that CNNs are a
process of first analyzing texture features and then locating
segmentation for segmentation tasks. 3. With the deepening
of layers, the convolution kernels replaceable capability in
layer blocks become worse and worse, so this paper believes
that with the deepening of layers, the task becomes more tar-
geted, which can also be seen from the visualization of the
feature map.
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