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Resumo
Neste traballo preséntanse varios métodos non-
supervisados para a detección da similitude semántica
textual, os cales están baseados en modelos distribu-
cionais e no parseado de dependencias. Os sistemas
son avaliados mediante datasets empregados na AS-
SIN Shared Task, celebrada conxuntamente co PRO-
POR 2016. Os métodos máis básicos ofrecen un me-
llor comportamento que aqueles, mais complexos, que
inclúen información sintáctico-semántica na análise
das oracións. Por último, o uso de modelos distribu-
cionais construidos automaticamente a partir de cor-
pus ofrece resultados comparábeis ás estratexias que
utilizan recursos léxicos externos constrúıdos manual-
mente.
Palabras chave
similitude textual, análise de dependencias, extrac-
ción de información aberta
Abstract
This paper presents some unsupervised methods
for detecting semantic textual similarity, which are
based on distributional models and dependency par-
sing. The systems are evaluated using the dataset
realased by the ASSIN Shared Task co-located with
PROPOR 2016. The more basic methods offer better
behavior than the more complex ones, which include
syntactic-semantic information in sentence analysis.
Finally, the use of distributional models built auto-
matically from corpora provides results comparable
to strategies that use external lexical resources built
manually.
Keywords
textual similarity, dependency analysis, open informa-
tion extraction
1 Introdución
As paráfrases def́ınense como pares de ora-
cións que conteñen a mesma ou case a mesma
información (Androutsopoulos & Malakasiotis,
2010). Polo tanto, o recoñecemento de paráfrases
consiste no recoñecemento de oracións (ou peque-
nos fragmentos de texto) que teñen aproximada-
mente o mesmo significado nun contexto dado.
Unha tarefa similar a á identificación de paráfra-
ses é a Similitude Semántica Textual (SST), a cal
busca determinar o grao de equivalencia semánti-
ca entre dous fragmentos de texto.
SST pode empregarse en moitas das tarefas do
Procesamento da Linguaxe Natural (PLN), den-
de recuperación de información ata a detección
automática de plaxio. Existen varios métodos de
SST na bibliograf́ıa, que van dende métodos non-
supervisados e con recursos lixeiros ata métodos
supervisados e con recursos intensos.
O principal obxectivo deste traballo é describir
e avaliar métodos non-supervisados de SST base-
ados en modelos distribucionais e aplicados ao
portugués. Máis concretamente, compararemos
estratexias non-supervisadas de recursos lixeiros
con outras estratexias, tamén non-supervisadas,
mais que utilizan recursos máis intensos, como
tesaurus, redes de coñecemento, ou mesmo infor-
mación sintáctica. Todos os experimentos son le-
vados a cabo usando o datasets proporcionado
por ASSIN Shared Task (Avaliação de Similari-
dade Semântica e Inferência Textual), celebra-
do conxuntamente con PROPOR 2016 (Fonseca
et al., 2016).
Na seguinte sección (2), describimos os mo-
delos de SST para o portugués. A continua-
ción, na Sección 3 presentamos tres métodos non-
supervisados diferentes. Na Sección 4 expoñemos
e discutimos os resultados dos nosos experimen-
tos; por último, na Sección 5, resumimos as nosas
principais conclusións e propoñemos algunas ide-
as para o traballo futuro.
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2 Similitude semántica textual para o
Portugués
SST é unha das dúas tarefas avaliadas no AS-
SIN (Fonseca et al., 2016). A outra subtarefa,
inferencia textual, está fóra do ámbito deste tra-
ballo. A tarefa SST consiste en asignar un valor
numérico (entre 1 e 5) a pares de oracións se-
gundo o grao de similitude semántica entre elas:
canto maior sexa o valor numérico, maior é o grao
de similitude entre elas. Esta tarefa está inspirada
pola SemEval Task 2 sobre similitude semántica
textual (Agirre et al., 2015, 2016). Na tarefa com-
partida sobre SST no SemEval 2016, enviáronse
119 sistemas diferentes, o que denota o enorme
interese deste campo.
A inmensa maioŕıa (todos menos un) dos sis-
temas presentados en ASSIN estaban baseados
no uso de métodos supervisados. A mellor equi-
pa (Hartmann, 2016) aplicou regresión lineal pa-
ra adestrar un clasificador cuxas caracteŕısticas
son os valores da medida do coseno que represen-
tan o grao de similitude de cada para de oracións.
Estas modélanse de dous xeitos diferentes: a adi-
ción de valores TF-IDF (cada palabra da oración
é un valor TF-IDF) e a adición de vectores de
valores distribucionais, onde cada palabra se re-
presenta como un vector contextual a aprendido
mediante redes neuronais (Mikolov et al., 2013).
As similitudes do coseno entre estes tipos de re-
presentacións son valores de entrada do clasifica-
dor básico.
O segundo mellor sistema (e o mellor pa-
ra o dataset do portugués europeo, de Fialho
et al. (2016), adestrou un clasificador baseado en
modelos de regresión (Kernel Ridge Regression)
cun número maior de rasgos que os outros sis-
temas, inlcúındo distancias de edición entre ca-
deas de caracteres, o tamaño da maior subca-
dea común de caracteres, distintas métricas de
similitude dependentes dos valores de ocorren-
cia de TF-IDF. En total, o sistema usou máis
de 90 caracteŕısticas.
A única estratexia non suspervisada no ASSIN
é a chamada Reciclagem e foi proposta por Alves
et al. (2016). Este sistema usa medidas de simili-
tude baseadas nas relacións semánticas extráıdas
desde tesauros externos e recursos léxicos. O pre-
procesamento é realizado co etiquetador morfo-
sintático de OpenNLP (Apache) e o lematizador
LemPort (Rodrigues et al., 2014). Entre os recur-
sos léxicos utilizados, destaca PAPEL (Oliveira
et al., 2010), que consiste en relacións extráıdas
do dicionario Porto Editora da Ĺıngua Portugue-
sa, mediante a elaboración de regras baseadas en
regularidades atopadas nas definicións do dicio-
nario. Alén deste recurso, os experimentos rea-
lizados con Reciclagem inclúen outras redes de
coñecimento con maior cobertura, nomeadamen-
te, CARTÃO (Oliveira et al., 2011), que a súa
vez consta doutros recursos como PAPEL e as
relacións extráıdas do Dicionário Aberto (Simões
et al., 2012), aśı como diferentes variantes do
WordNet portugués: OpenWordNet.PT (de Pai-
va et al., 2012) e PULO (Simões & Guinovart,
2014).
Neste traballo, avaliaremos varias estratexias
non-supervisadas baseadas fundamentalmente en
modelos distribucionais sobre o mesmo dataset
empregado en ASSIN.
3 Similitude semántica textual non-
supervisada
Nesta sección, definimos tres estratexias non-
supervisadas: a máis básica baséase na semánti-
ca distribucional e na etiquetaxe morfo-sintáctica
(PoS tagging), mentres que os outros métodos de-
penden da análise sintáctica alén de técnicas de
extracción de información aberta (Open Informa-
tion Extraction).
3.1 Similitude distribucional
Unha das estratexias máis simples e básicas
para calcular a similitude entre dúas oracións
consiste en sumar os valores de semellanza en-
tre cada par de palabras que aparecen nas dúas
oracións comparadas. Neste caso, só tomamos en
conta palabras léxicas, é dicir, nomes, verbos e
adxectivos. O valor de similitude calcúlase con-
cretamente mediante a medida de coseno entre
vectores que conforman matrices de palabras en-
capsuladas (word embeddings) pre-adestradas. O
algoritmo é o seguinte: escollemos a oración máis
curta e seleccionamos a primeira palabra léxica
de dita oración. A seguir, calculamos a similitu-
de do coseno entre a palabra escollida e todas as
palabras léxicas que conforman a oración máis
longa, sumando todos os valores de semellanza
de maneira a obtermos a relevancia léxica da pri-
meira palabra seleccionada con respeito á oración
máis longa. Despois, realizamos a mesma opera-
ción para o resto de palabras da oración máis cur-
ta e calculamos a media dividindo a suma final
polo número total de palabras léxicas que confor-
man a oración curta. Máis formalmente, dado o
vector da palabra ps pertencente a Us, onde Us
é o conxunto de vectores de palabras léxicas da
oración curta, a relevancia léxica, LR, de ps dada
a oración máis longa, calcúlase do seguinte xeito:





onde Ul é o conxunto dos vectores de palabras
léxicas da oración máis longa e L é o número de
palabras léxicas nesa mesma oración. Por conse-
guinte, o valor final de similitude (DSim) para o






onde S é o número de palabras léxicas na oración
máis curta. Convén salientar que esta estratexia
non codifica a información sobre a orde dos ele-
mentos da oración.
3.2 Extracción de proposicións básicas
DSim só toma en conta relacións semánti-
cas ao nivel da palabra sen considerar fenóme-
nos máis complexos como a orde das palabras
ou as dependencias sintácticas entre elas. Pa-
ra podermos tomar en conta estes fenómenos,
desenvolvemos unha nova metodolox́ıa na que
a estratexia de similitude definida previamente
(DSim) se aplica a proposicións básicas extráıdas
das oracións, en vez de aplicarse directamente
ás oracións. As proposicións básicas (ou triple-
tas) son relacións suxeito-verbo-obxecto identi-
ficadas e extráıdas mediante técnicas de Extrac-
ción de Información Aberta (OIE) (Etzioni et al.,
2011; Gamallo & Garćıa, 2015). Unha oración po-
de conter varias proposicións básicas, como por
exemplo, a oración seguinte:
En maio de 2010, os partidos da oposi-
ción boicotaron as eleccións despois de
acusacións de fraude electoral.
Esta oración, despois dunha análise sintáctica
en dependencias, pode dividirse en, polo menos,
tres tripletas ou proposicións básicas, tal e como
se mostra no cadro 1.
O método de cómputo de similitude baseada
en proposicións, que chamamos BPROP, só toma
en conta as palabras léxicas contidas nas propo-
sicións extráıdas. Deste xeito, pódese computar
a similitude DSim comparando as tres proposi-
cións do cadro 1 (extráıdas da oración do noso
exemplo) coa seguinte proposición (extráıda da




Os dous conxuntos de vectores de palabras léxi-
cas elabóranse directamente das proposicións ex-
tráıdas. A partir do exemplo citado, Us (o con-
xunto de vectores de lemas da oración máis cur-
ta) é constituido mediante a selección dos lemas
léxicos seguintes:
{partido, boicotar, elección}
Pola outra banda, Ul (os vectores de lemas da
oración máis longa), consta de:
{partido, oposición, boicotar, elección,
maio, 2010, acusación, fraude, electo-
ral}
Estes conxuntos de vectores de lemas serven
para calcular tanto a relevancia léxica (ecua-
ción 1) como a similitude DSim (2). Polo tanto, a
estratexia BPROP só determina que lemas están
nos conxuntos comparados, mais non modifica o
método de cómputo da similitude en si mesmo.
3.3 Estrutura de argumentos
A terceira estratexia que imos utilizar é moi
similar a BPROP, mais en vez de extraer todas
as pośıbeis relacións suxeito-verbo-obxecto, o ob-
xectivo da mesma é seleccionar a estrutura ar-
gumental principal de cada oración. Definimos a
estrutura argumental principal dunha oración co-
mo aquela formada pola ráız (verbo principal) e
os núcleos dos seus constitúıntes directos. Deste
xeito, a similitude baseada na estrutura argumen-
tal, que chamamos ARGSTR, calcúlase a partir
das palabras léxicas que se encontran dentro do
esqueleto estrutural extráıdo das oracións com-
paradas.
Como no caso de BPROP, a estratexia
ARGSTR só modifica as listas de lemas que se
van utilizar para computar a similitude DSim.
No caso das dúas oracións comparadas no exem-
plo anterior, a lista correspondente á oración máis
curta, Us, seŕıa a mesma que no caso anterior:
{partido, boicotar, elección}
Pois tanto partido como elección son os
núcleos dos constitúıntes directos do verbo ráız:
boicotar. No entanto, a lista da oración máis
longa, Ul, é máis restritiva que na estratexia
BPROP:
{partido, boicotar, elección, maio, acu-
sación}
O resto de lemas léxicos: oposición, 2010,
fraude e electoral non son constitúıntes direc-
tos do verbo ráız senon doutros constitúıntes
da cláusula.
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subject relation object
partido de oposición boicotar elección
partido de oposición boicotar elección en maio de 2010
partido de oposición boicotar elección despois de acusación de fraude electoral
Cadro 1: Tres proposicións básicas extráıdas de: En maio de 2010, os partidos da oposición boicotaron
as eleccións despois de acusacións de fraude electoral
4 Expermimentos
Para avaliar a calidade das estratexias defini-
das na sección previa no seu uso na captura de
similitude semántica textual (SST), probámolas
nos datasets fornecidos pola tarefa partillada AS-
SIN (Fonseca et al., 2016). Os experimentos foron
realizados utilizando varios modelos semánticos
pre-adestrados e dispońıbeis publicamente, no-
meadamente os modelos distribucionais transpa-
rantes e baseados en sintaxe descritos en Gamallo
(2017).
O texto das oracións do test foi procesado
con diferentes módulos de LinguaKit, unha sui-
te lingǘıstica mulilingüe e de código aberto (Ga-
mallo & Garcia, 2017).1 Máis concretamente, pa-
ra podermos implementar as tres estratexias in-
troducidas previamente, utilizamos o módulo de
etiquetaxe morfo-sintáctica (Garcia & Gamallo,
2015), o parser de dependencias inclúıdo en Lin-
guaKit (Gamallo & Garcia, 2018), que son ne-
cesarios para desenvolver a estratexia ARGSTR,
aśı como o módulo OIE de extracción de tripletas,
(Gamallo & Garćıa, 2015), requirido por BPROP.
O cadro 2 mostra os valores, en termos de co-
rrelación de Pearson, obtidos polas tres estrate-
xias non-supervisadas obxecto de estudo (DSim,
ARGSTR, and BPROP), en base a tres listas de
pares de oracións: portugués europeo, portugués
brasileiro e a unión dos dous (Total). A cada par
de oracións se lle asigna un valor entre 1 e 5, de
xeito que canto maior é o valor maior é a seme-
llanza entre as dúas oracións comparadas. Cada
sistema é avaliado mediante a medición da corre-
lación entre os valores anotados por persoas e os
valores devolvidos polo sistema. O cadro tamén
mostra na última fila os resultados atinxidos polo
único sistema non-supervisado, Reciclagem, que
participou na tarefa partillada ASSIN.
Como se pode comprobar, as estratexias máis
básicas (DSIM e Reciclagem) son as que conse-
guen os mellores resultados. Ambas abordaxes
utilizan información lingǘıstica moi básica: le-
matización e recursos semánticos externos (mo-
delos distribucionais pre-adestrados, no caso de
DSim, e tesaurus externos, no casos de Recicla-
1https://github.com/citiususc/Linguakit
gem). Polo contrario, as dúas estratexias base-
adas en información lingǘıstica mais elaborada,
nomeadamente análise sintáctica e extracción de
información aberta (ARGSTR e BPROP) devol-
ven valores moito máis baixos. Mesmo se vai ser
preciso realizar unha análise de erros en profun-
didade, unha análise superficial dos mesmos léva-
nos a afirmar que os erros sintácticos provocados
polo analizador son determinantes nos resultados
finais destas dúas estratexias.
É preciso tamén salientar que hai unha impor-
tante diferenza entre DSim e Reciclagem. O pri-
meiro utiliza modelos distribucionais automati-
camente constrúıdos a partir de corpus, men-
tres que o segundo utiliza relacións semánticas
extráıdas de recursos elaborados manualmente.
En consecuencia, a estratexia inherente a DSim
é completamente non-supervisada, mentres que
o método utilizado por Reciclagem require unha
supervisión distante pois, en última instancia, de-
pende de tesaurus manuais.
5 Conclusións
Neste traballo probamos e avaliamos diferen-
tes estratexias non-supervisadas para medir a si-
militude semántica textual. O estándar de refe-
rencia, cimentado unicamente no cálculo das pa-
labras compartidas e similares, claramente mello-
ra os resultados de métodos máis complexos enri-
quecidos con análise sintáctica e extracción bási-
ca de proposicións. Os resultados tamén mostran
como o uso de modelos distribucionais dentro
de estratexias non-supervisadas conseguen valo-
res comparábeis aos que usan recursos léxicos ex-
ternos constrúıdos manualmente.
Para o traballo futuro, analizaremos con deta-
lle os tipos de erros xerados nas técnicas baseadas
na análise sintáctica co obxectivo de propor novas
estratexias non-supervisadas para SST. Tamén
avaliaremos estas técnicas con datasets orienta-
dos a outras tarefas máis alá da SST, tales como
a identificación de paráfrases, as cales podeŕıan
ser máis senśıbeis á información sintáctica.
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Sistemas PT Europeo PT Brasileiro Total
DSim 0.54 0.56 0.53
ARGSTR 0.27 0.22 0.24
BPROP 0.29 0.24 0.26
Reciclagem 0.53 0.59 0.54
Cadro 2: Valores (correlación Pearson) devoltos polos nosos tres sistemas e máis pola estratexia non-
supervisada (Reciclagem), que participou na tarefa compartida ASSIN.
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e a Conselleŕıa de Cultura, Educación e Or-
denación Universitaria (acreditación 2016-2019,
ED431G/08 e Programa de Formación Posdou-
toral da Xunta de Galicia 2016) e European Re-
gional Development Fund (ERDF).
Referencias
Agirre, Eneko, Carmen Banea, Claire Cardie, Da-
niel M. Cer, Mona T. Diab, Aitor Gonzalez-
Agirre, Weiwei Guo, Iñigo Lopez-Gazpio, Mon-
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go Gonçalo Oliveira. 2016. ASAPP: alinha-
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8(2). 3–13.
Gamallo, Pablo. 2017. Comparing explicit and
predictive distributional semantic models en-
dowed with syntactic contexts. Language Re-
sources and Evaluation 51(3). 727–743.
Gamallo, Pablo & Marcos Garćıa. 2015. Multi-
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