Comparison of baroreceptor sensitivity with other psychophysiological measures to classify mental workload by Anderson, Amanda
Graduate Theses and Dissertations Iowa State University Capstones, Theses and Dissertations 
2020 
Comparison of baroreceptor sensitivity with other 
psychophysiological measures to classify mental workload 
Amanda Anderson 
Iowa State University 
Follow this and additional works at: https://lib.dr.iastate.edu/etd 
Recommended Citation 
Anderson, Amanda, "Comparison of baroreceptor sensitivity with other psychophysiological measures to 
classify mental workload" (2020). Graduate Theses and Dissertations. 17906. 
https://lib.dr.iastate.edu/etd/17906 
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and 
Dissertations at Iowa State University Digital Repository. It has been accepted for inclusion in Graduate Theses and 
Dissertations by an authorized administrator of Iowa State University Digital Repository. For more information, 
please contact digirep@iastate.edu. 
 
Comparison of baroreceptor sensitivity with other psychophysiological measures to classify 










A dissertation submitted to the graduate faculty 
 
in partial fulfillment of the requirements for the degree of 
 





Co-majors:  Kinesiology; Human Computer Interaction  
 
Program of Study Committee: 
Warren D. Franke, Co-major Professor 







The student author, whose presentation of the scholarship herein was approved by the program 
of study committee, is solely responsible for the content of this dissertation. The Graduate 
College will ensure this dissertation is globally accessible and will not permit alterations after a 
degree is conferred. 
Iowa State University 
 Ames, Iowa  
2020 
Copyright © Amanda Ann Anderson, 2020. All rights reserved. 
  
 ii   
 
TABLE OF CONTENTS 
 
               Page 
ACKNOWLEDGMENTS                iii 
ABSTRACT                  vi  
CHAPTER 1. GENERAL INTRODUCTION              1 
 Statement of purpose                 3 
 Hypotheses                         4 
 
CHAPTER 2. LITERATURE REVIEW                                                5  
 Adaptive Automation Systems   5 
 Operator Functional State, Mental Workload, and Assessment  7
 Psychophysiological Measures and Current Use in Adaptive Systems  14
 Cognitive Measures   14
  Electroencephalogram  17
  Functional Near-Infrared Spectroscopy 23 
 Peripheral Measures  26 
  Electrodermal Activity 27 
  Eye Tracking  31 
 Cardiovascular Activity 35 
  Heart Rate  39 
  Blood Pressure and Baroreceptor Sensitivity 47 
  Summary  52  
CHAPTER 3. METHODS                                                                                            53 
 Participants   53
 Procedures   54 
 Measures   57 
 Data Analysis   61 
 Statistical Analysis  64 
          
CHAPTER 4. EVALUATION OF BARORECEPTOR SENSITIVITY TO  
CLASSIFY AND PREDCIT MENTAL WORKLOAD                                 66 
 Abstract                66 
 Introduction                67 
 Methods                73 
 Results                86 
 Discussion                92 
 References               101 
  
CHAPTER 5. GENERAL CONCLUSIONS            110 
 
 iii   
 
REFERENCES               112
  
APPENDIX: INSTITUTIONAL REVIEW BOARD APPROVAL                   130 
  




“Never underestimate the power you give someone by believing in them.”- Diamond 
Dallas Page.  
I want to acknowledge specific individuals, who many years ago, believed I could 
accomplish this goal. First, I would like to express my genuine gratitude for my advisor 
and mentor, Dr. Warren Franke, for the continuous and unending support of my PhD 
journey. Your encouragement to follow my teaching passion and to provide me with 
leadership opportunities throughout was incredible. I could not have imagined 
completing this process without your guidance and support.  
I also want to thank my co-major advisor, Dr. Nir Keren for continually 
reminding me to set the bar high and push myself beyond my limits. I appreciated the 
hard conversations when I was trying to determine my path and how to balance work and 
family. Without your endless support, it would not have been possible to complete this 
dissertation.  
Besides my advisors, I would like to thank the rest of my dissertation committee, 
Dr. Panteleimon Ekkekakis, Dr. Stephen Gilbert, and Dr. Elizabeth Stegemӧller, for their 
insightful comments, continued encouragement, and questions which incented me to fine-
tune my research project and various perspective. Thank you for taking the time to meet 
with me to not only discuss my research project, but other topics related to my career, 
family, and life. Your impact along this journey was significant.  
 
 v   
 
I acknowledge my friends both inside and outside of the department. Thank you 
for the encouraging words, the early morning coffees, and giving me the “you can do it” 
speech when I needed it the most. Your nuggets of support and encouragement meant a 
great deal to me and will not be forgotten.  
Finally, I would like to thank my family: my husband and parents. Steven, you 
were my biggest fan and my rock throughout this long process. Thank you for always 
believing I would finish, for the many days of caring for our kids solo and for the long 
nights by my side. Mom and Dad, you have served as lifelong role models and instilled in 
me that hard work pays off. Thank you for always inspiring me to be better than I am 
today and supporting me in my many aspirations.  

















Adaptive systems using psychophysiological measures to assess and predict 
operator states are increasingly prevalent. Yet, the search for a more sensitive and 
accurate measure is a high priority. The current research investigated the responsiveness 
of baroreceptor sensitivity (BRS) to varying levels of a mental task (i.e., 1-back, 2-back, 
and 3-back) compared with other physiological variables (electroencephalogram (i.e., 
alpha power), electrodermal activity (EDA) (i.e., skin conductance level (SCL)) and to 
examine BRS’s ability to predict performance and workload. Healthy males (n = 26) and 
females (n = 29) aged 18 to 30 years participated in the study. BRS during the 2-back and 
3-back conditions were significantly lower than the 1-back condition (p < .05). Alpha 
power was significantly lower during the 2-back (p < .05) and 3-back (p = 0.074) 
condition compared to the 1-back. Skin conductance was significantly increased during 
the 3-back condition compared to the 2-back and 1-back (p < .05). Subjective workload 
was significantly increased with task difficulty (p <. 001) while performance decreased (p 
< 0.001). When combined with alpha asymmetry and SCL, BRS significantly added to 
the regression model predicting performance for the 3-back condition (p < .05) and was 
the only significant predictor (p < .05). When compared to other commonly used 
physiological measures, BRS was sensitive to varying levels of a mental task and 




CHAPTER 1: INTRODUCTION 
 
Advancements in technology have allowed the human operator to intimately 
communicate and interact with computer systems that can uniquely adapt to the present 
state of the human. These innovative automated systems have the ability to allocate tasks, 
present information in different sensory modalities (Feigh, Dorneich, & Hayes, 2012), 
and execute functions normally carried out by the human (Parasuraman & Riley, 1997). 
Joint human-systems have been implemented in various types of settings such as aircraft 
take-off and landing, navigation systems, autopilot, mobile devices, and automobiles. 
Many of these adaptive systems respond to changes in critical events, operator models, 
and real time measures of performance (Bryne & Parasuraman, 1996).  
The use of psychophysiological measures that reflect changes in operator 
functional state, such as mental workload, has received a great amount of attention 
(Scerbo et al., 2001). The continuous, and real-time, assessment of the operator’s mental 
load allows the system to rapidly and appropriately adapt to the user’s needs. The 
psychophysiological measurement tools used for these systems must be accurate, non-
invasive and assess operator state in real-time. Current research has examined 
electroencephalography (EEG) (Prinzel, Freeman, Scerbo, Mikulka, & Pope, 2000), 
electrocardiography (ECG) (Healy & Picard, 2009), electrooculography (EOG) (Abich, 
Reinernan-Jones, & Taylor, 2013), and electrodermal activity (EDA) (Haarman, 
Boucsein, & Schaefer, 2009) as viable psychophysiological measurement techniques. 
These tools have been assessed in many laboratory settings, such as desktop simulations 
and simulators [(e.g., ambulance dispatch (Stuvier, Brookhuis, Waard, & Mulder, 2014), 




(Healy & Picard, 2009), unmanned aerial vehicle (Abich et al., 2014) and air craft control 
tasks (Borghini, Astolfi, Vecchiato, Mattia, & Bailoni, 2012; Brookings, Dussault, 
Jouanin, Philippe, & Guezennec, 2005)]. The implementation of these measures to trigger 
automation improves performance (Parasuraman & Wickens, 2008; Sheridan & 
Parasuraman, 2005) and decreases operator subjective workload (Balfe, Sharples, 
Wilson, 2015; Rottger, Bali, & Manzey, 2009; Sauer, Kao, & Wastell, 2012) when 
compared to no automation. 
While these psychophysiological measures are reasonably sufficient, there are still 
some drawbacks. For example, EEG is often considered the gold standard in providing a 
reliable assessment of cognitive load (Scerbo et al., 2001), yet, limitations such as 
individual variability, sensitivity to motion, source localization, and artifact correction in 
real-time still exist (Dorneich, Whitlow, Mathan, & Ververs, 2007). EOG can be 
collected noninvasively; however, there are issues with recording vertical eye-movement 
and eye blinks which produce problematic artifacts (Furman & Wuyts, 2012).  EDA is an 
acceptable measure of sympathetic nervous system activation, but the temporal resolution 
is slow (1-2s) and many factors such as temperature, movement, and electrode location 
can influence results (Boucsein et al., 2012). Finally, ECG is an unobtrusive measure that 
is sensitive to mental workload; yet, quantifying cardiovascular fluctuations as 
sympathetic or parasympathetic is challenging (Reyes Del Paso, Langewitz, Mulder, Van 
Roon, & Duschek, 2013). Therefore, identifying other tools, which assess psychological 
and physiological responses to mental tasks, in a less intrusive manner and in real time, 
may be advantageous for future systems.  




systems is baroreceptor sensitivity (BRS). The baroreflex regulates blood pressure around 
a set-point at rest via changes in heart rate and blood vessel diameter. The sensitivity of 
the baroreflex is defined as the effectiveness of the baroreflex to maintain the set-point. 
Multiple studies have revealed BRS to consistently decrease during mentally demanding 
tasks (Anderson, Keren, Lilja, Godby, Gilbert, & Franke, 2016; Lipman et al., 2002; 
Steptoe & Sawada, 1989; Slight, Fox, Lopez, & Brooks, 1987). Some studies show BRS 
to be correlated with, and predictive of, performance (Reyes del Paso, Gonzalez, 
Hernandez, Duschek, & Gutierrez, 2009; Yasumasu, Reyes del Paso, Takahara, & 
Nakashima, 2006).  Nevertheless, the existing research examining BRS as a useful tool in 
adaptive settings is limited (Mulder, Dijksterhuis, Stuiver, & de Waard, 2009; Stuvier, 
Waard, Brookhuis, Dijksterhuis, Lewis-Evans, & Mulder, 2012; Stuvier & Mulder, 
2014).  
Statement of Purpose and Hypotheses 
The primary goal of the current research was to investigate the capability of BRS, 
an infrequent psychophysiological measure in adaptive settings, to change during 
underloaded, optimal and overloaded functional states. A further goal was to examine the 
predictive power of BRS on performance and subjective workload when combined with 
other commonly used psychophysiological assessments. 
Research Hypotheses 
Hypothesis 1 
 At varying levels (underload, optimal, and overload) of a mental task (n-back), 





 The addition of BRS to a regression model containing EEG, EDA and ECG 




















CHAPTER 2: LITERATURE REVIEW 
 
Adaptive Automation Systems 
Automation has been described as a system, or machine, capable of carrying out 
functions normally performed by a human, with the goal of reducing task demand, human 
error and workload while increasing safety (Parasuraman & Riley, 1997).  A considerable 
amount of evidence supports the positive effect automation has on performance and 
workload (Haarmann, Boucsein, & Schaefer, 2009; Inagaki, 2003; Parasuraman & 
Wickens, 2008; Sheridan & Parasuraman, 2005; Tattersall & Hockey, 2008); however, 
drawbacks of automation do exist. Potential issues include over-reliance (Parasuraman & 
Riley, 1997), skill degradation (Byrne & Parasuraman, 1996; Miller, Funk, Goldman, 
Meisner, & Wu, 2005), and loss of situation awareness (Miller & Parasuraman, 2007).  
Some of these concerns are influenced by the type and level of automation (LOA) 
implemented.  As described by Endsley & Kaber (1999), the LOA ranges from all tasks 
being performed by the operator (LOA1) with no support from the machine to full control 
by the automated system without any operator action or input (LOA10). A variety of 
LOA taxonomies have been developed (Endsley & Kiris, 1995; Endsley & Kaber 1999; 
Vagia, Transeth, & Fjerdingen, 2016) with varying levels of operator and machine 
control.  
The LOA is influenced by the system identified as adaptable or an adaptive 
system. Adaptable systems are those in which the operator can invoke changes in the 
state of the automation (i.e., a superordinate-subordinate relationship between the 




initiate changes (Scerbo, Parasuraman, Di Nocero, Prinzel, 2001). Adaptive systems can 
be further parsed into either static function allocation or dynamic function allocation. In 
static automation systems, the LOA is set by the designer and remains fixed or 
unchanged. On the other hand, dynamic automation systems can change the LOA, and 
task allocation in real-time, based on the needs of the operator. While adaptable systems 
provide the operator with more control over automation with varying levels of 
automation, adaptive systems appear to enhance performance to a greater degree (Bailey, 
Scerbo, Freeman, Mikulka, & Scott, 2006; Kaber & Prinzel, 2008).  
Adaptive systems with higher LOA must be intelligent enough to make 
appropriate decisions and “know” when to (re)allocate tasks. A common characteristic 
among adaptive systems is that each system has one or several mechanism(s) that can 
trigger a shift in the mode or level of automation. Kaber and Endsley (2004) provide four 
criteria for initiating automation and reallocation of tasks: (1) the occurrence of critical 
events, (2) performance degradations below a stipulated level, (3) real-time assessment of 
psychophysiological status (e.g., excessive workload or fatigue), and (4) the identification 
of symptomatic patterns of system malfunctioning. The first standard relies on the current 
state of the environment or critical events, such as an emergency. Here, the automation 
only responds when specific circumstances are present. A second criterion is operator 
performance on the present task. In this case, significant deviations or continuous errors 
may initiate task allocation from the operator to the system. The third measure requires 
the collection of psychophysiological measures that reflect operator functional state 
(OFS) in real time. The compilation of psychophysiological measures identifies the 




the system may identify malfunctions in the system’s operations and reallocate the task to 
the operator.  
While these four measures are all valuable in triggering automation, the collection 
and interpretation of psychological and physiological measures have received 
considerable attention due to the importance of operator function state (OFS). Assessing 
psychophysiological fluctuations in real-time allows for assessment of the operator 
without direct input from the operator. This information can then support an adaptive 
automation system to improve operator performance and lessen workload (Bailey et al., 
2006; Byrne & Parasuraman, 1996; Prinzel, Freeman, Scerbo, Mikulka, & Pope, 2000; 
Prinzel, Freeman, Scerbo, Mikulka, & Pope, 2003; Wilson & Russell, 2007).  
Operator Functional State, Mental Workload, and Assessment 
The assessment of OFS is critical in facilitating adaptive automation. Hockey 
(2003) defined the OFS as “the multidimensional pattern of processes that mediate task 
performance under high task demand and high mental workload, in relation to task goals 
and their attendant physiological and psychological cost” (Hockey, 2003, p.8). Therefore, 
the goal of adaptive systems is to help optimize functional state of the operator. If the 
current OFS is not optimal, task demand may be altered to the match OFS (Rouse, 1988).   
One method to assess OFS is to measure mental workload of the operator. 
Multiple studies show that implementation of adaptive systems reduces operator’s mental 
workload when compared to either no automation or adaptable automation (Balfe, 
Sharples, Wilson, 2015; Rottger, Bali, & Manzey, 2009; Sauer et al., 2012). Mental 




required to meet both objective and subjective performance criteria, which may be 
mediated by task demands, external support, and past experience” (Young and Stanton, 
2015, p. 2). Mental workload is influenced by both external and internal factors such as 
task difficulty, operator skill level, motivation, level of fatigue and emotional state 
(Coffey, Brouwer, & van Erp, 2012). The level of task difficulty can produce a state of 
under or overload for the operator, caused by a mismatch between resources and demands 
(Young Brookhuis, Wickens & Hancock, 2015). Here, “resources” refers to the 
processing capacity of the operator that are available to perform the particular task while 
“demands” refer to the processing that is required to perform the task. Underload occurs 
when the operator is faced with minimal stimuli leading to operator resources being 
either allocated to other tasks or reduced. On the other hand, overload occurs when the 
operator encounters excessive stimuli reducing their ability to maintain performance. 
Consequently, both mental underload and overload can lead to performance degradation, 
attentional lapses, and errors (Wilson & Rajan 1995). The investment or re-investment of 
resources in either scenario should cause alterations in the operator’s physiological and 
psychological states.  
Resources may also compete against one another, especially when the operator is 
performing multiple tasks. The Multiple Resource Model (Wickens, 2002) categorizes 
resources into four dimensions: 1) processing stage (perception or cognition vs. 
response), 2) perceptual modality (visual vs. auditory), 3) visual channel (focal vs. 
ambient), and 4) processing code (verbal vs. spatial). Resource competition is derived 
from interference within these dimensions, leading to performance decrements. Resource 




dimension compared to two tasks that recruit separate levels of that dimension (Wickens, 
2002). The operator can use this model to prioritize tasks and to predict interference 
among multiple tasks. Again, the ultimate goal of assessing OFS is to counteract 
substantial deviations from the optimal psychological and physiological state which can 
lead to performance degradation (Figure 1).  
 
Mental workload is commonly assessed using three modes: 1) subjective scales, 
2) performance, and 3) psychophysiological measurement. Subjective scales, the most 
common metric of mental workload, require the individual to self-assess their perceived 








Among these scales, the National Aeronautics and Space Administration Task 
Load Index (NASA - TLX) is the most extensively studied (DeWinter, 2014; Hart, 2006),  
and has been shown to be sensitive to changes in mental workload in a variety of tasks, 
such simulated flight tasks (Durantin, Gagnon, Tremblay, & Dehais, 2014; Sauer, Kao, & 
Wastell, 2012), simulated air combat (Wilson & Russel, 2008), simulated driving 
(Brookhuis & DeWaard, 2010; Heine, Lenis, Reichensperger, Beran, Doessel & Deml, 
2017), and simulated training of laparoscopic surgery  (Yurko et al., 2010). 
Two methods of the NASA-TLX exist: 1) the weighted or traditional method, and 
2) the unweighted or NASA Raw-TLX. For both methods, participants are presented with 
the subscales either during or after the task. Participants then rank their overall workload 
on a scale with 21 vertical tick marks dividing the scale from 0 to 100 in increments of 5 
with bipolar descriptors (e.g., High/Low).  In the weighted technique, participants 
perform a secondary task to determine the “weight” to apply to each subscale. In the 
unweighted technique, the pair-wise comparison is omitted and a global average 
workload score is computed. The weighted and unweighted sum scores are highly 
correlated (r = 0.94 to 0.97) (Moroney, Biers, Eggemeir, & Mitchell, 1992; Nygren, 
1991; Hill, Iavecchia, Beyes, Bittner, Zaklad, & Christ, 1992). In addition, NASA-TLX 
has a moderate correlation (r = 0.65, p < 0.01) with performance (Rubio, Diaz, Martin, & 
Puente, 2004) and good reliability (Cronbach’s alpha >.80, p < 0.01) (Xiao, Wang, Lan, 
2005). Both NASA-TLX methods have been utilized in adaptive settings (Ayaz, 
Shewokis, Bunce, Izzetoglu, Willems, & Onaral, 2012a; Brookings, Wilson, & Swain, 
1996; Christensen & Estepp, 2013; Rotter, Bali, & Dietrich, 2009; Endsley, 1999; Sauer, 




There are some drawbacks of subjective workload assessment. First, subjective 
workload can be influenced by perceptions of task demand or task performance (Miyake, 
2001; Pickup et al., 2005). Second, the collection of workloads during a task may 
interrupt the task by forcing the operator to disengage, and, thus, incur acute performance 
reductions (Matthews, Reinerman-Jones, Barber, & Abich, 2015).  Finally, subjective 
workload may be unable to capture unconscious aspects of workload as indicated by the 
dissociation with both performance (Vidulich & Wickens (1986) and 
psychophysiological measures (Hancock 1996; Yeh & Wickens, 1988). Fortunately, 
these drawbacks can be overcome by objectively measuring workload through 
performance measures and psychophysiological measures.       
There are drawbacks to subjective workload metrics. These drawbacks include 
response bias due to social desirability, inability to continuously monitor workload, 
interruption to task, and the scale’s inability to capture unconscious facets of workload 
(e.g., reduced physiological resources) (Matthews, Reinerman-Jones, Barber, & Abich, 
2015). Fortunately, these drawbacks can be overcome by objectively measuring workload 
through performance measures and psychophysiological measures.  
Performance is defined as being able to complete the primary task at an 
acceptable level. Performance measures are regularly utilized to alter adaptive 
automation (Kaber & Endsley, 2004; Parasuraman, Mouloua, & Hilburn, 1999).   
Decrements in performance may trigger the system to take over certain tasks, allowing 
the operator to shift focus and resources on more important tasks. Once performance 
improves, the automated tasks may be re-introduced to the operator. When applied 




& Estepp, 2013; Wilson & Russell, 2008).  Balfe et al. (2015) found LOA (high, 
medium, or low) to significantly improve rail signaling performance (i.e., setting routes) 
and perceived workload with the highest level of automation producing the best 
performance (M(high) = 81.8; M(medium) = 81.8; M(low) = 75.2, p < 0.001) and lowest 
perceived workload (M(high) = 2.7; M(medium) = 3.8; M(low) = 5.0, p < .005). Wilson, 
Lambert and Russel (2000) saw a 44% reduction in tracking error (p <.001) compared to 
no automation. Similarly, Wilson and Russell (2008) found a 50% improvement in 
performance (i.e., percentage of weapons released) when adaptive automation was 
implemented during an uninhabited air vehicle task (p <.001).  
Yet, a delicate balance must exist between system and operator task allocation in 
order to avoid an under-or-overloaded state since decrements in performance may reflect 
both circumstances (Figure 1).  Consequently, collecting psychophysiological data in 
conjunction with performance and subjective data can provide an adaptive system with 
the most comprehensive picture of OFS.   
Finally, changes in mental workload can be reflected in psychophysiological 
measures of cognitive and peripheral activity. Common psychophysiological measures 
that are reflective of changes in mental workload include electroencephalography, near-
infrared spectrometry, electrodermal activity, eye tracking, heart rate, and heart rate 
variability (Scerbo, 2006).  The continuous collection of psychophysiological data in 
real-time provides the most current indication of the operator’s internal state. The 
collection of these measures should meet three criteria: 1) data are collected without 
interrupting the current task being performed, 2) the measures must directly relate to task 




1996).  Fortunately, over the last several years, various measures have been identified 
that encompass most of the characteristics needed to effectively aid automation systems. 
The next section will provide an overview of psychophysiological measures commonly 
used in adaptive systems.  
Psychophysiological Measures and Current Use in Adaptive Systems 
Cognitive Measures 
The brain is involved in sensory information, decision making, working memory, 
and initiating actions.  Therefore, the collection and assessment of brain, or cognitive, 
activity has long been viewed as the standard in assessing mental workload. The brain is 
composed of four lobes: 1) occipital, 2) temporal, 3) parietal, and 4) frontal (Figure 2).   
Each lobe is associated with a range of functions, with some overlap between 
lobes. The occipital lobe is located in the posterior portion of the skull and is involved 
with interpreting visual stimuli and information (Poppel, Brinkmann, von Cramon, & 
Singer, 1978). The temporal lobe is situated on the inferior portion of the brain and is 
important for speech formation along with interpreting sounds and language. The 
hippocampus is also located in the temporal lobe, which is the portion of the brain 
involved in the development of long-term memory (Squire & Zola-Morgan, 1991). The 





The parietal lobe processes sensory information from various regions of the body 
(e.g., skeletal muscles, limbs, head) to produce a spatial representation of the body in 
relation to the environment and objects within the environment. Hand and eye 
movements are initiated in this lobe (Fogassi & Luppino, 2005). Finally, the frontal lobe 
is positioned in the anterior aspect of the brain. The frontal lobe contains the motor 
cortex, which carries out body movements. The frontal lobe is also associated with 
reasoning and higher-level cognition and decision making (Duncan & Owen, 2000). 
The area of the brain involved in mentally demanding tasks is the prefrontal 
cortex (PFC). The PFC is located in the frontal lobe and “is a multimodal association 
cortex integrating information from a variety of sensory modalities to form the 
physiological constructs of memory, perception and intricate action, and diverse 




The central functions of the PFC are executive functions [i.e., short-term memory tasks 
(Choa & Knight, 1998), working memory (Fuster, Bordner, & Kroger, 2000), sequence 
tasks (Lepage & richer, 1996)], planning and active problem solving (Romine & 
Reynolds, 2004), memory (Fletcher, Shallice, & Dolan, 1998), intelligence (Drewe, 
1974), and visual search and gaze control (Luria, Karpov, & Yarbuss, 1966). These major 
functions can be localized within the three major subdivisions of the PFC: 1) lateral 
(contains the dorsolateral PFC), 2) medial (contains the ventromedial PFC), and 3) 
orbitofrontal (Figure 3). These three areas each have different functions (Table 2) 





Activation of these areas during mentally demanding tasks has been demonstrated 
in functional magnetic resonance imaging (fMRI) (Owen, McMillian, Laird, & Bullmore, 
2005). Thus, identifying techniques that can capture these changes is imperative. The 
most commonly used cognitive assessment tools include electroencephalography (EEG) 
and functional near-infrared spectroscopy (fNIRS). An EEG is a representation of the 
brain’s electrical activity of many neural cells firing while fNIR monitors cerebral 
hemodynamics through changes in hemoglobin oxygenation. Although both techniques 
have been utilized in automation settings to capture mental workload, EEG is commonly 
regarded as the “gold standard” (Scerbo et al., 2001). Both techniques will be discussed. 
Electroencephalography 
Pyramidal neurons located in the cerebral cortex produce synaptic currents within the 
dendrites. The collection of many pyramidal firing synchronously are summated to 
produce an electrical current that can be measured over the scalp. Characteristically, EEG 
signals are collected through a network of electrodes placed in contact with the scalp at 
specific cortical sites. The number of electrodes can vary from as few as two to as many 
as 256. The electrical activity from each electrode is collected, processed and recorded as 
graphs of brainwaves on a time scale. Conventionally, EEG workloads are measured by 
spectral power density (SPD) of the classically defined frequency bands: delta (<4 Hz), 
theta (4-7 Hz), alpha (8-13 Hz), and beta (16-31 Hz). Each frequency band predominates 
during certain mental states and may localize in specific lobes. Therefore, fluctuations in 
the spectral power of the frequency bands provide insight into variations in mental 





Table 2.  Functions of Lateral, Dorsolateral, Medial, and Orbitalfrontal Prefrontal Cortex 
Prefrontal Cortex Subdivision Functions Reference 
Lateral  language, attention, memory Fuster, Bordner, & Kroger, 2008 
response conflict and novelty processing  Barch, Braver, Sabb, & Noll, 2000 
ordering of events  Shimamura, Janowsky, & Squire, 1990 
explicit memory 
Stuss, Alexander, Palumbo, Buckle, Sayer, & Pogue, 
1994 
Dorsolateral maintains information in working memory Duncan & Owen, 2000 
changing behavior according to task 
demand  
McDonald, Cohen, Stenger, & Carter, 2000 
encoding and retrieving information  Owen, Lee, & Williams, 2002 
spatial and conceptual reasoning process Milner, 1963 
Medial bimanual coordination, attention to 
demanding cognitive tasks, spatial 
memory, conflict resolution, decision 
making 
Spinella, Yang, & Lester, 2004 
Orbitalfrontal autonomic, response inhibition Damasio, 2000 
anticipation and processing of outcomes Schnider, Treyer, & Buck, 2005 
reward expectations Gehring & Willoughby, 2002 
social and emotional behavior, emotional 
processing 
Stuss, & Levine, 2002 





Table 3. Electroencephalography Frequency Bands and Associated Mental 
States 
Frequency Band Associated Mental State 
Delta (0.1 to 3.9 Hz) Deep sleep 
Theta (4.0 to 7.9 Hz) Focused attention; information uptake; 
processing and learning; memory recall; mental 
workload 
Alpha (8.0 Hz to 12.9 Hz) Relaxed and reflecting with eyes closed 
Beta (13 Hz to 29.9 Hz) Alertness; arousal; frustration; engagement; 
working state; movement execution 
 
For example, engaging in a working memory task is associated with a 
characteristic pattern: increased power in the beta and theta bandwidths, and suppression 
of the alpha bandwidth (Gevins et al., 1998; Gevins and Smith, 2003; Klimesch, 1999; 
Raghavachari et al., 2001; Wilson, 2002).  Multiple studies have demonstrated this 
pattern during the n-back task, a common working memory task (Brouwer, Hogervorst, 
Van Erp, Heffelaar, Zimmerman, & Oostenveld, 2012; Gevins, et al., 1998; Gevins, & 
Smith, 2003). Frontal alpha asymmetry, calculated by subtracting the left hemispheric 
EEG power in the alpha band from the right hemispheric power, is another method to 
identify changes in workload (Davidson, Chapman, Chapman, & Henriques, 1990). 
Because cortical activation is inversely related to alpha activity, higher alpha asymmetry 
numbers indicate greater left hemispheric activation while greater right hemispheric 
activation produces lower numbers (Davidson, 2004). These responses have been linked 
to behavior and emotional responses such that greater left frontal activation (i.e., lower 
alpha power) is associated with approaching and engaging with a stimulus while right 




2004). Similar responses have been found in real and simulated air traffic control flights 
during high mental workloads compared to low mental workloads (Borghini, Astolfi, 
Vecchiato, Mattia, & Bailoni, 2012; Brookings et al., 1996; Dussault, Jouanin, Philippe, 
& Guezennec, 2005; Wilson, 2002).  Wilson (2002) found that alpha bands of the airline 
pilots decreased during more mentally demanding tasks (i.e., take-off and landing an 
aircraft) in real flight scenarios. Similarly, Brookings and colleagues (1996) showed 
alpha band power decreased and theta power increased during highly complex and high-
volume air traffic during a simulated flight.  
Mental workload assessment using EEG is commonly used in adaptive settings 
because of its sensitivity to identifying states of mental over and underload and the ability 
to appropriately trigger automation (Arico et al., 2016; Baldwin & Penaranda, 2011; 
Bailey et al., 2006; Christensen & Estepp, 2013; Wilson, Lambert, & Russel, 2000; 
Wilson & Russell, 2008). EEG signals are collected and analyzed in real time to assess 
operator cognitive state. These measures are then validated against workload metrics 
(e.g., performance and subjective workload) in order to determine automation action. 
Baldwin and Penaranda (2012) successfully used alpha power band and frontal alpha 
asymmetry to identify varying levels of difficulty within different working memory tasks 
(i.e., reading task, n-back task, and memory scanning task) with accuracies ranging from 
86 to 89%. Arico et al. (2016) showed the reliability of real-time collection of frontal 
alpha asymmetry to trigger automation during air traffic management task with a high 
and low task load.  Using the EEG data triggered adaptive automation more frequently in 
the high condition as compared to the low condition, causing a significant decrease in 




Using the traditional frequency band parameters, multiple researchers (Freeman, 
Mikulka, Prinzel, & Scerbo, 1999; Pope, Bogart, & Bartolome, 1995; Prinzel et al., 2000; 
Prinzel et al., 2003) have developed an engagement index to classify workload. Pope et 
al. (1995) investigated four different engagement indices: 1) (beta) / (alpha); 2) (beta)/ 
(alpha + theta); 3) (sum of alpha at sites T5 and P3)/ (sum of alpha at sites Cz and Pz); 
and 4) (alpha power at O1)/ (alpha power at O2). The results showed that (beta)/ (alpha + 
theta) enhanced performance most when used to drive changes in the stimulus 
presentation in a closed-loop system. Using (beta)/ (alpha + theta) engagement index, 
Bailey et al., (2006) found that automation triggered by the index compared to random 
automation enhanced gauge recall performance (68% vs. 60.7%, p = .02).  In 2016, 
McMahan, Parberry and Parsons compared the same index with two other indexes: 
(theta)/ (alpha); and 2) (theta) during video game play. They found that both (beta)/ 
(alpha + theta) and (theta) significantly increased (p < 0.05) during death events 
compared to general play; theta/alpha did not differ significantly from general play and 
death events. The researchers concluded the (beta)/ (alpha + theta) was the preferred 
index due to the simplicity of calculating global band waves as compared to the theta 
index which was the calculated average of specific individual sensors (i.e., AF3, AF4, F3, 
F4, F7, F8, FC5, FC6).     
The collection of EEG data is commonly paired with other physiological 
measures to activate automation more accurately. Wilson, Lambert, and Russell (2000) 
used EEG, ECG, eye tracking, and respiration rate to initiate automation during the 
NASA Multiple Attribute Task Battery (MATB). Using these measures, the system 




conditions (p < .05). Implementation of automation improved tracking performance by 
44% (p <.001) and reduced overall subjective workload. Wilson and Russell (2007) 
combined measures from EEG, ECG, and eye tracking to develop an automation system 
to detect high and low levels of an uninhabited air vehicle task difficulty and assist the 
operator during high task demand. The combination of these physiological measures 
provided the systems with a classification accuracy of 89.7% for low task and 80.1% for 
high task (p < .005). In addition, appropriate release of weapons was highest (50%) 
during system automation compared to no automation (30%, p <.001). Christensen and 
Estepp (2013) used identical physiological measures to examine the effectiveness of 
automation during a remotely piloted aircraft task using three levels of automation: 1) 
physiological activated automation, 2) operator activated automation, and 3) no 
automation. The results showed automation activated by physiological changes (i.e., 
inter-beat-interval, blink rate, and theta, beta, and alpha bands) improved the proportion 
of average targets hit (90%, p <.01) compared to manual (84%) and no automation 
(82%).   
Some researchers suggest EEG alone is a superior measure of workload 
assessment when compared to other physiological measures (Taylor, Reinerman-Jones, 
Cosenzo, & Nicholson, 2010; Wilson & Russell, 2003b). Taylor et al. (2010) found EEG 
changes to be more sensitive to changes in task difficulty while operating an unmanned 
ground vehicle compared to ECG and eye tracking. Similarly, Wilson and Russell 
(2003a) compared the sensitivity of EEG, ECG, respiration and eye tracking responses to 
varying levels of NASA MATB. When all four measures were combined, the system 




91.0%, 85.2%, and 88.7%, respectively. The accuracy rates for EEG alone for baseline, 
low task, and high task were 85.0%, 87.4%, and 89.2%, respectively. No significant 
difference was found between the sensitivity of all measures and EEG alone; however, 
accuracy rates were significantly different when only ECG, respiration, and eye tracking 
were used to classify workload (baseline = 59.1%, low task = 64.9%, high task = 43.8%).  
While EEG appears to accurately assess mental workload, this measurement 
technique comes with multiple disadvantages. EEG has poor spatial recognition making it 
difficult to identify activated brain areas. It is subject to motion artifact and noise artifact, 
limiting the use to minimal movement tasks and controlled environment settings. Lastly, 
some devices are cumbersome to use, again reducing the mobility of the operator.  
Functional Near-infrared Spectroscopy 
Mentally demanding tasks require varying amounts of mental resources. The 
amount of mental resources utilized can be quantified by examining the energy 
mobilization and consumption within the cortex (Mandrick, Chua, Causse, Perrery, & 
Dehais, 2016). When engaged in a mental task, the utilization of additional neural 
pathways requires additional cerebral blood flow triggered by increased consumption of 
glucose and oxygen by the active tissues (Paulson, Hasselbalch, Rostrup, Knudsen, & 
Pelligrino, 2010). This change in regional blood flow due to neuronal activity is referred 
to as neurovascular coupling (Girouard & Iadecola, 1985). Multiple steps are involved in 
the initiation of increased cerebral blood flow. First, neuronal activity is accompanied by 
release of neurotransmitters (i.e., glutamate and GABA) leading to increased 




2010). The consumption of oxygen and glucose produces metabolites by neurons and 
astrocytes causing vasodilation of the microvasculature (Gotoh et al., 2001). Finally, the 
vasodilation modulates regional cerebral blood flow resulting in an overabundance of 
oxygenated blood (i.e., local hyperoxygenation or functional hyperemia) (Takano et al., 
2006). Though a reductionist view, it is postulated that the level of neurovascular 
coupling is proportional to the level of mental workload experienced by the user 
(Mandrick et al., 2016). Thus, identifying an accurate measurement technique, both in 
spatial and temporal capacity, would be a valuable assessment tool linking mental 
workload and mental resources.   
Functional Near-infrared Spectroscopy (fNIRS) is continuously monitors 
hemodynamic fluctuations in the brain. fNIRS works by emitting light in the near-
infrared range through the skull into the cortical tissue (Gratton & Fabiani, 2010). The 
light source is light-emitting diodes (LEDs) or through fiber-optical bundles (Irani, 
Platek, Bunce, Ruocco, & Chute, 2007). The returning light is received from a light 
detector and the difference between the initial light and returning light source affords 
calculation of regional cerebral oxygen saturation (Matthews et al., 2015).  The local 
hyperoxygenation mentioned above allows fNIRS to measure the change in oxygenated 
(HbO2) and deoxygenated (Hhb) hemoglobin in the blood supply to the brain. The depth 
of the light source measures hemodynamic changes within the top 2-4 mm of the cortex 
(Irani, Platek, Bunce, Ruocco & Douglas, 2007). 
The brain region of interest is the frontal lobe, specifically the PFC. As mentioned 
previously, the PFC is highly involved during complex tasks. fNIRS technology has 




mentally demanding tasks (Ayaz et al., 2012; Herff, Heger, Fortmann, Hennrich, Putze, 
& Schultz, 2013; Fallgatter and Strik, 1998; Durantin et al., 2014).  Ayaz et al. (2012) 
examined changes in HbO2 and Hhb levels in the PFC during levels of the n-back (n = 1, 
2, 3) task and a simulated air traffic control task (i.e., managing 6, 12, or 18 aircrafts). 
The authors found in both tasks, HbO2 significantly increased (p < 0.05) with increasing 
levels of task difficulty. These findings were further supported by Herff and colleagues 
(2013) with an n-back study showing linear increases in HbO2 in the PFC across vary 
levels of n-back (n = 1, 2, 3).  
fNIRS has also shown to be sensitive enough to identify states of mental overload. 
Duranti et al. (2014) used fNIRS and HRV to identify states of high and low mental 
workload during a piloting task. Workload was manipulated by varying control difficulty 
and processing load. During the high level of control difficulty, average HbO2 
concentrations were reduced (p < .05) as well as the HRV measure (i.e., LF/HF ratio) (p 
< .05). Bunce et al. (2011) further demonstrated this response in novice versus expert 
users of a warship commander task with varying levels of difficulty. Novices showed 
high levels of oxygenation during moderate levels of task load, but these levels and 
performance significantly dropped during higher task loads. Experts showed lower 
oxygenation levels during moderate levels, but high oxygenation and performance during 
high task load (p <.05).  
In comparison to EEG, the ability of fNIR to actually trigger automation systems 
has not received much attention. However, there are many advantages to this system 
when compared to the commonly used EEG system. In comparison to EEG, fNIR is 




artifacts, it is less susceptible to motion artifact, and has a satisfactory signal to noise 
ratio. In addition, fNIR has excellent temporal resolution and correlates (r = .8, p < .001) 
with functional magnetic resonance imaging (fMRI) (Strangman, Culver, Thompson, & 
Boas, 2002), the gold standard for measuring cerebral hemodynamics. However, there are 
some drawbacks with fNIR. Evaluation of cerebral neurovascular activation is limited to 
the area of sensor placement. Related, the penetration depth of the signal is low, limiting 
the inferences that can be made about cognitive changes to superficial tissues (Villringer 
and Chance, 1997).     
Peripheral Measures 
The autonomic nervous system (ANS) has two branches, the sympathetic system 
(SNS), responsible for mobilizing energy, and the parasympathetic system (PNS), 
associated with restoration to a resting state (Thayer, Hansen, Saus-Rose, Johnsen, 2010). 
At rest, the PNS is more active while SNS activity is limited.  In stressful situations, the 
SNS is activated to mobilize energy to prepare the individual to either “fight or flight” 
while PNS activity declines.  The activation of the SNS and withdrawal of the PNS 
produces a cascade of events leading to changes in the skin (i.e., increased sweat 
production in the palms and the soles of the feet), eyes (i.e., pupil dilation and decreased 
blink rate), and cardiovascular system (e.g., increased heart rate).  Patterns within these 
systems have been identified which signify a stressed state. The following sections will 
focus on these peripheral changes which occur during mental tasks and how these 





Electrodermal Activity  
The skin or dermis has electrical responses correlated to psychological processes 
(Johnson & Lubin, 1966). Electrodermal activity (EDA), also known as galvanic skin 
response, is a measure of the skin’s electrical activity. During arousal or excitation, the 
SNS triggers a sweat response in the eccrine glands of the skin, causing increased sweat 
production in the palms of the hands, fingers, and soles of the feet. Fluctuations in 
electrodermal activity can be assessed by examining changes in either skin resistance or 
skin conductance. The increased sweat production during arousal enhances the skin’s 
conduction of electricity. Skin resistance is a measure of the skin’s resistance to an 
electrical current while skin conduction refers to how well the skin conducts electricity. 
Assessing changes in conductance rather than resistance is a more common practice due 
to its intuitive nature (i.e., as arousal levels increase, skin conductance increases) 
(Boucsein et al., 2012).  Fluctuations in skin conductance are assessed by placing 
electrodes at two separate locations on the palms of the hands, fingertips, soles of the feet 
or on the forearm (van Dooren, de Vries, & Janssen, 2012). An external current of 
constant voltage (e.g., 0.5V) is sent between the two electrodes and the electrical 
potential difference between the electrodes is measured.  
 Skin conductance is divided into two phenomena: tonic and phasic. Tonic levels 
represent long-term manifestations of skin conduction and are referred to as skin 
conductance level (SCL). SCL is the measure of skin conductivity over longer time 
intervals, ranging from seconds to minutes (Figure 4) (Figner & Murphy, 2011). This 
method may be used to examine how skin conductivity changes over the length of a task. 




conductance, each representing individual skin conductance responses (SCR). A SCR is a 
shorter response, lasting only seconds. The SCL has a characteristic pattern: 1) stimulus 
occurs; 2) latent period; 3) initial rise; 4) peak in rise; and 5) gradual return to baseline 
Figure 5) (Figner & Murphy, 2011).   
Eccrine sweat glands in the palm and fingers of the hand respond only modestly 




Bradshaw, & Szabadi, 1984).  Henderson and colleagues (2012) associated brain regions 
responsible for emotionally evoking sympathetic nerve activity (i.e., orbital, dorsolateral 
and ventromedial prefrontal cortices, amygdala, nucleus accumbens and anterior insula) 
with electrodermal activity using fMRI (Henderson, Stathis, James, Brown, McDonald, 
& Macefield, 2012). Because the eccrine sweat response is mediated by the SNS, EDA is 
viewed as a indicator of SNS activation (Hu, Converse, Lyons, & Hsu, 2018). 
EDA has been used to identify level of mental effort, arousal and vigilance (i.e., 
focusing attention on surrounding content) in a variety of settings (Collet, Patit, Priez, & 
Dittmar, 2005; Healy & Picard, 2009; Kajwara, 2014; Parmandi, Son, & Guiterrez-
Osuna, 2013; Wilson, 2002). During a real-world driving scenario, Healy and Picard 
(2009) found fluctuations in SCL and heart rate to accurately (97%) identify driver stress 
levels compared to other physiological measures (i.e., electromyography and respiration). 
In another driving experiment, Kajwara (2014) found SCL levels linearly increased with 
increased driving speeds during a simulated driving task (p < .01). During a real-life 
crash avoidance task, Collet et al. (2005) found normalized SCL to be significantly 
higher (0.4 to 0.6, p < 0.001) in individuals who avoided crashing into an obstacle (i.e., 
an inflatable dummy) compared to those who crashed (0.1 to 0.3). The researchers 
concluded that lower conductance levels were indicative of lower arousal and vigilance 
levels, which ultimately led to the crash. In another real-world task, Wilson (2002) found 
conductance response, measured by frequency of SCRs per unit time, could distinguish 
between take-off, touch and go and final landing during a real-life flying task.  
In adaptive settings, EDA has been utilized to identify operator arousal level to 




Osuna, 2013; Wilson, 2002; Yamamoto & Isshiki, 1992). In 1992, Yamamoto and Isshiki 
used skin impedance to detect levels of wakefulness. If the system identified a sleep state, 
indicated by 3 minutes of disappearance of the skin impedance signal, an auditory 
warning sound would alert the participant, preventing sleep. In each participant, the 
auditory signal accurately triggered alertness as indicated by the reappearance of the 
impedance signal. Haarman et al., (2009) used SCR and frequency of SCR to identify 
high and low levels of arousal in operators to automate turbulence. Turbulence intensity 
was automated based on arousal level: high arousal (turbulence was turned off) or low 
arousal (turbulence was turned on). The automated group had reduced SCR frequencies 
(M = 2.92) compared to the no automation group (M = 6.15, p <.01) and reduced 
deviations from SCR set points when automation algorithms including EDA + HRV 
variables was used. Correspondingly, Parnandi et al., (2013) utilized fluctuations in SCL 
to maintain arousal levels during a driving video game by manipulating car speed, road 
visibility, and steering jitter. Implementation of these tactics increased SCL, with car 
speed providing the greatest increase in arousal level (p <.05).  
One limitation of EDA is the timing of stimulus to conductance changes is rather 
slow, 1 to 3 seconds, when compared to other psychophysiological measures. This may 
be detrimental in some automation settings when decisions need to be made within 1 
second. In addition, EDA is susceptible to motion artifacts and environmental 







The human visual system allows movement of the eye for object recognition, 
discrimination, and information processing (Poppel, Brinkmann, von Cramon, & Singer, 
1978). Visual processing occurs through the following process: 1) vision is initiated by 
photoreceptors in the retina causing nerve impulses to be sent to the optic nerve,  2) the 
optic nerves coming from each retina cross to the opposite side, the optic chiasm, forming 
the optic tracts with the temporal retinas, 3) the optic nerve tracts synapse in the dorsal 
lateral geniculate nucleus, and 4) finally, the fibers pass the optic radiation leading to the 
visual cortex in the occipital lobe (Guyton, 1991) (Figure 6).Actions of the eye include 




entering the eye and is controlled by the ANS. In more detail, pupil constriction is 
controlled by parasympathetic innervation of the circular fibers while pupil dilation is 
controlled by sympathetic innervation of the radial fibers (McDougal, Gamlin, 2015). 
Besides light regulation, changes in pupil size may also be reflective of emotional and 
mental state. In 1964, Hess and Polk demonstrated that participant’s pupil size increased 
when viewing pleasant photos while the opposite was true when viewing unpleasant 
photos. Pupil dilation also occurs during increased task difficulty and during short-term 
memory tasks (Hess & Polk, 1964; Kahnerman & Beatty, 1967; Tsai, Virre, Strychacz, 
Chase, & Jung, 2007; De Greef, Lafeber, Van Oostendorp, Lindenberg, 2009).   
Fixation (i.e., the amount of time the eyes remain in the same location) and 
saccades (i.e., movements of the eye from one fixation point to another) indicate the area 
or object the individual is most interested in. Increases in workload have been associated 
with an increase in the number of fixations (Van Orden, Limbert, Makeig, & Jung, 2001; 
Zelinsky, Rajesh, Hayhoe, & Ballard, 1997) and saccade frequency (Subblett et al., 2011; 
Tecce, 1992; Zeghal, Grimaud, Hoffman, & Rognin, 2002), but a decrease in the duration 
of fixations (Di Nocera, Camilli, & Terenzi, 2007; Tsai et al., 2007).  
Finally, the number and length of blinking can be indicative of individual mental 
state. Blink rate and duration tends to decrease during high mental workload and time 
pressure situations (Brookings et al., 1996; Fairclough, Venables, & Tattersall, 2005; 
Veltman & Gailard, 1998; Wilson, 2002), and decreases to a greater extent during more 
visually demanding tasks (Van Orden, Lilmbert, & Makeig, 2001; Wilson, Fullenkamp, 
& Davis, 1994; Tsai et al., 2007). Fairclough et al. (2005) showed significantly reduced 




task. Conversely, fatigued individuals tend to increase blink rate and blink duration 
(Schleicher, Galley, Briest, & Galley, 2008; Sirevaag & Stern, 2000; Stern, Boyer, & 
Schroeder, 1994) 
 One technique to measure eye activity is through near infrared optical sensors 
that are positioned to reflect patterns of the cornea of the eyes; this is known as pupil 
center corneal reflection. Operationally, infrared light from an infrared camera is directed 
at the eye and enters the retina (Holthoff & Witte, 1996). This light is reflected back to 
the system allowing the system to identify the center of the pupil and location of the 
corneal reflection (Goldberg & Wichansky, 2003). A vector between the two points is 
calculated and used to determine the point-of-regard or point of focus. Measurements that 
can be calculated with this technique are gaze angle, point of focus, blink rate, pupil 
diameter, and eye gaze. This type of device is non-intrusive, as sensors do not need to be 
in direct contact with the operator.   
Another option is the use of electrooculography (EOG), which measures the 
changes in electrical potential as the eye moves. The electrical potential is derived from 
the positive and negative electrical charge of the cornea and retina, respectively (Heird, 
Koening, Trillenberg, Kompf, & Zee, 1999).  Electrodes, placed horizontally and 
vertically about the eye, sense positive or negative electrical potentials when the eyes 
move in any one direction. An EOG can record eye movements up to 70 degrees to the 
left and right of central fixation and to an accuracy of 1.5 to 2.0 degrees (Andreassi, 




Eye tracking is commonly utilized in adaptive settings to indicate operator’s 
mental workload and wakeful state (e.g., alertness, fatigue) (Abich, Reinerman-Jones, & 
Taylor, 2013; Taylor et al., 2010; Brookings et al., 1996, Borghini et al., 2012; De Greef, 
Lafeber, van Oostendorp, & Lindernberg, 2009; Di Nocera, Camilli, & Terenzi, 2007; 
Freeman et al., 1999; Matthews et al., 2015;). Brookings et al. (1996) measured blink rate 
during a simulated air traffic control task and found blink rate decreased as task 
complexity and subjective workload increased (p < 0.05). De Greef and colleagues 
(1996) examined the sensitivity of pupil diameter, fixation duration, and saccade distance 
and speed to identifying under load, normal load, and over load conditions during a 
combat management workstation task. The researchers found pupil diameter was 
significantly (p < 0.05) larger in the normal (M = 5069.9) and the overload (M = 5094.9) 
condition compared to the underload (M = 4957.4). Fixation duration responded 
identically with a significant increase in duration rate for normal (M = 287.9) and 
overload (M = 334.8) condition compared to underload (M = 249.1) (p < 0.05).   
Correspondingly, Abich et al. (2013) found fixation duration and number of fixations 
increased with increasing levels of difficulty during a simulated operator control unit in 
an unmanned ground vehicle. Matthews et al. (2015) found further support of the 
sensitivity of fixation duration which was able to differentiate between single versus 
dual-task performance when compared to other psychophysiological measures (i.e., ECG, 
fNIRS, Transcranial Doppler sonography).  
There are some limitations of eye tracking. First, the light within the environment 
may influence the reflection of infrared sensors on the retina along with pupil size. 




parameters of the tracking device. When using EOG, additional motion may increase 
motion artifact and noise within the signal.  Finally, eye tracking provides little 
information about specific cognitive processes as multiple factors influence eye 
movements (Kok & Jardzka, 2017).   
Cardiovascular Activity 
The primary purpose of the cardiovascular system is to transport nutrients, 
oxygen, hormones and waste throughout the body. The heart has four chambers, the right 
and left atrium and right and left ventricles. At rest, the mean stroke volume (i.e., the 
amount of blood ejected from the heart with each beat) is 70ml of blood and the human 
heart beats around 60 to 80 beats per minute (bpm). This equates to a cardiac output (i.e., 
heart rate x stroke volume) of 4 to 6 L of blood circulating throughout the body each 
minute. The cardiovascular system is composed of two circuits: 1) the pulmonary circuit 
and 2) the systemic circuit. The primary purpose of the pulmonary circuit is to transport 
deoxygenated blood from the heart to the lungs where carbon dioxide is released from the 
blood and oxygen is picked up. The oxygenated blood then returns to the heart and is 
pumped to the rest of the body through the systemic circulation.  
Blood flow and blood flow distribution to the major organs and to the heart is 
regulated by blood vessel diameter, heart rate, and blood pressure. Blood flow is 
mediated through intrinsic and extrinsic influences. Local tissues, via vasodilation and 
vasoconstriction, regulate intrinsic control. The three types of intrinsic control are: 1) 
metabolic regulation, 2) endothelium-mediated, and 3) myogenic response (Segal, 2010).   




vasodilation of the arterioles, allowing for greater oxygen uptake. Other chemical 
influences eliciting vasodilation include build-up of carbon dioxide, potassium and 
hydrogen ions, and lactic acid. The endothelium of the vessel can also influence vascular 
tone through release of vasoactive factors. Vasodilatory factors include nitric oxide, 
prostacyclin, and endothelium derived hyerpolarizing factor while vasoconstrictors 
include thromboxane and endothelin-1 (Sandoo, Veldhuijzen van Zanten, Metsios, 
Carroll, & Kitas, 2010).  Finally, pressure changes within the vessel can produce 
vasodilation and vasoconstriction. The vessel wall relaxes in response to a decrease in 
pressure and contracts in response to an increase in pressure.  
Extrinsic influences are regulated by neural control. The SNS innervates the 
arterial vessels and releases the neurotransmitter norepinephrine. Norepinephrine binds to 
either alpha-adrenergic receptors or beta-adrenergic receptors causing arteriole 
vasoconstriction or vasodilation, respectively. Withdrawal of the SNS can also elicit 
passive vasodilation.  At rest, the blood vessels are in a mild state of vasoconstriction 
(i.e., sympathetic tone) in order to maintain an appropriate blood pressure. The 
sympathetic–adrenomedullary (SAM) axis is a hormonal response causing the release of 
norepinephrine and epinephrine by the adrenal medulla. The hormonal release is 80% 
epinephrine release and 20% norepinephrine release. Epinephrine also binds to either 
alpha-adrenergic receptors or beta-adrenergic receptors and evokes similar responses.     
One technique to evaluate overall blood vessel state is to calculate systemic 
vascular resistance (SVR), also known as total peripheral resistance, which is the 
resistance to blood flow by the systemic vasculature. The calculation for SVR is mean 




divided by cardiac output. Everything else being equal, during vessel vasoconstriction, 
SVR increases while vasodilation decreases SVR. 
During cognitively demanding and stressful situations, SVR responses have 
shown considerable variability (Allen, Boquet, & Shelley, 1991; Kuipers, Sauder, & Ray, 
2008). These inconsistencies may stem from the task being perceived as either a 
challenge (i.e., the individual has sufficient resources to meet the demands of the task) or 
a threat (i.e., the individual does not possess the resources required to meet the demands 
of the task) (Moore, Vine, Wilson, & Freeman, 2012). Challenge states are hypothesized 
to result in elevated sympathetic–adrenomedullary (SAM) activation causing the release 
of norepinephrine and epinephrine, while a threat state also results in elevated pituitary–
adrenocortical (HPA) activation causing the release of cortisol (Seery, 2011). The SAM’s 
primary effects are increasing heart rate and heart contractility, typically also increasing 
cardiac output. The SAM also stimulates the release of epinephrine from the adrenal 
medulla. The binding of epinephrine to beta-adrenergic receptors causes vasodilation 
resulting in decreased SVR and increased blood flow to skeletal muscle (Brownley, 
Hurwitz, Schneiderman, 2000). During a threat state, the activation of the HPA inhibits 
the release of epinephrine resulting in a lower cardiac output (Seery, 2011). These 
cardiovascular responses are well supported in the literature (Kelsey, Blascovich, Leitten, 
Schneider, Tomaka, & Wiens, 2000; Moore, Wilson, Vine, Coussens, Freeman, 2013; 
Trotman, Williams, Quinton, & van Zanten, 2018; Turner, Jones, Sheffield & Cross, 






Heart rate (HR) is controlled by intrinsic and extrinsic factors. Cardiac muscle has 
the ability to generate its own electrical signal, allowing it to contract without any 
external stimulation. The heartbeat is regulated by the internal pace of the sinoatrial (S-A) 
node located in the right atrium. The cells within the S-A node spontaneously depolarize 
(i.e., sodium ions move inside the plasma membrane making the membrane potential less 
negative) faster than any other myocardial tissue due to leaky sodium channels. Because 
of this, the S-A node has a firing rate of 100 beats per minute (bpm) and is known as the 
heart’s pacemaker. The electrical signal generated by the S-A node travels to the 
atrioventricular (A-V) node, which is located in the right atrial wall. This signal is sent 




full contraction of the atria, before being conducted down the Bundle of His and to the 
left and right bundle branches (Figure 7).  
The mean electrical signal moving through the heart with each beat can be 
assessed by placing electrodes at various locations on the torso. The electrical impulse is 
then amplified and recorded. This measurement technique is called an electrocardiogram 
(ECG).  The ECG recording produces deflections, known as P, Q, R, S and T waves, 
which represent various stages of myocardial depolarization and repolarization (i.e., 
returning the membrane potential to a negative resting potential). The P wave represents 
depolarization of the atria, which normally leads to atrial contraction. The QRS complex 
is generated by electrical currents spreading through the ventricles prior to ventricular 
contraction. The T wave represents repolarization of the ventricles. The R wave is the 
most prominent wave of the QRS complex. The distance between successive R waves is 
called the R-R interval, or the beat-to-beat interval; it is measured in milliseconds (ms). 




as heart rate variability (HRV). Changes in HRV, therefore, are strongly related to 
changes in HR.   
 
Extrinsic factors, via the central nervous system (CNS) and the ANS, regulate HR 
and HRV levels at rest and during times of stress (i.e., mental workload). The primary 
location of cardiovascular regulation in the CNS is the cardiovascular center located in 
the medulla oblongata. Within the cardiovascular center, HR and HRV are mediated 
through preganglionic parasympathetic and sympathetic neurons that innervate the heart 
via the vagus nerve and the stellate ganglia, respectively (Levy, 1990). The vagus nerve 
innervates the S-A and A-V node causing a reduction in heart rate and an increase in 
HRV via release of the neurotransmitter, acetylcholine. Acetylcholine acts on the heart by 
reducing the rate of depolarization of the S-A node and the electrical signal through the 
A-V node is reduced; thus, resting HR levels of 60 to 80 bpm are achieved. Vagal 
withdrawal, therefore, has the opposite effect by raising heart rate and reducing HRV. In 
regards to timing, vagal response is immediate, occurring within .2 seconds, and can 
affect the next heartbeat (Karemaker, 1987; Van Roon, Mulder, Althuas & Mulder, 
2004).  
The PNS also influences heart rate and HRV through the respiratory sinus 
arrhythmia (RSA).  At rest, inspiration results in an intrathoracic pressure decrease of 5-
10 mmHg causing a decrease in systolic blood pressure. The reduction in blood pressure 




opposite occurs resulting in increased pressure and decreased heart rate (Hirsch & 
Bishop, 1981).  
Sympathetic nerves innervate the heart. The neurotransmitter, norepinephrine, is 
released by the sympathetic nerve endings, causing the following changes: 1) increased 
excitability of the heart tissue (i.e., myocardial tissue), 2) increased myocardial 
contraction of the atria and ventricles, and 3) increased depolarization of the S-A node. 
Hence, heart rate and stroke volume are both increased and HRV is decreased. 
Sympathetic influence of heart rate is slower to respond, taking an average of 1-2 seconds 
(Mokrane & Nadeau, 1998).   
Another network within the CNS that plays an integral role in cardiac 
preganglionic parasympathetic and sympathetic neuron activity is the central autonomic 
network (CAN) (Benarroch, 1993). This system involves several interconnected areas of 
the brain that support goal-directed behavior and adaptability, and ultimately, influences 
the output of the cardiovascular center. The CAN is a functional network within the CNS 
that includes the anterior cingulate, insular, orbitofrontal, and ventromedial prefrontal 
cortices; the central nucleus of the amygdala; the periaqueductal gray matter; the 
parabrachial nucleus; the nucleus of the solitary tract; the nucleus ambiguous; the 
ventrolateral medulla; the ventromedial medulla; and the medullary tegmental field 
(Thayer et al., 2009). Figure 9 summarizes these connections and displays how the 
prefrontal cortex can affect HR.  The key area in the CAN linking psychologically 
induced increases in heart rate and other cardiovascular measures is the central nucleus of 
the amygdala (Saha, 2005). At rest, the medial and orbitofrontal PFC tonically inhibit the 




amygdala, leading to a cascade of events increasing heart rate and decreasing HRV. The 
three main paths influencing the cardiovascular system are: 1) inhibition of tonically 
active neurons in the caudal ventrolateral medulla (CVLM) causing activation of 
tonically inhibited sympathetic neurons in the rostral ventrolateral medulla (RVLM), 2) 




nucleus ambiguous (NA) and the dorsal vagal motor nucleus (DVN) leading to a decrease 
in parasympathetic activity, and 3) direct activation of the RVLM causing an increase in 
sympathetic activity (Saha, 2005; Schreihofer & Guyenet, 2002; Thayer et al., 2009).  
The changes in HRV due to mentally demanding tasks can be examined by 
indexing HRV into frequency bands using power spectral analysis. The most commonly 
used frequency bands are: 1) very low frequency (VLF) (<0.04 Hz), which reflects 
thermoregulation and kidney function; 2) low frequency (LF) (0.04 to 0.15 Hz), which 
reflects oscillations related to blood pressure (0.10 Hz) and vasomotor tone; and 3) high 
frequency (HF) (0.15 to 0.40 Hz), which reflects respiratory effects on heart rate (RSA) 
(Berntson, Cacioppo, Quigley, & Fabro, 1994; Task Force, 1996).  The HF band is 
widely accepted to be mediated by parasympathetic activity while the LF band represents 
both sympathetic and parasympathetic activity (Task Force 1996). The ratio of the LF 
and HF (LF/HF ratio) is thought to capture both sympathetic and parasympathetic 
activation (Malliani, Pagani, & Lombardi, 1994; Montano, Ruscone, Porta, Lombardi, 
Pagani, & Malliani, 1994) although this measure remains in dispute (Billman, 2013; 
Reyes Del Paso et al., 2013).  
During mentally demanding tasks, it is often hypothesized that HF will be 
decreased (i.e., vagal withdrawal/inhibition) while LF and LF/HF ratio increase (i.e., 
greater increase in sympathetic activation). The decline of the HF band has repeatedly 
been seen in a variety of studies (Hjortskov, Rissen, Blangsted, Fallentin, Lundberg, & 
Sogaard, 2004; Mulder, Veldman, van der Veen, Ruddel, Schachinger, & Mulder, 1993; 
Reyes Del Paso et al., 2013; Stuvier, Waard, Brookhuis, Dijksterhuis, Lewis-Evans, & 




(Castaldo, Melillo, Bracal, Castera, Triassi, & Pecchia, 2015) examining HRV’s acute 
response to mental stress (e.g., stroop colour word, arithmetic task, academic 
examination) concluded that in eight of the nine studies examined, the HF components 
decrease during mental stress. However, in the same meta-analysis, LF was found to 
decease in three of the eight papers examined, while an increase in LF was found in three 
other studies. These inconsistent results have been replicated in multiple studies 
(Duschek, Muckenthaler, Werner, & Reyes del Paso, 2009; Hjortskov, Rissen, Blangsted, 
Fallentin, Lundberg, & Sogaard, 2004; Sloan et al., 1996; Reyes Del Paso et al., 2013).  
Duschek et al. (2009) examined changes in HRV during a letter cancellation task. When 
compared to baseline, the task caused LF and HF to be significantly reduced (M = 467 to 
180 and 519 to 103, respectively, p < .05). The assumed reduction of LF during mentally 
demanding tasks is often the result of misinterpretation of the LF solely being a 
representation of sympathetic activity. As stated above, the LF is influenced by 
sympathetic and parasympathetic activity and the vagal withdrawal or inhibition during 
mental tasks may have a greater response than sympathetic activation.  
The LF band also contains the Mayer wave (.10Hz) which is associated with 
regulation of arterial blood pressure through the baroreflex loop (Wesseling, & Settels, 
1985). Because of this, a second HRV frequency index is often used in 
psychophysiological research and those assessing mental effort (Mulder et al., 1993): 1) 
low: 0.02 – 0.06 Hz, 2) mid: 0.07 – 0.14 Hz, and 3) high: 0.15 – 0.40 Hz. The major 
distinction between the two recommended frequency ranges are the shift in the low 




the mid-frequency band is known as the “eigenfrequency” or preferred frequency of the 
baroreflex loop (Van roon, Mulder, Althaus, & Mulder, 2004).  
As will be discussed in greater detail in the following section, the baroreflex loop 
is a short-term regulator of blood pressure through modulation of heart rate. At rest, 
blood pressure changes are followed by inverse changes in heart rate to stabilize blood 
pressure. The modifications in heart rate are mediated by parasympathetic and 
sympathetic activity, lending the mid-frequency band to reflect changes in both systems. 
Multiple researchers have reported that mental effort decreases the mid-frequency band, 
representing increased invested effort (Aasman, Mulder, & Mulder 1987; Althaus, 
Mulder, Mulder, Van Roon, & Minderaa, 1998; De Rivecourt, Kuperus, Post, & Mulder, 
2008; Fairclough et al., 2005; Mulder & Mulder, 1987; Ryu & Myung, 2005; Van Roon, 
Mulder, Veldman, & Mulder, 1995). Mental effort is assumed to reduce the sensitivity of 
the baroreflex (i.e., changes in blood pressure are less reflective of changes in heart rate) 
(Veldman, 1992) and, thus, amplitude of the mid-frequency band is reduced (Hogervorst, 
Brouwer, & van Erp, 2014).  
In adaptive settings, heart rate and HRV are common psychophysiological 
measures used to evaluate operator functional state (De Rivecourt, Kuperus, Post, & 
Mulder, 2008; Durantin et al., 2014; Fairclough,Venables, & Tattersall, 2005; Haarmann, 
Boucsein, & Schaefer, 2009; Rowe, Sibert, & Irwin, 1998; Ting, Mahfouf, Nassed, 
Linkens, Panoutsos, Nickel, Roberts, & Roberts, 2010; Wilson and Russel, 2003; Wilson 
and Russel, 2007). However, the frequency bands used are not standardized (i.e., HF vs. 
LF vs. mid-frequency vs. LF/HF ratio). De Rivecourt and colleagues (2008) examined 




6 = highest difficulty level). They reported a decrease in the mid-frequency band from -
0.11 in segment 1 to -0.41 in segment 6 (p < 0.05) and in the high frequency band -0.12 
in segment 1 to -0.71 in segment 6 (p < 0.001).  
Similarly, Veltman & Gaillard (1996) showed reduced HRV in the mid and high 
frequency bands (p < 0.05) when participants performed a simulated flight task while 
simultaneously performing a continuous memory task.  Fairclough et al. (2005) examined 
HRV changes during low and high demand levels of the MATB task. During the high 
task, the mid-frequency band was significantly lower (M = 7.42, p < 0.01) when 
compared to the low demand (M = 7.54) and baseline (M = 7.93).  Durantin et al. (2014) 
used the LF/HF ratio and fNIRS to identify states of engagement and disengagement 
during a simulated flight task with varying levels of difficulty (control difficulty and 
processing load). They found LF/HF to be significantly higher (p < 0.05) during the high 
processing load compared to low processing. However, LF/HF was reduced during 
extremely high levels of control difficulty; this finding was paralleled in fNIRS HbO2. 
The researchers concluded LF/HF may be sensitive to states of overload. This finding has 
been supported in other studies (Haarmann, Boucsein, & Schaefer, 2009; Rowe, Sibert, & 
Irwin, 1998).  
There are multiple advantages to using heart rate and HRV. The collection of data 
is simplistic and low cost. The signal can be collected in real-time and the signal is able 
to withstand motion artifact. The main disadvantages are related to the interpretation of 





Blood Pressure and Baroreceptor Sensitivity (BRS) 
Blood pressure is the pressure of the circulating blood on the arterial walls, 
measured in millimeters of mercury. Pressure is highest at the opening of the aorta where 
blood is ejected from the left ventricle. As the blood travels from the arteries to arterioles 
to the capillaries, pressure decreases and is lowest at the venules before returning to the 
heart. Blood pressure is characterized as systolic and diastolic pressure. Systolic pressure 
is the pressure on the arterial walls when blood is pumped from the heart while diastolic 
pressure is the pressure when the heart is relaxing and refilling with blood. Acute blood 
pressure charges are tightly regulated through the baroreflex via the SNS, the PNS, and 
the CNS. In addition, blood vessel diameter and heart rate play key roles in maintaining 
blood pressure.  
The baroreflex are feedback loops that maintain a desirable blood pressure on a 
moment by moment basis. The cardiovascular center receives information about pressure 
changes from stretch receptors, called baroreceptors, located in the carotid sinus of the 
carotid artery and the aortic arch of the aorta. The baroreceptors are stimulated by 
distortion of the arterial wall causing a change in action potential firing. These signals are 
sent to the nucleus of the solitary tract (NTS), located in the medulla, via the 
glossopharyngeal and vagus nerves. The NTS regulates parasympathetic and sympathetic 
outflow through modifications in heart rate, myocardial contractility, and arterial 
resistance (Bernston et al., 1994; Thomas, 2011). For example, an increase in arterial 
blood pressure elicits an increase in parasympathetic outflow through activation of the 
nucleus ambiguus and dorsal motor nucleus of the vagus. Activation of vagal output 




sympathetic outflow is reduced by the caudal ventrolateral medulla (CVLM) sending 
inhibitory neurons to the rostral ventrolateral medulla (RVLM). This produces a decrease 
in heart rate, myocardial contractility, and arterial resistance.  When blood pressure is 
decreased below the setpoint, the NTS activates excitatory neurons onto the RVLM, 
increasing sympathetic output and raising blood pressure via increased heart rate, 
myocardial contractility, and arterial resistance. Similar to HR and HRV, the baroreflex 
loop is also influenced by the CAN. Figure 9. can be expanded by including the 
baroreceptor input and the effector responses of parasympathetic and sympathetic output 
(Figure 10).  
The sensitivity of the baroreflex (i.e., baroreceptor sensitivity (BRS)) is assessed 
by inter-beat-interval (ms) difference in heart rate in response to changes in blood 
pressure (mmHg) and can be represented as ms/mmHg. For example, an increased 
sensitivity or gain in BRS of 10 ms/mmHg reflects an increase of 10 mmHg in blood 
pressure results and a consecutive increase of inter-beat-interval (IBI) of 100 ms (i.e., 
100ms/10mmHg = 10 ms/mmHg) (Sweene, 2013). In this example, blood pressure is 
increasing and heart rate is decreasing (i.e., an increase in the distance between R waves).  
During stressful situations, BRS is inhibited by the amygdala, cingulate cortex, 
insula, and midbrain via the same cascade of events described for increases in heart rate 
and decreases in HRV. More specifically, these brain regions inhibit activity in the 
parasympathetic nuclei and activate sympathetic nuclei sources (Dampney, 1994). 
Gianaros, Onyewuenyi, Sheu, Christie, & Critchley (2012) demonstrated this shift in 
brain activity and reduction in BRS using fMRI data during a stressor task (multisource 





increase in blood pressure concurrent with a decrease of inter-beat-interval of 75, giving a 
sensitivity of 7.5 ms/mmHg. Many studies consistently show BRS to be reduced during 
Figure 10. A composite schematic diagram showing the pathways by which the prefrontal 
cortex and baroreceptor input might influence heart rate and blood pressure.  Note. NTS = 
Nucleus of the Solitary Tract; CVLM = Caudal Ventrolateral Medullary; DVN = Dorsal 
vagal motor neurons; NA = Nucleus Ambiguus; RVLM= Rostral Ventrolateral Medullary; 
IML = Intermediolateral. Adapted from “Heart Rate Variability, Prefrontal Neural 
Function, and Cognitive Performance: The Neurovisceral Integration Perspective on Self-
regulation, Adaption, and Health,” by J.F. Thayer, A.L. Hansen, E. Saus-Rose, B.H. 





mentally demanding tasks (Anderson, Keren, Lilja, Godby, Gilbert, & Franke, 2016; 
Duschek et al., 2009; Reyes del Paso, Gonzalez, Hernandez, Duschek, & Gutierrez, 2009; 
Slight, Fox, Lopez, & Brooks, 1987; Steptoe & Sawad, 1989; Yasumasu, Reyes del Paso, 
Takahara, & Nakashima, 2006). 
Anderson et al. (2016) found BRS was significantly reduced (M = 5.9, p < 0.001) 
during mental stressors (mental arithmetic, stroop colour word task, and anagram task) 
compared to rest (M = 7.2). Similar responses were found by Duschek et al. (2009) who 
showed BRS to be significantly lower during a mental arithmetic task (M =12.3, p < 
0.001) when compared to baseline (M = 14.3). In addition, BRS was correlated with 
performance (r = -.35, p < 0.01).  Yasumasu et al. (2006) also found BRS to be 
significantly correlated (r = -0.51, p < 0.001) with performance of a mental arithmetic 
task and BRS predictive of performance, explaining 26.3% of the variance (p < 0.001).  
Only a few studies have examined BRS with an intent to evaluate its usefulness in 
adaptive systems (Anderson et al., 2016; Mulder, Dijksterhuis, Stuiver, & de Waard, 
2009; Stuvier et al., 2012; Stuvier & Mulder, 2014).  Mulder et al. (2009) carried out two 
studies examining changes in BRS, heart rate, HRV, blood pressure, and blood pressure 
variability (BPV) during a long lasting (2-h) simulated ambulance dispatch task. Study 1 
examined cardiovascular changes during low and high difficulty levels lasting 15 minutes 
while Study 2 examined the cardiovascular response to operator support versus no 
support during low and high conditions lasting 5 minutes. The results of Study 1 showed 
initial reductions in BRS, HRV, and BPV and increases in heart rate and blood pressure. 
However, after 15 minutes of task performance, heart rate decreased while systolic blood 




the remainder of the task regardless of low or high conditions. The researchers explain 
these results as an initial defensive reaction (i.e., increase in heart rate and blood pressure 
and decrease in BRS and HRV) to the task followed by a steady increase in BRS which 
allowed for regulation of blood pressure via heart rate. Study 2 showed similar general 
responses across the cardiovascular measures with and without support; no significant 
differences were found for any cardiovascular measures between conditions. Though no 
differences were found, averaging across five-minute segments versus 15 allowed for 
visual variability between conditions.  
Stuvier and Mulder (2014) also examined the effects of heart rate, blood pressure, 
HRV, and BRS across the course of two hours during an ambulance dispatcher task and a 
simulated driving task. The results parallel those found in Mulder et al. (2009) for the 
dispatcher task as heart rate significantly (p <0.05) increased initially and then slowly 
decreased across the trial. Blood pressure strongly increased at the beginning and 
remained elevated throughout (p <0.05) and BRS also increased throughout the task and 
remained elevated (p < 0.001). The driving task showed an initial increase in heart rate (p 
<0.05) and then a gradual decrease as the task continues. The blood pressure pattern 
mimicked heart rate in that an initial increase was followed by a decrease (10 mmHg) 
over time (p <0.001). BRS showed no significant change across the trial. These results 
from the dispatcher trial parallel Mulder et al. (2009) in that BRS appears to decrease 
initially then increase gradually over time, but only when systolic blood pressure mimic 
this increase. The driving task indicates that BRS may be influenced by the type of task 




Stuvier and colleagues (2012) examined short-term changes (30s) in BRS, heart 
rate, HRV, blood pressure, and BPV during a simulated ambulance dispatcher task with 
low (reference) and high (activation) levels. The reference period was defined as the 20s 
preceding a dispatcher phone call while the activation period was defined as the 10-30s 
after participants picked up the phone call. These values were averaged across multiple 
phone conversations. When compared to the reference level, blood pressure significantly 
increased (p <0.001) and HRV and BPV decreased (p < 0.001), but no significant 
differences were found for heart rate and BRS. The authors concluded that changes in 
BRS may not be reflected immediately (within 30s) and that longer segments of time may 
be needed to assess changes within this measure.   
Summary 
Adaptive systems that respond to the current state of the operator improve 
performance and reduce workload. Real-time assessment of operator state through 
collection of psychophysiological measures can successfully trigger automation. The 
extant literature assessing various psychophysiological measures has focused on EEG, 
fNIRs, eye tracking, EDA, and ECG. While these measures have shown to be adequate in 
identifying operator state and triggering automation, there are drawbacks to each. 
Therefore, the purpose of this research is to ascertain if BRS can identify changes in 
operator’s mental workload during a single task with varying levels of difficulty and to 





CHAPTER 3: METHODS 
 
Participants 
A power analysis for a repeated measures ANOVA and criterion variables of a 
medium effect size (f2 = 0.25, Cohen, 1992, pg.158), with adjusted α = 0.01, three 
measurements, 1-β = 0.80, 0.80 correlation among repeated measures and a nonsphericity 
correction of 0.70, indicated 23 participants were needed to complete the study. A power 
analysis for a linear multiple regression model with three predictors of a medium effect 
size (f2 = 0.15, Cohen, 1992, pg.158), α = 0.05, 1-β = 0.80, specified 55 participants were 
needed.  Thus, the target sample size was 55 participants. To account for attrition, the 
goal sample size was 65.  Participants were eligible to participate if they were male and 
female between the ages of 18 and 30 years of age. Exclusion criteria included color-
blindness, any known cardiovascular problems (i.e., hypertension, arrhythmias), taking 
anti-hypertensive medications, and any prior experience using the mental task (i.e., n-
back).  
After Institutional Review Board Approval (Appendix A), participants were 
recruited via university email and study flyers on course learning management systems 
(i.e., Canvas). While sixty participants met the inclusion criteria, one participant did not 
show up for the experimental visit and four participants did not complete the protocol due 
to equipment malfunction; these participants still received compensation for their 
participation. Participants were graduate and undergraduate students within the 
Department of Kinesiology at Iowa State University. Demographics of the participants 






Table 4. Characteristics of participants as a function of gender 
   
  Males (n = 26) Females (n = 29) 
Variable Mean ± SD Mean ± SD 
Age (years) 20.3 ± 1.4 20.3 ± 2.5 
Systolic Blood Pressure (mmHg) 130.6 ± 18.1 115.4 ± 15.6 
Diastolic Blood Pressure (mmHg) 74.7 ± 10.6 63.6 ± 9.9 
Heart Rate (bpm) 67.0 ± 11.0 69.8 ± 8.9 
 
Procedures 
 This study was approved by the Iowa State University Institutional Review Board. 
University Review Board approval was attained prior to study initiation. Participants 
received either extra credit in a Kinesiology course (i.e., ≤ 1% of total course points) or 
$10 for participation.  
Experimental Overview 
The participants came to the laboratory on two separate occasions: 1) introductory 
visit, and 2) experimental visit. During the introductory visit, participants read through 
the informed consent and were given the opportunity to ask any questions before signing 
the informed consent. After completion of the informed consent, participants completed a 
practice session of the mental workload task, the n-back task (i.e., 1-back, 2-back, and 3-
back). The n-back instructions, n-back tasks and a workload scale (i.e., NASA-TLX 
survey) were presented via a 12” Dell laptop computer using E-Prime Software 
(Psychology Software Tools, Inc). Participants were allowed to ask questions at any time 




comfortable with each task. Mean practice trials for each n-back task are presented in 
Table 5.  
Table 5. Number of practice trials for each n-back 
condition 
n-back Trial Mean ± SD 
1-back 1.3 ± 0.5 
2-back 1.4 ± 0.5 
3-back 1.5 ± 0.5 
 
At the end of each n-back task, participants received instructions to complete the 
NASA-TLX scale and were then prompted to complete the NASA-TLX scale using the 
computer mouse to slide the tick marks. No performance or subjective workload data 
were saved during this visit.  
Participants returned to the laboratory within 48 hours of the introductory visit for 
the experimental visit.  Participants were instructed to avoid alcohol 24 hours prior to the 
visit, not to participate in strenuous exercise and not to consume excessive amounts of 
caffeine beyond normal consumption 12 hours prior.  At the experimental visit, 
participants were instrumented for measurement of electrocardiography (ECG), blood 
pressure, electrodermal activity (EDA), and electroencephalography (EEG).  The 
electrodes and leads for ECG were positioned on each participant’s torso while they were 
standing. The ECG wireless transmitter was secured around the participants’ torso using 
a velcro strap. Participants transitioned to the seated position in a reclining chair while 
EEG, EDA, and the blood pressure cuff were positioned. A two-tier cart was positioned 
in front of the participant with the lowest tier positioned to allow for the non-dominant 




computer display was positioned on the top tier approximately 27” away. Resting blood 
pressure was measured on the dominant arm. Prior to data collection, all signals were 
checked for impedance and participants were instructed to relax with eyes open for five 
minutes.  
During baseline data collection, participants were instructed to sit quietly with 
minimal motion while focusing on a fixation cross in the middle of the laptop screen. 
Baseline data were recorded for five minutes with the last two minutes were used for data 
analysis. At the end of the five minutes, participants completed the NASA-TLX scale.   
Participants then completed three 6-minute blocks of the 1-back, 2-back and 3-
back task in that order. Each n-back block consisted of three 2-minute sessions totaling 
18 minutes of n-back trials. Before the start of each session, participants were provided a 
description of the n-back to be performed (1-back, 2-back, or 3-back) via the screen 
(Figure 11). The first and second 2-minute sessions of each n-back block were followed 
by a 30-second rest where participants were instructed to focus on the fixation cross in 
the center of the screen. The start of each session was begun by the participant pressing 
the “1” key. After the third session in each block, the NASA-TLX survey was presented. 
Participants were instructed to avoid movement during the n-back tasks and to use the 30 







 The n-back is a working memory task used to challenge mental workload (Owen, 
McMillan, Laird, & Bullmore, 2005). In the task, individuals observe a visual sequence 
of numbers, letters or colored shapes each separated by a specific amount of time. For 
each visual stimulus, participants must decide if the stimulus matches the one from n 
items back (0, 1, 2, 3; Figure 11).  As the level of n is increased, from 0 to 1 to 2, the 
level of difficulty is increased. N-back of 3 or greater produces states of overload and 




Participants performed the 1-back, 2-back and 3-back task. These levels 
represented states of mental underload, optimal load, and overload, respectively.   The 1-
back condition was defined as any letter identical to the one immediately preceding it 
while the 2 and 3-back condition were defined as any letter identical to the one presented 
two or three trials back, respectively (Ayaz, Shewokis, Bunce, Izzetoglu, Willems, & 
Onaral, 2012).  The letters were black (font style: Consolas; font size: 40) and were 
presented on a white background.  Each n-back session was comprised of 40 selected 
letters (B, F, K, H, M, Q, R, X) (Kane, Conway, Miura & Colflsoh, 2007) appearing in a 
random sequence in the middle of the screen. The letters were displayed for 500 ms 
followed by a 2500 ms inter-stimulus interval where the letter was replaced by a fixation 
cross (Brouwer, 2012). If the letter was a target, the “1” key was pressed while the “2” 
key was pressed for non-targets. In all trials, 34% of the letters were targets (Brouwer et 
al., 2012; Fairclough & Roberts, 2011).   
Subjective Workload Measure 
The NASA-TLX scale is a commonly used subjective workload scale assessing 
mental workload (Hart, 2006; Winter, 2014). It is a multi-dimensional scale providing 
workload ratings for six subscales: mental demands, physical demands, temporal 
demands, performance, effort and frustration (Hart & Staveland, 1988). In the TLX, 
workload is defined as “cost incurred by the human operator to achieve a specific level of 
performance” (Gawron, 2000, p. 130). Participants are presented with the subscales, 
either during or after a task, where they rank overall workload on a scale with 21 vertical 
tick marks dividing the scale from 0 to 100 in increments of 5 with bipolar descriptors 




NASA-TLX Raw method was administered here. The computer version of NASA-TLX 




Heart rate data were collected using a 3-lead ECG configuration with disposable 
electrodes placed on the left rib cage and right and left clavicles. Prior to electrode 
placements, the participant’s skin was cleaned using alcohol swabs at the aforementioned 
locations. Ag/AgCl disposable electrodes were placed on the participants.  Data were 




transmitter pair with the ECG100C amplifier and Acqknowledge software package 
(Biopac MP150, Acqknowledge 4.4; BIOPAC Systems, Inc., Goleta, CA).  
Blood Pressure 
 Blood pressure was continuously measured using a vascular unloading technique 
by placing a finger cuff on the non-dominant annular finger. Cuff size was determined by 
measuring the circumference of the annular finger at the middle phalanx. The cuff was 
then positioned snugly on the annular finger over the middle phalanx with the 
connections to the electropneumatic transducer box passing proximally over the palm or 
the hand. The electropneumatic transducer box was strapped to the participant’s arm. 
Participants rested their hand on the side, thumb up, on a table positioned at heart level 
(Jones, Kornberg, Roulson, Visram, & Irwin, 1993).  Blood pressure was recorded by a 
noninvasive blood pressure system (Finapress 2300 BP device, Ohmeda, USA) and the 
signal was exported using Biopac (sample rate 1000Hz). Prior to data collection, a 
manual blood pressure reading was measured using an Omron 7-Series Upper Arm Blood 
Pressure Cuff (Intel Sense, Omron HealthCare, Inc) to validate continuous signal.  
Electrodermal Activity  
  Electrical activity was assessed on the non-dominant hand. Prior to electrode 
placements, participants washed their hands with water to rid of excess oil or residue. 
Next, two Ag/AgCL electrodes with 11mm contact diameter were placed on the distal 
phalanges of the index and middle finger of the non-dominant hand (van Dooren, de 
Vries, & Janssen, 2012). Finger skin conductance level was recorded with a constant 




Biopac BioNomadix EDA transmitter pair with GRS100C amplifier (Biopac MP150, 
Acqknowledge; BIOPAC Systems, Inc., Goleta, CA). Electrodes were positioned on the 
skin at least five minutes prior to recording of physiological data to ensure a good 
electrical connection was achieved. Participants were asked to keep their hand motionless 
throughout the experiment.  
Electroencephalography 
 EEG data were recorded from a montage of 64-scalp surface electrodes in 
accordance with the International 10-20 system. EEG signals were amplified with a gain 
of 2500, filtered (DC to 250 Hz) and sampled at a rate of 1000 samples/second (Biosemi, 
Amsterdam, Netherlands). Participant head circumference was measured to determine 
cap size. The center of the cap, Cz, was positioned by finding the midpoint of the 
participant’s nasion to inion and the midpoint between the tragus of each ear. Once the 
cap was centered, the electrode holes within the cap were filled with Ag/AgCl gel to 
improve electrical conductance. Next, the 64 electrodes were attached to the cap. 
Participants were seated during instrumentation. The reference electrode was placed over 
the mastoid process ipsilateral to the moving hand. Impedance was checked prior to 
beginning data collection and monitored throughout.  
Data Analysis 
ECG 
The ECG signal was manually inspected for artifacts and corrected by 
interpolation.  The distance between the R-R intervals were calculated from the ECG 




implemented by AcqKnowledge software. Mean beats per minute and inter-beat-interval 
between successive R waves were calculated for n-back blocks.    
Blood Pressure 
 The blood pressure signal was manually inspected for artifact and corrected by 
interpolation. A Hamming low pass filter with a fixed frequency cutoff of 10Hz was 
applied to the signal. The sequence technique (Parati, Di Rienzo, & Mancia, 2000) was 
used to determine BRS using a customized computer program (CardioSeries version 2.7, 
https://sites.google.com/site/cardioseries/).  Sequences of three consecutive progressive 
increases or decreases in systolic blood pressure and R-R interval that were well-
correlated (r > .85) were identified.  A time lag of one beat and change of ≥ 1mmHg of 
systolic blood pressure and ≥ 5 ms R-R interval were set as minimum criteria changes (Di 
Rienzo, Castiglioni, Mancia, Pedotti, & Parati, 2001; Hughson, Quintin, Annat, 
Yamamoto, & Gharib, 1993; Parati, Di Rienzo & Mancia, 2001; Zöllei, Zoltan, Kardos & 
Laszlo, 1999). The number of sequences and the mean slope of the regression line 
between these parallel sequences were calculated and depicted as the sensitivity of the 
cardiac BRS (ms·mmHg-1) for n-back block.  
Electrodermal Activity 
 The raw signal was re-sampled to 250 samples/second and a Blackman low pass 
filter at 1 Hz was applied.  The phasic signal was computed using a smoothing baseline 
filter with a five second window width. Non-specific skin conductance responses 
(NS.SCRs) were identified using a SCR threshold level of 0.01 µS (Boucsein et al., 2012) 




second segments to identify the number of NS.SCRs, mean skin conductance level (SCL) 
and mean NS.SCR amplitude over the two-minute n-back sessions. The SCL was 
calculated by subtracting the amplitudes of the NS. SCRs (Boucsein et al., 2012; 
Braithwaite, Watson, Jones, & Rowe, 2015). The SCL values were log-transformed 
(logx+1) to normalize the data. The total number of NS.SCRs in each were also 
calculated. 
EEG 
The EEG data, originally referenced to a mastoid electrode, were subsequently 
referenced to temporal electrodes (TP7 and TP8) then epoched into 1 seconds and 
averaged. A low pass and high pass dual-pass 2nd order Butterworth filter of 30 Hz and 
.1Hz, respectively, was applied in addition to a 60Hz notch filter (Williams, Hassall, 
Trska, Holroyd, & Krigolson, 2017). Subsequent to this, the data were segmented from -
200ms prior to n-back stimulus to the end of the fixation cross.  Artifacts in any channel 
greater than 10µV per sampling point or changes in voltage across the epoch greater than 
100µV were discarded. A mean of 35% of the epochs were removed. Epochs were 
averaged for the n-back blocks and a Fast Fourier Transformation (FFT) was applied to 
obtain the power spectrum for F3 and F4. Each power spectrum was normalized so the 
total power was equal to one for each participant (Stegemӧller, Izbicki & Hibbing, 2018). 
Mean power in the theta (4-7Hz) and alpha (8-12Hz) bands were calculated. EEG alpha 
asymmetry scores were calculated by subtracting the normalized left hemisphere alpha 
power (F3) from the normalized right hemisphere alpha power (F4). Since alpha power is 
inversely related to cortical activity, higher alpha asymmetry values were indicative of 




activation. Participants’ normalized power spectrums were examined for excessive 
artifact. Participants with mean EEG alpha or theta values greater than 2 standard 
deviations above the mean were excluded.  
NASA-TLX 
The 21-point scale was divided into 20 equal intervals of five, providing each 
subscale with a score that ranged from 0 to 100. The individual subscale scores were 
averaged and a mean global workload score was calculated for 1-back, 2-back, and 3-
back blocks. 
Statistical Analysis 
Repeated Measures ANOVA 
Data from performance, subjective workload, and physiological measures were 
collected from three task blocks (1-back, 2-back, 3-back). Performance (i.e., accuracy) 
was defined as the percentage of correct target/no-target responses. Individual one-way 
repeated measures ANOVA to examine the differences in BRS, alpha asymmetry, SCL, 
accuracy, and NASA-TLX global workload across n-back blocks were conducted. To 
reduce the risk of a Type I error, an adjusted p-value of 0.01 was used as level of 
significance. For all ANOVA models, the degrees of freedom were adjusted using the 
Greenhouse Geisser epsilon if sphericity had been violated. Post-hoc analysis was 
explored using the Bonferroni method. Statistical analysis was completed using IBM 





Multiple Regression Analysis 
As a preliminary analysis, a bivariate Pearson correlation matrix for each n-back 
condition was created containing BRS, theta, alpha, alpha asymmetry, IBI, and SCL to 
examine the relationship with operator performance and subjective workload. The 
variables, excluding BRS, that did not covary and were best correlated with performance 
and subjective workload were put into multiple regression models with performance and 
subjective workload as the criteria, separately for each n-back condition. To examine the 
predictive power of BRS on performance and subjective workload, BRS was 
subsequently forced into each multiple regression model.  Multi-collinearity was 
determined using the variance inflation factor (VIF) with values > 10 indicative of 
collinearity. The threshold of significance was p < 0.05. Data are presented as mean(M) ± 








CHAPTER 4: EVALUATION OF BARORECEPTOR SENSITIVITY TO 
CLASSIFY AND PREDICT MENTAL WORKLOAD 
 
A paper for submission to the Journal of Cognitive Engineering and Decision Making 
Abstract 
 
Adaptive systems using psychophysiological measures to assess and predict 
operator states are increasingly prevalent. Yet, the search for a more sensitive and 
accurate measure is a high priority. The current research investigated the responsiveness 
of baroreceptor sensitivity (BRS) to varying levels of a mental task (i.e., 1-back, 2-back, 
and 3-back) compared with other physiological variables (electroencephalogram (i.e., 
alpha power), electrodermal activity (EDA) (i.e., skin conductance level (SCL)) and to 
examine BRS’s ability to predict performance and workload. Healthy males (n = 26) and 
females (n = 29) aged 18 to 30 years participated in the study. BRS during the 2-back and 
3-back conditions were significantly lower than the 1-back condition (p < .05). Alpha 
power was significantly lower during the 2-back (p < .05) and 3-back (p = 0.074) 
condition compared to the 1-back. Skin conductance was significantly increased during 
the 3-back condition compared to the 2-back and 1-back (p < .05). Subjective workload 
was significantly increased with task difficulty (p <. 001) while performance decreased (p 
< 0.001). When combined with alpha asymmetry and SCL, BRS significantly added to 
the regression model predicting performance for the 3-back condition (p < .05) and was 
the only significant predictor (p < .05). When compared to other commonly used 
physiological measures, BRS was sensitive to varying levels of a mental task and 






During mental tasks, fluctuations in an operator’s mental state can significantly 
impact performance outcome and task completion. Advancements in technology have 
developed intricate systems that assess the current state of the operator and can intervene 
in order to maintain an optimal level of operator state. These automated systems have the 
ability to allocate tasks, present information in different sensory modalities (Feigh, 
Dorneich, & Hayes, 2012), and execute functions normally carried out by the human 
operator (Parasuraman & Riley, 1997). A considerable amount of evidence supports the 
positive effect automation has on operator performance and workload (Haarmann, 
Boucsein, & Schaefer, 2009; Inagaki, 2003; Parasuraman & Wickens, 2008; Sheridan & 
Parasuraman, 2005; Tattersall & Hockey, 2008); however, potential drawbacks of 
automation include over-reliance (Parasuraman & Riley, 1997), skill degradation (Byrne 
& Parasuraman, 1996; Miller, Funk, Goldman, Meisner, & Wu, 2005), and loss of 
situation awareness (Miller & Parasuraman, 2007).  The ideal joint human system would 
maintain operator states that allow for optimal performance and avoid states that hinder 
task performance and completion.  
Assessment of the operator’s mental workload, in real-time, can support and 
direct adaptive systems (Christensen and Estepp, 2013). Charles and Nixon (2019) 
describe workload as a multidimensional facet in that it is experienced by the operator but 
also induced by the task as demand. Task load is, thus, the demand of the task while 
mental workload is demand experience by the user. Varying the level of task demand 




measured through the assessment of psychophysiological measures (i.e., operator’s 
experience of workload and operator physiology) and task performance.   
Common subjective workload scales used in adaptive settings include the 
National Aeronautics and Space Administration Task Load Index (NASA-TLX) (Hart 
and Staveland, 1988), Subjective Workload Assessment Technique (SWAT) (Reid and 
Nygren, 1988), and Ratings Scale Mental Effort (RSME) (Zijlstra, 1993). These 
workload measures are collected before, during and after experiencing a task load. Some 
drawbacks of subjective workload assessment include the inability to continuously 
monitor workload (Matthews, Reinerman-Jones, Barber, & Abich, 2015), interruption to 
task, and the inability to capture subconscious aspects of workload as indicated by the 
dissociation with both performance (Vidulich & Wickens (1986) and 
psychophysiological measures (Hancock 1996; Yeh & Wickens, 1988). Fortunately, 
these drawbacks can be overcome by objectively measuring workload through 
performance and psychophysiological measures.       
Performance measures may provide insight into operator mental workload 
(Young et al., 2015) although performance data alone may be misleading. For instance, 
both states of underload (i.e., too little stimuli) and overload (i.e., excessive stimuli) may 
produce states of low performance and disengagement. Therefore, states of underload and 
overload can lead to performance degradation, attentional lapse, and errors (Wilson & 
Rajan, 1995). In addition, performance failure can increase perceptions of mental 
workload and affect subjective workload (Hancock, 1989). Consequently, including 
physiological measures with performance and subjective workload allow for a 




Physiological measures objectively capture the experience of the user in response 
to the task demands and, therefore, reflect changes in operator functional state such as 
mental workload (Scerbo et al., 2001). The advantage of real-time assessment of the 
operator’s mental load is that the system is better able to rapidly and appropriately adapt 
to the operator’s needs. Yet, in order for the system to respond adequately, the 
physiological measurement tools must accurately reflect mental workload and be both 
non-invasive and unobtrusive.  
Current research has examined electroencephalography (EEG) (Prinzel, Freeman, 
Scerbo, Mikulka, & Pope, 2000), electrooculography (EOG) (Abich, Reinernan-Jones, & 
Taylor, 2013), electrodermal activity (EDA) (Haarman et al., 2009), and 
electrocardiogram (ECG) (Healy & Picard, 2009) as viable measurement techniques. 
These tools have been assessed in many laboratory settings, such as desktop simulations 
and simulators [(e.g., ambulance dispatch (Stuvier, Brookhuis, Waard, & Mulder, 2014), 
NASA Mutli-Attribute Task Battery (MATB)(Wilson & Russel, 2003), driving task) 
(Healy & Picard, 2009), unmanned aerial vehicle (Abich et al., 2014), air craft control 
tasks (Borghini, Astolfi, Vecchiato, Mattia, & Bailoni, 2012; Brookings, Wilson & 
Swain, 1996; Dussault, Jouanin, Philippe, & Guezennec, 2005)]. The implementation of 
these measures to trigger automation improves performance (Parasuraman & Wickens, 
2008; Sheridan & Parasuraman, 2005; Tattersall & Hockey, 2008) and decreases operator 
subjective workload (Balfe, Sharples, Wilson, 2015; Rottger, Bali, & Manzey, 2009; 
Sauer, Kao, & Wastell, 2012). 
Of the physiological measures, changes in the cardiovascular system have 




HRV) are the most commonly assessed cardiovascular measures. Heart rate tends to 
increase with task demand while HRV decreases (Fallahi, Heidarimoghadam, 
Motamedzade, & Farhadian, 2016; Healy & Picard, 2009). While these 
psychophysiological measures are reasonably sufficient, there are still some drawbacks. 
For example, EEG is often considered the gold standard in providing a reliable 
assessment of cognitive load (Scerbo et al., 2001), yet, limitations such as individual 
variability, sensitivity to motion, source localization, and artifact correction in real-time 
still exist (Dorneich, Whitlow, Mathan, & Ververs, 2007). EOG can be collected 
invasively; moreover, there are issues with recording vertical eye-movement and eye 
blinks produce problematic artifacts (Furman & Wuyts, 2012).  EDA is an acceptable 
measure of sympathetic nervous system activation, but the temporal resolution is slow (1-
2s) and a variety of factors such as temperature, movement, and electrode location can 
influence results (Boucsein et al., 2012). Finally, ECG is an unobtrusive measure that is 
sensitive to mental workload. Nevertheless, quantifying cardiovascular fluctuations in 
heart rate or HRV as reflecting sympathetic or parasympathetic activity remains 
challenging (Reyes Del Paso, Langewitz, Mulder, Van Roon, & Duschek, 2013). 
Therefore, examining other tools that are associated with mental workload, are less 
intrusive and have fewer drawbacks could be advantageous for designing future 
automation systems.  
 One physiological measure that has received little attention for use in adaptive 
systems is baroreceptor sensitivity (BRS). The baroreflex regulates blood pressure around 
a set-point at rest via changes in heart rate and blood vessel diameter. The sensitivity of 




Baroreceptor sensitivity is regulated by the sympathetic and parasympathetic nervous 
systems and the central nervous system. More specifically, this heart-brain integrated 
model is known as the central autonomic network (CAN) (Benarroch, 2007). The CAN is 
regulated by the forebrain and brainstem in response to emotion, pain, and cognitive 
stimuli (Thayer & Sternberg, 2006). The forebrain, specifically the amygdala, is the key 
area initiating psychological changes in cardiovascular responses (Saha, 2005). For 
instance, at rest the amygdala is inhibited by the prefrontal cortex (PFC) whereas states of 
increased task load cause the PFC to disinhibit the amygdala allowing dual increases in 
heart rate and blood pressure (Thayer, Hansen, Saus-Rose, & Johnson, 2000).  
Gianaros, Onyewuenyi, Sheu, Christie, & Critchley (2012) demonstrated this shift 
in brain activity and reduction in BRS using fMRI data during a stressor task (i.e., 
multisource interference task). Additionally, the brain stem receives afferent signals from 
the periphery allowing for parasympathetic (van Roon, Mulder, Althuas & Mulder, 2004) 
and/or sympathetic neuron activation to induce changes on the heart, vasculature and 
ultimately blood pressure (Mokrane & Nadeau, 1998). Due to the interconnection of the 
baroreflex with the higher brain centers and periphery, changes in BRS induced by 
increased mental demand may provide a more comprehensive measure of mental state of 
the operator.   
Baroreceptor sensitivity consistently decreases during mentally demanding tasks, 
allowing for parallel rises in blood pressure and heart rate (Anderson, Keren, Lilja, 
Godby, Gilbert, & Franke, 2016; Gianaros et al., 2012; Slight, Fox, Lopez, & Brooks, 
1987: Steptoe & Sawada, 1989). The physiological measures used in adaptive systems 




studies have examined the relationship of BRS and predictive ability on performance 
(Anderson et al., 2016; Duschek Reyes del Paso, Gonzalez, Hernandez, Duschek, & 
Gutierrez, 2009; Yasumasu, Reyes del Paso, Takahara, & Nakashima, 2006).  Yasumasu 
and colleagues (2006) found BRS to be negatively correlated (r = -.51) with performance 
and BRS was an independent predictor of performance when compared to other 
cardiovascular measures (Yasumasu et al., 2006). These findings were replicated in both 
Anderson et al. (2016) and Duschek et al. (2009) who found BRS to be negatively 
correlated with performance (r = -.41; r = -.31, respectively). Many of the mental tasks in 
these studies were performed at a constant task load or the BRS responses were reported 
as the mean response to multiple psychological stressors. To date, only a very few studies 
have examined BRS with an intent to evaluate its usefulness in adaptive systems 
(Anderson et al., 2016; Mulder, Dijksterhuis, Stuiver, & de Waard, 2009; Stuvier, Waard, 
Brookhuis, Dijksterhuis, Lewis-Evans, & Mulder, 2012; Stuvier & Mulder, 2014). 
However, none of the aforementioned studies compared BRS to multiple physiological 
stressors and included assessment of subjective workload.   
Study Purpose    
The existing research examining BRS as a useful tool in adaptive settings is 
limited and many of the studies examining changes in BRS have employed only one or 
two levels of task load. Additionally, no study has assessed the extent to which BRS 
improves the ability of other physiological measures to predict performance and 
subjective workload. Finally, no study has examined the sensitivity of BRS in 
comparison to other peripheral and cognitive measures. Therefore, the primary goal of 




psychophysiological measure in adaptive settings, to change across several different 
levels of task demand. A further goal was to examine the predictive power of BRS on 
performance and subjective workload when combined with other commonly used 
physiological assessments. It was hypothesized that BRS will have a dose response to 
varying levels of a mental task. A second hypothesis was that the addition of BRS to a 
regression model containing other physiological variables would provide additional 




A power analysis for a repeated measures ANOVA and criterion variables of a 
medium effect size (f2 = 0.25, Cohen, 1992, pg.158), with adjusted α = 0.01, three 
measurements, 1-β = 0.80, 0.80 correlation among repeated measures and a nonsphericity 
correction of 0.70 indicated that 23 participants were needed. A power analysis for a 
linear multiple regression model with three predictors of a medium effect size (f2 = 0.15, 
Cohen, 1992, pg.158), α = 0.05, 1-β = 0.80, specified 55 participants were needed.  Thus, 
the target sample size was 55 participants. Participants were eligible to participate if they 
were male and female between the ages of 18 and 30 years of age. Exclusion criteria 
included color-blindness, any known cardiovascular problems (i.e., hypertension, 
arrhythmias), taking anti-hypertensive medications, and any prior experience using the 




After Institutional Review Board Approval (Appendix A), participants were 
recruited via university email and study flyers on course learning management systems 
Demographics of the participants are presented in Table 4.  
Table 1. Participants characteristics. 
   
  Males (n = 26) Females (n = 29) 
Variable Mean ± SD Mean ± SD 
Age (years) 20.3 ± 1.3 20.3 ± 2.5 
Systolic Blood Pressure (mmHg) 130.6 ± 18.1 115.4 ± 15.6 
Diastolic Blood Pressure (mmHg) 74.7 ± 10.6 63.6 ± 9.9 
Heart Rate (bpm) 67.0 ± 11.0 69.8 ± 8.9 
 
Procedures 
 This study was approved by the Iowa State University Institutional Review Board. 
Participants received either extra credit in a Kinesiology course (i.e., ≤ 1% of total course 
points) or $10 for participation.  
Experimental Design 
The participants came to the laboratory on two separate occasions: 1) introductory 
visit, and 2) experimental visit. During the introductory visit, participants read the 
informed consent and were given the opportunity to ask any questions before signing the 
informed consent. After completion of the informed consent, participants completed a 
practice session of the mental workload task, the n-back task (i.e., 1-back, 2-back, and 3-
back). The n-back instructions, n-back tasks and a workload scale (i.e., NASA-TLX 
survey) (Hart and Staveland, 1988) were presented on a laptop computer using E-Prime 
Software (Psychology Software Tools, Inc, Sharpsburg, PA). Participants were allowed 




until participants felt comfortable with each task (Table 2). At the end of each n-back 
task, participants received instructions on how to complete the NASA-TLX scale. No 
performance or subjective workload data were saved during this visit.  
Table 2. Number of practice trials for each n-back 
condition 
n-back Trial Mean ± SD 
1-back 1.3 ± 0.5 
2-back 1.4 ± 0.5 
3-back 1.5 ± 0.5 
 
Participants returned to the laboratory within 48 hours of the introductory visit for 
the experimental visit.  Participants were instructed to avoid alcohol 24 hours prior to the 
visit, not to participate in strenuous exercise, and not to consume excessive amounts of 
caffeine beyond normal consumption 12 hours prior.  At the experimental visit, 
participants were instrumented for measurement of electrocardiography (ECG), blood 
pressure, electrodermal activity (EDA), and electroencephalography (EEG).  The 
electrodes and leads for ECG were positioned on the participant’s torso while they were 
standing. The ECG wireless transmitter was secured around the participant’s torso using 
a velcro strap. Participants transitioned to the seated position in a reclining chair when 
EEG, EDA, and the blood pressure cuff were positioned. A two-tier cart was positioned 
in front of the participant with the lower tier positioned to allow for the non-dominant 
hand to be at heart level. A keyboard and mouse were placed on the lower tier while the 
computer display was positioned on the top tier approximately 27” away. Resting blood 
pressure was measured on the dominant arm. Prior to data collection, all signals were 




minutes. During baseline data collection, participants were instructed to sit quietly with 
minimal motion while focusing on a fixation cross in the middle of the laptop screen. 
Baseline data were recorded for five minutes with the last two minutes used for data 
analysis. At the end of the five minutes, participants completed the NASA-TLX scale.   
Participants then completed three 6-minute blocks of the 1-back, 2-back and 3-
back task in that order. Each n-back block consisted of three 2-minute sessions. Before 
the start of each session, participants were provided a description of the n-back to be 
performed (1-back, 2-back, or 3-back) via the screen (Figure 1). The first and second 2-
minute sessions of each n-back block were followed by a 30-second rest where 
participants were instructed to focus on the fixation cross in the center of the screen. Each 
session was begun by the participant pressing the “1” key. After the third session in each 
block, the NASA-TLX survey was presented. Participants were instructed to avoid 








 The n-back is a working memory task used to challenge mental workload 
(Kirchner, 1958; Owen, McMillan, Laird, & Bullmore, 2005). In the task, individuals 
observe a visual sequence of numbers, letters or colored shapes each separated by a 
specific amount of time. For each visual stimulus, participants must decide if the stimulus 
matches the one from n items back (1, 2, 3).  As the level of n is increased, from 1 to 2, 
the level of difficulty is increased. N-back of 3 or greater produces states of overload and 




Participants performed the 1-back, 2-back and 3-back task. These levels 
represented states of mental underload, optimal, and overload, respectively.   The 1-back 
condition was defined as any letter identical to the one immediately preceding it while the 
2 and 3-back condition were defined as any letter identical to the one presented two or 
three trials back, respectively (Ayaz, Shewokis, Bunce, Izzetoglu, Willems, & Onaral, 
2012).  The letters were black (font style: Consolas; font size: 40) and were presented on 
a white background.  Each n-back session consisted of 40 selected letters (B, F, K, H, M, 
Q, R, X) (Kane, Conway, Miura & Colflsoh, 2007) appearing in a random sequence in 
the middle of the screen. The letters were displayed for 500 ms followed by a 2500 ms 
inter-stimulus interval where the letter was replaced by a fixation cross (Brouwer, 2012). 
If the letter was a target, the “1” key was pressed while the “2” key was pressed for non-
targets. In all trials, 34% of the letters were targets (Brouwer et al., 2012; Fairclough & 
Roberts, 2011).   
Subjective Workload Measure 
The NASA-TLX scale is a commonly used subjective workload scale assessing 
mental workload (Hart, 2006; Winter, 2014). It is a multi-dimensional scale providing 
workload ratings for six subscales: mental demands, physical demands, temporal 
demands, performance, effort and frustration (Hart & Staveland, 1988). In the TLX, 
workload is defined as “cost incurred by the human operator to achieve a specific level of 
performance” (Gawron, 2000, p. 1). Participants are presented with the subscales, either 
during or after a task, where they rank overall workload on a scale with 21 vertical tick 
marks dividing the scale from 0 to 100 in increments of 5 with bipolar descriptors (e.g., 




NASA-TLX Raw, method. The computer version of the NASA-TLX scale was presented 
after baseline collection and following each n-back block (Figure 2.).  
 
Electrocardiography 
Heart rate data were collected using a 3-lead ECG configuration with Ag/AgCl 
disposable electrodes placed on the left rib cage and right and left clavicles. Prior to 
electrode placements, the participant’s skin was cleaned using alcohol swabs at the 
aforementioned locations. Data were collected wirelessly at a sampling rate of 1000Hz 
using a Biopac BioNomadix ECG transmitter paired with the ECG100C amplifier and 
Acqknowledge software package (Biopac MP150, Acqknowledge 4.4; BIOPAC Systems, 





 Blood pressure was continuously measured using a vascular unloading technique 
by placing a finger cuff on the non-dominant ring finger. Cuff size was determined by 
measuring the circumference of the ring finger at the middle phalanx. The cuff was then 
positioned snugly on over the middle phalanx. The electropneumatic transducer box was 
strapped to the participant’s arm. Participants rested their hand on the side, thumb up, on 
a table positioned at heart level (Jones, Kornberg, Roulson, Visram, & Irwin, 1993).  
Blood pressure was recorded by a noninvasive blood pressure system (Finapress 2300 BP 
device, Ohmeda, USA) and the signal was exported using Biopac (sample rate 1000Hz). 
Prior to data collection, a manual blood pressure reading was measured using an Omron 
7-Series Upper Arm Blood Pressure Cuff (Intel Sense, Omron HealthCare, Inc) to 
validate the continuous signal.  
Electrodermal Activity  
  Electrical activity was assessed on the non-dominant hand. Prior to electrode 
placements, participants washed their hands with water to rid them of excess oil or 
residue. Next, two Ag/AgCl electrodes with 11mm contact diameter were placed on the 
distal phalanges of the index and middle finger of the non-dominant hand (van Dooren, 
de Vries, & Janssen, 2012). Skin conductance level was recorded with a constant voltage 
of 0.5V. Data were collected at a sampling rate of 1000Hz wirelessly using a Biopac 
BioNomadix EDA transmitter paired with a GRS100C amplifier (Biopac MP150, 
Acqknowledge; BIOPAC Systems, Inc., Goleta, CA). Electrodes were positioned on the 




electrical connection was achieved. Participants were asked to keep their hand motionless 
throughout the experiment.  
Electroencephalography 
 EEG data were recorded from a montage of 64 scalp surface electrodes in 
accordance with the International 10-20 system. EEG signals were amplified with a gain 
of 2500, filtered (DC to 250 Hz) and sampled at a rate of 1000 Hz (Biosemi, Amsterdam, 
Netherlands). Participant head circumference was measured to determine cap size. The 
center of the cap, Cz, was positioned by finding the midpoint of the participant’s nasion 
to inion and the midpoint between the tragus of each ear. Once the cap was centered, the 
electrode holes within the cap were filled with Ag/AgCl gel to improve electrical 
conductance. Next, the 64 electrodes were attached to the cap. Participants were seated 
during instrumentation. The reference electrode was placed over the mastoid process 
ipsilateral to the moving hand. Impedance was checked prior to beginning data collection 
and monitored throughout.  
Data Analysis 
ECG 
The ECG signal was manually inspected for artifacts and corrected by 
interpolation.  The distance between the R-R intervals were calculated from the ECG 
signal based on a modified Pan-Tompkins QRS detector (Pan & Tompkins, 1985) 
implemented by AcqKnowledge software. Mean beats per minute and inter-beat-interval 
between successive R waves were calculated for each n-back block (i.e., the six minutes 





 The blood pressure signal was manually inspected for artifact and corrected by 
interpolation. A Hamming low pass filter with a fixed frequency cutoff of 10Hz was 
applied to the signal. The sequence technique (Parati, Di Rienzo, & Mancia, 2000) was 
used to determine BRS using a customized computer program (CardioSeries version 2.7, 
https://sites.google.com/site/cardioseries/).  Sequences of three consecutive progressive 
increases or decreases in systolic blood pressure and R-R interval that were well-
correlated (r > .85) were identified.  A time lag of one beat and a change of both ≥ 
1mmHg of systolic blood pressure and ≥ 5 ms R-R interval were set as minimum criteria 
changes (Di Rienzo, Castiglioni, Mancia, Pedotti, & Parati, 2001; Hughson, Quintin, 
Annat, Yamamoto, & Gharib, 1993; Parati, Di Rienzo & Mancia, 2001; Zöllei, Zoltan, 
Kardos & Laszlo, 1999). The number of sequences and the mean slope of the regression 
line between these parallel sequences were calculated and depicted as the sensitivity of 
the cardiac BRS (ms·mmHg-1) for each n-back block.  
Electrodermal Activity 
 The raw signal was re-sampled to 250 samples/second and a Blackman low pass 
filter at 1 Hz was applied.  The phasic signal was computed using a smoothing baseline 
filter with a five second window width. Non-specific skin conductance responses (NS. 
SCRs) were identified using a SCR threshold level of 0.01 µS (Boucsein et al., 2012) and 
the SCRs rejection of under 10% of the maximum. The signal was epoched into 10 
second segments to identify the number of NS.SCRs, mean skin conductance level (SCL) 




calculated by subtracting the amplitudes of the NS.SCRs (Boucsein et al., 2012; 
Braithwaite, Watson, Jones, & Rowe, 2015). The SCL values were log-transformed 
(logx+1) to normalize the data. The total number of NS.SCRs in each were also 
calculated. 
EEG 
The EEG data, originally referenced to a mastoid electrode, were subsequently 
referenced to temporal electrodes (TP7 and TP8), then epoched into 1 seconds and 
averaged. A low pass and high pass dual-pass 2nd order Butterworth filter of 30 Hz and 
.1Hz, respectively, was applied in addition to a 60Hz notch filter (Williams, Hassall, 
Trska, Holroyd, & Krigolson, 2017). Subsequent to this, the data were segmented from    
-200ms prior to onset of n-back stimulus to the end of visualizing the fixation cross.  
Artifacts in any channel greater than 10µV per sampling point or changes in voltage 
across the epoch greater than 100µV were discarded. A mean of 35% of the epochs were 
removed. Epochs were averaged for the n-back blocks and a Fast Fourier Transformation 
(FFT) was applied to obtain the power spectrum for F3 and F4. Electrodes F3 and F4 
were examined to evaluate alpha asymmetry engagement and disengagement (Coan & 
Allen, 2004). Each power spectrum was normalized so the total power was equal to one 
for each participant (Stegemӧller, Izbicki & Hibbing, 2018).  
Mean power in the theta (4-7Hz) and alpha (8-12Hz) bands were calculated. 
Alpha asymmetry scores were calculated by subtracting the normalized left hemisphere 
alpha power (F3) from the normalized right hemisphere alpha power (F4). Since alpha 




indicative of left hemispheric activation and lower values were indicative of higher right 
hemispheric activation. Participants’ normalized power spectra were examined for 
excessive artifact. Participants with mean EEG alpha or theta values greater than 2 
standard deviations above the mean were excluded.  
NASA-TLX 
The 21-point scale was divided into 20 equal intervals of five, providing each 
subscale with a score that ranged from 0 to 100. The individual subscale scores were 
averaged and a mean global workload score was calculated for 1-back, 2-back, and 3-
back blocks. 
Statistical Analysis 
Repeated Measures ANOVA 
Data from performance, subjective workload, and physiological measures were 
collected from the three task blocks (1-back, 2-back, 3-back). Performance (i.e., 
accuracy) was defined as the percentage of correct target/no-target responses. One-way 
repeated measures ANOVA were conducted to examine the differences in BRS, alpha 
asymmetry, SCL, accuracy, and NASA-TLX global workload across n-back blocks. To 
reduce the risk of a Type I error, an adjusted p-value of 0.01 was used as the level of 
significance. For all ANOVA models, the degrees of freedom were adjusted using the 
Greenhouse Geisser epsilon if the assumption of sphericity was violated. Post-hoc 
analysis was explored using the Bonferroni method. Statistical analysis was completed 





Multiple Regression Analysis 
As a preliminary analysis, a bivariate Pearson correlation matrix for each n-back 
condition was created containing BRS, theta, alpha, alpha asymmetry, IBI, and SCL to 
examine the relationship with operator performance and subjective workload. The 
variables, excluding BRS, that did not covary and were best correlated with performance 
and subjective workload were put into multiple regression models with performance and 
subjective workload as the criteria, separately for each n-back condition. To examine the 
predictive power of BRS on performance and subjective workload, BRS was 
subsequently forced into each multiple regression model.  Multi-collinearity was 
determined using the variance inflation factor (VIF) with values > 10 indicative of 
collinearity. The threshold of significance was p < 0.05. Data are presented as mean(M) ± 







Baroreceptor Sensitivity  
Mean BRS differed significantly between n-backs (F (2, 104) = 5.191, p <.01, ƞp² 
= 0.091; Figure 3). BRS was significantly lower during the 2-back (M = 13.0, SE =0.9, p 
= 0.031) and the 3-back (M = 13.0, SE = 0.9, p = 0.038) compared to the 1-back 
condition (M = 15.0, SE =1.2). The 2-back and 3-back responses did not differ 
significantly (p = 1.00).  
 





         
         
         
         
         
         
         
         
         
         
         
         
         
Figure 3. BRS values by n-back trial. BRS values are expressed as mean ± standard error. 































Skin Conductance Level 
Mean SCL differed significantly between n-backs (F (2, 92) = 21.655, p <.0001, 
ƞp² = 0.320; Figure 4). SCL significantly increased during the 3-back (M = 1.14, SE = 
.03) compared to the 1-back (M = 1.01, SE = 0.033, p <0.0001) and 2-back (M = 1.05, SE 
= .04, p < 0.01).  A trend was seen for a difference between the 1-back and 2-back (p = 
0.098).  

















Figure 4. Normalized SCL values by n-back trial. SCL values are expressed as mean ± standard 
error. 
Note. a, p < 0.001 vs. 1-back; b, p < 0.001 vs 2-back 
 
Alpha Power 
There was a significant main effect of n-back trial on alpha power (F (2,90) = 
5.58, p <.01, ƞp² = 0.110; Figure 5). Alpha significantly decreased during the 2-back (M = 
-0.024, SE = .000) compared to the 1-back (M = .026, SE = .001, p <0.05). .  A trend 
























SE = .001, p <0.0001), p = 0.074).. The 2-back and 3-back responses did not differ 
significantly (p = 1.00).  























Figure 5. Alpha between n-back trials. Value represent means ± standard 
error.   
 Note. a, p < 0.05 vs. 1-back       
          
NASA-TLX Subjective Workload 
There was a significant main effect of n-back trial on subjective workload (F 
(1.252, 67.607) = 148.992, p <.001, ƞp² = 0.73). Subjective workload increased from the 
1-back (M = 14.2, SE = 2.0) to the 2-back (M = 26.6, SE =2.2) to the 3-back (M = 43.20, 


























n-back Performance: Accuracy  
There was a significant main effect of n-back trial on the accuracy (%) of targets 
identified by participants (F (2, 108) = 72.30, p <.0001, ƞp² = 0.572). Accuracy 
significantly decreased from the 1-back (M = 94%, SE = 1%, p <0.001) to the 2-back (M 
= 87%, SE =2%, p <0.001) to the 3-back (M = 77%, SE =2%, p <0.001).   
Multiple Linear Regression Models 
Individual Pearson correlation matrices were conducted for each n-back condition 
to identify the physiological variables with the highest correlation coefficient to the 
dependent variables.  Collinearity between predictor variables was also examined. 
Baroreceptor sensitivity was the only predictor variable to significantly correlate with 
accuracy during the 3-back condition (r = -35, p < .01). Inter-beat-interval was 
significantly correlated with BRS so this predictor was not included in the models 
(Tables 3, 4 & 5). Thus, the EEG variable with the highest correlation with accuracy and 
subjective workload was chosen for each n-back condition. Skin conductance level was 
included in all models. Based on this analysis, an initial multiple linear regression model 
with two predictors, SCL and alpha or alpha asymmetry, was conducted to predict 
performance and subjective workload for each n-back condition. A second regression 







Table 3. Pearson correlation matrix for the 1-back condition.        
  1 2 3 4 5 6 7 
1. Accuracy ---       
2. NASA-TLX -.140 ---      
3. BRS -.169 .104 ---     
4.SCL -.119 .024 -.012 ---    
5. Theta .028 -.039 .055 .241 ---   
6. Alpha -.213 -.256 -.100 -.176 .039 ---  
7.Alpha asymmetry .104 -.097 -.047 .227 .036 -.130 --- 
8. IBI -.250 .058 .500** -.012 .240 -.086 .075 
Note. ** indicates correlation is significant at the 0.01 level (2-tailed). 
 
Table 4. Pearson correlation matrix for the 2-back condition.        
  1 2 3 4 5 6 7 
1. Accuracy ---       
2. NASA-TLX .034 ---      
3. BRS -.231 -.060 ---     
4.SCL -.139 -.100 -.087 ---    
5. Theta .033 .033 .173 .173 ---   
6. Alpha -.115 -.205 -.001 .012 .178 ---  
7.Alpha asymmetry .199 .096 -.021 .110 .058 -.097 --- 
8. IBI .078 .067 .437** -.012 .078 -.068 -.180 
Note. ** indicates correlation is significant at the 0.01 level (2-tailed). 
 
Table 5. Pearson correlation matrix for the 3-back condition.         
  1 2 3 4 5 6 7  
1. Accuracy ---        
2. NASA-TLX .062 ---       
3. BRS -.348** -.070 ---      
4.SCL -.193 -.156 .125 ---     
5. Theta .125 -.082 .239 .371* ---    
6. Alpha -.049 -.037 -.105 .246 .080 ---   
7.Alpha asymmetry .126 -.094 .104 .110 .020 -.088 ---  
8. IBI -.130 -.054 .559** -.029 .281 -.029 -.049  
Note. ** indicates correlation is significant at the 0.01 level (2-tailed).  






The only model to significantly predict accuracy during the 3-back condition was 
the model containing SCL, alpha asymmetry and BRS. The model explained 18.6% of 
the variability in accuracy (F (3, 39) = 2.961, p < 0.05). Baroreceptor sensitivity was the 
only statistically significant predictor variable in the model (p <.05). The full results for 
these models are presented in Table 6. All other models predicting accuracy were not 
significant.  
Table 6. Multiple regression models of SCL, alpha asymmetry and BRS predicting   
accuracy for the 3-back condition           
 
Model 1 Model 2 
Variable B SE B β B SE B β 
SCL -.129 .085 -.239 -.110 .081 -.202 
Alpha Asymmetry 6.018 5.128 .185 6.896 4.873 .212 
BRS    -.006 .003 -.345* 
R² . .069   .186  
F for change in R²  1.489   5.566  
p for change in R²   .238     .023   
Note. *p <.05       
 
Subjective Workload 








Adaptive systems collect psychophysiological measures, along with measures of 
performance and subjective workload, to provide a comprehensive assessment of the 
operator’s current state and to appropriately intervene when necessary. The 
psychophysiological measures selected to capture real-time internal states need to be 
valid, reliable and unobtrusive. The primary goal of the current research was to assess the 
capability of BRS, an infrequently studied psychophysiological measure used in adaptive 
settings, to respond to underloaded, optimal and overloaded functional states. A further 
goal was to examine the predictive power of BRS on performance and subjective 
workload when combined with other commonly used psychophysiological assessments. 
To our knowledge, this is the first study to assess the integration of BRS, EEG and SCL 
for the prediction of performance and mental workload. In the current study design, the 
varying levels of n-back condition, 1-back, 2-back and 3-back, were used to alter mental 
workload and represented levels of underload, optimal and overloaded states, 
respectively. 
A principle finding of this study was that BRS changed in response to the three 
levels of mental workload. It significantly decreased from the 1-back to 2-back 
conditions and remained reduced during the 3-back. These results partially support our 
hypothesis in that BRS decreased from the 1-back, a lower task load, to the 2-back, a 
higher task load. An unexpected finding was that BRS did not change when participants 
experienced an additional task load. A decline in BRS during continuous mental tasks 
such as mental arithmetic (Anderson et al., 2016; Reyes del Paso, Gonzalez, Hernandez, 




al., 2009), and working memory tasks (Duschek, Hoffmann, Reyes del Paso, & Ettinger, 
2017; Reyes del Paso, Langewitz, Robles & Perez, 1996) is well established. Anderson et 
al. (2016) found BRS to decrease in response to three different mental tasks (i.e., 
anagram, mental arithmetic, and Stroop word test). Here the level of challenge remained 
constant throughout and the assessed response in BRS was the combined change of all 
three mental stressors. Duschek et al. (2017) observed changes in BRS between n-back 
conditions (0,1, and 2-back), but mean BRS differences were not statistically different (p 
= .16) from baseline. The current study varied the level of mental workload and 
compared BRS changes across three levels.  
Further explanation for our study results may be explained in the minimal changes 
in inter-beat-interval (IBI) and systolic blood pressure, the measures used to calculate 
BRS. The mean changes in IBI and systolic blood pressure are presented in Table 7.  
Table 7. Inter-beat-interval and systolic blood pressure across n-back trials.  
Values represent Mean ± SE.    
Variable 1-back 2-back 3-back 
Inter-beat-interval (ms) 887.5 ± 18.1 868.6 ± 18.0 872.4 ± 17.2 
    
Systolic blood pressure (mmHg) 126.9 ± 2.5 126.5 ± 2.6 128.1 ± 2.4 
   
 There was little change in blood pressure between n-back blocks whereas IBI 
showed more fluctuations. In our study, these responses indicate IBI was the driving 
factor in BRS changes. Dushek et al (2017) found systolic blood pressure significantly 
increased across conditions (p <.01), while heart rate did not significantly differ. The low 
response rate in systolic blood pressure may be related to the initial values. As shown in 




115 ± 16, respectively).  The law of initial values (Wilder, 1967) indicates that the higher 
the initial value of a physiological measure, the smaller the response to a stimulus will be. 
Even though all participants experienced a standardized baseline period, individual 
variability in initial systolic blood pressure may have impacted the ability of the pressure 
to change.         
While BRS was sensitive to changes in task difficulty, it was only significantly 
correlated to performance during the 3-back condition (r = -.35, p <.01) which partially 
supports our second hypothesis. This regression model containing EDA (i.e., SCL), EEG 
(i.e., alpha power) and BRS significantly explained 18.6% of performance variability 
during the 3-back condition and BRS was the only predictor to significantly add to the 
model. This finding is similar to previous studies that found reductions in BRS to be 
correlated with and predictive of performance (Anderson et al., 2016; Duschek et al., 
2009; Gianaros, et al., 2012; Yasumasu et al., 2006). Duschek et al. (2009) found BRS to 
be inversely correlated with performance of a 4-minute continuous visual attention task 
(i.e., Test d2) (r = -.35, p < 0.01).  Similarly, Yasumasu et al. (2006) found BRS to be 
correlated (r = -0.51, p < 0.001) with performance of a 5-minute continuous mental 
arithmetic task (Uchida-Kraepelin test). BRS was the only cardiovascular variable to 
significantly predict performance, explaining 26.3% of the variance (p < 0.001) when 
compared to IBI, HRV, and SBP. These studies used one level of mental workload while 
the present study used three levels. The varying levels of mental load conducted in our 
study may explain the inability of BRS to significantly correlate with performance (r = -
.17 to r = -.35) and subjective workload (r = -.06 to r = .10) in all three n-back 




The EEG response (i.e., alpha level) to n-back conditions was similar to BRS. The 
lowest value was produced during the 2-back with a slight increase during the 3-back 
condition. Since alpha power is inversely related to cortical activity, lower alpha levels 
indicate higher levels of cortical activation. Therefore, the results suggest higher 
activation during the 2-back and 3-back conditions compared to the 1-back condition. 
Others have found alpha power to decrease as the level of n-back difficulty increases 
(Brouwer, Hogervorst, Van Erp, Heffelaar, Zimmerman, & Oostenveld, 2012; Chen & 
Huang, 2016; Scharinger, Soutschek, Schubert, & Gerjets, 2017; Smith, Gevins, Brown, 
Karnik, & Du, 2001) Similar to the current study results, Scharinger et al., (2017) found 
alpha power to significantly decrease from the 1-back to the 2-back (p < .0001), but no 
change from the 2-back to the 3-back. Chen and Huang (2016) found alpha power to be 
significantly lower during the 2-back condition when compared to the 1-back condition 
(p <.001). Alpha power has also shown decrease with varying levels of a multi-
component task. Smith et al. (2001) found alpha power to progressively decrease as tasks 
difficulty increased from low, medium, and high task loads while performing the NASA 
Multi-Attribute Task Battery (p <.01).    
The results of the alpha power may provide some insight into the BRS response 
due to the role the CAN plays in BRS reduction during mentally demanding tasks 
(Berntson et al., 1991;1998; Gianaros et al., 2012). The interconnection of the amygdala 
with the brain stem and the prefrontal cortex allows for increases in heart rate and blood 
pressure help to meet the operator’s metabolic demands during increased mental load 
(van Roon et al., 2004). Baroreflex inhibition may also be related to enhancement in 




Siegle, Gamalo, & Jennings, 2005; Gianaros et al., 2012) as demonstrated by increased 
oxygenation levels of the prefrontal cortex during mental tasks using fNIRs (Ayaz et al., 
2012; Herff, Heger, Fortmann, Hennrich, Putze, & Schultz, 2013; Durantin, Gagnon, 
Tremblay, & Dehais, 2014). In addition, activation of the dorsolateral prefrontal cortex 
has shown an inverted-U response to the n-back task (0, 1, 2, 3-back) (Callicott et al., 
1999). It appears that both BRS and alpha levels demonstrated increased mental demand 
from the 1-back to the 2-back and 3-back, suggesting increased mental demand. The 
similar responses found in this study between BRS and alpha level may be related to the 
interconnected cortical networks activated during increased task load.  
Unlike BRS, alpha level was not significantly correlated to accuracy or subjective 
workload. While previous studies have found alpha power to correlate with n-back 
performance (Lei & Roetting, 2011; Scharinger et al., 2017), performance measures and 
cortical location of alpha collection may explain these differences. For instance, Lei and 
Roetting (2011) found frontal alpha to be correlated with averaged n-back error rate 
during the 1-back and 2-back task (r = -.81, p <.05). Yet, the frontal alpha electrodes used 
were Fz, FC1, FCz, FC2, and Cz as compared to our study using F3 and F4. This is 
similar to Scharinger et al, (2017) who found alpha power to be correlated with n-back 
performance on the 1-back (r = -.68, p <.001), 2-back (r = .57, p <.01), and 3-back (r = 
.83, p < .001) while using electrodes FC1, Fz, FC2, and Cz; the performance (i.e., 
reaction time or accuracy) used to calculate the Pearson correlation was not identified.  
The electrodes used in the aforementioned studies were located on the more frontal 
aspect of the cortex as compared to the current study. The current study collected cortical 




engagement and disengagement (Coan & Allen, 2004). The EEG electrodes chosen to 
collect the EEG signal can significantly impact frequency results (Trujillo, Stanfield, & 
Vela, 2017). Therefore, the addition of other electrodes or cortical collection in the more 
frontal aspect of the cortex may have produced different alpha power results.  
In the present study, skin conductance level responded to increased levels of n-
back difficulty. Skin conductance level was found to be highest in the 3-back when 
compared to the 1-back and 2-back condition. This result supports earlier studies 
demonstrating increases in SCL with increased mental workload (Fairclough and 
Venables, 2006: Haarman et al., 2009; Healy & Picard, 2009). In addition, the SCL 
increases paralleled increases in subjective workload and decreases in performance. Skin 
conductance level, however, was not significantly correlated with performance accuracy 
or subjective workload. The lack of correlation between SCL and workload is unexpected 
since increasing levels of SCL are viewed as reflecting sympathetic activation caused by 
increased arousal induced by increased mental effort (Charles & Nixon, 2012). 
Raaijmakers et al. (2013) found SCL to be significantly correlated with error percentage 
during the 2-back condition (r = -0.50, p = 0.047), but not during the 1-back condition. 
The use of error rate (i.e., the number of incorrect responses) as opposed to accuracy rate 
(i.e., the number of correct responses) may lend to the differences in findings. Additional 
studies have successfully used SCL in adaptive settings to trigger automation in response 
to increased workload (Haarman et al., 2009; Parnandi et al., 2013; Wilson, 2002). In 
comparing BRS with SCL, BRS responded initially to a change in task load and remained 
reduced whereas SCL took longer to respond to increased task load. These responses 




compared to SCL. Both responses, though, were significantly changed in the 3-back 
condition compared to the 1-back.  
Performance and subjective workload were successfully manipulated as indicated 
by the significant reduction in accuracy and increase in NASA-TLX scores between n-
back conditions. Declining accuracy and increasing subjective workload during 
increasing levels of n-back is a well-documented outcome (Fallahi et al., 2016; 
Fairclough & Roberts, 2011; Hogervorst et al., 2014; Miller, Price, Okun, Montijo, & 
Bowers, 2009).  Moreover, our study accuracy results are similar to Miller et al. (2009) 
that found decreasing performance from the 1, 2, and 3-back conditions (94%, 86%, 77% 
vs. 88%, 80%, 73%, respectively) and Herff et al. (2013) who found accuracy rates of 
94%, 83%, and 67%, respectively.  These subjective workload results are further 
supported when examining the individual subscales of the NASA-TLX (Figure 6) (no 
statistical analysis was run on these data). Based on Grier’s (2015) comparison of mean 
NASA-TLX scores using the unweighted technique, the 1-back (M = 14.2), 2- back (M = 
26.6) and 3-back (M = 43.2) means fall within the minimum (M = 6.6) to 50% (M = 44.7) 










        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
Figure 6. Change in NASA-TLX global scores across n-back trials.   
 
Limitations 
 Limitations of this study exist. One limitation for the present study was the fixed 
order of the n-back tasks as opposed to a randomized order. Due to this order, individuals 
may have experienced mental fatigue from the previous n-backs and, thus, performance 
values and subjective workload may have been affected. The purpose of a fixed sequence 
was to reduce the risk of carry-over effects of physiological responses spuriously 
affecting our findings. Our results are comparable to previous n-back studies using a 
randomized order. A second limitation of this study was the inclusion of all BRS values 
regardless of the number of BRS sequences in an n-back block. The average number of 
valid sequences for participants was 19 (± 14 SD), but ranged from 1 sequence to 54 



























presentation of the NASA-TLX via the computerized version. Noyes & Bruneau (2007) 
found completion of the computer-based version of the NASA-TLX induced higher 
workloads as compared to the pen and paper version. The computer-based version for the 
present study was chosen to reduce movement and, thus, motion artifact. A final 
limitation of the present study was that initial baseline values of physiological measures 
were not taken into consideration. Based on Wilder’s law of initial values (Wilder, 1967; 
Berntson, 1994), individuals with a higher baseline level will show a reduced response in 
comparison to those with a lower initial value. The researchers tried to mitigate this by 
standardizing the baseline period prior to data collection.  
Conclusion 
This research demonstrates that BRS changes in response to varying levels of a 
mental task. More specifically, BRS was lowest during the higher demanding mental 
tasks when compared to the lower mentally demanding task. These responses paralleled 
alpha power, yet, BRS was the only variable to remain significantly changed as task level 
increased. The initial response between BRS and alpha power suggests BRS may be 
sensitive to changes in operator mental load as task difficulty increases, but further work 
should both replicate these findings and examine the cortical connection of BRS 
responses with alpha power. The poor ability of BRS to predict performance and 
subjective workload in all three n-back conditions was an unexpected outcome and 
incongruent with previous literature. Though, we suspect these findings are related to the 
difference in levels of mental task.  Future work should replicate this study with multi-




ability to assess BRS in real-time and in concert with an even more comprehensive panel 
of psychophysiological measures (e.g., eye tracking, respiration) should be examined. 
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CHAPTER 5. GENERAL CONCLUSIONS 
 
Human-computer systems assessing operator workload use a combination of 
psychophysiogical measures (e.g., subjective workload experience and physiological 
measures) to improve the ability of the system to respond to the operator’s needs. The 
physiological measures chosen to capture changes in mental workload through changes in 
task demand should provide data in real-time, be discrete, and accurately represent 
operator state. The current measures frequently used include EEG, ECG, EDA, EOG, and 
respiration. These measures have been examined in multiple settings and show consistent 
responses to changes to mental demand. The relationship of these measures to subjective 
workload and task performance is also extensive. Yet, while these measures have been 
extensively examined, each has drawbacks, making the continual search for a “better 
measure” necessary. Therefore, the purpose of this dissertation was to explore the 
usability of an uncommon measure in adaptive settings, BRS.   
To our knowledge, this is the first study to examine the effects of varying levels 
of a mental task on BRS, EEG and EDA and to compare the predictive power these 
variables have for operator performance and subjective workload. This research suggests 
that BRS is sensitive to changes in varying levels of a mental task. More specifically, 
BRS demonstrated an initial decrease in response to increased task load and remained 
low with additional task load. The initial response in BRS paralleled a commonly used 
and robust psychophysiological measure, alpha level. The lower alpha levels during the 
2-back and 3-back condition indicates higher mental workload during these tasks 
compared to the 1-back condition.  Comparing these responses with BRS suggests BRS 




BRS and alpha level may be due to the regulation of BRS through the CAN which is 
interconnected with the PFC where the alpha changes were collected. This is a novel 
finding and one that merits further investigation.  
Skin conductance level, on the other hand, responded in a linear fashion as n-back 
difficulty increased, with the highest value present in the 3-back condition. These 
responses directly parallel performance and subjective workload results, though SCL was 
only able to predict accuracy. Even though SCL and subjective workload were not 
correlated, their parallel trend to increase with task difficultly should not be ignored. The 
effects of SCL are induced by the SNS via increased arousal from increased mental 
workload. In the present study, SCL responded adequately to increased task difficulty. In 
regards to SCL and BRS, BRS responded more quickly to mental task load, yet both 
measures were significantly different in the 3-back compared to the 1-back.  
The inability of BRS to predict operator performance and subjective workload for 
all three n-back conditions was an unexpected outcome and incongruent with previous 
literature. Baroreceptor sensitivity did significantly add to the regression model 
predicting performance during the 3-back task and it was the only significantly predictor 
variable. The failure of BRS to predict all n-back performances and subjective workloads 
may be due to the varying levels of task difficulty in the present study, the task 
performed, and the length of the mental task. For instance, other studies that found BRS 
to be correlated with performance did not modify task demand throughout the task or the 
mean BRS response was calculated over a longer period of time (e.g., ~ 5 minutes).  In 




frequently induced in other studies and, thus, comparing this finding to other studies is 
difficult.  
The overarching goal of the current study was to explore the possibility of BRS as 
a viable tool to assess operator functional state in adaptive settings. While BRS is a 
relatively easy measure to capture and appears to change with varying levels of task 
demand, a few drawbacks of the measures do exist. First, BRS among participants was 
quite variable. For instance, the number of BRS sequences ranged from 1 to 59, 
indicating that only 1 sequence was found across the three 2-minute sessions for an n-
back task in a subject. The mean BRS values of n-back between participants was also 
quite variable. Thus, additional investigations should be conducted to assess its usability.  
For instance, the ability of BRS to respond to varying levels of a mental task through a 
randomized order would be beneficial to identify if BRS could be used to classify mental 
workloads. Another step would be to consider participant’s initial physiological values as 
their response will be influenced by this baseline number. Adding a lower level task (i.e., 
0-back) and even higher task loads (i.e., 4-back) may produce the dose-response 
originally hypothesized. The results of this study should also be replicate with multi-
dimensional tasks which may be more similar to tasks encountered in naturalistic 
adaptive systems settings. Further, the ability to assess BRS in real-time and in 
conjunction with other psychophysiological measures not tested in this study (e.g., eye 
tracking, respiration) should be examined. Finally, including other cardiovascular 
measures, along with BRS, should be examined to identify the best combination of 
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