New computational models of natural site mutations are developed that account for the different selective pressures acting on different locations in the protein. 
INTRODUCTION
There is increasing interest in characterizing protein evolution. Phylogetic analyses of specific proteins can tell us much about those proteins' structure and function. Ancestral protein sequences can be recreated using statistical methods, expressed in the laboratory, and characterized by standard biochemical techniques. [1] [2] [3] Relative mutation rates can provide insight into the relationship between protein properties and the characteristics of their constituent amino acids. 4 Maybe most importantly, the greater selective pressures acting on the expressed proteins at the amino acid level enable delineation of evolutionary relationships between organisms that may be too distant to be characterized using DNA sequences, allowing us to address basic questions of evolutionary biology.
The standard approach towards modeling natural site mutations in proteins is with a mutation matrix: a 20 ϫ 20 array that represents the probability of any given amino acid changing to any other in a given length of evolutionary time. Most methods for deriving these matrices use the approach developed by Dayhoff, based on an analysis of corresponding amino acids in closely-related homologous proteins. 5 Variations of the original Dayhoff approach have been developed, including using blocks of aligned sequences and sequences aligned based on their three-dimensional structure. [6] [7] [8] [9] [10] [11] [12] Others have developed approaches that encode the tendency for important physical-chemical properties of the amino acids to be conserved during evolution. [13] [14] [15] [16] [17] [18] There are a number of limitations inherent in the use of mutation matrices. Their derivation involves the simultaneous determination of 380 adjustable parameters representing all possible amino acid mutations, and thus requires a large data base to set all of the variables without overfitting. Because of this, the mutation matrix approach is not well suited for specific proteins where only small sets of sequences are available. Even more importantly, the mutation-matrix approach assumes that mutations are a Markovian process, and that the probability of any given mutation (His = Gly, for example) is the same for all locations in the protein, whether at a solvent-exposed site in an alpha helix, in a buried turn, or even at a dimerization or catalytic site. As the relative fitness of a given pair of residues (His and Gly in this example) at these varying types of locations will be different, so will the mutation rates between these two types of residues. We partially addressed this issue in our earlier work by constructing mutation matrices specific for different secondary structure and surface accessibility classes. 19 Even this strategy is based on the assumption that all positions in a particular local environment, such as buried alpha helices, have the same fitness requirements and thus similar mutation rates. As a result, important deviations within local environments are averaged out. Also, secondary structure and surface accessibility are the easiest distinctions for us to observe; classes based on other characteristics might be more biologically relevant. Any attempt to treat the problem of site heterogeneity by simultaneously optimizing a set of mutation matrices where the different types of locations were not identified a priori would result in an unacceptably large number of adjustable parameters.
Because of these issues, we have turned to simplified models of evolution. Rather than express mutation rates as a function of the identity of the amino acids, we express these rates as functions of the corresponding physical-chemical properties of these residues. The models represent the fitness of any particular type of amino acid by a simple functional form dependent on a set of physical-chemical properties such as hydrophobicity and size. A mutation matrix is then derived based on a Metropolis scheme, where upward changes in fitness are accepted at some maximum rate , and downward changes at times some exponentially decreasing function of the change in fitness. We can then use the estimationmaximization methods described in our previous work to calculate the likelihood that a given fitness function with its associated mutation matrix would produce the observed data, and find the optimal mutational model as a function of the physicalchemical properties. 19 Because the mutation rates are a function of the parameters representing the fitness of the various amino acids, there are orders of magnitude fewer adjustable parameters than if we were to construct a traditional mutation matrix as a function of the amino acid identities. This allows us to extend our analysis to limited data sets, such as the evolutionary patterns of specific proteins. In addition, we can include site heterogeneity explicitly in the model. We consider that there are different types of locations, what we call site classes, each with its distinct fitness function and corresponding mutation matrix. While in principle these different site classes might correspond to locations with different secondary structures or functional significance, we do not need to define the nature of these site classes a priori. Nor do we need to assign different locations in the protein to specific site classes. Rather, there are adjustable probabilities that any location can be described by each site class. These probabilities are optimized simultaneously with the adjustment of the underlying fitness functions corresponding to the different site classes.
In order to demonstrate the validity of these models, it is necessary to show that the model optimized for one set of training proteins can describe the evolutionary process of a test set of proteins whose evolutionary history is completely disjoint. Fortunately, a convenient example exists in the proteins of HIV-1 and HIV-2. The simple models optimized over a HIV-1 envelope protein (env) data set can represent the evolutionary patterns of the HIV-1 env data better than a traditional mutation matrix optimized over the same data, even though the simple model involves many fewer adjustable parameters. More significantly, we find that a simple model optimized over the HIV-1 env data can more accurately describe the evolutionary events of the env proteins of HIV-2 than can a single standard mutation matrix optimized over a more general protein data set, or even a mutation matrix optimized over only the HIV-1 env proteins. In this case, the assumptions and approximations involved in the simple models, including the representation of the fitness as a simple function of a few physicalchemical parameters and the use of a Boltzmann and Metropolis formulations for developing relative mutation rates, are less drastic and more accurate than the Markovian assumptions implicit in the standard mutation matrix approach.
THEORY
Our model of site mutations consists of three different parts: the construction of simple functional forms that define how the fitness of the various amino acids depends upon that amino acid's physicalchemical properties, the calculation of the corresponding mutation matrices that encode how mutations would occur given these fitness values, and the optimization of the various parameters to fit the observed evolutionary data using estimation maximization. The presence of site-heterogeneity is incorporated directly into the theory through the use of multiple site classes. In contrast to standard mutation matrix approaches which ignore site heterogeneity, and our earlier work which divided locations in the protein into different sites on the basis of secondary structure and surface exposure, 19 we consider that each point in the protein is described by one of a number of different possible site classes, whose properties are not pre-defined but are rather determined during the optimization procedure. We do not assign individual locations to specific site classes, but instead consider that there is a probability that any site in the protein corresponds to any of the particular site classes. These probabilities are adjustable parameters of the model, determined during the optimization procedure. Different site classes correspond to different local evolutionary pressures, and thus to distinct mutation matrices. This approach would not be possible if the evolutionary data used in the optimization contained only pairs of homologous proteins; in this case, the various site classes would average. One of the strengths of our optimization procedure is that it uses arbitrarily large sets of homologous proteins with their associated phylogenetic tree. The optimization procedure can thus be informed by correlations in the multiple mutations that occur in the same locations, allowing us to unravel the various site classes.
We construct simple functional forms that define how F k ( A i ), the fitness of amino acid A i for any location in site class k, depends upon the physicalchemical parameter of that amino acid. As the purpose of these models of evolution is to minimize the number of free parameters, the fitness functions examined in this paper are simple linear and quadratic forms. F k,l ( A i ), the contributions to the fitness function for each physical-chemical property l, are of the form:
where q l ( A i ) represents the value of the physicalchemical parameter l for amino acid A i , and ␣ k,l and q k,l opt are parameters that depend upon the site class k. (Constants are omitted from the above expressions, as the mutation rates and relative populations are only functions of differences in fitness.) The linear fitness function models those situations where a physical-chemical parameter would be either favored or disfavored at a given location. The quadratic fitness function would be appropriate where there was a ''best'' parameter value, with fitness falling for both smaller and larger parameter values, or a ''worst'' value, with fitness increasing at both extremes. The total fitness for the amino acid in any site is assumed to be a simple sum of the terms reflecting the various physical-chemical factors
Choosing what amino acid properties to consider in our model is not a trivial question, as hundreds of physical-chemical parameter scales for the 20 naturally occurring amino acids have been measured. [20] [21] [22] Many of these scales are highly correlated, however, making inclusion of all of them unnecessary. In particular, Scheraga and coworkers derived four orthogonal property indices that contained most of the variation observed over 180 different amino acid properties. 23 These factors correlated predominantly with alpha helical and turn propensity (␣/turn), bulk-related factors (volume, molecular weight, etc.), beta sheet propensity, and hydrophobicity. Our study of evolutionary data was performed using these orthogonal parameters for the values of q l ( A i ) in equations 1 and 2.
We assume that the probability P k ( A i ) of any given amino acid A i occurring at any location described by a site class k is given by a Boltzmann relation.
where ␤ is a free parameter, and iЈ is an index over all amino acids types. (As large fitness values are favorable, the sign of the exponential is opposite to the normal Boltzmann formula.) Boltzmann-like distributions of fitnesses have been observed when the fitness has an energetic interpretation. [24] [25] [26] [27] [28] [29] [30] Even in this case, ␤ can not simply be identified with the reciprocal of the temperature, but expresses the distribution of energies among the various possible conformations. 24 An explanation recently presented for this phenomenon would apply to a wide range of fitness parameters, including parameters involving properties that were not strictly energetic in nature. 31 Alternatively, we can define the fitness of a particular amino acid in a given site class as the logarithm of the probability of that amino acid existing at that site, plus a normalization constant. In this case, equation 4 would be true by definition.
As the fitness scale is arbitrary, we can set ␤ in Equation 4 equal to one. The evolutionary kinetics of our model are based on the Metropolis algorithm. We postulate that favorable or neutral mutations are accepted and fixed at some site-class dependent maximal rate k , and unfavorable mutations are accepted at a rate of k ϫ exp (⌬F k ), where ⌬F k is the difference in fitness values associated with the mutation for the given site class. We ignore differences in attempt rates due to differences in the number of nucleic-acid basepairs necessary for changes at the amino-acid levelthe strong correlation between number of required base changes and changes in physical chemical parameters makes the separation of these two effects problematic. The value of M ij k , the entry in the mutation matrix for site class k corresponding to a mutation from amino acid A i to A j , is then:
While the use of Metropolis kinetics is an assumption, we note that the Metropolis scheme is the only kinetics scheme where all favorable mutations are accepted at the maximum rate, the Boltzmann distribution of fitnesses is maintained, and detailed balance is obeyed. With P k ( A i ) given by equation 4, the set of mutation rates M ij k given by equation 5, a set of values for P(k) representing the probability of any given location actually belonging to site class k, and a phylogenetic tree representing the evolutionary relationship among a set of aligned homologous proteins, we can calculate the probability of the observed current sequences resulting through evolution using methods described in an earlier paper. 19 Consider a corresponding location n in an set of four aligned homologous proteins, related phylogenetically as shown in Figure 1 . The current residues in the four homologs at this location are represented by 5 A n 6Ј, in this case consisting of two alanines, one glycine, and one leucine, at nodes ⌬, ⌰, ⌫, and ⌼, respectively. (The prime indicates that the set of amino acids only represents the amino acids at the root of the tree.) We do not know the identity of amino acids A ⍀ , A ⌿ , and A ⌽ at this location in the ancestral proteins ⍀, ⌿, and ⌽. We thus have to consider all possibilities for these nodes explicitly. The conditional probability of residues 5 A n 6Ј resulting through evolution if location n corresponded to site class k with corresponding mutation matrix M i, j k can be expressed as
where
is the probability that at such a location amino acid A ⍀ would mutate to A ⌿ in evolutionary time d ⍀⌿ between nodes ⍀ and ⌿, computed by taking mutation matrix M i, j k to the appropriate power.
As we do not know which site class k location n belongs to, and thus which is the appropriate mutation matrix M i, j k to use, we must calculate P(5 A n 6Ј 0 M i, j k ) for each of the specific site classes, multiply by the probability P(k) that the location can be described by site class k, and sum over all possible classes.
Summing the logarithm of this probability over all locations provides us with a measure of the log likelihood for the entire database of sets of homologous proteins to have arisen given the model. The model is defined by the various parameters in the fitness functions, the maximum mutation rate k , and the various site-class probabilities P(k). Bayes theorem can be used to demonstrate that, in the absence of other information, the most likely value of the various parameters in a model given a set of data are the parameters that maximize the likelihood that the data would be produced by that model. By adjusting these parameters to maximize the total probability, we can find the optimal sets of these parameters. This was performed using a sequential quadratic programming algorithm 32 from the NAG software package (Numerical Algorithms Group Ltd, Oxford, UK). The ability of a given model to represent the data is presented as a Q value, defined by Q ϭ log [P(Model)] Ϫ log [P(Random)], where log [P(Model)] is the log of the probability that the given model would produce the data, and log [P(Random)] is a constant representing the probability that the data would result from purely neutral drift where all mutations were equally likely.
RESULTS AND DISCUSSION
We demonstrate our model with the application of simple evolutionary models to data sets consisting of env, rev, and tat sequences from HIV-1 and env sequences from HIV-2. The proteins varied from approximately 150 residues to over 1000, with the number of examples ranging from 20 to 100. Best results were obtained with fitness functions dependent on the hydrophobicity and bulk-related indices. The fewer number of parameters per site class allowed us to look at models with up to 11 site classes (4 linear, 7 quadratic fitness functions) with 57 variables. These models were optimized over several HIV-1 data sets, as well as over a general protein data set. The Q values for the various models are presented in Table 1 .
A single traditional mutation matrix optimized over the 57 HIV-1 env proteins was, unsurprisingly, better able to model the HIV-1 env proteins than a similar mutation matrix optimized over a larger and more comprehensive data set. Interestingly, simple models with more than 7 different site classes optimized over the HIV-1 env proteins were better able to model the evolutionary process than a traditional matrix optimized over the same data set, in spite of the approximate factor of 10 fewer adjustable parameters. In this case, the inclusion of site heterogeneity in the model more than made up for the limitations of the simplified assumptions. The use of simple models optimized over general data sets did not outperform single mutation matrices, indicating that the ability to focus on specific proteins is also significant.
Also presented in Table 1 are the results of our simple models optimized for HIV-1 env on the HIV-1 tat and rev proteins. Models optimized over HIV-1 env were better able to describe the HIV-1 tat data than any traditional mutation matrix. This was not the case for the HIV-1 rev protein, where even 11 site models optimized over HIV-1 env were not able to outperform the mutation matrices. These differing results for HIV-1 rev and tat might reflect structural or functional differences between these proteinsthat as far as amino acid fitness is concerned, there are more similarities between env and tat than between these proteins and rev.
The ability to represent the evolutionary patterns of HIV-1 env may represent identification of the salient patterns, or over-fitting and memorization of the evolutionary history of this particular data set. These possibilities can be distinguished by testing the resulting optimized model on a second data set with a distinct evolutionary history. The env proteins of HIV-2 are under similar evolutionary pressures as the env proteins of HIV-1, yet the post-divergence evolutionary trajectory of these proteins is completely different from HIV-2, with these two sets averaging only 35-45% sequence identity. The mutation matrix optimized over the HIV-1 env proteins was better able to model the evolutionary data of the HIV-2 env proteins than were the more generic matrices. This effect was even more dramatic when the simple models optimized over the HIV-1 env proteins were applied to the env proteins of HIV-2, where the reduced number of parameters lowered the danger of over-fitting of the data. Even the simple 3-site model outperformed the HIV-1 env mutation matrix. This indicates the importance of including site-heterogeneity in a way impossible with a single mutation matrix.
The performance of the model optimized and tested over the HIV-1 env data set should keep improving as the number of site classes and parameters are increased. Conversely, the performance of the HIV-1 env optimized model as tested over the disjoint HIV-2 env data-set should only improve until the number of adjustable parameters are large enough for the algorithm to start to memorize patterns specific to the HIV-1 env proteins. As shown in Table  1 , this point has not been reached even with an 11 site model. This suggests that even better results might be obtained with more complicated models that are, unfortunately, currently beyond our computational resources.
CONCLUSIONS
Site heterogeneity has been included in the construction of protein-specific profiles and Hidden Markov models that encode the relative probability Estimation Maximization* of any amino acid occurring at a given location in a particular family of proteins. [34] [35] [36] [37] [38] These profile methods have shown promise in the detection of proteins that are related either by evolution or structure. Because the relative rate of change from one amino acid to another is not included in these approaches, these profiles are unsuited to answering more specific questions about evolutionary relationships, such as phylogenetic or ancestral reconstruction. A profile for a protein of length N would require, in the most general sense, the adjustment of 20 ϫ N parameters (neglecting insertions and deletions.) In contrast, a location-specific model for mutation matrices would require the determination of 380 ϫ N parameters, representing the probability of all possible changes in all different positions. This much larger number of adjustable parameters necessitates the types of simplifications described in this paper.
In using a protein-specific data set of HIV proteins, we have demonstrated that our simple model of evolution can be successfully applied to small data sets. This was shown by the results of models optimized for the HIV-1 env protein on the HIV-2 env protein. All models more complex than 3 site classes showed a higher probability of producing the data than any mutation matrix, even one optimized for the HIV-1 env protein. These results show that the use of a single mutation matrix is overlooking a very important factor: site-heterogeneity. Our models, which can encompass site-heterogeneity, prove more likely to reproduce the observed data. These models of evolution also have an advantage in that the number of adjustable parameters can be tuned to best balance the needs of specificity and generalization.
