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Abstract—In this paper, we investigate the parameters under-
pinning our previously presented system for detecting unusual
events in surveillance applications [1]. The system identifies
anomalous events using an unsupervised data-driven approach.
During a training period, typical activities within a surveilled
environment are modeled using multi-modal sensor readings.
Significant deviations from the established model of regular
activity can then be flagged as anomalous at run-time. Using this
approach, the system can be deployed and automatically adapt
for use in any environment without any manual adjustment.
Experiments carried out on two days of audio-visual data were
performed and evaluated using a manually annotated ground-
truth. We investigate sensor fusion and quantitatively evaluate
the performance gains over single modality models. We also
investigate different formulations of our cluster-based model of
usual scenes as well as the impact of dynamic thresholding on
identifying anomalous events. Experimental results are promis-
ing, even when modeling is performed using very simple audio
and visual features.
I. INTRODUCTION AND RELATED WORK
In this work, we describe and further investigate our previ-
ously presented system (see [1]) that can relieve the workload
on human surveillance operators, by automatically identifying
anomalous or suspicious events happening in the surveilled
areas. A key feature of our approach is that it uses audio
as well as visual data. Audio sensors are not commonly
used in traditional surveillance systems due to the overlap
phenomena [2] but we propose that audio data can provide
useful information about the environment under surveillance.
e.g. the level of noise, the location of the sound source, and
decoded sound frequencies can be used to recognize the source
of the sound [3]. Furthermore, according to Pavlidis et al [4],
price is one of the foremost issues preventing the adoption of
new technologies in surveillance systems, yet audio sensors
are relatively cheap and require little transmission bandwidth.
In typical analytic systems, events are manually predefined in
advance [5]. We leave event recognition for the next stage
of our work and first focus on detecting unusual scenes.
Other unsupervised learning approaches such as [6] learn usual
movements during the period of time and use selected data
to train the system. This reduces manual labeling of training
data, but has no capability to adapt to changing environment
and the training data has to be carefully selected. For robust
surveillance, the learning should not stop after the training
phase due to the typically dynamic nature of any environment
e.g. cyclic light changes, weather and seasonal changes.
II. PROPOSED SURVEILLANCE SYSTEM
In our previous work [1] we described a multi-modal cap-
ture environment spanning two corridors, illustrated in figure
1(a). The analysis system is composed of two main stages:
training and classification. Training is a continuous task that
is undertaken prior to classification for a period of time, but
also continues to update the model during the classification
phase. During training, typical scenes of a surveilled area are
modeled using agglomerative clustering algorithm using low
level visual and audio features. For video features, foreground
size of each frame is calculated from the foreground mask
which is acquired using a Mixture of Gaussians (MoG) method
proposed by KaewTraKulPong et al [7]. For acoustic features
audio energy level is used. Its variation over time provides
a simple but descriptive signature of the scene. In both
modalities the temporal feature vectors are created using a
sliding rectangular window applied to the sequential data.
All the feature vectors are normalized to the [0..1] interval
by applying equation xnorm = x−minmax−min , where max and
min values are calculated from the dataset for each modality
separately. Audio-visual fusion is obtained by concatenating
normalized feature vectors and giving them equal weights. The
algorithm requires a number of clusters N to be set in advance.
We investigate the affect of changing the number of clusters
in the experiments section. During classification, a Nearest
Neighbor (NN) algorithm is applied to determine whether
the new instance represents an unusual event or whether it
belongs to the background activities. We apply an adaptive
thresholding method proposed by Breitenstein et al [8]. The
method accumulates shortest distances between the trained
model and data over time. The threshold is then chosen from
the sorted collection of these shortest distances with the help of
parameter Palarm – see figure 1(b). The figure shows a collec-
tion of the shortest distances D collected over a period of time
(t number of frames). Here, shortest distances are sorted in a
descending order and a parameter Palarm defines the position
in the collection D from where the threshold will be acquired
based on the formula THRESHOLD = D(t ∗ Palarm).
III. EXPERIMENTS AND RESULTS
In our experiments here we focus on the selection of
parameters that would bring the most benefit with the least
computational complexity. Experiments are carried out on
surveillance data collected in the indoor environment. We used
one day of data for training and we assume that it consists
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Fig. 1. (a) Capture set-up showing the location of multiple cameras and
microphones across two rooms in an indoor location; (b) Illustration of
adaptive thresholding.
(a) (b)
(c) (d)
Fig. 2. (a) Number of false positives vs. choice of adaptive thresholding
parameter; (b) Overall precision vs. number of clusters used to represent
usual events; (c) Processing time (frames/sec) vs. number of clusters used;
(d) Overall precision & recall for audio, video and fusion.
mostly of usual scenes. Six unusual events were deliberately
performed during the second day used for testing. The list of
activities is composed of (i) acoustic events, i.e. playing guitar,
screaming and shouting, (ii) visual events i.e. stealing a fire
extinguisher and (iii) audio-visual events i.e. banging on the
doors, playing football & fighting.
A. Adaptive thesholding
By running experiments with different Palarm values we
found that the best results were given when the parameter was
set to 0.9 – see figure 2(a). Because we chose the threshold
value from the list of shortest distances, most of the distances
relate to the usual model, thus in theory we should be able just
to choose the highest value from the shortest distances and use
it as a threshold. But as our training data was unsupervised,
and there is a possibility that some outliers pollute this data,
we have to discard some of the top shortest distances from the
list.
B. Clusters and processing time
From figure 2(b), it can be seen that there is no improvement
in detection results after using more than two clusters to
represent unusual events, except in terms of processing time,
see figure 2(b). This is due to the fact that we deliberately use
simple descriptors.
C. Fusing audio and video
In our previous preliminary work we confirmed the hypoth-
esis that early fusion of visual and acoustic information gives
better results compared with late fusion techniques and single
modalities [1]. Figure 2(d) provide further evidence for this.
Fusion improves the precision over using video only by 15%
and over using audio only by 25%, while recall for video only
is improved by 13% and is only 2% smaller for fusion than
for using audio only.
IV. CONCLUSION AND FUTURE WORK
The effect of varying the fixed parameters for a multi-
modal approach to detecting anomalous events proposed in [1]
was investigated. The number of clusters and threshold used
were investigated in this paper. Low complexity descriptors
were deliberately used in order to investigate the potential for
the algorithm to run in real-time or to ease implementation
directly in camera hardware. In the next stage of this work
we plan to investigate different descriptors for anomalous
event detection to investigate whether the advantages of using
more complex features would outweigh the disadvantages of
increased processing power demands. We will also investigate
classification of the detected events into categories. At this
stage, more sophisticated features will need to be implemented
to distinguish between more categories of events, but the
processing will be carried out only on the detected events and
may be thus affordable.
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