ABSTRACT: Nearly inviscid parametrically excited surface gravity-capillary waves in two-dimensional periodic domains of finite depth and both small and large aspect ratio are considered. Coupled equations describing the evolution of the amplitudes of resonant left-and right-traveling waves and their interaction with a mean flow in the bulk are derived, and the conditions for their validity established. In general the mean flow consists of an inviscid part together with a viscous streaming flow driven by a tangential stress due to an oscillating viscous boundary layer near the free surface and a tangential velocity due to a bottom boundary layer. These forcing mechanisms are important even in the limit of vanishing viscosity, and provide boundary conditions for the Navier-Stokes equation satisfied by the mean flow in the bulk. The streaming flow is responsible for several instabilities leading to pattern drift.
INTRODUCTION
Parametrically driven surface gravity-capillary waves in low viscosity fluids are traditionally discussed using a velocity potential formulation. However, this formulation has a serious shortcoming in that it ignores large-scale streaming flows that may be driven by the time-averaged Reynolds stress in the oscillatory boundary layers at the container walls, or at the free surface. We describe a systematic asymptotic technique that includes such flows and show that these flows can interact nontrivially with the waves that are in turn responsible for them. We show that this interaction can lead to new types of instability of parametrically driven waves at finite amplitude, and discuss some of their consequences. We treat only systems with periodic boundary conditions, either in two dimensions or in a cylindrical container, and discuss two cases. In the first the length of the periodic domain is large relative to the wavelength of the instability, and the mean flow contains an important inviscid contribution. In the second the wavelength and container length are comparable and the dynamics of the system is more sensitive to the container shape. In particular, if the shape is perturbed away from circular, the interaction between the streaming flow and the wave amplitude is enhanced, and complex dynamics may result. These conclusions generalize readily to containers of other shapes suggesting a new class of experiments.
THE FARADAY SYSTEM
Surface gravity-capillary waves or Faraday waves can be excited parametrically by the vertical oscillation of a container. 1_3 We consider a container in the form of a right cylinder with horizontal cross-section E, filled level with the brim at z = 0. In this geometry the contact line is pinned at the lateral boundary and complications associated with contact line dynamics are reduced. We nondimensionalize the governing equations using the unperturbed depth h as unit of length and the gravity-capillary time [glh + 77(p/z
3 )]~1 /2 as unit of time (here g is the gravitational acceleration, T is the coefficient of surface tensión, and p is the density), and obtain 
where v is the velocity,/is the associated vertical deflection of the free surface (constrained by volume conservation), TI = p + lvl 2 /2 + (1 -S)z -4|0,co 2 zcos2coí is the hydrostatic stagnation pressure, n is the outward unit normal to the free surface, e z is the upward unit vector, and di denotes the boundary of the cross-section E (Le., the lateral walls). The real parameters |0, > 0 and 2co denote the amplitude and frequency of the forcing. The quantity C" = v/(gh^ + Th/p) 112 , where v is the kinematic viscosity, is a gravity-capillary number and S = TI{T + pgh 2 ) is a gravity-capillary balance parameter; these are related to the usual capillary number C = vJp/Th and Bond number B = pgh 2 /Tby
The parameter S is such that 0 < S < 1 with S=0 and S= 1 corresponding to the purely gravitational limit (T= 0) and the purely capillary limit (g = 0), respectively.
In this paper we consider the (nearly inviscid, nearly resonant, weakly nonlinear)
where Q is an inviscid eigenfrequency of the linearized problem around the flat state. In this case the vorticity contamination of the bulk from the boundary layers at the walls and the free surface remains negligible for times that are not too long, and the flow in the bulk is correctly described by an inviscid formulation but with boundary conditions determined by a boundary layer analysis. In general, this flow consists of an inviscid part and a viscous part, hereafter called the streaming flow.
As discussed elsewhere 4 ' the streaming flow enters into the problem because the linearized problem admits hydrodynamic (or viscous) modes, 6 in addition to the usual surface modes. In the nearly inviscid limit the former decay more slowly than the surface modes, and so are easily excited, forming the streaming flow. For small C", these modes take the form (y,Tl,f) = (U,C"P,C"F)exp(C"Xt) + ..., with the (real) eigenvalue X < 0 given by 
The associated (scaled) free surface deflection F is calculated a posteriori from the normal stress balance across z = 0,
subject to F = 0 on 9E, and f Fdxdy = 0. Thus, in contrast to the surface modes, the hydrodynamic modes are nonoscillatory and exhibit 0(C") free surface deflection. Moreover, these modes decay on an 0{ C^1) time scale, in contrast to the 0{ C~1 12 ) time scale of the surface modes, and henee cannot be ignored a priori in a weakly nonlinear theory.
MODERATELY LARGE DOMAINS: L » 1
In this regime it is possible to perform a multiscale analysis of the governing equations using C", Zr 1 , and |0, as unrelated small parameters. The problem is simplest in two dimensions, where we can use a stream function formulation-that is, we write v = (-\|/ z ,0,\|/ x ). We focus on two well-separated scales in both space (x ~ 1 andx » 1) and time (í ~ 1 and t» 1), and derive equations for small, slowly varying amplitudes A and B of left-and right-propagating waves defined by 
with similar expressions for the remaining fields. The quantities/ ± and/ m represent resonant second order terms, whereas NRT denotes nonresonant terms. The superscript m denotes terms associated with the mean flow; f m depends weakly on time but may depend strongly on x. A systematic expansión procedure then leads to the equations
The first seven terms in these equations, accounting for inertia, propagation at the group velocity v", dispersión, damping, detuning, cubic nonlinearity and parametric forcing, are familiar from weakly nonlinear, nearly inviscid theories. 7 These theories lead to the expressions
112 is the dispersión relation and o = tanhfc, that are recovered in the present formulation. In particular, the cubic coefficients coincide with those obtained in strictly inviscid formulations. [8] [9] [10] The coefficient a 3 diverges at (excluded) resonant wave numbers that satisfy
where the last term represents the mismatch between the wavelength 2n/k selected by the forcing frequency and the domain length L. The last two terms in Equations (7) and (8) describe the coupling to the mean flow in the bulk (be it viscous or inviscid in origin) in terms of (a local average {-) x of) the stream function \|/ m for this flow and the associated free surface elevation/ m . The coefficients of these terms and the function g are given by
and are real. The new terms are, therefore, conservative, implying that at leading order the mean flow does not extract energy from the system. This result is consistent with the small steepness of the associated surface displacement and its small speed compared with the speed |V\|/| due to the surface waves. The mean flow variables in the bulk depend weakly on time but strongly on both x and z, and evolve according to the equations 
. Thus, the mean flow is forced by the surface waves in two ways. The right sides of the boundary conditions (12a) and (12c) provide a normal forcing mechanism; this mechanism is the only one present in strictly inviscid theory 9 ' 11 and does not appear unless the aspect ratio is large. The right sides of the boundary conditions (12b) and (13a) describe two shear forcing mechanisms, a tangential stress at the free surface 12 and a tangential velocity at the bottom wall. 13 Note that neither of these forcing terms vanishes in the limit of small viscosity (i.e., as C" -> 0). The shear nature of these forcing terms leads us to retain the viscous term in (lia) even when C" is quite small. In fact, when C" is very small, the effective Reynolds number of the mean flow is quite large. Thus, the mean flow itself generates additional boundary layers near the top and bottom of the container, and these must be thicker than the original boundary layers for the validity of the analysis. This puts an additional restriction on the validity of the equations. There is a third, less effective but inviscid, volumetric forcing mechanism associated with the second term in the vorticity equation (lia) that looks like a horizontal forcé (|A| 2 -\B\ 2 )g(z)Q m and is sometimes called the vortex forcé. Although this term vanishes in the absence of mean flow, it can change the stability properties of the flow and enhance or limit the effect of the remaining forcing terms.
In the following we refer to Equations (7)- (9) and (11)- (13) as the general coupled amplitude-mean-flow (GCAMF) equations. These equations differ from the exact equations forming the starting point for the analysis in three essential simplifications: the fast oscillations associated with the surface waves have been filtered out, the effect of the thin primary viscous boundary layers is replaced by effective boundary conditions on the flow in the bulk-viz. (12b) and (13a)-and the surface boundary conditions are applied at the unperturbed location of the free surface-viz. Z = 0. Thus, only the much broader (secondary) boundary layers associated with the (slowly varying) streaming flow need to be resolved in any numerical simulation.
GRAVITY-CAPILLARY WAVES IN MODERATELY LARGE ASPECT RATIO CONTAINERS
The GCAMF equations describe small amplitude slowly varying wavetrains whenever the parameters C", L _1 , and |0, are small, but otherwise unrelated to one another. Any relation between them will therefore lead to further simplification. To derive such simplified equations we consider the distinguished limit (see the shaded región in FIGURE 1 A). 
with k = 0(1) and |lnCJ = 0(1). The simplified equations will then be formally valid for 1 « L « C~1 /2 ifk~ 1. These are derived under the assumption 1-5-1 using a múltiple scale method with x and t as fast variables and (15) as slow variables. In terms of these variables the local horizontal average (•)* becomes an average over the fast variable x. Note that assumption (14) imposes an implicit relation between L and C g . When 1 -S -1 the nearly inviscid and viscous mean flows can be clearly distinguished from one another and the viscous mean flow can be identified by taking appropriate averages of the entire mean flow over the intermedíate time scale x, that is, the mean flow variables \|/ m , £l m , and/ m take the form
with integráis over x of \\f l x , \|/f , \|/^ , £l\ and/required to be bounded as x -> ©o. Thus, the nearly inviscid mean ñow is purely oscillatory on the time scale x. Since its frequency is of the order of L _1 (see Eq. (15)), which is large compared with C g , the inertial term for this flow is large in comparison with the viscous terms (see Eq. (11)), except in two secondary boundary layers, of thickness of the order of (C g L) m (« 1), attached to the bottom píate and the free surface. Note that, as required for the consistency of the analysis, these boundary layers are much thicker than the primary boundary layers associated with the surface waves (see FIGURE 2), which provide the boundary conditions (12) and (13) for the mean flow. Moreover, the width of these secondary boundary layers remains small as x -> °o and (to leading order) the vorticity of this nearly inviscid mean flow remains confined to these boundary layers. Note that without the requirement that the inviscid flow be purely oscillatory, the vorticity would diffuse out of these boundary layers and affect the structure of the whole nearly inviscid solution even at leading order. In fact, vorticity does diffuse (and is convected) away from the boundary layers, but this vorticity transport is included in the viscous mean flow. The vorticity associated with the nearly inviscid mean flow is at most of the order of
in the upper and lower secondary boundary layers, respectively; the jump in the associated stream function \\f l across each boundary layer is 0(C g L) times smaller, and affects only higher order terms; as a consequence the secondary boundary layers can be completely ignored and no additional contributions to the boundary conditions on the nearly inviscid flow need be included in (12) and (13) . Outside of these boundary layers, the complex amplitudes and the flow variables associated with the nearly inviscid mean flow are expanded as
Substitution of (14)- (16) and (18) into (7)- (13) leads to the following:
(1) From (11)- (13), at leading order,
At second order, the boundary conditions (12a) and (12c) yield
at z = 0. Since the right hand sides of these two equations are independent of the fast variable x and both (]) j and F^ must be bounded in x, it follows that
y p r o^ = M 3^i^o rTor^'
is the phase velocity of long wavelength surface gravity waves. Equations (20) must be integrated with the following additional conditions
and the requirements that integráis over x of <J>¿¿-and F l 0 remain bounded as x -> °°, withj¡F¿^=0.
(2) The leading order contributions to Equations (7) and (8) 
where \ and T| are the characteristic variables \ = C + V' ^= ^~v- (24) Moreover, according to (9), A 0 ($ + i,rNA 0 &r), B 0 (n + i,T) = B 0 (n,T).
(25)
Substitution of these expressions into (20) 
where (•)£ denotes the mean valué in the slow spatial variable £, that is,
and the functions F* are such that
The particular solution of (26) and (27) yields the usual inviscid mean flow included in nearly inviscid theories; 9 the averaged terms are a consequence of volume conservation 9 and the requirement that the nearly inviscid mean flow has a zero mean on the time scale x; the latter condition is never imposed in strictly inviscid theories but is essential in the limit we are considering, as explained above. To avoid the breakdown of the solution (26) and (27) at v" = v" we assume that K-v^l-1.
The functions F* remain undetermined at this stage. In fact, they are not needed below because the evolution of both the viscous mean flow and of the complex amplitudes is decoupled from these functions. However, at next order one finds that F* remain constant on the time scale T, but decay exponentially due to viscous effects (resulting from viscous dissipation in the secondary boundary layer attached to the bottom píate) on the time scale t ~ (L/C") 1/2 .
(3) The evolution equations for A 0 and B 0 on the time scale T are readily obtained from Equations (7)- (9), invoking (14) , (16), (26), (27) , (29), and eliminating secular terms (Le., requiring |AJ and \B¿ to be bounded on the time scale x):
subject to (25) . Here \ and r\ are the comoving variables defined in (24) , and (-)
x , (•>£, O^, and {-y\ denote mean valúes over the variables x, £, \, and T|, respectively. Note that C, averages over functions of A 0 are equivalent to \ averages, whereas those over functions of B 0 are equivalent to r\ averages.
The real coefficient a g is given by a 6 (2co/o)(P 1 y2 + p> g ) + a 1 {^lv R + P 3 ) 
where
is the effective Reynolds number associated with this flow. Several remarks about these equations and boundary conditions are now in order.
The viscous mean flow is driven by the short gravity-capillary waves through the inhomogeneous term in the boundary condition (35c). Since (A 0 B 0 )
T depends on both C, and T (unless either A 0 or B 0 is spatially uniform) the boundary condition implies that (| >Q (and henee WQ ) depends on both the fast and slow horizontal spatial variables x and C,. This dependence cannot be obtained in closed form, and one must, therefore, resort to numerical computations for realistically large valúes of L. 2. Higher order oscillatory terms omitted from the boundary condition (35c) oscillate on the intermedíate time scale x, and henee genérate secondary boundary layers. However, the contributions from these boundary layers are all subdominant and have no effect on the streaming flow at leading order. Moreover, the freesurface deflection accompanying the viscous mean flow is also small,/ v~ Zr 3 (see Eq. (18)), and so plays no role in the evolution of this flow, as expected of a flow involving the excitation of viscous modes. 3. The dominant forcing of the viscous mean flow comes from the lower boundary. This forcing vanishes exponentially when k » 1 leaving only a narrow range of wave numbers within which such a mean flow is forced when 8 = 0(C"). Thus, in most cases in which a viscous mean flow is present, one may assume that 8= 0(C" 112 ). Note, however, that in fully three-dimensional situations 14 in which lateral walls are included a viscous mean flow will be present even when k » 1 because the forcing of the mean flow in the oscillatory boundary layers along these walls remains. 4. According to the scaling (14) and the definition of 8 the effective Reynolds number Re is large, and ranges from logarithmically large valúes if k ~ |ln C"\ to 0(Cf m )iík~l. However, even in the latter limit we must retain the viscous terms in (33a) in order to account for the boundary conditions (34b) and (35c). Of course, if Re » 1 vorticity diffusion is likely to be confined to thin layers, but the structure and location of all these layers cannot be anticipated in any obvious way, and one must again rely on numerical computations.
Note that the change of variables
where 
from which the mean flow is absent. This decoupling is a special property of the regime defined by Equation (14), but is not unique to it, as discussed further below. The resulting equations provide perhaps the simplest description of the Faraday system at large aspect ratio, and it is for this reason that they have been extensively studied. respectively. A finite number of points therefore indicates a steady or a periodic solution, whereas scattered points indicate a chaotic trajectory. The origin of such amplitude chaos is discussed elsewhere. 16 In both cases the primary instability is to spatially uniform standing waves (shown by a dashed line when unstable), followed by a supercritical secondary bifurcation to a pattern of spatially nonuniform standing waves, and then a Hopf bifurcation. However, subsequent bifurcations differ as instabilities that break the equality A 0 = B 0 set in, producing stable waves that are not standing. As discussed elsewhere instabilities that break the equality A 0 = B 0 are also responsible for introducing a type of drift into the dynamics, but the origin of this drift is entirely different from that discussed below, being a drift in the temporal phase of the oscillations in contrast to a drift in the spatial phase. The latter drift is described by the decoupled phase-mean flow equations, (33)-(36) and (39) that can exhibit complex dynamics in their own right (see below); this drift can be present regardless of whether A 0 = B 0 or not. 
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SMALL DOMAINS: L~\ The theory described above simplifies substantially in small domains, because of the absence of the slow spatial scale C, and the advection time scale x. Although the basic set up of the calculation is now quite different, the results are (almost) identical to those just described. This time 17 
A t = -(& +id)
with A and B spatially constant and the coefficients given by expressions that are identical to those in (7) and (8) . In these equations t denotes a slow time whose magnitude is determined by the damping 8 > 0 and the detuning d, both assumed to be of the same order as the forcing amplitude |0,; in the long time limit \A\ 2 = \B\ 2 = R 2 . It follows that the mean flow (w v (x,z,í),w v (x,z,í)) is now entirely viscous in origin, and obeys a two-dimensional Navier-Stokes equation of the form (33). If we absorb the standing wave amplitude R (and some other constants) in the definition of the Reynolds number
this equation is to be solved subject to the boundary conditions
Using the dimensional valúes of the amplitude of the waves A d , frequency <%, wave number k d , kinematic viscosity v, and container depth h, the Reynolds number (42) of the streaming flow can also be written as
Because the structure of Equations (41) is identical to that of Equations (31) the change of variables (38) leads to a decoupling of the amplitudes from the spatial phase 0, which now satisfies the equation FIGURE 4 summarizes the solutions of this coupled phase-streaming flow problem as a function of the wave amplitude R, showing the máxima and minima in the drift speed Q¡ as a function of the Reynolds number (42) for k = 2.37 and L = 2n/k = 2.65. The primary solution that sets in at |0, = \i c consists of stable standing waves with \A\ 2 = \B\ 2 = R 2 , defined up to a constant spatial phase 0. The streamlines of the associated streaming flow are shown in FIGURE 5 A for Re = 260, and take the form of an array of reflection-symmetric counter-rotating eddies with spatial period L/2. Such reflection-symmetric states do not drift: Q t = 0. At Re = Re 1 ~ 270 this reflectionsymmetric state loses stability at a (secondary) symmetry-breaking Hopf bifurcation that produces direction-reversing waves. 18 In this state the standing waves drift periodically, first to the left and then to the right, with no net displacement, but the spatial period LI2 of the standing waves is preserved. This bifurcation is supercritical and the direction-reversing waves are, therefore, stable.
The onset of this instability is insensitive to the domain length L once this is large enough. These oscillations lose stability at Re ~ 291.5 to a new family of stable direction-reversing waves, this time with spatial period L. These new solutions in turn become unstable at Re ~ 466 where a subcritical bifurcation takes the system to a new branch of steadily drifting solutions. These solutions drift either to the left or to the right, and are stable in the interval 323 ~ Re 3 < Re < Re 2 ~ 800. In FIGURE 4 only the waves drifting to the right (Q¡ > 0) are shown; the corresponding streaming flow streamlines are shown (in the comoving frame) in FIGURE 5B. The bifurcation at Re = Re 2 is a parity-breaking steady state bifurcation; at this bifurcation the drift ceases, and a reflection-symmetric streaming flow is restored, but now with spatial period L (FIG. 5C ). This flow is stable, but in FIGURE 4 is projected on top of the unstable original symmetric state with period L/2. For larger L (e.g., L = Aiílk) several different stable states coexist, some of which lack reflection symmetry, and exhibit complex time-dependence. 17 Note that neither type of drift is associated with the loss of reflection-symmetry of the waves themselves, at least at leading order; instead they are due to a symmetry-breaking instability of the associated streaming flow.
EXCITATION OF STREAMING FLOWS IN NEARLY CIRCULAR DOMAINS
The results just described are characteristic of domains with periodic boundary conditions, such as circular domains. In such domains the amplitudes decouple from the spatial phase and the streaming flow only causes drift motion in an otherwise standing wave pattern. However, the instabilities found set in only at sufficiently large Reynolds number, necessitating a numerical solution of the coupled phasestreaming flow problem. There is a simple way, however, of pushing these instabilities to much smaller amplitudes and, henee, into a regime where analytic progress is possible. This occurs as soon as the translation (rotation) invariance of the container is broken (eg., by deforming it slightly), thereby forcing the wave amplitudes to couple to the spatial phase. In systems undergoing a symmetry-breaking primary Hopf bifurcation (but with no parametric forcing) this type of forced symmetry-breaking is known to lead to rich dynamics, [19] [20] [21] and the present system is no exception. To this end we note that the dominant conservative term that breaks the symmetry (A,B) -> (e-^A,e^B) arising from rotation invariance of the system takes the form iA(B,Á), where A is a real coefficient; the addition of this term to the equations breaks rotational invariance, but preserves a plañe of reflection symmetry. In the folio wing we assume that A ~ 8 ~ d ~ \i, and project the streaming flow onto the flrst hydrodynamic mode. This assumption requires that the effective Reynolds number (42) of the streaming flow be sufficiently small that the nonlinear terms in (33) may be neglected. In the folio wing we denote the (real) amplitude of this mode by Vj. We obtain 22 v{(x) = e(-v 1 + |fi|2-|A| 2 ), 
where e = -X^Re^1 > O and A.j < O is the first hydrodynamic eigenvalue. These equations illustrate well the interplay between breaking of rotation invariance (A ^ 0) and the excitation of streaming flow (y^ 0). When A = y = 0 they reduce to the exact, but decoupled, amplitude equations for A and B that follow from Equations (41) on using (38).
Equations (45)- (47) have solutions in the form of reflection-symmetric standing waves (A,B) = (C, C), Vj = 0, where
this state sets in at |0, = |0, c , where
«5
The amplitude R = \C\ increases monotonically for 
with a steady state bifurcation when The oscillations that result are invariant under reflection followed by evolution in time by half the oscillation period 2K/\XJ\, where
and are the analogues of the direction-reversing waves discussed in the preceding section. Such symmetric oscillations can, therefore, be present only if yA<0,
and so cannot occur near |^ = \i c without both the streaming flow and the breaking of the rotation invariance of the system. This is a consequence of the low Reynolds number assumption used to model the streaming flow by a single mode. Recall that FiGure 4 shows that if Re is sufficiently large a symmetry-breaking Hopf bifurcation can destabilize the standing waves even if A = 0.
From Equations (51), (53), and (54) we also find conditions for codimension-two degeneracies: 1. A Takens-Bogdanov bifurcation, corresponding to the coalescence of the symmetry-breaking Hopf and steady bifurcations, occurs if (56) holds and (Y + a 3 )e + 28-1 áyA = 0;
2. An interaction between the saddle-node and symmetry-breaking steady bifurcation occurs when d(a 3 + a 4 + 2y) = 2A(a 3 +y);
3. An interaction between the saddle-node and symmetry-breaking Hopf bifurcation, with one zero plus two nonzero imaginary eigenvalues, occurs when (55) holds and
The first of these bifurcations contains within its unfolding periodic oscillations that are symmetric in the sense defined above. The second also contains periodic oscillations but this time the oscillations are asymmetric. Finally, the third bifurcation contains quasiperiodic solutions 23 that are symmetric on average; these correspond to three-frequency states in the Faraday system. Chaotic dynamics are present near global bifurcations with which the quasiperiodic solutions terminate. 24 ' 25 Closely related results apply to containers subjected to horizontal vibration as well.
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CONCLUDING REMARKS
In this paper we have reexamined the theory of parametrically excited surface gravity-capillary waves in nearly inviscid liquids; the corresponding microgravity results are obtained on setting the Bond number i? to zero (C" =C,S= 1). We focused on brimful containers with a pinned contact line and restricted attention to twodimensional systems with periodic boundary conditions. In systems of this type the primary instability is always to a pattern of standing waves-this is a very general result. 27 In the present case, we have found that these standing waves may lose stability at finite amplitude to two different types of instabilities that break the reflection symmetry of these waves: a Hopf bifurcation producing standing waves that drift back and forth, and a parity-breaking bifurcation that produces waves that drift with a constant speed in one direction or other. We have shown that these instabilities involve the excitation of a viscous mean flow we called streaming flow. This flow is driven in the boundary layers at the container walls or at the free surface by time-averaged Reynolds stresses produced by the waves, and in turn couples to the amplitudes of the waves responsible for it. This coupling arises already at third order indicating that it is in general inconsistent to ignore the streaming flow while retaining other cubic terms. We have shown that for both extended (L » 1) and small (L ~ 1) domains the general coupled amplitude-mean flow (GCAMF) equations decouple into equations for the wave amplitudes, and a set of equations for the spatial phase of the waves coupled to the Navier-Stokes equation for the streaming flow. In an extended domain the dynamics in the decoupled amplitude equations can be complex, and could break, at large enough forcing, the instantaneous equality \A 0 \ = \B 0 \ characteristic of standing waves (FIG. 3) ; in a small domain this is not possible and standing waves persist for all time. However, in both cases the coupling to the streaming flow could destabilize the spatial phase of the standing waves resulting in complex drift motion. Our calculations suggest that the uniformly drifting standing waves observed in some experiments 14 could form as a result of a parity-breaking bifurcation of the type described here. We have presented a concrete example of the two types of drift instability that can occur, and described briefly the interaction between the excitation of the streaming flow and forced breaking of the translation invariance of the (annular) container that suggests a variety of new experiments on the Faraday system. These conclusions readily generalize to containers of other shapes, such as square containers perturbed to rectangular ones.
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