Abstract-In this paper, a robust procedure for estimating parameters of regression model when generalized estimating equation (GEE) applied to longitudinal data that contains outliers is proposed. The method is called 'iteratively reweighted least trimmed square' (IRLTS) which is a combination of the iteratively reweighted least square (IRLS) and least trimmed square (LTS) methods. To assess the proposed method a simulation study was conducted and the result shows that the method is robust against outliers.
I. INTRODUCTION
ONGITUDINAL studies are increasingly common in many scientific research areas, for example in the social, biomedical, and economical fields. In longitudinal studies, multiple measurements are taken on the same subject at different points in time. Thus, observations for the same subject are correlated. The analysis of data resulting from such studies often becomes complicated due to the withinsubject correlation. This correlation must be considered for any appropriate analysis method.
Generalized linear models (GLM) as described by McCullagh and Nelder [1] is a standard method used to fit regression models for univariate data that are presumed to follow an exponential family distribution. The association between the response variable and the covariates is given by the link function. GLM assume that the observations are independent and do not consider any correlation between the outcome of the n observations. Liang and Zeger [2] introduced an approach to this correlation problem using GEE to extend GLM into a regression setting with correlated observations within subjects.
The GEE method of Liang and Zeger gives consistent estimators of the regression parameter. The parameter estimates are consistent even when the variance structure is miss-specified under mild regularity conditions. However, problems can occurs when data contain outliers. The method is not robust against outliers since it is based on score equations from the quasi likelihood method of estimation. The working correlation matrix would be affected by the outliers and also the parameter estimates. In this situation, we need a robust method that can minimize the effect of outliers.
In recent years, a few authors have considered robust methods for longitudinal data analysis. For example, Qaqish and Preisser [3] proposed a resistant version of the GEE using M-type estimation by involving down-weighting influential 1 data points. Gill [4] proposed a robustified likelihood based on multivariate normal distribution. Jung and Ying [5] proposed an adaptation of the Wilcoxon-Mann-Whitney method of estimating linear regression parameters for use in longitudinal data analysis under the working independence model. And recently, Abebe et al. [6] proposed a robust GEE using iterated reweighted rank-based estimation.
In this paper, we adopt the LTS [7] method for robust linear regression in the sense of trimming the data for estimating the regression coefficients so that the observations with high residuals are not included in the parameter estimation. In Section 2 we present a brief review of GEE. In Section 3 we describe our proposed method IRLTS. In Section 4 we discuss some results from our simulation study.
II. GENERALIZED ESTIMATING EQUATION AND IRLS METHOD
Let Yij, j = 1, ..., mi, i = 1, ... , n represent the jth measurement on the ith subject. There are mi measurements on subject i and N= ∑ = 
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T is a vector of unknown regression coefficients to be estimated. The GEE for estimating the p×1 vector of regression parameters β is is given by :
where Vi be the covariance matrix of Yi modeled as Vi= ( ) 
L
the correlation matrix of Yi. A few of the choices are shown below, one can refer to [1] for additional choices. The dimension of the vector α, which is treated as a nuisance parameter, and the form of the estimator of α are different for each choice. Some typical choices are: 1. Ri(α) = R0 , a fixed correlation matrix. For R0 = I, the identity matrix, the GEE reduces to the independence estimating equation.
Solving for β is done with iteratively reweighted least squares (IRLS). The following is the algorithm for fitting the specified model using GEEs [3] 
where * W is a block diagonal weight matrix whose ith block is the mixmi matrix 
III. ITERATIVELY REWEIGHTED LEAST TRIMMED SQUARE ALGORITHM
First let us briefly recall that the robust estimation of regression parameters using LTS method is given by: 
, with n and p being sample size and number of parameters respectively. When h = [n/2], , LTS locates that half of the observations which has the smallest estimated variance. In that case, the breakdown point is 50%. When h is set to the sample size, LTS and ordinary least square (OLS) coincide.
In [7] Rousseeuw and Leroy shows n 1/2 consistency and asymptotic normality of LTS in the location-scale model. Víšek [8] extends this to the regression model with random regressors, the proof for fixed regressors is in later series of his papers: [9] [10].
When n is very small, it is possible to generate all subsets of size h to determine which one minimizes the LTS criterion. Rousseeuw and Leroy computation of LTS based on subsets of size k requires = subsets which is usually still too large for realistic applications. When n is small enough:
1. Select h. 2. Generate all possible subsets with k observations, and compute the regression coefficients, say 1 , … , 1 .
3. Compute the residuals using all n observations, and from this the LTS criterion. 4. The LTS estimate corresponds to the that minimizes the objective function (3).
Rousseeuw and van Driessen [11] propose a fast algorithm for computing LTS. The trick is to iterate a few steps on a large number of starting values, and keep the 10 (say) most promising ones. These are then used for full iteration, yielding the final estimate. The resulting algorithm makes LTS estimation faster.
Our proposed procedure is a combination of IRLS and LTS methods. IRLTS estimator involves computing the hyperplane that minimizes the sum of the smallest h squared residuals and use the weighted least square estimation for β in each iteration. To motivate our estimator and following the fast LTS algorithm [11] , it is convenient to write IRLTS algorithm with involving the residuals as follow. 9. Run concentration-step on the best 10 subsets Hq until convergence.
10. Choose the best subset H.
IV. SIMULATION STUDY
To look at the performance of the proposed method, we have done a simulation study by generating N=1000 observations from 200 subjects with 5 repeated measures. The model for data generation is as follows: ,2,… 200 and j=1,2,. .,5. The covariates xij are i.i.d. from a uniform distribution Unif (1, 5) . For this longitudinal data the normal distributed model is used. We generated data based on the underlying true correlation structures as exchangeable (EXCH) and autoregressive-1 (AR1) with α=0.3 and 0.7. We considered data without outliers (ε = 0%) as well as contaminated data (ε = 10%, 20% and 30%). The contamination is generated from normal distribution N(100,1), we set two cases for the contamination, i.e. randomly spread over the sample (case A) and randomly spread over the half upper xij values of the sample (case B). For each scenario 1000 Monte Carlo data sets were generated. We evaluated the results using relative efficiency (RE) of IRLTS to IRLS and the mean square error (MSE) of βˆ which we define as , where Var(.) is the variance. We provide the expected values (E), and the relative efficiency resulted from our simulation in Table I -Table IV and the MSEs in Table V-Table VI .
The efficiency of IRLTS and IRLS for clean data (i.e. when ε = 0%) is almost equal since RE ~ 1 for each case, but IRLTS is more efficient than IRLS when data contain outliers. The parameter estimates of IRLS are much more influenced by the outliers than the parameter estimates of IRLTS. From the expected values we can see that the more outliers contained in the data the larger the deviation of IRLS estimates from the parameter (i.e. The consistency of the estimators is assessed through their MSEs (see Table V and Table VI) . When data contain outliers, the MSEs of IRLTS are relatively small compared to the MSEs of the classical GEE (IRLS). From the result we conclude that IRLTS is robust against outliers. V. CONCLUSION Our proposed method have two different iterations in its procedure, one is the iteration for the estimation of regression parameter using IRLS method, and the other iteration is for selecting the best subset H for calculating the parameter estimate. We have shown that this procedure can minimize the effect of outliers on parameter estimation; IRLTS can produce a relatively efficient and consistent estimator compared to the classical GEE (IRLS). Base on the MSE, IRLTS performs much better than the classical GEE. Hence, robust GEE using IRLTS is a good choice for longitudinal data analysis when data contains outliers.
