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Zusammenfassung
Die Steigerung der Verarbeitungsleistung eingebetteter Mikroprozessoren gewinnt insbesonde-
re durch zunehmende Bedeutung audio-visueller Datenverarbeitung in Verbindung mit drahtlo-
ser Kommunikation sta¨ndig an Bedeutung. Die notwendige Performance ist jedoch durch An-
wendung klassischer Techniken des Prozessorentwurfs (Pipelining, Superskalarita¨t) nur teilweise
erreichbar. In unserem Beitrag mo¨chten wir aufzeigen, daß die erforderliche Verarbeitungslei-
stung durch den Einsatz dynamisch rekonfigurierbarer Datenpfade bei gleichzeitig erho¨htem Fle-
xibilita¨tsgrad erreicht werden kann. Anhand von quantitativen Untersuchungen zu Chipfla¨chen-
und Leistungsbedarf einer 0,18µm CMOS-Standardzellenrealisierung der ARRIVE Architektur-
Fallstudie wird ersichtlich, daß durch Einsatz eines einfachen RISC Mikroprozessors erweitert
um einen rekonfigurierbaren DSP-Datenpfad eine gute Ausnutzung der vorhandenen Applika-
tionsparallelita¨t verbunden mit einem deutlichem Performancegewinn bei gleichzeitig geringem
Chipfla¨chen- und Leistungsbedarf erreichbar ist. Als Quelle des ermittelten und dargestellten Lei-
stungsbedarfs dient dabei eine basierend auf repra¨sentativen DSP Benchmark-Algorithmen durch-
gefu¨hrte Power-Simulation des Chip-Layouts.
1 Motivation
Der aktuelle Entwicklungstrend im Bereich eingebetteteter Prozessorkerne ist - ebenso wie in der
Doma¨ne der Desktop-Prozessoren - gekennzeichnet durch sta¨ndig steigende Core-Taktfrequenzen,
um die notwendige Performance insbesondere bei der Echtzeitverarbeitung von Datenstro¨men zu
erzielen. Eine etablierte Technik zur Leistungssteigerung durch Taktfrequenzerho¨hung stellt dabei
die Vergro¨ßerung der Pipeline-Tiefe dar. Diese Technik ist im Bereich eingebetteter Prozessorker-
ne - bedingt durch den zusa¨tzlichen Chipfla¨chen- und Leistungsbedarf der Pipeline-Register so-
wie Logik fu¨r Forwarding und Branch-Prediction - nur in begrenztem Maße einsetzbar. Gleiches
gilt fu¨r die Realisierung superskalarer Verarbeitungseinheiten, welche durch Diskrepanzen zwi-
schen vorhandener und nutzbarer Applikationsparallelita¨t ha¨ufig nicht effektiv arbeiten ko¨nnen.
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Abbildung 1: Datenpfadarchitektur
Die Hauptzielstellung beim Entwurf bezu¨glich Performance-, Chipfla¨che- und Leistungsbedarf
effizienter eingebetteter Prozessorkerne besteht daher in einer besseren Ausnutzung der Appli-
kationsparallelita¨t bei gleichzeitig vergleichsweise geringer Pipelinetiefe und Taktfrequenz. Als
Nebeneffekt werden die Timing-Anforderungen an die Befehlsspeicherschnittstelle ebenfalls deut-
lich verringert. Eine vielversprechende Realisierungsvariante stellen dabei Datenpfaderweiterun-
gen dar, welche komplexe arithmetische Operationen - meist aus dem Bereich der digitalen Si-
gnalverarbeitung - in einem Prozessorbefehl verarbeiten ko¨nnen (Befehlssatzerweiterung). Diese
Erweiterungen werden mittlerweile von nahezu allen Herstellern eingebetteter Prozessoren ange-
boten [5, 6], jedoch bieten sie aufgrund fest-verdrahteter Operationen und Datenformate meist
nur begrenzte Einsatzmo¨glichen [7]. Des weiteren fu¨hrt die alleinige Beschleunigung von Ver-
arbeitungsoperationen zu einem Speichertransferengpaß. In unserem Beitrag mo¨chten daher wir
ein dynamisch rekonfigurierbares Datenpfadmodell vorstellen, welches in der Lage ist, sowohl
Verarbeitungs- als auch Transferoperationen flexibel und effizient auszufu¨hren.
2 Datenpfadmodell
Das Datenpfadmodell umfaßt einen ARMv4-kompatiblen RISC-Prozessorkern [1], der um zwei
grobgranular rekonfigurierbare Funktionseinheiten (RFUs) erweitert wurde (Abbildung 1).
Die zusa¨tzlichen Datenpfade ermo¨glichen die optimierte Abarbeitung von DSP-Funktionen.
Hauptentwurfsziele waren dabei die Unterstu¨tzung von Verarbeitungsparallelita¨t auf arithmetisch-
logischer Ebene sowie Transferparallelita¨t. Im einzelnen beinhalten die zusa¨tzlichen Datenpfade
ein Kontext-gesteuertes rekonfigurierbares ALU-Feld (RALU) sowie eine Kontext-gesteuerte
Load/Store Einheit (LSU). Durch einen zusa¨tzlichen Read/Write-Port ist der DSP-Datenpfad
mit den unteren acht Registern des RISC-Kerns gekoppelt, wodurch eine ausreichend enge
Datenpfadkopplung auch in Fa¨llen paralleler Arbeitsweise aller Funktionsblo¨cke gewa¨hrleistet
ist (globale Datenregister). Neben dieser Zugriffsmo¨glichkeit auf die RISC-Prozessorregister
verfu¨gen die rekonfigurierbaren Verarbeitungseinheiten u¨ber zusa¨tzliche lokale Datenregister.
Um der Bildung von Transferflaschenha¨lsen vorzubeugen, sind alle lokalen Datenregister parallel
nutzbar. Das Verarbeitungsprinzip ist dabei eng an das traditioneller VLIW-DSPs angelehnt, stellt
jedoch keine klassische Befehlssatzerweiterung dar. Die Spezifikation der Verarbeitungs- und
Transferoperationen erfolgt vielmehr in Konfigurationskontexten. Die Abbildung von parallel
ausgefu¨hrten Operationen auf eine begrenzte Menge von Kontexten ist mo¨glich, da die Anzahl
von ha¨ufig ausgefu¨hrten Operationen in Performance-relevanten Schleifenkonstrukten ebenfalls
begrenzt ist. Die Aktivierung der Konfigurationsdaten erfolgt dabei durch einen Konfigurati-
onsmanager (CCM) anhand einer Tabelle, deren Kontexteintra¨ge um ein zusa¨tzliches Adreßfeld
erweitert wurden. Durch Vergleich dieser Adressen mit dem Befehlsza¨hler des RISC Prozessors
ko¨nnen somit Kontexte fu¨r die rekonfigurierbaren Funktionseinheiten (RALU, LSU) separat
ausgewa¨hlt werden (Content Addressable Memory). Die Realisierung des Datenpfadmodells
mittels dreistufiger Pipeline sorgt des weiteren fu¨r einen reibungslosen Daten- und Befehlsfluß
ohne zusa¨tzlichen Hardwareaufwand durch Forwarding-Notwendigkeit.
Das rekonfigurierbare ALU-Feld besteht aus 4×4 grobgranular Kontext-gesteuert rekon-
figurierbaren 16-Bit Verarbeitungselementen (PE). Die Eingangs- und Ausgangssignale der
Verarbeitungselemente werden innerhalb des Feldes u¨ber konfigurierbare Multiplexer-Schalter
horizontal verteilt, wa¨hrend eine vertikale Verbindung nur durch die Verarbeitungselemente selbst
mo¨glich ist. Insgesamt kann jedes Verarbeitungselement 48 verschiedene arithmetisch-logische
Funktionen ausfu¨hren, wobei auch eine Bypass-Operation zur Signalweiterleitung integriert
wurde. Eine zusa¨tzliche Carry-Logik dient der Nutzung von verketteten Operationen zu einem
Vielfachen der Verarbeitungsbreite eines einzelnen Elements. Zusa¨tzliche Datenregister in den
Verarbeitungselementen gestatten die Organisation von Pipelines. Die Quelloperanden (Einga¨nge
der ersten Zeile) des Feldes werden vom lokalen Registersatz u¨ber einen Bus zur Verfu¨gung
gestellt, wa¨hrend die Zieloperanden (Ausga¨nge der letzten Zeile) u¨ber einen weiteren Bus in
diesen zuru¨ckgeschrieben werden.
Die Load/Store Einheit (LSU) stellt eine flexible und skalierbare Schnittstelle zu lokalen
Datenspeichern zur Verfu¨gung. Sie ermo¨glicht das parallele Laden und Speichern der lokalen
Datenregister u¨ber die Quell- und Zielregisterbusse. Spezielle DSP-Adressierungsmodi wie
Post-Inkrement/-Dekrement mit Offset und Adreß-Write-Back erleichtern den Transfer von
Datenblo¨cken.
Der Konfigurationsmanager (CCM) vergleicht sta¨ndig den Wert des Fetch-Adreßregisters des
RISC-Prozessors mit den Adreßeintra¨gen der Kontexttabelle. Jeder Eintrag spezifiziert dabei einen
RALU- sowie einen LSU-Kontext, der parallel zur Ausfu¨hrung eines RISC-Prozessorbefehls
aktiviert wird. Im Falle einer ¨Ubereinstimmung werden die Daten zur Aktivierung der Kontexte
u¨ber spezielle Busse zu den rekonfigurierbaren Einheiten transferiert. Durch die Anwendung
dieses Verfahrens werden die beim Start der Applikation in die lokalen Konfigurationsregister
geladenen Operationen parallel ausgefu¨hrt. Um eine Vereinfachung des Programmiermodells zu
erreichen, erfolgt die Aktivierung der Operationen genau wie beim RISC-Prozessor mittels einer
dreistufigen Pipeline, womit die Ausfu¨hrung der rekonfigurierbaren Operationen genau in der
Execution-Phase des aktivierenden RISC-Befehles erfolgt.
Die verwendete Realisierungsvariante stellt einen Spezialfall des ARRIVE Architekturmodells
dar, welches detailliert in [2] dargestellt ist.
3 ASIC Entwurfsablauf
Der Entwurf wurde mit Hilfe des am Lehrstuhl fu¨r Hochparallele VLSI-Systeme und Neuro-
mikroelektronik der TU Dresden vorhandenen Entwurfsflusses und den dort im Rahmen des
Europractice Programmes verwendeten ASIC Bibliotheken durchgefu¨hrt. Den Ausgangspunkt
des ASIC Entwurfes bildete ein synthesefa¨higes VHDL-Modell, dessen korrekte Arbeitsweise
bereits mittels eines FPGA-Prototypen verifiziert wurde [3]. Folgende ASIC Bibliotheken und
Entwurfswerkzeuge kamen zum Einsatz:
VHDL-Synthese: Synopsys Design Compiler
Netzlistensimulation: Cadence NC-Sim
ASIC-Layout: Cadence Encounter
Powersimulation: Cadence Encounter/Synopsys PrimePower
Prozeß: UMC 6 Metallebenen 0.18µm 1.8V CMOS [8]
Bibliothek: UMC 0.18µm Standardzellenbibliothek [9]
Abbildung 2: ASIC Layout
Das resultierende Layout beno¨tigt eine Chipfla¨che von 4.9×4.09mm=20mm2 und ist ein Abbil-
dung 2 dargestellt. Den gro¨ßten Teil (12mm2) beno¨tigen die 32-Bit SRAM Speicherblo¨che fu¨r den
RISC Controller sowie die Load/Store-Einheiten (je 64 KByte). Die eigentliche Kern-Chipfla¨che
(8mm2) wird zu 50% vom RALU-Array belegt, wa¨hrend der RISC Controller nur etwa 1mm2
Chipfla¨che beansprucht.
4 Leistungsbewertung
Tabelle 1 faßt die Ergebnisse der funktionalen Simulation sowie der Powersimulation zusammen.
Die Leistungsverbrauchsdaten des zu Vergleichszwecken herangezogenen, ebenfalls in einem
0,18µm CMOS Prozeß gefertigten ARM922T Prozessorkerns sind aus [4] entnommen. Die dort
angefu¨hrten Gro¨ßen stellen Durchschnittswerte dar, wa¨hrend die ermittelten ARRIVE Daten den
realen Leistungsverbrauch widerspiegeln. Die maximale mo¨glich Taktfrequenz wird hauptsa¨chlich
durch die verwendete Pipelinetiefe sowie durch die Anordnung der Nutzoperationen im RALU-
Feld bestimmt. In letzterem Fall la¨ßt sich die ungu¨nstigste Anordnung (la¨ngster kritischer Pfad)
durch zeilenweise Anordnung von Operation mit ¨Ubertragsnutzung innerhalb der Verarbeitungs-
elemente konstruieren. Eine solche Anordnung ist fu¨r die im Rahmen dieses Beitrags untersuchten
Benchmark-Algorithmen jedoch nicht relevant, sodaß die in den Verarbeitungselementen vorhan-
denen Pipeline-Register nicht zur Anwendung kommen.
Benchmark Taktzyklen Leistungsverbrauch (mW)
ARM922T ARRIVE ARM922T ARRIVE
FIR Filter (Tap) 9.5 0.25 ≈ 200 591
IIR Filter (Biquad) 59.7 2 ≈ 200 656
FFT Radix-2 (512pt.) 99608 5100 ≈ 200 523
Tabelle 1: Benchmark: Taktzyklen und Leistungsverbrauch
Die in der Timing-Simulation des Chip-Layouts (Netzliste mit Timing Back-Annotation) er-
reichte ARRIVE Taktfrequenz lag bei 100MHz. Unter der Annahme, daß der ARM922T Prozes-
sorkern mit 200MHz betrieben werden kann [4], dann ergibt sich daraus ein 9 bis 19facher Perfor-
mancegewinn zugunsten des ARRIVE Chip-Layouts. Entsprechend den Angaben in [4] kann wei-
terhin eine na¨herungsweise Verdopplung des Chipfla¨chenbedarfes beim vorliegenden ARRIVE
Layout (20 mm2) gegenu¨ber dem ARM922T Kern (8.1 mm2) angenommen werden.
5 Zusammenfassung und Ausblick
Ziel unseres Beitrag war das Aufzeigen der Leistungsfa¨higkeit von dynamisch rekonfigurierbaren
DSP-Datenpfaden bei gleichzeitig geringem Ressourcenbedarf. Durch die simulative Evaluation
eines auf einem 0.18µm CMOS-Prozeß basierenden Chip-Layouts der ARRIVE Architektur konn-
ten dabei Erkenntnisse zum Chipfla¨chenbedarf und Leistungsverbrauch gewonnen werden. Trotz
einer durch die begrenzen Anzahl getesteter Benchmark-Applikationen eingeschra¨nkten Aussa-
gekraft der Benchmark-Ergebnisse kann aufgrund vorangegangener Untersuchungen [3] davon
ausgegangen werden, daß der erzielbare Performancegewinn durch den Einsatz dynamisch rekon-
figurierbarer DSP-Datenpfade um ein vielfaches gro¨ßer als der Anstieg des Chipfla¨chenbedarfes
und des Leistungsverbrauches ist. Weitergehende Arbeiten haben daher vor allem eine detaillier-
tere Untersuchung weiterer Applikationen zum Ziel.
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