In this paper, we suggest the generalization of an Arabic Spoken Language Understanding (SLU) system in a multi-domain humanmachine dialog. We are interested particularly in domain portability of SLU system related to both structured (DBMS) and unstructured data (Information Extraction), related to four domains. In this work, we used the thematic approach for four domains which are School Management, Medical Diagnostics, Consultation domain and Question-Answering domain (DAWQAS). We should note that two kinds of classifiers are used in our experiments: sta-
Introduction
With the increasing spread of internet content, there is a mutually growing number of web applications pushing human being in a race against time to exploit and to master all of these applications. In such a situation, a human-machine dialogue system is needed to assist humans for acquiring information efficiently and accurately. However, the existing dialogue systems cannot cover all application domains. That is why, we tackle in this paper the multi-domain task. We should note that a little initial work with regard to the multi-domain problem has been presented in (Minker, 1998; Liu and Lane, 2016) , which remains an open issue. We have witnessed recently a renewed interest in the extension of application domain, where some systems use Latent Semantic Mapping (LSM) for the identification of any abrupt change towards another application (Nakano et al., 2011) . In other works, a Markovian decision-making process was considered for the selection of an application among several ones (Wang et al.) or the extension to a new application in the Web (Komatani et al., 2008) . While in ), a study related to comparable applications (within the same domain) has been conducted. In the case of more than two applications, we can mention task-based applications (where the dialogue is finalized and specific to a given domain) as presented in or managing specific applications of the Web (Jiang et al., 2014) . In (Jaech et al., 2016; Chelba and Acero, 2006; Daumé-III, 2007; Daumé-III and Marcu, 2006) , the principle of adaptation from application to another has been applied, where the system is trained in the first application and tested in the second one (Daumé-III and Jagarlamudi, 2011; Kim and Sarikaya, 2015) . The majority of researches done on multi-domain are dealing with domains structured within DBMS (Lefevre et al., 2012) such as (Information on the schedules of trains, planes, tourism, car navigation, weather information, Guide of TV program, chat, etc). We aim to provide a portable system, with minimal intervention from experts, across four domains. Three domains are based on information extraction, which are Medical Diagnostic, Diverse Consultation and Question-Answering (DAWQAS) 1 domains (Ismail and Homsi, 2018) , in addition to the University Schooling Management domain which is based on database information retrieval. In this paper, we first present, in section 2, an SLU system based on thematic approach, followed by a description of the feature selection process as well as the dataset we prepared. In section 3, we present experiments and the corresponding results, and we conclude in section 4. 
DBMS

Spoken Language Understanding
The SLU system is based on some of the cognitive properties of humans which is tendency to understand an utterance in two different ways: Slot Filling and Intent Identification. Note that Slot Filling consists in identifying significant terms of this utterance followed by the identification of relationships between these terms, which leads him to understand the meaning of the utterance. While Intent Identification aims to identify the subject of the utterance without understanding the words one by one. In this work, we adopt Intent Identification to implement the SLU system, using text categorization (Lichouri et al., 2015 (Lichouri et al., , 2018b . The techniques used include statistical and neural methods: Multinomial Naive Bayes(MNB), Bernoulli Naive Bayes(BNB), Logistic Regression, Stochastic Gradient Descent(SGD), Passive Aggressive Classifier, Perceptron, Linear Support Vector Classification(LSVC) and Convolutional Neural Networks(CNN).
Feature Selection
We first processed the requests by removing all the punctuation. Then we conducted experiments, with and without stop words, in order to show the impact of Arabic stop words on intent identification which yields the request (sentence) intent. Second we used both word and character analyzers (Lichouri et al., 2018a) as an input to the vectorization process either by using TF-IDF for statistical classification or One hot encoder for CNN. We should note that we applied n-grams as features in the case of word analyzer.
Data acquisition and description
In this section, we will present a description of the corpus related to the four domains. For University Schooling Management which is a DBMS Information Retrieval Domain, We collected from around 300 students which formulated their requests to access their information from the education office. After discarding the repeated requests, we obtained a corpus made of 127 different requests expressed in French. The collected corpus, which was initially in French, was translated manually by experts to Arabic (?). Some examples of these queries are given in the and 63%. In addition, it is noticeable through results shown in tables 3, 4, 5 and 6 that it is unclear which features combination yields the best performance. For instance, the absence of stop words gives the best performance for SGD while it doesn't for other classifiers. As shown in table 3, in the case of School application, the best performance was achieved by the Perceptron classifier, with a perfect result by using a word analyzer with or without Arabic stop words. Whereas in table 4, for the medical application, the best result was performed by the SGD classifier, with an F1-score of 54% by also using the word analyzer and without removing the Arabic stop words. Table 5 shows results for the Consultations domain. Note that both SGD and Logistic Regression classifiers achieved the best F1-score of 74% by using word analyzer. The SGD has performed equally by using either a unigram or bigram as input for the word analyzer, where the Logistic Regression has performed better with the trigram as an input.
For the last application related to DAWQAS corpus, the best results have been achieved with both LSVC and Passive Aggressive classifiers with F1-score of 63%. The first one has achieved equally by either filtering or not the Arabic stop words in plus to applying the word analyzer with a unigram as input. For the latter classifier, the same analyzer was used but without filtering the By comparing the performance of the different classifiers for the four domains, we can conclude that (i) the Arabic Stop words change the meaning or intent of utterance according the task and the domain. (ii) There is no perfect classifier to perform an acceptable SLU portability across domains, especially for the Arabic language, which is known for its richness at the lexical level.(iii) There is not a perfect size for a corpus to be considered when porting to a new domain. Indeed, performance for Consult domain is better than DAWQAS though the Consult corpus is smaller.
Conclusion and Perspective
This paper is a modest contribution to the ongoing research about the generalization of a Spoken Language Understanding System in a multi-domain Human-Machine Dialog. To our knowledge, this is the first study to investigate the possibility of a portable SLU system across domains, especially for the Arabic Language. The findings were quite interesting since the F1 scores obtained from experiments to adapt the Schooling Management domain to Medical, Consultations and DAWQAS were 54%, 74% and 63%, respectively.
