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Abstract
The paper is devoted to the problem of erasure coding in distributed storage. We consider a model of
storage that assumes that nodes are organized into equally sized groups, called racks, that within each group the
nodes can communicate freely without taxing the system bandwidth, and that the only information transmission
that counts is the one between the racks. This assumption implies that the nodes within each of the racks
can collaborate before providing information to the failed node. The main emphasis of the paper is on code
construction for this storage model. We present an explicit family of MDS array codes that support recovery
of a single failed node from any number of helper racks using the minimum possible amount of inter-rack
communication (such codes are said to provide optimal repair). The codes are constructed over finite fields of
size comparable to the code length.
We also derive a bound on the number of symbols accessed at helper nodes for the purposes of repair, and
construct a code family that approaches this bound, while still maintaining the optimal repair property.
Finally, we present a construction of scalar Reed-Solomon codes that support optimal repair for the rack-
oriented storage model.
I. Introduction
Erasure codes increase reliability and efficiency of distributed storage by supporting the recovery of the data
on failed nodes under the restriction of low repair bandwidth, i.e., limited amount of information downloaded
from other nodes for the purposes of the repair. This problem was initially introduced in the well-known paper
[5] which cast the capacity problem of distributed storage as a network coding problem where the necessary
conditions for the repair of failed nodes were derived by considering the information flow in the network that
occurred in the course of repair. These conditions imply a bound on the minimum number of symbols required
for repair of a single failed node, which is known as the cut-set bound on the repair bandwidth. Paper [5] further
considered a variety of data coding schemes that optimize either storage or repair bandwidth, as well as the
tradeoff between these two quantities. In this paper we limit ourselves to minimum-storage regenerating (MSR)
codes, or, equivalently, to MDS codes with optimal repair. We further restrict our attention to the task of exact
repair as opposed to mode general functional repair [5].
Initially the repair problem was formulated for the so-called centralized repair model which assumes that the
failed nodes are repaired by a single data collector that receives information from the helper nodes and performs
the recovery within a single location, having full access to all the downloaded information and the intermediate
results of the calculations [4], [17], [28]. Another well-known model assumes cooperative repair, when the failed
nodes are restored at different physical locations, and the information downloaded to each of them as well as
the exchange of intermediate results between them are counted toward the overall repair bandwidth [11], [12],
[20], [29].
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2The problems of centralized and cooperative repair have been addressed in multiple recent papers, and
there are explicit constructions of optimal-repair regenerating codes that cover the entire range of admissible
parameters, require small-size ground alphabet compared to the length n of the encoding block, and attain the
smallest possible repair bandwidth [16], [23], [28], [19], [27], [30], [13] (more references are given in a recent
survey [2]). The availability of optimal constructions has motivated a shift of attention toward studying data
recovery not only under communication, but also connectivity constraints, in other words, storage models in
which communication cost between nodes differs depending on their location in the storage cluster. One of
the simple extensions from the basic setting of homogeneous storage suggests that the nodes are joined into
several groups (clusters), and repair of a node can be based on information from both the nodes within its own
group and from nodes in the other groups. This permits to differentiate between communication within the
cluster and the inter-cluster downloads, and the natural assumption is that the former is easier (contributes
less to the repair bandwidth) than the latter.
Erasure coding for clustered architectures was introduced several years ago and affords several variations.
One of the first questions analyzed for heterogeneous storage models was related to repair under the condition
that the system contains a group of nodes, downloading information from which contributes more to the
repair bandwidth than downloading the same amount of information from the other nodes [1]. Later works
[6], [14] observed that a more realistic version of non-homogeneous storage should assume that the cost
of downloading information depends on the relative location of the failed node in the system. In this case,
downloading information from the group that contains the failed node (also called the host group) contributes
less to the cost than inter-cluster downloads. The authors of [6], [14] have assumed that the storage is formed
of two clusters and derived versions of the cut-set bound for the minimum repair bandwidth. The two-cluster
model was further developed in recent papers [21], [22] which assumed that the encoded data is placed in a
number of clusters (generally more than two), and derived a cut-set type bound on the repair bandwidth for
this case. Moreover, [22] showed existence of optimal-repair codes for their model, and [21] gave an explicit
construction of MDS array codes of rate 1/2 for storage with two clusters. We also mention [15], [18], [26],
[28] which discuss other variations of clustered storage architectures and are less related to our work.
A. Rack-aware storage
The model that we address in this work assumes that k data blocks are encoded into a codeword of length
n = n¯u and stored across n nodes. The nodes are organized into n¯ groups, also called racks. Suppose that a
node has failed and call the rack that contains it the host rack. To perform the repair, the system downloads
information from the nodes in the host rack (called below local nodes), as well as information from the other
racks. The rack-oriented storage model is distinguished from the other clustered storage architectures in that
the information from nodes that share the same rack, can be processed before communicating it to the failed
node. Communication within the racks, including the host rack, does not incur any cost toward the repair
bandwidth. The main benefit of rack-aware coding is related to reducing the bandwidth required for repair
compared to coding for homogeneous storage.
This model was introduced in [9], [10]. Specifically, the authors of [9] derived a version of the cut-set bound
of [5] adapted for this case and showed existence of minimum-storage codes with optimal repair for the rack
model. A more expanded study of codes for this model, both for the minimum-storage and minimum-bandwidth
scenarios, was undertaken in a recent paper [8], which showed existence of codes with optimal repair bandwidth
for a wide range of parameters. At the same time, there are very few explicit constructions of MSR codes for
this model known in the literature. We mention [10] which presented such codes for 3 racks and for the case
when the number of parity symbols of the code r := n − k = n¯.
B. Main results
In this paper we present constructions of minimum-storage regenerating codes for the rack-aware storage
model that have optimal repair bandwidth and cover all admissible parameters, such as the code rate k/n, the
size and number of the racks. The only restriction that we assume is the natural condition that the racks are
of equal size u and that the codeword is written on n¯ racks such that u symbols of the field are placed on each
of them. This assumption is also consistent with the literature [8], [9].
3We present two families of MDS array codes that support optimal repair in the rack model. The first family
gives an explicit construction of optimal-bandwidth codes for repairing a single node from the nodes located in
d¯ helper racks for any ⌊k/u⌋ ≤ d¯ ≤ n¯−1. The underlying finite field of our construction is of size at most n2/u
where u is the size of the rack, and the node size (sub-packetization) equals l ≈ (d¯ − ku )
n/u. The construction
is phrased in terms of the parity-check equations of the code, as in [28], [30], and relies on the multiplicative
structure of the field to account for the rack model considered here.
The second code family constructed in this paper, in addition to optimal repair, addresses the question of
reducing the number of symbols accessed on each of the helper racks. The code construction is presented in two
steps. First, we present a new family of optimal-access codes for the standard repair problem (homogeneous
storage), constructing codes with arbitrary repair degree d, k ≤ d ≤ n−1 over a field F of size at least d−k+1.
These parameters are similar to optimal-access codes constructed in [28], and in fact require a slightly larger
field F . At the same time, the new construction can be modified for the rack model, resulting in codes with
low access.
We also present a family of (scalar) Reed-Solomon codes that can be optimally repaired in the rack model.
The construction is a modified version of the RS code family constructed in [25] for the case of homogeneous
storage.
Apart from the code constructions, we examine the structure of codes with optimal repair or optimal access
for the rack model. Because of intra-rack processing, the definition of optimal access is not as explicit as in
the homogeneous case. We prove a lower bound on the number of accessed symbols for codes that support
optimal repair. At the same time, the codes that we construct fall short of attaining this bound, and it is not
clear what is the correct value of this quantity.
Finally, we derive a lower bound on the node size for optimal-repair codes in the rack model, modifying for
this purpose the approach of the recent work [3], where a similar bound was proved for the homogeneous case.
II. Problem statement and structural lemmas
Assume that the data file of size M is divided into k blocks and encoded using an array code C of length n
over some finite field F . Each symbol of the codeword is represented by an l-dimensional vector over F and is
placed on a separate storage node. We assume that the code is MDS, i.e., the entire codeword can be recovered
from any k of its coordinates (from the encoding stored on any k out of the n nodes). According to the cut-set
bound of [5], the amount of information required for repair of a single node from d helper nodes satisfies the
inequality
β(n, k) ≥
dl
d − k + 1
, (1)
where k ≤ d ≤ n − 1.
Suppose that information is encoded with an MDS array code C of length n = n¯u over a finite field F. If the
size of the code is qkl , we refer to it as a C(n, k, l) code. The set of nodes [n] = {1, 2, . . . , n} is partitioned
into n¯ subsets (racks) of size u each. Accordingly, the coordinates of the codeword c ∈ C are partitioned into
segments of length u, and we label them as ct , t = 1, . . . , n, where t = (m − 1)u + j, 1 ≤ m ≤ n¯, 1 ≤ j ≤ u.
We do not distinguish between the nodes and the coordinates of the codeword, and refer to both of them as
nodes. Each node is an element in F l , and when needed, we denote its entries as ct,j , j = 1, . . . , l .
Denote by R ⊂ {1, . . . , n¯} the set of d¯ helper racks and let m∗ be the index of the host rack. To repair the
failed node, information is generated in the helper racks and is combined with the contents of the local nodes
to perform the repair. This is modeled by computing a linear function of the contents of the nodes within each
helper rack (the function depends on the contents of all the nodes in the rack, and can in principle also depend
on the rack index), and sending this information to rack m∗.
Definition II.1 (Repair scheme). Let C(n, k, l) be an array code. Suppose that node cm∗u+j∗ is erased (has
failed). To recover the lost data, we rely on the values of the symbols in coordinates ciu+j , where i ∈ R and
j = 1, . . . , u. A repair scheme S with repair degree d¯ ≤ n¯−1 is formed of d¯ functions fi : F
ul → F βi , t = 1, . . . , d¯
and a function g : F
∑d¯
i∈R βi × F (u−1)l → F l . For a given i ∈ R the function fi maps c
(i) (the nodes in rack i)
4to some βi symbols of F. The function g accepts these symbols together with the available nodes in the host
rack as arguments, and returns the value of the failed node:
g({fi(ciu+j , 1 ≤ j ≤ u), i ∈ R}, {cm∗u+j , j ∈ {1, . . . , u}\{j
∗}}) = cm∗u+j∗ .
In general the function fi , i ∈ R depends on i , m
∗ and j∗, and the function g depends on R, m∗, j∗.
The quantity β(R, m∗, j∗) =
∑
i∈R βi is called the repair bandwidth of the node cm∗u+j∗ from the helper racks
in R and from the available nodes in the host rack m∗.
The repair scheme can be defined in a more general way: for instance, each of the functions fit that form
the information downloaded by the failed node could depend on the entire set R, and the dependence of the
function g on R could be not just through the downloaded information. At the same time, all our results as
well as all the results in the earlier literature are well described by this definition, which therefore suffices for
our purposes. If the functions fit , g are F -linear, the repair scheme itself is called linear. Only such schemes will
be considered below.
Let
β(n, k, u) := min
C⊂F nl
max
R,m∗,j∗
β(R, m∗, j∗)
where the minimum is taken over all (n,M = qkl) MDS array codes and the maximum over the index of the
host rack, the failed node in the rack, and the choice of the set of the helper racks R. To rule out the trivial
case, we assume throughout that k ≥ u.
A. Optimal repair
Suppose that k = k¯u + v , where 0 ≤ v ≤ u − 1. A necessary condition for successful repair of a single
node is given by a version of the cut-set bound [9], [8] which states that for any (n, k, l) MDS array code, the
(inter-rack) repair bandwidth is at least
β(n, k, u) ≥
d¯ l
d¯ − k¯ + 1
(2)
The code that attains this bound with equality is said to have the optimal repair property.
The arguments below are based on the following obvious (and well-known) observation.
Lemma II.2. Let C(n, k, l) be an MDS array code. Suppose that a failed node is repaired using a set I, |I| = d
of helper nodes. The number of symbols of F downloaded for the repair task from any subset I ′ ⊂ I of size
|I ′| = d − k + 1 is at least l .
To prove this it suffices to observe that, because of the MDS property, no subset of k − 1 nodes carries any
information about the value of any other node.
We note that this lemma applies to the rack model (i.e., allowing processing of the information obtained
from the nodes in I). It also applies if the count of downloaded symbols is replaced by the count of symbols
accessed on the helper nodes.
The next statement, called the uniform download property, is well known for the case of homogeneous
storage. Its proof for the rack-aware storage is not much different, and is given for completeness in Appendix
A.
Proposition II.3. Let C be an MSR code and suppose that k¯ > 1. Let R be the set of helper racks used to
repair a single failed node. Then βi = l/(d¯ − k¯ + 1), i ∈ R.
We note that both the bound (2) and this proposition can be generalized to the case of 2 ≤ h ≤ r failed
nodes located on the same rack without any difficulty; for instance, the bound takes the form β ≥ hd¯ l
d¯−k¯+1
.
Next, observe that if k is divisible by the rack size u, then any MSR code for the standard model will be
optimal for the rack model, i.e., cooperation between the nodes within the rack does not help to reduce the
repair bandwidth (this has been first observed in [8, Thm. 4]).
Proposition II.4. Let k = k¯u, and let C be an MSR code of length n = n¯u with optimal repair of a single node
for the homogeneous storage model. Then C attains the cut-set bound (2) for repair of any single node in the
rack-aware model.
5Proof: Take an MSR code of length n and assume that v = 0. Suppose that the number of helper nodes is
d , and this includes the u−1 local nodes. By (1), the repair bandwidth necessary equals dd−k+1 l . In accordance
with the model, take d = d¯u + (u − 1), then
d
d − k + 1
l =
( d¯
d¯ − k¯ + 1
+
u − 1
d − k + 1
)
l (3)
and this achieves the bound (2) if the second term is discounted (which is possible because of the uniform
download property and because intra-rack communication is free).
Note that in the case of v 6= 0, optimal codes for the rack model perform repair using a strictly smaller
repair bandwidth than optimal codes for the homogeneous model. This also suggests that the number of
symbols downloaded from a helper rack is strictly smaller than the number of accessed symbols, i.e., intra-rack
processing is necessary for optimal repair (this will be made rigorous once we establish Prop. II.6 below).
For reader’s convenience, let us summarize the code parameters: We consider (n, k, l) array codes used in a
system where the nodes are arranged in racks of size u. The codes are designed to repair a single node. We
further assume that n = n¯u, k = k¯u + v , where 0 < v ≤ u − 1, and the number of helper racks is d¯ , where
k¯ ≤ d¯ ≤ n¯− 1. We also use the notation r = n− k, r¯ = n¯− k¯ for the number of parity nodes and parity racks,
respectively. Finally, to shorten the formulas we denote
s = d − k + 1, s¯ = d¯ − k¯ + 1,
where d is the total number of helper nodes accessed for repair, and d¯ is the repair degree, i.e., number of
helper racks (not counting the host rack).
B. Optimal access
Some of the constructions of codes for the homogeneous case have the additional property that the infor-
mation accessed on the helper nodes is the same as the information that is downloaded by the helper node
(no processing is performed before downloading). This property, also called repair by transfer, reduces the
implementation overhead, and is therefore desirable in the code construction. Structure and constructions of
optimal access (OA) codes for the homogeneous case were addressed in [24], [27], [30] among others.
Definition II.5. Let C(n = n¯u, k, l) be a code that supports optimal repair of a single failed node with repair
degree d¯ . Suppose that each of the helper racks provides l/s¯ field symbols and these symbols are generated by
accessing the smallest possible number of symbols of the nodes in the rack. In this case we say that C has the
OA property.
To motivate this definition, we draw an analogy with the homogeneous case. In this case, on account of the
bound (1) and the uniform download property, the system accesses l/s symbols at each of the helper nodes,
and these symbols are downloaded to accomplish the repair. As a consequence, a group of u > 1 helper nodes
provides ul/s symbols. This observation also extends to the rack-aware model in the case that u|k. Indeed, in
this case the number of symbols downloaded from, and accessed on, each rack equals l/s¯ = ul/s.
In the next proposition (proved in Appendix B) we derive a lower bound on the number of accessed symbols
and establish the uniform access condition.
Proposition II.6. Let C be an (n, k, l) optimal-repair MDS array code for the rack model with repair degree
d¯ ≥ k¯ + 1 and u ≤ k. The number of symbols accessed on the helper racks for repair of a single node satisfies
α ≥
d¯ul
s
. (4)
Equality holds if and only if the number of symbols accessed on node e satisfies αm,e = l/s for all m ∈ R; e =
1, . . . , u.
As noted above, if u|k, the symbols accessed on the helper nodes can be downloaded without processing,
accounting for optimal repair. At the same time, if u ∤ k, and the code meets the bound (4), then processing
is necessary because d¯ul/s is strictly greater than the optimal bandwidth in (2).
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In this section we present a lower bound on the value of the node size in MSR codes for the rack model,
which will be implicitly assumed throughout without further mention. Similarly to [3], [24], we limit ourselves
to systematic codes and linear repair schemes. Let C be an (n = n¯u, k = k¯u, l) systematic optimal-access MSR
array code over F . Let A = (Ai j) be the ((n−k)l×kl) encoding matrix of C; in other words, the parity symbols
ck+i , i = 1 . . . , r = n − k are obtained from the data symbols cj , j = 1, . . . , k according to the relation
ck+i =
k∑
j=1
Ai ,jcj , (5)
where each Ai ,j is an l × l invertible matrix over F . Assume without loss of generality that the k systematic
nodes are located on racks 1, . . . , k¯ , called systematic racks below. Racks k¯ + 1, . . . , n¯ will be called parity
racks. Let cm = (c(m−1)u+1, . . . , cmu)
T be the data vector stored in the m-th rack, 1 ≤ m ≤ k¯ , where each
component is an l-vector over F. Suppose for definiteness that the failed node is located in rack m1, where
1 ≤ m1 ≤ k¯. Suppose further that the set of d¯ helper racks is formed of the remaining k¯ − 1 systematic racks
and some s¯ = d¯ − k¯ + 1 parity racks.
We assume throughout that the repair scheme is independent of the index of the failed node in its rack.
The main result of this section is given in the following theorem, whose proof is modeled on the result of [3].
Theorem II.7. Let C be an (n = n¯u, k = k¯u, l) optimal-access MSR array code, k ≥ u, and let d¯ , k¯ ≤ d¯ ≤ n¯−1
be the size of the helper set H. Suppose further that there is a linear repair scheme that supports repair of a
single failed node from any d¯ helper racks.
(a) Suppose that the repair scheme depends on the choice of the helper racks as well as on the index of the
host rack. Then
l ≥ min{s¯(n¯−1)/s , s¯ k¯−1}, (6)
where s¯ = d¯ − k¯ + 1 and s = s¯u.
(b) Suppose that the repair scheme depends on the index of the host rack but not on the choice of the
helper racks, then
l ≥ min{s¯ n¯/s , s¯ k¯−1}. (7)
A proof of this theorem is given in the Appendix. Here let us make the following remark. The theorem
is proved under the assumption that u|k, in which case any optimal-access MSR code for the homogeneous
storage model supports optimal repair for the rack model. The smallest possible value of sub-packetization for
such codes is l = r ⌈
n−1
r
⌉ [3], [30]. Thus, this theorem says that it is possible that there exist optimal-access
rack codes that have smaller node size than OA codes for homogeneous storage even in the case when k is a
multiple of u.
III. Rack-aware codes with optimal repair for all parameters
Let s¯ = d¯ − k¯ + 1 and let F, |F | > s¯n be a finite field. The code that we construct is formed as an F -
linear array MDS code C of length n, dimension k, and sub-packetization l = s¯ n¯. We denote a codeword of
C by (c1, c2, . . . , cn), where ci = (ci ,1, . . . , ci ,l) for all i = 1, . . . , n. Suppose that s¯n | (|F | − 1) and let λ ∈ F
be an element of multiplicative order s¯n. Finally, given j ∈ {0, 1, . . . l − 1}, consider the base s¯ expansion
j = (jn¯, jn¯−1, . . . , j1) and let
j(p, a) := (jn¯, . . . , jp+1, a, jp−1, . . . , j1), (8)
where 0 ≤ a ≤ s¯ − 1.
Construction III.1. Define an (n, k, l = s¯ n¯) code C = {c = (ci ,j)1≤i≤n;0≤j≤l−1} defined by the following set of r l
parity-check equations over F :
n¯∑
e=1
λt((e−1)s¯+je)
u∑
i=1
λt(i−1)s¯ n¯c(e−1)u+i ,j = 0 (9)
7for all t = 0, . . . , r − 1; j = 0, . . . , l − 1.
We will show that the code defined in (9) is an MDS code that has the smallest possible repair bandwidth
according to the bound (2). Before stating the main theorem that proves these claims let us comment on the
origin as well as the new elements in this construction. The code is formed of two levels, the algebraic one, which
accounts for the repair of a node in any fixed rack, and a stacking construction which makes the code universal
(i.e., rack-independent). The first of these two levels was originally introduced in the MSR code construction
in [28] and then developed in [30] to account for cooperation between the failed nodes. Here we expand on this
idea by permitting the nodes within each of the racks to cooperate before passing on the information to the
repair center. This is made possible by exploiting the multiplicative structure of the field F , and represents a
new idea introduced in this work.
The second component, which accounts for the universality property, has been isolated and discussed in [29,
Sec. V.C] (where it was called the ⊙ operation), and is by now standard. It is based on the idea of representing
the index j of the node coordinate as an s¯-ary number, and we do not spend much space on it here.
Theorem III.1. Let k¯ ≤ d¯ ≤ n¯ − 1. The (n, k, l = s¯ n¯) code C defined by the parity-check equations (9) is
an MDS code that supports optimal repair of any single node from any d¯ helper racks, under the rack-aware
storage model.
Proof: We begin with proving the part of the claim about the repair properties of the code C. Suppose
that the index of the rack that contains the failed node is p ∈ {1, . . . , n¯}. We have r¯ u = r + v and since
1 ≤ v ≤ u − 1, (r¯ − 1)u < r − 1. Rewriting (9), we have:
λt((p−1)s¯+jp)
u∑
i=1
λt(i−1)s¯ n¯c(p−1)u+i ,j
= −
n¯∑
e=1
e 6=p
λt((e−1)s¯+je)
u∑
i=1
λt(i−1)s¯ n¯c(e−1)u+i ,j (10)
for all t = 0, . . . , r − 1; j = 0, . . . , l − 1. We will use a subset of the parity-check equations with indices t of
the form t = wu :
λ((p−1)s¯+jp)wu
n∑
i=1
c(p−1)u+i ,j = −
∑
e 6=p
λ((e−1)s¯+je)wu
u∑
i=1
c(e−1)u+i ,j (11)
for all j = 0, . . . , l − 1;w = 0, 1, . . . , r¯ − 1, where we have used the fact that λs¯n = 1. Denoting α = λu and
summing these equations on jp = 0, 1, . . . , s¯ − 1, we obtain the following set of conditions:
s¯−1∑
jp=0
α((p−1)s¯+jp)w
u∑
i=1
c(p−1)u+i ,j = −
∑
e 6=p
α((e−1)s¯+je)w
s¯−1∑
jp=0
u∑
i=1
c(e−1)u+i ,j (12)
for all w = 0, 1, . . . , r¯ − 1 and all jn¯, . . . , jp+1, jp−1, . . . , j1, where each of the j ’s ranges over {0, 1, . . . , s¯ − 1}.
Let R = {q1, . . . , qd¯} be the set of helper racks and let [n¯] \ R = {p, p1, . . . , pr¯−s¯}. Then (12) can be written
as follows:
s¯−1∑
jp=0
α((p−1)s¯+jp)w
u∑
i=1
c(p−1)u+i ,j +
∑
a∈[n¯]\R
a 6=p
α((a−1)s¯+ja)w
s¯−1∑
jp=0
u∑
i=1
c(a−1)u+i ,j
= −
∑
b∈R
α((b−1)s¯+jb)w
s¯−1∑
jp=0
u∑
i=1
c(b−1)u+i ,j . (13)
In matrix form these equations are shown in (14) above, where
σe,j(p,0) :=
s¯−1∑
jp=0
u∑
i=1
c(e−1)u+i ,j , e = 1, . . . , n¯,
8

1 . . . 1 1 . . . 1
α
s¯(p−1)
. . . α
s¯(p−1)+s¯−1
α
s¯(p1−1)+jp1 . . . α
s¯(pr¯−s¯−1)+jpr¯−s¯
...
...
...
...
...
...
(αs¯(p−1))r¯−1 . . . (αs¯(p−1)+s¯−1)r¯−1 (αs¯(p1−1)+jp1 )r¯−1 . . . (αs¯(pr¯−s¯−1)+jpr¯−s¯ )r¯−1




∑u
i=1 c(p−1)u+i ,j(p,0)
...∑u
i=1 c(p−1)u+i ,j(p,s¯−1)
σp1,j(p,0)
...
σpr¯−s¯ ,j(p,0)


= −


1 . . . 1
α
s¯(q1−1)+jq1 . . . α
s¯(qd¯−1)+jqd¯
...
...
...
α
(s¯(q1−1)+jq1 )(r¯−1) . . . α
(s¯(qd¯−1)+jqd¯
)(r¯−1)




σq1,j(p,0)
...
σqd¯ ,j(p,0)

 (14)
and j is as given above after (12).
We claim that Equations (14) suffice to recover one failed node in rack p. Indeed, suppose that the d¯-
dimensional vector on the right-hand side of (14) is made available to the failed node by transmitting one
symbol of F from each of the helper racks. Let us check that the matrix on the left-hand side is Vandermonde,
i.e., that the defining elements in the second row are distinct. To see this, note that ord(α) = s¯ n¯, and the
maximum degree of α in the set {αs¯(e−1)+m, m = 0, . . . , s¯ − 1; a = 1, . . . , n¯} is
s¯(n¯ − 1) + s¯ − 1 < s¯n¯.
Moreover, the first s¯ coordinates of the multiplier vector on the left-hand side of (14)
( u∑
i=1
c(p−1)u+i ,j(p,0), . . . ,
u∑
i=1
c(p−1)u+i ,j(p,r¯−1)
)T
contain only one unknown term which corresponds to the failed node. Thus, if the values c(p−1)u+i ,j(p,0) of all
the functional local nodes are made available to the failed node (recall that this does not count toward the
repair bandwidth), then system (14) can be solved to find the entries of the missing node. This calculation is
repeated s¯ n¯−1 times for each assignment of the values jn¯, . . . , jp+1, jp−1, . . . , j1, thereby completing the repair
procedure.
Let us compute the inter-rack repair bandwidth of the described procedure. To repair the entries of the single
failed node in the pth rack with indices in the subset {j(p, a), a = 0, 1, . . . , s¯ − 1} we download one symbol
of F from each of the d¯ helper racks. There are s¯ n¯−1 subsets of the above form, and thus the total repair
bandwidth is
d¯ s¯ n¯−1 =
d¯ l
s¯
,
proving the optimality claim of the code according to (2).
Finally let us prove that the code C is MDS. This is immediate upon observing that each subset of parity-
check equations isolated by fixing the value of j = 0, 1, . . . , l − 1 defines an MDS code. To check this, observe
that the set of rows of the parity-check matrix of C for a fixed value j = (jn¯, . . . , j1) forms a set of parities of
a generalized Reed-Solomon codes (i.e., each column is a set of powers of an element of F ), and the defining
row of this set of parities is
|λj1 , λj1+s¯ n¯, . . . , λj1+(u−1)s¯ n¯|λj2+s¯ ,λj2+s¯(1+n¯), . . . , λj2+s¯(1+(u−1)n¯)|
. . . |λjn¯+s¯(n¯−1), λjn¯+s¯(2n¯−1), . . . , λjn¯+s¯(n¯−1+(u−1)n¯)| (15)
where each group between the vertical bars corresponds to a fixed value of s = 1, . . . , n¯ in (9). It suffices to
show that all these elements are distinct or that these groups do not overlap. Note that the largest power in
(15) is
jn¯ + s¯(n¯ − 1 + (u − 1)n¯) ≤ s¯ − 1 + un¯s¯ − s¯ < s¯n = ord(λ). (16)
9Now consider two groups and let their numbers be a and b, where 1 ≤ b < a ≤ n¯. Then the difference between
the exponents of the first elements in the two groups is
(a− b)s¯ + (ja − jb) ≥ 1
so the first elements are obviously distinct. Further, the exponents of the elements in each of the groups are
obtained by adding a multiple of s¯ n¯ to the exponent of the first element, which together with (16) implies that
the groups are disjoint. This shows that the code C is MDS, and the proof is complete.
We remark that the repair procedure relies on a subset of the parity-check equations of the code C. Namely,
the only rows of the parity-check matrix that we use are the rows whose numbers are integer multiples of the
size of the rack u. It suffices to use only these parities because the assumptions of the rack model are relaxed
compared to the standard definition of regenerating codes. The remaining parities support the MDS property
of the code C and do not contribute to the repair procedure.
In Sec. IV-B we construct codes with somewhat better parameters than the codes given by Construction III.1.
Specifically, the smallest field size required for the code family in Sec. IV-B is n+ s¯−1 (as opposed to s¯n), and
the repair procedure accesses fewer symbols on the helper nodes than the procedure presented in the above
proof. At the same time, the codes presented in this section have the optimal update property. Namely, a
codeword of the code C can be viewed as an l × n array, and for a given row index j ∈ {1, . . . , l − 1} the n
symbols are encoded with a generalized RS code independently of the other rows. Thus, if some k symbols are
taken as information symbols, then the change of one symbol in the data requires to change r parity symbols,
which is also the smallest possible number [24]. At the same time, the codes in the family of Sec. IV-B do not
have optimal update, and are in this respect inferior to the present construction.
IV. Low-access codes for the rack model
This section aims at constructing an optimal-repair MSR code for the rack model that accesses a reduced
number of symbols on the nodes in the helper racks. Our presentation is formed of two parts. In the first part
we construct an optimal-access MSR code for arbitrary repair degree k ≤ d ≤ n− 1 without assuming the rack
model of storage. The code has subpacketization l = (d−k+1)n. In the second part we present a modification
of this construction for the rack model, attaining subpacketization l = s¯ n¯. Note that this value is smaller than
the smallest node size of known constructions of OA codes for the homogeneous model, which is sn [30].
A. Optimal-access MSR codes with arbitrary repair degree for homogeneous storage
In this section we present a family of OA codes for any repair degree k ≤ d ≤ n − 1. Let s = d − k + 1
and let F, |F | ≥ n + s − 1 be a finite field. Let λ0, . . . , λn−1, µ1, . . . , µs−1 be n + s − 1 distinct elements
of F . Let i = (in−1, . . . , i0) be the s-ary representation of i = 0, . . . , l − 1 and (as before) let i(a, b) =
(in−1, . . . , ia+1, b, ia−1, . . . , i0) for 0 ≤ a ≤ n − 1 and 0 ≤ b ≤ s − 1. For brevity below we use the notation
δ(i) := 1{i=0}.
Construction IV.1. Define an (n, k = n − r, l = sn) array code C = {c = (cj,i)0≤j≤n−1;0≤i≤l−1}, where the
codeword c satisfies the following parity check equations over F :
n−1∑
j=0
λtj cj,i +
n−1∑
j=0
δ(ij)
s−1∑
p=1
µtpcj,i(j,p) = 0, i = 0, . . . , l − 1; t = 0, . . . , r − 1. (17)
Since later in this section we rely on multiplicative structure of F , we label the nodes 0, . . . , n− 1 and not 1, . . . , n as
in Construction III.1. In the next subsection we will also label the racks from 0 to n¯ − 1 for the same reason.
Theorem IV.1. The code C defined in (17) is an optimal-access MDS array code.
Proof: I. Optimal-access property. Let j1 ∈ {0, . . . , n − 1} and suppose that cj1 is the failed node. Choose
any set R of d nodes which will be the helper nodes in the repair procedure.
Let J = Rc be the complement of R in the set of all nodes. Choose a, 1 ≤ a ≤ n−d and let Ja, |Ja| = a, j1 ∈ Ja
be any subset of the set J. In particular, J1 = {j1}, and there are
(
n−d−1
a−1
)
possible choices for Ja, a ≥ 2
(overloading the symbol a, we use it both as the size of the subsets and the label of the subsets of size a).
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Let I ⊂ {0, . . . , l − 1} be the set of indices such that ij1 = 0 and define a subset Ia ⊂ I as follows:
Ia =
⋃
Ja⊆J
I(Ja), a = 1, . . . , n − d
where
I(Ja) := {i ∈ {0, . . . , l − 1}|ij = 0, j ∈ Ja; ij ′ 6= 0, j
′ ∈ J \ Ja}.
It is easy to see that the sets Ia partition the set I : Indeed, these sets are clearly disjoint, |I(Ja)| = (s −
1)n−d−asn−(n−d) for any choice of Ja, and
n−d∑
a=1
(
n − d − 1
a − 1
)
(s − 1)n−d−asd = sn−1 = |I|.
The repair of the node cj1 will be accomplished using the parity-check equations that correspond to i ∈ I
and all t in (17). We will use induction on a.
Let us start with the case a = 1. Our aim is to show that it is possible to find the values
cj1,i(j1,p), p = 0, . . . , s − 1 (18)
cjw ,i , w = 2, . . . , n − d ; i ∈ I1 (19)
from the helper nodes {cj | j ∈ R}. By definition of the set I1 we have δ(ij) = 0 for i ∈ J\J1. On account of
this, from (17), for i ∈ I1, we have
∑
j∈J
λtj cj,i +
s−1∑
p=1
µtpcj1,i(j1,p) = −
∑
j∈R
(
λtj cj,i + δ(ij)
s−1∑
p=1
µtpcj,i(j,p)
)
(20)
for all t = 0, 1, . . . , r −1. For simplicity let us denote the right-hand side of (20) by σi ,t(J1). Writing Equations
(20) in matrix form and reordering the variables to match (18)-(19), we obtain


1 1 · · · 1 1 · · · 1
λj1 µ1 · · · µs−1 λj2 · · · λjn−d
...
...
. . .
...
...
. . .
...
λr−1j1 µ
r−1
1 · · · µ
r−1
s−1 λ
r−1
j2
· · · λr−1jn−d




cj1,i(j1,0)
cj1,i(j1,1)
...
cj1,i(u1,s−1)
cj2,i
...
cjn−d ,i


=


σi ,0(J1)
σi ,1(J1)
...
σi ,r−1(J1)

 . (21)
Observe that the matrix in (21) is invertible. Therefore, the values listed in (18)–(19) can be found from the
values {σi ,t(J(1)) | t = 0, . . . , r − 1} for every i ∈ I(1). This completes the proof of the induction basis.
Now suppose that we have recovered the values {cj1,i(j1,p) | p = 0, . . . , s − 1} and {cjw ,i | w = 2, . . . , n − d}
for every i ∈ Ia′ and 1 ≤ a
′ ≤ a − 1, where 2 ≤ a ≤ n − d . Let us make the induction step. We begin with
fixing some subset Ja ⊆ J. Let i ∈ I(Ja). From (17), we have
∑
j∈J
λtj cj,i +
∑
j∈Ja
s−1∑
p=1
µtpcj,i(j,p) =
∑
j∈J
λtj cj,i +
s−1∑
p=1
µtp
∑
j∈Ja
cj,i(j,p)
= −
∑
i∈R
(
λtj cj,i + δ(ij )
s−1∑
p=1
µtpcj,i(j,p)
)
(22)
for all t = 0, 1, . . . , r − 1. Let us denote the right-hand side of (22) by σi ,t(Ja) and let
ρi ,p :=
∑
j∈Ja
cj,i(j,p).
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As before, the value of σi ,t(Ja) depends only on the helper nodes {cj | j ∈ R}. Writing equations (22) in matrix
form, we obtain


1 · · · 1 1 · · · 1
µ1 · · · µs−1 λj1 · · · λjn−d
...
. . .
...
...
. . .
...
µr−11 · · · µ
r−1
s−1 λ
r−1
j1
· · · λr−1jn−d




ρi ,1
...
ρi ,s−1
cj1,i
...
cjn−d ,i


=


σi ,0(Ja)
σi ,1(Ja)
...
σi ,r−1(Ja)

 . (23)
Therefore, for any Ja ⊆ J and every i ∈ I(Ja), the values {ρi ,p | p = 1, . . . , s−1} and {cjw ,i | w = 1, . . . , n−d}
can be calculated from the values {σi ,t(Ja) | t = 0, . . . , r − 1}. Since there are no assumptions on the choice
of Ja, this ensures that we can find the values {ρi ,p | p = 1, . . . , s − 1} and {cjw ,i | w = 1, . . . , n − d} for all
i ∈ Ia.
Note that for i ∈ I(Ja), j ∈ Ja \ {j1}, and p 6= 0, we have i(j, p) ∈ Ia−1. By the induction hypothesis, we
have recovered the values {cjw ,i | i ∈ Ia−1, w = 2, . . . , n − d}, and therefore, we know the values {cj,i(j,p) | j ∈
Ja \ {j1}, p 6= 0} for each i ∈ Ia. With these values and {ρi ,p | i ∈ Ia, p = 1, . . . , s − 1}, we can obtain the
values {cj1,i(j1,p) | p = 1, . . . , s − 1}.
Thus, overall we can recover the values {cj1,i(j1,p) | i ∈ I, p = 0, . . . , s − 1} = {cj1,i | i = 0, . . . , l − 1} from
the helper nodes {cj | j /∈ J}.
Now let us count the number of symbols we access in each helper node. It is clear from the definition of
σi ,t(Ja) that we need to access the symbols {cj,i | i ∈ I} for each j ∈ R. Hence, the number of symbols we
access to repair cj1 is
d |I| = dsn−1 =
dl
d − k + 1
. (24)
In other words, the number of symbols we access meets the cut-set bound [5] for the repair bandwidth.
Furthermore, observe that the set of symbols we access in each helper node depends on index of failed node
but not the index of the helper node. Indeed, even though the entries of the helper nodes involved in (22)
depend on j ∈ R, overall the entries of the helper nodes accessed are indexed by the values i ∈ I (since the
sets Ia partition the set I). Thus, the repair matrices can be defined independently of the choice of the subset
R ⊆ {0, . . . , n − 1}.
II. MDS property. We will show that any r nodes can be recovered from the other k nodes of the codeword.
Let J = {j1, . . . , jr} ⊆ {0, . . . , n − 1} be a set of r nodes. As before, we will denote a-subsets of J by Ja,
0 ≤ a ≤ r . Let I0 = {i = (in−1, . . . , i0) ∈ {0, 1, . . . , l − 1} | ij 6= 0, j ∈ J} and let
I(Ja) = {i = (in−1, . . . , i0) ∈ {0, 1, . . . , l − 1} | ij = 0, j ∈ Ja; ij ′ 6= 0, j
′ ∈ J \ Ja},
Ja ⊆ J, 1 ≤ a ≤ r ,
Ia =
⋃
Ja⊆J
I(Ja).
Observe that the sets Ia, 0 ≤ a ≤ r partition the set {0, 1, . . . , l − 1}.
To prove the MDS property we use induction on a. For the induction basis, we will show that it is possible
to recover the values {cj,i | j ∈ J, i ∈ I0} from the nodes {cj | j ∈ J
c}. From (17), for i ∈ I0, we have
∑
j∈J
λtj cj,i = −
∑
j∈Jc
(
λtj cj,i + δ(ij )
s−1∑
p=1
µtpcj,i(j,p)
)
, t = 0, . . . , r − 1. (25)
To simplify notation, denote the right-hand side of (25) by σi ,t = σi ,t(∅). Note that the value of σi ,t depends
only on the nodes {cj | j ∈ J
c}. Writing (25) in matrix form, we obtain

1 · · · 1
λj1 · · · λjr
...
. . .
...
λr−1j1 · · · λ
r−1
jr




cj1,i
cj2,i
...
cjr ,i

 =


σi ,0
σi ,1
...
σi ,r−1

 .
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This equation implies that the values {cj,i | j ∈ J} can be calculated from the values {σi ,t | t = 0, . . . , r − 1}
for every i ∈ I0.
For the induction step, let 1 ≤ a ≤ r and suppose that it is possible to recover the values {cj,i | j ∈ J} for
every i ∈ Ia′ and 0 ≤ a
′ ≤ a − 1 from the nodes {cj | j ∈ J
c}.
Now let us fix a set Ja ⊆ J and let i ∈ I(Ja). From (17), we have
∑
j∈J
λtj cj,i = −
s−1∑
p=1
µtp
∑
j∈Ja
cj,i(j,p) −
∑
j∈Jc
(
λtj cj,i + δ(ij)
s−1∑
p=1
µtpcj,i(j,p)
)
=: −ρ′i ,t − σi ,t(Ja) (26)
t = 0, 1, . . . , r − 1, where the second line serves to introduce the shorthand notation. We argue that both
quantities ρ′ and σ can be found from the nodes outside the set of the chosen r nodes, i.e., from {cj | j ∈ J
c}.
This claim is obvious for the σ’s and constitutes the induction hypothesis for the (ρ′)’s. Indeed, for i ∈ I(Ja),
j ∈ Ja and p 6= 0, we have i(j, p) ∈ Ia−1. By the induction hypothesis, we have recovered the values {cj,i | i ∈
Ia−1, j ∈ J}, and therefore, we know the values {cj,i(j,p) | j ∈ Ja, p 6= 0} for each i ∈ Ia. Writing relations (26)
for all t = 0, . . . , r − 1 in matrix form, we obtain

1 · · · 1
λj1 · · · λjr
...
. . .
...
λr−1j1 · · · λ
r−1
jr




cj1,i
cj2,i
...
cjr ,i

 =


ρ′i ,0 + σi ,0(Ja)
ρ′i ,1 + σi ,1(Ja)
...
ρ′i ,r−1 + σi ,r−1(Ja)

 . (27)
This establishes the induction step. Therefore, it is possible to find the values {cj,i | j ∈ J} for every i ∈ I(Ja)
and Ja ⊆ J. It follows that we can recover the values {cj,i | j ∈ J} for every i ∈ Ia and all a = 0, 1, . . . , r.
Since the sets Ia, 0 ≤ a ≤ r form a partition the set {0, 1, . . . , l − 1}, we have shown that all the values
{cj,i | j ∈ J, i ∈ Ia, 0 ≤ a ≤ r} = {cj,i | j ∈ J, i ∈ {0, 1, . . . , l − 1}} can be recovered from the available nodes
{cj | j ∈ J
c}. Thus, any r nodes in the codeword can be found from the complementary set of k nodes, which
proves the MDS property.
B. Rack-aware MSR codes with low access
In this section we adapt the code family constructed in Sec. IV-A for the rack-aware storage model. This
result is obtained by adjusting the sub-packetization and by carefully choosing the elements λ0, . . . , λn−1.
We aim to construct an (n, k, l) MDS array code over F , where n = n¯u, and u is the size of the rack.
Recall that s¯ = d¯ − k¯ + 1 where k¯ ≤ d¯ ≤ n¯ − 1, and k¯ = ⌊k/u⌋. Let |F | ≥ n + s¯ − 1 and n|(|F | − 1).
Let λ ∈ F be an element of multiplicative order n = n¯u, and let µ1, . . . , µs¯−1 be s¯ − 1 distinct elements in
F \ {λi | i = 0, . . . , n − 1}. For j = 0, . . . , n − 1, let us write j = eu + g where 0 ≤ e < n¯ and 0 ≤ g < u.
We construct an rack-aware low-access MSR code over F that can repair any single node from any d¯ helper
racks.
Construction IV.2. Define an (n, k = n − r, l = s¯ n¯) array code C = {(cj,i)0≤j≤n−1;0≤i≤l−1} by the following
parity-check equations over F :
n−1∑
j=0
λtj cj,i +
n−1∑
j=0
δ(ie)
s¯−1∑
p=1
µtpcj,i(e,p) = 0, (28)
where λj = λ
e+gn¯, i = 0, . . . , l − 1 and t = 0, . . . , r − 1.
We will show that this code family supports optimal repair while accessing l/s¯ symbols on each of the nodes
in the helper racks, which is by a factor of s/s¯ ≈ u greater than the bound in Prop. II.6. While these codes stop
short of attaining the bound (4), they have lower access requirement than the codes given by Construction III.1,
which access all symbols of the helper nodes, i.e., s¯ times more symbols than the current construction.
Theorem IV.2. The code C defined in (28) is an optimal-repair MDS array code. The repair procedure accesses
l/s¯ symbols on each of the nodes in d¯ helper racks. The repair scheme does not depend on the choice of the
subset of d¯ helper racks.
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Proof: Optimal repair property.
Suppose cj1 is the failed node, where j1 = e1u + g1. Let R be the set of helper racks and let J =
{0, . . . , n¯ − 1}\R. We write this set as J = {e1, e2, . . . , en¯−d¯}. For a given a, 1 ≤ a ≤ n¯ − d¯ we will need
a-subsets of J, which we denote by Ja. We always assume that e1 ∈ Ja. As before, let I ⊂ {0, 1, . . . , l − 1} be
the subset of indices such that ie1 = 0; let
I1 = {i = (in¯−1, . . . , i0) ∈ {0, . . . , l − 1} | ie1 = 0; ie 6= 0, e ∈ J \ J1}
and define
Ia =
⋃
Ja⊆J
I(Ja), a = 2, . . . , n¯ − d¯ ,
where
I(Ja) = {i = (in¯−1, . . . , i0) ∈ {0, . . . , l − 1} | ie = 0, e ∈ Ja; ie 6= 0, e ∈ J \ Ja}.
Recall that r¯ = n¯ − k¯. We will use the parity check equations corresponding to i ∈ I and all powers t =
uw,w = 0, . . . , r¯−1 to repair cj1 . To show that the repair is possible, we argue by induction on a = 1, . . . , n¯−d¯ .
To prove the induction basis, we show that it is possible to recover the values {cj1,i(e1,p) | p = 0, . . . , s¯ − 1}
and {
∑u−1
g=0 ceu+g,i | e ∈ J \ J1} for every i ∈ I1 from the helper racks R. From (28), for i ∈ I1, we have
∑
e∈J
u−1∑
g=0
λteu+gceu+g,i+
u−1∑
g=0
s¯−1∑
p=1
µtpce1u+g,i(e1,p)
= −
∑
e∈R
u−1∑
g=0
(
λteu+gceu+g,i + δ(ie)
s¯−1∑
p=1
µtpceu+g,i(e,p)
)
. (29)
Using t = uw , λeu+g = λ
e+gn¯, and λn¯u = 1, we obtain
∑
e∈J
λeuw
u−1∑
g=0
ceu+g,i +
s¯−1∑
p=1
µuwp
u−1∑
g=0
ce1u+g,i(e1,p)
= −
∑
e∈R
(
λeuw
u−1∑
g=0
ceu+g,i + δ(ie)
s¯−1∑
p=1
µuwp
u−1∑
g=0
ceu+g,i(e,p)
)
, (30)
i ∈ I1, w = 0, . . . , r¯ − 1. To shorten our notation, denote the right-hand side of (30) by σi ,w (J1) and let
pii ,e :=
u−1∑
g=0
ceu+g,i .
Note that the value of σi ,w (J1) only depends on the helper racks. For i = 1, . . . , n¯ − d¯ define αi := λ
eiu. Let
us write equations (30) for all w = 0, . . . , r¯ − 1 in matrix form:


1 1 · · · 1 1 · · · 1
α1 µ1 · · · µs¯−1 α2 · · · αn¯−d¯
...
...
. . .
...
...
. . .
...
αr¯−11 µ
r¯−1
1 · · · µ
r¯−1
s¯−1 α
r¯−1
2 · · · α
r¯−1
n¯−d¯




pii ,e1
pii(e1,1),e1
...
pii(e1,s¯−1),e1
pii ,e2
...
pii ,en¯−d¯


=


σi ,0(J1)
σi ,1(J1)
...
σi ,r¯−1(J1)

 . (31)
Observe that the matrix on the left-hand side of (31) is invertible. Therefore, the values {cj1,i(j1,p) | p =
0, . . . , s¯ − 1} and {
∑u−1
g=0 ceu+g,i | e ∈ J \ J1} can be found from the values {σi ,w (J1) | w = 0, . . . , r¯ − 1} and
the local nodes {ce1u+g | g 6= g1} for every i ∈ I1. This completes the proof of the induction basis.
Now let us fix a ∈ {2, . . . , n¯ − d¯} and suppose that we have recovered the values
{cj1,i(e1,p) | p = 0, . . . , s¯ − 1} and
{ u−1∑
g=0
ceu+g,i | e ∈ J \ J1
}
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i ∈ Ia′ ; 1 ≤ a
′ ≤ a− 1
from the information downloaded from the helper racks R.
Fix a subset Ja, |Ja| = a, and let i ∈ I(Ja). From (28), we have
∑
e∈J
u−1∑
g=0
λteu+gceu+g,i +
∑
e∈Ja
u−1∑
g=0
s¯−1∑
p=1
µtpceu+g,i(e,p)
=
∑
e∈J
u−1∑
g=0
λteu+gceu+g,i +
s¯−1∑
p=1
µtp
∑
e∈Ja
u−1∑
g=0
ceu+g,i(e,p)
=−
∑
e∈R
( u−1∑
g=0
λteu+gceu+g,i + δ(ie)
s¯−1∑
p=1
µtp
u−1∑
g=0
ceu+g,i(e,p)
)
. (32)
Using t = uw , λeu+g = λ
e+gn¯, and λn¯u = 1, we obtain
∑
e∈J
λeuw
u−1∑
g=0
ceu+g,i +
s¯−1∑
p=1
µuwp
∑
e∈Ja
u−1∑
g=0
ce1u+g,i(e1,p)
= −
∑
e∈R
(
λeuw
u−1∑
g=0
ceu+g,i + δ(ie)
s¯−1∑
p=1
µuwp
u−1∑
g=0
ceu+g,i(e,p)
)
. (33)
Again for notational convenience denote the right-hand side of (33) by σi ,w (Ja) and let
ρi ,p :=
∑
e∈Ja
u−1∑
g=0
ceu+g,i(e,p).
Note that the value of σi ,w (Ja) depends only on the information in the helper racks. Let us write Equations
(33) for all w = 0, . . . , r¯ − 1 in matrix form:


1 · · · 1 1 · · · 1
µ1 · · · µs¯−1 α1 · · · αn¯−d¯
...
. . .
...
...
. . .
...
µr¯−11 · · · µ
r¯−1
s¯−1 α
r¯−1
1 · · · α
r¯−1
n¯−d¯




ρi ,1
...
ρi ,s¯−1
pii ,e1
...
pii ,en¯−d¯


=


σi ,0(Ja)
σi ,1(Ja)
...
σi ,r¯−1(Ja)

 . (34)
Therefore, for any Ja ⊆ J and every i ∈ I(Ja), the values {ρi ,p | p = 1, . . . , s¯ − 1} and {
∑u−1
g=0 ceu+g,i | e ∈ J}
can be found from the values {σi ,w (Ja) | w = 0, . . . , r¯ − 1}. It follows that we can recover the values {ρi ,p |
p = 1, . . . , s¯ − 1} and {
∑u−1
g=0 ceu+g,i | e ∈ J} for all i ∈ Ia.
Note that for i ∈ I(Ja), e ∈ Ja \ J1, and for p 6= 0, we have i(e, p) ∈ Ia−1. By the induction hypothesis,
we have recovered the values {
∑u−1
g=0 ceu+g,i | i ∈ Ia−1; e ∈ J \ J1}, and therefore, we know the values
{
∑u−1
g=0 ceu+g,i(e,p) | j ∈ Ja \J1, p 6= 0} for each i ∈ Ia. With these values and {ρ(i , p) | i ∈ Ia, p = 1, . . . , s−1},
we can obtain the values {
∑u−1
g=0 ce1u+g,i | p = 1, . . . , s − 1}. Since the values of local nodes {ce1u+g,i | g 6= g1}
are available, we can further recover the value cj1,i .
Thus, we can obtain the values {cj1,i(e1,p) | p = 0, . . . , s¯−1} and {
∑u−1
g=0 ce1u+g,i | e ∈ J\J1} for every i ∈ Ia.
It follows that we can recover these values for every i ∈ Ia and 1 ≤ a ≤ n¯ − d¯ from the helper racks R. In
conclusion, we can recover the values {cj1,i(e1,p) | i ∈ I, p = 0, . . . , s¯ − 1} = {cj1,i | i = 0, . . . , l − 1} from the
information obtained from the helper racks in R.
Now let us count the number of symbols we access in each helper rack. It is clear from the definition of
σi ,w (Ja) that we need to access the symbols {ceu+g,i | 0 ≤ g < u, i ∈ I} for each e ∈ R. In other words,
we need to access s¯ n¯−1 = l/s¯ symbols on each node in the helper racks; thus, the total number of accessed
symbols equals d¯ul/s. Moreover, the set of symbols we access in each helper rack depends on index of the host
rack but not the index of the helper rack.
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Note also that the symbols downloaded to the rack e1 from any helper rack e ∈ R form the subset
{
∑u−1
g=0 ceu+g,i | i ∈ I}. Thus, the total amount of information downloaded for the purposes of repair equals
d¯ |I| = d¯ s¯ n¯−1 =
d¯ l
d¯ − k¯ + 1
.
This is the smallest possible number according to the bound (2), and thus the codes support optimal repair.
MDS property.
We will show that the contents of any n − r nodes suffices to find the values of the remaining r nodes.
Let K = {j1, . . . , jr} ⊆ {0, . . . , n − 1} be the set of r nodes to be recovered from the set of n − r nodes in
[0, n − 1] \K. Let us write jb = ebu + gb where 0 ≤ gb < u − 1 for b = 1, . . . , r .
Let J be the set of distinct eb, b = 1 . . . , r . For 1 ≤ a ≤ |J|, let Ja ⊆ J be such that |Ja| = a.
Let I0 = {i = (in¯−1, . . . , i0) ∈ {0, . . . , l − 1} | ie 6= 0, e ∈ J}. For 1 ≤ a ≤ |J| and Ja ⊆ J, let I(Ja) = {i =
(in¯−1, . . . , i0) ∈ {0, . . . , l − 1} | ie = 0, e ∈ Ja; ie ′ 6= 0, e
′ ∈ J \ Ja}. Let I(a) =
⋃
Ja⊆J
I(Ja) where 1 ≤ a ≤ |J|.
Observe that the sets Ia, 0 ≤ a ≤ |J| partition the set {0, 1, . . . , l − 1}.
We will prove by induction that we can recover the nodes in J from the nodes in {0, 1, . . . , n− 1} \ J. First,
let us establish the induction basis, i.e., we can recover the values {cj,i | j ∈ J} for every i ∈ I0 from the nodes
{cj | j ∈ J
c}. From (28), for i ∈ I0, we have
∑
j∈J
λtj cj,i = −
∑
j∈Jc
(
λtj cj,i + δ(ie)
s¯−1∑
p=1
µtpcj,i(e,p)
)
. (35)
To simplify notation, denote the right-hand side of (35) by σi ,t = σi ,t(∅). Note that the value of σi ,t only
depends on the nodes {cj | j ∈ J
c}. Writing (35) in matrix form, we have

1 · · · 1
λj1 · · · λjr
...
. . .
...
λr−1j1 · · · λ
r−1
jr




cj1,i
cj2,i
...
cjr ,i

 =


σi ,0
σi ,1
...
σi ,r−1

 . (36)
Therefore, the values {cj,i | j ∈ J} can be calculated from the values {σi ,t | t = 0, . . . , r − 1} for every i ∈ I0.
Now let us establish the induction step. Suppose we recover the values {cj,i | j ∈ J} for every i ∈ Ia′ and
0 ≤ a′ ≤ a − 1 from the nodes {cj | j ∈ J
c}, where 1 ≤ a ≤ |J|.
Now let us fix a set Ja ⊆ J and let i ∈ I(Ja). From (28), we have
∑
j∈J
λtj cj,i = −
s¯−1∑
p=1
µtp
∑
j∈J : e∈Ja
cj,i(e,p) −
∑
j∈Jc
(
λtj cj,i + δ(ie)
s¯−1∑
p=1
µtpcj,i(e,p)
)
=: −ρ′i ,t − σi ,t(Ja), (37)
where the second line serves to introduce the shorthand notation. Note that we know the values {σi ,t(Ja) |
t = 0, . . . , r − 1} since the value σi ,t(Ja) only depends on the nodes {cj | j ∈ J
c}. Furthermore, we also know
the values {ρ′i ,t | t = 0, . . . , r − 1}. Indeed, for i ∈ I(Ja), e ∈ Ja, and p 6= 0, we have i(e, p) ∈ Ia−1. By the
induction hypothesis, we have recovered the values {cj,i | i ∈ Ia−1, j ∈ J}, and therefore, we know the values
{cj,i(e,p) | j ∈ J : e ∈ Ja, p 6= 0} for each i ∈ Ia. It follows that we know the values {ρ
′
i ,t | t = 0, . . . , r − 1}.
Writing (37) in matrix form, we have

1 · · · 1
λj1 · · · λjr
...
. . .
...
λr−1j1 · · · λ
r−1
jr




cj1,i
cj2,i
...
cjr ,i

 =


ρ′i ,0 + σi ,0(Ja)
ρ′i ,1 + σi ,1(Ja)
...
ρ′i ,r−1 + σi ,r−1(Ja)

 . (38)
Therefore, the values {cj,i | j ∈ J} can be recovered for every i ∈ I(Ja) and Ja ⊆ J. It follows that we can
recover the values {cj,i | j ∈ J} for every i ∈ Ia. Thus, all the values {cj,i | j ∈ J, i ∈ Ia, 0 ≤ a ≤ |J|} = {cj,i |
j ∈ J, i ∈ {0, . . . , l − 1} can be recovered from the nodes {cj | j ∈ J
c}.
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Since J is arbitrary, we conclude that any n− r nodes can recover the entire codeword, i.e., the code is MDS.
V. A construction of Reed-Solomon codes with optimal repair
In this section we present a family of scalar MDS codes that support optimal repair of a single node from an
arbitrary subset of d¯ helper racks. We still use the same notation as in the previous parts of the paper. As noted
earlier, the construction is a modification of the RS code family in [25]. The new element of the construction
is the idea of coupling the code family of [25] and the multiplicative structure that matches the grouping of
the nodes into racks. This latter part is similar to the idea of Sec. III.
Let q be a power of a prime, let u be the size of the rack, and suppose that u|(q − 1). Let k = k¯u + v , 0 ≤
v ≤ u − 1, s¯ = d¯ − k¯ + 1. Let pi , i = 1, . . . , n¯ be distinct primes such that pi ≡ 1mod s¯ and pi > u for
i = 1, . . . , n¯; for instance, we can take the smallest n¯ primes with these properties. For i = 1, . . . , n¯ let λi be
an element of degree pi over Fq. Let
Fi := Fq(λj , j ∈ {1, . . . , n¯}\{i}), i = 1, . . . , n¯
F := Fq(λ1, . . . , λn¯).
Let K be an extension of F of degree s¯ and let µ ∈ K be a generating element of K over F. Thus, for any
i = 1, . . . , n¯ we have the chain of inclusions
Fq ⊂ Fi ⊂ K;
so K is the l-th degree extension of Fq, where l = [K : Fq] = s¯
∏n¯
m=1 pm.
Further, let λ ∈ Fq be an element of multiplicative order u. Consider the set of elements
λi j = λiλ
j−1, i = 1, . . . , n¯; j = 1, . . . , u.
Consider an RS code C = RSK(n, k,Ω) where the set of evaluation points Ω is as follows:
Ω =
n¯⋃
i=1
Ωi , where Ωi = {λi j , j = 1, . . . , u}.
A codeword of C has the form c = (c1, c2, . . . , cn), where the coordinate cm, m = (i − 1)u + j, 1 ≤ i ≤ n¯; 1 ≤
j ≤ u corresponds to the evaluation point λi j .
To describe the repair procedure, we will need the following easy modification of Lemma 1 of [25].
Lemma V.1. For i ∈ {1, . . . , n¯}, there exists subspace Si of K such that
dimFi Si = pi , Si + Siλ
u
i + · · ·+ Siλ
u(s¯−1)
i = K (39)
where Siβ = {γβ, γ ∈ Si} and the operation + is the Minkowski sum of sets, T1 + T2 := {γ1 + γ2 : γ1 ∈
T1, γ2 ∈ T2}.
Proof. The space Si is constructed as follows. Define the following vector spaces over Fi :
S
(1)
i = SpanFi (µ
tλt+es¯i , t = 0, 1, . . . , s¯ − 1; e = 0, 1, . . . ,
pi−1
s¯ − 1)
S
(2)
i = SpanFi
( s¯−1∑
t=0
µtλpi−1i
)
and take
Si = S
(1)
i + S
(2)
i .
Now the proof of [25, Lemma 1] can be followed step by step, using the fact that {1, λui , . . . , (λ
u
i )
pi−1} forms
a basis for F over Fi , and we do not repeat it here.
The main result of this section is given in the following proposition.
Proposition V.2. The code C supports optimal repair of a single failed node in any rack from any d¯ helper
racks.
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The proof follows the scheme in [25] which is itself an implementation of the framework for repair of RS
codes proposed in [7].
Proof. Let
c = ((c(i−1)u+j)1≤i≤n¯;1≤j≤u)
be a codeword of C. Suppose that c(i∗−1)u+j∗ is the failed node, i.e., the index of the host rack is i
∗, 1 ≤ i∗ ≤ n,
and the index of the failed node in this rack is j∗, 1 ≤ j∗ ≤ u. Denote by R ⊆ {1, . . . , n¯} \ {i∗}, |R| = d¯ the
set of helper racks. The repair relies on the information downloaded from all the nodes in R and the functional
nodes in the host rack. Define the annihilator polynomial of the set of locators of all the nodes in R:
h(x) =
∏
i∈{1,...,n¯}\(R∪{i∗}),
1≤j≤u
(x − λi j). (40)
Let t = uw , where w = 0, . . . , s¯ − 1. Since
deg x th(x) ≤ (s¯ − 1)u + (n¯ − d¯ − 1)u = (r¯ − 1)u < r¯u − v = n − k (41)
evaluations of the polynomials x th(x) are contained in the dual code C⊥.
Since C⊥ itself is a (generalized) RS code, there is a vector a = (a1, . . . , an) ∈ (K
∗)n such that any codeword
of C⊥ has the form (ai j f (λi j))1≤i≤n¯;1≤j≤u, where f ∈ K[x ] is a polynomial of degree ≤ r − 1. Thus, by (41),
the vector (a1λ
t
11h(λ11), . . . , anλ
t
n¯,uh(λn¯,u)) ∈ C
⊥, so the inner product of this vector and the codeword c is
zero. In other words, we have
u∑
j=1
a(i∗−1)u+jλ
t
i∗jh(λi∗j )c(i∗−1)u+j = −
n¯∑
i=1,
i 6=i∗
u∑
j=1
a(i−1)u+jλ
t
i jh(λi j)c(i−1)u+j .
Let Si∗ be the subspace defined in Lemma V.1 and let {e1, . . . , epi∗} be a basis of Si∗ over Fi∗ . Then for
m = 1, . . . , pi∗ , we have
u∑
j=1
ema(i∗−1)u+jλ
t
i∗jh(λi∗j )c(i∗−1)u+j = −
n¯∑
i=1,
i 6=i∗
u∑
j=1
ema(i−1)u+jλ
t
i jh(λi j)c(i−1)u+j .
Evaluating the trace from K to Fi∗ on both sides of the last equation, we obtain
trK/Fi∗
( u∑
j=1
ema(i∗−1)u+jλ
t
i∗jh(λi∗j)c(i∗−1)u+j
)
= −
n¯∑
i=1,
i 6=i∗
u∑
j=1
λti jh(λi j)trK/Fi∗ (ema(i−1)u+jc(i−1)u+j)
= −
∑
i∈R
u∑
j=1
λti jh(λi j)trK/Fi∗ (ema(i−1)u+jc(i−1)u+j), (42)
where we used (40), the fact that λi j ∈ Fi∗ for all i 6= i
∗, and where t = uw,w = 0, . . . , s¯−1 andm = 1, . . . , pi∗ .
Recall that λi j = λiλ
j−1 and λu = 1. From (42) we have
trK/Fi∗
(
emλ
uw
i∗
u∑
j=1
a(i∗−1)u+jh(λi∗j)c(i∗−1)u+j
)
= −
∑
i∈R
λuwi
u∑
j=1
h(λi j)trK/Fi∗ (ema(i−1)u+jc(i−1)u+j), (43)
where the parameters t,m are as above. By (39) in Lemma V.1 and the definition of the set {em}, the set
{emλ
uw
i∗ | 1 ≤ m ≤ pi∗ , 0 ≤ w ≤ s¯ − 1} forms a basis for K over Fi∗ . Therefore, the mapping
β 7→ trK/Fi∗ (emλ
uw
i∗ β), 1 ≤ m ≤ pi∗ , 0 ≤ w ≤ s¯ − 1 (44)
is a bijection.
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The repair procedure is accomplished as follows. For every i ∈ R, the elements
u∑
j=1
h(λi j)trK/Fi∗ (ema(i−1)u+jc(i−1)u+j), m = 1, . . . , pi∗ (45)
are downloaded from helper rack i . By (43) this enables us to find the elements
trK/Fi∗
(
emλ
uw
i∗
u∑
j=1
a(i∗−1)u+jh(λi∗j )c(i∗−1)u+j
)
, m = 1, . . . , pi∗ .
Next, on account of (44) we can find the value of
∑u
j=1 a(i∗−1)u+jh(λi∗j )c(i∗−1)u+j . Finally, since the values of
the coordinates c(i∗−1)u+j , j 6= j
∗ stored on the functional nodes in the host rack i∗ are available and the entires
of the vector a are nonzero, we can find c(i∗−1)u+j∗ , completing the repair.
The number of field symbols of Fi∗ (45) transmitted from the helper racks to the host rack equals d¯pi∗ .
Therefore, we conclude that the repair bandwidth of C is
d¯pi∗
[K : Fi∗ ]
l =
d¯ l
s¯
. (46)
This meets the bound (2) with equality, and proves the claim of optimal repair.
Appendix A
Proof of Proposition II.3
Let I ⊂ R, |I| = k¯ −1 be a subset of helper racks. Since (d¯ − k¯ + 1)u ≥ d − k + 1, Lemma II.2 implies that∑
i∈R\I
βi ≥ l . (47)
Let us sum the left-hand side on all I ⊂ R, |I| = k¯ − 1 :
∑
I⊂R
|I|=k¯−1
∑
i∈R\I
βi =
∑
i∈R
∑
I⊂R
I6∋i
βi =
(
d¯ − 1
k¯ − 1
)∑
i∈R
βi .
Together with (47) we obtain (
d¯ − 1
k¯ − 1
)∑
it∈R
βi ≥
(
d¯
k¯ − 1
)
or ∑
i∈R
βi ≥
d¯ l
d¯ − k¯ + 1
,
i.e., (2). Moveover, this bound holds with equality if and only if (47) holds with equality for every I ⊂ R, |I| =
k¯ − 1. Suppose for the sake of contradiction that the uniform download claim does not hold, and there is a
rack i such that βi 6= l/s¯, for instance, βi < l/s¯, where s¯ = d¯ − k¯ +1. Let J ⊂ R, |J| = s¯ , i ∈ J. There must be
a rack i1 ∈ J that contributes more than the average number of symbols, i.e., βi1 > l/s¯. Consider the subset
(J\{i}) ∪ {i2}, where i2 6= i is another element of R (which exists since k¯ > 1 implies |J| < |R|). We have
that βi2 < l/s¯. Now take the subset I = (J\{i1}) ∪ {i2} and note that for it, (47) fails to hold with equality, a
contradiction.
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Appendix B
Proof of Prop. II.6
Proof: Let m′ ∈ R and let I be a subset of u − v nodes in rack m′, where 0 ≤ v ≤ u − 1. Let J ⊆
R\{m′}, |J| = d¯ − k¯ be a subset of helper racks. These racks contain u(d¯ − k¯) = d − k + 1 − (u − v) nodes
in these racks, and together with the nodes in the set I this forms a group of d − k + 1 nodes. Using Lemma
II.2, we have ∑
m∈J
u∑
e=1
αm,e +
∑
e∈I
αm′,e ≥ l . (48)
Let us average over the
(
u
u−v
)
choices of the set I :
(
u
u − v
)∑
m∈J
u∑
e=1
αm,e +
∑
I:|I|=u−v
∑
e∈I
αm′,e ≥
(
u
u − v
)
l .
Interchanging the sums in the second term on the left, we obtain(
u
u − v
)∑
m∈J
u∑
e=1
αm,e +
(
u − 1
u − v − 1
) u∑
e=1
αm′,e ≥
(
u
u − v
)
l .
or
u
u − v
∑
m∈J
u∑
e=1
αm,q +
u∑
e=1
αm′,e ≥
u
u − v
l . (49)
Now let us average over the choice of J ⊂ R\{m′}. Noting that
∑
J⊂R\{m′}
|J|=s¯−1
∑
m∈J
u∑
e=1
αm,e =
(
d¯ − 2
s¯ − 2
) ∑
m∈R\{m′}
u∑
e=1
αm,e
we obtain from (49)
u
u − v
(
d¯ − 2
s¯ − 2
) ∑
m∈R\{m′}
u∑
e=1
αm,e +
(
d¯ − 1
s¯ − 1
) u∑
e=1
αm′,e ≥
(
d¯ − 1
s¯ − 1
)
u
u − v
l .
On account of the assumption that d¯ ≥ 2, s¯ ≥ 2 we find
u
u − v
∑
m∈R\{m′}
u∑
e=1
αm,e +
d¯ − 1
s¯ − 1
u∑
e=1
αm′,e ≥
d¯ − 1
s¯ − 1
u
u − v
l . (50)
Now let us average on the choice of m′ ∈ R :
u(d¯ − 1)
u − v
∑
m∈R
u∑
e=1
αm,e +
d¯ − 1
s¯ − 1
∑
m′∈R
u∑
e=1
αm′,e ≥
d¯ − 1
s¯ − 1
u
u − v
d¯l
or
α :=
∑
m∈R
u∑
e=1
αm,e ≥
d¯ul
u(s¯ − 1) + u − v
=
d¯ul
s
.
Equality holds if and only if it holds in (48). This implies the uniform access condition, which is proved in exactly
the same way as the uniform download condition in Prop. II.3.
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Appendix C
Proof of Theorem II.7
Proof of Part (a): The proof will be given for the repair of a node in a systematic rack. In the end we will
argue that the claimed bound also applies to the repair of nodes in parity racks.
Without loss of generality, assume {k¯ + 1, . . . , k¯ + s¯} to be the s¯ parity racks that are involved in the repair
of the failed node. Let k¯ + i , i = 1, . . . , s¯ be a helper rack. Since the repair scheme is linear, the information
that this rack provides is obtained through a linear transformation of its contents. Denote the matrix of this
transformation by Sk¯+i ,m1 and call it the repair matrix for repairing a failed node in rack m1 from rack k¯ + i
(and call its row space the repair subspace of the node. Note that it is an ls¯ × ul matrix over F ; moreover,
for optimal repair, the rank of Sk¯+i ,m1 necessarily is l/s¯ for all i ∈ [s¯ ]. The information that parity rack k¯ + i
transmits to repair the failed node in rack m1 is given by
Sk¯+i ,m1c k¯+i = Sk¯+i ,m1
(
ck+(i−1)u+1, . . . , ck+iu
)T
= Sk¯+i ,m1
( k∑
j=1
A(i−1)u+1,jcj , . . . ,
k∑
j=1
Aiu,jcj
)T
, i = 1, . . . , s¯. (51)
For given i , j let us define the block matrix Ai ,j = (A(i−1)u+1,j , . . . , Aiu,j)
T (a part of column j in the encoding
matrix that corresponds to rack m). Suppose that the index of the failed node in rack m1 is j1, and note that
(m1 − 1)u + 1 ≤ j1 ≤ m1u. Then from (51) we obtain
Sk¯+i ,m1c k¯+i = Sk¯+i ,m1Ai ,j1cj1 + Sk¯+i ,m1
k∑
j=1
j 6=j1
Ai ,j1cj , i = 1, . . . , s¯ . (52)
From (52) we observe that the information that parity rack k¯ + i provides for the repair of node cj1 contains
interference from the other systematic nodes cj , j 6= j1. Moreover, as rack m1 collects all the information sent
from the helper racks k¯ + i , 1 ≤ i ≤ s¯, in order to repair node cj , it is necessary that
rank


Sk¯+1,m1A1,j1
...
Sk¯+s¯,m1As¯ ,j1

 = l . (53)
This relation holds true because Equations (52) evaluate a linear combination of the contents of the nodes
in the host rack. To retrieve the l symbols of the failed node from this linear combination, condition (53) is
necessary.
Let us further define the ul × ul matrix Di ,m = (Ai ,(m−1)u+1, . . . ,Ai ,mu) by assembling together u columns
of the form A·,·, i.e., Di ,m = (Aα,β), (i − 1)u + 1 ≤ α ≤ iu, (m − 1)u + 1 ≤ β ≤ mu. These matrices are
defined for notational convenience and enable us to argue about entire racks rather than their elements. Since
the code C is MDS, the matrix Di ,m is invertible for all 1 ≤ i ≤ r¯ and 1 ≤ m ≤ k¯. Rewriting (52) with this
notation, we obtain
Sk¯+i ,m1c k¯+i = Sk¯+i ,m1Di ,m1cm1 + Sk¯+i ,m1
k¯∑
m=1
m 6=m1
Di ,mcm. (54)
Since (m1 − 1)u + 1 ≤ j1 ≤ m1u, from (53) we have
rank


Sk¯+1,m1D1,m1
...
Sk¯+s¯ ,m1Ds¯,m1

 = l . (55)
So far we have only considered the information provided by the parity racks. It remains to characterize the infor-
mation transmitted by the systematic racks. From (54), in order to cancel out the interference from systematic
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rackm 6= m1, rackm1 needs to download from systematic rackm the vector (Sk¯+1,m1D1,mcm, . . . , Sk¯+s¯,m1Ds¯ ,mcm)
T .
By Proposition II.3, for optimal repair we necessarily have
rank


Sk¯+1,m1D1,m
...
Sk¯+s¯ ,m1Ds¯,m

 = l
s¯
. (56)
The rank conditions (55) and (56) give rise to the following subspace conditions. For any m1 ∈ [k¯ ],
s¯⊕
i=1
〈Sk¯+i ,m1Di ,m1〉 = F
l , (57)
〈Sk¯+1,m1D1,m〉 = . . . = 〈Sk¯+s¯ ,m1Ds¯ ,m〉, m 6= m1. (58)
The proof of the lower bounds in the theorem relies on these necessary conditions. Let us first bound the
dimension of the intersection of the row spaces of the repair matrices.
Lemma C.1. Let J ⊂ [k¯ ] be a subset of systematic nodes such that |J| ≤ k − 1 and m1 ∈ J. Then for any
i , i ′ ≥ 1
dim
⋂
m∈J
〈Sk¯+i ,m〉 = dim
⋂
m∈J
〈Sk¯+i ′,m〉. (59)
Proof: Let a ∈ [k¯ ] \ J. Since Di ,a is nonsingular, for each i ∈ [s¯ ] we have⋂
m∈J
〈Sk¯+i ,mDi ,a〉 =
( ⋂
m∈J
〈Sk¯+i ,m〉
)
Di ,a.
On the previous line we take the intersection of the subspaces as indicated, then write a basis of the resulting
subspace into rows of a matrix, which has ul columns. Since this is also the number of rows of Di ,a, this
operation is well defined.
Since a /∈ J, for any i , i ′ ∈ [s¯ ], from (58) we have⋂
m∈J
〈Sk¯+i ,mDi ,a〉 =
⋂
m∈J
〈Sk¯+i ′,mDi ′,a〉.
Therefore, for any i , i ′ ∈ [s¯] ( ⋂
m∈J
〈Sk¯+i ,m〉
)
Di ,a =
( ⋂
m∈J
〈Sk¯+i ′,m〉
)
Di ′,a. (60)
Since Di ,a and Di ′,a are invertible, (59) follows.
Now consider the subspace
⋂
m∈J〈Sk¯+i ,mDi ,m1〉, where J is as in Lemma C.1. For any i
′ ∈ [s¯ ], we have
⋂
m∈J
〈Sk¯+i ,mDi ,m1〉 = 〈Sk¯+i ,m1Di ,m1〉
⋂( ⋂
m∈J\{m1}
〈Sk¯+i ,mDi ,m1〉
)
= 〈Sk¯+i ,m1Di ,m1〉
⋂( ⋂
m∈J\{m1}
〈Sk¯+i ′,mDi ′,m1〉
)
⊆
⋂
m∈J\{m1}
〈Sk¯+i ′,mDi ′,m1〉. (61)
Summing on i ∈ [s¯ ] on both sides of (61), we obtain
s¯⊕
i=1
( ⋂
m∈J
〈Sk¯+i ,mDi ,m1〉
)
⊆
⋂
m∈J\{m1}
〈Sk¯+i ′,mDi ′,m1〉. (62)
Note that this is a direct sum because the subspaces
⋂
m∈J〈Sk¯+i ,mDi ,m1〉 form a subset of the set of subspaces
on the left-hand side of (57) and therefore (for different i) are disjoint.
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Since Di ,m1 and Di ′,m1 are invertible, we conclude that
s¯∑
i=1
dim
⋂
m∈J
〈Sk¯+i ,m〉 ≤ dim
⋂
m∈J\{m1}
〈Sk¯+i ′,m〉.
Note that from (59), we have
s¯∑
i=1
dim
⋂
m∈J
〈Sk¯+i ,m〉 = s¯ dim
⋂
m∈J
〈Sk¯+i ,m〉.
Therefore,
dim
⋂
m∈J
〈Sk¯+i ,m〉 ≤
1
s¯
dim
⋂
m∈J\{m1}
〈Sk¯+i ′,m〉
≤
1
s¯ |J|−1
dim〈Sk¯+i ′,m〉
≤
l
s¯ |J|
. (63)
If l ≥ s¯ k¯−1, then (6) is proved, so let us assume that l < s¯ k¯−1.
Lemma C.2. Let T ⊂ [n¯]\{k¯ + i} be a subset such that
• 1 ≤ |T| ≤ n¯ − 1,
• m1 ∈ T,
• T contains min(k¯ − 1, |T|) systematic racks.
Then
dim
⋂
m∈T
〈Sk¯+i ,m〉 ≤
l
s¯ |T|
. (64)
Remark: Some of the repair matrices in (64) refer to the repair scheme of a parity node (a node in a
parity rack) using information from another parity rack. These matrices exist and are well defined because by
assumption, the code C supports optimal repair of any node from any set of d¯ helper racks.
Proof. By the assumption before the lemma, Eq. (63) holds for any J of size ≤ k¯ − 1, which proves the claim
for the case |T| ≤ k¯ − 1. At the same time, if |T| > k¯ − 1, take |J| = k¯ − 1 in (63) and note that J ⊂ T. In
this case (63) implies (64) and the proof is complete.
From (64) we observe that the subspaces 〈Sk¯+i ,m〉, m ∈ T have a vector in common if and only if |T| ≤ logs¯ l .
Now consider a ul × (n¯ − 1) matrix V whose rows correspond to the ul vectors in the standard basis of F ul
and columns to the repair matrices Sk¯+i ,m, m ∈ [n¯]\ {k¯ + i}. Put Vim = 1 if the ith vector is one of the rows of
the mth repair matrix and 0 otherwise. The code has the optimal access property if and only if the rows of the
repair matrices are formed of standard basis vectors. Every column of V contains l/s¯ ones, and if |T| ≤ logs¯ l ,
then every row contains at most logs¯ l ones; thus
l
s¯
(n¯ − 1) ≤ ul logs¯ l .
It follows that
l ≥ s¯
n¯−1
s , (65)
where we used s = s¯u. This concludes the proof of Part (a).
Proof of Part (b): We closely follow the arguments in Part (a) with the only difference that the set T can
now be of size n¯, which is possible because the repair matrices are independent of the choice of the helper
racks.
Let us outline the argument. Let |J| = k¯ − 1 and l < s¯ k¯−1. In this case (63) implies that
dim
⋂
m∈J
〈Sm〉 = 0
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(even in the case when the repair scheme is chosen based on the location of the helpers, and all the more so
in the current case). It follows that, for any T ⊆ [n¯] such that T ⊇ J, we have
dim
⋂
m∈T
Sm = 0.
Therefore, for l < s¯ k¯−1, we have
dim
⋂
m∈T
Sm ≤
l
s¯ |T|
, (66)
for 1 ≤ |T| ≤ n¯. For the left-hand side of the above inequality to be greater than 1, we necessarily have
|T| ≤ logs¯ l .
Repeating the argument that led to (65), we obtain
l ≥ s¯ n¯/s . (67)
Thus, we have proved cases (a) and (b) of the theorem for repairing a failed node in a systematic rack.
The same bounds hold for repairing a failed node in any of the parity racks. Indeed, note that a parity rack
c k¯+i , i = 1, . . . , r¯ is computed from the systematic racks as follows:
c k¯+i =
k¯∑
j=1
Dk¯+i ,jc j (68)
If a node in rack k¯ + i has failed, we first choose d¯ helper racks and isolate any (k¯ − 1)-subset of the chosen
d¯-set. Then we write equations of the form (68) where on the right we use these k¯ − 1 racks together with
the host rack to express the code symbols in the remaining r¯ racks. These equations are obtained from (68)
using obvious matrix transformations (no complications arise because the code C is MDS). After that, we can
repeat the proofs given above, which establishes our claim.
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