Abstract. We present general ideas about the complexity of objects and how complexity can be used to define the information in objects. In essence, the idea is that while complexity is relative to a given class of processes, information is process independent: information is complexity relative to the class of all conceivable processes. We test these ideas on the complexity of classical states. A domain is used to specify the class of processes, and both qualitative and quantitative notions of complexity for classical states emerge. The resulting theory can be used to give new proofs of fundamental results from classical information theory, to give a new characterization of entropy, to derive lower bounds on algorithmic complexity and even to establish new connections between physics and computation. All of this is a consequence of the setting which gives rise to the fixed point theorem: The least fixed point of the copying operator above complexity is information.
Introduction
We can think of domains ([1] [11] ) as a qualitative way of reasoning about informative objects, and measurement ( [6] [9] ) as a way of determining the amount of information in an object. But neither set of ideas attempts to answer the question "What is information?" In this paper, we offer one possible answer to this question which has pragmatic value and is of interest to computer science.
To begin, we assume that the words 'complexity' and 'information' are just that -words. We start from a clean slate, forgetting the various connotations these words have in the sciences, and simply begin talking about them intuitively. We might say:
• The complexity of a secret is the amount of work required to guess it.
• The complexity of a problem is the amount of work required to solve it.
• The complexity of a rocket is the amount of work required to escape gravity.
• The complexity of a probabilistic state is the amount of work required to resolve it.
In all cases, there is a task we want to accomplish, and a way of measuring the work done by a process that actually achieves the task; such a process belongs to a prespecified class of processes which themselves are the stuff that science is meant to discover, study and understand. Then there are two points not to miss about complexity:
(i) It is relative to a prespecified class of processes, (ii) The use of the word 'required' necessitates the minimization of quantities like work over the class of processes.
Complexity is process dependent. Now, what is information in such a setting? Information, in seeming stark contrast to complexity, is process independent. Here is what we mean: Information is complexity relative to the class of all conceivable processes. For instance, suppose we wish to measure the complexity of an object x with respect to several different classes P 1 , . . . , P n of processes. Then the complexity of x varies with the notion of process: It will have complexities c 1 (x), . . . , c n (x), where c i is calculated with respect to the class P i . However, because information is complexity relative to the class of all conceivable processes, the information in an object like x will not vary. That is what we mean when we say information is process independent: It is an element present in all notions of complexity. So we expect complexity ≥ information if only in terms of the mathematics implied by the discussion above. For example, this might allow us to prove that the amount of work you expect to do in solving a problem always exceeds the a priori uncertainty (information) you have about its solution: The less you know about the solution, the more work you should expect to do. An inequality like the one above could be valuable.
To test these ideas, we study the complexity of classical states relative to a class of processes. A class of processes will be derived from a domain (D, µ) with a measurement µ that supports a new notion called orthogonality. Write c D (x) for the complexity of a classical state x relative to (D, µ). Then we will see that
where σ is Shannon entropy and Σ is the class of domains (D, µ). This equation provides a setting where it is clear that information in the sense of the discussion above is σ, and that the class of all conceivable processes is Σ. By (1), our intuitive development of 'complexity' turns out to be capable of deriving lower bounds on the complexity of algorithms such as sorting and searching. Another limit also exists,
where ≤ D is a relation on classical states which means x ≤ D y iff for all processes p on (D, µ), it takes more work for p to resolve x than y. This is qualitative complexity, and the value of the intersection above ≤ just happens to be a relation called majorization. Muirhead [5] discovered majorization in 1903, and in the last 100 years his relation has found impressive applications in areas such as economics, computer science, physics and pure mathematics [2] [4]. We will see that majorization is a continuous dcpo on the subset of monotone classical states and that the complexity c D is determined by its value on this subset.
The limits (1) and (2) comprise what we call the universal limit, because it is taken over the class of all domains. The pair (σ, ≤) can also be derived on a fixed domain (D, µ) provided one has the ability to copy processes. The mathematics of copying necessitates the addition of algebraic structure ⊗ to domains (D, µ) already supporting orthogonality. It is from this setting, which identifies the essential mathematical structure required to execute classical information theory [12] over the class of semantic domains, that the fixed point theorem springs forth: As with recursive programs, the semantics of information can also be specified by a least fixed point:
where Φ is the copying operator and ⊥ is the complexity c D , i.e., the least fixed point of domain theory connects complexity in computer science to entropy in physics. We thus learn that one can use domains to define the complexity of objects in such a way that information becomes a concept derived from complexity in a precise and systematic manner (as a least fixed point). Note: All proofs of unproved theorems are given in [7] .
Classical states
We begin with the objects whose complexity we wish to study. These are the classical states.
Definition 1. The set of classical n-states is
The set of monotone decreasing n-states is
In 1903, Muirhead [5] discovered an important relation on classical states called majorization.
where
for all k ∈ {0, . . . , n}. Note that s 0 x = 0 for all x ∈ Λ n .
In the last one hundred years, majorization has arisen in a number of contexts, including economics, computer science, physics and mathematics ([2] [4] ). It is a domain.
is a continuous dcpo with least element ⊥ = (1/n, . . . , 1/n).
Basic domain theoretic ideas are given in [7] . We write
for the standard inner product on R n .
Lemma 1. For x, y ∈ Λ n , we have x ≤ y if and only if for all increasing a : {1, . . . , n} → [0, ∞), a|x ≥ a|y . By replacing µ with µ/µ⊥ if necessary, we can always assume µ(⊥) = 1. The inequality for pairwise orthogonal sets is worth comparing to its "opposite": That µ(x y) ≤ µx + µy if x and y are consistent. The latter allows one to derive metrics on ker µ [8] . The following results give techniques for proving (D, µ) is a domain.
Processes from the order on a domain
Here is one reason φ might preserve orthogonality:
be an order embedding with µφ = µ whose image is dense in the Scott topology. If no compact element of D has measure zero, and each x ∈ E with µx > 0 has ↑ ↑x = ∅, then
n be a classical state with all p k > 0 and Σ ∞ the streams over the alphabet Σ = {0, . . . , n − 1}. Define µ : Σ ∞ → [0, ∞) * by µ⊥ = 1 and µi = p i+1 for i ∈ Σ, and then extend it homomorphically by µ(s · t) = µs · µt where the inner dot is concatenation of finite strings. The unique Scott continuous extension, which we call µ, yields a domain (D, µ).
We first embed (Σ ∞ , µ) into I[0, 1]. Visualize an interval x ∈ I[0, 1] as a line segment partitioned into n consecutive line segments having lengths p i+1 · µx for 0 ≤ i ≤ n − 1. Let φ i (x) be the i th such interval. The map φ :
Having defined φ on finite strings, we take its unique Scott continuous extension, and call this φ. It is an order embedding whose image is dense in the Scott topology because all p k > 0. Now Prop. 1 applies.
An immediate corollary is the case p = (1/2, 1/2) ∈ ∆ 2 and Σ = {0, 1} = 2, the binary streams with the usual measurement: (2 ∞ , 1/2 |·| ) is a domain. This is the basis for the study of binary codes. The fact that it is a domain implies the vital Kraft inequality of classical information theory.
Theorem 2 (Kraft) . We can find a finite antichain of Σ ∞ which has finite word lengths a 1 , a 2 , . . . , a n iff
Finite antichains of finite words are sometimes also called instantaneous codes.
The inequality in Kraft's result can be derived as follows:
Example 2. The Kraft inequality. We apply the last example with
A finite subset of Σ <∞ is pairwise orthogonal iff it is an antichain. Thus,
In particular, 1 = µ⊥ ≥ µ( F ), using the monotonicity of µ. Notice that the bound we derive on the sum of the measures is more precise than the one given in the Kraft inequality. We call µ the standard measurement and assume it when writing (Σ ∞ , µ), unless otherwise specified.
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Finally, the order theoretic structure of (D, µ) gives rise to a notion of process: A set of outcomes which are (a) different, and (b) achievable in finite time.
Definition 5.
There is a natural function − log µ : P n (D) → (0, ∞) n which takes a process p ∈ P n (D) to the positive vector − log µp = (− log µp 1 , . . . , − log µp n ).
We will now use this notion of process to define the complexity of classical states. Two notions arise: A quantitative measure, called h D , and a qualitative measure, ≤ D , which takes the form of a relation on classical states Λ n .
Complexity (quantitative)
By considering processes on (2 ∞ , µ), it is clear that the expected work done by an algorithm which takes one of n different computational paths p : {1, . . . , n} → D is − log µp|x . Thus, the complexity of a state c :
The function sort + reorders the components of a vector so that they increase; its dual sort − reorders them so that they decrease. The first major step is to prove that the complexity of a classical state does not depend on the order of the probabilities within it:
In particular, the function c is symmetric.
So we can restrict our attention to monotone decreasing states Λ n .
If the outcomes of process p are distributed as x ∈ Λ n , then the work we expect p will do when taking one such computational path is p x. And finally:
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Thus, the relation of h to c is that c(x) = h(sort − (x)) for all x ∈ ∆ n . The Shannon entropy σ :
can also be viewed as a map on Λ n , and as a map on all monotone states. Its type will be clear from the context.
is Scott continuous and satisfies h D ≥ σ where σ is entropy.
We have now proven the following: The amount of work we expect to do when solving a problem exceeds our a priori uncertainty about the solution. That is, the less you know about the solution, the more work you should expect to do:
Example 3. Lower bounds on algorithmic complexity. Consider the problem of sorting lists of n objects by comparisons. Any algorithm which achieves this has a binary decision tree. For example, for lists with three elements, a 1 , a 2 , a 3 , it is
where a move left corresponds to a decision ≤, while a move right corresponds to a decision >. The leaves of this tree, which are labelled with lists representing potential outcomes of the algorithm, form an antichain of n!-many finite words in 2 ∞ using the correspondence ≤ → 0 and > → 1. This defines a process p : {1, . . . , n!} → 2 ∞ . If our knowledge about the answer is x ∈ Λ n! , then
Assuming complete uncertainty about the answer, x = ⊥, we get avg. comparisons ≥ σ⊥ = log n! ≈ n log n.
In addition, we can derive an entirely objective conclusion: In the worst case, we must do at least max(− log µp) ≥ p ⊥ ≥ σ⊥ ≈ n log n comparisons. Thus, sorting by comparisons is in general at least O(n log n). A similar analysis shows that searching by comparison is at least O(log n).
We have used domain theoretic structure as the basis for a new approach to counting the number of leaves in a binary tree. Different domains can give rise to different complexity classes, for the simple reason that changing the order changes the notion of process. An example of this is (L, µ) ⊆ (2 ∞ , µ) which models linear search (Example 5).
Complexity (qualitative)
Each domain (D, µ), because it implicitly defines a notion of process, provides an intuitive notion of what it means for one classical state to be more complex than another: x is more complex than y iff for all processes p ∈ P n (D), the work that p does in resolving x exceeds the work it does in resolving y. This is qualitative complexity.
Only one thing is clear about ≤ D : The qualitative analogue of Prop. 3.
The calculation of ≤ D requires knowing more about the structure of D. We consider domains whose orders allow for the simultaneous description of orthogonality and composition. In the simplest of terms: These domains allow us to say what different outcomes are, and they allow us to form composite outcomes from pairs of outcomes.
Definition 9. A domain (D, µ) is symbolic when it has an associative operation
Notice that ⊗ has a qualitative axiom and a quantitative axiom. One example of a symbolic domain is (Σ ∞ , µ) for an alphabet Σ with ⊗ being concatenation.
Example 4. The tensor on
(I[0, 1], ⊗) is a monoid with ⊥ ⊗ x = x ⊗ ⊥ = x and the measurement µ is a homomorphism! We can calculate zeroes of real-valued functions by repeatedly tensoring left(⊥) = [0, 1/2] and right(⊥) = [1/2, 1], i.e., the bisection method.
We can tensor processes too: If p : {1, . . . , n} → D and q : {1, . . . , m} → D are processes, then p ⊗ q : {1, . . . , nm} → D is a process whose possible actions are p i ⊗ q j , where p i is any possible action of p, and q j is any possible action of q. The exact indices assigned to these composite actions for our purposes is immaterial. We can characterize qualitative complexity on symbolic domains: We now see that ≤ and σ are two sides of the same coin: The former is a qualitative limit; the latter is a quantitative limit. Each is taken over the class of domains. where the relation ≤ on Λ n is majorization.
By Theorem 4, the optimum value of (h D , ≤ D ) is (σ, ≤). But when does a domain have a value of (h D , ≤ D ) that is close to (σ, ≤)? Though it is subtle, if we look at the case when ≤ D achieves ≤ in the proof of Theorem 3, we see that a strongly contributing factor is the ability to copy processes -we made use of this idea when we formed the process n i=1 p. We will now see that the ability to copy on a given domain also guarantees that h is close to σ.
Inequalities relating complexity to entropy
We begin with some long overdue examples of complexity. It is convenient on a given domain (D, µ) to denote the complexity in dimension n by h n : Λ n → [0, ∞).
Example 5. Examples of h.
, where the L is for linear,
which is the average number of comparisons required to find an object among n using linear search. (ii) On the domain of binary streams (2 ∞ , µ),
In general, h n (x) is the average word length of an optimal code for transmitting n symbols distributed according to x.
These examples do little to help us understand the relation of h to σ. What we need is some math. For each integer k ≥ 2, let
Intuitively, over the class P k (D) of algorithms with k outputs, c(k) is the worst case complexity of the algorithm whose worst case complexity is least.
Theorem 5. Let (D, ⊗, µ) be a symbolic domain with a process p ∈ P k (D). Then
where h and σ can be taken in any dimension.
The mere existence of a process on a symbolic domain (D, µ) means not only that ≤ D =≤ but also that h and σ are of the same order. Without the ability to 'copy' elements using ⊗, h and σ can be very different: Searching costs O(n) on L, so h L and σ are not of the same order. We need a slightly better estimate. By orthogonality, c(k) ≥ log k always holds, so to calculate the algebraic index we need only prove c(k) ≤ log k. The value of the index for us is that:
There are results in [7] which explain why the algebraic index is a natural idea, but these use the Gibbs map and partition function from thermodynamics, which we do not have the space to discuss. But, it is simple to see that the algebraic index of I[0, 1] is 2, the algebraic index of Σ ∞ is |Σ| and in general, if there is a process p ∈ P n (D) on a symbolic domain with (µp 1 , . . . , µp n ) = ⊥ ∈ Λ n for some n, then D has an algebraic index k ≤ n.
The fixed point theorem
Let Λ be the set of all monotone decreasing states and let ⊗ : Λ × Λ → Λ be
That is, given x ∈ Λ n and y ∈ Λ m , we multiply any x i by any y j and use these nm different products to build a vector in Λ nm .
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Definition 11. The copying operator ! : X → X on a set X with a tensor ⊗ is
for all x ∈ X.
If p ∈ P n (D) is a process whose possible outputs are distributed as x ∈ Λ n , then two independent copies of p considered together as a single process !p will have outputs distributed according to !x. Now let [Λ → [0, ∞) * ] be the dcpo with the pointwise order f g ≡ (∀x) f (x) ≥ g(x).
Theorem 6. Let (D, ⊗, µ) be a symbolic domain whose algebraic index is k ≥ 2. Then the least fixed point of the Scott continuous operator
where h : Λ → [0, ∞) is the complexity on all states.
This iterative process is very sensitive to where one begins. First, Φ has many fixed points above σ: Consider c · σ for c < 1. Thus, Φ cannot be a contraction on any subset containing ↑ h. But Φ also has fixed points below σ: The map f (x) = log dim(x) = σ⊥ dim(x) is one such example. This proves that σ is genuinely a least fixed point. The fixed point theorem can be used to derive Shannon's noiseless coding theorem [7] . In the proof of Theorem 6, we can regard Λ a continuous dcpo by viewing it as a disjoint union of domains. But we could just view it as a set. And if we do, the function space is still a dcpo, the theorem remains valid, and we obtain a new characterization of entropy:
Corollary 3. Let (D, ⊗, µ) be a symbolic domain with algebraic index k ≥ 2. Then there is a greatest function f : Λ → [0, ∞) which satisfies h ≥ f and f (x ⊗ x) ≥ f (x) + f (x). It is Shannon entropy.
The question then, "Does h approximate σ, or is it σ which approximates h" is capable of providing one with hours of entertainment. In closing, we should mention that Φ might also provide a systematic approach to defining information fix(Φ) from complexity h in situations more general than symbolic domains.
The fixed point theorem also holds for quantum states where one replaces σ by von Neumann entropy, and ⊗ on domains by the algebraic tensor ⊗ of operators. (The domain theoretic tensor can also be mapped homomorphically onto the tensor of quantum states in such a way that domain theoretic orthogonality implies orthogonality in Hilbert space.) Several new connections emerge between computer science and quantum mechanics whose proofs combine new results with work dating as far back as Schrödinger [10] in 1936. The bridge that connects them is domain theory and measurement. One such result proves that reducing entanglement by a technique called local operations and classical communication is equivalent to simultaneously reducing the average case complexity of all binary trees, a major application of Theorem 3 that we could not include in this paper due to space limitations. These and related results are in [7] .
