This article presents a method for characterizing the system dynamics of a trapped particle in real-time and designing a controller to minimize disturbances to the particle's position. Specifically, adaptive system identification is used to determine the trap characteristics and the actuator transfer function describing the mirror voltage to trap position path. Using an internal model control scheme combined with a filtered-x least-mean-square algorithm, adaptive control was used to create a controller that minimizes a frequency weighted mean-squared-error. The dynamics associated with multiple particle sizes and materials were experimentally determined under different power levels, each case resulting in different system dynamics and demonstrating positive control results. The adaptive system identification and the controller presented automate the process of system identification and control design, enabling the automation of optical trap controller design.
Introduction
Optical traps, or optical tweezers, have matured since their inception 22 years previous [1] . Using optical forces, microscopic particles can be manipulated in a noninvasive manner, which has led to their use in biophysics. One application for which optical traps have found particular use is for measuring the mechanical properties of biological molecules and motor proteins ranging from DNA [2, 3] and RNA [4] to motor proteins such as kinesin [5] and myosin [6] . All of these experiments used feedback control systems to regulate applied forces. These controllers were typically simple, direct gain feedback, and slow, operating at video rates. Even within these constraints, careful consideration and analysis must be done to ensure stability and suitable performance.
Prior to this work, classical control design techniques were used to determine the system dynamics of a particle/actuator combination and controllers were designed manually [7] . This is a time consuming process of identifying the plant's various subsystems by use of either manual or time domain curve-fitting tools. An appropriate controller can then be designed using techniques such as loop shaping or proportional-integral-derivative (PID) controller tuning methods, such as Ziegler-Nichols. In this process, a representative particle is used for controller design and all others are assumed identical.
However, any change in experimental conditions, such as laser power, particle size and index of refraction, or viscosity of the surrounding medium results in a change of the system dynamics [8] . Even the representative particles, which are assumed identical to the rest of the sample set, can have small variations that result in slight differences in system dynamics. While these differences may not cause instability, they may yield less than optimal results. This is an important consideration as researchers attempt to push the accuracy and the speed of response of optical traps in biological and molecular experiments, since poorly designed controllers can lead to error in measured forces. This motivates the development of a method that can account for changes in system dynamics, as well as changes in experimental conditions, by automating the controller design process.
Here we present a method of adaptive system identification and control that automates controller design for each particle, while also accounting for temporal changes that occur while trapping. An adaptive controller allows an optical trap's control scheme to adjust to changes in system dynamics resulting from changes in particles and trapping stiffness. We build on our system identification technique for determining the trapped particle's dynamics using the least-mean-square (LMS) algorithm [8] . In this work, the LMS algorithm is first used to determine the dynamics of a trapped particle. These dynamics are then used in a filtered-x LMS algorithm to determine the actuator dynamics. The identified system dynamics are used in an internal model control scheme to implement an adaptive controller for servo control of trapped particles. This results in a controller designed specifically for each particle, actuator, and the environmental conditions at the time of experimentation. This method enhances the design of optical trap controllers through adaptive techniques for servo control of trapped particles as well as force control.
Adaptive Identification and Control
Optical traps that use feedback control have actuators to manipulate the position of the optical trap with respect to its surroundings. Whether the actuator is a fast steering mirror, an acousto-optic deflector, a spatial light modulator, or a translation stage, its dynamics are coupled in a series arrangement with those of the trapped particle. This requires an accurate model of the actuator dynamics as well as the trapped particle's dynamics for proper controller design. Since the particle's dynamics are coupled to the dynamics of the actuator, the actuator and particle dynamics need to be separated from each other for proper identification. This is accomplished using adaptive filter techniques.
Adaptive filters are the functional component of the adaptive system identification and the adaptive control approaches. The LMS algorithm is the adaptation workhorse, and its filtered-x version is necessary for adaptive control [9, 10] . The LMS algorithm is a stochastic gradient-based algorithm that adapts the filter weights, w ¼ fw i g i¼0∶mÀ1 , of a finite impulse response (FIR) autoregressive filter to minimize a mean-squared-error cost function of the form
where Ef·g denotes the statistical expectation operator. The user defined error function, e, is dependant upon the particular system identification or control problem. The instantaneous cost gradient estimate is
The cost function is quadratic in the weights with a unique global minimum. This is the same algorithm used in previous work to identify and calibrate the stiffness of an optical trap [8] .
When setting up either a system identification or a controller using an LMS algorithm in which the plant contains two or more subsystems that require decoupling, a filtered-x LMS approach is used [9] . This technique is illustrated as follows: let G 2 be the particle dynamics with respect to the actuator input,Ĝ 2 the estimated particle dynamics, and F the FIR filter to replicate the actuator dynamics, G A . The estimated particle dynamics are assumed to have been modeled earlier using any calibration technique. The model is identified in a parallel configuration (see Fig. 1 ). The parallel configuration results in a discrete time domain transfer function. The filter is defined as
where z À1 is a unit delay and w represents the filter weights. The user defined error is e ¼ ðG A G 2 À FĜ 2 Þv, where v is the command signal into the actuator. The gradient vector of this error signal is
To simplify the notation, a so-called filtered-x signal is defined as x ¼Ĝ 2 vðnÞ. This results in an instantaneous cost gradient estimate of
Therefore, ÀĜ 2 is fed into the LMS update block to generate the filtered-x signal (see Fig. 1 ). The weights are updated in the direction opposite the gradient of the cost according to
where μ is the step size. The controller is designed to identify the disturbance and use this signal as the control input to minimize the Brownian disturbance on system measurements. The system has dynamics according to Fig. 1 . Filtered-x LMS model-matching scheme for estimating the actuator dynamics. Here, G 2 is the plant dynamics,Ĝ 2 the estimated plant dynamics, and F the FIR filter to replicate the actuator dynamics, G A .
G A G 1 , with command input v (see Fig. 2 ), where G 1 is the dynamics of the particle with respect to the Brownian disturbance. The system has an output dependent upon a disturbance and the system dynamics:
where z is the absolute position of the trapped particle. Ideally, system disturbances are measured directly; however, in this case the signal is unknown.
To estimate the disturbance, the command input is fed forward through a model of the plant, denoted asĜ AĜ1 . This results in the estimate of disturbancê d. Once the disturbance is estimated, this can be filtered, in this case by Q, and fed directly into the system dynamics as a form of disturbance rejection, where Q is a feed forward controller. The feed forward controller is an alternate method of analyzing the typical feedback controller, as has been presented previously [7] . The set of all stabilizing controllers for the plant G ¼ G A G 1 can be parameterized as
turning the feed forward controller into a feedback controller. Free parameter Q can be generated with any stable filter, such as an adaptive FIR filter. In this case the frequency weighted closed-loop error is
with weight W large at frequencies requiring disturbance rejection and small elsewhere. This is used since solving the update equation at all frequencies is difficult. Here, the frequency weight is a low-pass filter. Figure 2 shows an equivalent block diagram for this adaptive control scheme. We can interpret this parameterization as an estimation of disturbanced using an estimate of the system dynamics. The estimated disturbance can then be fed forward, in a model-matching scheme, to minimize the error. Adaptation of the Q parameter is done using the filtered-x LMS algorithm, where Free parameter Q is adapted using the filtered-x LMS algorithm to minimize the weighted mean-squared-error. x ¼ WĜ AĜ1d ð10Þ and the update for weights, w, is the same as presented previously.
Experimental Methods and Results
The optical trapping system is custom built using a Zeiss Axiovert 200 inverted microscope with a Zeiss Plan-Apochromat 63 × =1:4 NA objective, and a Coherent Compass 1064-500 Nd:YAG laser (λ ¼ 1064 nm) with a maximum power of 0:5 W. The trapping laser is also used for position sensing by collecting the forward scattered laser with a high NA condenser (Zeiss Achromatic-aplanatic condenser 1.4 NA) and projecting it onto a quadrant photodiode (QPD) [11] . This arrangement tracks displacements from the center of the trapping laser. A fast steering mirror (Newport FSM-300) positioned at a back focal plane of the objective actuates the trapped specimen. The absolute particle displacement is calculated by feeding forward the actuator dynamics and summing this with the relative QPD displacements to result in an absolute position measurement. This arrangement is the same as was used in previous work [7, 8] . The adaptive controller is designed in Matlab's Simulink and compiled onto a dSPACE D=A board for implementation and data acquisition. The signals were sampled at 6:4 kHz and antialias filtered before being digitized.
Multiple particles of different sizes and indices of refraction were used to test the effectiveness of the adaptive controller. Three different particles were used to test the algorithm: polystyrene microspheres with diameters of 0:5 μm and 1 μm, and silica microspheres 1 μm in diameter. Each particle was trapped with varying laser power levels to give a wide range of system dynamics to compare. The experimental procedure was to trap each particle 5 μm above the coverslip. This distance was used to estimate the hydrodynamic drag on the particle according to Faxen's law [12] , which is Stoke's drag on a sphere with a correction factor for the distance from a surface. Uncertainty in this measurement will lead to uncertainty in the trapping stiffness, but does not affect the results of the designed controller. The particle dynamics, G 1 , were identified using the adaptive system identification method [8] to find the characteristic pole of the trapped particle, Ω; however, any calibration method can be used for this step. The characteristic pole is then used to build the forced particle's response, G 2 . The system dynamics of these two transfer functions are presented in detail in a prior publication [7] .
The actuator dynamics were identified by driving the actuator with pink noise, which is characterized by a power spectral density that is inversely proportional to frequency (1=f ). This was necessary since the low-frequency content is much harder to excite with the plant G 2 acting as a high-pass filter. This gave a more even noise level and improved lowfrequency coherence while maintaining highfrequency coherence. The QPD signal is the combination of the plant and actuator dynamics (i.e., G 2 and G A , respectively). The experimentally determined plant, G 2 , was used in a filtered-x method to build the actuator model in parallel. The FIR model is constructed using 50 tap delay lines with a step size of μ ¼ 0:02 and allowed 2 min to converge.
The plant and actuator dynamics are used to build the disturbance signal estimates. The disturbance signal estimates, used to direct the filtered-x LMS algorithm and the filtered-x signal are as follows (see Fig. 2 
The disturbance is weighted by W to focus on the lower frequencies by low-pass filtering the signal at 20 Hz. The optimal results were given with 50 tap delays and a step size of μ ¼ 5 · 10 −4 . While large values of μ have a fast convergence rate, too large of a step size may not be small enough to locate the optimal result.
The system identification and control results for a 1 μm polystyrene sphere trapped in 20 mW laser can be seen in Fig. 3 . Within the 90 Hz bandwidth, the net root-mean-square (RMS) displacement of the controlled system consistently outperforms the uncontrolled system. The compiled data is presented in Table 1 , which validates this method of controller design.
The controlled system, however, results in an amplification at larger frequencies. This amplification plagues all closed-loop systems and is unavoidable. This is due to the constraints of the Bode sensitivity theorem, which states that the log of the sensitivity must be conserved. Stated another way, disturbance rejection in one frequency range results in amplifica- tion in another frequency range. Increasing the speed of the feedback process will minimize the peak amplitude, but the sensitivity cannot be made small at all frequencies. This is a small advantage of using larger bandwidth actuators, such as acousto-optic deflectors. However, the system is also physically limited by the characteristic pole of the system, Ω. The trap's bandwidth sets a practical upper limit for the speed of the feedback process and how fast the system can be forced. Given the reduction in lowfrequency disturbances and realizing most experiments involving biological applications are not performed above these amplification frequencies, this is a necessary trade-off in order to control position and applied forces in an optical trap.
Conclusions
The adaptive system identification and control method presented is capable of characterizing the system dynamics in real-time. Adaptive system identification is able to determine the trap characteristics and the actuator dynamics describing the mirror voltage to trap position path. Using an internal model control scheme combined with filtered-x LMS, an adaptive controls scheme was used to create the controller in real-time. The dynamics associated with multiple particle sizes and materials were experimentally determined under different power levels, each case resulting in different plant dynamics, which demonstrates our technique. The adaptive system identification and controller presented automate the process of system identification and control design. Advantages to this adaptive approach are that the system dynamics, such as particle size, index of refraction, and trapping power can be changed without necessitating the off-line design of a new controller. When using a fixed gain controller, changes in system dynamics result in a controller with off nominal performance. Our approach corrects that by adaptively creating a controller for each experiment and for temporal changes that occur when trapping and pushes the limits of performance. Particles are commonly considered universal, but an adaptive system takes into account variations among particles of similar size. The adaptive controller can easily be imported into any system and once setup, can be used by anyone without detailed prior knowledge of controller design. This method is implemented in a system that was presented earlier that uses a fast steering mirror for actuation and a quadrant photodiode for position sensing using the trapping laser for sensing [7] . While this is a specific experimental arrangement, all control systems have actuator and trap dynamics to account for making this method adaptable to any optical trapping setup provided the actuator and position sensing techniques have acceptable response times.
