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Abstract
The dynamics of populations evolving on an adaptive landscape depends on multiple factors, including the
structure of the landscape, the rate of mutations, and eﬀective population size. Existing theoretical work often
makes ad hoc and simplifying assumptions about landscape structure, whereas experimental work can vary
important parameters only to a limited extent. We here overcome some of these limitations by simulating the
adaptive evolution of RNA molecules, whose fitness is determined by the thermodynamics of RNA secondary
structure folding. We study the influence of mutation rates and populations sizes on final mean population
fitness, on the substitution rates of mutations, and on population diversity. We show that evolutionary
dynamics cannot be understood as a function of mutation rate µ, population size N , or population mutation
rate Nµ alone. For example, at a given mutation rate, clonal interference prevents the fixation of beneficial
mutations as population size increases, but larger populations still arrive at a higher mean fitness. In addition,
at the highest population mutation rates we study, mean final fitness increases with population size, because
small populations are driven to low fitness by the relatively higher incidence of mutations they experience. Our
observations show that mutation rate and population size can interact in complex ways to influence the
adaptive dynamics of a population on a biophysically motivated fitness landscape.
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Background1 1
Perhaps the most fundamental process in Darwinian evolution is a population’s2 2
exploration of an adaptive landscape [1] by mutation and selection. As a population3 3
scales ever higher peaks in such a landscape, its mean fitness increases. (A fitness4 4
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peak refers to one or more sequences with higher fitness than all their neighbors.)5 5
Many factors influence this process. Among them is the structure of the landscape6 6
itself, including its number of peaks, environmental changes that might influence this7 7
structure, the presence and incidence of recombination, the rate of DNA mutations,8 8
the kinds of genetic changes that such mutations cause, and population size [2, 3, 4,9 9
5, 6, 7, 8, 9]. To understand these factors and how they interact to aﬀect adaptive10 10
evolution is not just of academic interest. It may also help predict the outcome of11 11
adaptive evolution, for example in pathogens and their arms races with human and12 12
non-human hosts [10, 11, 12, 13, 14].13 13
Unfortunately, the factors influencing adaptive evolution interact in complex ways.14 14
Here we focus on two such factors, mutations and their rate, as well as the eﬀective15 15
size of a population Ne [15, 16]. We study how these factors interact in the adaptive16 16
evolution of RNA molecules subject to mutation and selection on an unchanging17 17
fitness landscape.18 18
Both separately and jointly, the two factors influence adaptive evolution in com-19 19
plex ways. Consider population size. On the one hand, adaptive evolution may be20 20
more rapid in large populations. First, larger populations produce more mutant21 21
individuals per generation, which helps explore more genotypes and find optimal22 22
genotypes faster than smaller populations. Second, natural selection is more eﬀec-23 23
tive in larger populations [17]. Specifically, as eﬀective population size Ne increases,24 24
natural selection becomes more eﬀective in fixing beneficial mutations and removing25 25
deleterious mutations. In other words, the substitution rate of beneficial mutations26 26
is an increasing function of Ne, and the substitution rate of deleterious mutations a27 27
decreasing function of Ne [18, 19]. Third, if mutation rates and population sizes are28 28
large enough, then some individuals in large populations will experience double mu-29 29
tations that can help them cross fitness valleys and explore genotypes that would30 30
otherwise be inaccessible [11], a phenomenon also known as stochastic tunneling31 31
[20, 21, 22, 23, 24].32 32
On the other hand, there are also reasons why adaptive evolution may be more33 33
rapid in smaller populations. First, such populations experience little or no clonal34 34
interference, a phenomenon that can slow down the adaptation rate in large and35 35
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polymorphic populations [25, 11]. In clonal interference, multiple beneficial muta-36 36
tions coexist in a population at the same time. In the absence of recombination,37 37
individuals harboring diﬀerent beneficial mutations compete with each other, which38 38
can slow down the fixation of beneficial mutations and thus adaptive evolution. Sec-39 39
ond, small populations experience stronger genetic drift and the stochastic changes40 40
in allele frequencies that can help a population cross a fitness valley [7, 8]. A diﬀer-41 41
ent perspective on the same phenomenon is provided by considering the adaptive42 42
peaks in a multi-peaked adaptive landscape. Because only diﬀerences in fitness ef-43 43
fects that are greater than the reciprocal of the population size (1/Ne) are visible44 44
to selection [17], some fitness peaks separated by a valley will merge as population45 45
size decreases, thus reducing the number of peaks in the landscape [8, 11, 13]. This46 46
will decrease the likelihood that a population becomes trapped on a local peak, and47 47
increase its chances to find the landscapes global fitness peak.48 48
Further complications ensue if one considers the influence of mutations and the49 49
distribution of their fitness eﬀects [26, 27]. These eﬀects fall into three broad cat-50 50
egories, deleterious, neutral, and beneficial. While the fate of neutral mutations is51 51
independent of population size [17, 19], this does no longer hold for beneficial or52 52
deleterious mutations. To be sure, strongly deleterious (lethal) mutations get elim-53 53
inated rapidly, and strongly beneficial mutations sweep to fixation rapidly, but the54 54
fate of weakly deleterious and weakly beneficial mutations can depend on stochas-55 55
tic events caused by genetic drift and thus on population size. For example, weakly56 56
deleterious mutations can persist for substantial amounts of time, or even become57 57
fixed in small populations.58 58
As a result of these interactions between mutation rate and population size, the59 59
substitution rate of mutations is expected to show a U-shaped relationship with Ne60 60
[18]. That is, at smallNe, many slightly deleterious mutations become fixed. At large61 61
Ne, many slightly beneficial mutations become fixed, because positive selection is62 62
strong. At intermediate Ne, fewer mutations become fixed. The exact form of this63 63
relationship, however, depends strongly on the distribution of mutational fitness64 64
eﬀects [26, 27, 28].65 65
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Existing work to elucidate the role of population size and mutation rate on adaptive66 66
dynamics falls into two categories. The first comprises computational and theoret-67 67
ical studies to understand these dynamics [5, 6, 29, 9, 13]. Because they do not68 68
use data from empirical adaptive landscapes, such studies usually make ad hoc69 69
assumptions about the structure of a fitness landscapes, the fitness eﬀects of in-70 70
dividual mutations, non-additive (epistatic) interactions of mutations [30, 31], and71 71
so on. Violations of these assumptions may aﬀect the evolutionary dynamics [18].72 72
For example, the eﬀective population size Ne and the substitution rate of beneficial73 73
mutations are expected to show a positive association if beneficial mutations are74 74
rare [18]. However, the incidence of beneficial mutations may change when the en-75 75
vironment changes, or while a population explores a fitness landscape. Such change76 76
can aﬀect the substitution rate of beneficial mutations, and thus also the rate of77 77
adaptive evolution.78 78
Other studies use experimental approaches. Unlike theoretical studies, they exam-79 79
ine fitness landscapes of realistic complexity. However, because such landscapes are80 80
very large and may involve astronomically many genotypes, we usually have very81 81
limited knowledge about the structure of these landscapes and about a population’s82 82
evolutionary trajectories on them [32, 33]. Moreover, experimental studies are sub-83 83
ject to limited replication, and can thus vary mutation rates, population sizes, and84 84
other relevant parameters only to a limited extent.85 85
Here we overcome some of these limitations by simulating adaptive evolution on a86 86
biophysically motivated adaptive landscape that does not require ad hoc assump-87 87
tions about landscape structure. It is a landscape whose structure is determined by88 88
the thermodynamics of RNA folding [34, 35, 36]. RNA molecules fold into secondary89 89
structures by internal pairing of complementary base pairs (G-C, A-U). Driven by90 90
thermal motions, an RNA molecule can fold and re-fold incessantly and thus adopt91 91
a spectrum of diﬀerent secondary structures that diﬀer in their free energy. The92 92
structure in which a molecule spends most of its time is the minimum free energy93 93
(MFE) structure [37, 35]. In our simulations, we use the fraction of time a molecule94 94
spends in a given fold - the stability of this fold - as a measure of fitness. This95 95
stability may itself be subject to selection [38]. A potential example is the stability96 96
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of yeast mRNA secondary structures, which increases with gene expression levels97 97
[39]. For reasons of tractability, and considering existing precedents in modeling98 98
RNA evolution [34, 36, 40, 41], we assume that selection acts only on the stability99 99
of a single structure, but note that in nature a balance between multiple secondary100 100
structures may be important [42, 43, 44].101 101
Aside from using a biophysically motivated adaptive landscape, our simulation102 102
model also has the advantage that it does not require us to make ad hoc assumptions103 103
about fitness eﬀects of mutations or about epistatic interactions of mutations, be-104 104
cause these quantities are determined by the thermodynamics of folding. And with105 105
a simulation model, we can explore a wider range of mutation rates and population106 106
sizes than in experimental work. Although one might naively assume that evolu-107 107
tionary dynamics can be understood as a function of mutation rate µ or population108 108
mutation rate (Nµ) alone, our observations show otherwise.109 109
Results110 110
Short RNA sequences folding into any secondary structure are highly connected111 111
Our evolution simulations build on two diﬀerent kinds of RNA sequences. The first112 112
comprise all of those 410 = (1, 048, 576) ten-nucleotide-long sequences that fold into113 113
some secondary structure in their minimum free energy (MFE) state. Before study-114 114
ing the evolutionary dynamics of these molecules, we first characterized how they115 115
are organized in RNA genotype space. To this end, we first determined by exhaus-116 116
tive enumeration that there are 39,410 sequences (3.76% of sequence space) with117 117
some MFE secondary structure, and that they form nine distinct secondary struc-118 118
tures. Each of these structures has a single stem-loop but with diﬀerent nucleotides119 119
involved in the stem (Table 1). Although these sequences comprise a small fraction120 120
of the whole genotype space, they are highly accessible from one another through121 121
single mutations. This can be shown by constructing a genotype network, i.e., a122 122
graph whose nodes are sequences that form some secondary structure (regardless of123 123
the identity of that structure), and whose edges connect two sequences that diﬀer124 124
by a single point mutation. This graph has five connected components. (A compo-125 125
nent is a set of nodes that are accessible from each other through a path of one or126 126
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more edges.) However, one of these components contains the vast majority (99.24%,127 127
39,109) of sequences (Figure 1).128 128
One can subdivide the nodes (sequences) in this graph into subsets of sequences129 129
associated with each one of the nine MFE secondary structures. Each such subset130 130
itself forms a genotype network with multiple connected components. Specifically,131 131
depending on the structure, these networks comprise between 943 to 8,513 nodes,132 132
and have between 3 to 21 connected components each. All of them are positively133 133
assortative, with assortativity values between 0.13 and 0.82 (see Methods), meaning134 134
that highly connected sequences tend to be connected to other highly connected135 135
sequences. It takes 5 to 10 mutations to travel between the most distant two nodes136 136
while staying within the largest component of each network (see column "Diameter"137 137
in Table 1).138 138
Our simulations of evolving populations use the fraction of time that sequences139 139
spend in their MFE structure as a measure of fitness. This fraction varies, depend-140 140
ing on structure, between 0.27 and 0.97 among the nine structures. Here, a value of141 141
0.27 (0.97) means that a sequence spends 27 (97) percent of the time in its MFE142 142
structure, and the remaining 73 (3) percent in some other structures with higher143 143
free energy. (The MFE structure can be viewed as the structure in which a sequence144 144
spends more time than in any other structure, even though it may not spend the145 145
majority of its time in this structure.) Within the genotype network of each struc-146 146
ture, it varies between values ranging from 0.27 to 0.96 for structure ".((....))."147 147
to values ranging from 0.51 to 0.71 for structure ".((.....))".148 148
How an evolving population explores a fitness landscape depends in part on the frac-149 149
tion of its sequences neighbors that are neutral. If a population has a larger neutral150 150
neighborhood, it may be able to access larger regions of the landscape through non-151 151
deleterious mutations, and may have a higher chance of finding beneficial mutations152 152
and new phenotypes. We computed the size of neutral neighborhoods, because it153 153
may be important for our evolutionary analysis. This size is a function of eﬀective154 154
population size Ne [45], which in our case is identical to the census population size155 155
N , because the populations we simulate are unstructured, do not experience mi-156 156
gration, and do not fluctuate in size. Following standard population genetic theory157 157
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[46, 47], we consider two neighboring sequences neutral if their fitness diﬀers by less158 158
than 1/N . Figure S1a shows neutral neighborhood size as an average over 1,000159 159
randomly sampled RNA molecules of length 10 that fold into one of the nine struc-160 160
tures we consider (Table 1). Unsurprisingly, neutral neighborhood size decreases161 161
with increasing population size, where neutral evolution and crossing of fitness val-162 162
leys becomes more diﬃcult.163 163
To ensure that any observations we obtain from our simulations are not artefacts164 164
of using very short and non-biological sequences, we also simulated the evolution of165 165
four longer biological RNA molecules (30-43nts) that originate from diﬀerent organ-166 166
isms, have diﬀerent functions, and fold into diﬀerent predicted secondary structures167 167
(Table 2). Specifically, these sequences include a ribozyme, a noncoding transcript,168 168
a small non-messenger RNA (snmRNA), and a small nuclear RNA (snoRNA). (We169 169
note that even though the secondary structures of these sequences occur in nature,170 170
most of the sequences that we analyze and that fold into these structures may not171 171
occur in nature.) While the large number of sequences folding into such longer struc-172 172
tures [34] precludes an exhaustive analysis of their genotype networks, we find that173 173
the neutral neighborhoods of these genotype networks also decrease in size with174 174
increasing population size (Figure S1b).175 175
We quantified the ruggedness of the fitness landscapes of our RNA molecules in two176 176
ways. First, we counted the number of fitness peaks in each landscape of sequences of177 177
length 10, where we define a fitness peak as one or more sequences whose neighbors178 178
all have lower fitness. With the exception of structure 2 (Str2) and structure 3179 179
(Str3), which have 10 and 23 peaks, respectively, all structures have fewer than180 180
10 peaks (Figure S2). This analysis was not possible for the biological sequences,181 181
where too many sequences fold into any one structure. Second, we estimated the182 182
incidence of reciprocal sign epistasis, which causes fitness valleys to exist between183 183
a sequence and its two-mutant neighbor. In epistasis, the fitness eﬀect of an allele184 184
depends on other alleles. Sign epistasis occurs when the sign of the fitness eﬀect of185 185
an allele changes (e.g. from beneficial to deleterious) due to epistatic interactions.186 186
When a sequence and its two-mutant neighbor both show higher fitness than the187 187
two single-mutants connecting them in sequence space, one speaks of reciprocal sign188 188
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epistasis [48]. We find that fewer than 10 percent of such sequence quadruplets show189 189
reciprocal sign epistasis. This holds regardless of whether we consider sequences of190 190
length 10 or longer sequences (Figure S3). Overall, these analysis show that the191 191
landscapes we examine are not highly rugged.192 192
We simulated the adaptive evolution of sequences forming each one of the nine sec-193 193
ondary structures of length 10, as well as each one of the four biological secondary194 194
structures. That is, we evolved populations of such sequences through 800 cycles195 195
(generations) of mutation and selection favoring an increase in the time that a se-196 196
quence spends in the focal secondary structure (see Methods). We performed 50197 197
replicates for each population simulation. Because we were interested in the influ-198 198
ence of population size N and mutation rate µ on the speed of adaptive evolution,199 199
we varied both parameters systematically (0.0001 < µ < 1, 0.01 < Nµ < 10). In the200 200
following, we find it most useful to analyze our observations separately for varying201 201
µ and varying population mutation rates Nµ.202 202
Adaptive evolution under varying mutation rate µ203 203
µ = 0.0001204 204
At this low mutation rate Nµ << 1 for all population sizes we considered. All205 205
populations of sequences with length 10 reach similar mean fitness at the end of206 206
evolution (Figure 2a), except for a minority of structures where the largest popu-207 207
lations reaches a significantly higher mean fitness (Str2, Str7 and Str9, Figure S4).208 208
In contrast, our longer sequences show a consistent and significant increase in final209 209
mean fitness as population size increases (Figure 3a). The likely reason of this diﬀer-210 210
ence between sequences of length 10 and biological sequences is that the incidence211 211
of neutral, beneficial, and deleterious mutations diﬀers between them. In sequences212 212
of length 10, beneficial mutations are less common than deleterious ones, whereas in213 213
longer sequences, they are more common (Figure S5). These diﬀerences may result214 214
from diﬀerences in landscape size. Our biological sequences, due to their length,215 215
have a vastly larger landscape (430-443 sequences) than sequences of length 10 (410216 216
sequences), which may influence the distribution of fitness eﬀects. An additional217 217
diﬀerence may come from how we implemented selection. In sequences of length218 218
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10, we allowed only sequences whose MFE secondary structure matches the target219 219
structure to survive, which permitted us to restrict the evolutionary dynamics to se-220 220
quences with the same MFE structure. In contrast, for longer sequences, we allowed221 221
any sequence that folds into a given target structure to survive. Moreover, we initial-222 222
ized populations of the longer RNAs from random sequences whose fitness was less223 223
than 0.01, whereas populations of length 10 sequences started from sequences with224 224
a fitness in the bottom 5%. This is because the landscapes of our longer (biological)225 225
RNA structures were too large to analyze exhaustively. These two diﬀerences may226 226
also aﬀect the distribution of fitness eﬀects and consequently, the prevalence of ben-227 227
eficial mutations between the 10-nucleotide and longer sequences. As a result of the228 228
greater incidence of beneficial mutations, larger populations of longer sequences can229 229
increase their fitness more easily. It may seem surprising that population size makes230 230
a diﬀerence at mutation rates this small, but larger populations have an advantage231 231
at several levels. Firstly, in every generation, larger populations are slightly more232 232
diverse (Figures 2c and S6a), even though the diﬀerence between larger and smaller233 233
populations is minute. Second, across all 50 simulation replicates, larger popula-234 234
tions visit more unique sequences than smaller populations (Figures 2b and S6b).235 235
In other words, because larger populations produce more mutations per generation236 236
than smaller populations, they are better at exploring genotype space. Third, and237 237
consistent with this observation, larger populations also experience more nucleotide238 238
substitutions (Figure 2d), the majority of which are beneficial (e.g. Figure 2d). The239 239
reason is that selection is more eﬃcient in larger populations [8, 11, 13]. The diﬀer-240 240
ence between sequences of length 10 and longer sequences highlights the importance241 241
of the distribution of mutational eﬀects and of its interactions with population size242 242
for adaptation. When deleterious mutations are prevalent, larger populations may243 243
not adapt faster. However, when beneficial mutations are prevalent, larger popula-244 244
tions may adapt significantly faster.245 245
µ = 0.01246 246
At this mutation rate, all populations reach a higher final mean fitness than at247 247
µ = 0.0001 (Figures 2a and 3a). Two diﬀerent regimes are relevant to understand248 248
the evolutionary dynamics of populations at diﬀerent sizes N . At smaller popu-249 249
R. Vahdati et al. Page 10 of 45
lation sizes (N = 20, N = 40, and N = 81), Nµ < 1, whereas at larger sizes250 250
(N = 162, N = 325, and N = 650) Nµ > 1. In the latter case, populations are251 251
expected to be polymorphic most of the time ([49]), which raises the possibility of252 252
clonal interference. That is, a population may harbor more than one beneficial se-253 253
quence variant, and the two sequences may compete for fixation, resulting in lower254 254
fixation rates for either variant. We first wished to find out whether clonal inter-255 255
ference occurs in our populations. Figures S7a and S7b show the frequency of the256 256
average number of unique sequences per generation in each population, and classify257 257
these sequences according to their fitness eﬀect - beneficial, neutral, or deleterious258 258
- relative to the ancestral sequence at the start of the simulation. Clearly, as N in-259 259
creases, the number of unique beneficial alleles that are present at any one time in260 260
a population increases as well (Figures S7a and S7b). We also find that nucleotide261 261
substitution rates drop for populations with population mutation rates Nµ > 1262 262
(i.e. N = 162, N = 325, and N = 650), both for sequences of length 10 (Figure263 263
2d) and for our longer sequences (Figure 3d). But despite increased clonal inter-264 264
ference and decreased substitutions in large populations, we also find that larger265 265
populations generally have higher final mean fitness (Figure S8a). Specifically, final266 266
fitness is significantly higher for seven out of the nine structure of length 10 (all267 267
but Str4 and Str9), and for all our longer, biological sequences (Figure S8b). To268 268
find out what may be responsible for this increase, we pooled data from simula-269 269
tions at diﬀerent population sizes, and asked whether final mean population fitness270 270
is correlated with two measures of population diversity, namely the total number271 271
of sequences explored by a population, and the total diversity of a population in272 272
the last generation (generation 800, see Methods). In populations of sequences of273 273
length 10, mean final population fitness showed a significant positive association274 274
with the total number of explored sequences (Table S2, Figure S9a), and a signifi-275 275
cantly positive association with population diversity for all structures except Str1276 276
(Table S1, Figure S9b). Mean final fitness has a significant positive association with277 277
total number of explored sequences and population diversity for longer (biological)278 278
sequences (Figures S10a and S10b). We note that larger populations explore more279 279
unique sequences during evolution (Figure 2b) and are on average more diverse in280 280
the last generation (Figure 2c). Taken together, these observations suggest an ex-281 281
planation for the consistently higher fitness in large populations: Such populations282 282
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explore more sequences and thus have higher standing variation, which increases the283 283
prevalence of beneficial alleles (Figures S7c and S7d). A greater number of beneficial284 284
alleles, in turn, is associated with an increase in the average fitness of a population285 285
(Figures S11a and S11b), even when no mutations are fixed. In sum, the final mean286 286
fitness of a population is not completely determined by clonal interference, but also287 287
depends on a population‘s genetic diversity.288 288
µ = 0.1289 289
At this mutation rate, populations arrive at a mean final fitness similar to that at290 290
µ = 0.01 (Figures 2a and 3a). All population sizes are in the regime of Nµ > 1291 291
where clonal interference occurs and becomes stronger in large populations. For all292 292
but four sequences of length 10 (Figure S12a), we no longer observe a significant293 293
increase in average population fitness as population size increases, but such an in-294 294
crease still exists for longer sequences (Figure S12b). To explain the observation that295 295
mean fitness does not decline in larger populations, even though clonal interference296 296
becomes stronger, it helps again to consider the incidence of nucleotide substitutions297 297
and population diversity. At µ = 0.1, smaller populations fix more mutations than298 298
large populations, whereas large populations fix hardly any mutations (Figures 2d299 299
and 3d) due to clonal interference. However, not unexpectedly, larger populations300 300
again explore more unique sequences than smaller populations (Figure 2b). This301 301
reinforces the notion that increased sequence exploration can override the influence302 302
of clonal interference on final mean fitness. Populations with few substitutions but303 303
high diversity and more beneficial mutations (Figure S13) have a higher average304 304
fitness than sequences with lower diversity and exploration but more substitutions.305 305
The diﬀerence between sequences of length 10 (little increase in mean fitness at306 306
larger N) and longer sequences (larger increase in mean fitness) is consistent with307 307
this notion. For example, populations with size N = 650 and size N = 20 diﬀer308 308
in mean fitness by approximately 10% for the biological structure AF036740, but309 309
only by about 5% for Str1 of length 10. The reason is that the total number of ex-310 310
plored sequences increases to a much greater extent between the smallest and largest311 311
population size in our longer sequences (ca. 30-fold) than for sequences of length312 312
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10 (7-fold) (Figure S14, similar patterns exist between other structures (data not313 313
shown)). This may be because longer (biological) structures have larger landscapes.314 314
µ = 1315 315
In this regime, all populations have Nµ >> 1. Just as for µ = 0.1, we do not observe316 316
dramatic diﬀerences in final mean fitness as population sizes vary (Figures 2a and317 317
3a). More strikingly, however, mean fitness at all population sizes is lower than at318 318
smaller mutation rates. The reason of this fitness decrease is the high fraction of319 319
mutant sequences per generation. Each individual sequence on average experiences320 320
one mutation per generation, which drives a population away from high-fitness321 321
sequences. Consequently, the mean fitness of the population fluctuates around a322 322
low value, and populations fix few mutations.323 323
Adaptive evolution under varying population mutation rates Nµ324 324
As the preceding observations showed, mutation rates interact with population sizes325 325
to influence adaptive evolution. We next wanted to find out whether the population326 326
mutation rate Nµ, a central quantity in population genetics, is suﬃcient to capture327 327
this interaction.328 328
Nµ = 0.01 to Nµ = 1329 329
At these low to moderate population mutation rates, mean population fitness does330 330
not depend on population size (Figures 4a and 5a), nor does the mean final diversity331 331
of populations (Figures 4c and 5c), which suggests that Nµ may be suﬃcient to332 332
describe the evolutionary dynamics of populations. However, at least for Nµ = 1,333 333
the number of explored sequences decreases with population size N (Figure 4b and334 334
5b). The likely reason is that smaller populations have larger neutral neighborhoods335 335
(Figures S1a and S1b), which means that fewer mutations will be eliminated by336 336
natural selection, and more sequences can be explored through mutation. This is also337 337
consistent with the observation that larger populations experience fewer nucleotide338 338
substitutions, especially of neutral mutations, at Nµ = 1 (Figures 4d and 5d). It339 339
R. Vahdati et al. Page 13 of 45
can also be explained by the larger size of neutral neighborhoods at small N , which340 340
leads to more neutral mutations, and thus to more neutral substitution events. In341 341
sum, even though final mean fitness does not depend on N for small to moderate342 342
Nµ, population diversity and substitution rates do depend on population size. Nµ343 343
is thus not the only relevant parameter describing the evolutionary dynamics of our344 344
populations.345 345
Nµ = 10346 346
At the largest population mutation rates, N aﬀects not only the number of ex-347 347
plored sequences (Figures 4c and 5c), the final population diversity (Figures 4b and348 348
5b), and the number of substitution events (Figures 4d and 5d), but also the final349 349
mean fitness (Figures 4a and 5a). This underscores that Nµ cannot account for350 350
all aspects of the evolutionary dynamics. Specifically, at constant Nµ = 10, mean351 351
final fitness increases strongly with N (Figures 4a and 5a). At least two causes can352 352
help explain this pattern. First, at constant Nµ, larger populations may fix more353 353
beneficial mutations, because selection is stronger in such populations. Second, and354 354
more importantly, a higher population mutation rate may be more destabilizing for355 355
smaller populations than for larger populations. For example, ten new mutations356 356
per population and generation means that half of all sequences in the smallest pop-357 357
ulations (N = 20) are mutated per generation, whereas only about 1.5 percent of358 358
sequences in the largest populations (N = 650) are mutated. Such a high incidence359 359
of mutation in the largest populations can drive a population away from a fitness360 360
peak, and overwhelm natural selections power to increase mean fitness.361 361
Discussion362 362
Understanding the rate at which populations undergo evolutionary adaptation is363 363
central to research areas such as conservation biology ([50, 51, 52]), and microbial364 364
evolutionary biology ([2, 53, 54, 55]). Experimental approaches often have diﬃculties365 365
measuring quantities that are crucial to understand a population’s evolutionary dy-366 366
namics completely [56, 57, 58, 13], whereas theoretical approaches are often forced367 367
to make simplifying assumptions [5, 6, 29, 9]). Here we tried to overcome some368 368
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of these limitations by simulating the adaptive evolution of RNA molecules on a369 369
biophysically determined adaptive landscape. This helped us avoid making ad hoc370 370
assumptions about landscape structure, and allowed us to study adaptive dynamics371 371
in more detail than experimental approaches could. Our observations suggest an un-372 372
expectedly complex interaction between mutation rate and population size. First, at373 373
any one mutation rate, final population mean fitness tends to increase with popula-374 374
tion size, and especially for the longer, biological RNA structures we analyzed (Fig-375 375
ure 3a). This holds even where Nµ > 1 and thus where clonal interference reduces376 376
the number of nucleotide substitutions. This observation is significant, because the377 377
substitution rate, especially that of beneficial mutations, is sometimes treated as378 378
being equivalent to the rate of adaptive evolution [49, 59, 29, 60, 18, 61, 62]. On379 379
the adaptive landscape we study, this is not the case. Even though larger popula-380 380
tions with more clonal interference experience fewer substitution events, their final381 381
fitness is higher. At very high mutation rates, large populations hardly have any382 382
substitutions (Figures 2d and 3d), but they can still achieve a higher final mean383 383
fitness (Figures 2a and 3a). The likely reason is that large populations are more384 384
likely to discover beneficial mutations, as long as enough such mutations exist (Fig-385 385
ures 2b and 3b). And when such beneficial alleles occur in a population, they may386 386
help increase final mean fitness, even when they do not become fixed. This pattern387 387
is consistent with a prevalence of soft selective sweeps [63, p. 472], where multiple388 388
beneficial mutations can co-occur and rise in frequency, even though none of them389 389
goes to fixation [64, 65].390 390
Second, at large Nµ, final mean fitness does not just depend on Nµ, but also on391 391
population size N . Specifically, at a given Nµ, larger populations achieve higher392 392
mean fitness. The reason is that a high population mutation rate translates into393 393
higher mutation rate per individual in smaller populations, which can overwhelm394 394
selection.395 395
Third, the mean number of unique sequences explored by an evolving population,396 396
as well as the mean final population diversity depend on population size, both for397 397
any given µ, and for any given Nµ.398 398
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Our observations also speak to the question whether adaptive evolution is more399 399
rapid in large or small populations, because several conflicting factors can influence400 400
the speed of adaptation in such populations [18]. We find that smaller populations401 401
have no adaptive advantage over larger populations, because they do not reach402 402
higher mean final fitness at any given mutation rate. Thus, even though smaller403 403
populations can escape local fitness peaks more easily, have larger neutral neigh-404 404
borhoods (Figures S1a and S1b), and could thus explore more sequences (Figure405 405
4b), they are at a disadvantage, at least on the relatively smooth fitness landscape406 406
we study (Figures S3 and S2).407 407
Among the limitations of our study is that we considered only asexual populations.408 408
Recombination may alter the evolutionary dynamics substantially [66, 67, 68, 69,409 409
70, 71]. In addition, the landscapes we study are not very rugged, with few fitness410 410
peaks for most structures (Figures S2 and S3), and little reciprocal sign epistasis411 411
that might slow down adaptive evolution (Figure S3). More rugged landscapes could412 412
yield substantially diﬀerent evolutionary dynamics.413 413
In sum, our observations suggest that simple models of evolutionary dynamics,414 414
especially on highly simplified fitness landscapes, need to be taken with caution,415 415
because evolutionary adaptation on a complex landscape can reveal interdependen-416 416
cies between various factors aﬀecting adaptive evolution, particularly when Nµ is417 417
very large.418 418
Methods419 419
Network analysis420 420
We constructed all networks and characterized their graph-theoretical properties421 421
using the iGraph library (version 0.7.1) [72] for Python. We used Gephi (version422 422
0.9.1)[73] for network visualization.423 423
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RNA molecules424 424
Our analysis focuses on two diﬀerent kinds of RNA molecules. The first kind com-425 425
prises all RNA molecules of length 10 that have at least a paired base in their426 426
minimum free energy (MFE) secondary structure. We chose these short sequences427 427
to be able to fully analyze and visualize their genotype space. The second kind com-428 428
prises a small number of longer RNA sequences with biological functions, which we429 429
chose from the database of functional RNA molecules fRNAdb [74]. Specifically, we430 430
chose four short RNA molecules from diﬀerent organisms and with diﬀerent func-431 431
tions, a snmRNA (small non-messenger RNAs), a snoRNA (small nucleolar RNA),432 432
a non-coding transcript, and a ribozyme (Table 2). The major diﬀerence between433 433
sequences of length 10 and biological sequences is their length, but this diﬀerence434 434
may influence other properties, such as the incidence of neutral and deleterious435 435
mutations.436 436
Calculating the fitness of RNA sequences437 437
Our measure of fitness is based on the amount of time that an RNA molecule438 438
spends in a given structure, such as its minimum free energy (MFE) secondary439 439
structure. To calculate the MFE secondary structure of a sequence we used the440 440
function fold in the ViennaRNA package (version 2.1.9) [75]. To calculate the time441 441
that a sequence spends in a given structure (the probability that it is found in this442 442
structure at any given time), we used the following procedure. First, we calculated443 443
the ensemble free energy F of the sequence using again the fold program, where F=444 444
-kT ln(Z) [75]. Here, Z is the partition function of the sequence, k is the Boltzmann445 445
constant (1.98717 × 10−3 kcal/K ), and T is the absolute temperature (310.15 K446 446
or 37°C in our case) [41]. Thus, the partition function of a sequence is equal to447 447
Z = exp(F/ − kT ). Second, we calculated the free energy E of the focal structure448 448
using the energy_of_struct function within the ViennaRNA package. These449 449
calculations also allowed us to compute the probability that the sequence can be450 450
found in the focal structure as p = exp(−E/kT )/Z [41]. For a structure whose free451 451
energy lies outside an energy interval of 5kT (3 kcal/mol at 37°C) above the MFE452 452
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of the sequence, the time spent in the structure is very small, and we thus set it to453 453
zero for the purpose of our simulations.454 454
We used two diﬀerent measures of fitness, which are both defined relative to an arbi-455 455
trary target secondary structure S. For the first measure, we set an RNA molecule’s456 456
fitness to zero if its MFE secondary structure was diﬀerent from S. If the molecules457 457
MFE was identical to S, we assumed that its fitness was equal to the time that458 458
the sequence spent in S. We used this measure to calculate the fitness of our RNA459 459
sequences of length 10. This measure of fitness ensures that the evolution of RNA460 460
populations is confined to the set or network of genotypes that have S as their MFE461 461
structure.462 462
The second fitness measure, which we used only for the longer sequences, is identical463 463
to the first, except that we did not assign sequences whose MFE structure diﬀers464 464
from the target structure S a fitness value of 0. Instead, we assumed that their465 465
fitness is equal to the time they spend in the target structure.466 466
Population evolution model467 467
We used only non-modified ribonucleotides [76, 77, 78, 79], i.e. A, C, G and U, in our468 468
discrete-time simulations of RNA sequence evolution. Any one evolving population469 469
initially consisted of identical sequences whose MFE structure is the target struc-470 470
ture for selection. Because we wanted to explore how such sequences evolve towards471 471
high fitness, that is, a large fraction of time spent in the MFE structure, we wanted472 472
to initialize populations to a state of low fitness. Specifically, in our simulations of473 473
sequence evolution for sequences of length 10, we arbitrarily chose a sequence of474 474
length 10, whose fitness was in the bottom 5% of the fitness distribution (i.e., it475 475
spends little time in its MFE structure) as the initial sequences for each replicate476 476
simulation. For each of our 50 replicate evolution simulations of longer, biological477 477
sequences, we arbitrarily chose an initial sequence whose fitness was smaller than478 478
one percent, i.e. it spent less than 1% of its time in the target structure. The length479 479
of this sequence was exactly the same as that of the biological sequence, so that it480 480
could in principle fold into the same target structure. Each of these replicate sim-481 481
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ulations thus started from a diﬀerent initial sequence, but with otherwise identical482 482
parameters.483 483
Our simulations proceeded through repeated cycles (generations) of mutation and484 484
selection. For a given mutation rate µ per sequence and generation (0.0001 < µ < 1),485 485
we mutated individual sequences as follows. We chose a random number n from a486 486
Poisson distribution with mean µ as the number n of nucleotides to be mutated in487 487
the sequence. To mutate the sequence, we chose a random position (with a uniform488 488
distribution along the sequence) for mutation, replaced its nucleotide by a randomly489 489
chosen one of the three possible alternative nucleotides, and repeated this process490 490
n times.491 491
After all sequences had been mutated, we determined their fitness, and chose se-492 492
quences for survival into the next generation by randomly sampling with replace-493 493
ment from the mutated population, where we weighted the probability that a se-494 494
quence is sampled by its fitness. Sampling with replacement ensures a constant495 495
population size across generations.496 496
Neutral neighborhood size calculation497 497
We chose 1,000 random sequences and calculated their fitness based on the MFE498 498
structure of a reference sequence, which could be one of our natural RNA sequences,499 499
or, for sequences of length 10, a sequence with maximum fitness for a given struc-500 500
ture. For each of these 1,000 sequences, we calculated the fitness of all one mutant501 501
neighbors. If the fitness diﬀerence between a sequence and any one of its neighbors502 502
was smaller than 1/N , we considered the neighbor to be in the sequence’s neutral503 503
neighborhood. We report the average fraction of neighbors of the 1,000 sequences504 504
that are neutral.505 505
Estimating reciprocal sign epistasis for diﬀerent sequences506 506
As a measure of landscape ruggedness, we used the fraction of sequences that are507 507
separated from their two-mutant neighbors (sequences separated by two single nu-508 508
cleotide changes) by a fitness valley, i.e., where both one-mutant neighbors have509 509
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lower fitness than the sequence itself and the two-mutant neighbor. As in our other510 510
analyses, we considered two fitness values diﬀerent if they diﬀered by more than511 511
1/N .512 512
To compute the incidence of reciprocal sign epistasis for any one secondary struc-513 513
ture, we first chose from genotype space 1,000 random sequences that were capable514 514
of forming this secondary structure. To do so for biological sequences, we generated515 515
random RNA sequences (with uniform and independent nucleotide distributions516 516
across the nucleotide sites), and verified for each sequence whether it could form517 517
the desired structure, until we had identified 1,000 such sequences. We considered518 518
a sequence as being able to form the desired structure, if this structure occurred519 519
among all structures within an energy interval of 5kT above the sequence’s MFE520 520
structure. For sequences of length 10, we simply chose 1,000 random sequences from521 521
each genotype network (or all sequences in the genotype network if the size of the522 522
network was less than 1,000). For all 1,000 sequences thus generated, we counted the523 523
number of fitness valleys between that sequence and all its two-mutant neighbors524 524
that had higher fitness.525 525
Computing population diversity526 526
We used the number of sequences that exist in an evolving population in any one527 527
generation as a measure of diversity of the population. More specifically, we com-528 528
puted two complementary measures of population diversity. The first is the average529 529
number of unique sequences in the last generation (800), where the average is taken530 530
over all replicate simulations. The second is the total number of unique sequences531 531
that occurred during the entire course of a simulation, i.e., each sequence that ex-532 532
isted in a population during at least one generation, averaged over all replicates.533 533
Counting the incidence of deleterious, neutral and beneficial mutations534 534
To identify the number and type of mutations that occur in any one generation of535 535
a simulation, we tracked every mutation in single sequences that occurred during a536 536
simulation. We compared the fitness of a sequence before and after each mutation,537 537
and considered the mutation neutral if this diﬀerence was less than 1/N . If the538 538
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fitness of the sequence increased (decreased) by more than 1/N after a mutation,539 539
we considered the mutation beneficial (deleterious).540 540
Number of substitutions541 541
At each generation of a population’s simulation, we considered any mutant sequence542 542
as having become fixed if it was diﬀerent from the founding sequence of the popu-543 543
lation, and if its population frequency exceeded a value of 90% (following common544 544
practice in population simulations [5, 80] to limit computational cost). We counted545 545
any sequence fixation event only once. That is, if a sequence exceeded this fixation546 546
threshold in any one generation, dropped below this threshold later on, and then547 547
exceeded the threshold once again at a later time, we considered that the sequence548 548
underwent only one fixation event.549 549
Finding network peaks550 550
We used the Python package Genonets[81] to find fitness peaks in the adaptive551 551
landscape defined on the genotype network of sequences with the same structure.552 552
The package requires a minimal fitness diﬀerential ∆ between two neighboring se-553 553
quences to call two sequences diﬀerent in their fitness. The smaller this minimal554 554
fitness diﬀerential, the greater may be the number of apparent peaks in a rugged555 555
fitness landscape. We used ∆ = 0.556 556
Finding the consensus sequence and its distance to the initial sequence557 557
We determined a population’s consensus sequence in a given generation in the fol-558 558
lowing way. For every site in the sequence, we identified all alleles present in the559 559
population, and counted the absolute frequency of each allele, i.e., the number of560 560
individuals that harbored the allele. We assigned the most frequent allele to the561 561
consensus sequence at this site. If two or more alleles had the highest absolute fre-562 562
quency, we assigned an ‘N’ to the consensus sequence at the site. We computed563 563
the distance of the consensus sequence to any other sequence as the Hamming dis-564 564
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tance between the two sequences, i.e., as the number of sites that diﬀered in their565 565
nucleotides between them.566 566
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Figures764 764
Figure 1: The genotype network of RNA sequences of length 10. Each circle (node) corresponds
to a sequence. Two nodes are connected if they diﬀer by a single point mutation. Nodes with the same
color have the same minimum free energy secondary structure (Legend).The inset enlarges a part of
the largest component. Nodes are clustered based on their number of shared connections (based on
ForceAtlas2 embedding in Gephi [73]). For clarity of representation, our display allows for overlapping
nodes, such that the actual number of nodes may be more than the number of nodes that are visible. The
graph in the figure illustrates the intertwined organization of diﬀerent genotype networks and genotype
sets. Because of its large number of nodes (39401) and edges (311000), not all nodes and edges are
visible, and accurate accounting of component numbers is thus not possible.
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Figure 2: Simulated evolution of sequences with secondary structure 1 (Str1, Table 1)
at varying mutation rates and population sizes. We randomly-selected a low-fitness sequence to
initialize each simulation, and then simulated 800 generations of mutation and selection. We performed
50 replicate simulations for each mutation rate (horizontal axes) and population size (see Methods).
Boxplots show (a) final mean population fitness, (b) total unique sequences explored, and (c) final
population diversity (number of unique sequences at generation 800). Each box encloses the second and
third quartiles of the 50 replicates, the center line corresponds to the median, and whiskers depict the
minimum and maximum values obtained from any replicate, excluding the outliers. (d) Mean numbers
of unique beneficial, deleterious, and neutral substitutions (green, pink, and cyan) are summarized as
bars for the 50 replicates at each mutation rate (horizontal axis) and population size (labels above bars).
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Figure 3: Simulated evolution of sequences with secondary structure AF036740 (Table 2)
at varying mutation rates and population sizes. We randomly-selected a low-fitness sequence to
initialize each simulation, and then simulated 800 generations of mutation and selection. We performed
50 replicate simulations for each mutation rate (horizontal axes) and population size (see Methods).
Boxplots show (a) final mean population fitness, (b) total unique sequences explored, and (c) final
population diversity (number of unique sequences at generation 800). Each box encloses the second and
third quartiles of the 50 replicates, the center line corresponds to the median, and the whiskers depict the
minimum and maximum values obtained from any replicate, excluding the outliers. (d) Mean numbers
of unique beneficial, deleterious, and neutral substitutions (green, pink, and cyan) are summarized as
bars for the 50 replicates at each mutation rate (horizontal axis) and population size (labels above bars).
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Figure 4: Simulated evolution of sequences with secondary structure 1 (Str1, Table 1) at
varying population mutation rates Nµ and population sizes. We randomly-selected a low-fitness
sequence to initialize each simulation, and then simulated 800 generations of mutation and selection.
We performed 50 replicate simulations for each mutation rate (horizontal axes) and population size
(see Methods). Boxplots show (a) final mean population fitness, (b) total unique sequences explored,
and (c) final population diversity (number of unique sequences at generation 800). Each box encloses
the second and third quartiles of the 50 replicates, the center line corresponds to the median, and the
whiskers depict the minimum and maximum values obtained from any replicate, excluding the outliers.
(d) Mean numbers of unique beneficial, deleterious, and neutral substitutions (green, pink, and cyan)
are summarized as bars for the 50 replicates at each mutation rate (horizontal axis) and population size
(labels above bars).
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Figure 5: Simulated evolution of sequences with secondary structure AF036740 (Table 2) at
varying population mutation rates Nµ and population sizes. We randomly-selected a low-fitness
sequence to initialize each simulation, and then simulated 800 generations of mutation and selection.
We performed 50 replicate simulations for each mutation rate (horizontal axes) and population size
(see Methods). Boxplots show (a) final mean population fitness, (b) total unique sequences explored,
and (c) final population diversity (number of unique sequences at generation 800). Each box encloses
the second and third quartiles of the 50 replicates, the center line corresponds to the median, and the
whiskers depict the minimum and maximum values obtained from any replicate, excluding the outliers.
(d) Mean numbers of unique beneficial, deleterious, and neutral substitutions (green, pink, and cyan)
are summarized as bars for the 50 replicates at each mutation rate (horizontal axis) and population size
(labels above bars).
R. Vahdati et al. Page 31 of 45
Tables765 765
R. Vahdati et al. Page 32 of 45
Ta
bl
es
76
6
76
6
Ta
bl
e
1:
P
ro
p
er
ti
es
of
ge
no
ty
p
e
ne
tw
or
ks
of
R
N
A
m
ol
ec
ul
es
of
le
ng
th
10
th
at
fo
ld
in
to
th
e
ni
ne
p
os
si
bl
e
se
co
nd
ar
y
st
ru
ct
ur
es
.
C
ol
um
ns
fr
om
le
ft
to
ri
gh
t:
‘I
D
’
:
an
id
en
ti
fie
r
fo
r
th
e
se
co
nd
ar
y
st
ru
ct
ur
e;
‘V
er
ti
ce
s’
:n
um
be
r
of
se
qu
en
ce
s
fo
ld
in
g
in
to
th
e
st
ru
ct
ur
e;
‘G
C
ve
rt
ic
es
’:
nu
m
be
r
of
ed
ge
s
in
th
e
gi
an
t
co
m
po
ne
nt
of
th
e
ge
no
ty
pe
ne
tw
or
k
fo
rm
ed
by
th
e
se
qu
en
ce
s;
‘C
om
po
ne
nt
s’
:n
um
be
r
of
co
nn
ec
te
d
co
m
po
ne
nt
s
w
it
hi
n
ea
ch
ne
tw
or
k
(a
co
nn
ec
te
d
co
m
po
ne
nt
is
a
se
t
of
se
qu
en
ce
s
w
hi
ch
ar
e
al
la
cc
es
si
bl
e
fr
om
ea
ch
ot
he
r
th
ro
ug
h
a
se
ri
es
of
si
ng
le
po
in
t
m
ut
at
io
ns
th
at
pr
es
er
ve
th
e
st
ru
ct
ur
e)
;
‘A
ss
or
ta
ti
vi
ty
’
:
as
so
rt
at
iv
it
y
co
eﬃ
ci
en
t
of
th
e
la
rg
es
t
co
nn
ec
te
d
co
m
po
ne
nt
.
T
he
as
so
rt
at
iv
it
y
co
eﬃ
ci
en
t
in
di
ca
te
s
to
w
ha
t
ex
te
nt
se
qu
en
ce
s
ha
ve
ne
ig
hb
or
s
w
it
h
de
gr
ee
s
(n
um
be
rs
of
ne
ig
hb
or
s)
si
m
ila
r
to
th
em
se
lv
es
[ 8
2]
;
‘D
ia
m
et
er
’
:
th
e
di
am
et
er
of
th
e
la
rg
es
t
co
nn
ec
te
d
co
m
po
ne
nt
.
T
he
di
am
et
er
of
a
ne
tw
or
k
is
th
e
la
rg
es
t
m
in
im
al
di
st
an
ce
be
tw
ee
n
an
y
pa
ir
of
no
de
s
in
a
co
nn
ec
te
d
co
m
po
ne
nt
;
‘S
tr
uc
tu
re
’
:
M
F
E
st
ru
ct
ur
e
of
th
e
se
qu
en
ce
s
in
th
e
ne
tw
or
k;
‘M
in
-M
ax
ti
m
e
in
M
F
E
st
ru
ct
ur
e’
:
ra
ng
e
of
th
e
fr
ac
ti
on
of
ti
m
es
th
at
se
qu
en
ce
s
fo
ld
in
g
in
to
th
e
M
F
E
st
ru
ct
ur
e
sp
en
d
in
th
is
st
ru
ct
ur
e.
M
or
e
ti
m
e
sp
en
t
in
a
st
ru
ct
ur
e
co
rr
es
po
nd
s
to
hi
gh
er
fit
ne
ss
in
ou
r
m
od
el
.
ID
Ve
rt
ice
s
GC ve
rt
ice
s
Co
m
po
ne
nt
s
As
so
rt
at
iv
ity
D
ia
m
et
er
St
ru
ct
ur
e
M
in
-M
ax
tim
e
in
M
FE
st
ru
ct
ur
e
St
r1
1,
72
8
73
1
3
0.
75
9
..(
(..
..)
)
0.
36
-0
.8
5
St
r2
5,
71
7
2,
44
5
6
0.
70
11
.((
...
.))
.
0.
38
-0
.9
8
St
r3
7,
79
0
1,
48
7
13
0.
79
11
((
(..
..)
))
0.
42
-0
.9
7
St
r4
2,
28
6
50
6
10
0.
67
6
.((
(..
.))
)
0.
46
-0
.9
0
St
r5
6,
93
4
1,
33
5
21
0.
82
10
((
(..
.))
).
0.
52
-0
.9
8
St
r6
94
3
38
4
5
0.
55
6
.((
...
..)
)
0.
40
-0
.6
4
St
r7
7,
76
5
3,
32
8
9
0.
65
8
((
...
.))
..
0.
38
-0
.9
8
St
r8
1,
43
7
47
5
5
0.
13
6
((
...
...
))
0.
39
-0
.6
4
St
r9
4,
80
1
2,
11
5
4
0.
58
8
((
...
..)
).
0.
39
-0
.9
5
R. Vahdati et al. Page 33 of 45
Ta
bl
e
2:
B
io
lo
gi
ca
l
R
N
A
se
qu
en
ce
s
us
ed
in
th
is
st
ud
y.
C
ol
um
ns
fro
m
le
ft
to
rig
ht
:‘
Id
en
tifi
er
’:
th
e
fR
N
A
db
da
ta
ba
se
id
en
tifi
er
s
[7
4]
fo
r
th
e
fo
ur
se
qu
en
ce
s
co
ns
id
er
ed
he
re
;‘
O
rg
an
ism
’:
th
e
or
ga
ni
sm
in
w
hi
ch
th
e
R
N
A
se
qu
en
ce
wa
s
id
en
tifi
ed
;‘
R
N
A
ty
pe
’:
fu
nc
tio
na
lc
la
ss
ifi
ca
tio
n
of
th
e
R
N
A
se
qu
en
ce
;‘
Se
qu
en
ce
’:
th
e
se
qu
en
ce
of
th
e
R
N
A
;‘
Se
co
nd
ar
y’
st
ru
ct
ur
e’
:t
he
se
co
nd
ar
y
st
ru
ct
ur
e
of
th
e
R
N
A
se
qu
en
ce
.W
e
co
m
pu
te
d
se
co
nd
ar
y
st
ru
ct
ur
es
us
in
g
th
e
f
o
l
d
fu
nc
tio
n
fro
m
th
e
V
ie
nn
aR
N
A
pa
ck
ag
e
[7
5]
.
Id
en
tifi
er
O
rg
an
ism
RN
A
ty
pe
Se
qu
en
ce
Se
co
nd
ar
y
st
ru
ct
ur
e
AF
35
74
83
M
us
m
us
cu
lu
s
sn
m
RN
A
AA
GC
AA
UU
GU
UU
UA
CU
UA
CA
GU
CU
GG
AG
AA
...
((
((
((
(..
...
..)
))
))
.))
...
..
Z7
16
66
Sa
cc
ha
ro
m
yc
es
ce
re
vi
sia
e
sn
oR
N
A
AG
GC
GU
GU
AA
CA
UU
UA
UU
GG
UU
AC
AA
CA
UG
...
..(
((
((
(..
...
...
))
))
))
...
..
AB
05
57
77
H
om
o
sa
pi
en
s
no
nc
od
in
g
tr
an
sc
rip
t
CU
CU
UU
UA
CC
AA
GG
AC
CC
GC
CA
AC
AU
GG
GC
.((
((
(..
..)
))
))
((
((
...
...
))
))
.
AF
03
67
40
Sc
hi
st
os
om
a
m
an
so
ni
rib
oz
ym
e
AU
CC
AG
CU
CA
CG
AG
UC
CC
AA
AU
AG
GA
CG
AA
AC
GC
GU
CC
UC
CA
U
...
...
...
...
...
...
...
.((
((
((
...
..)
))
))
)..
..
R. Vahdati et al. Page 34 of 45
Supplementary figures767 767
Figure S1: Fraction of neutral single-mutation neighbors. For each of the (a) nine secondary
structures of length 10 ((Table 1) and (b) the four biological secondary structures (Table 2) (both de-
picted on horizontal axes), we selected 1,000 random sequences and determined the fraction of neighbors
with a fitness diﬀerence smaller than 1/N for a range of population sizes (legend). In these boxplots,
each box encloses the second and third quartiles of the 1000 replicates, and the center line corresponds
to the median. As expected, the fraction of neutral neighbors decreases with increasing population size.
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Figure S2: Number of fitness peaks for diﬀerent structures of sequences of length 10. A
peak corresponds to one or more nodes in a fitness landscape, whose neighbors all have lower fitness.
(See Methods for peak identification).
Figure S3: Extent of reciprocal sign epistasis in fitness landscapes of biological and length
10 sequences. The figure shows the estimated fraction of sequence quadruplets with sign epistasis, which
is equivalent to the estimated fraction of fitness valleys caused by reciprocal sign epistasis in (a) genotype
networks of sequences of length 10 (Table 1), (b) genotype networks of biological sequences (Table 2).
With increasing population size, the incidence of fitness valleys due to reciprocal sign epistasis increases.
However, the overall fraction of such valleys is small (less than 0.06). See methods for the identification
of reciprocal sign epistasis.
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Figure S4: Mean population fitness at the end of the simulations at constant µ = 0.0001.
(a) all nine considered RNA structures of length 10 (Table 1), (b) biological sequences (Table 2). We
randomly-selected a low-fitness sequence to initialize each simulation, and then simulated 800 generations
of mutation and selection. We performed 50 replicate simulations for each population size at a fixed
mutation rate of µ = 0.0001 per sequence per generation (see Methods). Each box encloses the second
and third quartiles of the 50 replicates, the center line corresponds to the median, and the whiskers
depict the minimum and maximum values obtained from any replicate, excluding the outliers.
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Figure S5: Mean numbers of unique beneficial, deleterious, and neutral substitutions for
RNA secondary structure 1 (Str1, Table 1) and AF036740 (Table 2) at µ = 0.0001. We
randomly-selected a low-fitness sequence to initialize each simulation, and then simulated 800 genera-
tions of mutation and selection. Fifty replicates were simulated for mutation rate µ = 0.0001 and a range
of population sizes (horizontal axes, see Methods). Data are based on the final generation of 50 replicate
simulations. In these boxplots, we grouped the data by their fitness eﬀects (beneficial, deleterious, neu-
tral); each box encloses the second and third quartiles of the 50 replicates, the center line corresponds
to the median, and the whiskers depict the minimum and maximum values obtained from any replicate,
excluding outliers. Interestingly, we observed more deleterious than beneficial mutations in the (a) Str1
secondary structure simulations, and more beneficial than deleterious mutations in the (b) biological
AF036740 secondary structure.
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Figure S6: Population diversity and sequence exploration in sequences with secondary
structure 1 (Str1, Table 1) at µ = 0.0001. We randomly-selected a low-fitness sequence to initialize
each simulation, and then simulated 800 generations of mutation and selection. We performed 50 replicate
simulations for each population size (horizontal axes, see Methods). Boxplots show (a) final population
diversity (number of unique sequences at generation 800), and (b) total unique sequences explored.
Each box encloses the second and third quartiles of the 50 replicates, the center line corresponds to
the median, and the whiskers depict the minimum and maximum values obtained from any replicate,
excluding the outliers.
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Figure S7: Mean numbers of unique beneficial, deleterious, and neutral mutations per gen-
eration and fraction of beneficial mutations for RNA secondary structure 1 (Str1, Table 1)
and AF036740 (Table 2) at µ = 0.01. We randomly-selected a low-fitness sequence to initialize
each simulation, and then simulated 800 generations of mutation and selection. Fifty replicates were
simulated for mutation rate µ = 0.01 and a range of population sizes (horizontal axes, see Methods).
Data are based on the final generation of 50 replicate simulations. Boxplots summarize mean numbers of
unique beneficial, deleterious, and neutral mutations for (a) Str1 and (b) AF036740, and mean fraction
of beneficial mutations for (c) Str1 and (d) AF036740. Each box encloses the second and third quartiles
of the 50 replicates, the center line corresponds to the median, and the whiskers depict the minimum
and maximum values obtained from any replicate, excluding the outliers.
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Figure S8: Final mean population fitness after evolution of secondary structures of length
10 (Table 1) and biological RNA secondary structures (Table 2) at µ = 0.01. We randomly-
selected a low-fitness sequence to initialize each simulation, and then simulated 800 generations of mu-
tation and selection. We performed 50 replicate simulations for each structure (horizontal axes) and
population size (legend, see Methods). Boxplots show mean final population fitness of all the replicates
for (a) the structures of length 10 and (b) the biological RNA molecules. Each box encloses the second
and third quartiles of the 50 replicates, the center line corresponds to the median, and the whiskers
depict the minimum and maximum values obtained from any replicate, excluding outliers. In all struc-
tures, except Str4, the largest population (N=650) has a significantly higher final mean population
fitness than the smallest population (N=20) (Mann-Whitney U test, multiple-testing correction accord-
ing to FDR; Str1: p=1.01 × 10−7; Str2: p=9.55 × 10−12; Str3: p=8.00 × 10−9; Str5: p=4.81 × 10−3;
Str6: p=8.42 × 10−14; Str7: p=1.01 × 10−9; Str8: p=2.00 × 10−2; Str9: p=1.55 × 10−5; AB055777:
p=1.16× 10−13; AF036740: p=1.16× 10−17; AF357483: p=8.64× 10−12; Z71666: p=8.03× 10−16).
Figure S9: Average final fitness is associated with the number of sequences explored.
Results are based on simulations with structure a (Str1, Table 1) at constant µ = 0.01 and population
size N . We randomly-selected a low-fitness sequence to initialize each simulation, and then simulated
800 generations of mutation and selection. Each data point represents the results of one simulation
at a given population size (color legend). The vertical axes show mean final population fitness (i.e.,
fitness at generation 800). To better distinguish data points, a small amount of noise is added to each
point. (a) Mean final fitness is significantly associated with the total number of unique sequences that
the population explored during 800 generations (horizontal axis; Pearson’s r=0.19, p=0.00094). (b)
However, mean final fitness is not significantly associated with the final population diversity, defined as
the number of unique sequences at generation 800 (horizontal axis; Pearson’s r = 0.079, p = 0.17). The
bimodal distribution of mean final fitness evident in both panels is specific to the simulated structure,
and not a consistent pattern across diﬀerent structures.
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Figure S10: Average final fitness is associated with the number of sequences explored and
final population diversity for sequences with AF036740 RNA secondary structure. Results are
based on simulated evolution of structure of AF036740 of biological sequences (Table 2) at constant µ =
0.01 and population size N . We randomly-selected a low-fitness sequence to initialize each simulation,
and then simulated 800 generations of mutation and selection. Each data point represents the results of
one simulation at a given population size (color legend). The vertical axes show mean final population
fitness (i.e., fitness at generation 800). To better distinguish data points, a small amount of noise is added
to each point. Mean final fitness is significantly associated with the (a) total number of unique sequences
that the population explored during 800 generations (horizontal axis; Pearson’s r=0.59, p=4.51×10−30),
and (b) the final population diversity, defined as the number of unique sequences at generation 800
(horizontal axis; Pearson’s r=0.56, p=1.21× 10−26).
Figure S11: Average final fitness is associated with average number of beneficial mutations
at µ = 0.01. Results are based on sequences with (a) secondary structure 1 (Str1, Table 1) and (b) with
structure of AF036740 (Table 2). Correlations are significant for both samples (Mann-Whitney U test,
p = 8.5 × 10−9 and p = 2.5 × 10−24 for (a) and (b), respectively.) We randomly-selected a low-fitness
sequence to initialize each simulation, and then simulated 800 generations of mutation and selection.
We simulated 50 replicate populations for each structure (horizontal axes) and population size (legend,
see Methods). For better presentation of data, small noise is added to each data point. Colors of data
points show which population size they represent (color legend).
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Figure S12: Final mean population fitness after evolution of secondary structures of
length 10 (Table 1) and biological RNA secondary structures (Table 2) at µ = 0.1. We
randomly-selected a low-fitness sequence to initialize each simulation, and then simulated 800 genera-
tions of mutation and selection. We performed 50 replicate simulations for each structure (horizontal
axes) and population size (legend, see Methods). Boxplots show the final mean population fitness of
all the replicates for (a) the structures of length 10 and (b) the biological RNA molecules. Each box
encloses the second and third quartiles of the 50 replicates, the center line corresponds to the median,
and the whiskers depict the minimum and maximum values obtained from any replicate, excluding out-
liers. In all structures, except Str3, Str4, Str5, Str8 and Str9, the largest population (N=650) has a
significantly higher final mean population fitness than the smallest population (N=20) (Mann-Whitney
U test, multiple-testing correction according to FDR; Str1: p=4.00 × 10−5; Str2: p=2.22 × 10−4; Str6:
p=1.81×10−2; Str7: p=6.36×10−4; AB055777: p=5.73×10−7; AF036740: p=4.97×10−12; AF357483:
p=4.75× 10−16; Z71666: p=9.08× 10−12).
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Figure S13: Fraction of beneficial mutations for RNA secondary structure 1 (Str1, Ta-
ble 1) at µ = 0.1. We randomly-selected a low-fitness sequence to initialize each simulation, and then
simulated 800 generations of mutation and selection. Fifty replicates were simulated for mutation rate
µ = 0.1 and a range of population sizes (horizontal axes, see Methods). Data are based on the final
generation of 50 replicate simulations. Boxplots summarize the mean fraction of beneficial mutations.
Each box encloses the second and third quartiles of the 50 replicates, the center line corresponds to
the median, and the whiskers depict the minimum and maximum values obtained from any replicate,
excluding the outliers.
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Figure S14: Fold change in number of explored sequences for two diﬀerent structures. (a)
Str1 (Table 1), (b) AF036740 (Table 2). The bars show by how many fold the mean number of explored
sequences increases when population size increases, relative to populations of size N = 20. The mutation
rate is held constant at µ = 0.1 for all populations.
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Table S1: Associations between mean final fitness and population diversity at gen-
eration 800 in all 9 structures of length 10 (Table 1), when mutation rate µ = 0.01.
Structure Pearson’s r p-value
Str1 0.08 0.17
Str2 0.33 2.72e-9
Str3 0.53 2.63e-23
Str4 0.17 0.003
Str5 0.46 9.29e-17
Str6 0.49 1.36e-19
Str7 0.38 1.09e-11
Str8 0.28 4.44e-7
Str9 0.30 7.49e-8
Table S2: Associations between mean final fitness and explored sequences across
generations in all 9 structures of length 10 (Table 1), when mutation rate µ = 0.01.
Network Pearson’s r p-value
Str1 0.19 9.36e-4
Str2 0.46 7.08e-17
Str3 0.69 9.38e-44
Str4 0.22 1.19e-4
Str5 0.68 1.74e-42
Str6 0.65 8.42e-37
Str7 0.46 8.32e-17
Str8 0.33 3.69e-9
Str9 0.41 1.42e-13
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