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Abstract
Let n ≥ 1 be an integer and pi a permutation of I = {1, · · · , n}. For
any ring R, we provide a systematic construction of rings A which contain
R as a subring and enjoy the following properties: (a) 1 =
P
i∈I ei with
the ei orthogonal idempotents; (b) eix = xei for all i ∈ I and x ∈ R;
(c) eiAej 6= 0 for all i, j ∈ I; (d) eiAA 6∼= ejAA unless i = j; (e) every
eiAei is a local ring whenever so is R; (f) eiAA ∼= HomR(Aepi(i), RR)
and AAepi(i) ∼= AHomR(eiA,RR) for all i ∈ I; and (g) there exists a
ring automorphism η ∈ Aut(A) such that η(ei) = epi(i) for all i ∈ I.
Furthermore, for any nonempty pi-stable subset J of I, the mapping cone
of the multiplication map
L
i∈J Aei ⊗R eiAA → AA is a tilting complex.
Let A be a ring and e ∈ A an idempotent. Assume A contains a subring R such
that xe = ex for all x ∈ R, AeR is finitely generated and eAA is embedded in
HomR(Ae,RR)A as a submodule. Then A/AeA is finitely presented as a right
A-module and HomA(A/AeA, eA) = 0. Thus by [5, Proposition 1.2] there exists
a tilting complex (see [13]) of the form
T • : · · · → 0→ T−1 → T 0 → 0→ · · ·
such that T 0 ∈ add((1 − e)AA), T−1 ∈ add(eAA) and eA[1] ∈ add(T •). This
type of tilting complex plays an important role in the theory of derived equiv-
alences. For instance, Rickard [14] showed that the Brauer tree algebras over a
field with the same numerical invariants are derived equivalent to each other and
then Okuyama pointed out that such derived equivalences are given as iterations
of derived equivalences induced by tilting complexes of the above type. Our aim
is to provide a way to construct extensions A of a given ring R containing such
an idempotent. To do so, we need the notion of Frobenius extensions of rings
due to Nakayama-Tsuzuku [10, 11] (cf. also Kasch [6, 7]) which we modify as
follows. Let A be a ring containing a ring R as a subring. Then A is said to
be a Frobenius extension of R if the following conditions are satisfied: (F1) AR
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and RA are finitely generated projective; and (F2) AA ∼= HomR(A,RR)A and
AA ∼= AHomR(A,RR). We will see that Frobenius extensions preserve various
homological properties (cf. [6], [7], [9], [10], [11] and so on). For instance, the
following hold: inj dim AA ≤ inj dim RR and inj dim AA ≤ inj dim RR; if R is
a noetherian ring satisfying the Auslander condition (see [1]) then so is A; and,
if R is a quasi-Frobenius ring, i.e., a selfinjective artinian ring then so is A.
For any integer n ≥ 1, any permutation pi of I = {1, · · · , n} and any ring R,
we will provide a way to construct a Frobenius extension A of R which enjoys
the following properties: (a) 1 =
∑
i∈I ei with the ei orthogonal idempotents;
(b) eix = xei for all i ∈ I and x ∈ R; (c) eiAej 6= 0 for all i, j ∈ I; (d)
eiAA 6∼= ejAA unless i = j; (e) every eiAei is a local ring whenever so is R;
(f) eiAA ∼= HomR(Aepi(i), RR)A and AAepi(i) ∼= AHomR(eiA,RR) for all i ∈ I;
and (g) there exists a ring automorphism η ∈ Aut(A) such that η(ei) = epi(i)
for all i ∈ I. In particular, for any nonempty pi-stable subset J of I, we get a
desired idempotent e =
∑
j∈J ej . In case pi is cyclic, we have constructed such
a Frobenius extension in [4] (cf. also [8] and [12]). We generalize this construc-
tion. Namely, we define an appropriate multiplication on a free right R-module
A with a basis {eij}i,j∈I ∪ {vi}i∈I0 , where I0 = {i ∈ I | pi(i) = i}, and then set
ei = eii for i ∈ I. To do so, we need a certain pair (t, ω) of an integer t ≥ 1
and a mapping ω : I × I → Z and a certain pair (c, σ) of a nonunit c ∈ R and a
ring automorphism σ ∈ Aut(R). Although the ring structure of A depends on
the choice of (t, ω) and (c, σ), the properties (a)–(g) above are always enjoyed.
Finally, consider the case where c is regular. Then we will see that if I0 is empty
then A can be embedded as a subring in the n× n full matrix ring Mn(R) over
R, and that if i ∈ I \ I0 then A is derived equivalent to a generalized triangular
matrix ring (
eiAei Ext1A(A/AeiA, eiA)
0 A/AeiA
)
and Ext1A(A/AeiA, eiA) ∼= epi−1(i)(A/AeiA) as right (A/AeiA)-modules.
For a ring R, we denote by Z(R) the center of R, by R× the set of units in
R and by Aut(R) the group of ring automorphisms of R. We denote by Mod-R
the category of right R-modules and sometimes consider left R-modules as right
Rop-modules, where Rop denotes the opposite ring of R. We use the notation
XR (resp., RX) to stress that the module X considered is a right (resp., left)
R-module. For a module X, by an injective resolution of X we mean a cochain
complex I• of injective modules such that Ii = 0 for i < 0, Hi(I•) = 0 for i > 0
and H0(I•) ∼= X, where Hi(−) denotes the ith cohomology. We refer to [2] for
standard homological algebra in module categories.
The authors would like to express their gratitude to T. Shiba who checked
patiently the associativity of the ring A constructed in Section 3.
1 Definition and basic properties
In this note, a ring A is said to be an extension of a ring R if A contains R as a
subring. We start by modifying the notion of Frobenius extensions of rings due
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to Nakayama-Tsuzuku [10, 11] (cf. also Kasch [6, 7]) as follows.
Definition 1.1. Let A be an extension of a ring R. Then A is said to be a
Frobenius extension of R if the following conditions are satisfied:
(F1) AR and RA are finitely generated projective; and
(F2) AA ∼= HomR(A,RR)A and AA ∼= AHomR(A,RR).
Remark 1.2. Let A be an extension of a ring R and assume there exists an
isomorphism of right A-modules φ : AA
∼→ HomR(A,RR)A. Then the following
hold.
(1) There exists a ring homomorphism θ : R→ A such that xφ(1) = φ(1)θ(x)
for all x ∈ R. In particular, φ is an isomorphism of R-A-bimodules if and only
if θ(x) = x for all x ∈ R.
(2) Assume AR is finitely generated projective. Then RHomR(A,RR) is
finitely generated projective and we have an isomorphism of A-R-bimodules
AAR
∼→ AHomR(HomR(A,RR),RR)R, a 7→ (h 7→ h(a)).
Thus, if φ is an isomorphism of R-A-bimodules, then RA is finitely gener-
ated projective and we have an isomorphism of A-R-bimodules ψ : AAR
∼→
AHomR(A,RR)R such that ψ(a)(b) = φ(b)(a) for all a, b ∈ A.
Throughout the rest of this section, A is a Frobenius extension of R. We
fix an isomorphism of right A-modules φ : AA
∼→ HomR(A,RR)A. Then, as
remarked above, there exists a ring homomorphism θ : R→ A such that xφ(1) =
φ(1)θ(x) for all x ∈ R. For a right (resp., left) A-module MA (resp., AL) we
denote by Mθ(R) (resp., θ(R)L) the right (resp., left) R-module on which R
operates via θ : R → A. Then φ yields an isomorphism of R-A-bimodules
φ : θ(R)AA
∼→ RHomR(A,RR)A. Similarly, we fix an isomorphism of left A-
modules ψ : AA
∼→ AHomR(A,RR). Then there exists a ring homomorphism
η : R→ A such that ψ(1)x = η(x)ψ(1) for all x ∈ R. For a right (resp., left) A-
module MA (resp., AL) we denote by Mη(R) (resp., η(R)L) the right (resp., left)
R-module on which R operates via η : R → A. Then ψ yields an isomorphism
of A-R-bimodules ψ : AAη(R)
∼→ AHomR(A,RR)R. Note that θ(R)A and Aη(R)
are finitely generated projective.
Recall that in [10, 11] A is said to be a Frobenius extension of second kind
if θ induces a ring automorphism of R and to be a Frobenius extension of first
kind if θ(x) = x for all x ∈ R. However, we will see in Section 3 that θ(R) 6= R
in general. In the following, we collect several basic properties of Frobenius
extensions (cf. [6], [7], [9], [10], [11] and so on). By symmetry, “right” and
“left” can be exchanged in the following statements.
Remark 1.3. Let X ∈ Mod-R, M ∈ Mod-A and L ∈ Mod-Aop. Then we have
the following bifunctorial isomorphisms:
(1) HomR(M,X ⊗R A) ∼= HomR(Mη(R), X);
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(2) HomA(HomR(A,X),M) ∼= HomR(X,Mθ(R)); and
(3) HomR(A,X)⊗A L ∼= X ⊗R θ(R)L.
Proof. Since RA and AR are finitely generated projective, we have functorial
isomorphisms in Mod-A
X ⊗R A ∼→ HomR(HomR(A,RR), X), x⊗ a 7→ (h 7→ xh(a)),
X ⊗R HomR(A,RR) ∼→ HomR(A,X), x⊗ h 7→ (a 7→ xh(a))
which are special cases of Watt’s theorem (cf. [15]). Since AHomR(A,RR)R ∼=
AAη(R), we have bifunctorial isomorphisms
HomA(M,X ⊗R A) ∼= HomA(M,HomR(Aη(R), X))
∼= HomR(M ⊗A Aη(R), X)
∼= HomR(Mη(R), X).
Similarly, since RHomR(A,RR)A ∼= θ(R)AA, we have bifunctorial isomorphisms
HomA(HomR(A,X),M) ∼= HomA(X ⊗R θ(R)A,M)
∼= HomR(X,HomA(θ(R)A,M))
∼= HomR(X,Mθ(R)),
HomR(A,X)⊗A L ∼= X ⊗R θ(R)A⊗A L ∼= X ⊗R θ(R)L.
The first two isomorphisms of the following preliminary lemma are known
as Eckmann-Shapiro lemma.
Lemma 1.4. Let X ∈ Mod-R, M ∈ Mod-A and L ∈ Mod-Aop. Then for any
i ≥ 0 we have the following bifunctorial isomorphisms:
(1) ExtiA(M,HomR(A,X)) ∼= ExtiR(M,X);
(2) ExtiA(X ⊗R A,M) ∼= ExtiR(X,M);
(3) TorAi (X ⊗R A,L) ∼= TorRi (X,L);
(4) ExtiA(M,X ⊗R A) ∼= ExtiR(Mη(R), X);
(5) ExtiA(HomR(A,X),M) ∼= ExtiR(X,Mθ(R)); and
(6) TorAi (HomR(A,X), L) ∼= TorRi (X, θ(R)L).
Proof. See [2, Chapter VI, Section 4] for the first three isomorphisms; (1) follows
by the projectivity of AR and (2), (3) follow by the flatness of RA.
Similarly, according to Remark 1.3, the last three isomorphisms follow by
the exactness of −⊗R A and HomR(A,−).
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Proposition 1.5. The following hold.
(1) If R is right noetherian (resp., artinian), so is A.
(2) ExtiA(M,A) ∼= ExtiR(M,R) for all M ∈ Mod-A and i ≥ 0. In particular,
inj dim AA ≤ inj dim RR.
(3) If I• is an injective resolution of RR, then HomR(A, I•) is an injective
resolution of AA with flat dim HomR(A, Ii)A ≤ flat dim IiR for all i ≥ 0.
Proof. (1) follows by the fact that AR is finitely generated. Also, since AA ∼=
HomR(A,RR)A, (2) follows by Lemma 1.4(1). Finally, since HomR(A,−) is
exact, and since AA ∼= HomR(A,RR)A, (3) follows by (1), (6) of Lemma 1.4.
Lemma 1.6. Assume the inclusion R → A is a split monomorphism of R-R-
bimodules. Then for any X ∈ Mod-R the following hold.
(1) inj dim HomR(A,X)A = inj dim X ⊗R AA = inj dim XR.
(2) proj dim HomR(A,X)A = proj dim X ⊗R AA = proj dim XR.
(3) flat dim HomR(A,X)A = flat dim X ⊗R AA = flat dim XR.
Proof. Note that every X ∈ Mod-R is a direct summand of both HomR(A,X)R
and X ⊗R AR.
(1) By Lemma 1.4(1) inj dim HomR(A,X)A ≤ inj dim XR. Conversely,
assume inj dim HomR(A,X)A = d < ∞. Then for any Y ∈ Mod-R and i > d
by Lemma 1.4(1) ExtiR(HomR(A, Y ), X) = 0 and hence Ext
i
R(Y,X) = 0. Thus
inj dim XR ≤ d.
Similarly, by Lemma 1.4(4) inj dim X ⊗R AA ≤ inj dim XR. Conversely,
assume inj dim X ⊗R AA = d < ∞. Then for any Y ∈ Mod-R and i > d
by Lemma 1.4(2) ExtiR(Y,X ⊗R A) = 0 and hence ExtiR(Y,X) = 0. Thus
inj dim XR ≤ d.
(2) and (3) follow by the same arguments as in (1).
Proposition 1.7. Assume the inclusion R → A is a split monomorphism of
R-R-bimodules. Then the following hold.
(1) If A is right noetherian (resp., artinian), so is R.
(2) inj dim AA = inj dim RR.
(3) If I• is an injective resolution of RR, then HomR(A, I•) is an injective
resolution of AA with flat dim HomR(A, Ii)A = flat dim IiR for all i ≥ 0.
Proof. (1) Take a homomorphism of R-R-bimodules γ : A → R such that
γ(x) = x for all x ∈ R. Then γ(aA) = a for all right ideals a of R and the
assertion follows.
(2) Since AA ∼= HomR(A,RR)A, this follows by Lemma 1.6(1).
(3) follows by Proposition 1.5(3) and Lemma 1.6(3).
Definition 1.8. A Frobenius extension A of R is said to be split if the inclusion
R→ A is a split monomorphism of R-R-bimodules.
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2 Notation
To construct a desired Frobenius extension, we fix the following notation which
will be kept throughout this and the next sections.
Let n ≥ 1 be an integer, pi a permutation of I = {1, · · · , n} and I0 = {i ∈
I | pi(i) = i}. Let t ≥ 1 be an integer, let ω : I×I → Z be a mapping and define
a mapping χ : I → Z as follows:
χ(i) =
{
t if i ∈ I0,
ω(i, pi(i)) if i ∈ I \ I0.
We assume the following conditions are satisfied:
(W1) ω(i, i) = 0 for all i ∈ I;
(W2) ω(i, j) + ω(j, k) ≥ ω(i, k) for all i, j, k ∈ I;
(W3) ω(i, j) + ω(j, i) ≥ 1 unless i = j; and
(W4) ω(i, j) + ω(j, pi(i)) = χ(i) unless i = j ∈ I0.
Example 2.1. Let t = 2 and define ω : I × I → Z as follows: ω(i, j) = 0 if
i = j, ω(i, j) = 2 if j = pi(i) 6= i and ω(i, j) = 1 otherwise. Then the conditions
(W1)–(W4) are satisfied.
Lemma 2.2. We have ω(pi(i), pi(j)) = ω(i, j)− χ(i) + χ(j) for all i, j ∈ I.
Proof. We may assume i 6= j. In case j 6= pi(i), by (W4) {ω(i, j)−χ(i)}+χ(j) =
−ω(j, pi(i)) + {ω(j, pi(i)) + ω(pi(i), pi(j))} = ω(pi(i), pi(j)). Assume j = pi(i).
Then i ∈ I \ I0 and ω(i, j)−χ(i) +χ(j) = ω(i, pi(i))−χ(i) +χ(pi(i)) = χ(pi(i)).
Note that by (W1) ω(pi(j), pi(pi(i))) = 0. Thus, since pi(i) 6= pi(j), by (W4)
χ(pi(i)) = ω(pi(i), pi(j)) + ω(pi(j), pi(pi(i))) = ω(pi(i), pi(j)).
For the sake of convenience, we define a mapping λ : I×I×I → Z as follows:
λ(i, j, k) = ω(i, j) + ω(j, k)− ω(i, k)
for all i, j, k ∈ I. It is easy to see that the following hold:
(L1) λ(i, j, k) ≥ 0 for all i, j, k ∈ I;
(L2) λ(i, j, k) = 0 if either i = j or j = k;
(L3) λ(i, j, i) = λ(j, i, j) ≥ 1 unless i = j;
(L4) λ(i, j, pi(i)) = 0 for all i ∈ I \ I0 and j ∈ I; and
(L5) λ(i, j, i) = χ(i) for all i ∈ I0 and j ∈ I \ {i}.
Lemma 2.3. The following hold.
(1) ω(i, j) + ω(j, k) = λ(i, j, k) + ω(i, k) for all i, j, k ∈ I.
(2) λ(i, j, k) + λ(i, k, l) = λ(i, j, l) + λ(j, k, l) for all i, j, k, l ∈ I.
(3) λ(pi(i), pi(j), pi(k)) = λ(i, j, k) for all i, j, k ∈ I.
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(4) λ(i, j, k) = λ(j, k, i) for all i ∈ I0 and j, k ∈ I \ {i}.
Proof. (1) and (2) follow by the definition and (3) follows by Lemma 2.2.
(4) By (2) and (L5) λ(i, j, k)−λ(j, k, i) = λ(i, j, i)−λ(i, k, i) = χ(i)−χ(i) =
0.
Also, we fix a ring R together with a pair of a nonunit c ∈ R \ R× and a
ring automorphism σ ∈ Aut(R) satisfying the following condition:
(∗) σ(c) = c and xc = cσ(x) for all x ∈ R.
This is obviously satisfied if either c = 0 and σ is arbitrary, or c ∈ Z(R) and
σ = idR. We provide a non-trivial example.
Example 2.4. Let k[X] be a polynomial ring in one variable X over a commu-
tative ring k and a = (Xm) an ideal of k[X] generated by Xm with m ≥ 3. Set
R = k[X]/a, x = X + a and c = xr with m > r ≥ (m+ 1)/2. Then there exists
σ ∈ Aut(R) such that σ(f(x)) = f(x+ c) for all f(X) ∈ k[X]. It is easy to see
that the condition (∗) is satisfied.
Here, we deal with the case of n = 1. Let S be a free right R-module with a
basis {e, v} and define the multiplication on S subject to the following axioms:
(S1) e2 = e, v2 = −vct and ev = v = ve; and
(S2) xe = ex and xv = vσt(x) for all x ∈ R.
Lemma 2.5. The following hold.
(1) S is an associative ring with 1 = e.
(2) S is a split Frobenius extension of R, where R is considered as a subring
of S via the injective ring homomorphism R→ S, x 7→ ex.
(3) If R is local, so is S.
Proof. (1) and (2) will be proved in the next section (see Theorem 3.1).
(3) Let m = R\R× and M = em+vR. It is easy to see that M is an ideal of
S. We claim that M = S \S×. Take a basis {α, ρ} for RHomR(S,RR) such that
a = eα(a)+vρ(a) for all a ∈ S. Then for any a, b ∈ A we have α(ab) = α(a)α(b)
and ρ(ab) = σt(α(a))ρ(b) + ρ(a)α(b)− ctσt(ρ(a))ρ(b). For any a ∈ S× we have
α(a) ∈ R× and a ∈ S \M. Let a ∈ S \M. Then α(a) ∈ R× and, since ct ∈ m,
α(a)− ctρ(a) ∈ R×. Thus, by setting x = σt(α(a))−1ρ(a)(ctρ(a)− α(a))−1, we
have (eα(a)−1+vx)a = e. Similarly, a has a right inverse too. Thus a ∈ S×.
3 Construction
Let A be a free right R-module with a basis {eij}i,j∈I ∪ {vi}i∈I0 and define the
multiplication on A subject to the following axioms:
(A1) eijekl = 0 unless j = k;
(A2) eijejk = eikcλ(i,j,k) unless i = k ∈ I0 and j ∈ I \ {i};
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(A3) eijeji = vi + eiicχ(i) for all i ∈ I0 and j ∈ I \ {i};
(A4) vivj = 0 unless i = j and v2i = −vicχ(i) for all i ∈ I0;
(A5) viejk = 0 = eijvk unless i = j = k and vieii = vi = eiivi for all i ∈ I0;
(A6) xeij = eijσω(i,j)(x) for all i, j ∈ I and x ∈ R; and
(A7) xvi = viσχ(i)(x) for all i ∈ I0 and x ∈ R.
As usual, we require c0 = 1 even if c = 0. We fix a basis {αij}i,j∈I ∪{ρi}i∈I0
for RHomR(A,RR) such that
a =
∑
i,j∈I
eijαij(a) +
∑
i∈I0
viρi(a)
for all a ∈ A. Recall that χ(i) = t for all i ∈ I0. For any a, b ∈ A we have
ab =
∑
i,j,k∈I
eijejkσ
ω(j,k)(αij(a))αjk(b)
+
∑
i∈I0
vi{σt(αii(a))ρi(b) + ρi(a)αii(b)− ctσt(ρi(a))ρi(b)}
=
∑
i,j,k∈I
eikc
λ(i,j,k)σω(j,k)(αij(a))αjk(b) +
∑
i∈I0,j∈I\{i}
viσ
ω(j,i)(αij(a))αji(b)
+
∑
i∈I0
vi{σt(αii(a))ρi(b) + ρi(a)αii(b)− ctσt(ρi(a))ρi(b)}
and hence the following hold:
(M1) αik(ab) =
∑
j∈I c
λ(i,j,k)σω(j,k)(αij(a))αjk(b) for all i, k ∈ I; and
(M2) ρi(ab) =
∑
j∈I\{i} σ
ω(j,i)(αij(a))αji(b)+σt(αii(a))ρi(b)+ρi(a)αii(b)−
ctσt(ρi(a))ρi(b) for all i ∈ I0.
In the following, we set ei = eii and αi = αii for i ∈ I. Note that by (W1),
(A6) xei = eix for all i ∈ I and x ∈ R, and that by (L2), (A1), (A2) and (A5)
1 =
∑
i∈I ei with the ei orthogonal idempotents.
Theorem 3.1. The following hold.
(1) A is an associative ring with 1 =
∑
i∈I ei, where the ei are orthogonal
idempotents.
(2) eiAei = eiR + viR for all i ∈ I0 and eiAej = eijR unless i = j ∈ I0. In
particular, eiAei ∼= S as rings for all i ∈ I0 and eiAei ∼= R as rings for
all i ∈ I \ I0.
(3) eiAA 6∼= ejAA unless i = j.
(4) eiAA ∼= HomR(Aepi(i), RR)A and AAepi(i) ∼= AHomR(eiA,RR) for all i ∈
I, so that for any nonempty pi-stable subset J of I, by setting e =
∑
i∈J ei,
we have eAA ∼= HomR(Ae,RR)A and AAe ∼= AHomR(eA,RR).
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(5) A is a split Frobenius extension of R, where R is considered as a subring
of A via the injective ring homomorphism R→ A, x 7→∑i∈I eix.
Proof. (1) Let a1, a2, a3 ∈ A. For any i, l ∈ I by (M1) we have
αil(a1(a2a3))
=
∑
j∈I
cλ(i,j,l)σω(j,l)(αij(a1))αjl(a2a3)
=
∑
j∈I
cλ(i,j,l)σω(j,l)(αij(a1)){
∑
k∈I
cλ(j,k,l)σω(k,l)(αjk(a2))αkl(a3)}
=
∑
j,k∈I
cλ(i,j,l)+λ(j,k,l)σλ(j,k,l)+ω(j,l)(αij(a1))σω(k,l)(αjk(a2))αkl(a3),
αil((a1a2)a3)
=
∑
k∈I
cλ(i,k,l)σω(k,l)(αik(a1a2))αkl(a3)
=
∑
k∈I
cλ(i,k,l)σω(k,l)({
∑
j∈I
cλ(i,j,k)σω(j,k)(αij(a1))αjk(a2)})αkl(a3)
=
∑
j,k∈I
cλ(i,k,l)+λ(i,j,k)σω(k,l)+ω(j,k)(αij(a1))σω(k,l)(αjk(a2))αkl(a3)
and hence by (1), (2) of Lemma 2.3 αil(a1(a2a3)) = αil((a1a2)a3). Similarly,
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for any i ∈ I0 by (M1), (M2) we have
ρi(a1(a2a3))
=
∑
j∈I\{i}
σω(j,i)(αij(a1))αji(a2a3)
+ σt(αi(a1))ρi(a2a3) + ρi(a1)αi(a2a3)− ctσt(ρi(a1))ρi(a2a3)
=
∑
j∈I\{i}
σω(j,i)(αij(a1)){
∑
k∈I
cλ(j,k,i)σω(k,i)(αjk(a2))αki(a3)}
+ σt(αi(a1)){
∑
j∈I\{i}
σω(j,i)(αij(a2))αji(a3) + σt(αi(a2))ρi(a3)
+ ρi(a2)αi(a3)− ctσt(ρi(a2))ρi(a3)}
+ ρi(a1){
∑
j∈I
cλ(i,j,i)σω(j,i)(αij(a2))αji(a3)}
− ctσt(ρi(a1)){
∑
j∈I\{i}
σω(j,i)(αij(a2))αji(a3) + σt(αi(a2))ρi(a3)
+ ρi(a2)αi(a3)− ctσt(ρi(a2))ρi(a3)}
=
∑
j,k∈I\{i}
cλ(j,k,i)σλ(j,k,i)+ω(j,i)(αij(a1))σω(k,i)(αjk(a2))αki(a3)
+
∑
j∈I\{i}
σω(j,i)(αij(a1))αji(a2)αi(a3)
+
∑
j∈I\{i}
σt(αi(a1))σω(j,i)(αij(a2))αji(a3) + σt(αi(a1))σt(αi(a2))ρi(a3)
+ σt(αi(a1))ρi(a2)αi(a3)− ctσ2t(αi(a1))σt(ρi(a2))ρi(a3)
+
∑
j∈I\{i}
ctσt(ρi(a1))σω(j,i)(αij(a2))αji(a3) + ρi(a1)αi(a2)αi(a3)
−
∑
j∈I\{i}
ctσt(ρi(a1))σω(j,i)(αij(a2))αji(a3)− ctσt(ρi(a1))σt(αi(a2))ρi(a3)
− ctσt(ρi(a1))ρi(a2)αi(a3) + c2tσ2t(ρi(a1))σt(ρi(a2))ρi(a3),
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ρi((a1a2)a3)
=
∑
j∈I\{i}
σω(j,i)(αij(a1a2))αji(a3)
+ σt(αi(a1a2))ρi(a3) + ρi(a1a2)αi(a3)− ctσt(ρi(a1a2))ρi(a3)
=
∑
j∈I\{i}
σω(j,i)({
∑
k∈I
cλ(i,k,j)σω(k,j)(αik(a1))αkj(a2)})αji(a3)
+ σt({
∑
j∈I
cλ(i,j,i)σω(j,i)(αij(a1))αji(a2)})ρi(a3)
+ {
∑
j∈I\{i}
σω(j,i)(αij(a1))αji(a2) + σt(αi(a1))ρi(a2)
+ ρi(a1)αi(a2)− ctσt(ρi(a1))ρi(a2)}αi(a3)
− ctσt({
∑
j∈I\{i}
σω(j,i)(αij(a1))αji(a2) + σt(αi(a1))ρi(a2)
+ ρi(a1)αi(a2)− ctσt(ρi(a1))ρi(a2)})ρi(a3)
=
∑
j,k∈I\{i}
cλ(i,k,j)σω(j,i)+ω(k,j)(αik(a1))σω(j,i)(αkj(a2))αji(a3)
+
∑
j∈I\{i}
σt(αi(a1))σω(j,i)(αij(a2))αji(a3)
+
∑
j∈I\{i}
ctσt+ω(j,i)(αij(a1))σt(αji(a2))ρi(a3)
+ σt(αi(a1))σt(αi(a2))ρi(a3)
+
∑
j∈I\{i}
σω(j,i)(αij(a1))αji(a2)αi(a3) + σt(αi(a1))ρi(a2)αi(a3)
+ ρi(a1)αi(a2)αi(a3)− ctσt(ρi(a1))ρi(a2)αi(a3)
−
∑
j∈I\{i}
ctσt+ω(j,i)(αij(a1))σt(αji(a2))ρi(a3)
− ctσ2t(αi(a1))σt(ρi(a2))ρi(a3)− ctσt(ρi(a1))σt(αi(a2))ρi(a3)
+ c2tσ2t(ρi(a1))σt(ρi(a2))ρi(a3)
and hence by (1), (4) of Lemma 2.3 ρi(a1(a2a3)) = ρi((a1a2)a3).
(2) Immediate by the construction.
(3) Let i, j ∈ I and assume there exists an isomorphism h : eiAA ∼→ ejAA.
Let a ∈ eiA with ej = h(a) = h(ei)a. Since h(aej) = h(a)ej = ej = h(a),
a = aej ∈ eiAej and ej ∈ ejAeiAej . Suppose to the contrary that i 6= j.
Then by (2) ejAeiAej = ejAeieiAej = ejiReijR = ejieijR. If j ∈ I \ I0, then
ejieijR = ejcλ(j,i,j)R. Also, if j ∈ I0, then ejieijR = (vj + ejct)R. In either
case, we have ej /∈ ejieijR, a contradiction.
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(4) Consider first the case i ∈ I \ I0. We claim that the homomorphism
φi : eiAA → HomR(Aepi(i), RR)A, a 7→ αi,pi(i)a
is an isomorphism. For any a, b ∈ A by (L4), (M1) we have
(αi,pi(i)a)(b) = αi,pi(i)(ab)
=
∑
j∈I
cλ(i,j,pi(i))σω(j,pi(i))(αij(a))αj,pi(i)(b)
=
∑
j∈I
σω(j,pi(i))(αij(a))αj,pi(i)(b).
Thus αi,pi(i)a =
∑
j∈I σ
ω(j,pi(i))(αij(a))αj,pi(i) for all a ∈ A. In particular,
αi,pi(i)eij = αj,pi(i) for all j ∈ I and φi is bijective. Next, let i ∈ I0. We
claim that the homomorphism
φi : eiAA → HomR(Aei, RR)A, a 7→ ρia
is an isomorphism. For any a, b ∈ A by (M2) we have
(ρia)b = ρi(ab)
=
∑
j∈I\{i}
σω(j,i)(αij(a))αji(b) + σt(αi(a))ρi(b)
+ ρi(a)αi(b)− ctσt(ρi(a))ρi(b).
Thus ρia =
∑
j∈I\{i} σ
ω(j,i)(αij(a))αji + ρi(a)αi + σt(αi(a) − ctρi(a))ρi for all
a ∈ A. For any a ∈ eiA with ρia = 0, we have αij(a) = 0 for all j ∈ I \ {i},
ρi(a) = 0 and αi(a) − ctρi(a) = 0, so that a = 0. Thus φi is monic. Also, we
have ρieij = αji for all j ∈ I \ {i}, ρiei = ρi and ρi(eict + vi) = αi, so that φi
is epic.
(5) It follows by (1), (4) that AA ∼= HomR(A,RR)A. Similarly, we have
AA ∼= AHomR(A,RR). Finally, let ϕ : R→ A, x 7→
∑
i∈I eix. For any i ∈ I, αi
is R-R-bilinear and satisfies αiϕ = idR.
Recall that a ring R is said to be quasi-Frobenius if it is selfinjective and
artinian on both sides. It follows by Propositions 1.5, 1.7 that A is quasi-
Frobenius if and only if so is R.
Corollary 3.2. Assume R is local. Then the following hold.
(1) eiAei is local for all i ∈ I, so that A is semiperfect.
(2) A is connected, i.e., indecomposable as a ring.
(3) A is basic.
(4) If R is quasi-Frobenius, so is A with soc(eiAA) ∼= epi(i)A/epi(i)M for all
i ∈ I, where M is the Jacobson radical of A.
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Proof. (1) By Lemma 2.5(3) and Theorem 3.1(2).
(2) By Theorem 3.1(2).
(3) By Theorem 3.1(3).
(4) Let m = R \ R×. It is not difficult to see that M = ∑i∈I eim +∑
i∈I,j∈I\{i} eijR +
∑
i∈I0 viR. Let i ∈ I. Note that eiAA is indecompos-
able by (1) and is injective by Proposition 1.5(2). Also, by Theorem 3.1(4)
eiAA ∼= HomR(Aepi(i), RR)A. Since Aepi(i)/Mepi(i) ∼= R/m as right R-modules,
there exists 0 6= h ∈ HomR(Aepi(i), RR) with h(Mepi(i)) = 0. Then hM = 0 and
hepi(i) 6= 0. Thus soc(HomR(Aepi(i), RR)A) = hA ∼= epi(i)A/epi(i)M.
The permutation pi of I may be considered as a permutation of {ei}i∈I .
We claim that this permutation can be extended to a ring automorphism of A.
As an additive group, A has an automorphism η such that for any a ∈ A the
following hold:
(H1) αpi(i),pi(j)(η(a)) = σχ(j)(αij(a)) for all i, j ∈ I; and
(H2) ρi(η(a)) = σχ(i)(ρi(a)) for all i ∈ I0.
Proposition 3.3. The mapping η is a ring automorphism of A satisfying the
following conditions:
(1) η(eij) = epi(i),pi(j) for all i, j ∈ I;
(2) η(vi) = vi for all i ∈ I0; and
(3) η(x) =
∑
i∈I epi(i)σ
χ(i)(x) for all x ∈ R.
Proof. It is easy to see that the required conditions are satisfied. In particular,
we have η(1) = 1. Let a, b ∈ A. For any i, k ∈ I by (H1), (M1) we have
αpi(i),pi(k)(η(ab))
= σχ(k)(αik(ab))
= σχ(k)({
∑
j∈I
cλ(i,j,k)σω(j,k)(αij(a))αjk(b)})
=
∑
j∈I
cλ(i,j,k)σχ(k)+ω(j,k)(αij(a))σχ(k)(αjk(b)),
αpi(i),pi(k)(η(a)η(b))
=
∑
j∈I
cλ(pi(i),pi(j),pi(k))σω(pi(j),pi(k))(αpi(i),pi(j)(η(a)))αpi(j),pi(k)(η(b))
=
∑
j∈I
cλ(pi(i),pi(j),pi(k))σω(pi(j),pi(k))(σχ(j)(αij(a)))σχ(k)(αjk(b))
=
∑
j∈I
cλ(pi(i),pi(j),pi(k))σω(pi(j),pi(k))+χ(j)(αij(a)))σχ(k)(αjk(b))
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and hence by Lemmas 2.2, 2.3(3) αpi(i),pi(k)(η(ab)) = αpi(i),pi(k)(η(a)η(b)). Also,
for any i ∈ I0, since χ(i) = t, by (H2), (M2) we have
ρi(η(ab))
= σt(ρi(ab))
= σt({
∑
j∈I\{i}
σω(j,i)(αij(a))αji(b) + σt(αi(a))ρi(b)
+ ρi(a)αi(b)− ctσt(ρi(a))ρi(b)})
=
∑
j∈I\{i}
σt+ω(j,i)(αij(a))σt(αji(b)) + σ2t(αi(a))σt(ρi(b))
+ σt(ρi(a))σt(αi(b))− ctσ2t(ρi(a))σt(ρi(b)),
ρi(η(a)η(b))
=
∑
j∈I\{i}
σω(pi(j),pi(i))(αpi(i),pi(j)(η(a)))αpi(j),pi(i)(η(b))
+ σt(αpi(i)(η(a)))ρi(η(b)) + ρi(η(a))αpi(i)(η(b))
− ctσt(ρi(η(b)))ρi(η(b)))
=
∑
j∈I\{i}
σω(pi(j),pi(i))(σχ(j)(αij(a)))σt(αji(b))
+ σt(σt(αi(a)))σt(ρi(b)) + σt(ρi(a))σt(αi(b))
− ctσt(σt(ρi(a))σt(ρi(b)))
=
∑
j∈I\{i}
σω(pi(j),pi(i))+χ(j)(αij(a))σt(αji(b)) + σ2t(αi(a))σt(ρi(b))
+ σt(ρi(a))σt(αi(b))− ctσ2t(ρi(a))σt(ρi(b))
and hence by Lemma 2.2 ρi(η(ab)) = ρi(η(a)η(b)).
Remark 3.4. We have seen in the proof of Theorem 3.1(4) that there exists an
isomorphism φ : AA
∼→ HomR(A,RR)A such that φ(1)(a) =
∑
i∈I\I0 αi,pi(i)(a)+∑
i∈I0 ρi(a) for all a ∈ A. Set θ = η−1 ∈ Aut(A). Then xφ(1) = φ(1)θ(x) for
all x ∈ R (cf. Remark 1.2(1)).
Remark 3.5. Set wi = vi + eicχ(i) for i ∈ I0 and wi = ei,pi(i) for i ∈ I \ I0. Then
the following hold.
(1) {eij}i,j∈I ∪{wi}i∈I0 is a basis for AR and gives rise to another description
of the multiplication of A.
(2) φ(wi) = αpi(i) for all i ∈ I, where φ is the same as in Remark 3.4.
(3) Set w =
∑
i∈I wi. Then η(w) = w and aw = wη(a) for all a ∈ A, so that
(R, c, σ) can be replaced by (A,w, η) in our construction.
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In the following, we denote by Mn(R) the n × n full matrix ring over R.
Recall that c is said to be regular if cx 6= 0 and xc 6= 0 for any 0 6= x ∈ R.
Proposition 3.6. For any i ∈ I there exists a ring homomorphism
ξi : A→ Mn(R), a 7→ (cλ(i,j,k)σ−ω(i,k)(αjk(a)))j,k∈I .
Assume c is regular. Then Ker ξi =
∑
j∈I0 vjR. In particular, if I0 is empty,
then ξi is injective.
Proof. It is easy to see that ξi(1) is the unit matrix. Let a, b ∈ A. Obviously,
ξi(a + b) = ξi(a) + ξi(b). Also, for any j, l ∈ I by (M1) and (1), (2) of Lemma
2.3 we have
cλ(i,j,l)σ−ω(i,l)(αjl(ab))
= cλ(i,j,l)σ−ω(i,l)({
∑
k∈I
cλ(j,k,l)σω(k,l)(αjk(a))αkl(b)})
=
∑
k∈I
cλ(i,j,l)+λ(j,k,l)σω(k,l)−ω(i,l)(αjk(a))σ−ω(i,l)(αkl(b))
=
∑
k∈I
cλ(i,j,k)+λ(i,k,l)σλ(i,k,l)−ω(i,k)(αjk(a))σ−ω(i,l)(αkl(b))
=
∑
k∈I
{cλ(i,j,k)σ−ω(i,k)(αjk(a))}{cλ(i,k,l)σ−ω(i,l)(αkl(b))}
and hence ξi(ab) = ξi(a)ξi(b). The last assertion is obvious.
4 Tilting complexes
In this section, we provide a construction of two-term tilting complexes associ-
ated with a certain type of idempotent (cf. [5]).
For a ring A we denote by K(Mod-A) (resp., D(Mod-A)) the homotopy
(resp., derived) category of cochain complexes over Mod-A and consider mod-
ules as complexes concentrated in degree zero. We use the notation (−)[m] to
denote the m-shift of complexes. Also, we denote by PA the full subcategory
of Mod-A consisting of finitely generated projective modules and by Kb(PA)
the full triangulated subcategory of K(Mod-A) consisting of bounded complexes
over PA. Finally, for an object X in an additive category A we denote by
add(X) the full additive subcategory of A whose objects are direct summands
of finite direct sums of copies of X and by X(m) the direct sum of m copies of
X. We refer to [13] for tilting complexes and derived equivalences and to [3],
[16] for derived categories.
Let A be an extension of a ring R and e ∈ A an idempotent. Assume
xe = ex for all x ∈ R, AeR is finitely generated projective and eAA is em-
bedded in HomR(Ae,RR)A as a submodule. Note first that we have a ring
homomorphism ϕ : R→ eAe, x 7→ ex. Let
µ : Ae⊗R eAA → AA, a⊗ b 7→ ab
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be the multiplication map and S• its mapping cone. Set T •1 = eA[1], T
•
2 =
(1 − e)A ⊗A S• and T • = T •1 ⊕ T •2 . Note that T •2 is the mapping cone of the
multiplication map
(1− e)A⊗A µ : (1− e)Ae⊗R eAA → (1− e)AA.
Note also that Ae⊗R eAA ∈ add(eAA). Since the multiplication map
eA⊗A µ : eAe⊗R eAA → eAA
is a split epimorphism and its kernel belongs to add(eAA), we have eA⊗A S• ∈
add(T •1 ) and hence S
• ∈ add(T •).
Proposition 4.1. The following hold.
(1) T • is a tilting complex.
(2) Assume µ is monic. Then EndK(Mod-A)(T •) is isomorphic to the following
generalized triangular matrix ring(
eAe Ext1A(A/AeA, eA)
0 A/AeA
)
.
Assume further that ϕ is an isomorphism and there exists an idempotent
f ∈ A such that HomR(Ae,RR)A ∼= fAA. Then Ext1A(A/AeA, eA) ∼=
f(A/AeA) as right (A/AeA)-modules.
Proof. (1) Obviously, T • ∈ Kb(PA) and HomK(Mod-A)(T •, T •[m]) = 0 un-
less −1 ≤ m ≤ 1. Since e(A/AeA) = 0, A/AeA = (1 − e)(A/AeA) and
H0(T •) ∼= A/AeA. Thus, since HomA(eA,A/AeA) ∼= (A/AeA)e = 0, it fol-
lows that HomA(T−1, (1 − e)A ⊗A µ) is epic and HomK(Mod-A)(T •, T •[1]) = 0.
Also,
HomA(A/AeA,HomR(Ae,RR)) ∼= HomR((A/AeA)e,RR) = 0
and hence HomA(A/AeA, eA) = 0. Thus HomA(H0(T •), T−1) = 0 and hence
HomK(Mod-A)(T •, T •[−1]) = 0. Next, we have a distinguished triangle in Kb(PA)
of the form
A→ S• → (Ae⊗R eA)[1]→ .
Since S• ∈ add(T •), and since (Ae⊗R eA)[1] ∈ add(T •1 ), it follows that add(T •)
generates Kb(PA) as a triangulated category.
(2) We have EndK(Mod-A)(T •1 ) ∼= EndA(eAA) ∼= eAe. Also, since (1−e)A⊗Aµ
is monic, we have HomK(Mod-A)(T •1 , T
•
2 ) = 0. Furthermore,
EndK(Mod-A)(T •2 ) ∼= EndD(Mod-A)(T •2 )
∼= EndD(Mod-A)(A/AeA)
∼= EndA(A/AeA)
∼= A/AeA,
16
HomK(Mod-A)(T •2 , T
•
1 ) ∼= HomD(Mod-A)(T •2 , T •1 )
∼= HomD(Mod-A)(A/AeA, eA[1])
∼= Ext1A(A/AeA, eA).
Consequently, EndK(Mod-A)(T •) is isomorphic to the desired generalized trian-
gular matrix ring.
Next, assume ϕ is an isomorphism and there exists an idempotent f ∈ A
such that HomR(Ae,RR)A ∼= fAA. For any M ∈ Mod-A we have functorial
isomorphisms
HomA(M,fA) ∼= HomA(M,HomR(Ae,RR)) ∼= HomR(M ⊗A Ae,RR).
Thus, since µ⊗A Ae is an isomorphism, so is HomA(µ, fA). Then by applying
HomA(−, fA) to the exact sequence
0→ Ae⊗R eA µ→ A→ A/AeA→ 0,
we have HomA(A/AeA, fA) = 0 and Ext1A(A/AeA, fA) = 0. Note that fAe ∼=
R as right R-modules. Thus, by applying fA⊗A− to the above exact sequence,
we get an exact sequence of the form
0→ eAA → fAA → f(A/AeA)A → 0
to which we apply HomA(A/AeA,−) to conclude that
f(A/AeA) ∼= HomA(A/AeA, f(A/AeA))
∼= Ext1A(A/AeA, eA)
as right (A/AeA)-modules.
Remark 4.2. Let K = Ker(eA ⊗A µ) and assume add(KA) = add(eAA). Then
add(S•) = add(T •) and S• is a tilting complex.
Proof. Note that eA⊗A S• ∼= K[1] in Kb(PA). Since eAA ∈ add(KA), we have
T •1 ∈ add(eA⊗AS•). Thus T • ∈ add(S•) and hence add(S•) = add(T •). Then,
since T • is a tilting complex, so is S•.
In the following examples, A is the Frobenius extension of R constructed in
the preceding section. We use the same notation as in the preceding section.
Example 4.3. Let J be a nonempty pi-stable subset of I and set e =
∑
j∈J ej .
Then xe = ex for all x ∈ R, AeR is finitely generated projective and eAA ∼=
HomR(Ae,RR)A. In this case, the mapping cone of the multiplication map⊕
j∈J
Aej ⊗R ejAA → AA
is a tilting complex.
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Proof. We have seen in the preceding section that all the conditions are satisfied.
Let J0 = J ∩ I0 and d the number of elements of J . Set dj = d for j ∈ J0 and
dj = d− 1 for j ∈ J \ J0. Note that dj ≥ 1 for all j ∈ J . Since we have a split
exact sequence in Mod-A of the form
0→
⊕
j∈J
ejA
(dj) →
⊕
j∈J
eAej ⊗R ejA→ eA→ 0,
the last assertion follows by the same argument as in Remark 4.2.
Example 4.4. Assume c is regular and I \ I0 is not empty. Let i ∈ I \ I0 and
set e = ei and f = epi−1(i). Then the following conditions are satisfied:
(1) xe = ex for all x ∈ R, AeR is finitely generated projective and eAA is
embedded in HomR(Ae,RR)A as a submodule;
(2) the multiplication map Ae⊗R eA→ A, a⊗ b 7→ ab is monic;
(3) the ring homomorphism R→ eAe, x 7→ ex is an isomorphism; and
(4) HomR(Ae,RR)A ∼= fAA.
Proof. We denote by µ : Aei ⊗R eiA → A, a ⊗ b 7→ ab the multiplication map.
Note that Aei ⊗R eiA is a free right R-module with a basis {eji ⊗ eil}j,l∈I ,
and that ejieil = ejlcλ(j,i,l) unless j = l ∈ I0 and ejieij = vj + ejcχ(j) for all
j ∈ I0. Thus, since c is regular, it is easy to see that µ is monic. Also, for any
a ∈ eiA we have (αia)(eji) = αi(aeji) = cλ(i,j,i)σω(j,i)(αij(a)) for all j ∈ I and
hence αia =
∑
j∈I c
λ(i,j,i)σω(j,i)(αij(a))αji, so that by the regularity of c the
homomorphism
eiAA → HomR(Aei, RR)A, a 7→ αia
is monic. We have seen in the preceding section that the remaining conditions
are satisfied.
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