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SUMMARY 
Although the concept of multi-modal freight transport planning 
has been given little serious attention in the past, public sector 
transport planners are becoming increasingly concerned with the 
efficient development of all freight transport modes. Existing network 
improvement algorithms concentrate on the improvement of a single mode 
and, thus, are of little value in multi-modal freight transport 
planning. In this thesis a multi-modal freight transport improvement 
problem is formulated, and a heuristic solution methodology is 
developed for the solution of large scale problems. The problem is 
concerned with the modification of arcs on a multi-modal network so 
that total disutility associated with the network is minimized. 
Distinctive features of the formulation include a mode abstract 
multinomial logit modal split model and convex arc transport 
characteristic improvement functions. The heuristic solution 
methodology developed to solve the problem is based on the general 
Continuous Optimal Adjustment heuristic suggested by Steenbrink. The 
principal component of the methodology is the solution of a concave 
disutility transportation assignment problem. Two methods are 
developed to solve this problem. The first uses Dantzig-Wolfe 
decomposition to solve an arc-path formulation of the general multi-
commodity fixed charge network flow problem. The second is a heuristic 
based on the local optimum seeking procedure developed by Yaged. The 
X 
Continuous Optimal Adjustment solution methodology was programmed using 
the latter solution procedure for the transportation assignment 
problem. Thirty test runs were made on a large scale test problem 
derived from the Multi-State Transportation Corridor research program. 
A number of conclusions are reached after analyzing the results, the 
most important being that the solution methodology is viable. Although 
solution times are long, this is not unusual for problems of this size 
or design construction projects of this scale. Solution times may be 
shortened considerably by proper selection of methodology parameters. 
As a final step, the solution methodology is extended to include 
multiple transport commodity classes. 
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CHAPTER I 
INTRODUCTION AND REVIEW OF THE LITERATURE 
The purpose of this research is to formulate a multi-modal 
freight transport network improvement problem, and to develop a prac­
tical methodology for its solution. The network improvement problem 
is concerned with the modification of arcs on a multi-modal network so 
that the total disutility associated with the network is minimized. 
The present research is motivated by needs encountered in a sponsored 
research program conducted by a consortium of nine universities of the 
U. S. Department of Transportation [Jones, 1977], The primary objec­
tive of that program is the development of a general analytical 
procedure which jointly identifies economic development opportunities 
and the transportation services needed to assure their viability. An 
integral component of that procedure is a methodology which can be 
used to identify desirable improvements in a large-scale multi-modal 
freight transport network. A large-scale network is defined as one 
with about 300 nodes and 1000 arcs. 
This particular problem has been formally addressed in the 
literature, although this fact represents more the historical develop­
ment of current multi-modal freight transportation than the true impor­
tance of the problem. As background, intercity freight moves primarily 
on three independent transport modes: highway, rail, and water. From 
the inception of current multi-modal freight transportation, the three 
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modes have been owned and operated independently. Fierce modal competi­
tion, mistrust, and national transportation policy encouraged and even 
legally required their independence. A natural consequence of modal 
independence was that, for all practical purposes, system improvements 
were performed independently for each mode. Waterway improvements, 
highway improvements, and railway improvements were planned by the U.S. 
Army Corps of Engineers, Federal and state highway agencies, and rail­
road companies, respectively. As a result, almost all network improve­
ment models which were developed for or are adaptable to freight networks 
are oriented toward a specific mode. Since the single-mode problem has 
been widely studied and is closely related to the multi-mode problem, it 
is useful to review previous work in this area. 
1. The Single-Mode Network Improvement Problem 
Both the single-mode and multi-mode network improvement models 
can be classified in the following ways: [Dantzig, 1976] 
(1) Whether the investment decision variables are discrete 
or continuous. 
(2) Whether flow assignment is based on user equilibrium 
(first principle of Wardrop) or systems optimal (second 
principle of Wardrop) [Potts and Oliver, 1972]. 
(3) Whether congestion is allowed. 
Dantzig classified some previous models using these factors. After ana­
lyzing the ability of the various models to solve large-scale network 
problems, Dantzig reached several important conclusions: 
(1) For problems with discrete investment decision variables, 
integer programming techniques, such as branch and bound, 
will usually be necessary. As a result, such models will 
not have the ability to solve large-scale network problems. 
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(2) For problems utilizing user equilibrium traffic assignment 
and congestion, a more complex objective function is 
required. Again, the result is an inability to solve 
large-scale network problems. It should be noted that 
with no congestion effects a user equilibrium traffic 
assignment reduces to a systems optimal assignment. 
Thus, Dantzig concluded that only a network improvement model utilizing 
continuous investment decision variables and systems optimal assignment 
could handle large-scale networks. This will be the approach followed 
in this research. Such a model may be formulated as: 
Problem S: Min £ [H.(f., I.) + XG.(I.)] (1-1) 
jeA J J J J J 
;.t. T f r - I f r = h! V i £ N (1-2) i i i jeW ± J j£V ± J r e 0 
f = I fT V j £ A (1-3) 
reO J 
L. < I. < U. ¥ j £ A (1-4) 1 " J J 
f r > 0 V j £ A (1-5) 
J r £ 0 
where: 
N E set of nodes 
A E set of arcs 
0 E set of origins 
= set of arcs originating at node i 
E set of arcs terminating at node i 
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= set of destinations for flow from origin i 
r _ 
A = conversion between investment dollars and travel time 
G.(I.) = cost of making investment decision I. on arc j J J J 
H.(f.,I.) = total travel time on arc i assuming flow f. and investment I J J J J : 
The objective (1-1) is to minimize the total social transportation cost, 
both travel time and investment. Constraint set (1-2) is the familiar 
conservation of flow equations. Constraint set (1-3) forces total flow 
on each arc to equal the sum of flow over all origins. Constraint set 
(1-4) sets lower and upper bounds on investment. Constraint set (1-5) 
forces nonnegative arc flows. 
The actual form of the model and the resulting solution procedure 
depend upon the functions H.. Dafermos assumed that total arc travel 
J 
time was a quadratic function of arc flow and that investment only 
affected capacity [Dafermos, 1968]. Using a systems optimal assignment, 
f. - flow on arc j from origin r J 
f. = total flow on arc j 
J 
I. = investment decision for arc j J 
L. = lower bound on investment decision for arc j J 
= upper bound on investment decision for arc j 
S.. = flow from origin i to destination j 
/ 
-S . if i is a destination node ri 
h r = I I S . if i = r (1-6) 
1 -ie:D. J J i 
0 otherwise 
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she proved that a gradient technique could be used to reach optimality. 
Morlok assumed that total arc travel time was a piecewise linear func­
tion of arc flow and that investment only shifted the location of the 
breakpoints [Morlok, 1969]. Using systems optimal assignment, he solved 
the resulting problem using linear programming. Steenbrink assumed that 
total arc travel time was a nonlinear differentiable function of arc 
flow, capacity, and free flow travel time and that investment only 
affected capacity [Steenbrink, 1974]. The function was similar to the 
Federal Highway Administration (FHWA) travel time curve [COMSIS, 1973]. 
To solve the problem using systems optimal assignment, Steenbrink devel­
oped the following decomposition procedure: [Steenbrink, 1974] 
(1) A subproblem is solved for each network arc. 
(2) The results of these subproblems are substituted into the 
objective function to obtain a master problem equivalent 
to the nonlinear transportation assignment problem. 
(3) The assignment problem is solved to obtain the optimal 
flows of the original problem. 
Dantzig showed that Steenbrink's decomposition technique would work 
equally well on the total arc travel time functions proposed by Dafermos 
and Morlok and that the technique would be an efficient method for solv­
ing large-scale network problems [Dantzig, 1976]. He also showed that, 
in general, one cannot modify unit arc travel time by investment without 
introducing nonconvexities into the objective function. One exception 
to this finding is through the use of piecewise-linear total travel time 
functions where distinct new arcs are introduced to represent distinct 
unit travel time options [Dantzig, 1976, Ch. 4]. 
It is interesting to note that heuristic procedures have not been 
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developed extensively for problem S. There are two primary reasons. 
The first is that most researchers have made assumptions which result 
in a linear or convex objective function. The second is that many 
researchers do not deal with large-scale networks. For example, Dafermos 
and Morlok each assumed that investment could only affect capacity and 
could not affect free flow travel time [Dafermos, 1968; Morlok, 1969]. 
On the other hand, Steenbrink used the FHWA travel time curve which 
assumes that travel time is a function of capacity and, thus, of invest­
ment [Steenbrink, 1974]. This assumption led to a nonconvex objective 
function in S. When Steenbrink performed the decomposition described 
previously, the resulting master problem took the form of a nonconvex 
transportation assignment problem. Had Steenbrink been modelling a 
smaller network, he might have used a branch and bound scheme such as 
that of Rech and Barton to solve the problem [Rech and Barton, 1970]. 
However, since he was modelling the entire Dutch highway system, 
Steenbrink concluded that a branch and bound procedure was not tractable. 
Thus, Steenbrink developed a heuristic transportation assignment routine 
called SALMOF (Stepwise Assignment according to Least Marginal Objective 
Function). Heuristics are commonly used on the single-mode network 
design problem with discrete variables for the same reason. These 
heuristics include those of Scott, Billheimer, O'Connor, Barbier, and 
Haubrich [Scott, 1969; Billheimer, 1970; O'Connor, 1970; Barbier, 1966; 
Haubrich, 1972]. 
LeBlanc proposed a rail network improvement model [LeBlanc, 
1976]. The formulation was stated as: 
7 
Min I [H.(f I.) + AG.(I.)] (1-7) 
where: 
s.t. I f . - I f . = h. V i £ N (1-8) 
j e W . 2 jeV. J 1 
I <_ ¥ j£ A (1-9) 
O l f 1 U V j e A (1-10) 
H.(f.> I.) = I.(f.) 1 / 2 (1-11) J J J J J 
AG.(I.) = b.(I. - c . ) 2 + d. (1-12) J J J J J J 
b., c., d.= parameters of model 
3 3 3 
/ 
-D. if i is destination node l 
h^ = <̂  if i is a source node (1-13) 
otherwise 
D. = net demand at node i l 
= net supply at node i 
U = upper bound on flow on arc j 
One should note that the objective function is neither convex nor concave. 
Several differences in the contraint set of the LeBlanc model (l-7)-(l-10) 
and the standard formulation (l-l)-(l-5) are discernible: 
(1) The LeBlanc formulation is a single commodity transshipment 
problem with many origins, while the standard formulation is 
a multi-commodity problem with one distinct commodity per 
origin. 
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(2) The LeBlanc formulation has upper bounds (1-10) in arc flow 
while the standard formulation does not. 
(3) The LeBlanc formulation has no lower bounds on the invest­
ment decision variables. 
LeBlanc proved that constraint set (1-9) was redundant and, thus, the 
objective could be transformed into a strictly concave function over f . 
The resulting problem is a concave transshipment problem which LeBlanc 
solved by using a branch and bound procedure. Since the LeBlanc formu­
lation does not allow one to preselect origin-destination (0-D) flows, 
it will not be considered further. 
2. The Multi-Modal Network Improvement Problem 
It is interesting to consider the multi-modal problem in terms of 
the single-mode problem. Consider three single-mode problems, one for 
each mode. Adding the objective functions and combining the constraint 
sets, one is left with a multi-modal design problem which is separable 
by mode. However, as it now stands, this problem is not a complete 
representation of the multi-modal problem. For example, 0-D demands are 
fixed for each mode, which implies that investment in one mode will not 
affect demand on it or the other two modes. Recent results in freight 
demand and modal split modelling indicate that 0-D demand for any mode 
is a function of the transport characteristics (cost, time, etc.) of the 
given mode as well as of those of competing modes [Creighton, 1977; 
Townsend, 1969; Sharp, 1977; Herendeen, 1969]. Thus, if one makes the 
reasonable assumption that investment in a mode will modify any of its 
transport characteristics, then one must also conclude that the model 
described above is inadequate. Furthermore, the model does not recognize 
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the possibility of multi-modal shipments. To complete the model one 
would need to make two additions. The first is a set of modal demand 
or split relationships which relate 0-D modal demand, the h , to the 
transport characteristics and, thus, to investment. The second is a set 
of intermodal transfer arcs which recognize the possibility of inter-
modal shipments. Theoretically, the current independent planning of 
modal subsystem improvements represents a single stage modal decomposi­
tion of the multi-mode problem. Such a decomposition procedure would 
yield a global optimal solution to the initial problem described above. 
However, there is no guarantee that this procedure will yield an optimal 
solution to the complete multi-modal problem. 
While the formulation proposed for this research is developed 
principally for freight transport networks, this is not to say that the 
methodology could not be extended to passenger transport. In fact, the 
little research that has been done on multi-modal network design and 
improvement has been related to passenger transport. Since the passage 
of the Federal Aid Highway Act of 1962, urban passenger transportation 
planning has, at least superficially, been multi-modal. Two multi-modal, 
passenger network design and improvement models have been formulated for 
use in the urban setting. Creighton has developed a model to determine 
optimal aggregate investment in individual (highway) and group (mass 
transit) transportation systems in an urban area [Creighton, 1966]. The 
study area involved is a one-square mile section of urban land, for 
which investment decisions are to be made, surrounded by a large urban 
area of uniform density, trip lengths, transportation facilities, etc. 
The methodology is essentially to construct a response surface of total 
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daily transportation cost, including user and investment cost, as a 
function of the spacing of individual and group transport facilities in 
the study area. Spacing and user costs on a mode are assumed to be 
simple functions of investment in the mode. Spacing is assumed uniform 
throughout the study area. Although the author does not explicitly 
state how trips are divided between individual and group transport, he 
apparently divides trips on the basis of spacing and, thus, investment. 
Having constructed the response surface, one selects the combination of 
spacings which yield the minimum point on the surface. 
Morlok has developed a methodology utilizing linear programming 
(LP) for finding the optimal combination of modal services in an urban 
transportation corridor. The study area involved is a linear corridor 
radiating from the central business district (CBD). The corridor is 
assumed to be segmented into a finite number of linear zones with each 
zone spanned by a road segment. The decision variables of the problem 
are: 
(1) Zone through which the rapid transit line should be com­
pleted from the CBD. 
(2) Capacity of the rapid transit line on each completed seg­
ment of the corridor. 
(3) Capacity of each road segment in the corridor. 
(4) Slowness on each road segment in the corridor. 
(5) Flow on each segment for each type of facility. 
Variables 2 through 5 are assumed continuous. The objective of the 
analysis is to minimize the total annual out-of-pocket cost of transpor­
tation, including: 
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Annual road capital cost = 
n r-
C.c. + M. 
i—1 t_ 1 1 i 
m. ̂  
+ S . (m. - s . ) (1-14) 
where: 
C = annual unit capacity cost 
c_̂  = capacity 
S. = annual unit cost of additional non-peak period 
slowness, slowness is expressed in minutes per 
mile 
= non-peak period slowness 
n = number of zones in corridor 
M. =• annual unit peak period speed cost, normalized 
to be consistent with slowness units 
nu = peak period slowness 
M_̂  = maximum technological slowness 
n 
Annual vehicle operating costs = £ V.v. (1-15) 
i=l 1 1 
where: 
V^ = cost per vehicle on segment i 
v^ = annual volume on segment i 
Annual rapid transit capital and operating cost = 
n 
C ^ + I P.p. (1-16) rt . i i i=l 
where: 
C = capital cost of completing rapid transit line 




= annual cost per unit of peak capacity 
It should be noted that the assumed time cost of travelers is not 
included in the objective. Optimization of the objective is subject to 
a number of constraints which include: 
(1) Modal choice constraints: 
h 
T L.m. + H 
i-l 1 1 h 
P. = Y. + B. h = < (1-17) j h j 
J L.R + W. 
• i 1 3 
1=1 J 
where: 
L_̂  = length of zone 
R = uniform average slowness of transit 
k = segment through which rapid transit line is 
completed 
= from the point of modal decision, the time 
required to get from decision point to corridor 
highway plus that required to get from corridor 
highway in CBD to job. 
Y.,B. = parameters of the modal choice model 3 3 
Several characteristics of the modal choice constraints should be noted: 
(a) The transit travel demand from any origin is a simple linear 
function of the ratio of highway travel time to transit 
travel time at the point of modal decision. 
(b) Once the rapid transit line is fixed, the denominator of 
the travel time ratio becomes a constant. This implies that 
the resulting constraint is now linear. This would not be 
the case if one could vary the speed or frequencies of 
service on the line. 
p. = peak period demand for rapid transit from 
zone i 
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(2) Capacity constraints stipulate that total capacity on any 
segment must equal total demand. 
(3) Level of service constraints specify minimum levels of 
transport service in the corridor. 
(4) Technological constraints place lower and upper bounds on 
decision variables. 
Constraint sets 2, 3, and 4 are linear. The solution procedure sug­
gested by Morlok is obvious, given the formulation. For each zone in 
the corridor, assume that the transit line extends from the CBD to this 
zone. This fixes C in the objective function and the denominator of 
rt J 
the modal choice constraints, leaving a linear program which can be 
easily solved. After solving all linear programs, one selects the opti­
mal values of the decision variables associated with the linear program 
having the minimum value of the objective function. 
There has been only one significant study of the more general 
case of intercity, multi-modal network design [Morlok, 1969]. This 
study concerned the passenger transport network in the Northeast corri­
dor. Morlok and his associates developed a methodology utilizing 
dynamic programming (DP) and LP for solving a multi-period, multi-modal, 
intercity, passenger transport network design and improvement problem. 
The study area can be any region representable by a network rather than 
the limiting cases discussed previously. The decision variables include: 
(1) New additions to the network for each time period. 
(2) Level of service characteristics for existing arcs for each 
time period. 
(a) Capacity and travel time of highway arcs. 
(b) Capacity and frequency of movements on common carrier 
arcs. 
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( 3 ) Arc f l ows f o r each t ime p e r i o d . 
The second and t h i r d s e t s of v a r i a b l e s a r e assumed c o n t i n u o u s . The 
o b j e c t i v e of the a n a l y s i s i s t o min imize the t o t a l d i s c o u n t e d o u t - o f -
pocket c o s t s of the network over the d e s i r e d t ime s p a n . 
c h o i c e s c o n c e r n i n g t h e i n t e g e r v a r i a b l e s , the a d d i t i o n of new a r c s over 
t i m e , and the use of LP to make c h o i c e s r e g a r d i n g the v a l u e s of the 
c o n t i n u o u s v a r i a b l e s . Each s t a g e of the DP c o r r e s p o n d s to one t ime 
p e r i o d . A l t e r n a t i v e s to be c o n s i d e r e d a t each s t a g e correspond to the 
d i f f e r e n t a l t e r n a t i v e s of f i x e d p l a n t . For each such f i x e d network 
t h e r e remains the t a s k of s e l e c t i n g the o p t i m a l v a l u e s of the c o n ­
t i n u o u s v a r i a b l e s . T h i s can be a c c o m p l i s h e d by s o l v i n g what Morlok 
c a l l s the Opt imal M u l t i - M o d a l Network O p e r a t i o n M o d e l . T h i s model 
e s s e n t i a l l y c o r r e s p o n d s to the m u l t i - m o d a l network improvement problem. 
d e c i s i o n v a r i a b l e s which i n c l u d e a l l the c o n t i n u o u s v a r i a b l e s of the 
o r i g i n a l problem f o r a s i n g l e t ime p e r i o d . The o b j e c t i v e i s to m i n i ­
mize the t o t a l , o u t - o f - p o c k e t c o s t s a s s o c i a t e d w i t h a g i v e n network 
c o n f i g u r a t i o n f o r a s i n g l e t ime p e r i o d . These c o s t s i n c l u d e s : 
The s o l u t i o n methodo logy i n v o l v e d the use of DP i n order to make 
The Opt imal M u l t i - M o d a l network O p e r a t i o n s Model has a s e t of 
( 1 ) Improvement c o s t on highway a r c s = 
I 
j £ A H W 
1 
(C .c . + T . t + T . ) 
3 3 J J 




annual u n i t c a p a c i t y c o s t on a r c j 
c . 
J 
a d d i t i o n a l v e h i c l e c a p a c i t y on a r c j 
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T . = annual u n i t c o s t of t r a v e l t ime on arc j , a 
^ n e g a t i v e number 
T . = annual c o s t a s s o c i a t e d w i t h d e s i g n i n g a highway 
^ f o r a d e s i g n a t e d maximum speed 
E s e t of Highway (HW) a r c s 
Highway o p e r a t i n g c o s t = 
I I I I , d (1/E) (1-19) 
where: 
E annual c o s t o f d a i l y auto t r i p on f i x e d a r c j 
d , 1 T T T E d a i l y demand from r to d v i a highway p a t h p rd ,HW,p 
E E a v e r a g e auto occupancy 
0 E s e t o f a l l o r i g i n s 
D E s e t o f a l l d e s t i n a t i o n s c o r r e s p o n d i n g to 
o r i g i n r 
P^, E s e t o f a l l p a t h s between r and d c o n t a i n i n g arc 
rd 
Common C a r r i e r o p e r a t i n g c o s t s = 
I I ( F . f . + Y . y . ) ( 1 - 2 0 ) 
i i i i 
meM ieA J J J J 
J m 
where 
F^ E annual u n i t c o s t o f t r i p f r e q u e n c y on a r c j 
f̂ . E d a i l y v e h i c l e t r i p f requency on arc j 
t . = t r a v e l t ime on a r c j 
J 
Y .̂ E annual u n i t c o s t o f v e h i c l e c a p a c i t y on arc j 
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y^ = vehicle capacity on arc j 
I d A > U A + F I f A + P ( P + D J p ) + T t J ^ rd,m,p - rd _̂ rd,m,p rtm rd vm rd,m peP , peP , rd,m r rd,m 
- P(P.. u + D ,P , J - Tt , u > 0 (1-21) t,best rd v,best rd,best 
where: 
f , E frequency of path p on mode m from r to d rd,m,p I J R R 
p E threshold price associated with price of trip on mode m t,m r r 
p ^ e s t - threshold price associated with price of trip on 
' minimum price mode 
D , E distance between r and d rd 
P E price per unit distance associated with price of trip v,m i 
on mode m 
p , E price per unit distance associated with price of trip ^v,best . . . , on minimum price mode 
t , E travel time of trip from r to d on mode m rd ,m 
U , ,F,P,T E parameters of model rd 
P , E set of paths by mode m between r and d rd,m r J 
Several characteristics of the common carrier modal demand constraints 
should be noted: 
(1) The constraints place a lower bound on total demand over all 
M E set of common carrier modes 
A E set of arcs corresponding to mode m m r o 
Optimization of the operations model is subject to a set of constraints 
which include demand constraints for common carrier modes: 
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mode m paths between r and d . 
( 2 ) T h i s modal demand on the s h o r t e s t path i s a f u n c t i o n of the 
sum of f r e q u e n c i e s o v e r a l l p a t h s . 
( 3 ) P r i c e s a r e s e t e x o g e n o u s l y w i t h auto assumed b e s t . 
( A ) Time on common c a r r i e r paths i s s e t e x o g e n o u s l y . Time 
between a c i t y p a i r by auto i s equa l to average t ime over 
a l l auto paths between a c i t y p a i r . 
For the auto mode the c o n s t r a i n t s are i d e n t i c a l e x c e p t f o r the 
f r e q u e n c y term be ing f i x e d . There a r e a l s o i n c l u d e d a s e r i e s of o t h e r , 
l i n e a r c o n s t r a i n t s r e l a t i n g to t e c h n o l o g y , a c c e s s i b i l i t y , s o c i a l s t a t e s , 
p r o f i t , and b u d g e t s . 
In the same s t u d y , Morlok extended the o p e r a t i o n s model to i n c l u d e 
c e r t a i n n o n l i n e a r r e l a t i o n s h i p s . In the o b j e c t i v e f u n c t i o n he removed 
highway t r a v e l t ime as a d e c i s i o n v a r i a b l e and , i n s t e a d , made i t a 
n o n l i n e a r f u n c t i o n of f r e e - f l o w a r c t r a v e l t i m e , a r c c a p a c i t y , and arc 
f l o w a c c o r d i n g to the FHWA t r a v e l t ime c u r v e . In the demand c o n s t r a i n t s 
he r e p l a c e d the l i n e a r demand f u n c t i o n s wi th m u l t i p l i c a t i v e , n o n l i n e a r 
f u n c t i o n s based on a Mathemat ica s tudy [Mathemat i ca , 1 9 6 7 ] . Both types 
of t h e s e new n o n l i n e a r c o n s t r a i n t s a r e l o g - l i n e a r , and , t h u s , the 
r e s u l t i n g problem must be s o l v e d by s e p a r a b l e programming i n s t e a d of 
LP. 
S t e e n b r i n k , d i s c u s s i n g p o s s i b l e e x t e n s i o n s of h i s s i n g l e - m o d e 
network d e s i g n m e t h o d o l o g y , c o n s i d e r e d the m u l t i - m o d a l , i n t e r c i t y , 
p a s s e n g e r t r a n s p o r t network improvement prob lem, but conceded t h a t 
d i f f i c u l t i e s i n f o r m u l a t i o n and s o l u t i o n have r e s u l t e d i n few a t t e m p t s 
a t s o l v i n g the problem [ S t e e n b r i n k , 1 9 7 4 ] , He s u g g e s t e d t h a t branch and 
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bound s o l u t i o n p r o c e d u r e s might be a f r u i t f u l area f o r v e r y s m a l l n e t ­
w o r k s , but t h a t h e u r i s t i c s may be n e c e s s a r y f o r l a r g e r n e t w o r k s . To 
d e m o n s t r a t e the d i f f i c u l t i e s i n h e r e n t i n a h e u r i s t i c p r o c e d u r e , he 
a t t e m p t e d t o s o l v e a v e r y s i m p l e two n o d e , two arc prob lem, where each 
arc c o r r e s p o n d e d to a d i f f e r e n t mode. He used a h e u r i s t i c he termed 
c o n t i n u o u s o p t i m a l a d j u s t m e n t . The p r o c e d u r e converged to s e v e r a l p o s ­
s i b l e s o l u t i o n s depending upon the i n i t i a l s t a r t i n g s o l u t i o n ; however , 
t h i s was due as much t o t h e n o n c o n v e x i t y of the problem a s to p e r f o r ­
mance o f the h e u r i s t i c . F i n a l l y he s u g g e s t e d a d e c o m p o s i t i o n o f the 
problem i n t o a number o f modal subproblems w i t h a c o n t r o l l i n g m a s t e r 
problem d e f i n i n g o v e r a l l p o l i c y . 
3 . F r e i g h t Modal Choice Mode l s 
As n o t e d p r e v i o u s l y , an impor tant component in a m u l t i - m o d a l , 
f r e i g h t t r a n s p o r t ne twork improvement f o r m u l a t i o n i s the f r e i g h t modal 
c h o i c e m o d e l . W h i l e f r e i g h t modal c h o i c e has n o t r e c e i v e d the a t t e n t i o n 
of p a s s e n g e r modal c h o i c e , a s i g n i f i c a n t amount of r e s e a r c h has been 
c o m p l e t e d . The r e s u l t s of t h i s r e s e a r c h a r e t h o r o u g h l y summarized by 
C r e i g h t o n [ C r e i g h t o n , 1 9 7 7 ] . Three o f the most w i d e l y used f r e i g h t 
modal c h o i c e mode l s a r e t h e i n v e n t o r y t h e o r e t i c m o d e l , the m u l t i p l i c a ­
t i v e f r e i g h t modal c h o i c e m o d e l , and the m u l t i n o m i a l l o g i t mode l . 
In 1 9 6 9 Townsend, a t t e m p t i n g to model f r e i g h t modal c h o i c e i n the 
N o r t h e a s t c o r r i d o r , d e v e l o p e d an i n v e n t o r y t h e o r e t i c f r e i g h t modal 
c h o i c e model [Townsend, 1 9 6 9 ] . The g e n e r a l form o f the m o d e l , g i v e n a 








_ m m,n W + W m n 
W = tonnage moved from 0 to D by mode m 
m 
d^ = unit disutility of shipping from 0 to D by mode m 
B E parameter of model 
d = a. c + a 0t (1-24) m 1 m 2 m 
E unit cost of shipping from 0 to D by mode m 
t E travel time from 0 to D by mode m m J 
a^,a^ = parameters of disutility function 
Herendeen used a multiplicative freight modal choice model of the 
form: [Herendeen, 1969] 









= unit cost of shipping from 0 to D by mode m 
C =• unit cost of shipping from 0 to D by mode having minimum Best cost 
t = transport time from 0 to D by mode m 
t^ ^ E transport time from 0 to D by mode with minimum travel time Best r J 
m 
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( 1 - 2 6 ) 
where: 
S E s h a r e of f l o w moving between 0 and D by mode m 
m 
= u n i t u t i l i t y a s s o c i a t e d w i t h moving from 0 to D by mode m 
M E s e t of a l l modes 
U = Exp ( a - c + a „ t + a 0 v ) ( 1 - 2 7 ) m l m 2 m 3 m 
c^ E u n i t c o s t of s h i p p i n g from 0 to D by mode m 
t E t r a n s p o r t t ime from 0 to D by mode m 
m r J 
E t r a n s p o r t t ime v a r i a b i l i t y from 0 to D by mode m 
a l , a 2 , a 3 E m ° d e l p a r a m e t e r s ( t h e o r e t i c a l l y n o n p o s i t i v e ) 
Each of t h e s e mode l s were f i t u s i n g d a t a from a number of d i f f e r ­
e n t c o m m o d i t i e s . Comparison o f f i t between the models i s d i f f i c u l t i f 
n o t i m p o s s i b l e . T h i s r e s u l t s from s e v e r a l f a c t o r s : 
r B e s t ~ r e l i a b i l i t y o f s h i p p i n g from 0 to D by mode w i t h b e s t 
r e l i a b i l i t y 
B , a ^ , a 2 » a ^ E p a r a m e t e r s o f model 
Sharp , a f t e r t e s t i n g a number of model f o r m s , conc luded t h a t t h e 
m u l t i n o m i a l l o g i t modal s p l i t model p r o v i d e d a r e a s o n a b l e f i t to com­
modi ty f l o w d a t a [ S h a r p , 1 9 7 7 ] . Given a s p e c i f i c 0-D p a i r , the m u l t i ­
nomia l l o g i t model may be e x p r e s s e d a s : 
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(1) Models were calibrated using different data sets and differ­
ent commodities. 
(2) Different models required different calibration techniques. 
For example, Herendeen used linear regression, Sharp used 
linear regression and nonlinear search, and Townsend used 
iterative, nonlinear techniques. 
4. The Need for a New Formulation 
The need to develop a new formulation and solution procedure 
rather than adapt one of the existing passenger formulations is a result 
of several factors. First, Creighton1s formulation and Morlok1s first 
formulation model specific applicational settings rather than the more 
general problem. Creighton assumes a uniform spacing of transport 
facilities throughout a square parcel of urban land, while Morlok 
assumes a linear corridor. Morlok1s recent formulation attempts to 
model the more general problem. However, he appears to have sacrificed 
much to achieve linearity or log-linearity, such as: 
(1) All improvement cost functions are assumed linear over the 
region of interest. 
(2) Travel time on existing common carrier arcs cannot be modi­
fied by investment. 
(3) Operating costs on arcs cannot be modified by investment. 
(4) Demand functions for a given mode do not realistically 
consider the level of service characteristics on competing 
modes. 
(a) Cost - although the actual form of the constraints 
implies that the costs of the given and competing 
modes are considered, costs are fixed exogenously 
(not as a function of investment in improvements) 
and the highway mode is assumed the minimum cost 
mode. 
(b) Time - time for common carrier modes is fixed 
exogenously. 
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5 . Approach 
( d ) T e s t the a l g o r i t h m on a problem a r i s i n g from the M u l t i -
S t a t e U n i v e r s i t y Research Program. 
The s p e c i f i c o b j e c t i v e s of the proposed r e s e a r c h are p r e s e n t e d 
be low t o g e t h e r w i t h i t s scope and l i m i t a t i o n s , and the methodology used 
and the e x p e c t e d n a t u r e of c o n c l u s i o n s . 
(1) S p e c i f i c o b j e c t i v e s 
( a ) Given the problem as f o r m u l a t e d i n Chapter I I , i n v e s t i ­
g a t e g e n e r a l approaches f o r i t s s o l u t i o n , T h i s 
i n v e s t i g a t i o n w i l l f o c u s on the r e l a t i o n s h i p between the 
s i n g l e - m o d e and m u l t i - m o d a l improvement p r o b l e m s . 
( b ) S e l e c t the g e n e r a l approach appear ing to have the most 
p r o m i s e and use i t t o d e v e l o p a f u n c t i o n a l s o l u t i o n p r o ­
c e d u r e . 
( 2 ) Scope and l i m i t a t i o n s 
( a ) Only the f o r m u l a t i o n d e v e l o p e d i n S e c t i o n I I and t h o s e 
e x t e n s i o n s which appear to be amenable to the s e l e c t e d 
p r o c e d u r e a r e c o n s i d e r e d . 
( b ) Only t h o s e approaches which a r e c a p a b l e of s o l v i n g 
r e a l i s t i c - s i z e d problems a r e c o n s i d e r e d . 
( c ) Only the most promis ing g e n e r a l approach i s ex tended i n t o 
a f u n c t i o n a l s o l u t i o n p r o c e d u r e . 
( 3 ) Methodo logy 
( a ) P o s t u l a t e s e v e r a l p o s s i b l e s o l u t i o n approaches to the 
p r o b l e m . 
( b ) S e l e c t t h e approach t h a t appears to have the most 
p r o m i s e , t h a t i s , t h a t approach which appears l i k e l y to 
a c h i e v e a good s o l u t i o n f o r a r e a l i s t i c - s i z e d problem in 
a r e a s o n a b l e amount of CPU t i m e . 
( c ) D e v e l o p the approach i n t o a f u n c t i o n a l a l g o r i t h m and 
program i t i n the FORTRAN language f o r use on the Cyber 
7 4 computer s y s t e m . T h i s program w i l l c o n s i s t of a 
b a t t e r y of subprograms , some of wh ich , such a s s h o r t e s t 
pa th and as s ignment r o u t i n e s , may have a l r e a d y been 
programmed as p a r t of the ongoing M u l t i - S t a t e U n i v e r s i t y 
R e s e a r c h Program [ J o n e s , 1 9 7 7 ] . 
23 
CHAPTER I I 
THE FORMULATION 
1 . M o d e l l i n g Assumpt ions 
C e r t a i n a s p e c t s o f the proposed f o r m u l a t i o n a r e c o n s i d e r e d f i x e d . 
F i r s t , the s t u d y area i s r e p r e s e n t e d by a f i n i t e number o f z o n e s . 
Second, a l l f l o w on the network b e l o n g s t o t h e same t r a n s p o r t commodity 
c l a s s . By a t r a n s p o r t commodity c l a s s , i t i s meant goods or p r o d u c t s 
which have s i m i l a r t r a n s p o r t c h a r a c t e r i s t i c s . T h i s d i f f e r s from the 
c o n c e p t o f a math programming commodity c l a s s which t y p i c a l l y c o r r e s ­
ponds t o f l o w from a s p e c i f i c o r i g i n . T h i r d , o r i g i n - d e s t i n a t i o n ( 0 - D ) 
f l o w s o f the commodity a r e known and f i x e d . T h i s i t em has s e v e r a l 
i m p l i c a t i o n s : 
(1) T h e o r e t i c a l l y , ne twork improvements w i l l no t s i g n i f i c a n t l y 
u p s e t e x i s t i n g or proposed p r o d u c t i o n - m a r k e t r e l a t i o n s h i p s . 
( 2 ) P r a c t i c a l l y , even though o n l y one t r a n s p o r t commodity c l a s s 
i s b e i n g c o n s i d e r e d , a number o f math programming commodity 
c l a s s e s must be c o n s i d e r e d . 
F o u r t h , zones and t h e i n t e r c i t y f r e i g h t t r a n s p o r t sys tem a r e 
r e p r e s e n t e d by a network composed o f nodes and a r c s . By the i n t e r c i t y 
f r e i g h t t r a n s p o r t system one means a l l t r a n s p o r t a t i o n f a c i l i t i e s used 
to move f r e i g h t i n the s tudy a r e a . T h i s i n c l u d e s : 
(1) L i n e - h a u l f a c i l i t i e s such as h ighways , r a i l w a y s and 
waterways . 
( 2 ) Loading and u n l o a d i n g f a c i l i t i e s f o r each mode. 
( 3 ) Forwarding f a c i l i t i e s f o r each mode such as r a i l r o a d c l a s ­
s i f i c a t i o n y a r d s . 
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(4) Intermodal transfer facilities. 
The actual network is constructed in the following manner: 
(1) Each zone is represented by a node. 
(2) Associated with each zonal node is a set of artificial 
nodes, an inbound and an outbound artificial node for each 
mode serving the zone. 
(3) Each one-way modal line-haul facility is represented by a 
one-way arc from the outbound node associated with the 
origin zone and mode to the inbound node associated with 
the destination zone and mode. Two-way facilities are 
represented as two one-way facilities. 
(4) Each modal loading facility is represented by a one-way arc 
from the zonal node to the appropriate outbound node. Simi­
larly, each modal unloading facility is represented by a 
one-way arc to the zonal node from the appropriate inbound 
node. A combined loading and unloading facility is repre­
sented as separate loading and unloading facilities. 
(5) Each modal forwarding facility is represented by a one-way 
arc from the inbound node to the outbound node associated 
with the zone and mode. For convenience, such facilities 
are located at zonal nodes. 
(6) Each one-way intermodal transfer facility is represented by 
a one-way arc from the inbound node associated with the 
unloading mode to the outbound node associated with the 
loading mode. Two-way intermodal transfer facilities are 
represented as two one-way facilities. Such facilities 
are located at zonal nodes. 
A representation of this procedure at a zonal node for the two mode case 
is shown in Figure 2-1 below. 
Fifth, each arc in the network has an associated set of arc 
transport characteristics (ATC). This set is quite large and includes 
length, unit cost of transport, transport time, transport time variabil­
ity, capacity, and congestion effects, among others. In the formula­
tion, however, it is sufficient to recognize only those ATC which 





Loading & Unloading Arcs 
Forwarding Arcs 
Intermodal Transfer Arcs 
Line-haul Arcs 
Fig. 2-1. Representation of a Network Zone 
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investment decisions to be made. Jones has identified all of the above 
mentioned ATC, except length, as being important [Jones, 1977]. In the 
interest of simplicity the formulation assumes arcs to be uncapacitated 
and to suffer no congestion effects due to freight traffic. Note that 
the latter assumption implies that the ATC are not functions of arc 
flow. Since intercity line-haul facilities typically operate at levels 
far below capacity, the assumption regarding congestion is probably 
valid for them. In the case of intercity highways, freight traffic 
represents such a small portion of total traffic that even a moderate 
change in freight traffic is unlikely to significantly increase trans­
port time, cost, or time variability. However, this assumption does 
not necessarily accurately model terminal related facilities. The 
resulting set of ATC to be used in the formulation includes transport 
cost, transport time, and transport time variability. 
The sixth assumption is actually a set of assumptions relating to 
the movement of 0-D flows on the network. From basic micro-economic 
theory, one can assume that each shipper will transport his commodity to 
market via the unique modal path which he perceives as yielding the maxi­
mum utility. For purposes of this discussion, the multi-modal option is 
considered a distinct mode. However, each 0-D commodity flow data point 
is the result of an aggregation over time of all shippers of a single 
class of commodities produced in an origin zone and marketed in a des­
tination zone. Furthermore, shippers have different perceptions of 
utility; all commodities comprising a single class may not be homogeneous 
with respect to shipping characteristics; shippers may be located far 
from each other in the origin zone; and actual markets may be located 
27 
for from each other in the destination zone. Thus, the aggregated flow 
represented by one 0-D data point is often transported on more than one 
modal path instead of a unique "best" path. This is shown in the U.S. 
Census of Transportation Commodity Flow Data Base [Bureau of the Census, 
1975]. 
In order to reasonably model this phenomenon without being 
forced to accept a much finer breakdown of commodities and zones, one 
can use the concept of modal split. Certain detailed assumptions aid in 
this analysis: 
(1) Given an 0-D commodity flow, for each mode there is 
a unique path on which all flow on the mode will occur. 
(2) This unique modal path is defined as the one having 
maximum utility to the shipper over the set of all other 
paths for the mode. 
To perform adequately in the proposed formulation, a modal split model 
should possess three properties: 
(1) It should provide a reasonable fit to existing flow data. 
(2) It should be mode abstract so that the multi-modal option 
may be considered. 
(3) A monotonic transformation of the path utility function 
should be linear in the ATC along the path. This will 
facilitate use of a standard shortest path algorithm to 
determine maximum utility modal paths, as well as provide a 
convenient measure of path disutility to be used in the 
objective function. 
Of the three modal split models discussed earlier, only 
Townsend's inventory-theoretic model and the multinomial logit model 
satisfy all the desired properties. Since the multinomial logit model 
is easier to calibrate, has already been calibrated for several 
commodities as part of the ongoing Multi-State University Research 
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Program, and i s much s i m p l e r f o r the c a s e of t h r e e or more modes , i t w i l l 
be used i n the f o r m u l a t i o n . 
R e s t a t i n g the model f o r the c u r r e n t purpose : 
S = Um 
ne M 
where: 
S = share of f l o w moving between 0 and D by mode tn 
m 
U = u n i t u t i l i t y a l o n g maximum u t i l i t y mode m path 
between 0 and D 
M = s e t of a l l modes wi th paths c o n n e c t i n g 0 and D 
U = Exp ( a , c + a . t + a „ v ) ( 2 - 2 ) 
m 1 m 2 m 3 m 
c = sum of a r c u n i t t r a n s p o r t c o s t s on maximum u t i l i t y 
mode m path c o n n e c t i n g 0-D 
t = sum of a r c t r a n s p o r t t i m e s on maximum u t i l i t y mode 
m path c o n n e c t i n g 0-D 
v = sum of a r c t r a n s p o r t t ime v a r i a b i l i t i e s on maximum 
u t i l i t y mode m path c o n n e c t i n g 0-D 
a l , a 2 , a 3 = parameters of modal s p l i t model 
The s e v e n t h as sumpt ion f o r m a l i z e s the o b j e c t i v e f u n c t i o n . I t 
s t a t e s t h a t m i n i m i z i n g the t o t a l d i s u t i l i t y a s s o c i a t e d w i t h the network i s 
the proper o b j e c t i v e of the improvement m e t h o d o l o g y . T o t a l d i s u t i l i t y i s 
e q u a l to the sum of t o t a l s h i p p e r d i s u t i l i t y and t o t a l inves tment i n the 
n e t w o r k . U n i t s h i p p e r d i s u t i l i t y a l o n g a path i s e x p r e s s e d i n terms of 
e q u i v a l e n t d o l l a r s and i s d e r i v e d from the argument of the path u t i l i t y 
f u n c t i o n . For example , f o r a p a r t i c u l a r 0-D commodity f l o w : 
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U = Exp ( a - c + a 0 t + a_v ) ( 2 - 2 ) 
m 1 m 2 m 3 m 
where the v a r i a b l e s have been p r e v i o u s l y d e f i n e d 
a 1 c + a 0 t + a „ v 
d = 3 j n 
m a., 
where: 
d = u n i t d i s u t i l i t y on m a x i m u m - u t i l i t y mode m p a t h e x p r e s s e d i n 
e q u i v a l e n t d o l l a r s . 
The e i g h t h and l a s t m o d e l l i n g as sumpt ion d e a l s w i t h the r e l a t i o n ­
s h i p s between the t h r e e ATC and a r c i n v e s t m e n t . 
( 1 ) For any l e v e l of i n v e s t m e n t on an a r c , o n l y one s e t o f 
p h y s i c a l improvements w i l l b e c o n s i d e r e d . T h i s i m p l i e s 
t h a t t h e r e w i l l e x i s t unique v a l u e s of the t h r e e ATC 
f o r any l e v e l of i n v e s t m e n t . 
T h i s a s sumpt ion can be j u s t i f i e d a s f o l l o w s : 
L e t : 
T . ( I . ) = the s e t o f a l l p o s s i b l e p h y s i c a l improvements which can 
J 3 be e f f e c t e d on a r c j g i v e n i n v e s t m e n t I . 
c ^ = u n i t t r a n s p o r t c o s t on a r c j g i v e n improvement i e T ( 1 ^ ) 
t ^ =• t r a n s p o r t t ime on a r c j g i v e n improvement i e T_. ( I ) 
v . . = t r a n s p o r t t ime v a r i a b i l i t y on arc j g i v e n improvement 
1 J i e T . ( I . ) 
J J 
i * = t h a t e l ement o f T . ( I . ) which w i l l be c o n s i d e r e d i n the 
a n a l y s i s J ^ 




min c. . H t. . H v. . \ (2-4) 
J J 
where: 
a l , a 2 , a 3 ^ Parameters of modal split model 
then one cannot decrease total disutility in the network by selecting 
some other improvement project i £ T (I ). In other words, this assump­
tion is based on a preliminary screening of improvement projects on each 
(2) Each ATC is a continuous, strictly decreasing function of 
the investment on the arc over the interval of interest. 
This is demonstrated in Figure 2-2 below. 
A number of functional forms might be considered: 
(a) LeBlanc suggests a function of the form: [LeBlanc, 
where: 
I E level of investment on arc 
c E arc transport characteristic 
b,c,d = parameters of model (> 0) 
Transformed for current purposes, this form yields: 
arc. 
1974] 
I = b(c - c ) 2 + d (2-5) 




L lower bound on investment 
U upper bound on investment 




c = b'(I - d) ' + c (2-7) 
(I - d ) 1 / 2 < 0 (2-8) 
d < I < d + be 2 (2-9) 
Other possible forms are 
(b) c = b(I - c ) 2 + d (2-10) 
where: 
o < I < min {c , c , c } (2-11) c t v 
(c) c = d + (2-12) 
1 - c 
where: 
c < I (2-13) 
(d) c = b • d 0 , 1 (2-14) 
where: 
I > 0 (2-15) 
2. The Formulation 
The multi-modal freight transport network improvement problem can 
now be formulated as: 
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Problem P: Min Z = £ I £ Y p 
reO deD peP , r r rd 
I c.(I.) + — I t.(I.) 




D , • Exp rd 
rd 
i I c.(I.) + a 9 J t.(I.) + a_ I v.(I.) 
j_ 1 jeAP d J J 2 jeA^ J J 3 JeA p J J 
rd rd 
I Exp q s B r d ( I ) i I c (I ) + a I t (I ) + a Y v (I ) 1 jeA^ J J 2 jeA^ J J 3 jeA^ J J . 
V r e O , d e D , p e B ,(I) (2-17) r rd 
Y P . = 0 
rd 
V r e O , d e D , p ^ B ,(I) (2-18) r rd 
L. < I. < U. V j e A 
J J J 
(2-19) 
peP rd rd 
V r e 0, d e D 
rd 
(2-20) 
Y P > 0 rd V r e O , d e D , p e P , , r rd (2-21) 
where: 
I. = investment on arc j 
flow on path P from node r to d 
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D ^ = total demand for commodity from node r at node d 
L.,TJ. E lower and upper bounds for investment on arc i J J 
a^ja^ja^ = modal split model parameters 
c.(I.) E unit transport cost on arc i as a function of I. J J 3 
tj(Ij) E transport time on arc j as a function of I 
V J ( I J ) E transport time variance on arc j as a function of 1^ 
0 E set of origin nodes 
D E set of destinations associated with origin r r 
P ^ E set of paths connecting r and d 
AP - 4. c . . th 
rd set of arcs comprising p path connecting r and d 
B^^(I) E set of maximum utility paths connecting r and d given an 
investment vector I. The set includes one path for each 
mode including the multi-modal option where it is distinct 
from a single-mode path 
N E set of network nodes 
A E set of network arcs 
The objective function (2-16) is the total disutility associated 
with the network. It is the sum of shipper disutility and total invest­
ment in the network. Constraint sets (2-17) and (2-18) perform the 
modal split and drive flow assignment on the network. Constraint set 
(2-17) states that the flow on any maximum utility path connecting an 
0-D pair is equal to the total flow between the 0-D pair times the share 
as determined by the modal split model. Constraint set (2-18) forces 
flow on any non-maximum utility path to zero. Constraint set (2-19) 
sets upper and lower bounds on arc investment. 
Constraint set (2-20) states that the sum of the flow over all 
paths connecting an 0-D pair equals the desired flow between the pair. 
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Constraint set (2-21) forces all flows to be nonnegative. It is obvi­
ous that constraint sets (2-17) and (2-18) imply constraint sets (2-20) 
and (2-21), and thus, after rearranging terms, P can be restated as: 
Problem P: Min Z = £ J £ Y^ d • I reO deD peP , r r rd 
C j(I.) + — t.(IJ 
j e A ^ L J J a l J J 




D r d • ^ { 4 L [a1c.(I.) + a 2t.(I.) +a 3v j(I.)]} 
rd 
jeA rd 
I Exp { I [a c (I ) + a t (I ) + a v (I ) ]} 
^ Brd(I) J £ Ard 
V r e O , d e D , p e B ,(I) (2-17) r rd 
Y p , = 0 rd V r e 0, d e D r > p T B d(I) (2-18) 
L. < I. < U. V j e A (2-19) 
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CHAPTER III 
A SOLUTION METHODOLOGY 
The solution of the formulation defined in Chapter II presents 
serious difficulties. Although the decision variables are continuous, 
the problem has integer characteristics. This results from the modal 
split and assignment relationships, which divide all flow among maximum 
utility paths and which force flow on non-maximura utility paths to zero. 
To further complicate matters, the objective function is non-convex. At 
the present time, the only methods which can guarantee a global optimal 
solution to the formulation are integer procedures, such as branch and 
bound or cutting plane methods. However, as both Dantzig and Steenbrink 
have concluded, these methods cannot solve problems involving large-
scale transport networks [Steenbrink, 1974; Dantzig, 1976], Thus, this 
research will consider a heuristic methodology. 
1. Continuous Optimal Adjustment: A Heuristic 
1.1 The General Methodology 
The general methodology developed in this research is based on 
the continuous optimal adjustment heuristic suggested by Steenbrink. 
The general procedure might be briefly summarized: 
(1) Fix the initial modal split between each 0-D pair. 
(2) Determine the 0-D demand by mode. 
(3) Solve the resulting multi-modal network improvement 
with fixed modal split. 
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(4) Does the fixed set of modal splits agree with the set of 
modal splits feasible with respect to (2-17), (2-18) given 
the solution of (3) above? 
(a) If yes, go to (5) below. 
(b) Otherwise, adjust the assumed modal splits and go to 
(2) above. 
(5) Is the solution satisfactory? 
(a) If yes, terminate. 
(b) Otherwise, determine a completely different set of 
initial modal splits and return to (2) above. 
In the first step, a modal split for each 0-D pair is assumed. 
Call this set of modal splits MS^. For convenience, MS^ might be the 
existing modal split. Given MS^, one can uniquely define 0-D demand by 
mode. Let the resulting multi-modal network improvement problem with 
fixed modal splits be Pl(MS^). For the moment, assume that one can 
obtain a good solution to Pl(MS^): 
I*(MS^) = investment vector from Pl(MS^) 
f*(MS°) = flow pattern from P1(MS°) 
Although the maximum utility paths implied by f*(MS^) are identical to 
those identified by (2-17) and (2-18) given I*(MS°), MS° may not be 
F 
equivalent to the set of modal splits MS identified by (2-17) given 
I*(MS^). Thus, the solution of Pl(MS^) may not be feasible to problem 
P. If this is the case, then MS^ can be modified using knowledge of 
F 0 MS , and problem P1(MS ) resolved. 
0 F Assume that at some iteration MS is equivalent to MS . Then the 
current solution possesses several important properties: 
(1) It is a good solution to P1(MS°). 
(2) It is feasible to P. 
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While these two properties certainly do not guarantee that the current 
solution is optimal to P, they do suggest that the current solution may 
be an improvement over a randomly chosen solution. Note that the opti­
mal solution to P must satisfy these properties. Thus, the methodology 
is capable of producing the optimal solution. An important issue, then, 
is the existence of other solutions, not optimal to P, which satisfy 
these properties. Obviously, if the optimal solution to P is the only 
solution with these properties, then if the methodology converges, the 
current solution is optimal to P. To resolve this issue, note that 
problem P is nOnconvex and that it is being solved by an iterative 
heuristic. Thus, there is no guarantee that the current solution is 
unique and, thus, optimal to P. Steenbrink demonstrates this using a 
similar procedure on a simplified network consisting of two nodes and 
two arcs, one arc for each mode serving the pair. He found that his 
procedure produced two different solutions, depending on the set of 
initial modal splits [Steenbrink, 1974]. Since there is no guarantee 
of global optimality, the methodology can either be terminated upon 
convergence or reinitiated with a different set of parameters. The 
overall methodology is shown in Figure 3-1 below. 
Throughout the discussion it has been assumed that at some finite 
0 F 
iteration of the methodology MS and MS converge. However, there is no 
inherent feature of the methodology which guarantees convergence. In 
practical applications, however, such procedures do seem to converge. 
In solving the simplified problem discussed earlier, Steenbrink demon­
strated convergence of a similar procedure. In addition, Steenbrink and 
Ventker have suggested the use of similar heuristics in solving large 
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Set the initial 
modal Split M S 0 
Determine O-D demand 
by mode assuming M S 0 
Set up problem Pl(MS°) and 
determine a good solution I * ( M S ° ) ; f * ( M S ° ) 
Calculate the feasible split M S F 
given I*(MS0) using (2-17) 
Modify MSO No —L Do M S
0 and M S F satisfy 
convergence criteria? 
yes 





Fig. 3-1. Continuous Optimal Adjustment Applied to the Multi-Modal 
Improvement Problem. 
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traffic assignment problems [Steenbrink, 1970; Steenbrink, 1971; 
Ventker, 1970]. 
1.2 Modifiable Components and Parameters of the Methodology 
The methodology proposed in Section 1.1 above has a number of 
modifiable components and parameters which might affect its performance. 
First, there is the solution of Pl(MS^). This is discussed at length in 
Section 2 below. The second is the convergence criterion involving MS^ 
F 0 and MS . The third is the manner in which MS will be adjusted given 
F 
knowledge of MS . A fourth is the overall termination criteria and the 
subsequent determination of an entirely different set of initial modal 
splits. Consider the second item. Assume that at the end of some 
iteration there exist a current set of initial modal splits MS^ as well 
F 
as a current set of modal splits MS as determined by (2-17) given 
I*(MS^). There are a number of practical tests which might be used to 
0 F 
test the convergence of MS and MS . 
Let: 
MS? = the initial estimate of the mode m share for 0-D pair i im 
F 
MS. = the feasible mode m share for 0-D pair i given investment 
i m I*(MS0) 
F 0 
e . = MS: - MS: 
im un im 
R = the set of 0-D pairs 
M E the set of modes 
Then, these tests include rejecting the convergence assumption if: 
(1) e . > £, for some i e R, m e M (3-1) im 1 




y y 2 . 
(3) . \ V i m E 3 ( 3 - 3 ) ieR meM 
e , e 2» e^, are convergence parameters 
The advantage of the first convergence test relative to the second is 
that it will identify a single large error, event if the remaining 
errors are relatively small. A disadvantage of the first test relative 
to the second is that it will tolerate a large number of errors as large 
as £^• Somewhat of a compromise might be struck by utilizing the third 
test. Of course, multiple convergence criteria might be used to the 
same end. It should be noted that the convergence test is not only 
significant because of its role in identifying convergence, but also for 
its potential role in hastening convergence. If the methodology 
demonstrates convergent behavior, then increasing e should hasten 
convergence. The practical effect of such action is to loosen modal 
split feasibility requirements. Practically, this may not significantly 
affect the validity of the results due to the primitive state-of-the-art 
in modal split modelling and the condition of the freight data bases 
[Creighton, 1977; Hartwig and Linton, 1974], 
Dealing with the third item, assume that at the end of some 
O F . . iteration, MS and MS have not satisfied the convergence criteria. 
Then there is a need to update MS^ and iterate. In updating MS^ it 
0 . F would be useful to obtain a revised MS which will yield a new MS close 
to MS^. A reasonable approach might be to let the new MS^ be the 
F 
current MS . However, such an approach often results in an 
overcorrection and could possibly result in an undercorrection. Thus, 
define the new MS^ such that: 
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MS° = MS° + ae (3-4) New Old 
where: 
a E the correction factor, positive 
e E the error vector as calculated above 
0 F Note that this approach moves MS in the direction of MS while not 
0 F 
necessarily forcing MS exactly equal to MS . In many nonlinear pro­
gramming algorithms, when an improving direction is determined, a search 
is made along that direction until the best point is identified. Con­
sider such an approach for the present case. Noting that problem 
Pl(MS^) would need to be solved repeatedly, it should be obvious that 
solution times would quickly become excessive. 
0 F 
Last, assume that MS and MS have passed the convergence test. 
There is left the question of whether to search for better solutions or 
terminate the search. A tight lower bound for the value of the objec­
tive would greatly facilitate the decision. Unfortunately, there 
appears to be no reasonable method to obtain a tight lower bound. A 
loose lower bound on user disutility can be determined by setting arc 
investment at its upper bound and allowing flow to use any modal path. 
A loose lower bound on investment can be found by setting all arc 
investment at its lower bound. Thus, a very loose lower bound on over­
all network disutility is the sum of these lower bounds. Since the 
resulting lower bound is very poor, it will be of little value in the 
search termination decision. A better lower bound could be obtained by 
placing all flow on the multi-modal mode and determining the optimal 
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solution to problem PI(MS ). However, this is a difficult task as 
demonstrated in the following section. Barring the determination of a 
good lower bound, a less desirable strategy will need to be developed. 
Such a strategy might be to perform a more exhaustive search until it 
appears that no significant improvement can be made. 
0 F 
Assume that MS and MS have passed the convergence test, and it 
has been decided to continue the search. The final step is the identi­
fication of a new set of initial modal splits. One important factor in 
this step is the need to identify a new MS^ sufficiently distant from 
all of the preceding MS^'s so that the methodology does not converge to 
a previously obtained solution. Sets which should probably always be 
investigated are the current set of modal splits and the extreme sets: 
(1) Those sets with all flow assigned to a single mode. 
(2) Those sets with all flow assigned equally to two modes. 
(3) Those sets with all flow assigned equally to three modes. 
(4) Those sets with all flow divided equally between all four 
modes. 
Hartman reviewed a variety of procedures used in identifying new start­
ing solutions for nonconvex programs. However, these procedures are 
precluded by the large number of decision variables in this problem 
[Hartman, 1972]. Finally, new sets might be generated randomly. 
2. Pl(MS^): The Multi-modal Network Improvement 
Problem with Fixed Modal Splits 
In Section 1 above there was defined the multi-modal network 
improvement problem with fixed modal splits Pl(MS^). If the set of 
modal splits MS^ were such that all flow was assigned to pure modes, as 
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opposed to the multi-modal option, then Pl(MS^) would be separable into 
a number of smaller single-mode network improvement problems. However, 
the presence of the multi-modal option significantly complicates this 
simple decomposition procedure, since there is not an easy way to repre­
sent multi-modal flow on a single-mode network. 
The approach taken here will be to transform the multi-modal 
problem into a single-mode problem with two additional constraint sets. 
This transformation is accomplished by the addition of nodes and arcs, 
shown in Figure 3-2 below, and can be described as follows. For each 
original origin node: 
(1) Add a new origin node to the network for each single mode 
serving the original origin node. 
(2) Remove all loading arcs. Place these arcs between the new 
origin nodes and the appropriate outbound nodes. 
(3) Add a new origin node corresponding to the multi-modal 
option. 
(4) From each new origin node corresponding to the multi-modal 
option, add an arc to each new single-mode origin node. 
(5) Remove all flow originating at the original origin node. 
(6) Place the 0-D demand by mode determined by MS^ at the appro­
priate new origin. 
Pl(MS^) can now be expressed in node-arc terms as: 
Si ci 
c d . ) + — t.d.) + v.d.) 
I.,f.,f* jeA J 3 3 a l 3 J a l J J -J J J 
P1(MS°): Min Zl = £ f. (3-5) 
+ I I. jeA J 
New Origin 
Nodes 
Loading and unloading arcs 
Forwarding arcs 
Intermodal transfer arcs 
Line-haul arcs 
Fig. 3-2. Addition of Nodes and Arcs to Network 
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t. I f. - I f. = h V i e N, r e 0 (3-6) 
jeW± J jeV± J 1 
f, = I f! V j e A (3-7) 
J reO J 
fJ = 0 V j e ITA, r e SMO (3-8) 
FJ>0 V j e A, r e 0 (3-9) 
L. < I. < U. V i e A (3-10) J J J 
0-D flows must occur only on maximum utility (3-11) 
paths. If there is more than one maximum 
utility path for any 0-D pair and mode, it is 
assumed that all flow occurs on only one path. 
total flow on arc j 
flow on arc j from origin r 
investment on arc j 
lower bound on investment on arc j 
upper bound on investment on arc j 
-x . if i e D ri r 
h ^ E J Y x . if i = r (3-12) i \ ri 
otherwise 
flow from origin i to destination j 
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a l , a 2 , a 3 ~ m°dal split parameters 
Constraint sets (3-6), (3-8), (3-9), and (3-11) assure that the 
selection of paths is in accordance with constraint sets (2-17) and 
(2-18) of P. Constraint set (3-8) insures that only flow from multi­
modal origins can use intermodal transfer arcs. The objective (3-5) 
coupled with constraint set (3-7) is equivalent to the objective (2-16) 
of P. Problem Pl(MS^) is a single-mode network improvement problem with 
additional constraint sets (3-8) and (3-11). However, it can be shown 
that constraint set (3-11) is redundant. 
Theorem 3.1 
Constraint set (3-11) is redundant to problem Pl(MS^). 
Proof. To prove that (3-11) is redundant, it is sufficient to 
show that the optimal solution of problem Pl(MS^)', problem Pl(MS^) with 
(3-11) relaxed, always satisfies (3-11). This would imply that the 
Cj(I^) E unit transport cost on arc j given investment 1^ 
t^(Ij) E transport time on arc j given investment I 
Vj(I ) E transport time variability on arc j given investment 1^ 
N E set of nodes 
A E set of arcs 
0 E set of origins 
D E set of destinations for origin r r 
E set of arcs originating at node i 
E set of arcs terminating at node i 
SMO E set of origins corresponding to single modes 
ITA E set of intermodal transfer arcs 
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optimal solution of Pl(MS^)', whose objective by the relaxation theorem 
must be less than or equal to that of Pl(MS^), is also feasible to 
P1(MS°) and, thus, is optimal to P1(MS°). 
To show this, assume the optimal solution of Pl(MS^)' does not 
satisfy (3-11), i.e. 
Let: 
I* = optimal investment on arc j from Pl(MS^)' 
Z* = optimal value of objective from Pl(MS^)' 
d* = unit disutility along any path P for I* 
c l 3. 
c(i*) + — t.d*) + — v.i*) d* = y 




a ) d * < d * 
(2) There is positive flow along path Q for the previously 
designated I*. 
(3) d* = d* 
(4) There is positive flow on both paths P and Q. 
To show that assumption (2) must be false if assumption (1) is true, 
consider the alternate feasible solution obtained by placing the flow 
currently on path Q onto path P. Since d* < d*, the value of the objec­
tive of Pl(MS^)' must decrease. Therefore, assumption (2) is false. 
If assumption (3) is true, then simply form an equivalent alternative 
optimal solution by placing all flow on either path P or Q. This makes 
0 assumption (4) false. Thus, the optimal solution of P1(MS )' must 
satisfy (3-11), and (3-11) is redundant in P1(MS°). 
Q.E.D. 
Thus, problem Pl(MS^) can be stated as a single-mode network 
improvement problem with additional constraint set (3-8). 
Returning to the review of the single-mode network improvement 
problem in Chapter I, recall that Dantzig found that a Steenbrink type 
decomposition technique might be an efficient method for solving prob­
lems involving large-scale networks. In terms of problem Pl(MS^) the 
Steenbrink technique requires the following steps: 
(1) A subproblem is solved for each network arc. 
(3-13) 
+ 
s. t. L. < I. < U. 
J J J 
(3-14) 
(2) The results of these subproblems are substituted into the 
objective function of Pl(MS^) to obtain a master problem 
P2(MS^) equivalent to the nonlinear transportation assign­
ment problem with additional constraint set (3-8). 
Problem P2(MS ): Min £ H.(f.) 
f. jeA 3 J 
J 
(3-15) 
s. t. V i e N, r e 0 (3-16) 
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f, = I V j e A (3-17) 
2 r£0 2 
f r = 0 V j £ ITA (3-18) 
J r e SMO 
f r > 0 V j e A (3-19) 
J r e 0 
2.1 Determination of Subproblem Objective Function H\.(f\) 
For the moment, assume that the ATC and investment are linked by 
funct ions of the form. 
c. (I.) = b- . (I. - c . ) 2 + d- . (3-20) J J lj J J lj 
t.(I.) = b..(I. - t . ) 2 + d 0. (3-21) J J 2j j j 2j 
V J ( I J ) = b 3 J ( I J - ^ ) 2 + d 3 j ( 3 " 2 2 ) 
A graph of c ^ ( ^ ^ ^ s shown in Figure 3-3 below. The reason for select­
ing this functional form will become apparent later. Thus, ^j(^j) c a n 
be determined by solving the problem S1(MS°): 
Problem Sl(MS 0): H.(f.) = Min A.f.I 2 + B.f.I. + c.f. + I. (3-23) 
J J j J J J J J J J J J 
j 
s.t. L. < I. < U. (3-24) J J J 




j lj a± 2j a± 3j 
(3-25) 
B. = -2 
J 
f - a 2 - a 3 -b_ .c. + — b t. + — b..v. . lj j a^ 2j j a± 3j j J (3-26) 
C. = b ^ c 2 + d. . + — (b_.t2 + d_.) + -5- (b_.v2 + d,.) J lj J iJ a x 2j j 2j a x 3j j 3j 
(3-27) 
Note that if f is fixed and nonnegative, the objective function (3-23) 
is the sum of a convex quadratic term, two linear terms, and a constant 
term. Thus, (3-23) is convex. Sl(MS^) is a convex program, and the 
Kuhn-Tucker conditions apply: 
Theorem 3.2 





if I. < L. 
J 3 
if L. < I. < U. 
J J J 
(3-28) 
U. J if I. > U. 3 " J 
where: 
-B 
I = — 1 — (3-29) 
j 2A. 2A.f. V ; 
3 3 3 
Proof. The Kuhn-Tucker conditions for Sl(MS^) are: 
(1) 2A.f.1* + B.f. + 1 - v, + v = 0 
3 3 3 3 3 1 2 
(2) V ; L(L - I*) = 0 
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(3) v 2(I* - = 0 
Case 1 
If I. < L.: 
J J 
Let: I* = L. 
J J 
v, = 2A.f.L. + B.f. + 1 
v 2 - 0 
Clearly conditions 1, 2, 3, and 4 are satisfied. 
Thus, if: 
= 2A.f.L. + B.f. + 1 > 0 
1 J J J 3 3 
then the K-T conditions are satisfied and Theorem 3.1 holds for Case 1, 
Since: 
I. < L., A. > 0, and f. > 0 J J 3 3 
> 2A.f.1. + B.f. + 1 1 " 3 J 3 J 3 
> 2A.f. J J I 2A. 2A.f. , 3 J J ' 
+ B.f. + 1 
J J 
> B.f. + 1 - B.f. - 1 
3 3 J J 
> 0 
(4) L. _ I. < U. 
3 3 3 
(5) v r v 2 > 0 
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Theorem 3.1 holds for Case 1. 
Case 2 
L. < I. < U. J ~ J ~ J 
Let: I* = i. 
J J 
v x = v 2 - 0 
Clearly conditions 2, 3, 4, and 5 are satisfied. 
Regarding condition 1: 
2A.f.1* + B.f. + 1 - v- + v n 




2A, _1 _ 2A.f. J J ' + B.f. + 1 J J 
= 0 
All K-T conditions are satisfied and Theorem 3.1 holds for Case 2. 
Case 3 
If i. > U. J J 
Let: I* = U. 
J J 
v i • 0 
v 0 = -2A.f.U. - B.f. - 1 2 J J J J J 
Conditions 1, 2, 3, and 4 are clearly satisfied. 
Thus, if: 
v 0 = -2A.f.U. - B.f. - 1 > 0 
2 J J J J J 
then the K-T conditions are satisfied and Theorem 3.1 holds for Case 3. 
Since: 
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I. > U. 
3 3 
v 0 > -2A.f.1. - B.f. - 1 2 3 J J J J 
> -2A.f. 
J J 2A. 2A. f . v 3 3 3 
- B.f. - 1 
J J 
> 0 
Theorem 3.1 holds for all cases. 
Q.E.D. 
Consider the form of I*, (3-28), paying particular attention to 
its performance with respect to f., the flow on arc j. First note that 
-B. 3 
the term forms an economic upper bound on investment (as opposed to 
j 
a budget related bound). Note: 
-B 
2A 
a _ a _ 
b_ .c. + — b_ .t. + — b v. 
lj 3 a x 2j j a ± 3j j 
~~*~2 *3 
b, . + — b 0. + b,. lj a ± 2j a ± 3j 
Then, every arc in the network will fall into one of three categories: 
-B. 
Category I arcs: L. > 
For a Category I arc, there will never be sufficient flow to justify 
anything more than the lower bound on investment. 
I* = L. 
3 3 
V f (3-30) 
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This is shown in Figure 3-4 below. 
-B. 
Category II arcs: U. < 
For a Category II arc, the actual upper bound on arc investment will be 
a budget-related bound rather than an economic bound. 
Let: 
fh = the minimum level of flow which will induce investment above J the minimum level on arc j 
fV = the maximum level of flow which will induce additional 
2 investment in arc j 
L. 
-B. 
1 _ j 2A.f L J J 
U. 
-B. 
1 _ j 2 A j 2A.f U J J 
or: 
f L j 2L.A. + B. 
j 2U.A. + B. 
J J J 
Therefore, I* can be restated as: J 
(3-31) 
L. if f. < f L J J J 
I* = J I. if f L < f. < f U (3-32) J ^ J J " J J 
U. if f. > f U J J " J 




Fig. 3 - 4 . I . as a function of f. 
j J 
for Category I arcs 
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Fig. 3-5. I j as a function of fj 
for Category II arcs 
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-B. 
Category III arcs: L. < 
-B 
U. > j " 2A. 
J 
-B. 





if f. < f. J ~ J 
if f. > f. J " J 
(3-33) 
This is shown in Figure 3-6 below. 
Now, H.(f.) can be expressed as a function of I*: J J _ B J 
Category I arcs: L. > — 2A, 
H.(f.) = A.f.L 2 + (B.f. + 1)L. + c.f. V f. (3-34) 
J J J J J J J J J J J 
This is shown in Figure 3-7 below. 
-B. 
Category II arcs: U. < 
2 j 
A.f.L 2 + (B.f. + 1)L. + c.f. if f. < f L J J J J J J J J J J 
2 
. 4 A. c . - B . b. 
H.(f.) = <—V2 1 * F- - IT- * IT- - ̂ T1 if f < f - < f- (3-35) 
J J ' j J j j j J J J 
A.f.U 2 + (B.f. + 1)U. + c.f. if f. > f U J J J J J J J J J J 
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Fig. 3-6. I j as a function o€ fj 
for Category III arcs 
Fig. 3-7. H (f ) for Category I arcs 
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This is shown in Figure 3-8 below. 
-B. 




1 J 2A. 3 
A.f .L 2 + (B.f. + 1)L. + c.f. if f. < f L 
J J J J J J J J J - J 
V V = < 2 ^ 3" 3 6> 
J J »4A.c. - Bt b. 
-1 ^ A 1 ' f. - T̂ " * - ^ if f L < f. < f U 4A. j 4A. f. 2A. j j ~ j J J J j 
This is shown in Figure 3-9 below. 
2.2 Properties of Subproblem Objective Function H (f^) 
The expressions for H.(f.) derived above can be shown to have a 
J J 
number of important properties. 
Theorem 3.3 
H.(f.) is both continuous and differentiable for feasible f.. 
J J J 
Proof. 
Category 1 arcs: H_.(fj) is linear, continuous, and 
differentiable. 
Category II arcs: Over the regions 0 < f. < f^ and FV < f., 
& — z J J J J 
H_.(f_.) is linear, continuous, and differentiable. Over the region 
f\ < f. < FV, H.(f.) is concave, continuous, and differentiable, since J J J J J 
3 2H (f ) ± x 
o = - T~A— * ~ 7 — ̂  0. Therefore, H.(f.) is continuous and differ-
Bf 2 4 A j f 4 J J J J 
entiable at all points except possibly the two breakpoints f̂  and f^. 
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Fig. 3-8. H.CfO for Category II arcs 
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Fig. 3 - 9 . H i C f J for Category III arcs 
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Consider f^. For the linear segment: 
H.(f L) = (A.L2 + B.L. + C.)f L + L. J J J J J J J J J 
= (A.L2 + B.L. + C.) • O T . X , _ + L. J J J J J 2LjA_. + Bj j 
L.A. - C. 
J J -1 
2L.A. + B. 
J J J 
3H.(fL) 
J J _ 
df . 
A.L. + B.L. + C. 
J J J J J 
For the concave segment: 
4A.C. - BT 
J 3 J 
4A. 
L 1 
f. -j 4A. 2A 
4A.C. - BT 




2L.A. + B. 
J J J 
4A, 
2L.A. + B. 
J J J 2A 
L.A. - C. 
= J J J_ 2L.A. + B. 
J J J 
3f. 
4A.C. - BT 
1_J 1 
4A. + 4A. J 
4A.C. - BT 
J J 1 + 4A. 4A (4L
2A 2 + 4L.A.B. + B 2) J J J J J J 
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= A.L2. + B.L. + C. 
J J J J J 
Since the functional values and the derivatives are the same for 
both segments, H.(f .) is both continuous and differentiable at f̂ ". 
J J 3 
Similarly, consider f .. For the linear segment: 
T T \32A. ~ C. 
H (f U) = J J J j j 2U.A. + B. 
J 3 3 3 
3 H . (f U) 
3 1_ = A.U. + B.U. + C. 
ST. 3 3 3 3 3 
For the concave segment: 
r2 
TT U. A. - C. 
3 3 3 
3H.(f U) 2 
I i_ = A.U. +B.U + C . 
3f . J J J J J 
Therefore, H (f ) ^ s everywhere continuous and differentiable. 
Category III arcs: Continuity and differentiability follow 
directly from that of Category II arcs. 




H.(f.) is concave for feasible f.. 
J J J 
Proof. Follows directly from fact that each segment is concave 
and H.(f.) is continuous and differentiable for feasible f.. 
J J 3 
Q.E.D. 
2.3 Problem P2(MS°): The Uncapacitated, Concave Disutility 
Transportation Assignment Problem 
The resulting master problem P2(MS°) which becomes the key com­
ponent in the heuristic methodology is an uncapacitated, concave dis­
utility transportation assignment problem. This particular problem has 
not received the attention given other types of transportation assign­
ment problems. The most simple type of transportation assignment prob­
lem is uncapacitated with linear arc disutilities. This problem is 
solved by constructing a minimum disutility tree for each origin and 
placing all flow on the minimum disutility path between each 0-D pair. 
Next, there is the capacitated problem with linear arc disutilities. 
Here, all flow may not be assignable to a minimum disutility path, since 
there are capacities on arc flow. Solution procedures capable of solv­
ing problems involving large-scale networks include the out-of-kilter 
algorithm and the network simplex [Ford and Fulkerson, 1974; Jarvis and 
Bazaraa, 1977]. Third, there is the problem with convex arc disutilities. 
Here, unit arc disutility increases as flow increases. This raises the 
possibility of multiple paths serving the same 0-D pair, even without 
binding capacity constraints. As is the case with other nonlinear 
convex programs, this implies the possibility of a non-extreme point 
local optimum. However, a local optimum is also a global optimum. A 
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number of nonlinear algorithms have been developed specifically to solve 
this problem, but currently none are capable of solving problems involv­
ing large-scale networks [Dantzig, 1976; Le Blanc, 1973; Nguyen, 1974; 
Ruiter, 1974; Potts and Oliver, 1972; Peterson, 1975; Murchland, 1969]. 
The most difficult of the transportation assignment problems is 
that problem with concave arc disutilities. The difficulty lies in the 
fact that, although local optima lie at extreme points, local optimality 
does not imply global optimality. Thus, obtaining the global optimal 
solution to the problem necessitates the use of some sort of enumeration 
scheme. Rech and Barton have developed a branch and bound algorithm 
capable of obtaining a global optimum to the problem [Rech and Barton, 
1970]. Their algorithm utilizes an increasingly more accurate linear 
approximation to the disutility surface. While theoretically capable 
of obtaining the global optimum, the Rech and Barton algorithm will not 
practically solve problems involving large-scale networks. Solving a 
very similar problem, Jarvis, Rardin, and Unger approximate the concave 
disutility surface with a piecewise, linear surface [Jarvis, Rardin, and 
Unger, 1976]. This results in a general fixed charge network flow prob­
lem. A node-arc formulation of the problem is solved using a branch and 
bound procedure. Again, the procedure will not practically solve prob­
lems involving large-scale networks. 
Barring the use of a global optimum seeking procedure to solve 
P2(MS^), any of a number of heuristics might be used to obtain a solu­
tion. An obvious initial possibility is to approximate each concave arc 
disutility surface with its linear convex envelope. This will result in 
an easily solved uncapacitated transportation assignment problem with 
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linear arc disutilities. The principal drawback to such a procedure is 
that the maximum flow which might use any arc is very large. This 
implies that the linear convex envelope will be a very poor approxima­
tion to the original concave disutility surface. This has several 
consequences: 
(1) The solution obtained is probably far from optimal. 
(2) The resulting lower bound on the value of the objective 
is probably very poor. 
Finally, there is no guarantee that the solution is even a local opti­
mum to P2(MS°). A second possibility is the use of Steenbrink*s SALMOF 
(Stepwise Assignment according to Least Marginal Objective Function) 
heuristic [Steenbrink, 1974]. As the name implies, the heuristic assigns 
a fraction of the flow to the network at each step. Flow is placed on 
paths with the minimum marginal disutility, evaluated at current flow 
levels. When used to solve a problem with concave arc disutilities, the 
SALMOF heuristic has the undesirable characteristic of assigning all 
flow to those paths with minimum initial marginal disutility. Thus, the 
solution obtained is probably far from optimal. Again, there is no 
guarantee that the solution is even a local optimum to P2(MS°). An 
advantage of the previous two methods is that they can both solve prob­
lems involving large-scale networks. A third possible approach is to 
use one of the existing convex disutility techniques to yield a local 
optimal solution to P2(MS°). However, as stated previously, these tech­
niques cannot currently accommodate problems involving large-scale 
networks. 
A fourth possible approach to the solution of P2(MS°) is the use 
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of an algorithm developed by Yaged [Yaged, 1971]. This algorithm 
exploits special properties of local optima to P2(MS^) in order to effi­
ciently generate these solutions. This algorithm is capable of deter­
mining local optimal solutions to large-scale problems within a reason­
able computation time. A fifth possible approach is motivated by the 
Jarvis, Rardin, and Unger approach described previously. In essence, 
the approach seeks to obtain a good solution to the fixed-charge problem 
using an arc-path formulation instead of the node-arc formulation. Per­
formance of such a procedure on a large-scale problem is not known. 
The solution procedures to receive further consideration are 
constrained by the necessity of working with a large-scale network. 
This immediately rules out the global optimum seeking procedures as well 
as the nonlinear algorithms designed to solve the problem with convex 
arc disutilities. A second criterion which is also desirable is the 
need to identify the best possible solutions to P2(MS^). Two approaches 
appear worthy of further consideration: the Yaged algorithm is explained 
in greater detail in the next section; the fifth heuristic approach, 
that involving the arc-path formulation of the general fixed-charge net­
work flow problem, is developed in Chapter VI. 
2.4 The Yaged Algorithm 
The Yaged Algorithm was developed to aid in the design and 
improvement of the long distance telephone network spanning the United 
States. It seeks to determine local optimal solutions to the uncapaci-
tated transportation assignment problem in which each link disutility 
function is a strict concave function of link flow. The efficiency of 
the algorithm stems from its exploitation of special properties of local 
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optima to the problem. This efficiency allows the user to examine a 
number of local optima in hopes of obtaining a good solution. 
The Yaged Algorithm requires the satisfaction of several assump­
tions concerning the link disutility functions: 
(1) The functional values are nonnegative for feasible f . 
(2) The first derivative of the function exists and is positive 
for feasible f.. 
J 
(3) The second derivative of the function exists and is negative 
for feasible f , i.e., the function is strictly concave. 
(4) The function is continuous for feasible f . 
From the previous discussion, the only assumption which is not satisfied 
is the third. The H.(f.) are concave, but not strictly concave. For-
J J 
tunately, however, the algorithm can be modified slightly to take this 
into account. 
Given the modified set of assumptions, certain properties of a 
local optimal solution to P2(MS°) can be ascertained: 
Property 1. For any local optimal solution, either: 
(a) All flow between any 0-D pair occurs on a single path, or 
(b) An equivalent (in terms of value of the objective) local 
optimal solution can be determined satisfying property l.a. 
Property 1 results from the fact that an equivalent extreme point solu­
tion can always be found for any local optimum of P2(MS°). Note that 
since P2(MS°) is uncapacitated, an extreme point solution is synonymous 
with Property l.a. For the remainder of the discussion, it is assumed 
that a local optimum is the extreme point equivalent defined in Property 
l.a. 
Property 2. For any local optimal solution, if flow between an 
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0-D pair uses path p, and nodes a and b lie on path p, then the flow 
between a and b can also be made to lie on path p. 
Property 3. A solution is a local optimum if and only if the 
path between each 0-D pair is the shortest path between the pair where 
arc length is defined to be the first derivative of the disutility func­
tion evaluated at the current flow level. 
From these properties follows Yagedfs Algorithm: 
Initialization: Determine an initial set of arc lengths. Set old arc 
flows to 0. 
Step I. Construct shortest path trees from each origin using the 
current set of arc lengths. Assign all flow to the shortest 
path between each 0-D pair. 
Step II. If the newly generated arc flows are equivalent to the old 
arc flows, go to Step IV. Otherwise, go to Step III. 
Step III. Set each arc length to equal the marginal arc disutility 
evaluated at the new arc flow. Let the new arc flows become 
the old arc flows. Go to Step I. 
Step IV. Is the current local optimum satisfactory? If not, determine 
a new set of initial arc lengths and go to Step I. Otherwise, 
terminate. 
Yaged has proven the convergence of the algorithm and has demonstrated 
its ability to solve problems involving large-scale networks in a reason­
able computation time. The only modification to the basic algorithm 
needed to accommodate the non-strictly concave arc disutility functions 
is that trees must be constructed consistently at each iteration. By 
consistently, it is meant that given the same set of arc lengths, the 
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t r e e - b u i l d i n g a l g o r i t h m w i l l a lways c o n s t r u c t the same s e t o f t r e e s . 
T h i s w i l l a s s u r e t h a t some 0-D f l o w w i l l no t c y c l e between two p a t h s 
w i t h e q u a l l i n e a r d i s u t i l i t i e s . 
2 . 5 A G l o b a l Optimum-Seeking E x t e n s i o n t o the Yaged A l g o r i t h m 
A s i g n i f i c a n t u n d e s i r a b l e p r o p e r t y o f the Yaged A l g o r i t h m i s t h a t 
a number of l o c a l opt ima must be g e n e r a t e d i n o r d e r to v e r i f y the q u a l i t y 
o f the f i n a l s o l u t i o n . I t would t h e r e f o r e be u s e f u l t o s t a r t i n the 
v i c i n i t y o f a good l o c a l optimum r a t h e r than a t some p o i n t about which 
l i t t l e i s known. Rardin has s u g g e s t e d a procedure which c o u l d h o p e f u l l y 
l e a d to a s t a r t i n g s o l u t i o n i n the v i c i n i t y o f a good l o c a l optimum 
[ R a r d i n , 1 9 7 8 ] . The p r o c e d u r e , which i s p a t t e r n e d a f t e r a s i m i l a r p r o ­
c e d u r e d e v e l o p e d by T i p l i t z , i s i t e r a t i v e i n n a t u r e [ T i p l i t z , 1 9 7 3 ] . 
The p r o c e d u r e i s e s s e n t i a l l y the Yaged A l g o r i t h m s u b s t i t u t i n g a v e r a g e 
d i s u t i l i t y f o r m a r g i n a l d i s u t i l i t y in Step I I I . The r e a s o n i n g behind 
such a s u b s t i t u t i o n i s t h a t t h e Yaged A l g o r i t h m does n o t g i v e s u f f i ­
c i e n t c o n s i d e r a t i o n to the o v e r a l l d i s u t i l i t y a s s o c i a t e d w i t h a g i v e n 
f l o w p a t t e r n . I n s t e a d , i t a s s i g n s f l o w on the b a s i s o f m a r g i n a l d i s ­
u t i l i t y . Thus , one c o u l d o b t a i n a b e t t e r s o l u t i o n i n the g l o b a l s e n s e 
by s u b s t i t u t i n g a v e r a g e d i s u t i l i t y f o r m a r g i n a l d i s u t i l i t y . S e v e r a l 
p o i n t s c o n c e r n i n g such an e x t e n s i o n shou ld be n o t e d : 
( 1 ) Given t h a t t h e e x t e n s i o n c o n v e r g e s , t h e r e i s no g u a r a n t e e 
o f a l o c a l o p t i m a l s o l u t i o n t o P2(MsO). 
( 2 ) There i s no g u a r a n t e e t h a t t h e e x t e n s i o n w i l l c o n v e r g e . 
Thus , an i d e a l r o l e f o r the e x t e n s i o n i s to a c t as Phase I i n the s o l u ­
t i o n of P 2 ( M S ° ) . Given the s o l u t i o n p r o v i d e d by Phase I , Phase I I , the 
Yaged A l g o r i t h m , would then de termine a l o c a l optimum i n the v i c i n i t y of 
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the Phase I solution. Note also that since Phase I is used only to 
obtain an initial solution for Phase II, it need not be iterated to 
convergence. Thus, one might set a maximum number of iterations at 
which Phase I would terminate, given no previous convergence. 
3. Extending the ATC To Be Functions of Flow 
In Chapter II it was assumed that the arc transport character­
istics (ATC) associated with an arc were not affected by flow on the 
arc. It is interesting to consider relaxations of this assumption with 
respect to the methodology developed in this chapter. First, consider 
problem P which corresponds to problem P (Chapter II) with cj(-'-j) 
replaced by c.(I,, f.) where 
J J 3 
W V = c u ( V + c 2 3 ( V / f 3 ( 3 " 3 7 ) 
with f. > 0 assumed J 
Here the cost attribute consists of a variable portion and a fixed por­
tion, the latter being obtained from a fixed cost shared by all flow 
units on the arc. Both components of cost depend on the investment 1^. 
Letting Z be the objective of P, then: 
Z = Z + I c (I ) (3-38) 
jeA Z J J 
with the c, . (I.) now replacing c.(I.) in Z. The other difference lj J J J 
/"\ between problems P and P occurs in constraint set (2-17), the modal 
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s p l i t c o n s t r a i n t s , where c . ( I . , f . ) i s s u b s t i t u t e d f o r c . ( l . ) . 
3 3 3 3 3 
C o n s i d e r now the c o r r e s p o n d i n g m u l t i - m o d a l network improvement 
A o 
problem w i t h f i x e d modal s p l i t s , problem P1(MS ) . The o b j e c t i v e o f t h i s 
p r o b l e m , Z l can be s t a t e d a s : 
( 3 - 3 9 ) 
Z l = Z l + I c f l . ) 
jCA 2 2 2 
The c o n s t r a i n t s are i d e n t i c a l to t h o s e of problem P l ( M S ° ) which i n c l u d e 
( 3 - 6 ) , ( 3 - 7 ) , ( 3 - 8 ) , ( 3 - 9 ) , ( 3 - 1 0 ) , and ( 3 - 1 1 ) . In problem P l ( M S ° ) 
c o n s t r a i n t s e t ( 3 - 1 1 ) was shown to be redundant a t o p t i m a l i t y ; i . e . , 0-D 
f l o w s would occur o n l y on maximum u t i l i t y modal p a t h s . For problem 
P l ( M S ° ) t h i s need not a lways be t r u e . For e x a m p l e , i t i s not d i f f i c u l t 
t o f i n d c o n s t a n t c ( I . ) ' s which f o i l t h i s s i m p l i f y i n g p r o p e r t y . 
3 3 
^ o 
Assume, however , t h a t t h i s p r o p e r t y h o l d s f o r problem Pl(MS ) . Then, 
/ \ 
t h e a s s o c i a t e d S t e e n b r i n k type subproblem R \ ( f ^) can be s t a t e d a s : 
H . ( f . ) = Min f . [ c , . ( I . ) + c 0 . ( I . ) / f . + 2 t . ( I . ) 
3 3 
3 l 3 3 23 J 3 — 3 3 ( 3 - 4 0 ) 
o r : 
+ 3 v . ( I . ) + I . 
~ 3 3 3 
a l 
s . t . ( 3 - 1 4 ) 
H ( f ) = Min z s = f , [ c . , ( I . ) + a 2 t . ( l . ) + 3 3 v . ( I . ) ] 
3 3 T J l j 3 — 3 3 — 3 3 
( 3 - 4 1 ) 
1 1 
+ I . + c . . ( I . ) 
3 23 3 
s . t . ( 3 - 1 4 ) 
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Now, n o t e t h a t i f the o b j e c t i v e ZS o f the subproblem i s convex , one 
might s t i l l use S t e e n b r i n k d e c o m p o s i t i o n to s o l v e problem P1(MS ) . 
Two a p p l i c a t i o n s i m m e d i a t e l y s u g g e s t t h e m s e l v e s . F i r s t , the 
c r t . ( l . ) may r e p r e s e n t a f i x e d o p e r a t i n g and maintenance c o s t to be 
2 j J 
shared by the u s e r s , perhaps f o r a r a i l or waterway a r c . Second, the 
c 9 . ( l . ) may s i m p l y be the i n v e s t m e n t I . which i s t o be r e c o v e r e d from 
t h e u s e r s . In the c a s e of i n v e s t m e n t , the c . ( I . ) i s l i n e a r , and the ZS 
^ J J 
remains c o n v e x . In the c a s e of o p e r a t i n g and maintenance c o s t s , the 
c 9 . ( I . ) i s l i k e l y to be c o n c a v e , but p r o b a b l y not enough to render ZS 
^ I J 
nonconvex . Even ZS s h o u l d become nonconvex , i t shou ld p r o b a b l y remain 
p s e u d o - c o n v e x , e n a b l i n g one to f i n d the o p t i m a l s o l u t i o n H j ( f _ . ) . 
F i n a l l y , i f the H \ . ( f ^ ) remain c o n c a v e , then e i t h e r the Yaged or the two 
phase a l g o r i t h m might be used to de termine a l o c a l optimum to problem 
~ o 
P l ( M S U ) . 
Now, c o n s i d e r problem P which d i f f e r s from problem P wi th the 
ATC s u f f e r i n g c o n g e s t i o n e f f e c t s ; i . e . , the ATC a r e i n c r e a s i n g f u n c t i o n s 
o f f l o w . I t shou ld be noted t h a t problem P i s i n c o n s i s t e n t . In the 
o b j e c t i v e the ATC d e t e r i o r a t e as f l o w i n c r e a s e s , imply ing t h a t more than 
one path per mode may c a r r y f l o w . In c o n s t r a i n t s e t s ( 2 - 1 7 ) and ( 2 - 1 8 ) 
f l o w i s c o n s t r a i n e d to o n l y one path per mode, the maximum u t i l i t y modal 
p a t h . Thus , some b a s i c m o d i f i c a t i o n s i n the a s sumpt ions u n d e r l y i n g the 
problem would need to be made i n o r d e r t o make problem P c o n s i s t e n t . 
4 . Summary 
In t h i s c h a p t e r a s o l u t i o n methodo logy was deve loped f o r problem 
P. The g e n e r a l methodo logy was based on the c o n t i n u o u s o p t i m a l 
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a d j u s t m e n t h e u r i s t i c proposed by S t e e n b r i n k [ S t e e n b r i n k , 1 9 7 4 ] , The 
m o d i f i a b l e components and parameters of the methodo logy were i d e n t i f i e d 
and t h e i r r o l e s in the methodo logy a n a l y z e d . The major component i n the 
methodo logy was found to be a s o l u t i o n procedure f o r problem P l ( M S ° ) , the 
m u l t i - m o d a l network improvement problem w i t h f i x e d modal s p l i t s . Problem 
P l ( M S ° ) was t r a n s l a t e d i n t o an e q u i v a l e n t s i n g l e - m o d e network improvement 
problem w i t h an a d d i t i o n a l c o n s t r a i n t s e t . Using a S t e e n b r i n k type 
d e c o m p o s i t i o n p r o c e d u r e , problem P l ( M S ° ) was t rans formed i n t o mas ter 
problem P 2 ( M S ° ) T an u n c a p a c i t a t e d , concave d i s u t i l i t y t r a n s p o r t a t i o n 
a s s ignment p r o b l e m . A two phase a l g o r i t h m was d e v e l o p e d to de termine a 
good l o c a l o p t i m a l s o l u t i o n to P 2 ( M S ° ) . In the f i r s t phase a m o d i f i c a t i o n 
of the Yaged A l g o r i t h m was used to l o c a t e a p o i n t i n the v i c i n i t y of a 
good l o c a l optimum. In the second phase the Yaged A l g o r i t h m was used to 
p i n p o i n t t h i s l o c a l optimum [ Y a g e d , 1 9 7 1 ] , 
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CHAPTER IV 
IMPLEMENTATION AND RESULTS 
1 . Implementa t ion 
The methodology d e v e l o p e d i n Chapter I I I was implemented on the 
G e o r g i a Tech CDC Cyber 74 computing sy s t em. A l l programming was done 
i n the FORTRAN programming l a n g u a g e . The b a s i c f l o w of the methodology 
i s shown i n the f l o w c h a r t i n F i g u r e 4 - 1 b e l o w . The f i r s t component of 
t h e methodo logy d e t e r m i n e s a s e t of i n i t i a l modal s p l i t s f o r each o r i g i ­
n a l 0-D p a i r . S e v e r a l programs have been deve loped f o r t h i s p u r p o s e : 
( 1 ) Program PREPF7 g e n e r a t e s the c u r r e n t modal s p l i t s based on 
a c t u a l f l o w d a t a . 
( 2 ) Program SMS g e n e r a t e s extreme modal s p l i t s a s d i s c u s s e d i n 
Chapter I I I , S e c t i o n 1 . 2 a b o v e . 
( 3 ) Program INMS g e n e r a t e s random modal s p l i t s . 
The second component c a l c u l a t e s the 0-D demand f o r the expanded network 
u s i n g the o r i g i n a l 0-D f l o w s and the i n i t i a l s e t of modal s p l i t s MS^. 
Program INFOD i s the f u n c t i o n a l v e r s i o n o f t h i s component. The t h i r d 
component d e t e r m i n e s an i n i t i a l s e t of a r c l e n g t h s f o r the expanded n e t ­
work. Program INAC was deve loped to randomly g e n e r a t e t h e s e l e n g t h s . 
0 
The f o u r t h component s o l v e s problem P2(MS ) u s i n g the two-phase a l g o ­
r i thm d e v e l o p e d i n Chapter I I I . Program CNCASNB i s the f u n c t i o n a l 
v e r s i o n of t h i s component. Program CNCASNB i s d i s c u s s e d a t l e n g t h i n 
S e c t i o n 1 . 1 b e l o w . The f i f t h component o f the methodology per forms 
s e v e r a l f u n c t i o n s . 
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5d. Develop new 0-D 
demand for the 
expanded network) 
using new MS° 
7K 
1. Determine a set of 
initial modal splits 
1 
2. Develop 0-D demand for 
the expanded network 
of Problem P2(MS<>) 
3. Determine a set of initial 
arc lengths for the expanded 
networks of Problem P2(MS°) 
4. Use the two-phase procedure 
to solve Problem P2(MS°) 
5c. Modify M S ^ K — No 
5a. Calculate the modal splits M S F 
feasible to the solution of P2(MS°) 
\ f 
5b. Do MS° and M S F satisfy the 
convergence criteria? 
yes 
Is the current solution satisfactory? — No —L 
yes 
F i g . 4 - 1 . Macro -F lowchar t of A l g o r i t h m 
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F 
|e < e1 V s £ R, m e M (4-1) ' sm ~ 1 
where: 
F 0 e = MS - MS sm sm sm 
MS^ E the initial estimate of the mode m share for 0-D pair s sm 
F MS - the feasible mode m share for 0-D pair s sm 
R E the set of 0-D pairs 
M E the set of modes 
ê  E the convergence parameter 
The convergence parameter £^ is an input variable to TESTMS. MS^ is 
updated according to the equation: 
New Old 
a = the correction factor, positive 
e E the error vector, as calculated above 
The correction factor a is also an input variable to TESTMS. The sixth 
(a) It calculates the set of feasible modal splits MS using the 
solution of P2(MS°). 
0 F 
(b) It tests the convergence of MS and MS . 
(c) It modifies MS^ if there is not convergence. 
(d) It develops the new set of 0-D demands for the expanded 
network using the revised MS*-*. 
Program TESTMS is the functional version of this component. 
The convergence test used in Program TESTMS is: 
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and f i n a l component of the methodology i s the a n a l y s t ' s d e c i s i o n to 
t e r m i n a t e the methodo logy w i t h an e x i s t i n g s o l u t i o n or to r e i n i t i a t e t t 
w i t h a n o t h e r s e t M S ° . A l l of the programs a r e l i s t e d i n Appendix A. 
1 . 1 Program CNCASNB: A Two-Phase S o l u t i o n Procedure f o r P2(MS°) 
Program CNCASNB i s the f u n c t i o n a l v e r s i o n of the two-phase 
a l g o r i t h m d e v e l o p e d i n Chapter I I I . A b a s i c f l o w c h a r t of CNCASNB i s 
shown i n F i g u r e 4 - 2 . I n p u t s to the program i n c l u d e : 
( 1 ) The expanded network i n c l u d i n g the expanded s e t of nodes and 
a r c s . 
( 2 ) The expanded s e t of 0-D p a i r s . 
( 3 ) The i n i t i a l a r c l e n g t h s . 
( 4 ) The maximum number of Phase I i t e r a t i o n s . 
Program CNCASNB i s a lways e i t h e r i n Phase I or Phase I I . The 
b a s i c s t r u c t u r e of the program i s the same f o r both p h a s e s . A s h o r t e s t 
pa th t r e e i s c o n s t r u c t e d f o r each expanded o r i g i n us ing the c u r r e n t s e t 
of a r c l e n g t h s . The t r e e - b u i l d i n g a l g o r i t h m used i s a D i j k s t r a type 
l a b e l i n g a l g o r i t h m w i t h s e v e r a l s p e c i a l f e a t u r e s : [ D i j k s t r a , 1 9 5 9 ] 
( 1 ) The a l g o r i t h m does not c o n s i d e r i n t e r m o d a l t r a n s f e r a r c s 
when c o n s t r u c t i n g a t r e e from a s i n g l e - m o d e o r i g i n ; i . e . , an 
o r i g i n c o r r e s p o n d i n g to the h ighway, r a i l , or water mode. 
( 2 ) For a g i v e n o r i g i n , the t r e e - b u i l d i n g p r o c e s s t e r m i n a t e s 
when a l l d e s t i n a t i o n s f o r t h a t o r i g i n have been l a b e l e d . 
Only the most c u r r e n t t r e e i s s t o r e d , w i t h each t r e e occupying the same 
c o r e s t o r a g e b l o c k , a p p r o x i m a t e l y 3 , 0 0 0 dec imal words . Th i s i s n e c e s s i ­
t a t e d by the r e l a t i v e l y s m a l l c o r e s t o r a g e c a p a c i t y of the Cyber 7 4 . 
a p p r o x i m a t e l y 8 0 , 0 0 0 dec ima l w o r d s , coupled w i t h the l a r g e s i z e of the 
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Let I be the first arc 
Is Algorithm in Phase I? 
No 
i Read set of marginal disutility 
parameters for arc 
ALL 
Update the length of arc I 




Read set of average 
disutility parameters 
for arc I 
c 
Is there another arc? 
Yes .1 




Let I be next arc 
Write: Current arc lengths 
Current 0-D disutility for 
each expanded 0-D pair 
Ŝtôj 
Fig. 4-2. Flowchart for CNCASNB 
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Read; expanded network, expanded 0-D pairs, 
initial arc lengths, maximum iterations 
of Phase I 
Let I be first expanded originU 
Construct the shortest path 
tree from Origin I 
ML 
Assign flow originating 
at Origin I 
Is there another 
expanded origin 
Yes Let I be next 
expanded origin 
No- Is Algorithm" 











Is Algorithm in Phase I 




network . When a t r e e has been c o n s t r u c t e d f o r an o r i g i n node , a l l f l o w 
o r i g i n a t i n g from t h a t node i s a s s i g n e d to the s h o r t e s t p a t h s a s d e t e r ­
mined by the t r e e . 
A f t e r a t r e e has been c o n s t r u c t e d f o r each expanded o r i g i n node , 
and a l l f l o w has been a s s i g n e d to the ne twork , the c u r r e n t i t e r a t i o n i s 
c o m p l e t e d . I t must now be de termined whether the a l g o r i t h m i s to t e r ­
m i n a t e , s h i f t p h a s e s , or m e r e l y i t e r a t e i n the same p h a s e . The o n l y way 
t h e a l g o r i t h m may t e r m i n a t e i s t o be in Phase I I and t o have converged 
to a l o c a l optimum. Convergence has o c c u r r e d when a r c f l o w s a r e i d e n t i ­
c a l on two s u c c e s s i v e i t e r a t i o n s . The a l g o r i t h m may s h i f t from Phase I 
to Phase I I i n two ways . 
( 1 ) The a l g o r i t h m i s i n Phase I and c o n v e r g e s . 
( 2 ) The a l g o r i t h m i s i n Phase I and has reached i t s maximum 
number o f i t e r a t i o n s . 
F i n a l l y , t h e a l g o r i t h m w i l l remain i n i t s c u r r e n t phase and i t e r a t e when 
c o n v e r g e n c e has not o c c u r r e d and when Case 2 above does not h o l d . 
The o n l y e f f e c t o f phase on the o p e r a t i o n of t h e a l g o r i t h m i s i n 
the c a l c u l a t i o n of a r c l e n g t h a t the b e g i n n i n g o f an i t e r a t i o n . When 
the a l g o r i t h m i s in Phase I i t i s s e e k i n g a p o i n t which i s good g l o b a l l y . 
Thus , i t b a s e s a r c l e n g t h on a v e r a g e arc d i s u t i l i t y . When i n Phase I I , 
the a l g o r i t h m d e f i n e s a r c l e n g t h as m a r g i n a l a r c d i s u t i l i t y . Note t h a t 
the p a r a m e t e r s used to c a l c u l a t e t h e s e l e n g t h s a r e input from t h e a p p r o ­
p r i a t e d a t a f i l e a t each i t e r a t i o n . A g a i n , t h i s i s n e c e s s i t a t e d by the 
l i m i t e d c o r e s t o r a g e a v a i l a b l e and t h e l a r g e number o f arc p a r a m e t e r s , 
a p p r o x i m a t e l y 3 3 , 0 0 0 . 
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1 . 2 Data Requirements 
The network used i n the i m p l e m e n t a t i o n o f the methodo logy was the 
network d e v e l o p e d by Jones f o r u s e i n the M u l t i - S t a t e C o r r i d o r Research 
P r o j e c t [ J o n e s , 1 9 7 7 ] . The c o n t i n e n t a l U n i t e d S t a t e s i s d i v i d e d i n t o 
1 2 0 s e p a r a t e zones as shown i n F i g u r e 4 - 3 b e l o w . A comple te d e s c r i p t i o n 
o f t h e s e zones i s g i v e n i n Appendix B b e l o w . Note tha t zone s i z e i s 
s m a l l e s t i n the M u l t i - S t a t e C o r r i d o r a r e a , r o u g h l y c o r r e s p o n d i n g to an 
area p l a n n i n g and deve lopment d i s t r i c t , and grows l a r g e r w i t h d i s t a n c e 
from the c o r r i d o r . A node r e p r e s e n t i n g each zone i s p l a c e d a t the major 
p o p u l a t i o n / i n d u s t r i a l c e n t e r i n the z o n e . 
L i n e - h a u l a r c s r e p r e s e n t i n g a c t u a l l i n e - h a u l t r a n s p o r t f a c i l i t i e s 
connec t t h e v a r i o u s n o d e s . For a c o m p l e t e l i s t i n g of t h e l i n e - h a u l a r c s 
by mode, s ee Appendix C b e l o w . A d d i t i o n a l nodes and a r c s were added to 
the network i n o r d e r to r e p r e s e n t o t h e r t r a n s p o r t f a c i l i t i e s l o c a t e d 
w i t h i n the z o n e s . For a r e v i e w of t h i s p r o c e d u r e , s ee Chapter I I , 
S e c t i o n 1 a b o v e . The s i z e o f the r e s u l t i n g expanded network was a p p r o x i ­
m a t e l y 1 , 0 0 0 nodes and 3 , 0 0 0 a r c s . 
The f u n c t i o n s r e l a t i n g the arc t r a n s p o r t c h a r a c t e r i s t i c s (ATC) to 
arc i n v e s t m e n t were d e v e l o p e d as f o l l o w s : 
( 1 ) The g e n e r a l form used: 
c . ( I . ) = b_ . ( I . - c . ) 2 + d-. ( 4 - 3 ) J J lj J J lj 
where: 
c . ( I . ) = the arc t r a n s p o r t c h a r a c t e r i s t i c f o r arc j 
3 3 g i v e n I j 
Figure 4 - 3 




investment in arc j 
b. i rV dij parameters of the model 
(2) Select the current value of the ATC averaged over all com­
modities for use as base value. Jones has estimated these 
base values for unit cost, time, and time variability for 
all transport facilities [Jones, 1977]. 
Let: c. E the current value of the ATC on arc i J 
(3) Divide the current value into two parts, one susceptible 
to improvement by investment and the other fixed. 
Let: C j E the part susceptible to improvement 
/s2 _ 
c\ = the fixed part 
Note: 
c. J 
s\ 1 . y\ 2 





(4) Let: L. = the lower bound on investment 3 
U. E the upper bound on investment 
Then: 
c. = U. J 
b.. . = c^.l (L . - c . ) 2 lj J J J 
The factors by which the base values were divided as well as the lower 
and upper bounds on investment are given in Appendix D below. It should 
be noted that only those arcs wtihin the Multi-State Corridor, 
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approximately 1,000 arcs, were allowed to be improved. This was accom­
plished by setting L. = U. for all arcs outside of the Multi-State 
J J 
Corridor. 
The 0-D flow data set used in the implementation, listed in 
Appendix E below, was derived from a data base prepared by Mullens and 
Sharp for use in the Multi-State Corridor Research Project [Mullens and 
Sharp, 1978]. Three commodities were selected for inclusion: 
(1) SIC 22 - Textile Mill Products 
(2) SIC 24 - Lumber and Wood 
(3) SIC 287 - Agricultural Chemicals 
Flows of these commodities were combined to form a single macro-commodity. 
The final flow data set was obtained by selecting 63 different 0-D flow 
data points of the macro-commodity and multiplying their flows by a 
factor of 25. Only those flows most likely to use the corridor were 
selected. Flows were multiplied by an expansion factor in order to 
increase them to realistic flow levels roughly equivalent to the sum of 
all commodity flows included in the original data base [Mullens and 
Sharp, 1978]. 
It should be noted that for the special case where only a portion 
of the overall network is allowed to improve, some 0-D pairs might be 
excluded from the analysis without affecting the results. For the Multi-
State Corridor example, consider a flow from Seattle to Los Angeles. It 
is highly unlikely that this flow would ever be routed through the Multi-
State Corridor, even given maximum improvement in the Corridor. A simple 
criterion for 0-D pair elimination is the following: 
(1) Route all 0-D flows assuming maximum investment in the network. 
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(2) If the path for some 0-D pair does not include an arc 
subject to improvement, then the 0-D flow can be eliminated. 
The proof of this criterion follows from the fact that even with maximum 
improvement on the network, the identified 0-D flow uses a better non-
improvable path. Thus, no other path could possibly divert the flow, 
and it can have no effect on the analysis. 
A final data input to the implementation is the set of modal 
split model parameters. The multinomial logit modal split model is used. 
The three parameters needed to use the logit model were taken from the 
Multi-State Corridor Research Project [Jones, 1977]. Values are 
representative for the three commodities selected. 
a± = -.01 
a 2 = -.00033 
a 3 = -.0004 
Note: a^ 
— = .033 equivalent dollars/min. 
a i 
a 3 2 
— = .04 equivalent dollars/hr. 
a i 
Aggregate statistics relating to the size of the resulting prob­
lem are shown in Table 4.1 below. 
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T a b l e 4 - 1 . Approximate A g g r e g a t e S t a t i s t i c s of Problem 
A c t u a l t r a n s p o r t f a c i l i t i e s 2 6 0 0 
A r c s ( a f t e r network e x p a n s i o n ) 3 0 0 0 
Zones 120 
Nodes ( p r i o r to e x p a n s i o n ) 840 
Nodes ( a f t e r e x p a n s i o n ) 1 0 0 0 
0-D p a i r s ( p r i o r to e x p a n s i o n ) 63 
0-D p a i r s ( a f t e r e x p a n s i o n ) 227 
T r a n s p o r t commodity c l a s s e s 1 
Math programming commodity c l a s s e s * 
( p r i o r to e x p a n s i o n ) 14 
Math programming commodity c l a s s e s * 
( a f t e r e x p a n s i o n ) 56 
* I n the mathemat i ca l programming l i t e r a t u r e a commodity i s 
u s u a l l y d e f i n e d by o r i g i n and by a s e t of a r c c o s t s 
( a l t e r n a t i v e l y , by d e s t i n a t i o n and by a r c c o s t s ) . The 
term commodity a s used i n t h i s r e s e a r c h i s d e f i n e d by 
a r c c o s t s o n l y . 
2 . R e s u l t s 
2 . 1 D e s c r i p t i o n of T e s t Runs 
The b a t t e r y o f programs d e s c r i b e d i n S e c t i o n 1 . 1 above was used to 
o b t a i n s o l u t i o n s to the problem d e s c r i b e d i n S e c t i o n 1 . 2 . S o l u t i o n s were 
o b t a i n e d f o r a v a r i e t y of d i f f e r e n t m e t h o d o l o g i c a l c o n f i g u r a t i o n s , i n i t i a l 
s o l u t i o n s , and p a r a m e t e r s . S p e c i f i c f a c t o r s which were v a r i e d f o r the 
t e s t runs i n c l u d e d : 
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(1) The set of initial modal splits MS . 
(2) The modal split updating parameter ALPHA. 
(3) The modal split convergence parameter EPSILON. 
(4) The use of a Phase I type procedure in the two-phase 
algorithm. 
(5) The set of initial arc lengths used in the first 
iteration of the two-phase algorithm. These arc 
lengths correspond to an initial set of arc invest­
ments. 
Although a full or fractional factorial experimental design could have 
been used to estimate the effects of these factors, the lengthy compu­
tation times and subsequent high cost of solution made this alternative 
impractical. Accordingly, since several factors, such as the use of a 
Phase I procedure, the set of initial modal splits, and the set of initial 
arc lengths, were thought to be more critical than others, these factors 
were given more careful consideration in what can best be termed a 
"guided" experiment. The resulting set of test runs are described in 
detail in Table 4-2 below. These runs are placed in the format of a full 
factorial experimental design in Appendix F. 
The first six runs were designed to demonstrate the effect of using 
a Phase I type procedure. The presence of a Phase I procedure was crossed 
with three sets of initial arc lengths (sets A, B, and C) while the 
initial modal split was held at the current split. It should be noted 
that each set of initial arc lengths was identified by a descriptor 
representing the seed used to randomly generate the set. These seeds and 
their descriptors were: 
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T a b l e 4 - 2 . T e s t Runs 
Modal 
Run S p l i t A lpha 
1 Current 1 
2 Current 1 
3 Current 1 
4 Current 1 
5 Current 1 
6 Current 1 
7 1 0 0 0 1 
8 1 0 0 0 1 
9 1 0 0 0 1 
1 0 0 1 0 0 1 
1 1 0 1 0 0 1 
12 0 1 0 0 1 
13 0 0 1 0 1 
14 0 0 1 0 1 
1 5 0 0 1 0 1 
1 6 0 0 0 1 1 
17 0 0 0 1 1 
18 0 0 0 1 1 
1 9 1 0 0 1 1 
20 1 0 0 1 1 
21 1 0 0 1 1 
22 1 1 1 0 1 
2 3 1 1 1 0 1 
24 1 1 1 0 1 
25 1 1 1 0 . 8 
26 1 1 1 0 . 8 
27 1 1 1 0 . 8 
28 0 1 1 0 1 
29 0 1 1 0 1 
3 0 0 1 0 0 1 
Phase I Arc 
E p s i l o n Used Length 
. 0 2 No A 
. 0 2 No B 
. 0 2 No C 
. 0 2 Yes A 
. 0 2 Yes B 
. 0 2 Y e s C 
. 0 2 Y e s A 
. 0 2 Yes B 
. 0 2 Yes C 
. 0 2 Yes A 
. 0 2 Yes B 
. 0 2 Y e s C 
. 0 2 Yes A 
. 0 2 Yes B 
. 0 2 Y e s C 
. 0 2 Y e s A 
. 0 2 Yes B 
. 0 2 Yes C 
. 0 2 Yes A 
. 0 2 Y e s B 
. 0 2 Y e s C 
. 0 2 Y e s A 
. 0 2 Yes B 
. 0 2 Y e s C 
. 0 2 Yes A 
. 0 2 Y e s B 
. 0 2 Yes C 
. 0 2 Y e s A 
. 0 1 Yes A 
. 0 1 Y e s B 
N o t e s : 
1 . Modal s p l i t : ( C ^ , C ^ , C r r ) 
C = 0 =*> mode m r e c e i v e s no share 
m 
C = 1 ^ m o d e m r e c e i v e s equa l share 
m 
2 . A r c L e n g t h s : A -»- Seed 7 6 7 6 7 6 7 6 7 6 7 6 
B -»- Seed 7 6 5 6 7 6 5 6 7 6 5 6 
C -»- Seed 6 5 6 5 6 5 6 5 6 5 6 5 
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Descriptor Seed 
( CMM' C H W CRR> V 
where: 
C = 0 =̂  mode m receives no share m 
C = 1 =̂  mode m receives an equal share for each 0-D pair 
m it connects 
Note: C = 1 if no other designated mode connects the 0-D pair. MM 
The third factor examined was ALPHA, the modal split updating para­
meter. To demonstrate the effect of this factor, two values of ALPHA were 
crossed with the three sets of initial arc lengths, resulting in runs 22 
through 27. The initial modal split for these runs was 1110. The final 




The next factor examined was the initial set of modal splits. To 
demonstrate the effect of this factor seven modal splits were crossed with 
the same three sets of initial arc lengths while all other factors were 
held constant, resulting in runs 4 through 24. An additional run, number 
28, used an eighth set of initial modal splits. Except for the current 
modal split, all sets of initial modal splits were identified by a 
descriptor of the form: 
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To demons tra te the e f f e c t of t h i s f a c t o r , f o u r runs were made wi th two 
d i f f e r e n t v a l u e s of ALPHA. Runs 28 and 29 were made wi th a 0 1 1 0 modal 
s p l i t and a r c l e n g t h s e t A , and runs 1 1 and 30 were made w i t h a 0 1 0 0 modal 
s p l i t and a r c l e n g t h s e t B. F i n a l l y , w i t h the e x c e p t i o n of runs .1 through 
3 , a l l t e s t runs used a Phase I type procedure i n the two-phase a l g o r i t h m . 
T h i s was done because i t was thought t h a t u t i l i z a t i o n would r e s u l t i n 
b e t t e r , more uni form s o l u t i o n s to Problem P 2 ( M S ° ) , the concave t r a n s p o r ­
t a t i o n as s ignment prob lem. S e l e c t e d r e s u l t s from the t e s t runs a r e g i v e n 
i n Appendix F. 
2 . 2 Convergence of the Methodo logy 
In Chapter I I I i t was noted t h a t convergence of the methodology 
c o u l d n o t be g u a r a n t e e d . S p e c i f i c a r e a s o f concern i n c l u d e d : 
0 F 
( 1 ) Convergence of MS and MS i n the g e n e r a l methodo logy . 
( 2 ) Convergence of the f i r s t phase of the two-phase a l g o r i t h m . 
From the r e s u l t s i n Appendix F i t appears t h a t the methodology converged 
f o r a l l r u n s . The minimum CPU t ime r e q u i r e d f o r convergence was 632 
s e c o n d s , the maximum 1213 s e c o n d s , and the a v e r a g e 1064 s e c o n d s . The 
o v e r a l l computa t ion t ime was the r e s u l t of two f a c t o r s : 
( 1 ) The number of m a c r o - i t e r a t i o n s of the g e n e r a l methodology 
r e q u i r e d f o r c o n v e r g e n c e . 
( 2 ) The CPU t ime f o r each m a c r o - i t e r a t i o n . 
The minimum number of m a c r o - i t e r a t i o n s was two and maximum was t h r e e . The 
minimum CPU t ime r e q u i r e d f o r a m a c r o - i t e r a t i o n was 164 s e c o n d s , the 
maximum 4 6 6 s e c o n d s , and the a v e r a g e 364 s e c o n d s . The t ime r e q u i r e d f o r a 
m a c r o - i t e r a t i o n was de termined by two f a c t o r s : 
( 1 ) The number of m i c r o - i t e r a t i o n s c o n s t i t u t i n g the m a c r o -
i t e r a t i o n . A m i c r o - i t e r a t i o n i s d e f i n e d to be one 
Phase I or Phase I I i t e r a t i o n of the two-phase a l g o r i t h m . 
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( 2 ) The t ime r e q u i r e d f o r each m i c r o - i t e r a t i o n . 
The minimum number of m i c r o - i t e r a t i o n s i n a m a c r o - i t e r a t i o n was two and 
t h e maximum was e i g h t . I t i s i n t e r e s t i n g to n o t e t h a t as the g e n e r a l 
methodology approached c o n v e r g e n c e , the number of m i c r o - i t e r a t i o n s per 
m a c r o - i t e r a t i o n d e c r e a s e d . For e x a m p l e , the average number of m i c r o -
i t e r a t i o n s r e q u i r e d f o r the f i r s t m a c r o - i t e r a t i o n was 6 . 6 , the a v e r a g e f o r 
the second was 6 . 3 , and the a v e r a g e f o r the t h i r d was 4 . 6 . 
The a v e r a g e CPU t ime r e q u i r e d to c o m p l e t e a m i c r o - i t e r a t i o n was 61 
s e c o n d s . Each m i c r o - i t e r a t i o n c o n s i s t e d of two components: 
( 1 ) Reading a s e t of 11 a r c d i s u t i l i t y parameters f o r 
each of the 3 0 8 0 network a r c s and c a l c u l a t i n g the 
c u r r e n t a r c l e n g t h . 
( 2 ) The c o n s t r u c t i o n of 56 s h o r t e s t path t r e e s , f o r 227 
0-D p a i r s . A s s i g n i n g the f l o w to the ne twork . 
T h u s , t h e average CPU t ime r e q u i r e d to c o n s t r u c t one t r e e was something l e s s 
than 1 . 1 s e c o n d . For a g i v e n o r i g i n , a s h o r t e s t path t r e e was completed 
when a l l d e s t i n a t i o n f o r t h a t o r i g i n were a t t a c h e d to the t r e e . Thus , the 
a c t u a l CPU t ime r e q u i r e d to c o n s t r u c t a t r e e depended upon the r e l a t i v e arc 
l e n g t h s f o r t h a t i t e r a t i o n . 
Now, c o n s i d e r the e f f e c t s of the f a c t o r s l i s t e d i n T a b l e 4 - 1 on the 
r a t e of c o n v e r g e n c e . S ince the number of m i c r o - i t e r a t i o n s r e q u i r e d f o r 
convergence i s r o u g h l y p r o p o r t i o n a l to the CPU t i m e , t h i s number can be used 
as a measure of r a t e o f c o n v e r g e n c e . C o n s i d e r the e f f e c t of the f i r s t f a c ­
t o r , the s e t of i n i t i a l modal s p l i t s MS^. M i c r o - i t e r a t i o n s are p l o t t e d 
a g a i n s t i n i t i a l modal s p l i t s i n F i g u r e 4 - 4 b e l o w . Hold ing a l l o t h e r f a c t o r s 
c o n s t a n t , the methodo logy converged a t a p p r o x i m a t e l y the same r a t e , 3 macro-
i t e r a t i o n s and 18 to 20 m i c r o - i t e r a t i o n s , f o r most i n i t i a l modal s p l i t s . 
Obvious e x c e p t i o n s i n v o l v e d the s p l i t s 1110 and 0 1 1 0 which converged i n two 
m a c r o - i t e r a t i o n s and 12 t o 13 m i c r o - i t e r a t i o n s . 
Set of Initial 
Arc Lengths: 25 
B - ° 
20 # ? ? « 
c - * S t S 







Current 1000 0100 0010 0001 1001 1110 0110 
Initial Modal Split 
Fig. 4.4. I n i t i a l Modal S p l i t Versus Rate o f Convergence 
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Second , c o n s i d e r the e f f e c t of the modal s p l i t u p d a t i n g parameter 
ALPHA. R e s u l t s a r e shown i n T a b l e 4 - 3 b e l o w . 
T a b l e 4 - 3 . E f f e c t of ALPHA on Rate of Convergence 
Se t o f I n i t i a l M a c r o - M i c r o -
Run Arc L e n g t h s ALPHA I t e r a t i o n s I t e r a t i o n s 
22 A 1 . 0 2 13 
25 A . 8 3 18 
23 B 1 . 0 2 12 
26 B . 8 3 17 
24 C 1 . 0 2 1 3 
27 C . 8 3 18 
From p r e l i m i n a r y program b a t t e r y v e r i f i c a t i o n runs w i t h a much s m a l l e r 
prob lem, i t was demons tra ted t h a t d e v i a t i o n o f ALPHA from 1 . 0 r e s u l t e d 
i n a s i g n i f i c a n t d e c r e a s e i n t h e r a t e of c o n v e r g e n c e . The same e f f e c t 
was demonstrated by the t e s t r u n s . Changing ALPHA from 1 . 0 t o 0 . 8 
r e s u l t e d in i n c r e a s e s i n the number of m a c r o - i t e r a t i o n s from two to 
t h r e e and i n the number o f m i c r o - i t e r a t i o n s by f i v e . N e x t , c o n s i d e r 
t h e e f f e c t of the t h i r d f a c t o r , the modal s p l i t convergence parameter 
EPSILON. I t was p o s t u l a t e d p r e v i o u s l y t h a t as EPSILON was d e c r e a s e d , 
the t ime r e q u i r e d f o r convergence might i n c r e a s e s u b s t a n t i a l l y . T h i s 
was v e r i f i e d by runs 28 and 2 9 . As EPSILON was d e c r e a s e d from . 0 2 to 
. 0 1 , the number o f m a c r o - i t e r a t i o n s i n c r e a s e d from two to t h r e e and t h e 
number of m i c r o - i t e r a t i o n s i n c r e a s e d from 13 to 1 8 . Runs 11 and 30 
showed l i t t l e d i f f e r e n c e i n convergence as EPSILON was d e c r e a s e d from 
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. 0 2 t o . 0 1 . 
N e x t , c o n s i d e r the e f f e c t of u s i n g a Phase I procedure in 
the two-phase a l g o r i t h m . S i n c e t h i s f a c t o r i s i n t e r n a l t o a s i n g l e 
component o f the g e n e r a l m e t h o d o l o g y , i t might not be e x p e c t e d t o a f f e c t 
the number of m a c r o - i t e r a t i o n s . Runs 1 through 6 demonstrated t h i s , 
each r e q u i r i n g t h r e e m a c r o - i t e r a t i o n s . However, the use of a Phase I 
p r o c e d u r e had a s u b s t a n t i a l e f f e c t on the number of m i c r o - i t e r a t i o n s 
r e q u i r e d f o r c o n v e r g e n c e . The r e s u l t s a r e shown i n T a b l e 4 . 4 . S e v e r a l 
p o i n t s shou ld be n o t e d : 
( 1 ) The u s e of a Phase I procedure i n c r e a s e d the number o f 
m i c r o - i t e r a t i o n s by a p p r o x i m a t e l y 100%. 
( 2 ) A l t h o u g h t h e use o f t h e Phase I procedure d e c r e a s e d the 
number of Yaged type Phase I I i t e r a t i o n s r e q u i r e d , the 
Phase I i t e r a t i o n s more than made up f o r t h i s d e c r e a s e . 
F i n a l l y , c o n s i d e r t h e e f f e c t of the initial s e t of arc l e n g t h s . Re turn­
ing to F i g u r e 4 . 4 , n o t e t h a t t h i s f a c t o r d i d not cause the r a t e of 
convergence t o change g r e a t l y . The maximum change was 2 m i c r o - i t e r a t i o n s . 
W h i l e no s e t of i n i t i a l a r c l e n g t h s u n i f o r m l y has tened c o n v e r g e n c e , s e t 
A appeared to s l i g h t l y impede c o n v e r g e n c e . 
2 . 3 A g g r e g a t e C h a r a c t e r i s t i c s o f S o l u t i o n s 
In t h i s s e c t i o n the s o l u t i o n s o b t a i n e d from the t e s t runs are 
a n a l y z e d w i t h r e s p e c t to t h r e e c h a r a c t e r i s t i c s : t o t a l s a v i n g s over 
c u r r e n t t o t a l d i s u t i l i t y a s s o c i a t e d w i t h the network ( t h e o b j e c t i v e ) , 
i n v e s t m e n t o v e r the c u r r e n t minimum l e v e l , and user s a v i n g s over c u r r e n t 
l e v e l . The c u r r e n t v a l u e s were o b t a i n e d by s e t t i n g a l l arc i n v e s t m e n t s 
a t t h e i r lower bounds and a l l o w i n g the f l o w ass ignment c o n s t r a i n t s 
( 2 - 1 7 ) and ( 2 - 1 8 ) t o a s s i g n f l o w t o the ne twork . A l l v a l u e s are g i v e n 
i n terms of m i l l i o n s of e q u i v a l e n t annual d o l l a r s . The c u r r e n t v a l u e s 
were e s t i m a t e d a s : 
Table 4-4. Effect of Phase I Procedure on Rate 






1 A 0 
4 A 4 
2 B 0 
5 B 4 
3 C 0 
6 C 4 
I II III Totals 
Phase II Total Phase I Phase II Total Phase I Phase II Total Phase I Phase II Total 
4 4 0 3 3 0 2 2 0 9 9 
2 6 5 2 7 3 2 5 12 6 18 
5 5 0 4 4 0 2 2 0 11 11 
2 6 3 2 5 3 2 5 10 6 16 
4 4 0 4 4 0 2 2 0 10 10 
2 6 5 2 7 3 2 5 12 6 18 
100 
T o t a l d i s u t i l i t y - 1 6 , 6 2 6 
Inves tment - 269 
User d i s u t i l i t y - 1 6 , 3 5 7 
The t o t a l s a v i n g s a s s o c i a t e d w i t h t h e s o l u t i o n s ranged from a minimum 
of 1 1 4 0 f o r run 21 to a maximum of 1318 f o r run 7 . Inves tment a s s o c i ­
a t e d w i t h s o l u t i o n s ranged from a minimum of 187 f o r run 4 to a m a x i ­
mum of 2 2 0 f o r run 3 . User s a v i n g s a s s o c i a t e d w i t h s o l u t i o n s ranged 
from a minimum of 1 3 5 1 f o r run 21 t o a maximum o f 1 5 3 7 f o r run 7 . The 
o b j e c t i v e , t o t a l s a v i n g s , i s p l o t t e d a g a i n s t i n v e s t m e n t i n F i g u r e 4 - 5 
b e l o w . A l t h o u g h t h e b e s t s o l u t i o n s o c c u r r e d a t h i g h l e v e l s 
of i n v e s t m e n t , v e r y poor s o l u t i o n s a l s o o c c u r r e d a t t h e s e l e v e l s . In 
g e n e r a l , t h e r e appears to be l i t t l e r e l a t i o n s h i p between i n v e s t m e n t 
and t o t a l s a v i n g s . S o l u t i o n s tended t o c o n g r e g a t e around c e r t a i n 
c o m b i n a t i o n s o f i n v e s t m e n t and t o t a l s a v i n g s . T h i s t endency c o u l d 
i n d i c a t e the p r e s e n c e o f l o c a l o p t i m a l s o l u t i o n s . Inves tment i s p l o t t e d 
a g a i n s t u s e r s a v i n g s in F igure 4 - 6 b e l o w . As might be e x p e c t e d , the 
s o l u t i o n s h a v i n g t h e h i g h e s t u s e r s a v i n g s a l s o had some o f t h e h i g h e s t 
l e v e l s of i n v e s t m e n t . However, h igh inves tment d id not a s s u r e a h i g h 
l e v e l o f u s e r s a v i n g s . In g e n e r a l , the r e l a t i o n s h i p between inves tment 
and u s e r s a v i n g s was n o t s t r o n g . F i n a l l y , t o t a l s a v i n g s a r e p l o t t e d 
a g a i n s t u s e r s a v i n g s i n F i g u r e 4 - 7 be low. The s t r o n g r e l a t i o n s h i p 
between t o t a l s a v i n g s and u s e r s a v i n g s r e s u l t s from the f a c t t h a t 
i n v e s t m e n t i s r e l a t i v e l y s m a l l compared t o t h e s e two v a l u e s . Thus, one 
c l o s e l y a p p r o x i m a t e s t h e o t h e r . T h i s i s a l s o the r e a s o n f o r the 
s i m i l a r i t y o f F i g u r e s 4 - 5 and 4 - 6 a b o v e . 
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Fig. 4.7. Total Savings Versus User Savings, All Runs 
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m i c r o - i t e r a t i o n s i n F i g u r e 4 - 8 b e l o w . There appears to be l i t t l e r e l a ­
t i o n s h i p between the two. Inves tment and u s e r s a v i n g s a r e p l o t t e d 
a g a i n s t t h e number of m i c r o - i t e r a t i o n s i n F i g u r e s 4 - 9 and 4 - 1 0 r e s p e c ­
t i v e l y . A g a i n , t h e r e appears t o be l i t t l e r e l a t i o n s h i p between the 
c h a r a c t e r i s t i c s b e i n g c o n s i d e r e d and the r a t e of c o n v e r g e n c e . 
Now, c o n s i d e r the e f f e c t s o f the f a c t o r s l i s t e d i n T a b l e 4 - 1 on 
the c h a r a c t e r i s t i c s ' t o t a l s a v i n g s , i n v e s t m e n t , and u s e r s a v i n g s . 
F i r s t , c o n s i d e r t h e e f f e c t of the s e t o f i n i t i a l modal s p l i t s MS° and 
t h e s e t of i n i t i a l arc l e n g t h s . T o t a l s a v i n g s i s p l o t t e d a g a i n s t t h e s e 
f a c t o r s i n F i g u r e 4 - 1 1 b e l o w . S e v e r a l p o i n t s should be n o t e d : 
( 1 ) The s e t of i n i t i a l modal s p l i t s a p p a r e n t l y had a s t r o n g 
e f f e c t on t o t a l s a v i n g s f o r each s e t of i n i t i a l arc l e n g t h s . 
( 2 ) No s e t of i n i t i a l modal s p l i t s was s u p e r i o r or i n f e r i o r f o r 
a l l s e t s of i n i t i a l a r c l e n g t h s . 
( 3 ) The s e t of i n i t i a l a r c l e n g t h s had a s t r o n g e f f e c t on t o t a l 
s a v i n g s f o r each of t h e s e t s of i n i t i a l modal s p l i t s , w i t h 
the p o s s i b l e e x c e p t i o n of 0 0 1 0 . 
( 4 ) The s e t of i n i t i a l a r c l e n g t h s A was c o n s i s t e n t l y s u p e r i o r 
to s e t s B and C. S e t C was c o n s i s t e n t l y i n f e r i o r to s e t s 
A and B. 
Inves tment i s p l o t t e d a g a i n s t t h e s e f a c t o r s i n F i g u r e 4 - 1 2 b e l o w . 
S e v e r a l p o i n t s shou ld be n o t e d : 
( 1 ) W h i l e most s e t s of i n i t i a l modal s p l i t s and arc l e n g t h s 
r e s u l t e d i n a p p r o x i m a t e l y the same l e v e l of i n v e s t m e n t , 
s e v e r a l s e t s of i n i t i a l modal s p l i t s r e s u l t e d i n s u b s t a n ­
t i a l l y l ower l e v e l s of i n v e s t m e n t . 
( 2 ) The c u r r e n t s e t o f modal s p l i t s and the 0 0 1 0 s e t r e s u l t e d 
i n much lower l e v e l s o f i n v e s t m e n t f o r a l l s e t s of i n i t i a l 
a r c l e n g t h s . 
( 3 ) The s e t of i n i t i a l a r c l e n g t h s d id n o t have a s t r o n g e f f e c t 
on the l e v e l of inves tment g i v e n a s e t of i n i t i a l modal 
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User s a v i n g s a r e p l o t t e d a g a i n s t t h e s e f a c t o r s i n F i g u r e 4 - 1 3 be low. 
S ince u s e r s a v i n g s i s c l o s e l y r e l a t e d t o t o t a l s a v i n g s , the same o b s e r ­
v a t i o n s can be made. 
N e x t , c o n s i d e r the e f f e c t of the modal s p l i t u p d a t i n g parameter 
ALPHA. Comparing the c h a r a c t e r i s t i c s of runs 2 2 - 2 4 w i t h t h o s e of runs 
2 5 - 2 7 , n o t e t h a t f o r each s e t of i n i t i a l arc l e n g t h s the methodology 
converged t o the same s o l u t i o n , r e g a r d l e s s of the v a l u e of ALPHA. 
N e x t , c o n s i d e r t h e e f f e c t of the modal s p l i t convergence parameter 
EPSILON. Comparing the c h a r a c t e r i s t i c s of runs 28 and 11 to t h o s e of 
runs 29 and 30 r e s p e c t i v e l y , i t shou ld be noted t h a t the methodology 
converged t o t h e same s o l u t i o n s . F i n a l l y c o n s i d e r the e f f e c t of the 
use of a Phase I p r o c e d u r e in the two-phase a l g o r i t h m . The r e s u l t s a r e 
shown in T a b l e 4 - 5 b e l o w . 
T a b l e 4 - 5 . S o l u t i o n C h a r a c t e r i s t i c s and Use of a Phase I Procedure 
Run 




T o t a l 
S a v i n g s Inves tment 
User 
S a v i n g s 
1 A No 1 2 5 0 197 1 4 4 6 
4 A Yes 1 2 6 0 187 1447 
2 B No 1 1 9 9 219 1418 
5 B Yes 1 2 5 5 187 1442 
3 C No 1 1 9 0 220 1410 
6 C Yes 1170 191 1361 
For the s e t s o f i n i t i a l arc l e n g t h s A and B, use o f the Phase I procedur 
r e s u l t e d i n an improved o b j e c t i v e , lower i n v e s t m e n t , and h i g h e r user 
Set of Initial 
Arc Lengths: 
A - • 1550 
B - ° 






Current 1000 0100 0010 
Initial Modal Split 
0001 1001 1110 0110 
Fig. 4.13. User Savings Versus Initial Modal Split 
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s a v i n g s . For the s e t C , use of Phase I r e s u l t e d i n an i n c r e a s e i n the 
o b j e c t i v e , a d e c r e a s e i n i n v e s t m e n t , and a d e c r e a s e i n user s a v i n g s . 
Thus , no s p e c i f i c c o n c l u s i o n s can be drawn r e g a r d i n g t h i s f a c t o r . 
2 . 4 D e t a i l e d C h a r a c t e r i s t i c s of S o l u t i o n s 
In the p r e v i o u s s e c t i o n s the s o l u t i o n s were a n a l y z e d w i t h r e s p e c t 
to some a g g r e g a t e c h a r a c t e r i s t i c s . A l t h o u g h the s o l u t i o n s appeared to 
d i f f e r w i t h r e s p e c t t o t h e s e c h a r a c t e r i s t i c s , t h e r e was s t i l l some q u e s ­
t i o n a s to whether the d i f f e r e n c e s i n s o l u t i o n s r e p r e s e n t e d t r u e i n v e s t ­
ment and f l o w p a t t e r n d i f f e r e n c e s . The purpose o f t h i s s e c t i o n i s to 
examine t h i s q u e s t i o n i n g r e a t e r d e t a i l . The s o l u t i o n s o f 3 t e s t runs 
were a n a l y z e d : 
( 1 ) Run 7 - t h e b e s t s o l u t i o n 
( 2 ) Run 21 - the w o r s t s o l u t i o n 
( 3 ) Run 6 - a low i n v e s t m e n t s o l u t i o n 
F i r s t , c o n s i d e r i n v e s t m e n t o v e r minimum f o r each s o l u t i o n . 
Inves tment was 215 f o r run 7 , 212 f o r run 2 1 , and 1 9 1 f o r run 6 . T h i s 
may be s e p a r a t e d by mode as shown i n T a b l e 4 - 6 be low. 
T a b l e 4 - 6 . Inves tment by Mode 
Highway R a i l r o a d Water 
I n t e r m o d a l 
T r a n s f e r T o t a l 
Run 7 1 2 0 95 . 0 8 0 215 
Run 21 1 1 6 96 . 0 8 0 212 
Run 6 94 96 . 0 8 0 1 9 1 
S e v e r a l p o i n t s s h o u l d be n o t e d : 
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(1) Investment in water and intermodal transfer facilities was 
negligible for all runs. 
(2) Investment in railroad facilities remained virtually constant. 
(3) Investment in highways decreased from run 7 to 21 and from 
run 21 to 6. 
Examining highway and railway facility investment in greater detail, 
investment can be further subdivided by type of facility as shown in 
Table 4-7 below. Several points should be noted: 
(1) The loss in highway investment across runs occurred in line-
haul facilities. 
(2) A slight gain in rail investment occurred. 
Thus, the differences between solutions noted in the previous section 
appear to be real and to be concentrated primarily on highway line-haul 
facilities. To examine these differences in still greater detail, the 
first 50 highway line-haul arcs in the arc list were selected for 
further examination. All 50 arcs were corridor arcs and thus subject 
to improvement. Investment and flow on these arcs for the 3 runs are 
shown in Table 4-8 below. Although this is but a small sample of the 
over 700 corridor arcs, it should be c l e a r that inves tment and f low 
patterns did differ from solution to solution. 
2.5 Summary of Results and Conclusions 
The battery of programs developed to implement the methodology 
was used to solve the problem described in Section 1.2. Solutions were 
obtained for a variety of different methodological configurations, ini­
tial solutions and parameters. Specific factors which were varied 
included: 
(1) The set of initial modal splits MS^. 
Table 4-7. Investment by Mode and Type of Facility 
Highway Rail 
Loading Line-Haul Transfer Unloading Loading Line-Haul Transfer Unloading 
Run 7 .3 119 0 .4 .3 93 .8 .4 
Run 21 .3 115 0 .4 .3 94 .8 .4 
Run 6 .3 94 0 .4 .3 95 .8 .4 
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Table 4-8. Investment and Flow on HW Line-Haul Arcs 
Investment Flow ( v 1000) 
Origin Dest. Run 7 Run 21 Run 6 Run 7 Run 21 Run 6 
1 2 0 0 0 0 0 0 
1 4 0 0 0 0 0 0 
1 5 0 0 0 0 0 0 
2 1 2.8 2.8 .3 3,346 3,346 633 
2 4 0 0 3.7 0 0 13,764 
2 6 0 0 0 0 0 0 
3 4 0 0 0 0 0 0 
3 5 0 0 0 0 0 0 
3 8 0 0 0 0 0 0 
4 1 0 0 0 0 0 0 
4 2 0 0 0 0 0 0 
4 3 0 0 5.0 0 0 7,185 
4 5 0 0 0 0 0 0 
4 6 0 0 0 0 0 0 
4 8 0 0 5.1 0 0 6,579 
4 9 0 0 0 0 0 0 
5 1 0 0 0 0 0 0 
5 3 0 0 0 0 0 0 
5 4 0 0 0 0 0 0 
5 7 0 0 0 0 0 0 
5 8 0 0 0 0 0 0 
6 2 3.3 3.3 3.3 4,316 4,342 4,342 
6 4 0 0 0 0 0 0 
6 8 4.2 0 0 11,092 0 0 
6 9 4.3 4.4 0 16,530 27,891 0 
7 5 0 0 0 0 0 0 
7 8 0 0 0 0 0 0 
7 11 0 0 0 0 0 0 
8 3 0 0 0 0 0 0 
8 4 0 0 0 0 0 0 
8 5 0 0 0 0 0 0 
8 6 0 0 0 0 0 0 
8 7 2.7 0 2.6 11,092 0 6,579 
8 9 0 0 0 0 0 0 
8 11 0 0 0 0 0 0 
9 4 0 0 0 0 0 0 
9 6 3.5 3.5 3.5 2,461 2,474 2,474 
9 8 0 0 0 0 0 0 
9 11 3.7 3.8 0 14,558 25,912 0 
9 13 0 0 0 0 0 0 
9 15 3.6 3.6 3.3 4,611 4,623 2,643 
10 11 0 0 0 0 0 0 
(continued) 
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T a b l e 4 - 8 ( c o n t ' d ) 
Inves tment 
O r i g i n D e s t . Run 7 Run 2 1 
1 0 12 0 0 
1 0 13 0 0 
11 7 0 1 . 8 
1 1 8 0 0 
11 9 0 0 
1 1 1 0 1 . 9 1 . 5 
1 1 1 3 4 . 1 0 
11 1 5 0 0 
Flow (y 1 0 0 0 ) 
Run 6 Run 7 Run 2 1 Run 6 
0 0 0 0 
0 0 0 0 
1 . 8 0 8 3 8 838 
0 0 0 0 
0 0 0 0 
1 . 5 2 , 3 2 3 1 , 4 9 2 1 , 4 9 2 
1 . 4 1 5 , 3 8 7 0 838 
0 0 0 0 
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( 2 ) The modal s p l i t u p d a t i n g parameter ALPHA. 
( 3 ) The modal s p l i t convergence parameter EPSILON. 
( 4 ) The use of a Phase I p r o c e d u r e i n the two-phase a l g o r i t h m . 
( 5 ) The s e t o f i n i t i a l arc l e n g t h s used i n the f i r s t m a c r o -
i t e r a t i o n . 
The methodo logy converged f o r a l l runs which were a t t e m p t e d . Convergence 
o c c u r r e d a f t e r two to t h r e e m a c r o - i t e r a t i o n s or 9 to 20 m i c r o - i t e r a t i o n s . 
The c o r r e s p o n d i n g s o l u t i o n t i m e s ranged from 632 t o 1 2 1 3 s e c o n d s . The 
t o t a l s a v i n g s ranged from 1 1 4 0 to 1 3 1 8 , w i t h inves tment rang ing from 187 
to 2 2 0 . A l t h o u g h the b e s t s o l u t i o n s o c c u r r e d a t h i g h l e v e l s o f i n v e s t ­
ment , a number of p o o r e r s o l u t i o n s d i d a l s o . In g e n e r a l , t h e r e was 
l i t t l e r e l a t i o n s h i p between t o t a l s a v i n g s and i n v e s t m e n t . In a d d i t i o n , 
t h e r e was l i t t l e r e l a t i o n s h i p between t h e r a t e o f convergence and t o t a l 
s a v i n g s , i n v e s t m e n t , o r u s e r s a v i n g s . 
Regarding the f a c t o r s which were v a r i e d , i t was demonstrated tha t 
t h e s e t o f i n i t i a l modal s p l i t s c o u l d a f f e c t t h e r a t e o f c o n v e r g e n c e , 
t h e t o t a l s a v i n g s , i n v e s t m e n t , and u s e r s a v i n g s . I t was a l s o demon­
s t r a t e d t h a t t h e s e t o f i n i t i a l arc l e n g t h s c o u l d a f f e c t the r a t e o f 
c o n v e r g e n c e , the t o t a l s a v i n g s , and u s e r s a v i n g s . Regarding the modal 
s p l i t updat ing parameter ALPHA, i t was demons tra ted t h a t c o n v e r g e n c e 
d e t e r i o r a t e d as ALPHA was v a r i e d from 1 . . As f o r the modal s p l i t c o n ­
v e r g e n c e parameter EPSILON, i t was demonstrated t h a t convergence d e t e r i ­
o r a t e d a s EPSILON d e c r e a s e d . Ho ld ing a l l o t h e r f a c t o r s c o n s t a n t , 
m o d i f y i n g ALPHA and EPSILON d id not change the f i n a l s o l u t i o n . F i n a l l y , 
i t was demons tra ted t h a t a Phase I p r o c e d u r e c o u l d be u t i l i z e d i n the 
two-phase a l g o r i t h m to improve the s o l u t i o n o b j e c t i v e . However, t h i s 
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improvement w i l l be accompanied by a s u b s t a n t i a l i n c r e a s e i n computa­
t i o n t i m e . 
A number of c o n c l u s i o n s might be drawn from t h e r e s u l t s p r e s e n t e d 
i n t h i s c h a p t e r . F i r s t , the methodo logy d e v e l o p e d appears to be a 
v i a b l e method of g e n e r a t i n g s o l u t i o n s f o r the m u l t i - m o d a l network 
improvement prob lem. A l t h o u g h s o l u t i o n t imes a r e l o n g , t h i s i s c e r t a i n l y 
no t unusua l f o r prob lems o f t h i s s i z e or d e s i g n - c o n s t r u c t i o n p r o j e c t s 
o f t h i s m a g n i t u d e . S o l u t i o n t i m e s might be s h o r t e n e d c o n s i d e r a b l y by 
s e l e c t i n g an ALPHA o f 1 . 0 and an EPSILON as l a r g e as modal s p l i t e r r o r 
t o l e r a n c e s w i l l p e r m i t . S o l u t i o n t i m e s might be f u r t h e r s h o r t e n e d by as 
much as 50% by e l i m i n a t i n g the Phase I p o r t i o n o f the two-phase a l g o ­
r i t h m . However, the l a t t e r e f f o r t may cause an a p p r e c i a b l e d e t e r i o r a ­
t i o n i n the v a l u e o f t h e o b j e c t i v e . 
Second, any r e a s o n a b l e s e a r c h procedure deve loped f o r t h i s method­
o l o g y must c o n s i d e r v a r y i n g b o t h the s e t o f i n i t i a l modal s p l i t s and the 
s e t of i n i t i a l a r c l e n g t h s . One such r e a s o n a b l e s e a r c h procedure might 
be a s f o l l o w s : 
( 1 ) S e l e c t a group o f i n i t i a l modal s p l i t s e t s t o be i n v e s t i ­
g a t e d . T h i s group might c o n t a i n the s e t s of extreme modal 
s p l i t s a s d e f i n e d i n Chapter I I I . 
( 2 ) For some i n i t i a l modal s p l i t s e t i n t h i s g r o u p , randomly 
g e n e r a t e a s e t o f i n i t i a l a r c l e n g t h s and use the method­
o l o g y to o b t a i n the s o l u t i o n . Cont inue g e n e r a t i n g s e t s o f 
i n i t i a l a r c l e n g t h s and s o l v i n g u n t i l n c o n s e c u t i v e s o l u ­
t i o n s a r e o b t a i n e d which a r e n o t b e t t e r by X% than the b e s t 
p r e v i o u s s o l u t i o n . A t t h i s p o i n t , t e r m i n a t e e f f o r t s on 
t h i s i n i t i a l modal s p l i t s e t , s e l e c t a new s e t from the 
g r o u p , and i t e r a t e . 
The r e s u l t s of any s e a r c h p r o c e d u r e can be p l o t t e d on a t o t a l s a v i n g s -
i n v e s t m e n t graph s i m i l a r to t h a t o f F i g u r e 4 - 5 a b o v e . A f t e r d e f i n i n g 
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the maximum s a v i n g s e n v e l o p e over i n v e s t m e n t , the d e c i s i o n maker might 
then s e l e c t the p r e f e r r e d c o m b i n a t i o n of inves tment and t o t a l s a v i n g s . 
F i n a l l y , the tendency of s o l u t i o n s g e n e r a t e d from many s t a r t i n g 
p o i n t s to c l u s t e r around c e r t a i n p o i n t s on a l l graphs tends to i n d i c a t e 
t h e p r e s e n c e of l o c a l o p t i m a l s o l u t i o n s to the m u l t i - m o d a l network 
improvement prob lem. T h i s f i n d i n g would not be i n c o n s i s t e n t g i v e n the 
nonconvex n a t u r e of t h i s prob lem. 
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CHAPTER V 
AN EXTENSION OF THE METHODOLOGY TO INCLUDE MULTIPLE COMMODITIES 
In Chapter I I , S e c t i o n 1 , an assumpt ion was made t h a t a l l f l o w s 
on the network b e l o n g e d to t h e same t r a n s p o r t commodity c l a s s . T h i s i s 
a tenuous as sumpt ion a t b e s t . In r e a l problems t h e r e are thousands of 
t r a n s p o r t commodity c l a s s e s , each w i t h i t s v e r y own t r a n s p o r t c h a r a c t e r ­
i s t i c s [Bureau of the Census , 1 9 7 5 ] . Jones has i d e n t i f i e d 53 d i f f e r e n t 
t r a n s p o r t commodity c l a s s e s f o r use i n the M u l t i - S t a t e C o r r i d o r Research 
P r o j e c t [ J o n e s , 1 9 7 7 ] . Thus , i t would be h i g h l y d e s i r a b l e to ex tend the 
methodo logy d e v e l o p e d i n Chapter I I I t o the m u l t i - c o m m o d i t y c a s e . Note 
t h a t i n t h i s c h a p t e r m u l t i - c o m m o d i t y r e f e r s to m u l t i - t r a n s p o r t commodity 
c l a s s e s . The purpose o f t h i s c h a p t e r i s t o e x t e n d the methodo logy 
d e v e l o p e d i n Chapter I I I t o the m u l t i - c o m m o d i t y c a s e . The development 
w i l l f o l l o w d i r e c t l y from t h a t o f Chapter I I I . 
1 . M o d e l l i n g Assumpt ions and the F o r m u l a t i o n 
1 . 1 M o d e l l i n g A s s u m p t i o n s 
C o n s i d e r the s e t o f m o d e l l i n g a s s u m p t i o n s made i n Chapter I I , 
S e c t i o n 1 . A number of m o d i f i c a t i o n s and a d d i t i o n s must be made. F i r s t , 
each t r a n s p o r t f a c i l i t y r e p r e s e n t e d by an arc can c a r r y f l o w o f any com­
m o d i t y . Second , each such a r c has a s e t o f arc t r a n s p o r t c h a r a c t e r i s ­
t i c s (ATC) f o r each commodity. T h i s i m p l i e s t h a t the c o s t , t i m e , and 
t ime v a r i a b i l i t y may n o t be un i form f o r a l l commodit ies u s i n g a g i v e n 
a r c . A d i r e c t r e s u l t o f the second assumpt ion i s t h a t , w h i l e the 
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f u n c t i o n r e l a t i n g an a r c ' s ATC and i n v e s t m e n t r e t a i n s i t s g e n e r a l form, 
the parameters of the f u n c t i o n become commodity s p e c i f i c . T h i r d , 
a l t h o u g h the g e n e r a l form of t h e modal s p l i t model remains the same, the 
parameters o f the model become commodity s p e c i f i c . F i n a l l y , c o n s i d e r 
the f i r s t p a r t of the e i g h t h assumpt ion g i v e n i n Chapter I I , S e c t i o n 1. 
I t s t a t e s t h a t f o r any l e v e l o f inves tment on an a r c , o n l y one s e t of 
p h y s i c a l improvements w i l l be c o n s i d e r e d . J u s t i f i c a t i o n f o r t h i s 
a s sumpt ion came from the f a c t t h a t f o r each l e v e l o f arc i n v e s t m e n t , p r e ­
l i m i n a r y s c r e e n i n g had i d e n t i f i e d the b e s t p h y s i c a l improvement. Now, 
c o n s i d e r the m u l t i - c o m m o d i t y c a s e . For l i n e - h a u l a r c s the assumpt ion 
may s t i l l be r e a s o n a b l e . However, f o r l o a d i n g , u n l o a d i n g , and i n t e r ­
modal t r a n s f e r a r c s , the p h y s i c a l improvement may no t o n l y depend upon 
l e v e l of i n v e s t m e n t , but a l s o upon the s p e c i f i c commodity u s i n g the 
f a c i l i t y . The r e a s o n i s t h a t equipment used i n t h i s type f a c i l i t y i s 
commodity dependent . For example , i f one were to spend $100,000 t o 
improve the l o a d i n g o f lumber , he would p r o b a b l y no t spend i t i n the 
same way were he to improve the l o a d i n g o f g r a i n . One p o s s i b l e method 
of d e a l i n g w i t h t h i s problem i s t o expand the number o f a r c s , r e p l a c i n g 
each l o a d i n g , u n l o a d i n g , or i n t e r m o d a l t r a n s f e r arc w i t h an arc f o r each 
commodity . Of c o u r s e , f l o w o f commodity x would n o t be p e r m i t t e d on an 
arc c o r r e s p o n d i n g to commodity y . However, f o r the purposes o f the f o l ­
lowing d i s c u s s i o n , assume t h a t the i n i t i a l a s sumpt ion i s s t i l l v a l i d . 
1.2 The F o r m u l a t i o n 
The f o r m u l a t i o n of the m u l t i - c o m m o d i t y problem can be s t a t e d a s : 
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Problem MP: Min Z = \ \ \ \ y p c J 
y r d L p 
reO ceC deD peP , j £ A * \ 
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L . , U . 
J J 
c c c 
a l , a 2 , a 3 
c C ( I . ) J J 
i n v e s t m e n t on a r c j 
E f l o w of commodity c on path p from node r t o d 
E t o t a l demand f o r commodity c from node r a t node d 
E l o w e r and upper bounds f o r i n v e s t m e n t on a r c j 
E modal s p l i t parameters f o r commodity c 
E u n i t t r a n s p o r t c o s t o f commodity c on arc j a s a f u n c t i o n 
o f I . J 
a l 
E t r a n s p o r t t ime o f commodity c on arc j a s a f u n c t i o n o f I 
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t r a n s p o r t t ime v a r i a n c e o f commodity c on arc j as a f u n c ­
t i o n of I . 
J 
0 E 
D C E 
rd " 
rd 
B r d ( I > 
s e t of o r i g i n nodes 
s e t of d e s t i n a t i o n s f o r commodity c a s s o c i a t e d w i t h o r i g i n r 
s e t of p a t h s c o n n e c t i n g r and d 
th 
s e t of a r c s compr i s ing p pa th c o n n e c t i n g r and d 
s e t of maximum u t i l i t y p a t h s c o n n e c t i n g r and d f o r com­
m o d i t y c g i v e n an i n v e s t m e n t v e c t o r I . The s e t i n c l u d e s 
one p a t h f o r each mode i n c l u d i n g the m u l t i - m o d a l o p t i o n 
where i t i s d i s t i n c t from a s i n g l e - m o d e p a t h . 
s e t of network nodes 
s e t of network a r c s 
s e t of commodi t i e s 
2 . The S o l u t i o n Methodology 
2 . 1 Cont inuous Opt imal A d j u s t m e n t Extended t o M u l t i p l e Commodit ies 
The g e n e r a l methodo logy o f c o n t i n u o u s o p t i m a l a d j u s t m e n t can be 
e a s i l y ex tended to m u l t i p l e c o m m o d i t i e s : 
( 1 ) F i x the i n i t i a l modal s p l i t f o r each commodity between each 
0-D p a i r . 
( 2 ) Determine the 0-D demand by commodity and mode. 
( 3 ) S o l v e the r e s u l t i n g m u l t i - c o m m o d i t y , m u l t i - m o d a l network 
improvement problem w i t h f i x e d modal s p l i t s . 
( 4 ) For each commodity , does the f i x e d s e t of modal s p l i t s 
a g r e e w i t h the s e t o f modal s p l i t s f e a s i b l e w i t h r e s p e c t t o 
( 5 - 2 ) , ( 5 - 3 ) g i v e n the s o l u t i o n of ( 3 ) above? 
( a ) I f y e s , go to ( 5 ) b e l o w . 
(b) O t h e r w i s e , a d j u s t the assumed modal s p l i t s and go to 
( 2 ) a b o v e . 
( 5 ) I s the s o l u t i o n s a t i s f a c t o r y ? 
(a ) I f y e s , t e r m i n a t e . 
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(b) O t h e r w i s e , de termine a c o m p l e t e l y d i f f e r e n t s e t o f 
i n i t i a l modal s p l i t s and r e t u r n to (2) a b o v e . 
The g e n e r a l m u l t i - c o m m o d i t y methodo logy i s a l m o s t i d e n t i c a l t o tha t 
o f the s i n g l e - c o m m o d i t y . The o n l y d i f f e r e n c e i s the need to c o n s i d e r 
a s e t of modal s p l i t s f o r each commodity f o r an 0-D p a i r . Le t MMS^ 
F 
be the i n i t i a l s e t of modal s p l i t s and l e t MMS be the f e a s i b l e s e t . 
Le t MP1(MMS°) be the m u l t i - c o m m o d i t y , m u l t i - m o d a l network improvement 
problem w i t h f i x e d modal s p l i t s . 
2.2 MP1(MMS°): The M u l t i - c o m m o d i t y , M u l t i - m o d a l Network Improvement 
Problem w i t h F ixed Modal S p l i t s 
A f t e r adding nodes and a r c s e x a c t l y a s was done f o r Problem 
P1 ( M S ° ) , MP1(MMS°) can be s t a t e d i n n o d e - a r c terms a s : 
c c  
Problem MP1(MMS ) : 
( 5 - 5 ) 
s . t . 
= h . rc V i e N , r e O , c e C ( 5 - 6 ) 
r c ¥ j £ A , c e C ( 5 - 7 ) 
r £ 0 J 
f r C 
J 
f r c 1 
= 0 V j £ ITA, r £ SMO, c £ C 
¥ j £ A , r £ 0 , c £ C 
( 5 - 8 ) 
(5-9) > 0 
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L . < I . < U. V j £ A ( 5 - 1 0 ) 
J J J 
For each commodity, 0 -D f l o w s must occur o n l y on ( 5 - 1 1 ) 
maximum u t i l i t y modal p a t h s . I f t h e r e i s more than 
one maximum u t i l i t y path f o r any commodity, 0 -D 
p a i r , and mode, i t i s assumed t h a t a l l f l o w o c c u r s 
on o n l y one p a t h . 
where: 
c — 
f = t o t a l f l o w of commodity c on a r c j 
r c — 
f. = t o t a l f l o w of commodity c from node r on arc j 
- x C . i f i e D° 
r i r 
h r c = \ l x c . if i - r 
J 1 
0 o t h e r w i s e 
c _ 
x _ = f l o w of commodity c from o r i g i n i to d e s t i n a t i o n j 
E s e t of a r c s o r i g i n a t i n g a t node i 
E s e t o f a r c s t e r m i n a t i n g a t node i 
SMO E s e t of s i n g l e - m o d e o r i g i n s 
ITA E s e t o f i n t e r m o d a l t r a n s f e r a r c s 
As was the c a s e w i t h problem P l ( M S ^ ) , c o n s t r a i n t s e t ( 5 - 1 1 ) i s redundant 
and can be e l i m i n a t e d . The p r o o f f o l l o w s d i r e c t l y from the p r e v i o u s 
p r o o f . 
P r o c e e d i n g as b e f o r e , assume t h a t the ATC f o r any commodity c 
and a r c j a r e r e l a t e d to the arc i n v e s t m e n t I . by f u n c t i o n s of the form: 
CJ (V = B L J ( I J " Z J ) 2 + d l 3 ( 5 " 1 2 ) 
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t C(I.) J J b^.(I. 2j J ^





v ^ ) 2 + d ^ . J 3j (5-14) 
where: 
c —c —c —c c 
b ^ j , C j , t , V j a r e commodity c specific parameters for arc j 
Again using the Steenbrink decomposition procedure to solve problem 
MP1(MMS°), a subproblem is solved for each arc: 
Problem MSI. (MMS ) : J Min 7 (A?f?I
2 + B Cf CI. + c Cf C) + I. 
l m c £ c J J J J J J J J J 
(5-15) 
s.t. L. < I. < U. 






c c a„ a„ 
Ac c , 2 u c , 3 u c A. = b n . + — b + — b J lj c 2j c 3j 
a l a l 
(5-18) 
B. = -2 
c c a„ a 
u c -c , 2 u c -c 3 u c -c 
i b n .c. + — b„.t. + — b_.v. 
I lj J c 2j j c 3j j 
a l a l 
(5-19) 
a l a l 
(5-20) 
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o r , a f t e r r e a r r a n g i n g t e r m s : 
( 5 - 2 1 ) 
s . t . L . < I . < U. 
1 J J 
( 5 - 2 2 ) 
I f the v e c t o r f . i s f i x e d , i . e . , f l o w i s f i x e d on a r c j f o r 
3 J 
a l l c o m m o d i t i e s , then the o b j e c t i v e ( 5 - 2 1 ) i s the sum of a convex qua­
d r a t i c , a l i n e a r term, and a c o n s t a n t . Thus , ( 5 - 2 1 ) i s c o n v e x , 
MSlj(MMS^) i s a convex program, and t h e Kuhn-Tucker c o n d i t i o n s a p p l y : 
Theorem 5 . 1 
The o p t i m a l s o l u t i o n to MS1.(MMS ) i s d e f i n e d b y : 








i f I . < L . 
J " J 
i f L . < I . < U. 
J J " J 
i f I . > U. 
J J 
( 5 - 2 3 ) 
where: 
I . = 
3 
( 5 - 2 4 ) 
Proof. The Kuhn-Tucker c o n d i t i o n s f o r MS1.(MMS ) a r e : 
1 2 8 
CD 21* y A ^ f 0 + y B c f c + I - V L + v n = 
3 c£C 3 3 c£C 3 3 1 2 
Case 1 
I f I . < L . 
J J 
L e t : I * = L . 
J J 
v = 2L. I A C f ° + I B C f C + 1 
3 c£C 3 3 c£C 3 3 
v 2 - 0 
C l e a r l y c o n d i t i o n s 1, 2, 3, and 4 a r e s a t i s f i e d . 
T h u s , i f > 0 , then the K-T c o n d i t i o n s a r e s a t i s f i e d , 
N o t e : i. < L . 
J ~ J 
.*. v > 21. I A ? f ° + I B C f C + 1 = 0 
J c£C J J c£C 3 3 
Thus , t h e K-T c o n d i t i o n s are s a t i s f i e d f o r Case 1. 
Case 2 
L . < I . < U. 
J ~ J ~ J 
L e t : I * = i . 
J J 
v x = v 2 = 0 
C l e a r l y c o n d i t i o n s 2, 3, 4, and 5 a r e s a t i s f i e d . 
Regarding c o n d i t i o n 1: 
21. J A ° f ? + J B ° f ? + 1 - v.. + v = 0 
(2) v - ( L . - I * ) = 0 
1 J J 
( 3 ) v 2 ( I * - U . ) = 0 
(4) L . < I . < U. 
J " J J 
(5) v ± i v 2 > 0 
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T h e r e f o r e , a l l K-T c o n d i t i o n s a r e s a t i s f i e d f o r Case 2 . 
Case 3 
I . > U. 
L e t : I * = U. 
J J 
v , - 0 
v = - 2 U . I A C f C - I B ? f C + 1 
J ceC J J ceC J 3 
C o n d i t i o n s 1 , 2 , 3 , and 4 a r e s a t i s f i e d . Thus , i f > 0 , then the K-T 
c o n d i t i o n s a r e s a t i s f i e d . 
N o t e : I , > U. 
3 ~ 3 
/ \ 
. ' . v > - 2 1 . I A C f ? - I BC.fC. + 1 = 0 
3 ceC 3 3 ceC 3 3 
Thus , the K-T c o n d i t i o n s a r e s a t i s f i e d f o r a l l t h r e e c a s e s . 
Q.E.D. 
S u b s t i t u t i n g the r e s u l t s o f Theorem 5 . 1 i n t o ( 5 - 1 5 ) : 
f I A . f . + L . I B ? f C + 1 + 1 c ^ 
3 c£C 3 3 3 P C P 3 3 J s*c-r ^ ̂  ceC 
C-c 
ceC 
i f I . < L . 
J " 3 
I B . f . + 1 
ceC 3 3 c ,-C 
4 I A c f c 
ceC J J 
CEC 3 3 
i f L . < I . < U. 
3 " 3 " 3 
( 5 - 2 5 ) 
Uf I A ? f C + U . I B C f C + 1 + I cCAf 
3 ceC 3 3 3 ^ceC 3 3 J ceC 
c,-c i f I . > U. 
3 ~ 3 
As f o r the p r o p e r t i e s of H . ( f . ) : 
3 3 
Theorem 5 . 2 
H . ( f . ) i s b o t h c o n t i n u o u s and d i f f e r e n t i a b l e f o r f e a s i b l e f . . 
3 3 3 
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Proof. Over the r e g i o n where I . < L . and I . > U . , H . ( f . ) i s 
J J J 3 3 3 
l i n e a r , c o n t i n u o u s , and d i f f e r e n t i a b l e . 
Over t h e r e g i o n where L . < I . < TJ., H . ( f . ) i s p s e u d o - c o n c a v e , 
3 J J J J 
c o n t i n u o u s , and d i f f e r e n t i a b l e [Bazaraa and S h e t t y , 1 9 7 5 ] . Thus , the 
o n l y r e g i o n s i n q u e s t i o n a r e t h o s e where: 
a) I J - L J 
( 2 ) I . = U . 
H ( f ) i s t r i v i a l l y c o n t i n u o u s o v e r b o t h r e g i o n s . As f o r d i f f e r e n t i a ­b i l i t y : 
( 1 ) C o n s i d e r t h e f i r s t r e g i o n i n q u e s t i o n : I . = L . . For the 
1 1 
l i n e a r segment: J 
3H.(f.) 9 
J J = L 2 A ? + L . B ? + c C 
df 
c J J J J 3 
For the p s e u d o - c o n c a v e segment: 
9 H . ( f . ) 
3 3 T 2 A c . T „ c , c J = L . A . + L . B . + c 
c 
j 9f
c 3 3 3 3 3 
T h u s , H ( f ) i s d i f f e r e n t i a b l e over t h i s r e g i o n . 




For the l i n e a r segment: 
9 M F J 
1 - J _ - U 2 A C + U B C + c ? 
- c J J J J 
131 
3 H . ( f . ) 9 
3 3 = U2AC + U B? + C C c J J 3 3 3 9f 
3 
Thus , H . ( f . ) i s c o n t i n u o u s and d i f f e r e n t i a b l e over f e a s i b l e 
( f j ) . J J 
Q . E . D . 
Theorem 5 . 3 
H . ( f . ) i s p s e u d o - c o n c a v e f o r f e a s i b l e f . . 
3 3 3 
Proof. F o l l o w s d i r e c t l y from f a c t t h a t each segment i s p s e u d o -
concave and ^ j ( f j ) ^ s c o n t i n u o u s and d i f f e r e n t i a b l e . 
Q . E . D . 
The S t e e n b r i n k type mas ter problem can now be s t a t e d a s : 
Problem MP2(MMS°): Min £ H . ( f . ) ( 5 - 2 6 ) 
j £ A J J 
s . t . 
I fT.c - I f r c = h r c V i £ N, r £ 0 , c £ C ( 5 - 2 7 ) 
j£W± 3 jeV± 3 1 
f C = I f r C ¥ j £ A , c £ C ( 5 - 2 8 ) 
3 reO 3 
f j ° = 0 ¥ j £ ITA, r £ SMO, c £ C ( 5 - 2 9 ) 
f r c > 0 ¥ j £ A , r £ 0 , c £ C ( 5 - 3 0 ) 
where H j ( f j ) i s d e f i n e d i n ( 5 - 2 5 ) . Note t h a t problem MP2(MMS°) i s a 
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m u l t i - c o m m o d i t y , u n c a p a c i t a t e d t r a n s p o r t a t i o n as s ignment problem w i t h 
p s e u d o - c o n c a v e a r c d i s u t i l i t i e s . S e v e r a l p r o p e r t i e s of MP2(MMS^) shou ld 
be n o t e d : 
( 1 ) MP2(MMS^) i s a t r u e m u l t i - c o m m o d i t y prob lem. Problem 
n 
P 2 ( M S U ) was m u l t i - c o m m o d i t y i n the s e n s e t h a t f l o w from each 
o r i g i n was c o n s i d e r e d a s e p a r a t e commodity. However, arc 
d i s u t i l i t y was based o n l y on t o t a l arc f l o w i r r e s p e c t i v e o f 
where the f l o w o r i g i n a t e d . For Problem MP2(MMS^) s e v e r a l 
commodi t i e s may o r i g i n a t e a t t h e same o r i g i n . Furthermore , 
f l o w s of t h e s e commodi t i es must m a i n t a i n t h e i r i d e n t i t y i n 
o r d e r to c a l c u l a t e arc d i s u t i l i t y , s i n c e i d e n t i c a l f l o w s o f 
d i f f e r e n t commodi t i e s may have d i f f e r e n t e f f e c t s on an a r c ' s 
c u m u l a t i v e d i s u t i l i t y . 
( 2 ) The sum of t h e p s e u d o - c o n c a v e H j ( f j ) i s not n e c e s s a r i l y 
p s e u d o - c o n c a v e . Thus , t h e r e i s a q u e s t i o n o f whether an 
o p t i m a l s o l u t i o n must l i e a t an extreme p o i n t of the s o l u ­
t i o n s p a c e . However, i t shou ld be noted t h a t s i n c e the 
problem i s u n c a p a c i t a t e d , an extreme p o i n t s o l u t i o n c o r r e s ­
ponds to one i n which each 0-D f l o w of a commodity o c c u r s 
on a s i n g l e p a t h . T h i s p r o p e r t y has a l r e a d y been e s t a b l i s h e d 
f o r a l o c a l o p t i m a l s o l u t i o n of MPl(MMS^). Thus , s i n c e t h e 
o p t i m a l f l o w p a t t e r n of MP2(MMS^) must c o r r e s p o n d to t h a t of 
MPl(MMS^), i t can be i n f e r r e d t h a t an o p t i m a l s o l u t i o n to 
MPI(MMSO) can a lways be assumed t o l i e a t an extreme p o i n t . 
( 3 ) A l o c a l o p t i m a l s o l u t i o n o f MP2(MMS^), l y i n g a t an extreme 
p o i n t , need not be a g l o b a l optimum. T h i s f o l l o w s from the 
f a c t t h a t MP2(MMS^) i s no t a convex program. 
A r e a s o n a b l e s o l u t i o n p r o c e d u r e f o r problem MP2(MMS^) might be 
an e x t e n s i o n of the Yaged A l g o r i t h m . A l o c a l o p t i m a l s o l u t i o n to the 
problem has s e v e r a l p r o p e r t i e s s i m i l a r t o t h o s e o f Problem P2(MS^) : 
P r o p e r t y 1 . For any l o c a l o p t i m a l s o l u t i o n , e i t h e r : 
( a ) A l l f l o w of any commodity between any 0-D p a i r o c c u r s on a 
s i n g l e p a t h , or 
( b ) An e q u i v a l e n t ( i n terms of v a l u e o f the o b j e c t i v e ) l o c a l 
optimum can be determined s a t i s f y i n g P r o p e r t y l . a . 
P r o p e r t y 2 . For any l o c a l o p t i m a l s o l u t i o n , i f f l o w o f any com­
m o d i t y between any 0-D p a i r u s e s path p , and nodes a and b l i e on path p , 
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then t h e f l o w of the same commodity between a and b can a l s o be assumed 
to l i e on pa th p . 
P r o p e r t y 3. A s o l u t i o n i s a l o c a l optimum i f and o n l y i f f o r any 
commodity k t h e f l o w - c a r r y i n g p a t h between each 0-D p a i r i s the s h o r t e s t 
pa th between t h e p a i r where a r c l e n g t h i s d e f i n e d as the f i r s t p a r t i a l 
d e r i v a t i v e of t h e a r c d i s u t i l i t y f u n c t i o n w i t h r e s p e c t t o the f l o w of 
commodity k on the a r c e v a l u a t e d a t t h i s c u r r e n t f l o w . 
The proof of P r o p e r t y 3 i s a d i r e c t e x t e n s i o n of Y a g e d f s p r o o f . 
From t h e s e p r o p e r t i e s i s deve loped the m u l t i - c o m m o d i t y e x t e n s i o n 
of the Yaged A l g o r i t h m : 
I n i t i a l i z a t i o n : Determine an i n i t i a l s e t of arc l e n g t h s f o r each 
commodity b e i n g c o n s i d e r e d . Set o l d a r c f l o w s t o z e r o . 
S tep I . For each commodity c o n s t r u c t s h o r t e s t pa th t r e e s from each 
o r i g i n u s i n g the c u r r e n t s e t o f a r c l e n g t h s f o r t h a t com­
m o d i t y . A s s i g n a l l f l o w of the commodity t o t h e s h o r t e s t 
pa th between each 0-D p a i r . 
Step I I . I f the newly g e n e r a t e d a r c f l o w s a r e e q u i v a l e n t to the o l d 
a r c f l o w s f o r each commodity, go to Step I V . O t h e r w i s e , go 
to Step I I I . 
S tep I I I . For each commodity, de termine a new s e t o f arc l e n g t h s . For 
some arc j and commodity k , t h i s new l e n g t h i s d e f i n e d as 
t h e f i r s t p a r t i a l d e r i v a t i v e of the a r c d i s u t i l i t y f u n c t i o n 
w i t h r e s p e c t to the f l o w of commodity k on the a r c , e v a l u a t e d 
a t t h i s c u r r e n t f l o w . 
L e t the new a r c f l o w s become the o l d arc f l o w s f o r each 
commodity. 
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Go to Step I . 
S tep I V . I s the c u r r e n t s o l u t i o n s a t i s f a c t o r y ? I f n o t , de termine a 
new s e t of arc l e n g t h s f o r each commodity and go to Step I . 
O t h e r w i s e , t e r m i n a t e . 
F i n a l l y , i t may a g a i n prove u s e f u l t o u s e a Phase I t y p e procedure 
p r i o r to u s i n g t h e Yaged e x t e n s i o n . For any arc j t h e a v e r a g e u n i t d i s ­
u t i l i t y of s h i p p i n g commodity k i s d e f i n e d t o b e : 
I . - L . 
a . . = U . . + — L 1 
j k i k f. 
J 
where: 
a . , E a v e r a g e u n i t d i s u t i l i t y o f s h i p p i n g commodity k on arc j 
J K-
U., E u n i t u s e r d i s u t i l i t y o f s h i p p i n g commodity k on arc j 
I . E i n v e s t m e n t on a r c j 
J 
L . E minimum i n v e s t m e n t on arc i 
J 
f . E t o t a l f l o w o v e r a l l commodit ies on arc j 
J 
3 . I m p l e m e n t a t i o n and R e s u l t s 
3 . 1 I m p l e m e n t a t i o n 
The methodo logy d e v e l o p e d i n t h i s c h a p t e r was implemented on the 
G e o r g i a Tech CDC Cyber 74 computing s y s t e m . A l l programming was done in 
the FORTRAN programming l a n g u a g e . The b a s i c f l o w of t h e methodo logy i s 
shown i n t h e f l o w c h a r t i n F i g u r e 5 - 1 b e l o w . The programs which compr i se 
the methodo logy a r e , f o r t h e most p a r t , s i m p l e e x t e n s i o n s o f t h o s e p r e ­
pared f o r the s i n g l e - c o m m o d i t y m e t h o d o l o g y . These programs i n c l u d e MMS, 
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S t a r t 
> f 
Determine a s e t of i n i t i a l 
modal s p l i t s f o r each com­
m o d i t y and 0-D p a i r (MMS°) 
, 3 
For each commodity d e v e l o p 
the 0-D demand f o r the 
expanded network of Problem 
MP2(MMS°) 
* 
For each commodity de termine 
a s e t of i n i t i a l a r c l e n g t h s 
f o r the expanded network of 
Problem MP2(MMS°) 
For each commodity 
d e v e l o p the 0-D 
demand f o r the 
expanded network 
u s i n g t h e new MMS^ 
No 
Use the two-phase procedure 
to s o l v e Problem MP2(MMS°) 
f 
C a l c u l a t e t h e modal s p l i t s 
MMSF f e a s i b l e to the s o l u t i o n 
o f MP2(MMS°) 
> f 
DoMMS°and M M S F s a t i s f y the 
convergence c r i t e r i a ? 
> 
Yes 
I s t h e c u r r e n t 
s a t i s f a c t o r y ? 




F i g u r e 5-1. M a c r o - F l o w c h a r t f o r the Mul t i -Commodi ty A l g o r i t h m 
136 
MINMS, MINFOD, MINAC, MCNCASB, and MTESTMS. The programs a r e l i s t e d 
in Appendix H b e l o w . 
Program MCNCASB, a two-phase s o l u t i o n p r o c e d u r e f o r problem 
MP2(MMS°), i s the o n l y m u l t i - c o m m o d i t y program tha t d i f f e r s s i g n i f i ­
c a n t l y from i t s s i n g l e - c o m m o d i t y c o u n t e r p a r t . A b a s i c f l o w c h a r t of 
MCNCASB i s shown in F i g u r e 5 - 2 b e l o w . The pr imary d i f f e r e n c e between 
t h e s i n g l e - c o m m o d i t y and m u l t i - c o m m o d i t y programs i s the need t o main­
t a i n commodity i d e n t i t y throughout the l a t t e r . T h i s i n c l u d e s the 
expanded 0-D p a i r s , a r c l e n g t h , arc a v e r a g e and m a r g i n a l d i s u t i l i t y 
p a r a m e t e r s , and a r c f l o w s . T h i s need t o m a i n t a i n commodity i d e n t i t y 
f o r a r c l e n g t h and a r c f l o w c r e a t e s a s i g n i f i c a n t c o r e s t o r a g e problem 
on the Cyber 7 4 . I n program CNCASNB t h e s e v a r i a b l e s were m a i n t a i n e d 
i n c o r e . However, in MCNCASB, they must be kept in mass ( d i s k ) s t o r a g e . 
T h i s , in t u r n , c r e a t e s a new problem, t h a t o f e x c e s s i v e t ime spent i n 
i n p u t - o u t p u t ( 1 - 0 ) o p e r a t i o n s . 
The ne twork , i n c l u d i n g b o t h nodes and a r c s , used in the s i n g l e -
commodity i m p l e m e n t a t i o n i s a l s o used i n the m u l t i - c o m m o d i t y implementa­
t i o n . Arc t r a n s p o r t c h a r a c t e r i s t i c (ATC) f u n c t i o n s a r e d e r i v e d i n the 
same manner w i t h the a c t u a l commodity s p e c i f i c v a l u e s of the ATC used 
as the b a s e v a l u e s . Time and t ime v a r i a n c e a r e assumed the same f o r 
a l l commodi t i e s . Note t h a t t h i s w i l l y i e l d a s e t of ATC f u n c t i o n s f o r 
each a r c and commodity. The 0-D f l o w d a t a s e t used in the m u l t i -
commodity i m p l e m e n t a t i o n i s the same as that used p r e v i o u s l y . However, 
the c o m m o d i t i e s , t e x t i l e m i l l p r o d u c t s , lumber and wood, and a g r i c u l t u r a l 
c h e m i c a l s , must now r e t a i n t h e i r i d e n t i t y as w e l l as t h e i r o r i g i n and 
d e s t i n a t i o n . F i n a l l y , the c o m m o d i t y - s p e c i f i c modal s p l i t model 
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Is ICONV = 0? 
No 
Is algorithm in Phase I and 
have we reached maximum 
iterations? 
No 
Let I be the first arc 
I 
Read set of flows for arc 
I, one for each commodity 
Is algorithm in Phase I? 
No 
Read marginal disutility 
parameters for arc I, one 
set for each commodity 
Update the length of arc I 
for each commodity using 
parameters and flows 
Is there another arc? 
Yes 
Let I be the next arc 





ji Begin Phase II 
Yes 
Read set of average 
disutility parame­
ters for arc I, one 
set for each 
commodity 
No 
Writes current 0-D disutility for each 
commodity and expanded 0-D pair 
Stop 
Figure 5-2. F lowchart f o r MCNCAS1 
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parameters used a r e t h o s e g i v e n by J o n e s : [ J o n e s , 1 9 7 7 ] 
SIC 2 2 : a ± = - . 0 2 8 7 
a 2 = - . 0 0 0 1 2 
a 3 = - . 0 0 1 3 
SIC 2 4 : a = - . 0 1 
a 2 = - . 0 0 0 0 0 1 6 
a 3 = - . 0 0 0 3 
SIC 2 8 7 : a = - . 0 1 
a 2 = - . 0 0 0 3 3 
a 3 = - . 0 0 0 4 
A g g r e g a t e s t a t i s t i c s r e l a t i n g t o t h e s i z e o f the r e s u l t i n g p r o b ­
lem a r e shown i n T a b l e 5 - 1 b e l o w . 
3 . 2 R e s u l t s 
The b a t t e r y o f programs d e s c r i b e d i n S e c t i o n 3 . 1 above was used 
to o b t a i n s o l u t i o n s to the problem d e s c r i b e d i n the same s e c t i o n . The 
t e s t runs were made i n the same manner as t h o s e of the s i n g l e - c o m m o d i t y 
prob lem. For a r e v i e w o f t h o s e t e s t runs s e e Chapter I V , S e c t i o n 2 . 1 . 
S e l e c t e d r e s u l t s from the t e s t runs a r e g i v e n i n Appendix F. 
The m u l t i - c o m m o d i t y methodology converged f o r a l l t e s t r u n s . The 
minimum CPU t ime r e q u i r e d f o r convergence was 1394 s e c o n d s , the maximum 
2 5 0 4 s e c o n d s , and the a v e r a g e 2 0 9 2 s e c o n d s . The o v e r a l l computa t ion t ime 
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T a b l e 5 - 1 . Approx imate A g g r e g a t e S t a t i s t i c s of Problem 
A c t u a l t r a n s p o r t f a c i l i t i e s 2 6 0 0 
A r c s ( a f t e r network e x p a n s i o n ) 3 0 0 0 
Zones 1 2 0 
Nodes ( p r i o r to e x p a n s i o n ) 8 4 0 
Nodes ( a f t e r e x p a n s i o n ) 1 0 0 0 
0-D p a i r s ( p r i o r to e x p a n s i o n ) 63 
0-D p a i r s ( a f t e r e x p a n s i o n ) 227 
T r a n s p o r t commodity c l a s s e s 3 
Math programming commodity c l a s s e s * 14 
( p r i o r t o e x p a n s i o n ) 
Math programming commodity c l a s s e s * 56 
( a f t e r e x p a n s i o n ) 
* I n the m a t h e m a t i c a l programming l i t e r a t u r e a commodity 
i s u s u a l l y d e f i n e d by o r i g i n and by a s e t of a r c c o s t s 
( a l t e r n a t i v e l y , by d e s t i n a t i o n and by arc c o s t s ) . The 
term commodity a s used i n t h i s r e s e a r c h i s d e f i n e d by 
arc c o s t s o n l y . 
was the r e s u l t of two f a c t o r s : 
( 1 ) The number of m a c r o - i t e r a t i o n s of the m e t h o d o l o g y . 
( 2 ) The CPU t ime f o r each m a c r o - i t e r a t i o n . 
The minimum number o f m a c r o - i t e r a t i o n s was two and the maximum t h r e e . 
The minimum CPU t ime r e q u i r e d f o r a m a c r o - i t e r a t i o n was 238 s e c o n d s , the 
maximum 1 0 0 8 s e c o n d s , and the a v e r a g e 7 3 0 s e c o n d s . The t ime r e q u i r e d 
f o r a m a c r o - i t e r a t i o n was de termined by two f a c t o r s : 
( 1 ) The number o f m i c r o - i t e r a t i o n s c o n s t i t u t i n g the m a c r o -
i t e r a t i o n . 
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( 2 ) The t ime r e q u i r e d f o r each m i c r o - i t e r a t i o n . 
The minimum number o f m i c r o - i t e r a t i o n s i n a m a c r o - i t e r a t i o n was two 
and the maximum was e i g h t . As the methodology approached c o n v e r g e n c e , 
t h e number o f m i c r o - i t e r a t i o n s per m a c r o - i t e r a t i o n d e c r e a s e d . The 
a v e r a g e number o f m i c r o - i t e r a t i o n s r e q u i r e d f o r the f i r s t macro-
i t e r a t i o n was 6 . 5 , t h e a v e r a g e f o r the second was 5 . 8 , and the a v e r ­
age f o r the t h i r d was 4 . 6 . 
The a v e r a g e CPU t ime f o r a m i c r o - i t e r a t i o n was 126 s e c o n d s . 
Each m i c r o - i t e r a t i o n c o n s i s t e d of a number of components: 
( 1 ) For each commodity: 
( a ) Reading the c u r r e n t s e t of arc l e n g t h s f o r the 
commodity. 
(b ) C o n s t r u c t i n g the s e t of s h o r t e s t path t r e e s f o r 
t h e commodity and a s s i g n i n g commodity f l o w to 
t h e network . 
( c ) W r i t i n g the commodity f l o w f o r each a r c . 
( 2 ) Reading a s e t of 12 arc d i s u t i l i t y parameters f o r each a r c . 
Reading t h e l a t e s t s e t of commodity f l ows f o r each a r c . 
C a l c u l a t i n g t h e new s e t s of arc l e n g t h s , one s e t f o r each 
commodity. W r i t i n g the new s e t s o f arc l e n g t h s . 
A t o t a l o f 56 t r e e s were c o n s t r u c t e d in each m i c r o - i t e r a t i o n . 
Now, c o n s i d e r t h e e f f e c t s o f the f a c t o r s l i s t e d i n T a b l e 4 - 1 on 
t h e r a t e o f c o n v e r g e n c e . Note t h a t s i n c e the number of m i c r o - i t e r a t i o n s 
r e q u i r e d f o r convergence i s r o u g h l y p r o p o r t i o n a l t o t i m e , t h i s number 
can be used as a measure of r a t e o f c o n v e r g e n c e . C o n s i d e r the e f f e c t 
of the f i r s t f a c t o r , the s e t o f i n i t i a l modal s p l i t s M S ° . M i c r o -
i t e r a t i o n s a r e p l o t t e d a g a i n s t i n i t i a l modal s p l i t s i n F i g u r e 5 - 3 be low. 
H o l d i n g a l l o t h e r f a c t o r s c o n s t a n t , the methodology converged a t a p p r o x i ­
m a t e l y the same r a t e , 3 m a c r o - i t e r a t i o n s and 16 to 20 m i c r o - i t e r a t i o n s , 
Set of Initial 
Arc Lengths: 
A - ' 
B - o 
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Fig. 5.3. Initial Modal Split Versus Rate of Convergence 
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f o r most i n i t i a l modal s p l i t s . Obvious e x c e p t i o n s i n v o l v e d the s p l i t s 
1 1 1 0 and 0 1 1 0 which converged i n 2 m a c r o - i t e r a t i o n s and 12 to 13 m i c r o -
i t e r a t i o n s . 
Second, c o n s i d e r the e f f e c t of the modal s p l i t updat ing parameter 
ALPHA. R e s u l t s a r e shown i n T a b l e 5 - 2 be low. 
T a b l e 5 - 2 . E f f e c t o f ALPHA on Rate o f Convergence 
S e t of I n i t i a l M a c r o - M i c r o -
Run Arc Lengths ALPHA I t e r a t i o n s I t e r a t i o n s 
22 A 1 . 0 2 13 
25 A . 8 3 19 
23 B 1 . 0 2 13 
26 B . 8 3 19 
24 C 1 . 0 2 13 
27 C . 8 3 19 
N o t e t h a t changing ALPHA f rom 1 . 0 to . 8 r e s u l t e d i n i n c r e a s e s i n the 
number o f m a c r o - i t e r a t i o n s from two to t h r e e and i n the number o f m i c r o -
i t e r a t i o n s from 13 to 1 9 . N e x t , c o n s i d e r the e f f e c t of the t h i r d f a c t o r , 
the modal s p l i t convergence parameter EPSILON. From runs 28 and 2 9 , i t 
shou ld be n o t e d tha t as EPSILON was d e c r e a s e d from . 0 2 to . 0 1 , the 
number o f m a c r o - i t e r a t i o n s i n c r e a s e d from 2 to 3 and the number o f 
m i c r o - i t e r a t i o n s i n c r e a s e d from 12 to 1 8 . Runs 1 1 and 30 demonstrated 
l i t t l e d i f f e r e n c e i n convergence as EPSILON was d e c r e a s e d from . 0 2 to 
. 0 1 . 
N e x t , c o n s i d e r the e f f e c t o f u t i l i z i n g a Phase I type procedure 
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i n the two-phase a l g o r i t h m . From runs 1 through 6 i t s h o u l d be noted 
t h a t i t s u se had no e f f e c t on the number o f m a c r o - i t e r a t i o n s r e q u i r e d 
f o r c o n v e r g e n c e . A l l runs r e q u i r e d 3 m a c r o - i t e r a t i o n s . The number of 
m i c r o - i t e r a t i o n s r e q u i r e d f o r convergence a r e shown i n T a b l e 5 - 3 b e l o w . 
S e v e r a l p o i n t s shou ld be n o t e d : 
( 1 ) The u s e o f a Phase I procedure i n c r e a s e d the number of 
m i c r o - i t e r a t i o n s by a p p r o x i m a t e l y 50%. 
( 2 ) A l t h o u g h the use o f the Phase I procedure d e c r e a s e d the 
number o f Yaged type Phase I I i t e r a t i o n s r e q u i r e d , the 
Phase I i t e r a t i o n s more than made up f o r t h i s d e c r e a s e . 
F i n a l l y , c o n s i d e r the e f f e c t o f the i n i t i a l s e t of arc l e n g t h s . R e t u r n ­
ing to F i g u r e 5 - 3 a b o v e , i t shou ld be n o t e d t h a t t h i s f a c t o r d i d n o t 
c a u s e t h e r a t e of convergence to change g r e a t l y . The maximum change was 
3 m i c r o - i t e r a t i o n s . Note a l s o t h a t no s e t o f i n i t i a l arc l e n g t h s u n i ­
f o r m l y h a s t e n e d or impeded c o n v e r g e n c e . 
N e x t , the s o l u t i o n s o b t a i n e d from the t e s t runs a r e a n a l y z e d w i t h 
r e s p e c t to t h r e e c h a r a c t e r i s t i c s : t o t a l s a v i n g s over c u r r e n t t o t a l d i s ­
u t i l i t y a s s o c i a t e d w i t h the network ( t h e o b j e c t i v e ) , i n v e s t m e n t o v e r the 
c u r r e n t minimum l e v e l , and u s e r s a v i n g s o v e r c u r r e n t l e v e l . A l l v a l u e s 
a r e g i v e n i n terms o f m i l l i o n s of e q u i v a l e n t annual d o l l a r s . The c u r r e n t 
v a l u e s were e s t i m a t e d a s : 
T o t a l d i s u t i l i t y - 9 , 4 6 3 
Inves tment - 2 6 9 
User d i s u t i l i t y - 9 , 1 9 4 
The t o t a l s a v i n g s a s s o c i a t e d w i t h t h e s o l u t i o n s ranged from a 
minimum of 4 8 1 f o r run 3 t o a maximum o f 6 4 4 f o r run 2 2 . Inves tment 
a s s o c i a t e d w i t h s o l u t i o n s ranged from a minimum of 1 5 3 f o r run 14 t o a 
Table 5-3. Effect of Phase I Procedure on Rate 






1 A 0 
4 A 5 
2 B 0 
5 B 5 
3 C 0 
6 C 5 
I II III Totals 
Phase II Total Phase I Phase II Total Phase I Phase II Total Phase I Phase II Total 
4 4 0 5 5 0 2 2 0 11 11 
2 7 4 2 6 3 2 5 12 6 18 
5 5 0 5 5 0 2 2 0 12 12 
2 7 4 2 6 3 2 ' 5 12 6 18 
5 5 0 6 6 0 2 2 0 13 13 
2 7 4 2 6 3 2 * 5 12 6 18 
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maximum of 169 f o r runs 1 1 , 2 2 , 2 5 , and 3 0 . User s a v i n g s a s s o c i a t e d 
w i t h s o l u t i o n s ranged from a minimum o f 6 4 0 f o r run 3 to a maximum of 
8 1 4 f o r run 2 2 . The o b j e c t i v e , t o t a l s a v i n g s , i s p l o t t e d a g a i n s t i n v e s t 
ment i n F i g u r e 5 - 4 b e l o w . Note t h a t a l t h o u g h t h e b e s t s o l u t i o n s o c c u r r e 
i n the upper h a l f o f t h e inves tment r a n g e , a number o f poorer s o l u t i o n s 
d i d a l s o . In g e n e r a l , t h e r e appears t o be l i t t l e r e l a t i o n s h i p between 
i n v e s t m e n t and t o t a l s a v i n g s . Inves tment i s p l o t t e d a g a i n s t u s e r 
s a v i n g s i n F i g u r e 5 - 5 b e l o w . A g a i n , s o l u t i o n s hav ing the h i g h e s t u s e r 
s a v i n g s o c c u r r e d i n the upper h a l f o f t h e i n v e s t m e n t r a n g e . However, 
h i g h i n v e s t m e n t d i d no t a s s u r e a h i g h l e v e l of u s e r s a v i n g s . In g e n ­
e r a l , the r e l a t i o n s h i p between i n v e s t m e n t and u s e r s a v i n g s was not 
s t r o n g . F i n a l l y , t o t a l s a v i n g s i s p l o t t e d a g a i n s t u s e r s a v i n g s i n 
F i g u r e 5 - 6 b e l o w . The s t r o n g r e l a t i o n s h i p between t h e s e two c h a r a c ­
t e r i s t i c s r e s u l t s from the f a c t t h a t i n v e s t m e n t i s r e l a t i v e l y s m a l l 
compared to them. T h u s , one c l o s e l y a p p r o x i m a t e s t h e o t h e r . 
T o t a l s a v i n g s i s p l o t t e d a g a i n s t the t o t a l number o f m i c r o -
i t e r a t i o n s i n F i g u r e 5 - 7 b e l o w . There appears to be l i t t l e r e l a t i o n ­
s h i p between t h e two. Inves tment and u s e r s a v i n g s a r e p l o t t e d a g a i n s t 
t h e number of m i c r o - i t e r a t i o n s i n F i g u r e s 5 - 8 and 5 - 9 r e s p e c t i v e l y . 
A g a i n , t h e r e appears to be l i t t l e r e l a t i o n s h i p between t h e c h a r a c t e r ­
i s t i c s and the r a t e o f c o n v e r g e n c e . 
Now, c o n s i d e r t h e e f f e c t s o f the f a c t o r s l i s t e d i n T a b l e 4 - 1 on 
t h e c h a r a c t e r i s t i c s 1 t o t a l s a v i n g s , i n v e s t m e n t , and u s e r s a v i n g s . F i r s t 
c o n s i d e r the e f f e c t o f the s e t o f i n i t i a l modal s p l i t s MMS° and the s e t 
o f i n i t i a l a r c l e n g t h s . T o t a l s a v i n g s i s p l o t t e d a g a i n s t t h e s e f a c t o r s 
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( 1 ) The s e t o f i n i t i a l modal s p l i t s a p p a r e n t l y had a s t r o n g 
e f f e c t on t o t a l s a v i n g s f o r each s e t o f i n i t i a l arc l e n g t h s . 
( 2 ) No s e t o f i n i t i a l modal s p l i t s was s u p e r i o r o r i n f e r i o r f o r 
a l l s e t s of i n i t i a l a r c l e n g t h s . 
( 3 ) S e v e r a l s e t s o f modal s p l i t s r e s u l t e d i n a p p r o x i m a t e l y the 
same t o t a l s a v i n g s f o r each s e t o f i n i t i a l arc l e n g t h s . 
These i n c l u d e d : 
( a ) C u r r e n t , 0 0 1 0 , 0 0 0 1 
(b ) 1 0 0 0 , 1 0 0 1 
( 4 ) The s e t o f i n i t i a l a r c l e n g t h s had a s t r o n g e f f e c t on t o t a l 
s a v i n g s f o r a p p r o x i m a t e l y h a l f o f the s e t s o f i n i t i a l modal 
s p l i t s . 
( 5 ) The s e t o f i n i t i a l a r c l e n g t h s C was c o n s i s t e n t l y i n f e r i o r 
to s e t s A and B. S e t s A and B r e s u l t e d i n a p p r o x i m a t e l y 
t h e same q u a l i t y o f s o l u t i o n s f o r each s e t of i n i t i a l modal 
s p l i t s . 
Inves tment i s p l o t t e d a g a i n s t t h e s e f a c t o r s i n F i g u r e 5 - 1 1 b e l o w . 
S e v e r a l p o i n t s shou ld be n o t e d : 
( 1 ) Most s e t s o f i n i t i a l modal s p l i t s and a r c l e n g t h s r e s u l t e d 
i n a p p r o x i m a t e l y t h e same l e v e l o f i n v e s t m e n t . 
( 2 ) The 0 0 1 0 s e t o f i n i t i a l modal s p l i t s r e s u l t e d i n lower 
i n v e s t m e n t l e v e l s f o r a l l s e t s o f i n i t i a l a r c l e n g t h s . 
( 3 ) The s e t o f i n i t i a l arc l e n g t h s d i d no t have a s t r o n g e f f e c t 
on t h e l e v e l of i n v e s t m e n t g i v e n a s e t o f i n i t i a l modal 
s p l i t s . The maximum range was 9 . 
User s a v i n g s i s p l o t t e d a g a i n s t t h e s e f a c t o r s i n F i g u r e 5 - 1 2 b e l o w . 
S i n c e u s e r s a v i n g s i s c l o s e l y r e l a t e d to t o t a l s a v i n g s , t h e same o b s e r ­
v a t i o n s can be made. 
N e x t , c o n s i d e r t h e e f f e c t of the modal s p l i t u p d a t i n g parameter 
ALPHA. Comparing t h e c h a r a c t e r i s t i c s o f runs 2 2 - 2 4 w i t h t h o s e o f runs 
2 5 - 2 7 , i t shou ld be no ted t h a t f o r each s e t of i n i t i a l a r c l e n g t h s the 
methodology converged to the same s o l u t i o n , r e g a r d l e s s of t h e v a l u e of 
Set of Initial 
Arc Lengths: 
A -•• 
B - o 
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Fig. 5.11. Investment Versus Initial Modal Split 
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Fig. 5.12. User Savings Versus Initial Modal Split 
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ALPHA. N e x t , c o n s i d e r the e f f e c t o f t h e modal s p l i t convergence parame­
t e r EPSILON. The i n v e s t m e n t s a s s o c i a t e d w i t h runs 28 and 29 were e q u a l , 
as were t h o s e o f runs 11 and 3 0 . However, as EPSILON d e c r e a s e d from . 0 2 
to . 0 1 , the u s e r s a v i n g s and t o t a l s a v i n g s (and d i s u t i l i t y ) d e c r e a s e d 
s u b s t a n t i a l l y f o r b o t h s e t s o f r u n s . T h i s phenomenon i s an example o f 
how t h e modal s p l i t c o n s t r a i n t s a f f e c t the v a l u e o f the o b j e c t i v e f u n c ­
t i o n . 
F i n a l l y , c o n s i d e r the e f f e c t o f the u s e of a Phase I procedure i n 
t h e two-phase a l g o r i t h m . The r e s u l t s a r e shown i n T a b l e 5 - 4 be low. 
T a b l e 5 - 4 . S o l u t i o n C h a r a c t e r i s t i c s and Use o f a Phase I Procedure 
Se t o f I n i t i a l Phase I T o t a l User 
Run Arc L e n g t h s Used S a v i n g s Inves tment Sav ings 
1 A No 5 1 5 1 5 8 673 
4 A Y e s 5 3 6 1 5 9 6 9 5 
2 B No 535 154 689 
5 B Y e s 535 1 5 7 6 9 1 
3 C No 4 8 1 1 5 9 6 4 0 
6 C Y e s 5 3 6 159 695 
For the s e t s o f i n i t i a l arc l e n g t h s A and C, use o f the Phase I p r o ­
cedure r e s u l t e d i n an improved o b j e c t i v e . In g e n e r a l , u se of the Phase 
I p r o c e d u r e r e s u l t e d i n a more uni form s o l u t i o n , h i g h e r i n v e s t m e n t , and 
h i g h e r u s e r s a v i n g s . 
P r e v i o u s l y , t h e s o l u t i o n s were a n a l y z e d w i t h r e s p e c t t o some 
a g g r e g a t e c h a r a c t e r i s t i c s . A l t h o u g h the s o l u t i o n s appeared to d i f f e r 
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w i t h r e s p e c t t o t h e s e c h a r a c t e r i s t i c s , t h e r e was s t i l l some q u e s t i o n as 
t o whether t h e d i f f e r e n c e s i n s o l u t i o n s r e p r e s e n t e d t r u e i n v e s t m e n t and 
f l o w p a t t e r n d i f f e r e n c e s . The purpose o f t h i s s e c t i o n i s to examine 
t h i s q u e s t i o n i n g r e a t e r d e t a i l . The s o l u t i o n s o f 2 t e s t runs were 
a n a l y z e d : 
( 1 ) Run 22 - the b e s t s o l u t i o n , r e l a t i v e l y h i g h inves tment 
( 2 ) Run 6 - a poor s o l u t i o n , r e l a t i v e l y low inves tment 
F i r s t , c o n s i d e r i n v e s t m e n t o v e r minimum f o r each s o l u t i o n . Inves tment 
was 169 f o r run 22 and 1 5 9 f o r run 6 . T h i s may be s e p a r a t e d by mode as 
shown i n T a b l e 5 - 5 b e l o w . 
T a b l e 5 - 5 . Inves tment by Mode 
I n t e r m o d a l 
Highway R a i l r o a d Water T r a n s f e r T o t a l 
Run 22 97 62 1 0 0 169 
Run 6 86 62 1 0 0 159 
S e v e r a l p o i n t s shou ld be n o t e d : 
( 1 ) Inves tment i n i n t e r m o d a l t r a n s f e r f a c i l i t i e s was n e g l i g i b l e 
f o r b o t h r u n s . 
( 2 ) Inves tment i n water f a c i l i t i e s and r a i l f a c i l i t i e s remained 
c o n s t a n t . 
( 3 ) Inves tment i n highway f a c i l i t i e s d e c r e a s e d s u b s t a n t i a l l y . 
The i n v e s t m e n t i n highway and r a i l f a c i l i t i e s can be examined i n g r e a t e r 
d e t a i l a s shown i n T a b l e 5 - 6 b e l o w . 
160 
T a b l e 5 - 6 . Inves tment by Mode and Type o f F a c i l i t y 
Highway R a i l 
L o a d - L i n e - T r a n s - U n l o a d - L o a d - L i n e - T r a n s - U n l o a d ­
i n g Haul f e r ing ing Haul f e r ing 
Run 22 . 3 96 0 . 4 . 3 61 . 9 . 4 
Run 6 . 3 85 0 . 4 . 3 61 1 . 4 
I t shou ld be n o t e d t h a t the l o s s o f highway inves tment o c c u r r e d i n l i n e -
haul f a c i l i t i e s . Thus , t h e d i f f e r e n c e s between s o l u t i o n s n o t e d p r e v i ­
o u s l y appear to be r e a l and t o be c o n c e n t r a t e d p r i m a r i l y on highway 
l i n e - h a u l a r c s . To examine t h e s e d i f f e r e n c e s i n s t i l l g r e a t e r d e t a i l , 
t h e f i r s t 5 0 highway l i n e - h a u l a r c s i n the arc l i s t were s e l e c t e d f o r 
f u r t h e r e x a m i n a t i o n . A l l 5 0 a r c s were c o r r i d o r a r c s and thus s u b j e c t 
t o improvement . Inves tment and f l o w on t h e s e a r c s a r e shown i n T a b l e 
5 - 7 b e l o w . I t s h o u l d be no ted t h a t i n v e s t m e n t and f l o w p a t t e r n s d i f f e r 
s u b s t a n t i a l l y between the two s o l u t i o n s . 
W i t h one major e x c e p t i o n , the c o n c l u s i o n s which can be drawn from 
t h e m u l t i - c o m m o d i t y r e s u l t s p a r a l l e l t h o s e o f the s i n g l e - c o m m o d i t y p r o b ­
lem and, t h u s , w i l l n o t be r e p e a t e d . The one e x c e p t i o n p e r t a i n s to the 
CPU time r e q u i r e d to g e n e r a t e a s o l u t i o n and i t s e f f e c t on t h e p r a c t i ­
c a l i t y of t h e m e t h o d o l o g y . W h i l e a s o l u t i o n f o r the s i n g l e - c o m m o d i t y 
problem c o u l d be g e n e r a t e d i n an a v e r a g e o f 1 0 6 4 s e c o n d s , the e q u i v a l e n t 
t ime f o r the m u l t i - c o m m o d i t y problem was 2 0 9 2 s e c o n d s . T h i s was an 
i n c r e a s e o f 1 0 0 p e r c e n t f o r a problem of the same s i z e . The i n c r e a s e i n 
CPU t ime was d i r e c t l y a t t r i b u t a b l e to t h e l a r g e number of 1-0 o p e r a t i o n s 
r e q u i r e d by t h e programmed v e r s i o n o f t h e m u l t i - c o m m o d i t y m e t h o d o l o g y . 
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T a b l e 5 - 7 . Inves tment and Flow on HW L i n e - H a u l A r c s 
Inves tment Flow ( T 1 0 0 0 ) 
Comm. 1 Comm. . 2 Comm. 3 
, g in D e s t . Run 22 Run 6 Run 22 Run 6 Run 22 Run 6 Run 22 Run 6 
1 2 0 0 0 0 0 0 0 0 
1 4 0 0 0 0 0 0 0 0 
1 5 0 0 0 0 0 0 0 0 
2 1 2 . 3 2 . 3 0 0 0 0 1 , 9 2 1 1 , 9 2 1 
2 4 0 0 0 0 0 0 0 0 
2 6 0 0 0 0 0 0 0 0 
3 4 0 0 0 0 0 0 0 0 
3 5 0 0 0 0 0 0 0 0 
3 8 0 0 0 0 0 0 0 0 
4 1 0 0 0 0 0 0 0 0 
4 2 0 0 0 0 0 0 0 0 
4 3 0 0 0 0 0 0 0 0 
4 5 0 0 0 0 0 0 0 0 
4 6 0 0 0 0 0 0 0 0 
4 8 0 0 0 0 0 0 0 0 
4 9 0 0 0 0 0 0 0 0 
5 1 0 0 0 0 0 0 0 0 
5 3 0 0 0 0 0 0 0 0 
5 4 0 0 0 0 0 0 0 0 
5 7 0 0 0 0 0 0 0 0 
5 8 0 0 0 0 0 0 0 0 
6 2 2 . 7 2 . 7 0 0 3 , 4 5 7 3 , 4 6 0 0 0 
6 4 0 0 0 0 0 0 0 0 
6 8 0 3 . 9 0 0 0 0 0 5 , 8 8 6 
6 9 4 . 3 4 . 1 0 0 1 , 3 8 6 1 , 3 8 7 1 4 , 1 4 0 7 , 7 5 5 
7 5 0 0 0 0 0 0 0 0 
7 8 0 0 0 0 0 0 0 0 
7 11 0 0 0 0 0 0 0 0 
8 3 0 0 0 0 0 0 0 0 
8 4 0 0 0 0 0 0 0 0 
8 5 0 0 0 0 0 0 0 0 
8 6 0 0 0 0 0 0 0 0 
8 7 0 2 . 5 0 0 0 0 0 5 , 8 8 6 
8 9 0 0 0 0 0 0 0 0 
8 1 1 0 0 0 0 0 0 0 0 
9 4 0 0 0 0 0 0 0 0 
9 6 2 . 3 2 . 3 0 0 1 , 9 6 8 1 , 9 7 0 0 0 
9 8 0 0 0 0 0 0 0 0 
9 11 3 . 7 3 . 5 0 0 0 0 1 4 , 1 4 0 7 , 7 5 5 
9 13 0 0 0 0 0 0 0 0 
9 15 2 . 9 2 . 9 0 0 3 , 2 2 6 3 , 2 3 0 0 0 
( c o n t i n u e d ) 
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T a b l e 5 - 7 ( c o n t ' d ) 
O r i g i n P e s t . Run 22 Run 6 
1 0 1 1 0 0 
10 12 0 3 . 2 
1 0 1 3 0 0 
1 1 7 0 0 
1 1 8 0 0 
1 1 9 0 0 
1 1 1 0 . 3 2 . 3 
1 1 13 0 0 
1 1 15 0 0 
Flow (v 1 0 0 0 ) 
Comm. 1 Comm 2 Comm 3 
inn 22 Run 6 Run 22 Run 6 Run 22 Run 6 
0 0 0 0 0 0 
0 5 8 5 0 0 0 7 , 7 5 5 
0 0 0 0 0 0 
6 6 0 653 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
1 , 3 1 4 1 , 9 0 9 0 0 0 7 , 7 5 5 
0 0 0 0 0 0 
0 0 0 0 0 0 
I n v e s t m e n t 
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The n e t r e s u l t o f t h i s 1 0 0 p e r c e n t i n c r e a s e i n computat ion t ime i s that 
i t i s no t c l e a r whether the methodology i s an a c c e p t a b l e means of gen­
e r a t i n g s o l u t i o n s to the m u l t i - c o m m o d i t y problem. I f computat ion t imes 
can be d e c r e a s e d s u b s t a n t i a l l y by a d o p t i o n o f a d d i t i o n a l s i m p l i f y i n g 
a s sumpt ions a n d / o r by programming the methodology in a more t i m e -
e f f i c i e n t manner, then the methodology may be a c c e p t a b l e . O t h e r w i s e , i t 
remains h i g h l y s u s p e c t . 
C o n t i n u i n g a l o n g t h e same l i n e , t h e r e i s some q u e s t i o n as t o 
whether t h e s o l u t i o n s o b t a i n e d from the m u l t i - c o m m o d i t y problem are s u f ­
f i c i e n t l y d i f f e r e n t from the c o r r e s p o n d i n g s o l u t i o n s to the s i n g l e -
commodity problem t o warrant the a d d i t i o n a l computat ion expense . In 
a t t e m p t i n g t o a d d r e s s t h i s q u e s t i o n , a p a i r w i s e comparison was made 
between the s i n g l e - c o m m o d i t y and m u l t i - c o m m o d i t y r e s u l t s f o r two d i f f e r ­
ent t e s t r u n s . The two t e s t runs s e l e c t e d f o r the comparison were run 
2 2 , which r e s u l t e d in v e r y good s o l u t i o n s , and run 6 , which r e s u l t e d i n 
poor s o l u t i o n s . Inves tment and commodity f l o w f o r each of the same 50 
highway a r c s examined e a r l i e r a r e g i v e n f o r t h e s e t e s t runs in T a b l e 5 - 8 
b e l o w . S e v e r a l p o i n t s shou ld be n o t e d : 
( 1 ) For run 22 and the 50 a r c s examined, a l t h o u g h t h e r e were 
some d e v i a t i o n s i n inves tment and f l o w p a t t e r n s , the b a s i c 
i n v e s t m e n t and f l o w p a t t e r n remained the same. 
( 2 ) For run 6 and the 50 a r c s examined, the inves tment and 
f l o w p a t t e r n s d i f f e r e d s u b s t a n t i a l l y between the s i n g l e -
commodity and m u l t i - c o m m o d i t y s o l u t i o n s . 
Thus , the r e s u l t s were i n c o n c l u s i v e . One p a i r o f s o l u t i o n s appeared 
s i m i l a r w h i l e another p a i r d i f f e r e d s u b s t a n t i a l l y . One f i n a l s p e c u l a ­
t i o n might be advanced on t h i s s u b j e c t : a s t h e parameters of the ATC 
and modal s p l i t f u n c t i o n s d i f f e r to a g r e a t e r and g r e a t e r degree between 
c o m m o d i t i e s , t h e inves tment and f l o w p a t t e r n d i f f e r e n c e s between the 
s i n g l e and m u l t i - c o m m o d i t y s o l u t i o n s w i l l i n c r e a s e . 
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T a b l e 5 - 8 . Inves tment and Flow on HW L i n e - H a u l A r c s 
Run 22 Run 6 
I n v e s t . Flow (v 1 0 0 0 ) I n v e s t . Flow ( T 1 0 0 0 ) 
O r i g i n P e s t . S . C . M . C . S . C . M . C . S . C . M . C . S . C . M . C . 
2 . 8 2 . 3 3 , 3 4 5 1 , 9 2 1 . 3 2 . 3 633 1 , 9 2 1 







































9 1 1 
9 13 
5 . 0 7 , 1 8 5 
5 . 1 6 , 5 7 9 
3 . 3 2 . 7 4 , 3 2 3 3 , 4 5 7 3 . 3 2 . 7 4 , 3 4 2 3 , 4 6 0 
3 . 9 5 , 8 8 6 
4 . 4 4 . 3 2 7 , 8 4 9 1 5 , 5 2 6 4 . 1 9 , 1 4 2 
2 . 5 5 , 8 8 6 2 . 6 2 . 5 6 , 5 7 9 5 , 8 8 6 
3 . 5 2 . 3 2 , 4 6 4 1 , 9 6 8 3 . 5 2 . 3 2 , 4 7 4 1 , 9 7 0 
3 . 8 3 . 7 2 5 , 8 7 9 1 4 , 1 4 0 3 . 5 7 , 7 5 5 
( c o n t i n u e d ) 
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T a b l e 5 - 8 ( c o n t ' d ) 
I n v e s t . Flow (-f 1 0 0 0 ) I n v e s t . Flow ( T 1 0 0 0 ) 
O r i g i n P e s t . S . C . M . C . S . C . M . C . S . C . M . C . S . C . M . C . 
9 15 3 . 6 2 . 9 4 , 5 9 4 3 , 2 2 6 3 . 3 2 . 9 2 , 6 4 3 3 , 2 3 0 
1 0 1 1 
1 0 12 3 . 2 8 , 3 4 0 
10 13 
1 1 7 1 . 8 0 838 660 1 . 8 0 8 3 8 653 
1 1 8 
1 1 9 
11 10 1 . 5 . 3 1 , 4 8 2 1 , 3 1 4 1 . 5 2 . 3 1 , 4 9 2 9 , 6 6 4 




THE APPROXIMATION OF PROBLEM P2(MS°) BY A GENERAL 
MULTI-COMMODITY FIXED CHARGE NETWORK FLOW PROBLEM: PROBLEM AP(MS°) 
In Chapter I I I , S e c t i o n 2 . 3 Problem P 2 ( M S ° ) was formula ted and 
i d e n t i f i e d as the p r i n c i p a l component i n a s i n g l e - c o m m o d i t y , m u l t i - m o d a l 
t r a n s p o r t network improvement m e t h o d o l o g y . Problem P2(MS°) i s an 
u n c a p a c i t a t e d , concave d i s u t i l i t y t r a n s p o r t a t i o n ass ignment prob lem. In 
Chapter I I , s e c t i o n s 2 . 4 and 2 . 5 a two-phase s o l u t i o n methodo logy was 
d e v e l o p e d f o r P 2 ( M S ° ) . In Phase I the methodo logy a t t e m p t s to l o c a t e 
the g e n e r a l v i c i n i t y o f a good l o c a l optimum. In Phase I I the Yaged 
Method i s used to l o c a t e t h i s l o c a l optimum. A s i g n i f i c a n t o b j e c t i o n to 
t h i s s o l u t i o n approach i s t h a t t h e r e i s no b a s i s on which to judge the 
q u a l i t y of the r e s u l t i n g s o l u t i o n , a t l e a s t w i t h r e s p e c t to the g l o b a l 
optimum. S ince no good lower bound was i d e n t i f i e d , one must r e p e a t the 
a l g o r i t h m a number of t imes i n o r d e r to i n c r e a s e c o n f i d e n c e i n the f i n a l 
s o l u t i o n a c c e p t e d . The purpose of t h i s c h a p t e r i s to d e s c r i b e a s o l u ­
t i o n procedure which appears c a p a b l e of p r o v i d i n g a v e r y good i n i t i a l 
s o l u t i o n of the Yaged A l g o r i t h m . I t would a l s o p r o v i d e a p r a c t i c a l 
a p p r o x i m a t i o n to the lower bound of P 2 ( M S ° ) . The b a s i c s t r a t e g y of the 
procedure i s to a p p r o x i m a t e problem P2(MS°) w i t h a g e n e r a l m u l t i - c o m m o d i t y 
f i x e d charge network f l o w problem and then s o l v e a r e l a x a t i o n of the 
f i x e d charge problem. Note t h a t i n t h i s c h a p t e r m u l t i - c o m m o d i t y r e f e r s 
t o m u l t i - m a t h programming commodity c l a s s e s , which v a r y by o r i g i n . 
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1 . I n i t i a l F o r m u l a t i o n s 
C o n s i d e r a p p r o x i m a t i n g the concave arc d i s u t i l i t y f u n c t i o n s 
( 3 - 3 4 ) , ( 3 - 3 5 ) , and ( 3 - 3 6 ) shown F i g u r e 3 - 7 , 3 - 8 , and 3 - 9 wi th a 
p i e c e w i s e - l i n e a r u n d e r e s t i m a t e . I t shou ld be noted t h a t : 
1 . C a t e g o r y I a r c s a r e r e p r e s e n t e d e x a c t l y by a s i n g l e l i n e a r 
segment . 
2 . C a t e g o r y I I a r c s can be n a t u r a l l y r e p r e s e n t e d by t h r e e l i n e a r 
s e g m e n t s . 
3 . C a t e g o r y I I I a r c s can be n a t u r a l l y r e p r e s e n t e d by two l i n e a r 
s egments . 
Cons ider the most g e n e r a l c a s e , t h a t o f t h e C a t e g o r y I I a r c . The 
n a t u r a l u n d e r e s t i m a t e of the concave a r c d i s u t i l i t y f u n c t i o n by a 
p i e c e w i s e l i n e a r f u n c t i o n i s shown i n F i g u r e 6 - 1 be low. Note tha t the 
d i s u t i l i t y a x i s has been s h i f t e d so t h a t Ly the lower bound on i n v e s t ­
ment in arc j , i s now z e r o . 
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Fig. 6-1. Piecewise Linear Underestimate 
t o the C a t e g o r y I I Arc D i s u t i l i t y Func t ion 
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1 . 1 The Node-Arc Formula t ion 
The n o d e - a r c f o r m u l a t i o n o f the g e n e r a l m u l t i - c o m m o d i t y f i x e d 
charge network f l o w problem now p r o v i d e s an a p p r o x i m a t i o n t o Problem 
P 2 ( M S ° ) : 
N A ( M S ° ) : r Min £ [ £ (c j k • f + F • y ) ] ( 6 - 1 ) 
W y j k J e A k = 1 
3 3 
s - t . I (I f* ) - 1 ( 1 f* ) = V i c N , reO ( 6 - 2 ) 
JEW. k*l 3 j e V ± k = l 3 
F * I V j E A, k E { 1 , 2 , 3 } ( 6 - 3 ) 
3 f c r e o 3 
f r = 0 v J e ITA, r e SMO, k e { 1 , 2 , 3 } ( 6 - 4 ) 
f^ k >_ 0 V j e A, r E 0 , k E { 1 , 2 , 3 } ( 6 - 5 ) 
f < M y . , ¥ j e A, k e { 1 , 2 , 3 } ( 6 - 6 ) 
j k - j k 
y k e { 0 , 1 } ¥ j e A, k e { 1 , 2 , 3 } ( 6 - 7 ) 
I L K I L V J s A ( 6 - 8 ) 
k = l 3 
r 
where: f . , = f l o w of commodity from o r i g i n r on a r c j , segment k 
J k 
f j k = f l o w on a r c j , segment k 
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y., = logical variable corresponding to arc j, segment k 
J fc 
; 1 if segment is used 
0 otherwise 
c ^ = variable cost on arc j, segment k 
F., = fixed cost on arc i, segment k jk J > & 
/ 
•x . if i E D ri r 
h^ =/ V x . if i=r 
0 otherwise 
x.. = flow from origin i to destination i 
M = large constant, >>>0 
A = set of arcs 
= set of arcs originating at node i 
= set of arcs terminating at node i 
N = set of nodes 
0 = set of origin nodes 
ITA = set of intermodal transfer arcs 
SMO = set of single mode origins 
D r = set of destinations for origin r 
Note that problem NA(MS°) is a general multi-commodity fixed charge net' 
work flow problem with an effective network consisting of three times 
as many arcs as that of problem P2(MS°). This results from the need to 
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r e p r e s e n t each o f t h e t h r e e l i n e a r segments f o r each a r c . The o b j e c t i v e 
( 6 - 1 ) i s an a p p r o x i m a t i o n to ( 3 - 5 ) . C o n s t r a i n t s e t s ( 6 - 2 ) , ( 6 - 3 ) , ( 6 - 4 ) , 
and ( 6 - 5 ) r e p r e s e n t c o n s t r a i n t s e t s ( 3 - 6 ) , ( 3 - 7 ) , ( 3 - 8 ) , and ( 3 - 9 ) 
r e s p e c t i v e l y . C o n s t r a i n t s e t s ( 6 - 6 ) and ( 6 - 7 ) f o r c e the payment of a 
s e g m e n t ' s f i x e d c o s t whenever t h e segment c a r r i e s p o s i t i v e f l o w . Con­
s t r a i n t s e t ( 6 - 8 ) a l l o w s f l o w on a t most one segment f o r any a r c . 
S o l u t i o n procedure have not been d e v e l o p e d f o r the g e n e r a l mul t i - commodi ty 
f i x e d charge network f l o w problem, [ R a r d i n , 1 9 7 8 ] . However, s o l u t i o n 
p r o c e d u r e s have been d e v e l o p e d f o r the n o d e - a r c f o r m u l a t i o n of the 
g e n e r a l s i n g l e commodity f i x e d - c h a r g e network f l o w problem [ R a r d i n , 1 9 7 4 ; 
Rardin and Unger , 1 9 7 6 ; J a r v i s , R a r d i n , and Unger , 1 9 7 7 ] . These i n t e g e r 
programming p r o c e d u r e s a r e n o t , however , c a p a b l e of s o l v i n g problems 
i n v o l v i n g l a r g e - s c a l e n e t w o r k s . The f o r m u l a t i o n NA(MS°) might s t i l l 
be u s e f u l in o b t a i n i n g a good s o l u t i o n and lower bound f o r problem P 2 ( M S ° ) . 
A s t r a t e g y o f t e n used i n branch-and-bound s o l u t i o n p r o c e d u r e s i s t o r e l a x 
the i n t e g r a l i t y c o n s t r a i n t s ( 6 - 7 ) and s o l v e t h e r e s u l t i n g problem 
NAR(MS°) . Thus , a r e a s o n a b l e h e u r i s t i c s o l u t i o n s t r a t e g y might be 
t o s o l v e problem NAR(MS°) , which i s now t r a c t a b l e , and t r a n s l a t e the 
r e s u l t i n g s o l u t i o n i n t o one f e a s i b l e t o problem P 2 ( M S ° ) . Thus, one would 
have a lower bound to P2(MS°) as w e l l a s a f e a s i b l e s o l u t i o n . However, 
Choe has shown t h a t the r e l a x a t i o n of t h e n o d e - a r c f o r m u l a t i o n of the 
g e n e r a l s i n g l e commodity f i x e d charge network f l o w problem d id not 
p r o v i d e a v e r y good lower bound f o r t h e problem [Choe , 1 9 7 8 ] . I n s t e a d , 
he s u g g e s t e d an a r c - p a t h f o r m u l a t i o n . S i n c e the lower bound o b t a i n e d 
from a r e l a x a t i o n of the n o d e - a r c f o r m u l a t i o n of the s i n g l e commodity 
172 
problem i s p o o r , t h e r e i s e v e r y reason to b e l i e v e t h a t t h i s w i l l 
a l s o be t r u e f o r the m u l t i - c o m m o d i t y problem. Furthermore , a poor 
lower bound would tend t o i n d i c a t e t h a t t h e c o r r e s p o n d i n g s o l u t i o n 
f e a s i b l e to problem P2(MS°) would a l s o be p o o r . Thus , i t i s u s e f u l to 
c o n s i d e r the a r c - p a t h f o r m u l a t i o n . 
1 . 2 The A r c - P a t h F o r m u l a t i o n 
The a r c - p a t h f o r m u l a t i o n of the g e n e r a l m u l t i - c o m m o d i t y f i x e d 
c h a r g e network f l o w problem p r o v i d e s the f o l l o w i n g approx imat ion to 
problem P 2 ( M S ° ) : 
3 
A P ( M S ° ) : Min J c f + £ [ £ F • y j k ] ( 6 - 9 ) 
peP P P jeA k = l J 
s . t . J f = t ¥ s e R ( 6 - 1 0 ) 
L- p s peP ^ 
s 
f < t y . , ¥ j £ A, k e { 1 , 2 , 3 } ( 6 - 1 1 ) 
P - s j k 
where: 
p e P3 > k , p e P 
s 
f > 0 ¥ p e P ( 6 - 1 2 ) 
y e { 0 , l } ¥ j eA, k e { 1 , 2 , 3 } ( 6 - 1 3 ) 
J k 
I y < 1 ¥ j e A ( 6 - 1 4 ) 
k=l J R 
f = f l o w on path p 
P 
y = a l o g i c a l v a r i a b l e c o r r e s p o n d i n g to arc j 
Jk 
segment k 
1 i f t h e r e i s p o s i t i v e f l o w on the segment 
o t h e r w i s e 
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c = v a r i a b l e c o s t on pa th p P 
E f i x e d c o s t on a r c j , segment k 
t E t o t a l f l o w between 0-D p a i r s 
P = s e t of a l l p a t h s ; t h i s i n c l u d e s pa ths c r e a t e d by t h e 
d i f f e r e n t segments on a s i n g l e a r c . 
A Eset of a r c s 
P g Eset of p a t h s c o n n e c t i n g 0-D p a i r s 
j , k 
p * Eset of p a t h s u t i l i z i n g arc j , segment k 
As in the n o d e - a r c f o r m u l a t i o n , problem AP(MS°) e f f e c t i v e l y has t h r e e 
t i m e s t h e number of a r c s a s P2 ( M S ° ) . The o b j e c t i v e ( 6 - 9 ) i s an 
a p p r o x i m a t i o n of ( 3 - 5 ) . C o n s t r a i n t s e t ( 6 - 1 0 ) f o r c e s a l l 0-D f low to 
be a l l o c a t e d t o p a t h s . C o n s t r a i n t s e t s ( 6 - 1 1 ) and ( 6 - 1 3 ) f o r c e t h e 
payment of a s e g m e n t ' s f i x e d c o s t whenever some path u t i l i z i n g t h e 
segment has p o s i t i v e f l o w . C o n s t r a i n t s e t ( 6 - 1 2 ) r e q u i r e s the non-
n e g a t i v i t y o f a l l pa th f l o w s , and s e t ( 6 - 1 4 ) a l l o w s f l o w on a t most 
one segment f o r any a r c . 
Choe r e v i e w s t h e l i t e r a t u r e r e l a t i n g to t h i s problem and d e v e l o p s 
a branch-and-bound s o l u t i o n procedure [ C h o e , 1 9 7 7 ] . The branch-and-bound 
s o l u t i o n p r o c e d u r e i s not c a p a b l e of s o l v i n g problems i n v o l v i n g l a r g e -
s c a l e n e t w o r k s . Thus , c o n s i d e r t h e same h e u r i s t i c s o l u t i o n s t r a t e g y 
as b e f o r e : 
1 . R e l a x c o n s t r a i n t s u n t i l the r e s u l t i n g problem becomes t r a c t a b l e . 
2. S o l v e t h e r e s u l t i n g problem y i e l d i n g a lower bound on P 2 ( M S ° ) . 
3 . T r a n s l a t e the s o l u t i o n to one f e a s i b l e t o P 2 ( M S ° ) . 
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As a f i r s t s t e p , c o n s i d e r r e l a x i n g the i n t e g r a l i t y c o n s t r a i n t 
s e t ( 6 - 1 3 ) t o : 
0_< y . , < 1 ¥ j e A, k e { 1 , 2 , 3 } ( 6 - 1 5 ) 
J fc 
Note t h a t t i s the maximum f l o w t h a t can u s e some pa th p c o n t a i n i n g 
a r c j segment k. Thus , y . , must be l e s s than or e q u a l t o one a t 
J fc 
o p t i m a l i t y . O t h e r w i s e , one could r e d u c e y . , to o n e , r e d u c i n g the 
3 fc 
o b j e c t i v e , and not a f f e c t the o p t i m a l f l o w p a t t e r n . Thus , ( 6 - 1 5 ) 
can be r e s t a t e d . 
0j< y . , ¥ j c A, k e { 1 , 2 , 3 } ( 6 - 1 6 ) 
3 fc 
As a second s t e p , c o n s i d e r r e l a x i n g c o n s t r a i n t s e t ( 6 - 1 4 ) . 
Choe has shown t h a t t h i s s e t of c o n s t r a i n t s i s redundant f o r problem 
A P ( M S ° ) . However, he has a l s o demonstrated t h a t when t h e i n t e g r a l i t y 
c o n s t r a i n t s ( 6 - 1 3 ) a r e r e l a x e d , a member o f ( 6 - 1 4 ) may be b i n d i n g a t 
o p t i m a l i t y . N e v e r t h e l e s s , r e l a x ( 6 - 1 4 ) . The r e s u l t i n g problem APR(MS°) 
can be s t a t e d a s : 
3 
APR(MS°) : Min J c f + J [ I ' 7,J ( 6 - 1 7 ) 
peP P P j e A k - 1 J * J * 
s . t . 5" f = t ¥ s e R ( 6 - 1 8 ) i-v p s 
peP 
s 
f < t ' y ¥ j e A, k e { 1 , 2 , 3 } p e 
P J . k ( 6 - 1 9 ) 
p e P
J ' , p e P g 
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Problem APR(MS°) has a v e r y s i m p l e s t r u c t u r e . However, the s i z e of 
t h e problem i s f o r m i d a b l e . C o n s i d e r a s i n g l e p h y s i c a l pa th c o n n e c t i n g 
an 0-D p a i r . Suppose t h e path i s comprised of n a r c s . Then t h e r e a r e 
3 n p a r a l l e l p a t h s in problem APR(MS°) r e p r e s e n t i n g the one p h y s i c a l p a t h . 
Each p a r a l l e l pa th r e p r e s e n t s one d i s t i n c t d i s u t i l i t y s t r u c t u r e f o r the 
p h y s i c a l p a t h . When one c o n s i d e r s t h a t some p h y s i c a l p a t h s may c o n t a i n 
i n e x c e s s o f 100 a r c s , i t becomes immedia te ly o b v i o u s t h a t problem 
APR(MS°) i s i n t r a c t a b l e . I t i s a l s o o b v i o u s t h a t t h e number of pa ths 
must be reduced i f t h e problem i s to be s o l v e d . T h i s might be accompl i shed 
i n s e v e r a l ways: 
1 . S e l e c t c e r t a i n p h y s i c a l p a t h s to be c o n s i d e r e d between each 
0-D p a i r . Deve lop t h e s e t of p a r a l l e l p a t h s f o r each p h y s i c a l 
p a t h , and use o n l y t h e s e p a t h s i n the f o r m u l a t i o n . 
2 . For each 0-D p a i r s e l e c t a s u b s e t of t h e e n t i r e s e t of 
p a r a l l e l p a t h s f o r i n c l u s i o n i n t h e a n a l y s i s . 
The f i r s t s t r a t e g y has t h e advantage of r e d u c i n g t h e t o t a l number of 
p a t h s w i t h o u t d e s t r o y i n g t h e d i s u t i l i t y s u r f a c e s of the p h y s i c a l p a t h s 
b e i n g c o n s i d e r e d . Remembering t h a t some p h y s i c a l p a t h s may c o n t a i n i n 
e x c e s s of 100 a r c s , one should n o t e t h a t t h e f i r s t s t r a t e g y s t i l l 
appears i n t r a c t a b l e . The second s t r a t e g y has the advantage of r educ ing 
t h e t o t a l number o f p a t h s to t h e range of t r a c t a b i l i t y . However, i t 
has the d i s a d v a n t a g e of a r b i t r a r i l y m o d i f y i n g the d i s u t i l i t y s u r f a c e s 
of each o f t h e c o r r e s p o n d i n g p h y s i c a l p a t h s . An a d d i t i o n a l d i s ­
a d v a n t a g e of t h e f i r s t two s t r a t e g i e s i s t h a t the r e s u l t i n g problem 
would no l o n g e r produce a lower bound to problem P 2 ( M S ° ) . S i n c e 
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n e i t h e r s t r a t e g y appears p a r t i c u l a r l y a p p e a l i n g , a c o m p l e t e l y new 
approach t o t h e s o l u t i o n of problem P2(MS°) might be c o n s i d e r e d . 
might not be an adequate means f o r t h e s o l u t i o n of problem AP(MS°) 
and , t h u s , problem P 2 ( M S ° ) . A major problem w i t h t h i s f o r m u l a t i o n 
was t h e s e g m e n t a t i o n o f each a r c to r e p r e s e n t the d i s u t i l i t y s u r f a c e . 
T h i s r e s u l t e d i n a v e r y l a r g e number of p a r a l l e l pa ths f o r each 
p h y s i c a l p a t h . To e l i m i n a t e t h i s e x c e s s i v e number of p a r a l l e l p a t h s , 
the d i s u t i l i t y s u r f a c e i m p l i e d by o b j e c t i v e ( 6 - 9 ) and c o n s t r a i n t 
s e t s ( 6 - 1 1 ) , ( 6 - 1 3 ) , and ( 6 - 1 4 ) must be m o d i f i e d . 
2 . 1 A S i m p l i f i e d Case 
t h e o b j e c t i v e ( 6 - 9 ) and c o n s t r a i n t s e t s ( 6 - 1 1 ) , ( 6 - 1 3 ) , and ( 6 - 1 4 ) , 
i t i s u s e f u l t o a n a l y z e a s i m p l i f i e d example . For some arc j : 
1 . Assume o n l y two p a t h s p^ and p^ u s e a r c j . 
2 . Assume arc j i s r e p r e s e n t e d by o n l y two segments i n s t e a d of 
2 . An Approx imat ion t o Problem AP(MS°) 
In t h e p r e c e d i n g s e c t i o n i t was found t h a t Problem APR(MS°) 
To b e t t e r unders tand the arc d i s u t i l i t y s u r f a c e i m p l i e d by 
t h r e e . 
F i r s t , c o n s i d e r Case I . 





= maximum p o s s i b l e f l o w on path i 
B 
j l 
= b r e a k p o i n t on arc j 
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The d i s u t i l i t y s u r f a c e f o r a Case I arc i s shown i n F i g u r e 6 . 2 be low. 
The f e a s i b l e space S_. c o n s i s t s o f the convex h u l l formed by the 
extreme p o i n t s : 
A = ( 0 , 0 ) 
G = ( 0 , t 2 ) 
H = ( t r 0 ) 
I = ( t r t 2 ) 
The d i s u t i l i t y s u r f a c e over S_. c o n s i s t s of two p l a n e s . The f i r s t 
c o r r e s p o n d s t o the lower l i n e a r segment and i s formed by the p o i n t s 
A, E, and F. 
A = ( 0 , 0 , 0 ) 
E = (0, B . V D j C B j ] . ) ) 
F = ( B ^ . O . D . C B ^ ) ) 
where: ( x ) = t h e d i s u t i l i t y a s s o c i a t e d w i t h f l o w x 
The second p l a n e , c o r r e s p o n d i n g to the upper l i n e a r segment , i n t e r s e c t s 
the f i r s t p l a n e a l o n g the l i n e from E to F which c o r r e s p o n d s t o the 
b r e a k p o i n t The second p l a n e i s formed by the p o i n t s B , D , C , F , and E. 
B = ( 0 , t 2 , D ( t 2 ) ) 
C = ( t 1 , 0 , D j ( t 1 ) ) 
D = ( t 1 , t 2 , D . ( t 1 + t 2 ) ) 
In c o n s i d e r i n g any a p p r o x i m a t i o n to t h i s d i s u t i l i t y s u r f a c e , 
s e v e r a l p r o p e r t i e s a r e d e s i r a b l e : 
1 . A r e a s o n a b l e f i t t o t h e e x i s t i n g s u r f a c e . 
2 . C o n v e x i t y , so t h a t t h e a p p r o x i m a t i o n can be s o l v e d to 
o p t i m a l i t y w i t h o u t r e s o r t i n g to arc s e g m e n t a t i o n . 
3 . An u n d e r e s t i m a t e so t h a t a lower bound t o P2(MS°) can be 
m a i n t a i n e d . 
flow on i t* 1 path 
disutility on arc j 
point on disutility surface 
point in solution space Si 
A 
Fig. 6-2. Case I arc Disutility Surface 
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S e v e r a l convex u n d e r e s t i m a t o r s to t h i s s u r f a c e come i m m e d i a t e l y to 
mind. 
1. A p l a n e p a s s i n g through p o i n t s A and D and making an e q u a l 
a n g l e to the f^ and a x e s . 
2. A p l a n e p a s s i n g through p o i n t s A and D and a l s o t o u c h i n g 
e i t h e r p o i n t B or C. 
C o n s i d e r t h e per formance of t h e s e e s t i m a t o r s over t h e f e a s i b l e s p a c e 
S . . 
J 
L e t : 
D. = d i s u t i l i t y on a r c j shown i n F i g u r e 6-2. 
~ i th 
D. = t h e i e s t i m a t o r of D. J J 
-1 
Concerning t h e f i r s t e s t i m a t o r , = o n l y a t t h e extreme p o i n t s 
A and I. For more d i s t a n t p o i n t s , ID} - D.l i n c r e a s e s w i t h maximum 
J J 
u n d e r e s t i m a t e o c c u r r i n g a l o n g the l i n e from p o i n t J to k. 
J = ( 0 , B j ; L ) 
k = (B j ; L,0) 
Concerning t h e second e s t i m a t o r , = a t extreme p o i n t s A , I , and 
- 2 
e i t h e r G or H. Assume D. = D. a t p o i n t G. Cons ider t h e two s u b s p a c e s 
J J 
of S_. formed by d i v i d i n g S^ a long t h e l i n e from p o i n t A to I . 
Then: 
1 f l F2 
s j - { ( f r F 2 ) : i ^ i } 
2 F2 f l 
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and: 
Dt < Dt V (f , f ) £ s: 
J - J 1 2 j 
~ ? < 1 D - DT ¥ (f_ f . ) e ST 
j J 1 , 2 j 
^2 
I n f a c t , i t i s e v i d e n t t h a t D. i s the b e s t l i n e a r u n d e r e s t i m a t o r f o r 
J 
2 
D^ o v e r the space S and a v e r y poor l i n e a r u n d e r e s t i m a t o r over the 
1 ~2 
s p a c e S . . The o p p o s i t e can be shown when D = D a t p o i n t H. The 
J J J 
f i r s t e s t i m a t o r p r o v i d e s somewhat o f a compromise between the two ex tremes 
a v a i l a b l e w i t h the second e s t i m a t o r . 
I t would be h i g h l y d e s i r a b l e t o i d e n t i f y a t h i r d type of 
convex u n d e r e s t i m a t o r which p o s s e s s e d a l l of the d e s i r a b l e p r o p e r t i e s 
of t h e second e s t i m a t o r , but none of t h e u n d e s i r a b l e p r o p e r t i e s . C a l l 
t h i s e s t i m a t o r a Type I I I e s t i m a t o r . The pr imary p r o p e r t i e s of a Type 
I I I e s t i m a t o r D. would b e : 
J 
1 . C o n v e x i t y 
2 . D. < D. a t a l l p o i n t s in S . . 
J - J J 
3 . Over each s u b s p a c e o f t h e form S . , D. i s t h e b e s t l i n e a r 
J J 
u n d e r e s t i m a t o r o f D.. 
J 
1 ~ f i f n 
S = { f : r = Max {-2}  
J 1 p£PJ t 
f - ( f r . . . , f | P 3 | ) 
p~* = s e t of p a t h s u s i n g arc j 
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S e v e r a l p o i n t s should be noted concern ing the t h i r d p r o p e r t y : 
1 . For t h i s p r o p e r t y to be a c h i e v a b l e , a l l p o i n t s on the 
s u r f a c e of D. c o r r e s p o n d i n g to the extreme p o i n t s of S^ 3 3 
must l i e i n t h e same p l a n e . O t h e r w i s e , t h e r e c o u l d be no 
b e s t l i n e a r u n d e r e s t i m a t o r f o r over S * . 
2 . The s u r f a c e of must form a hyperp lane over the space 
S"!", touch ing a l l p o i n t s on t h e s u r f a c e of D. c o r r e s p o n d i n g 
J 3 
to t h e extreme p o i n t s of Ŝ ". O t h e r w i s e , D. cou ld be made 
3 3 
a b e t t e r l i n e a r u n d e r e s t i m a t o r by do ing t h i s . 
F o r t u n a t e l y , a Type I I I e s t i m a t o r e x i s t s f o r the c a s e b e i n g c o n s i d e r e d . 
The s u r f a c e of t h i s e s t i m a t o r i s superimposed on t h e o r i g i n a l d i s u t i l i t y 
s u r f a c e in F i g u r e 6 - 3 b e l o w . The s u r f a c e of the e s t i m a t o r i s formed 
by two p l a n e s . The f i r s t p l a n e r e p r e s e n t s the s u r f a c e over the 
r e g i o n S^ and i s d e f i n e d by the p o i n t s A, C, and D. The second 
2 
p l a n e r e p r e s e n t s t h e s u r f a c e over the r e g i o n S^ and i s d e f i n e d by the 
p o i n t s A , B , and D. The two p l a n e s i n t e r s e c t a l o n g t h e l i n e from A to 
D which c o r r e s p o n d s to t h e r e g i o n of the f e a s i b l e space where: 
s i A s 2 o r ! i . £ i 
The e s t i m a t o r can be e x p r e s s e d m a t h e m a t i c a l l y a s : 
D, = c ( f + f ) + F . • Max { - i , - i } ( 6 - 2 1 ) 
J J ^ - 1 - ^ J ^ 1 2 
Theorem 6 . 1 : D. i s a Type I I I e s t i m a t o r f o r D. f o r Case I a r c s . 3 3 
Proof : 
I t i s w e l l known t h a t D. i s convex . 
3 
Thus, i t o n l y remains to be shown tha t 
D. < D. ¥ 0 < f < t . . , 0 < f < t o 3 ~ 3 ~ ~ 1 — — I 
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B flow on path i Original Surface 
Dj 5 disutility on arc j Estimate — 4 
Fig. 6-3. Case I Arc Disutility Surface and 
Type III Estimator 
183 
and: D. = D. 
3 3 
f o r a l l extreme p o i n t s of S. and S. 
3 3 
Now c o n s i d e r t h e math program: 
T: Min D ( f r f 2 ) ( 6 - 2 2 ) 
s . t . ( 6 - 2 3 ) 
( 6 - 2 4 ) 
The o b j e c t i v e o f problem T i s c o n c a v e , s i n e i s concave and 
D. i s convex . The o p t i m a l s o l u t i o n of problem T must l i e a t an extreme 
3 
p o i n t (EP) of the s o l u t i o n s p a c e ( 6 - 2 3 ) - ( 6 - 2 4 ) . N o t e t h a t an EP of 
t h i s s o l u t i o n s p a c e c o r r e s p o n d s to any c o m b i n a t i o n of f^ and f^ a t t h e i r 
upper and lower bounds . 
T h i s i n c l u d e s t h e p o i n t s : 
Thus , i f < Dj f o r some p o i n t i n the s o l u t i o n s p a c e , i t w i l l a l s o be 
t r u e f o r some EP. A l s o , i f i t i s not t r u e f o r the EP, i . e . , i f D. > D. 
3 ~ 3 
f o r a l l EP then D. _> D. f o r a l l ( f , f ) in t h e s o l u t i o n s p a c e . 
( 0 , 0 ) 
3 - 3 
P o i n t ( 0 , 0 ) 
D. = 0 = D. 
3 3 
P o i n t ( o , t 2 ) 
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P o i n t ( t 1 , 0 ) 
D. = c t + F . 0 = D. 
Case I I I : t 1 , t 2 < B ^ 
6 1 + <2
 > V 
Case IV: ^ + t 0 _< B 
A s i m i l a r Type I I I e s t i m a t o r can be found f o r each of t h e s e c a s e s : 
D " ' t F J 2 " F j l " *IL*2 + CJ2 ('l + W 7 / h + C32- f 2 
+ [F. 1 + t 2 C j l - c . 2 ) ] . Max {LI . }̂ 
I I I 1 
D j = [ FJ2 " F j l + C j 2 ( t l + t 2 > - V21' V f l 
+ t F j 2 " F j l + Cj2 ( t l + t 2 ) " V l 1 ' V F2 
+ [ 2 F j l - F. 2 + C j l (t 1 + t 2) - c (t 1 + t 2)] 
(6-25) 
(6-26) 
P o i n t ( t , t ) 
D. = c._ ( t n + t j + F ._ = D. 3 J 2 1 2 j 2 j 
Q .E .D , 
There a r e t h r e e a d d i t i o n a l s i m p l i f i e d c a s e s which must be c o n s i d e r e d : 
Case I I : t „ < B # 1 
2 - j l 
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"IV IV 
V = V = c ( t . + t 9 ) (6-27) J J Jl 1 2 
The p r o o f s f o l l o w t h a t of Case I a b o v e . The o r i g i n a l d i s u t i l i t y 
s u r f a c e s and t h e i r Type I I I e s t i m a t o r s a r e shown i n F i g u r e s (6-4), 
(6-5), and (6-6) b e l o w . 
2.2 The Genera l Case 
In t h e p r e c e d i n g s e c t i o n a Type I I I e s t i m a t o r was i d e n t i f i e d f o r 
a s i m p l i f i e d arc d i s u t i l i t y s u r f a c e . However, t h e r e i s some q u e s t i o n 
a s t o whether t h e s t r a t e g y w i l l g e n e r a l i z e . Cons ider the same 
s i t u a t i o n a s t h a t g i v e n a b o v e , except l e t | p i | p a t h s u s e arc j . 
Case I : t > B... ¥ p e P J 
P ~ J l 
F 
L e t : D . = c T . F + F. • Max { - £ } 
J j 2
 P c P J P j 2 psPJ % 
Theorem 6.2 D. i s a Type I I I e s t i m a t o r f o r Case I . 
J 
P r o o f : 
D. i s convex 
J 
Thus , i t remains t o show t h a t : 
1. D. < D. V 0 < f < t 
J - J - P - P 
2. D . = D. V extreme p o i n t s of s!, i E P J 
J J J 
But 1 i s t r u e when: 
D. < D. V E P 
J ~ J 
For t h e 0 c a s e : 




Fig. 6-4. Case II Arc Disutility Surface and 
Type III Estimator 
flow on path 1 
disutility on arc j 
Original Surface 
Estimate 
Fig. 6-5. Case III Arc Disutility Surface and 
Type III Estimator 
flow on path i 
disutility on arc j 
l 
Fig. 6-6. Case IV Arc Disutility Surface and 
Type III Estimator 
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For every other EP: 
D. = c 0 I f + F. = D. j j2 p 3 2 j 
where: , 
0 if f = 0 in EP 
f = < P p ] t if f = t in EP 
/ P P P 
Q.E.D. 
For the remaining general cases a counterexample can be provided to 
demonstrate that a Type III estimator cannot always be found. Consider 
the case where: 
H — 10 
C2 = 3 








V = 4 
Consider the region S. with EP: 
J 
(0,0,0), (10,3,2), (0,0,2), (10,0,2), (0,3,2) 
The corresponding points on the disutility surface are: 
(0,0,0,0), (10,3,2,13%), (0,0,2,4), (10,0,2,12), (0,3,2,8%) 
I t can e a s i l y be shown t h a t t h e s e p o i n t s do not l i e on the same 
hyperplane. Thus, a Type III estimator does not exist. 
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2.3 The Development of an A l t e r n a t i v e Convex U n d e r e s t i m a t o r 
S e c t i o n 2.1 d e v e l o p e d a Type I I I e s t i m a t o r f o r a s i m p l i f i e d arc 
d i s u t i l i t y f u n c t i o n . S e c t i o n 2.2 no ted t h a t a Type I I I e s t i m a t o r c o u l d 
n o t be de termined f o r the g e n e r a l c a s e . In t h i s s e c t i o n an a l t e r n a t i v e 
convex u n d e r e s t i m a t o r f o r the g e n e r a l c a s e i s p r e s e n t e d and i t s 
p r o p e r t i e s a r e p r o v e n . L e t : 
t - demand between 0-D p a i r S 
s 
Oj E the s e t of a l l 0-D p a i r s w i th a t l e a s t one path on 
a r c j 
B..-̂ E f i r s t break p o i n t on arc j 
B . E second break p o i n t on arc j 
J^ 
r. . t h 
c j - £ - s l o p e of l segment on arc j 
F..E f i x e d c o s t of i*"*1 segment on arc j 
J i 
p 3 E s e t of pa ths us ing arc j 
A E { s : t < B.J s jl 
B E { S : B # 1 < t < B.J 
J 1 - s j2 
C E { S : t > B ._} 
s - j2 
C o n s i d e r the f o l l o w i n g u n d e r e s t i m a t o r s : 
Where f o r some a r c j : 
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Case I : t < B.. V s e 0 
s - j i J 
and I t < B 
s e O . S J 
J 
d . = c . n 
J 3 1 
e . = ( 6 - 3 0 ) 
JP t 
P 
Case I I : B. < t < B . 0 V s e 0 . 
j l - s - j 2 J 
and I t _< B 
s e O . S J 
J 
d . = c . „ 
J J2 
6 3 P ~ t 
P 
F - 9 
- L £ ( 6 - 3 1 ) 
Case I I I : t > B.„ ¥ s e 0. 
s - j 2 J 
d . = c . n 
J J3 
( 6 - 3 2 ) 
6 3 P = t 
Case IV: e i t h e r t < B.n ¥ s e 0. 
s - j l 3 
and 
J 
B-i < „ t < B.0 j l s e O . s j 2 
3 
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or t < B . . *\ 
s - j k V s e O.A A 
J 
and 





d . = c . 0 
J J2 
ejP = ^ / ( 6 " 3 3 ) 
j l + c._ - c . _ i f t < B . l 
J 1 J2 p j 
Case V: e i t h e r B . , < t < B . „ V s e O 
j l - s - j 2 j 
and 
* t s > B 1 2 seo. s J Z 
or t > B . 0 V s e 0.f\c 
s - J2 j 
and 
B. < t < B . „ A j l - s - J 2 V s e 0 / I B 
and 
B\)C = 0^ 
e . 
JP 
( 6 - 3 4 ) 
F . 
+ c . „ - c . „ i f t < B 
t j 2 j 3 p j 2 
Case VI For a l l o t h e r a r c s j 




i f t > B. 0 t p P " J2 
F 
JP = \ + c._ - c . „ i f t < B . n 
t p J l J3 P j l 
( 6 - 3 5 ) 
j 2 
t + c ._ - c . Q i f B. < t < B . „ P j 2 j 3 j l - p - j 2 
Theorem 6 . 3 D. i s a convex u n d e r e s t i m a t o r of D . . 
J 3 
The proof of Theorem 6 . 3 i s l e n g t h y and i s g i v e n i n Appendix 
G. S e v e r a l c h a r a c t e r i s t i c s of t h i s e s t i m a t o r can be determined from 
t h e p r o o f : 
1 . For Case I , D. = D. over the e n t i r e f e a s i b l e s p a c e S . . 
3 3 J 
2 . For Cases I I and I I I , D. = D. f o r the extreme p o i n t s of 
3 3 
t h e s u b s p a c e s s t , i e P j . Thus , t h e e s t i m a t o r s a r e Type I I I 
e s t i m a t o r s . 
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3 . D . = D. a t t h e z e r o f l o w p o i n t and a t a l l o t h e r extreme 
J J 
p o i n t s of where one pa th f l o w i s a t i t s maximum and 
t h e r e s t a r e a t t h e i r minimum. 
4 . D\. may not equa l D\. a t the maximum f l o w p o i n t . T h i s w i l l 
depend on t h e a r c and i t s p a t h f l o w c o n f i g u r a t i o n . 
5 . D. may e q u a l D . a t a number of o t h e r extreme p o i n t s of S. 
J J J 
The a c t u a l number and t y p e of t h e s e extreme p o i n t s w i l l 
depend on t h e a r c and i t s path f l o w c o n f i g u r a t i o n . 
2 . 4 Problem Q ( M S ° ) : An A p p r o x i m a t i o n t o Problem AP(MS°) 
In the p r e c e d i n g s e c t i o n a good convex u n d e r e s t i m a t o r was 
d e v e l o p e d f o r t h e o r i g i n a l d i s u t i l i t y s u r f a c e o f problem A P ( M S ° ) . 
Problem AP(MS°) can now be approximated by : 
A P A ( M S ° ) : Min I [ d. £ . f + Max. { e . f } ] ( 6 - 3 6 ) 
j e A J peP J P peP J J P P 
s . t . y f = t V s e R ( 6 - 3 7 ) 
PEP P S 
s 
f > 0 V p £ P ( 6 - 3 8 ) 
P ~ 
where: 
f = f l o w on pa th p p 
t = r e q u i r e d f l o w between 0-D p a i r s 
d . , e . E parameters of convex u n d e r e s t i m a t e 
J JP 
A = s e t o f a r c s 
P = s e t of p a t h s 
p 3 E s e t of p a t h s p a s s i n g through arc j 
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P^ = s e t of p a t h s c o n n e c t i n g 0 - D p a i r s 
R E s e t of 0-D p a i r s 
Problem APA(MS°) can be f o r m u l a t e d i n the more t r a d i t i o n a l a r c - p a t h 
form a s : 
Q ( M S ° ) : Min £ c f + £ y . (6-39) 
peP P p j e A J 
[ u ] s . t . J f = t V s e R (6-40) 
s ^ p s peP r 
s 
[YJ F < ZL_ V j e A, p e P j (6-41) 
J F V E 
JP 
f , y 2 0 V p e P, j e A (6-42) 
where: 
c = I d. 
P jeA P J 
P _ 
A = t h e s e t o f a r c s c o m p r i s i n g path p 
y E an arc j c a p a c i t y r e l a t e d v a r i a b l e 
u , v. E t h e r e l a t e d dua l v a r i a b l e s 
s JP 
In t h e f o l l o w i n g s e c t i o n a d e c o m p o s i t i o n approach i s proposed f o r the 
s o l u t i o n o f Q ( M S ° ) . As a p r e l i m i n a r y t o t h e s e c t i o n , n o t e t h a t 
c o n s t r a i n t s e t (6-40) can be r e w r i t t e n a s : 
J f >t V s e R (6-43) 
T, P ~ S peP H 
s 
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T h i s i s t r u e s i n c e each c o n s t r a i n t i n ( 6 - 4 3 ) would have to be b i n d i n g a t 
o p t i m a l i t y . F i n a l l y , c o n s t r a i n t s e t ( 6 - 4 1 ) can be r e w r i t t e n a s : 
e . f - y . < 0 V j e A , p£ P J ( 6 - 4 4 ) 
3P P J ~ 
3 . A Proposed S o l u t i o n Procedure f o r Problem Q(MS°) 
3 . 1 Problem D Q ( M S ° ) : The Dual of Problem Q(MS°) 
In the p r e v i o u s s e c t i o n problem Q(MS°) has a l a r g e number of 
co lumns , but a much l a r g e r number of r o w s . T h i s l a r g e number of rows 
c o n s t i t u t e s the most s e r i o u s d i f f i c u l t y i n s o l v i n g the prob lem. As i s 
o f t e n done w i t h problems of many rows , c o n s i d e r the dual of problem 
Q ( M S ° ) : 
D Q ( M S ° ) : Max I t u ( 6 - 4 5 ) 
s£R S S 
[ y ] s . t . I v < 1 ¥ j CA ( 6 - 4 6 ) 
J p £ P J J P 
[ f ] u - 7 e . v . < c ¥ s e R , p £ P ( 6 - 4 7 ) 
P s | A p ] p j p - p s 
u , v . > 0 ¥ s £ R , p e P , j e A P ( 6 - 4 8 ) 
s ' JP - s 
Problem DQ(MS°) has a v e r y l a r g e number of columns and a l a r g e number of 
r o w s . F u r t h e r m o r e , c o n s t r a i n t s e t s ( 6 - 4 7 ) and ( 6 - 4 8 ) a r e b l o c k d i a g o n a l 
by 0-D p a i r . T h i s i s e v i d e n t by n o t i n g tha t u g i s unique to 0-D p a i r s 
and the v . a r e unique to the s e t of pa ths P which connect 0-D p a i r s . 
JP s 
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The D a n t z i g - W o l f e d e c o m p o s i t i o n p r o c e d u r e can be used f o r problems 
of t h i s t y p e . 
3 . 2 D a n t z i g - W o l f e D e c o m p o s i t i o n of DQ(MS°) 
C o n s i d e r t h e u s e of D a n t z i g - W o l f e d e c o m p o s i t i o n in the s o l u t i o n 
of problem D Q ( M S ° ) . F i r s t , l e t t h e c o n s t r a i n t s e t ( 6 - 4 6 ) form the s e t 
o f l i n k i n g c o n s t r a i n t s . Note t h a t t h e r e w i l l be one row i n the master 
problem f o r each l i n k i n g c o n s t r a i n t . For problem DQ(MS°) t h e r e a r e |A| 
rows . Second, b e c a u s e of t h e b l o c k d i a g o n a l s t r u c t u r e o f c o n s t r a i n t 
s e t s ( 6 - 4 7 ) and ( 6 - 4 8 ) , one can use between one and |R| subproblems . 
Note t h a t f o r each subproblem u s e d , t h e r e w i l l be one a d d i t i o n a l c o n ­
v e x i t y c o n s t r a i n t i n t h e mas ter prob lem. S i n c e t h e number o f rows i n 
the m a s t e r problem i s a l r e a d y l a r g e [A|, i t might be u s e f u l to u t i l i z e 
a s i n g l e subproblem. 
L e t : 
S = { ( u , v ) : ( 6 - 4 7 ) and ( 6 - 4 8 ) a r e s a t i s f i e d ) 
w = ( w Q , w ^ ^ 0 
w 0 = ( w 0 1 , . . . , w Q | A | ) 
w .̂ E the d u a l v a r i a b l e of the mas ter problem c o r r e s p o n d i n g 
t o arc i 
W j E the d u a l v a r i a b l e of the mas ter problem c o r r e s p o n d i n g 
t o t h e c o n v e x i t y c o n s t r a i n t 
The subproblem can now be s t a t e d a s : 
S ( M S ° ) : Max I ( t u - I I w n . v . ) - w, ( 6 - 4 9 ) 
sCR s s P e P j C A p 0 j J P 1 s J 
s . t . ( 6 - 4 7 ) , ( 6 - 4 8 ) 
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C o n s t r a i n t s e t s ( 6 - 4 7 ) and ( 6 - 4 8 ) a r e b l o c k d i a g o n a l by 0-D p a i r 
Thus, s i n c e the o b j e c t i v e ( 6 - 4 9 ) i s l i n e a r , problem S(MS°) i s 
s e p a r a b l e i n t o |R| subproblems of the form: 
S ( M S ° ) : Max t u - Y Y w n . v . ( 6 - 5 0 ) 
S S p c P s j e A P ° J J P 
s . t . u - Y e . v . < c V p e P ( 6 - 5 1 ) 
S j e A P JP JP ~ P s 
u , v . > 0 ¥ p e P , j e A P ( 6 - 5 2 ) 
s j p — s 
Given t h e s o l u t i o n s t o t h e | R | subproblems S g ( M S ° ) , t h e column 
which i s a c a n d i d a t e to e n t e r the b a s i s of t h e m a s t e r problem a s 
w e l l a s i t s reduced c o s t c o e f f i c i e n t can be d e t e r m i n e d . 
L e t : 
r c c reduced c o s t c o e f f i c i e n t o f column e n t e r i n g mas ter 
problem 
t h 
Z * t h e o p t i m a l v a l u e o f the o b j e c t i v e f o r t h e s s u b -
problem 
r c c = Y Z * - w. ( 6 - 5 3 ) 
seR 
I f r c c < 0 , then the c u r r e n t s o l u t i o n t o t h e problem i s o p t i m a l . I f 
r c c > 0 , then column a must e n t e r the c u r r e n t b a s i s of the m a s t e r 
problem where: 
a 
a = ( 6 - 5 4 ) 
a . = I . v . ( 6 - 5 5 ) 
199 
G i v e n t h e s o l u t i o n of D Q ( M S ° ) , one must s t i l l c o n s t r u c t 
t h e s o l u t i o n of Q ( M S ° ) . From d u a l i t y t h e o r y r e l a t i n g to the 
D a n t z i g - W o l f e d e c o m p o s i t i o n p r o c e d u r e , i t i s w e l l known t h a t : 
y* = w* ( 6 - 5 6 ) 
J Oj 
f* = f* ( 6 - 5 7 ) 
P P 
where: f*, y * = t h e o p t i m a l s o l u t i o n of f , y . from problem 
P J P J 
Q(MS°) 
w * = the o p t i m a l v a l u e o f w. k . i n t h e m a s t e r problem Oj Oj 
f* = t h e o p t i m a l v a l u e o f f , a d u a l v a r i a b l e of 
P P 
problem S s ( M S ° ) , ( t o be f u r t h e r d e f i n e d i n 
t h e f o l l o w i n g s e c t i o n ) 
3 . 3 The S o l u t i o n o f t h e Subproblem S S ( M S ° ) 
W h i l e problem S g ( M S ° ) cou ld be s o l v e d by a l i n e a r programming 
a l g o r i t h m , t h e s i m p l e s t r u c t u r e i n d i c a t e s t h a t a l e s s s o p h i s t i c a t e d 
(and l e s s t i m e and s t o r a g e consuming) a l g o r i t h m might b e d e v e l o p e d . 
C o n s i d e r t h e d u a l o f problem S g ( M S ° ) 
DS ( M S ° ) : Min T c f ( 6 - 5 8 ) 
f peP P P 
p s 
. t . T f > t ( 6 - 5 9 ) 
u p — s 
peP 
s 
c W 0 j T T A p ( 6 - 6 0 ) 
JJP 
V p £ P , j £ A 
p — e . s 
f > 0 V p E P ( 6 - 6 1 ) 
p — s 
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I t a p p e a r s t h a t DS g (MS°) c o u l d be s o l v e d by i n s p e c t i o n i f i t were 
f e a s i b l e . However, i n f e a s i b i l i t y may be a prob lem. Note t h a t 
t h e maximum f l o w on any path p i s s i m p l y : 
f M a X = Min W 0 j 
P j ^ A P e ~ 
JP 




When D S g ( M S ° ) i s i n f e a s i b l e , S g ( M S ° ) i s unbounded. When t h i s o c c u r s , 
an extreme r a y (ER) from problem S g ( M S ° ) must be r e t u r n e d to t h e 
m a s t e r prob lem. O b t a i n i n g t h e ER would n o t be d i f f i c u l t i f one were 
u s i n g LP to s o l v e S g ( M S ° ) , however , t h e u s e of LP i s not d e s i r a b l e . 
To a v o i d t h i s prob lem, c o n s i d e r a redundant path A g in a d d i t i o n 
t o each s e t P g i n problem Q ( M S ° ) . C a l l the r e s u l t i n g problem Q ( M S ° ) . 
Let : 
c > Max f c 4- I e } ( 6 - 6 2 ) 
s - P e P g p j e A p J P 
S i n c e t h e c o s t of t h i s path i s h i g h e r than t h a t of a l l o t h e r p a t h s 
s e r v i n g the 0-D p a i r s , then no path A g can c a r r y p o s i t i v e f l o w in 
the o p t i m a l s o l u t i o n of Q ( M S ° ) . Thus , Q(MS°) i s e q u i v a l e n t t o Q(MS°) 
Let t h e d u a l of Q(MS°) be DQ~(MS°) . Then DQ"(MS°) i s e q u i v a l e n t to 
DQ ( M S ° ) w i t h t h e f o l l o w i n g redundant c o n s t r a i n t s e t : 
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U s < C A V s e R (6-63) 
— s 
The subproblem f o r DQ"(MS0) , S ( M S ° ) , i s then e q u i v a l e n t to S (MS°) 
w i t h t h e added c o n s t r a i n t s e t (6-63). The | R| subproblems s e p a r a t e d 
from S ( M S ° ) , S ( M S ° ) , a r e e q u i v a l e n t to S (MS°) w i t h the added c o n -
s s 
s t r a i n t s : 
u < c . 
s— A 
s 
The d u a l o f subproblem S g ( M S ° ) can be s t a t e d as 
DS ( M S ° ) : Min T c f + c A fA (6-64) 
peP r r S S 
s 
S't* I f + f A > t / , « v 
pep p A s ~ s ( 6 " 6 5 ) 
s 
P ~ eT^ JP 
V p e P , jeA1 
s J 
(6-66) 
f p > 0, f •> 0 V p e P (6-67) 
A S 
S 
Note t h a t DS" g(MS°) i s now f e a s i b l e and subproblem S (MS°) i s bounded, 
The f o l l o w i n g a l g o r i t h m can be used t o s o l v e problem DS ( M S 0 ) 
s 
1 . Arrange the p a t h s i n o r d e r o f i n c r e a s i n g c^. 
L e t : i = 1 
RF = t 
s 
jeA JP 
o ™ • ^Max ... w_. 
2. Determine f = Min Oj 
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3. Let: f* = Min {RF, f M a x } 
1 l 
4. If f* = RF, let: f* ,...,f* = 0 and f* = 0 l l+l Ip I A I s I s 
STOP 
Otherwise, go to step 5. 
5. Let: RF = RF - f* 
l 
6. If i = |P I , let: f* = RF 1 s 1 A s 
STOP 
Otherwise, go to step 7. 
7. i = i+1, Go to step 2. 
The flow pattern produced by the algorithm is feasible since all 
flow is assigned to paths. It is optimal since flow is assigned 
in order of increasing unit cost. The algorithm will terminate 
in a maximum of |P I iterations. 1 s' 
Finally, the optimal solution to problem DS (MS°) must be 
s 
used to develop the optimal solution to subproblem S^CMS 0). This 
can be accomplished in the following manner: 
1. If f = 0, let path q be the last path assigned flow in 
s 
the ordered arc list. Let u* = c 
s q 
a. For any path p =) c < c : 
p q 
i. For any one (possibly the first) constraining arc 
j, let: 
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c - c 
v* = __S P_ 
i i . For a l l o t h e r a r c s j , l e t 
( 6 - 6 8 ) 
v * = 0 ( 6 - 6 9 ) JP 
b . For any p a t h p ^ c > c , l e t 
* p - q 
v * = 0 ( 6 - 7 0 ) 
JP 
2. I f f* > 0 , l e t u* = c , f o r each path p : 
A S A 
s s 
a. For any one ( p o s s i b l y t h e f i r s t ) c o n s t r a i n i n g 
arc j , l e t : 
c - c 
A p 
v * = — § 
JP e . 
JP 
b . For a l l o t h e r a r c s j , l e t : 
JP 
T h i s s o l u t i o n i s f e a s i b l e t o problem S (MS°) and the complementary 
s 
p r i m a l and d u a l s o l u t i o n s t o the subproblem s a t i s f y the complementary 
s l a c k n e s s c o n d i t i o n s . Thus , t h e Kuhn-Tucker c o n d i t i o n s are s a t i s i f i e d , 
and the proposed s o l u t i o n must be o p t i m a l . 
4 . Problems Assoc ia ted^ With t h e Proposed S o l u t i o n Procedure 
The s o l u t i o n p r o c e d u r e proposed f o r problem Q(MS°) has a 
number o f s i g n i f i c a n t drawbacks . F i r s t , even a f t e r e l i m i n a t i n g 
a l l p a r a l l e l p a t h s , t h e r e remain a v e r y l a r g e number of p h y s i c a l 
JP e • 
JP 
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p a t h s c o n n e c t i n g each 0-D p a i r . Thus , i t may s t i l l be n e c e s s a r y 
t o e l i m i n a t e a l a r g e number o f p h y s i c a l p a t h s to a s s u r e t r a c t a -
b i l i t y . 
T h i s might be a c c o m p l i s h e d a n a l y t i c a l l y by the f o l l o w i n g p r o c e d u r e : 
1 . Find t h e s h o r t e s t pa th between each 0-D p a i r where arc 
l e n g t h i s d e f i n e d as a r c d i s u t i l i t y g i v e n minimum 
i n v e s t m e n t . 
L e t : d g = l e n g t h o f s h o r t e s t p a t h between 0-D p a i r s . 
2 . E l i m i n a t e a l l p a t h s between 0-D p a i r s whose l e n g t h i s 
g r e a t e r than d g , where a r c l e n g t h i s d e f i n e d as a r c 
d i s u t i l i t y g i v e n maximum i n v e s t m e n t . 
T h i s p r o c e d u r e w i l l s t i l l r e q u i r e a g r e a t d e a l of c o m p u t a t i o n . 
Perhaps an e q u a l l y s a t i s f a c t o r y method o f path e l i m i n a t i o n i s the 
" e y e b a l l " p r o c e d u r e . S i n c e one i s d e a l i n g w i t h a p h y s i c a l network 
w i t h few o r no s p e c i a l p e c u l i a r i t i e s , t h e " e y e b a l l " method i s 
p a r t i c u l a r l y a t t r a c t i v e . However, one s h o u l d n o t e t h a t when u s i n g an 
" e y e b a l l " method, one i s no l o n g e r t h e o r e t i c a l l y guaranteed a lower 
bound on t h e o r i g i n a l prob lem. Thus , one would have a p r a c t i c a l lower 
bound r a t h e r than a t h e o r e t i c a l lower bound. 
A second drawback o f the procedure i s t h e need to m a i n t a i n a 
m a s t e r problem b a s i s o f s i z e |A| + 1 . A c o m p l i c a t i n g f a c t o r i s that 
t h e m a s t e r problem b a s i s w i l l p r o b a b l y be d e n s e . T h i r d , when u s i n g 
t h e D a n t z i g - W o l f e d e c o m p o s i t i o n procedure on the d u a l , f e a s i b i l i t y 
of t h e pr imal i s n o t reached u n t i l o p t i m a l i t y . Each i t e r a t i o n o f t h e 
mas ter problem p r o v i d e s an i n c r e a s i n g lower bound on the o p t i m a l v a l u e 
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of the p r i m a l o b j e c t i v e . Thus , i f convergence were s l o w near 
o p t i m a l i t y , then one c o u l d i t e r a t e many t i m e s b e f o r e o b t a i n i n g a 
f e a s i b l e s o l u t i o n to Q ( M S ° ) . There a r e two p o s s i b l e approaches to 
the s o l u t i o n o f t h i s problem: 
1 . Cease i t e r a t i o n o f t h e d e c o m p o s i t i o n p r o c e d u r e . 
A lower bound e x i s t s f o r the s o l u t i o n . 
Take the c u r r e n t p r i m a l s o l u t i o n , which i s i n f e a s i b l e , 
and t r a n s l a t e i t i n t o a f e a s i b l e s o l u t i o n , 
he q u a l i t y of the f e a s i b l e s o l u t i o n can be v e r i f i e d 
by comparison w i t h t h e lower bound. 
2 . Use a d u a l - s i m p l e x method t o s o l v e the mas ter problem 
[ L a s d o n , 1 9 7 8 ] , t h i s w i l l a s s u r e p r i m a l f e a s i b i l i t y a t 
each i t e r a t i o n of t h e d e c o m p o s i t i o n p r o c e d u r e . Thus , t h e 
a l g o r i t h m can be t e r m i n a t e d a t any t i m e y e i l d i n g a pr imal 
f e a s i b l e s o l u t i o n , but no lower bound. A s i g n i f i c a n t 
drawback o f t h i s approach i s t h a t the r e s u l t i n g subproblem 
becomes a l i n e a r f r a c t i o n a l program. Us ing a t y p i c a l 
f o r m u l a t i o n t o s o l v e the f r a c t i o n a l program, t h e s p e c i a l 
s t r u c t u r e of the subproblem would be l o s t , and one might 
need to r e s o r t t o LP. Jacobsen has recommended an 
a l g o r i t h m d e v e l o p e d by A b a d i e and W i l l i a m s f o r the s o l u t i o n 
of l i n e a r f r a c t i o n a l programs w i t h s p e c i a l s t r u c t u r e 
[ J a c o b s e n , 1 9 6 7 ; A b a d i e and W i l l i a m s , 1 9 6 3 ] . The a l g o r i t h m 
s o l v e s a sequence of L P ' s , each h a v i n g the same c o n s t r a i n t 
s t r u c t u r e , but w i t h d i f f e r e n t o b j e c t i v e s . Thus , the p r i c e one 
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would pay f o r p r i m a l f e a s i b i l i t y i s the s o l u t i o n of a 
number of subproblems of t h e form S (MS°) a t each i t e r a t i o n 
s 
of the d e c o m p o s i t i o n p r o c e d u r e . 
5 . Summary 
In t h i s c h a p t e r problem P2(MS°) was approximated by a g e n e r a l 
m u l t i - c o m m o d i t y f i x e d charge network f l o w prob lem. The approach 
was s i m i l a r to t h a t used by J a r v i s , R a r d i n , and Unger in d e a l i n g w i t h 
a s ing l e , commodity problem [ J a r v i s , R a r d i n , Unger , 1 9 7 7 ] . From the 
work of Choe i t was i n f e r r e d t h a t the s o l u t i o n of a r e l a x e d a r c - p a t h 
f o r m u l a t i o n would p r o v i d e a lower bound s u p e r i o r to t h a t of the n o d e -
arc f o r m u l a t i o n [Choe, 1 9 7 7 ] . However, i t was a l s o de termined t h a t 
t h e r e l a x e d a r c - p a t h f o r m u l a t i o n was i n t r a c t a b l e due t o the immense 
number of p a r a l l e l pa ths r e p r e s e n t i n g a s i n g l e p h y s i c a l p a t h . To 
reduce t h i s number to o n e , i t was de termined t h a t another approxima­
t i o n to t h e d i s u t i l i t y s u r f a c e was r e q u i r e d . A number o f p o t e n t i a l 
e s t i m a t o r s were a n a l y z e d , and a new type of e s t i m a t o r , Type I I I , was 
d e f i n e d and found to be d e s i r a b l e . Type I I I e s t i m a t o r s were i d e n t i f i e d 
f o r a r c s w i t h c e r t a i n s i m p l i f i e d s t r u c t u r e s . However, i t was found 
t h a t Type I I I e s t i m a t o r s d i d n o t e x i s t f o r t h e g e n e r a l c a s e . Lack­
ing a Type I I I e s t i m a t o r , ano ther l e s s d e s i r a b l e e s t i m a t o r was 
i d e n t i f i e d and i t s p r o p e r t i e s p r o v e n . F i n a l l y , a s o l u t i o n procedure 
based on the D a n t z i g - W o l f e Decompos i t ion P r i n c i p l e was proposed f o r 
the r e s u l t i n g problem. The subproblem f o r t h i s p r o c e d u r e was found 
t o p o s s e s s a s i m p l e s t r u c t u r e amenable t o a v e r y s i m p l e s o l u t i o n 
t e c h n i q u e . 
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CHAPTER V I I 
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH 
1. C o n c l u s i o n s 
1.1. The S i n g l e Commodity Problem 
A number of c o n c l u s i o n s can be drawn from the r e s e a r c h r e l a t i n g 
t o the s i n g l e - c o m m o d i t y m u l t i - m o d a l f r e i g h t t r a n s p o r t network i m p r o v e ­
ment prob lem. These i n c l u d e : 
1. E x i s t i n g m u l t i - m o d a l improvement f o r m u l a t i o n s and s o l u t i o n 
p r o c e d u r e s a r e i n a d e q u a t e f o r the s p e c i f i c purposes o f t h i s 
r e s e a r c h . S p e c i f i c weaknesses i n c l u d e l i m i t e d a p p l i c a t i o n a l 
s e t t i n g s , i n a b i l i t y to handle l a r g e - s c a l e p r o b l e m s , and 
q u e s t i o n a b l e s i m p l i f y i n g a s s u m p t i o n s . 
2 . The new f o r m u l a t i o n models the g e n e r a l network improvement 
problem w h i l e making few q u e s t i o n a b l e s i m p l i f y i n g a s s u m p t i o n s . 
D i s t i n c t i v e f e a t u r e s of the f o r m u l a t i o n i n c l u d e a mode 
a b s t r a c t m u l t i n o m i a l l o g i t modal s p l i t model and convex arc 
t r a n s p o r t c h a r a c t e r i s t i c improvement f u n c t i o n s . Two of the 
most q u e s t i o n a b l e a s sumpt ions a r e t h a t t h e r e i s o n l y one 
t r a n s p o r t commodity c l a s s and t h a t the arc t r a n s p o r t c h a r a c ­
t e r i s t i c s a r e not a f f e c t e d by a r c f l o w s . 
3 . The proposed new f o r m u l a t i o n I s v e r y d i f f i c u l t t o s o l v e . 
S ince the o b j e c t i v e i s n o n - c o n v e x , the o n l y methods which can 
g u a r a n t e e a g l o b a l o p t i m a l s o l u t i o n a r e i n t e g e r 
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procedures such as branch and bound. Since integer procedures 
cannot solve problems involving large-scale networks, a 
heuristic solution methodology is developed. 
4. A solution methodology is developed based on Steenbrink's 
continuous optimal adjustment heuristic and the solution of a 
concave disutility transportation assignment problem 
[Steenbrink, 1974], In very test run the methodology 
converges to a solution, which is guaranteed to be feasible to 
the original problem and "good" in the sense that it is the 
result of a suboptimization process. The solution need not be 
unique. Finally, the methodology cannot be guaranteed to 
converge to a global optimal solution. 
5. The general solution methdology can be used with any mode-
abstract modal split model. 
6. The proposed methodology is easily extendible to some specific 
cases where the arc transport characteristics are functions of 
arc flow. 
7. The algorithm which is developed and tested for the solution 
of the concave disutility transportation assignment problem is 
based on the heuristic local optimum-seeking procedure 
proposed by Yaged [Yaged, 1971]. A second algorithm is 
proposed, which uses Dantzig-Wolfe decomposition to solve an 
Arc-Path formulation of the general multi-commodity fixed 
charge network flow problem. 
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8 . The s o l u t i o n methodo logy i s v i a b l e . A l though s o l u t i o n 
t i m e s a r e l o n g , t h i s i s not unusua l f o r problems of t h i s 
s i z e or d e s i g n - c o n s t r u c t i o n p r o j e c t s o f t h i s s c a l e . 
S o l u t i o n t i m e s might be s h o r t e n e d c o n s i d e r a b l y by proper 
s e l e c t i o n o f methodo logy p a r a m e t e r s . S o l u t i o n t i m e s , 
might be f u r t h e r s h o r t e n e d by as much as 50% by e l i m i n a t i n g 
Phase I p o r t i o n o f t h e two phase a l g o r i t h m . However, t h i s 
may c a u s e an a p p r e c i a b l e d e t e r i o r a t i o n i n s o l u t i o n q u a l i t y . 
9 . Any r e a s o n a b l e s e a r c h p r o c e d u r e d e v e l o p e d f o r t h i s meth­
o d o l o g y must c o n s i d e r v a r y i n g both t h e s e t o f i n i t i a l modal 
s p l i t s and the s e t of i n i t i a l arc l e n g t h s . The r e s u l t s of 
any s e a r c h procedure can be p l o t t e d on a t o t a l s a v i n g s -
i n v e s t m e n t g r a p h , and , a f t e r d e f i n i n g the maximum s a v i n g s 
e n v e l o p e o v e r i n v e s t m e n t , t h e d e c i s i o n maker might then 
s e l e c t the p r e f e r r e d combinat ion o f inves tment and t o t a l 
s a v i n g s . 
1 0 . The t endency o f s o l u t i o n s to c l u s t e r around c e r t a i n p o i n t s 
t ends t o i n d i c a t e the p r e s e n c e of l o c a l o p t i m a l s o l u t i o n s 
t o t h e prob lem. 
1 . 2 The Mul t i -Commodi ty Problem 
A number o f c o n c l u s i o n s can be drawn from the r e s e a r c h r e l a t i n g 
to the m u l t i - c o m m o d i t y e x t e n s i o n of the prob lem: 
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1 1 . No s i g n i f i c a n t r e s e a r c h r e s u l t s have been p u b l i s h e d 
c o n c e r n i n g the improvement of m u l t i - m o d a l networks wi th 
more than one t r a n s p o r t commodity c l a s s . 
1 2 . The proposed m u l t i - c o m m o d i t y f o r m u l a t i o n e l i m i n a t e s one 
of the q u e s t i o n a b l e a s s u m p t i o n s d i s c u s s e d i n c o n c l u s i o n 2 
above and , t h u s , i s a more r e a l i s t i c model of the 
prob lem. The r e s t of c o n c l u s i o n 2 and c o n c l u s i o n 3 a l s o 
h o l d f o r the m u l t i - c o m m o d i t y f o r m u l a t i o n . 
1 3 . The methodo logy f o r the s i n g l e commodity problem i s 
ex tended to g e n e r a t e s o l u t i o n s to the m u l t i - c o m m o d i t y 
prob lem. The r e s u l t i n g m u l t i - c o m m o d i t y methodology has 
c h a r a c t e r i s t i c s s i m i l a r to t h o s e d i s c u s s e d i n c o n c l u s i o n s 
4 , 5 , and 6 a b o v e . 
1 4 . The Yaged A l g o r i t h m i s ex tended to g e n e r a t e l o c a l o p t i m a l 
s o l u t i o n s to the m u l t i - c o m m o d i t y , concave d i s u t i l i t y 
t r a n s p o r t a t i o n as s ignment prob lem. 
1 5 . Wi th one major e x c e p t i o n , c o n c l u s i o n s drawn from the 
m u l t i - c o m m o d i t y r e s u l t s p a r a l l e l t h o s e of the s i n g l e 
commodity prob lem, c o n c l u s i o n s 8 , 9 , and 10 a b o v e . The 
s i n g l e e x c e p t i o n i s t h a t the m u l t i - c o m m o d i t y methodo logy 
r e q u i r e s a s u b s t a n t i a l amount of CPU t ime to g e n e r a t e a 
s i n g l e s o l u t i o n , a p p r o x i m a t e l y tw ice tha t r e q u i r e d f o r 
the c o r r e s p o n d i n g s i n g l e commodity problem. Thus , t h e r e 
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i s a v a l i d q u e s t i o n as t o whether t h e proposed m u l t i -
commodity methodo logy i s a v i a b l e v e h i c l e f o r g e n e r a t i n g 
s o l u t i o n s to t h e m u l t i - c o m m o d i t y prob lem. 
1 6 . L i m i t e d compar i sons between s i n g l e - c o m m o d i t y and m u l t i -
commodity s o l u t i o n s t o the same g e n e r a l problem s u g g e s t 
t h a t , a t l e a s t f o r some s t a r t i n g s o l u t i o n s , t h e f i n a l 
s o l u t i o n s may not d i f f e r enough t o warrant the a d d i t i o n a l 
expense r e q u i r e d t o s o l v e t h e m u l t i - c o m m o d i t y prob lem. 
However, t h i s may be a f u n c t i o n of t h e u n i f o r m i t y of t h e 
t r a n s p o r t commodity c l a s s e s be ing c o n s i d e r e d as w e l l as 
t h e i n i t i a l s t a r t i n g s o l u t i o n s . 
2 . Recommendations f o r Future Research 
P r i o r t o c o n c l u d i n g t h i s r e s e a r c h e f f o r t , i t should be noted 
t h a t a number o f important q u e s t i o n s remain unanswered and a number 
of i m p o r t a n t i s s u e s remain u n a d d r e s s e d . The purpose of t h i s s e c t i o n 
i s t o i d e n t i f y t h e s e q u e s t i o n s and i s s u e s and i n d i c a t e p o t e n t i a l 
d i r e c t i o n s f o r f u t u r e r e s e a r c h e f f o r t s . 
In Chapter I I a number of a s s u m p t i o n s were made in o r d e r t o 
s i m p l i f y t h e prob lem. However, s e v e r a l of t h e s e a s s u m p t i o n s a r e 
known t o be q u e s t i o n a b l e . F i r s t , i t was assumed t h a t t h e r e was 
o n l y one t r a n s p o r t commodity c l a s s u s i n g the network . T h i s was l a t e r 
r e l a x e d t o i n c l u d e m u l t i p l e c o m m o d i t i e s , and a s o l u t i o n methodology 
was d e v e l o p e d . R e s u l t s o b t a i n e d from t e s t runs were not encourag ing 
however , w i t h t h e p r i n c i p a l d i f f i c u l t y be ing l e n g t h y computat ion 
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t i m e s . In g e n e r a l , t h e s e t i m e s were t w i c e t h o s e r e q u i r e d to 
g e n e r a t e comparab le s i n g l e commodity s o l u t i o n s . Lengthy CPU t i m e s 
were d i r e c t l y a t t r i b u t a b l e to t h e l a r g e number of 1 - 0 g e n e r a t i o n s 
n e c e s s i t a t e d by t h e l a r g e s t o r a g e r e q u i r e m e n t s of the s o l u t i o n 
methodo logy c o u p l e d w i t h t h e r e l a t i v e l y s m a l l c o r e s t o r a g e c a p a c i t y 
of t h e CYBER 74 computing sy s t em. P o t e n t i a l r e s e a r c h r e l a t i n g to 
t h i s problem i n c l u d e s : 
1 . R e v i s e t h e computer programs assuming a d d i t i o n a l c o r e 
s t o r a g e a v a i l a b i l i t y and e v a l u a t e the e f f e c t on s o l u t i o n 
t i m e s . Note t h a t most v a r i a b l e s would be m a i n t a i n e d i n 
c o r e s t o r a g e . 
2 . R e v i s e t h e computer programs to make them more t ime and 
s t o r a g e e f f i c i e n t and e v a l u a t e the e f f e c t on s o l u t i o n 
t i m e s . In p a r t i c u l a r , t h e network a l g o r i t h m s can be made 
much more e f f i c i e n t and to p r o v i d e f o r r e s t a r t c a p a b i l i t y 
[ R a r d i n , 1 9 7 8 ] -
3 . I d e n t i f y a d d i t i o n a l s i m p l i f y i n g a s s u m p t i o n s , implement 
t h e s e a s s u m p t i o n s , and e v a l u a t e t h e i r e f f e c t on s o l u t i o n 
t i m e s . One such assumpt ion might be t h a t a l l commodi t i e s 
u s e the same p a t h s . 
4 . E v a l u a t e t h e use of the s i n g l e commodity problem s o l u t i o n 
as an a p p r o x i m a t i o n t o t h a t o f t h e m u l t i - c o m m o d i t y problem. 
A second q u e s t i o n a b l e assumpt ion was t h a t t h e arc t r a n s p o r t 
c h a r a c t e r i s t i c s (ATC) were not a f f e c t e d by arc f l o w . Subsequent 
a n a l y s i s showed t h a t i f t h e proposed methodo logy were used to s o l v e 
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a problem where an i n i t i a l arc f i x e d c o s t a n d / o r arc inves tment 
were shared p r o p o r t i o n a t e l y by u s e r s , t h e d e c o m p o s i t i o n p r o c e d u r e 
might s t i l l be u s e f u l in s o l v i n g the r e s u l t i n g problem. A n a l y s i s a l s o 
showed t h a t i f t h e assumpt ion n e g a t i n g ATC c o n g e s t i o n e f f e c t s were 
r e l a x e d , the r e s u l t i n g problem would be i n c o n s i s t e n t . P o t e n t i a l 
r e s e a r c h r e l a t i n g t o t h i s problem i n c l u d e s : i n v e s t i g a t e t h e 
deve lopment of a c o n s i s t e n t f o r m u l a t i o n which would i n c l u d e c o n g e s t i o n . 
Note t h a t such a f o r m u l a t i o n must extend t h e concept of maximum 
u t i l i t y modal p a t h s and modal s p l i t . 
A t h i r d q u e s t i o n a b l e assumpt ion was tha t t h e v a r i o u s t r a n s p o r t 
f a c i l i t i e s c o u l d be s e p a r a t e d i n t o a number of f u n c t i o n a l independent , 
u n i - d i r e c t i o n a l f a c i l i t i e s . P o t e n t i a l r e s e a r c h r e l a t i n g t o t h i s 
a s sumpt ion i n c l u d e s : 
1 . Examine the v a r i o u s t y p e s of p h y s i c a l t r a n s p o r t f a c i l i t i e s 
and d e t e r m i n e which a r e s e p a r a b l e i n t o independent f u n c t i o n a l 
u n i - d i r e c t i o n a l f a c i l i t i e s and which must be c o n s i d e r e d as a 
u n i t . 
2 . R e v i s e t h e methodology to i n c l u d e t h e s e i n t e r d e p e n d e n c i e s . 
Note t h a t t h i s shou ld c a u s e l i t t l e problem s i n c e the Yaged 
A l g o r i t h m was o r i g i n a l l y in tended f o r u s e w i t h u n d i r e c t e d 
a r c s . 
In t h e deve lopment of t h e g e n e r a l m e t h o d o l o g y , a number of 
m o d i f i a b l e components and parameters were i d e n t i f i e d , P o t e n t i a l 
r e s e a r c h r e l a t i n g to t h e s e i n c l u d e : 
1 . R e v i s e t h e computer programs so t h a t they may use the 
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a l t e r n a t e modal s p l i t c o n v e r g e n c e c r i t e r i a proposed i n 
Chapter I I I , S e c t i o n 1 . 2 . E v a l u a t e t h e performance of the 
m e t h o d o l o g y u s i n g t h e s e c r i t e r i a . 
2 . I n v e s t i g a t e the development of lower bounds on t h e o b j e c t i v e 
of t h e problem which a r e t i g h t e r than t h o s e proposed i n 
Chapter I I I , S e c t i o n 1 . 2 . Note t h a t a t i g h t lower bound 
would g r e a t l y f a c i l i t a t e the d e c i s i o n to t e r m i n a t e the 
o v e r a l l m e t h o d o l o g y . 
3 . Lack ing a good lower bound, i d e n t i f y r e a s o n a b l e n o n - l o w e r 
bound-based d e c i s i o n r u l e s which c o u l d be used t o t e r m i n a t e 
t h e o v e r a l l m e t h o d o l o g y . E v a l u a t e t h e i r p e r f o r m a n c e . Note 
t h a t one such r u l e i s p o s t u l a t e d i n Chapter I V , S e c t i o n 2 . 4 . 
4 . E v a l u a t e t h e per formance of t h e two phase a l g o r i t h m v e r s u s 
the Yaged a l g o r i t h m i n s o l v i n g t h e concave d i s u t i l i t y 
t r a n s p o r a t i o n as s ignment problem. 
5 . I n v e s t i g a t e methods which cou ld be used to g e n e r a t e s e t s of 
i n i t i a l a r c l e n g t h s f o r u s e i n t h e two phase (or Yaged) 
a l g o r i t h m . E v a l u a t e the per formance of t h e methods . One 
r e a s o n a b l e method might be t o l e t t h e i n i t i a l l e n g t h a s s o c i a t e d 
w i t h a l i n e h a u l arc be p r o p o r t i o n a l t o t h e p h y s i c a l l e n g t h 
of t h e a r c . 
6 . Implement the p r o c e d u r e d e v e l o p e d in Chapter VI to s o l v e 
t h e c o n c a v e d i s u t i l i t y t r a n s p o r t a t i o n ass ignment problem. 
E v a l u a t e i t s per formance w i t h r e s p e c t t o t h a t of the two phase 




SINGLE COMMODITY PROGRAMS 
1 . NETED 
2 . INFOD 
3. INMS 
4 . INAC 
5 . SMS 
6 . CNCASNB 
7. TESTMS 
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C PROGRAM NET ED DEVELOPS THE EXPANDED NETWORK USED IN THE CONCflV: C ASIGNMENT ROJTINE. PRnSPAM JHI)lLUJ.PiJ T = k0 0 3 1 1 A E L 1 =-?-0JL3_. IIPL2 = - J J J J J L A P£7 = kHiin ._ iTAPE8=ir0&B1TAP£b = DUTPUT) INTEGER Z.PZC.l) ,POD (15 2,2) ,0,P(152) ,A (3060,3) *D{50) * iOOdtOO) ,ODC(-0C,-),AP(=0).ARC 
OlJ^HZJJl^ ^ i±2J}^ M j,n iAZD^ D 1 5 Q l ^ f Q D C 1 H Q B U L k l Z D & i U READ(7,iQ0> Z,MD,MS READ(7,10i)(MZ(I,J),J=l,3»,I=l,Z> INri 
iD. i i = i i z . DO 2 J =I,3 M(I>=M(I)+MZ(I,J) 
m i l i U L PZ (I) = IN IN=IN+3*M(I>+2 CONTINJE PZ (Zn) =IN f N=lN-i ! 0  3 1=1,N I P0D<I,2)=C i l CQ_NTiNU£. ND = 0 N0  = 1 NA = I 
N N = DO 1 = 1,2 POD(NN,2) =1 0=M(I) 
. P l u m = H A . DO J=I,0 A ( N A , I > = N  A(NA,2 ) = NN«-J AiJiÂJ  II IZ = 0 DO 30 KM=I,3 IF(MZ(I.KM),EQ.OIGO TO 30 
i z - i z t i IF (IZ. El, J) 30 TO 31 GO TO 30 31 M0DE=KM 
_GD-.J_D - 2 2 . 30 CONTINJE 32 L A(N A)= MODE NA=NA*-1 
Ji GiLtOLNJi Rc A D (7 ,100) (D(J) ,J=1,HD) RE ADC, 10 2) (FD<J),J = 1,M0) POD ( NN, 1) = NI30 DO _i _J=Jj MJ IF (D (J) . EQ. 0 ) GO TO 7 OD(NOD)=PZ(D(J)+1)-1 ODC(ND+J,1\= N03 _.J D D 2 i N3 +J =£ I J J . NOD=NOD+l CO NT INJE NDZ=M3 GO .Jfl_B NDZ=J-1 N = UK*1 0  9 J=l,3 




R LAJLNAJ =3 + J 
NA=NA*1 
POD(NN ,1)=NOD 
0 0 11 K=1,MD 
'. I f J J 3 i i O ^ £ £ L . J 3 J J S J 3 JLO ±2 
I F ( M Z ( D C K ) , J ) . E Q . O ) GO TO 13 
D D ( N 0 3 ) = P Z O ( K ) + 11-1 
O O C ( N D + K , J + i ) = NOD 
, HDD = NQDJLl 
GO TO 11 
1 3 O O C ( N 0 + K » J + i l = 0 
i i CONTINUE 
GO TO 9 
10 DO l * L=1,HD 




I DQ X5- - J=X-» -3 . 
RE AD (7,10 0) ( A x ( K ) , K = 1 , M A ) 
I F ( M Z ( I , J ) . E Q . O ) G O TO 15 
P(NN)=NA 
, DO _LIL_X=uUJiA- . 
I F ( A R { K J « E Q . G ) G O TO 17 
A(NA,1)-NN 
I C = 0 
I DQ J_ = L-»J -
I C = I C + M Z (AR K ) , L ) 
18 CONTINUE 
A ( N A , 2 ) = P Z ( A R ( K ) )+2*M(AR(K) ) -HC 




L_AZ POD IHHSU.^DD 
NN = N N+1 
15 CONTINUE 
K l = N N - 0 
. K2=_NNil__ 0 0 19 J=1»0 
P ( N N ) - N A 
I Z = 0 
I D Q _ _ 3 3 _ i y i = l s 3 
I F ( M Z ( I , K M ) . E Q . G ) G O TO 33 
IZ=IZ+1 
I F d Z . E Q . J ) G O TO 3u 
GO TO 3 3 
3T ?10D£ = KM 
GO TO 35 
33 CONTINUE 
_35_ _DJL .2 iL_K=Kl* .£2 
A(NA,1 )=NN 
A(NA , 2 )=K 
I F ( K . E Q . N N - 0 1 G O TO 21 
A.iNA,3J.-=l -
I Z = D 
0 0 36 KM=1*3 
I F ( H Z ( I , K M ) , E Q . 0 ) G O TO 36 
> I Z = I Z + 1 _ . 
I F ( I Z . E Q . K - < 1 + 1 ! G O TO 37 
GO TO 36 
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37 NO DE1 = KM GO TO 38 36 CONTINUE F38 IFTMODE.EQ.l.AND.M0DE1.EQ.2JG0 TO 39 IF(NODE.EQ.2.AND.MODE1.EQ.1)GO TO 39 IF(MODE.EG.1.ANQ.M0DE1.EQ.3)GO TO 40 L IF < HQNF « F Q. 3 . ANFL.LIQN £A_. L£U J.1JGD.-J.Q TO LA(NA)=15 GO TO 22 39 LA(NA)=l3 _ GD._JLQ.JL2 . \ TO LA(NA)=1L GO TO 22 I 21 A(NA,3)=0 
A(N A,1)=NN 
^ AJJNLAI?)=P7(I+1)-1 R A ? N A , 3 ) = 0 I LA(NA)=l5*M3DE 
I NA =NA + L 
I EDUJ:NN, . I =LBLOA 
NN = NN* 1 19 CONTINUE P{NN)=NA 
W PJLD (NNTL) = N3Q I N N = N N * 1 I I. CONTINUE I P(NN)=NA 




„ H.RITE 11 ,1 OJJJ-ĴUIP-I WRITE(1,10 0)((ODC (I,J),J=l,^>,1=1,NO) E WRITE(1,102)(FOOC(I),1=1,NO) I WRITE(2,1(J0) N,ARC,Z,IP i H&IJJLL?,! SFLJ-ULAJI*J3L, J=JU 31 Î =•!_, ARCJ._. WRITE(2,1Q0)(P(I),I=1,IN) WRITE(2,100) (OO(I),1 = 1,IP) WRITE(2,100)((POD(I,J),J=1,2),I=1,IN) „ HZ11£JL£*JLL R1ARZ . fWRITE(8,100)<LA(I),1=1,ARC) STOP * 100 FORMAT(20IV) 
22 20 
LA(NA)=9»N33E NA =NA*1 CONTINUE 
L_JJ3.X 102 £J2RMAJ_JLAILLJJ FOMAT (8F10,0) 
E N D 
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C PROGRAM INFOC SETS UP THE I M T I AL FOD VECTOR* 0-D DEMAND C BY S c D - , USING KN INITIAL ESTIMATE OF MODAL SPLIT. 
PROGRAM. INFO D( CUT PUT, TAP El , TAFE<t, T AJ»£ 1 <+, TjftPEE = 0 L TP UT) 
TNTEGrR DOCI^TTOTV) 
REAL HS«») 
DIMENSION FCOC(U80) ,FOD (1600) 
READ,1,100) ND, IP _ _ 
"Rf ATJT1 iTOTT) 1 TOTTCTl ,T) ,~3=rl ,1T) ,T=1»"NOT 
P£AD(1,10 21(FODCCI),1=1,NO) 
DC 1 1=1,ND 
READ(H.,1D5> <MS(J> , J=l,«+> 
l — - trc -2 " 
fc IF (ODC (I 2 J) . E C O ) GO TO 2 I FCD(ODC(I,J))=FOOC<I)*MSfJ) 
f 2 CONTINUE _ 
T "CCNTINUE " 
WRITE(U,102MFCD(I),I = i,IF> 
S T O p 
100 FCRMAT<20IU> 
r "HO 2 TtTRHATTSFTO.-OT 
I 105 FORMAT fi.F*.. 2) 
l END 
PROGRAM INMS R AND CML Y DETERMINES AN INITIAL SET OF HODAL SPLITS. 






"CALL R A"N3 ET TTSETTTJ " " " — • 
READ(7,100)1 
RE AD (7,1 Ql) ( {MZ(I ,J> , J = l ,3) ,1 = 1,120) 
DO 1 1=1,376 R̂E »OTr8 .TUTU TJ ,-TJ ~ — 
P C1)=RAMF(N) 
0C 2 J=l,3 
If <H2<0,J).NE.1160 TO 3 
~TT-rM7ro, j) •Nt'rrrGTj-TTj "3 — — R ( J+1) = R A NF < N) 
GC TO 2 
3 R(J+1)=0. 2 XCNTINTJE " 
T = 0. 
DC J = l 
T = T + R(J) 
~U - "CtKTlTTUE— '—' 
00 5 J=1,H 
MS ( J) = R(J)/T 
5 CCNTINUE 
- WRITE <li+.lU5»tKSid1,3=1 r«r) 
1 CONTINUE 
STOP 
ICO F C Rf AT {20 I*») 101 FCRMATH0I11 _ 
105 FORMAT U F U . 2) 
1000 F CRMAT(115) 
EKD 
OROGRAH INAC RANDOMLY GENERATES AN INITIAL SET OF ARC COSTS 
PROGRAM INAC (INPUT, OUTPUT ,TAPE 13, TAPE 5=IN PUT,TAPE6 = OUTPUT ) 
DIMENSION A(3080) "R_ AO (5 »12TrrN,"ISETU ~ CALL R ANSET (ISEE/D) DC 1 1 = 1,N 
A(I)=RANF(IXJ 





PROGPAM sM«; ntVEIOPS A SF1 OF FXTpFMF WOTlAL SPLITS 
^ACRUPDTTSR. "TO T«P11T v^CTO* -» (3 ) . 1 * -*»l3r*l, 
THFN M NJF J RtrjFVFS A N FO"Al MODAT Sĥ K*". 
PHHGPAM SMS(TNPUT,OUTPUT,TAFF7,i ApFl4,TAPL1,TAPF5=INPHT, 
&TAPfc*=r.UTPl'l ) 
TTSTE^RP TL ,T> " ~ " 
PEAL MSt*) PLADfb,101)("(T) ,1 = 1.4) FFTA OT 7 ,~l~OXr) It — . PEAD(7,inn((«Z(T,J),J=l,3},I = l,12r>) DO 1 1=1.63 R E A D (18_,J 0 0_)0 ,_D DU b J = l , 4 MS fJ ) s o . CONTINUE 
TFT ¥ m .FQ.1̂ rC=T — DC 2 J = 2 , 4 
IFf M( J) .FO.OGO TO 2 
TF(M7(n,(i-l).EO.O.OR.M7fD,J-l}.EO,0)GO TO ? 
-Tral̂ -FT _ _ _ _ _ _ .. • 
CONTINUE 
TFfIC.FQ.O)Gn TO 4 R1^_TC TTTFTV) ."FQ.l^J«rSaO-lT7^TC -DO 3 J - 2 . 4 TF(M(J).Fg.0)GO TO 3 TF(M7(r\,,i-1 ) .EO.O.nR.HZ (f t ,,1-1 ) .EO.*>)CO TP 3 T"5T J")=1 ./RTC _ " " " CONTINUE GO TO 5 M&f 1 > = 1 . UPTTFH 4 , lObH^STJT , J=_ ."4) CONTINUE STnp 
FOPMM ( 2 0 J 4 ) 






D C n r D > y rwrASNP TS A CONCAV r ASSIGNMENT ROUTINE 6ASE0 ON THE v5?Pr SrtHOD OF DETERMINING"A LOCAL OPTIMAL SOLUTION. PROGRAM CNCASNPC0LTPUT=^ 
IT AP£5 = INPLT ,TAPE6=0LTPUT ) 
REAL IPM 
IOC 12301 ,POD<1152.2> »COD( 230 1 .N.TC <11521,T (115 2) ,0(115 2) 
DIMENSION FI(3080),C(11)*R<12) 
READ(2,100)N,ARC,Z,IP ^ 
-PEAOt? ,11>«1 t tATI. ̂ 1, J=l ,31,1=1 r**€i 
N1=N+1 
REA0«2*100)(P(1>.I=1.N1> 
REA0(2,10fl>CODtl).1=1.I p> _ ^ ^ ^ ^ 
-»^a3f?fi-0'3'» t-tPCDri t j = i , ? i . i = i » i * n 
READ<w,lG2>(FOC<I>,1=1.If) READ(13,103)(ACCI).1*1.ARC) 
RE AD (5.10D) ICOU _ 
- -i-cotm=i ~~ 
I Y = 0 
IF HCOU.LT.l>IY=It+l 




DC 2 1 = 1, N 
2000 
2001 
1 1 =rPOf> < I .11 
I2=POO(I+l,l)-l IF<Il.GT , I2rG0 TO 2 
DC 3 J=1,N 
13 T J1 ="0 — — 
CCNTINUE 
DE = 0 
DC <« J=I1.I2 
--0 (001 J11=J 
DE=DE+1 
CONTINUE 
IF (POD(I,2> .EQ.l)GO TO 5 ~TG=U — 
GC TO 6 
IC = 1 
CALL S P T R d .DE ,IQ) 
"CCKTIttOE ~ 
I F (IY,EQ.1)GC TO *>5 
WRITE(6.2000) 
F CRMAT {** 
^Gt "TO ~*T6 
-10 
WRITEI6.2001) FCRMATC" - , - f ) DC 7 1 = 1. ARC IF-<A93<Fini--f tT11V&£.ltl.-)-Gt) TO « CCNTINUE 
IF (IY.EQ.1J GO TO 9 I Y = 1 
- i t i i r mr.-o .-Atm . tcuw . to . icom ty=i 
DC 10 1=1,ARC 
F1(I)=F(I) 
F ( I)=0 . 
" CONTINUE • — 
IF<IV.EQ.O»GO TO 50 
DC 51 1=1,ARC 
= ,EAD(12,111)NS,(C(J).J = 1,8) 
— If 1TTS.-E13.H-&-C TO—?? -
IFCNS.EQ.3)GO TO 53 
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IF(F1(I».LE.C(11)G0 TO 54 
if (Fl(I). GE.C(2))GC TO 55 
AC fI)=C(5)*CI6)/FHI)*»2 _ 
CC TO "51 
AC (I)=C(11 
GO TO 51 
If <F1(I» .LE.CdllGO TO 5 6 
At M = N M I V T / T I T T ) ~ * Z 
GC T O 51 
AC(I)=C(21 
GC TO 51 _____ 
* T R N - C C N -
G C TO 51 
A C (I)=C(<.) 
CONTINUE 
•-TT0 TO-57 ~ _ 
D C 11 1=1,ARC 
READ(l2tlll>NS,(C(J),J=i,ll> 
IF INS. EQ.l) G C T O 12 _ 
IT (TrS;£Q.^lGO-TO 1 7 
I F (Fl ( I) ,LE.C( 1 M G C TO 1*. 
IF (FlU) •GE.C(2))G0 TO 15 
AC (I) = CC<5)*F1 <II -C(6)/F1<I>*C{7>*C<101-C(9)»C(10) J/F1(I) 
Gt TO 11 ' 
ACCI)=C(1) 
GO TO 11 
IF (Fl (I) .LE.C(l))GO TO 16 ^ 
A C (I) = T C T 3 1 *f!TT) - T T M /F1TI) *CT5) • C T 1 U 1 -C t9 ) • CC 10 J 1 ff 1 T T 1 - ~ 
GC TO 11 A C m = C(2) 
GO T O 11 
At (Ti=t (3i : 
AC (I?=(C(».)*F1 ( I ) - K C ( l l ) -C(9) )*C(10) )/Fl(I) 
CCNTINUE 
•REWIND 12 • ' ~ 
G C TC l 7 
READ(9*103) A2, A3 
T C T D I S = 0 , 
—TOTI=-0 . — 
TCTU=0-
OC 2 0 1=1»ARC 
READ(9.100)J 
RE AO ( 9 1 1 1 0 1 CRt Jl » J1*! ,1~21 ~ ~ - - - - - -
READ(12,111)NS_IC(Jl*J=lt6) 
IF (NS.EQ.DGO T O 21 
IF ( N S . E Q . 3 1 G C TO 22 
IF tFTII r_~rCT11TG"0 T O "23 " " " 
IF (F(I) .GE.C (211G0 TO 2*. 
IPH=C(7)+C(8)/F(I> 
G C T C 25 _ 
~ ITJ'H=Rrtltn 
GC TO 25 
IF(F(I).LE.C(l))G0 TO 26 
IFM=C(51-*-C<6)/f(I) _ 
--T3C TO 23 ~ " " ' 
IPM=R(10) 
GC TO 25 
IFHsR(il) 
G C T O 25 • • " ' 
T F M ~ R ( 1 0 ) 
AC (I) = R(12) * (R (1) * <IPN-R |»*2*R (71 *A2*«R(2l»(IPr'-R(5l »»»2*R(8) 
A3*(R(3)*(IPM-R(6))**2 + R (9)1 ) 




-T-e TU= TO Tii+ACM 1 ) * F ( I ) -** I T£i 2 2 ,1. 244 I r̂F41) 
- -ccmjrNtr, — DC 27 1=1,ARC F f 1 1 = 0 « CCNTINUE 
- DC _~5 l = _ V t t ~ — —' • Ii=P00<I.l) I2 = P00(H-i.l)-i IF (Ii.GT.I2)GO TO 28 
- tJC tt ̂IvN " 
D < J ) = 0 continue: 
D E = 0 
D O -5D-J=I1»-T? " 
0 ( OD(J))=J 
D E = 0 E + i CCNTINUE if tPOTj-nrzn-r_r,r_rGC -rt? 31 — 
I Q = 0 GC TO 32 
1 0 = 1 - c * LIT -s* TimrcrETrcr) - ~~~ CCNTINUE WRITE(3.1Q3>CCCDCI).1=1.IP) WRITE(3,102)(FCD(I).I=1.IP) HF IT£ 1̂ 6 .1121 tOTOI-S.-TOTI.TCTU — REWIND 13 WRITE(13.103)< A C < I ) . 1 = 1 . A R C ) STOP - TCRHATt_-riTV> FORMAT(8F10,0) F CRMAT(3F1Q.5) FORMAT(12E10.3) 
t-cp*at 1 iirm-E_Ui-3-) FCRMAT ( 3 F H . . 0) END 
S U B R O U T I N E SPTR I S A S H O R T E S T P A T H T R E E R O U T I N E 
S U B R O U T I N E "SPTRtO.OE.lQ) INTEGER O.DE.T.B.FS.P,S(3080.2).D.A.OD.POD CCMMON FO_<230).AC(3 0e0).F(30e0).A(30?0,3).P(il52). 
i O D (23 0 ),P00 (1152. 2 ) . C O D ( 2 3 0 ).N.TC(1152),T(1IE 2).D(1152) -•OIĤNSION-SC"(3D80"> " DC 1 1 = 1, h TC(I)=-i. CCNTINUE ITOT=u r T ( 1 ) = 0 TC (0) = 0 . 
3 = 0 < 
F S = 1 
L-Z 
I S = 1 - IA=P(31 " I e = p ( B * i ) - l I F (I+l-IA.EO.0)GC T O 2 DO 3 =IA,IB (G.EQ. C)GO TO * " " S (IS.1)   ( S , 2 ) = 0 C I )=TC(8)+AC(I) L =S ""-~ " ' ' L = I S 
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I F ( A ( I , 3 ) . E Q . 1 ) G 0 TO 3 
GC T O ~B — 
C O N T I N U E 
K = 0 
J = F S _ 
"CF =Tu.-»*r5ro ~ - -
IF.CTC (A (S (J, 11 , 2 ) > . G E . 0, ) G O T C 6 I F ( S C ( J ) . G E . C M ) G O TO 7 M J = U 
c * = s c r j 7 — 
K = J 
J = S ( J , 2 ) 
I F ( J . N E . O ) G O T O 8 
G t T O - " 3 
I F ( J . E Q . F S ) G C T O 10 
I F ( U . N E . L ) G O T O 1 1 L = K S TK,27 =U GO T O 9 
F S = S ( J , 2 ) 
J = F S 
"GC TC "8 ~ " ' 
S < K , 2 ) = S ( J , 2 ) 
J = S ( J , 2 ) 
GC TO a 
i c = A t s i n j m v _ i — - -
T ( I T ) = S ( M J , 1 ) 
T C ( I D ) =SC (MJ) 
I F ( 0 ( 1 0 ) . E Q . 0 ) G O TO 1 2 
I TOT = T T O T * " l 
I F ( I T O T . E Q . D E ) G O TO 1 3 
B= I D 
I T = I T * 1 
G C TCI TU • - - -- --
C A L L A S N F L H ( 0 , I T ) R E TUPN E N D SVBRtjtJTI-N' A^SNTL-W ASSIGN 'S "THE FLOW TtJ THE NETWORK " A C C O R D I N G TO THE T R E E S D E T E R M I N E D I N S P T - . S U B R O U T I N E A S N F L W ( 0 , I T ) I N T E G E R O , P 0 C , C D , T , A , D , P COMMON -FOCt-2 301 , A C t 3 0 6 0 ) ^Ft 30 6 0 ) , A (3 0 80 , 3 ) , 115-2) , i O C ( 230 ) , POD ( 1 1 5 2 , 2) , COO ( 230 ) , N , TC ( 1 1 5 2 ) , T ( 1 1 5 2) , 0 ( 1 1 5 2 ) O I M E N S I O N F L ( 1 1 5 2 ) I l = P O D ( 0 , 1 ) I 2 = p c c ( 0 + i m - i —— • — - -
DC 1 1 = 1 , N 
F L ( I ) = 0. 
C O N T I N U E 
DO 2 1 = 1 1 n? " ' -
F L ( O D ( I ) ) = F O D ( I ) 
C O N T I N U E 
I 2 = I T - 1 
00 3 I1=XTT_ 
1 = 1 1 - 1 1 + 1 
L = T ( I ) 
U = A ( L , 1 ) 
•K-AIL»"21 ~ " " 
F ( L ) = F ( _ ) f F L (K) 
FL ( J) =FL ( J) + FL (K) 
I F ( D ( K ) . E Q . 0 ) G C T O 3 
c e o co ( K n =TC iKi ---
C C N T I N U E 
RETURN E N D 
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PROGRAM TESTMS TESTS THE ASJHED MODAL SPLIT AGAINST THE ESTIMATED MODtL SPLIT. _P__A _J £_S IH ZUUPJJ U D JT PU L,_APE_, I AP£3_I A PE1 5,TAPE_ = IN PJ I, 
iTAPE6=0UTPJT) 
INTEGER QOCUOCO REAL MSO,M5E,M5(-0,*) _XMEJ_5XQ_ EQS)ZL*QSD + CQDL±HQ£LL^FDDLL&FUL} READ (i.iOE)EPS,ALtAl READ (1,10)ND,IP 
RE AD(i, ICO) (CDC (I, J) ,J=1,~>, I =l,NO) _3.£A.D Ll̂lOiJ If _JClJ_rI=l,N_)J . READ (3,103) (COD (I) ,1 = 1,IP) RE AD (3,10 2) (FO (I),1 = 1,IP) M=Q ̂ _MI="0 ' OC 2 J=2,<-IF(ODC(I,J).EQ.O)GO TO 2 JLFJL_35 (CODtoa: (I,D) .-HOD i ODD LL * J J J _.Li__ CJ _ Q. _I_l_J. 
CONTINJE DU=EXPAl*COD(DC(I,l))GO TO w J_U=_ . MI = 1 DO B J=_-IF(ODC(I,J).EQ.0)GO TO I J1UJ1U + £_PXA_*_0_) 1X.JJ J NTINJED  6 J  i,*- 7_=FOD IQDZ IL,J))/JLQDCL1J- .. IF (J .NE.1)GO TO IF ( MI. EQ. 0) 30 TO 8 MSE =0, 
„ _0 _I_ 3 8 MSE = E*P (Ai*CO(ODC(I,J))/DU 9 E=M3E-M30 IF(A351E).3T.EPS)M=l : _£_!_»_ =J_S_tA_ _£ F0D(OJC(I,J)=F0DC(I)*M5(I,J) GO TO B 7 MS(I,J)=0. L— _„TJ_J_ . F 1 CONTINJE WRITEU,1021<rOD (I),1=1,IP) «=• I TE (IE , 10D ) M : . _RIT£ Ii , ID 3J AIMS LI_ J )_J =_J _ I __.ND ). STOP 10 FORMAT (20 I-.) 102 FORMAT(8F10.0 ) _DJ FDR.MAT_l9Flt_) 10c FORMAT(2F3.i,F10.8) END 
APPENDIX B 
ZONE STRUCTURE 
C o r r i d o r Zones 
Non-BEA E x t e r n a l Zo 
Zones Comprised of 





1. Brunswick, Ga. 
2. Jacksonville, FL APDC 1, Fl. 
3. Statesboro, Ga. Southern 
4. Waycross, Ga. Slash Pine 
5- Dublin, Ga. Heart of Ga. 
6. Valdosta, Ga. Coastal Plain 
7. Macon, Ga. Middle Ga. 
co Cordele, Ga. Middle Flint 









APDC 10, Al. 
12. Anniston, Al. APDC-4 
13. Montgomery, Al. APDC-9+ 
14. Troy, Al. APDC-5 







18. Florence, Al. APDC-1 
19. Tuscaloosa, Al. APDC-2 
20. Corinth, Ms. N.E. Ms. 
Included Counties 
Liberty, Long, Mcintosh, Glynn, 
Camden Co., Ga. 
Baker, Clay, Duval, Nassau, Putnam, 
St. Johns 
Appling, Bullock, Candler, Evans, 
Jeff Davis, Tattnall, Toombs, 
Wayne 
Atkinson, Bacon, Brantley, 
Charlton, Clinch, Coffee, 
Pierce, Ware 
Bleckley, Dodge, Laurens, 
Montgomery, Pulaski, Telfair, 
Treutlen, Wheeler, Wilcox 
3en Hill, Berrier, Brooks, Cook, 
Echols, Irwin, Lanier, Lowndes, 
Tift, Turner 
Bibb, Crawford, Houston, Jones, 
Monroe, Peach, Twiggs 
Crisp, Dooly, Marion, Macon, 
Schley, Sumter, Taylor, Webster, 
Baker, Calhoun, Colquitt, Decatur, 
Dougherty, Early, Grady, Lee, 
Miller, Mitchell, Seminole, 
Terrell, Thomas, Worth 
Carroll, Coweta, Heard, Meriwether, 
Troup 
ee Chattahoochee, Clay, Harris, 
Muscogee, Quitman, Randolph 
Stewart, Talbot, Ga., Lee, 
Russell, Al. 
Calhoun, Chambers, Cherokee, Clay, 
Cleburne, Cosa, Etowah, Randolph, 
Talladega, Tallapoosa 
Autauga, Dallas, Elmore, Montgomery, 
Perry 
Bullock, Butler, Crenshaw, 
Lowndes, Macon, Pike 
Barbour, Coffee, Covington, Dade, 
Geneva, Henry, Houston 
Cullman, Lawrence, Morgan 
Blount, Chilton, Jefferson, 
St. Clair, Shelby, Walker 
Colbert, Franklin, Lauderdale, 
Marion, Winston 
Bibb, Greene, Fayette, Hale, Lamar, 
Pickens, Tuscaloosa 
Alcorn, Benton, Marhsall, Prentiss, 
Tippah, Tishomingo 
*Area Planning and Development Commission or equivalent comprehensive planning 
agency. 
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Zone No. Nodal City APDC* Included Counties 
21. Tupelo, Ms. 3 Rivers 
22. Columbus, Ms. Golden Triangle 
23. Clarksdale, Ms. No. Delta 
24. Dyersburg, Ten. N.W. APDC-







28. Searcy, Ak. White River 
29. Harrison, Ak. 
30. Sikeston, Mo. Bootheel 
31. Poplar Bluff, Mo. Ozark Foothills 
32. West Plains, Mo. So. Cent. Ozark 










37. St. Joseph, Mo. Bi State 
38. Kansas City, Mo. Mid America 
Reg. Council 
39. Nevada, Mo. Kaysinger Basin 
40. Joplin, Mo. Ozark Gateway 
Calhoun, Chickasaw, Itawanba, 
Lafayette, Lee, Monroe, 
Pontotac, Union 
Clay, Choctaw, Lowndes, 
Noxubee, Ortibbeh, Webster 
Coahoma, DeSoto, Quitman, Panola, 
Tate, Tunica 
Carroll, Crockett, Dyer, Gibson, 
Henry, Lake, Obion, Weakley 
Chester, Decatur, Hardeman, 
Hardin, Haywood, Henderson, 
McNairy, Madison, Wayne 
Fayette, Lauderdale, Shelby, Tipton 
Clay, Craighead, Crittenden, Cross, 
Greene, Lawrence, Lee, Ms. 
Phillips, Poinsett, Randolph, 
St. Francis 
Cleburne, Fulton, Independence, 
Izard, Jackson, Sharp, Stone, 
Van Buren, White, Woodruff 
Baxter, Boone, Carroll, Marion, 
Newton, Searcy 
Bunklin, Mississippi, New Madrid, 
Plemescot, Scott, Stoddard 
Butler, Carter, Reynolds, Ripley, 
Wayne 
Douglas, Howell, Oregon, Ozark, 
Shannon, Texas, Wright 
Camden, Laclede, Miller, Morgan, 
Pulaski 
Carroll, Chariton, Saline 
Johnson, Lafayette, Pettis 
Barry, Christian, Dade, Dallas, 
Greene, Lawrence, Polk, Stone, 
Taney, Webster 
Andrew, Buchanon, Clinton, DeKalb, 
Mo., Doniphan, Ks. 
Cass, Clay, Jackson, Platte, 
Ray, Mo., Johnson, Leavenworth, 
Wyandatte Ks. 
Bates, Benton, Cedar, Henry, 
Hickory, St. Clair, Vernon 
Barton, Jasper, McDonald, Newton 
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2. NON BEA EXTERNAL ZONES 
















Cape Girardeau, Mo. 
BEA 
BEA 44 minus: 




BEA 112 minus; 
Included Counties 
Bryan, Chatham, Effingham, 
Screven, Ga.; Jasper, S.C. 
Oconee APDC, Ga: Baldwin, 
Hancock, Jasper, Putnam, 
Washington, Wilkerson 
Cleburne Co., Ala.; 
Carroll, Coweta Co., Ga. 
Limestone, Madison, Marshall 
Co., Ala.; 
Lincoln, Franklin Co., Tenn. 
Bolinger, Cape Girardeau, Mo.; 
Alexander, Hardin, Johnson, 
Massac, Pope, Pulaski, 
Union, 111.; 
Ballard, Carlisle, Calloway, 
Fulton, Graves, Hickman, 
Livingston, Lyon, Marshall, 
McCracken, Ky. 
Laclede, Pulaski, Reynolds, 
Texas, Mo. 
Putnam, Sullivan, Linn, 
Chariton, Morgan, Camden, 
Miller Co., Mo. 
Northwest, Mo., Green Hills 
APCD, Mo., Atchison, Caldwell, 
Daviess, Gentry, Grundy, 
Harrison, Hoit, Linn, 
Livingston, Mercer, Nodaway, 
Putnam, Sullivan, Worth 
56 Topeka, Ks. Allen, Anderson, Atchison, Bourbon, Brown, Cherokee, 
Craig, Crawford, Douglas, 
Franklin, Geary, Jackson, 
Jefferson, Labette, Linn, 
Lyon, Marshall, Miami, 
Montgomery, Nemaha, Neosho, 
Osage, Ottawa, Pottawatomie, 
Riley, Shawnee, Wabaunsee, 
Washington, Wilson, Woodson, Ks. 
60 Little Rock, Ak. BEA 117 minus: White River APDC, Ak. (See zone 28 for omitted 
counties) 
67 Gainesville, Fl. Alachua, Bradford, Columbia, Dixie, Gilchrist, Hamilton, 
Lafayette, Levy, Marion, 
Sewannee, Union, Fl. 
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3. ZONES COMPRISED OF INTEGRAL BEAS 
Zone No. Nodal City- BEAs 
42 Augusta, Ga. 32 
45 Chattanooga, Tn. 48 
47 Nashville, Tn. 49 
48 Evansvilie, In. 55 
51 Quincy, 11. 113 
54 Des Moines, Ia. 80,81, 104, 105, 106 
55 Omaha, Ne. 102, 103, 107,108 
57 "Wichita, Ks. 109, 110 
58 Tulsa, Ok. 119 
59 Ft. Smith, Ok. 118 
61 Greenville, Ms. 134 
62 Jackson, Ms. 135 
63 Meridian, Ms. 136 
64 Mobile, Al. 137 
65 Pensacola, Fl. 39 
66 Tallahassee, Fl. 38 
68 Miami, Fl. 35, 36 
69 Boston, Ma. 1, 2, 3, 4, 5 
70 Albany, N.Y. 6, 7 
71 Buffalo, N.Y. 8, 9, 10 
72 New York, N.Y. 14, 15 
73 Scranton, Pa. 12, 13 
74 Harrisburg, Pa. 11, 16 
75 Pittsburgh, Pa. 66, 67 
76 Washington, D. C. 17, 18 
77 Roanoke, Va. 19, 20 
78 Richmond, Va. 21 
79 Charlotte, N.C. 25, 26 
80 Raleigh, N.C. 23, 24 
81 Greenville, S.C. 27, 28 
82 Columbia, S.C. 29, 30 
83 Knoxville, Tn. 50 
84 Charleston, W.V. 51, 52, 65 
85 Cincinnati, Oh. 53, 54, 62 
86 Dayton, Oh. 61, 63, 69 
87 Cleveland, Oh. 68 
88 Detroit, Mi. 71, 72, 74 
89 Indianapolis, In. 56, 59, 60 
90 Chicago, 11. 76, 77, 78, 79 
91 Milwaukee, Wi. 82, 83, 84, 85, 86 
92 St. Paul, Mn. 88, 89, 90, 91 
93 Billings, Mn. 94, 95, 100, 101, . 
94 Denver, Co. 147, 148, 149 
95 Oklahoma City, Ok. 120, 121 
96 Texarkana, Tx. 131 
97 Shreveport, La. 132, 133 
98 New Orleans, La. 138 
99 Tampa, Fl. 37 
100 Amarillo, Tx. 122, 123 
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Zone No. Nodal City BEAs 
101 Dallas, Tx. 127, 130 
102 El Paso, Tx. 124, 145, 163 
103 Austin, Tx. 128, 129 
104 San Antonio, Tx. 125, 126, 142, 143, 144 
105 Houston, Tx. 139, 140, 141 
106 Salt Lake City, Ut. 151, 160 
107 Phoenix, Ar. 162 
108 Albuqurque, NM 146 
109 Seattle, Wa. 153, 154, 155, 156 
110 San Francisco, Ca. 166, 167, 168, 171 
111 Los Angeles, Ca. 161, 164, 165 
112 Charleston, S.C. 31 
113 Duluth, Mn. 87 
114 Springfield, 11. 57, 58 
115 Toledo, Oh. 70, 75 
116 Columbus, Oh. 65 
117 Portland, Or. 152, 157, 158, 159, 169, 
118 Fargo, ND 92, 93, 96, 97, 98, 99 
119 Grand Rapids, Mi. 73 
120 Norfolk, Va. 22 
APPENDIX C 
LINE-HAUL ARCS 
1 . Highway Arcs 
2 . R a i l A r c s 
3. Water A r c s 
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H I G H W A Y A R C S 
A r c O r l g . D « » t . D i s t . T i m * L _ . R o u t e * A r c O r l g . D e a t . D i s t . T i m . L _ . R o u t e s 
1 1 6 8 7 4 4 1 - 9 5 45 13 10 0 0 9 6 4 I - 1 3 5 
1 4 4 9 6 3 2 U S - 0 4 4 6 13 11 8 6 1 0 0 2 I-B^3US200 
3 1 41 7 0 76 4 1 - 9 5 47 13 14 4 4 4 8 4US231 
4 2 66 1 6 3 1 7 7 4 1 - 1 0 4 8 13 17 9 4 1 0 2 4 1 - 6 5 
5 2 67 4 9 5 3 4IJS301 S - 2 4 4 9 13 19 1 0 5 1 4 0 ?U'3-B2 
6 6 0 J4V 3 7 9 4 1 - 9 5 5 0 1 3 6 3 1 5 3 2 0 4 2UU-U0 
7 3 4 1 0 0 1 4 4 2 U 5 - 2 5 U S - B 2 51 13 6 4 1 7 9 1 9 5 4 1 - 6 5 
B 3 5 7 2 9 6 2 U S - 8 0 5 2 13 6 5 1 5 4 1B7 2 I - 6 5 U B - 3 1 U _ - 2 9 
9 3 8 1 3 0 1 7 0 2 1 - 1 6 U S - 1 U S 2 8 0 5 3 14 6 4 1 5 9 1 0 5 2 U ! i - _ 9 8 - 1 0 1 - 6 5 
1 0 3 41 5 3 5 8 4 1 - 1 6 5 4 14 6 5 1 6 2 2 1 6 2UK-29 
11 3 42 47 6 3 2 U S - 2 5 5 5 15 9 8 2 1 2 2 2 S - 6 2 
12 4 2 7 8 1 0 4 2 U 5 - 2 3 5 6 15 11 1 0 5 1 4 0 2U_4;n 
13 4 6 6 1 81 2UU-8I4 57 15 14 5 6 61 4 U _ 2 _ 1 
14 4 B 111 1 3 9 2L.JS-B2 1 - 7 5 5B 15 6 5 141 161 2US231 1 - 1 0 
15 4 9 1 1 3 151 2 U S - 8 2 5 9 1 5 6 6 1 0 1 1 1 7 2US231 1 - 1 0 
16 4 41 9 4 1 2 0 2 U S - 8 2 1 - 9 5 6 0 16 16 41 4 5 4 U B - 7 2 
17 5 1 1 4 6 1 9 5 2US441US341 61 16 4 6 2 3 2 5 4 U S - 7 2 
IB 5 4 1 2 1 1 5 3 2 1 - 1 6 US-1 6 2 16 47 1 1 6 1 2 6 4 1 - 6 5 
1 9 5 7 5 2 5 7 4 1 - 1 6 6 3 17 11 1 4 8 197 2US2B0 
2 0 5 8 9 2 1 2 3 2 U S 4 4 1 U 9 2 B 0 6 4 17 16 Bl 8 8 4 1 - 6 5 
21 5 4 2 8 5 1 1 3 2 U S 3 1 9 U S - 1 6 5 17 1 9 5 6 61 4 1 - 5 9 
2 2 5 4 3 47 6 3 2US441 66 17 21 1 6 5 2 2 0 2US-7B 
2 3 6 2 7 5 B2 4 1 - 7 5 1 - 1 0 67. 17 4 5 1 5 0 1 6 3 4 1 - 5 9 
2 4 6 a 8 0 9 6 4 1 - 7 5 6B 10 2 0 5 4 7 2 2 U S - 4 3 U S - 7 2 
2 5 6 9 8 9 1 0 7 2 1 - 7 5 U S - 8 2 6 9 10 2 2 1 2 7 1 6 9 2 U 3 - 4 3 U 8 - 7 B 8 - 1 2 
2 6 6 6 6 7 1 8 2 2 U S - 8 4 U S 2 2 1 1 - 1 0 7 0 11) 47 104 131 2 U S - 4 3 1 - 6 5 
27 6 6 7 9 3 1 0 1 4 1 - 7 5 71 19 IB 1 1 6 1 5 5 2 U S - 4 3 
2B 7 4 3 31 4 6 2 S - 4 9 7 2 19 22 61 81 2US-B2 
29 7 4 4 7 8 8 5 4 4 1 - 7 5 7 3 19 6 3 7 5 B2 4 1 - 5 9 
3 0 B 7 5 6 61 4 1 - 7 3 . 7 4 19 6 4 1 9 7 2 6 2 2 U S - 4 3 
31 B 11 8 7 1 1 6 2 U S 2 8 0 7 5 2 0 2 5 5 4 7 2 2 U S - 4 5 
3 2 9 B 3 4 51 2 S - 2 5 7 7 6 2 0 2 6 9 4 1 2 5 2 U 9 - 7 2 
3 3 9 1 1 7 7 1 0 4 2 U 3 - B 2 S - 5 5 U 8 2 8 0 77 21 2 0 5 0 67 2 U 3 - 4 5 
3 4 9 6 6 9 8 1 3 1 2 U S - 1 9 U B 3 1 ? 7 8 21 2 3 1 1 0 1 6 4 2 B - 6 
3 5 1 0 4 4 4 9 5 3 4 I - B 5 7 9 21 2 6 97 1 2 9 2 U 8 - 7 B 
3 6 1 1 7 9B 1 3 1 2 U 3 - B 0 8 0 21 6 2 2 1 5 2 6 3 2 S - 6 1 - 5 3 
3 7 1 1 1 0 5 0 5 4 4 I - 1 B 5 8 1 2 2 21 6 8 91 2 U S - 4 5 
3 8 12 1 0 6 9 9 5 2 U S 4 3 1 9 - 2 4 4 8 2 2 2 2 3 1 6 5 2 2 0 2 U S - 8 2 U 3 4 9 E 
3 9 1 2 1 3 BB 9 6 2US231 8 3 2 2 61 1 6 0 2 1 3 2 U S - 8 2 
4 0 1 2 17 61 6 6 4 1 - 2 0 0 4 2 2 6 2 1 6 8 2 0 3 2 U 9 - 8 2 1 - 5 5 
41 1 2 4 4 8 6 9 3 4 1 - 2 0 8 5 2 2 6 3 8 9 1 1 8 2 U S - 4 5 • 
4 2 1 2 4 5 1 1 1 1 2 9 2US431 1 - 3 9 8 6 2 3 2 6 7B 1 0 4 2 U S - 6 1 
4 3 12 4 6 9 8 1 3 1 2US431 8 7 2 3 2 8 1 3 6 181 2 U S - 6 1 U S - 4 9 S - 1 8 -
4 4 1 3 9 1 3 0 2 0 0 2 U S - 8 2 8 8 2 3 6 0 1 4 0 1 7 3 2 U 8 - 6 1 U 8 - 4 9 1 - 4 0 
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ARC. OTIG. DEST. DLAT. TIM LA. ROUTM 
89 23 61 70 93 2US-61 
90 23 62 106 217 2 S-6 1-53 
91 24 27 100 121 21-155 1-55 8-1B 
92 24 30 78 85 41-155 1-55 
93 24 48 203 232 2U8-51PTNPKTPKWYPPKWY 
94 25 24 41 61 2 8-20 
95 25 47 150 163 4 U-40 
96 25 4B 23S 271 2 1-40 8-13 
97 26 24 74 80 4U3-51 
98 26 25 75 B2 4 1-40 
99 26 27 65 81 2 I-55UB-63 
100 26 28 92 123 2US-64 
101 26 30 145 157 A 1-55 
102 26 60 138 150 4 1-40 
103 27 20 79 105 2 B-39IJS-64US-67 
104 27 29 166 221 2US-63UB-62 
105 27 30 120 149 2 5-18 1-55 
106 27 31 91 121 2US-63US-A7 
107 27 32 104 139 2US-63 
108 28 29 163 220 2US167U8-64US-65 
109 28 32 142 189 2US167UB-63 
110 28 60 43 47 4119-67 
111 29 32 109 145 2US-62 8-5US-160 
112 29 36 65 87 2US-65 
113 29 40 14B 197 2US-62U9-71 
114 29 S8 186 248 " 2U3-62 3-33 
115 29 59 132 176 2UH-62US-71 
116 29 60 134 171 21)5-65 1-40 
117 30 31 47 6J 2U!J-60 
ue 30 47 190 223 2US-60 1-24 119 30 4B 227 267 2 1-57 S-13U8-60 
120 30 49 38 41 4 1-55 
121 31 32 100 133 2US160 
122 31 50 202 231 2U3-A0 1-35 
123 32 33 111 148 2US-60 S-5 
124 32 36 UO 146 2U3-60 
125 32 50 210 254 2US-63 1-44 
126 32 52 205 273 2US-63 
127 33 35 99 132 2 S-64US-65 
128 33 39 123 164 2 S-5US-54 
129 33 49 181 230 2 1-44 S-UUS-67US-72 
130 33 50 165 179 4 1-44 
131 33 5^ 151 187 2 I-44US-63 
132 34 51 75 100 2 !3-4 1 US-24 
133 34 52 61 69 2IJS-65 1-70 
134 34 53 65 87 2UH-65 
ARC ORLG. DEST. DIST. TIME LA. ROUTBB 
135 33 34 24 32 2US-65 
136 33 38 83 95 2US-65 1-70 
137 35 52 68 78 2UB-65 1-70 
138 36 33 53 58 4 1-44 
139 36 35 120 160 2US-63 
140 36 39 91 121 2 S-13U8-34 
141 36 40 69 75 4 1-44 
142 37 53 74 99 2US-36 
143 37 54 181 204 2US-36 1-33 
144 37 35 152 165 4 1-29 
145 37 56 05 113 2US-59 
146 38 34 76 05 2 I-70US-63 
147 38 37 52 57 4 1-29 
148 38 53 100 110 21-J5U3-36 
149 38 54 195 212 4 1-33 
150 38 56 65 71 4 1-70 
151 38 57 200 217 4 1-35 
152 39 35 127 169 2DS-54UB-63 
153 39 38 98 131 2US-71 
154 39 57 170 226 2U3-54 
155 40 39 64 85 2U3-71 
156 40 57 21 B 279 2U8166 1-33 
157 40 58 95 103 4 1-44 
158 40 59 149 199 2US-71 
159 41 82 142 154 4 1-95 1-26 
160 42 82 69 75 4 1-20 
161 43 42 80 100 2 S-22 8-16US278 
162 43 81 158 211 2US441 
163 44 42 150 120 4 1-20 
164 44 81 119 129 4 1-85 
165 45 44 114 124 4 1-75 
166 45 83 112 122 4 1-75 
167 46 45 75 100 2US-72 
168 47 45 128 139 4 1-24 
169 47 46 187 209 2 I-65US-72 
170 47 83 177 192 4 1-40 
171 47 84 384 417 4 1-64 
172 47 85 269 315 4 1-65 1-71 
173 48 47 159 173 4US-41 1-24 
174 40 84 392 426 4 1-64 
175 48 85 224 243 4 1-64 1-71 
176 49 47 171 194 2US-60 1-24 
177 50 47 328 357 4 1-64 1-57 1-24 
178 50 48 172 1B7 4 1-64 
179 50 49 148 161 4 1-55 
180 50 89 235 253 4 1-70 
i-: 
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A r c O r l g . D a s t . D i s c . T i n a L a . R o u t e a 
1 3 1 51 5 0 1 1 6 1 5 5 2 U S - 6 1 
1 8 2 51 5 2 1 1 9 1 5 9 2 U S - 6 1 U S - 5 4 
1 8 3 5 2 5 0 1 0 6 1 1 5 4 1 - 7 0 
1 8 4 5 3 5 1 1 3 0 1 7 2 2 U 3 - 3 6 U 3 - 6 1 
1 8 5 5 3 5 4 1 4 9 171 2 U S - 3 6 1 - 3 5 
1 8 6 5 4 8 9 4 6 5 5 2 1 4 1 - 8 0 1 - 7 4 
1 8 7 5 4 9 0 3 2 7 3 5 5 4 1 - 0 0 
1 0 0 5 4 9 2 2 5 2 2 7 4 4 1 - 3 5 
1 0 9 5 5 5 4 1 3 2 1 4 3 4 1 - 8 0 
1 9 0 5 6 5 5 1 5 9 2 1 2 2 U 3 - 7 5 
1 9 1 5 7 5 6 1 2 7 1 3 8 4KTNPK 
1 9 2 5 8 5 6 1 9 5 2 6 0 2 U S - 7 5 
1 9 3 5 9 5 0 1 1 7 1 2 7 4 1 - 4 0 
1 9 4 5 9 1 0 1 2 4 3 2 6 4 4 U S - 6 9 1 - 4 0 
1 9 5 6 0 5 9 1 5 4 1 6 7 4 1 - 4 0 
1 9 6 61 6 0 1 5 1 2 0 1 2 U 9 - 6 5 
1 9 7 6 2 61 1 2 0 1 1 3 2 I - 2 0 U 8 - 6 1 
1 9 8 6 2 9 7 2 1 9 2 3 B 4 1 - 2 0 
1 9 9 6 3 6 2 9 3 1 0 1 4 1 - 2 0 
2 0 0 6 3 9 8 1 9 4 2 1 1 4 1 - 5 9 
2 0 1 6 4 6 2 1 0 2 19B 2 U S - 4 9 U 8 - 9 8 
2 0 2 6 4 6 3 1 3 3 1 4 6 2 U 3 - 4 5 
2 0 3 6 4 9 8 1 4 4 1 5 7 4 1 - 1 0 
2 0 4 6 5 6 4 6 2 6 7 4 1 - 1 0 
2 0 5 6 6 6 5 1 8 6 2 0 2 4 1 - 1 0 
2 0 6 6 7 6 6 1 3 3 1 4 5 4 1 - 7 5 1 - 1 0 
2 0 7 6 8 9 9 2 6 8 2 9 1 4 1 - 7 5 
2 0 8 7 0 6 9 1 6 3 1 7 7 4 1 - 9 0 
2 0 9 71 7 0 2 8 3 3 0 8 4 1 - 9 0 
2 1 0 71 7 3 2 4 6 3 3 0 4 1 - 9 0 1 - 8 1 
2 1 1 7 2 6 9 2 0 6 2 2 4 «• 4 1 - 8 4 
2 1 2 7 2 7 0 1 5 4 1 6 7 4 1 - 0 7 
2 1 3 7 2 74 1 0 0 1 9 6 4 1 - 7 0 
2 1 4 7 2 7 6 2 3 3 2 5 3 4 1 - 9 5 
2 1 5 7 3 7 0 1 7 3 1 8 8 4 1 - 8 1 1 - 8 0 
2 1 6 7 3 7 2 1 3 0 1 5 0 4 1 - 0 4 
2 1 7 7 4 71 2 7 0 3 6 5 4 2 - 7 9 1 - 9 0 
2 1 8 7 4 7 3 1 1 8 1 2 8 4 1 - 8 1 
2 1 9 7 4 7 5 1 0 9 2 0 5 4 1 - 7 6 
2 2 0 7 5 71 2 1 6 2 3 6 4 1 - 7 9 1 - 9 0 
2 2 1 7 6 7 4 1 0 7 1 1 6 4 1 - 8 3 
2 2 2 7 6 7 5 2 2 1 2 4 0 4 1 - 7 6 1 - 7 0 
2 2 3 7 6 8 4 3 4 4 3 7 4 4 1 - 8 1 1 - 6 4 
2 2 4 7 7 7 4 2B9 3 1 4 4 I - B l 
2 2 5 7 7 7 6 2 2 5 2 4 5 4 I - B l 1 - 6 6 
2 2 6 7 7 7 8 1 6 4 1 8 0 4 1 - 6 4 
2 7 3 9 5 5 9 1 8 4 2 0 0 4 1 - 4 0 
2 7 4 9 6 5 9 1 0 1 2 4 1 2 U 9 - 7 1 
2 7 5 9 6 6 0 1 4 0 1 5 2 4 1 - 2 0 
2 7 6 9 6 61 2 0 6 2 7 5 2 U S - 8 2 
2 7 7 9 7 61 2 1 0 2 5 7 2 I - 2 0 U B 1 6 5 U 8 - B 2 
2 7 8 9 7 9 6 7 0 7 6 4 1 - 7 1 
2 7 9 9 0 6 2 1 7 8 2 9 3 4 1 - 5 5 
2 8 0 9 8 9 7 3 1 3 3 9 6 2 I - 1 0 U 8 - 7 1 
2 8 1 9 9 6 7 1 2 7 1 3 8 4 1 - 7 5 
2 B 2 1 0 0 9 5 2 5 8 2 8 0 4 1 - 4 0 
2 8 3 1 0 0 1 0 1 3 5 8 3 9 0 4US287 
2 8 4 1 0 0 1 0 2 4 1 9 5 5 9 2 U S - 7 0 U S - 5 4 
2 8 5 1 0 0 1 0 4 5 1 6 6 8 8 2US-B7 
2 8 6 1 0 1 9 5 2 0 6 2 2 4 4 1 - 3 5 
2 8 7 1 0 1 9 6 1 7 5 1 9 0 4 1 - 3 0 
2 8 8 1 0 1 9 7 1 0 5 2 0 1 4 1 - 2 0 
2 8 9 1 0 2 1 0 1 6 2 0 6 7 4 4 1 - 2 0 
2 9 0 1 0 2 1 0 4 5 7 4 6 2 4 4 1 - 1 0 
2 9 1 1 0 3 97 3 0 9 3 0 8 2 1 - 3 5 8 - 3 1 1 - 2 0 
2 9 2 1 0 3 1 0 1 1 9 3 2 1 0 4 1 - 3 5 
2 9 3 1 0 3 1 0 5 1 6 4 2 0 1 2 U S 1 8 3 1 - 1 0 
2 9 4 1 0 4 1 0 3 77 8 3 4 1 - 3 5 
2 9 5 1 0 4 1 0 5 1 9 7 2 1 4 4 1 - 1 0 
2 9 6 1 0 5 9 7 2 3 4 2 6 2 2 U S - 5 9 U 8 - 7 9 
2 9 7 1 0 5 9 8 3 5 6 3 8 7 4 1 - 1 0 
2 9 0 1 0 5 1 0 1 2 4 3 2 6 4 - 4 1 - 4 5 
2 9 9 1 0 6 9 3 5 5 1 6 5 4 4 1 - 1 5 1 - 9 0 
3 0 0 1 0 6 9 4 5 0 4 5 4 8 4 1 - 8 0 1 - 2 5 
3 0 1 1 0 6 1 1 7 7 8 0 G48 4 I -0 ON 
3 0 2 1 0 7 1 0 8 4 3 2 4 9 0 4 1 - 1 / 1 - 4 0 
3 0 3 1 0 7 1 0 2 4 4 3 4 0 2 4 1 - 1 0 
3 0 4 i o a 1 0 0 2 8 4 3 0 8 4 1 - 4 0 
3 0 5 1 0 8 1 0 2 2 6 6 2 8 9 4 1 - 2 5 
3 0 6 1 0 9 9 3 8 4 5 9 1 S 4 1 - 9 0 
3 0 7 1 0 9 1 0 6 8 7 1 9 4 7 4 1 - 9 0 I - 8 2 1 - B 0 N 
3 0 8 1 1 0 1 0 6 7 5 2 8 1 7 4 1 - 8 0 
A r c O r l g . D a s t . D i s t . T i m e L a . R o u t a a 
2 2 7 7B 7 6 1 0 6 1 1 5 4 I - V 5 
2 2 8 7 9 77 1 0 9 2 0 5 4 1 - 7 7 1 - 8 1 
2 2 9 7 9 0 0 1 6 7 1 0 2 4 1 - 0 5 1 - 4 0 
2 3 0 8 0 77 1 6 3 1 7 7 4US220 1 - 8 5 
2 3 1 8 0 7 8 1 7 3 1 0 8 4 1 - 8 5 
2 3 2 8 1 4 2 1 0 4 1 3 9 2 U S - 2 5 
2 3 3 Bl 7 9 9 0 90 4 1 - 0 5 
2 3 4 01 0 2 9 5 1 0 3 4 1 - 2 6 
2 3 5 a 2 7 9 94 1 0 2 4 1 - 7 7 
2 3 6 0 2 0 0 2 0 5 2 2 3 4 1 - 2 0 1 - 9 5 
2 3 7 B 3 7 7 2 6 3 2 8 6 4 1 - 8 1 
2 3 8 0 3 0 0 3 5 9 4 0 5 4 1 - 4 0 
2 3 9 9 3 Bl 1 5 0 1 6 3 , 4 1 - 4 0 1 - 2 6 
2 4 0 0 3 8 4 3 3 5 3 6 4 4 1 - 0 1 1 - 7 7 
2 4 1 0 3 8 5 2 5 3 2 7 5 4 1 - 7 5 
2 4 2 0 4 7 5 2 1 3 2 3 1 4 1 - 7 9 
2 4 3 0 4 7 7 1B1 1 9 7 4 1 - 7 7 1 - 8 1 
2 4 4 8 4 7 8 3 0 6 3 3 0 4 T - 6 4 
2 4 5 8 4 7 9 2 0 7 3 1 2 4 1 - 7 7 
2 4 6 B 5 0 4 20B 2 2 6 4 1 - 7 5 1 - 6 4 
2 4 7 0 5 8 6 5 2 5 6 4 1 - 7 5 
2 4 0 8 7 71 1 0 7 2 0 3 4 1 - 9 0 
2 4 9 8 7 7 3 3 1 0 3 3 7 4 2 - 8 0 1 - 8 4 
2 5 0 8 7 7 5 1 2 9 1 4 0 4 I - B 0 9 
2 5 1 0 7 8 4 2 4 3 2 6 4 4 1 - 7 7 
2 5 2 0 9 47 2 7 9 3 2 0 4 1 - 6 5 
2 5 3 0 9 4 8 1 6 7 2 1 0 2 I - 7 0 U S - 4 1 
2 5 4 0 9 0 5 1 0 6 1 1 5 4 1 - 7 4 
2 5 5 0 9 0 6 1 0 7 1 1 6 4 1 - 7 0 
2 5 6 V O 4 0 2 9 6 3 2 2 4 1 - 5 7 1 - 6 4 
2 5 7 9 0 4 9 3 7 6 4 0 9 4 1 - 5 7 
2 5 8 9 0 51 3 0 0 3 6 3 2 1 - 5 5 B - 1 2 5 U 9 - 2 4 
2 5 9 9 0 0 0 2 6 6 2 8 9 4 1 - 9 4 
2 6 0 9 0 0 9 1 8 1 1 9 7 4 1 - 6 5 
2 6 1 9 1 9 0 9 7 9 5 4 1 - 9 4 
2 6 2 9 2 9 0 4 0 5 4 4 0 4 1 - 9 4 1 - 9 0 
2 6 3 9 2 91 3 4 9 3 7 9 4 1 - 9 4 
2 6 4 9 3 5 5 0 9 7 9 7 5 4 1 - 9 0 1 - 2 9 
2 6 5 9 3 9 4 5 5 9 6 0 S 4 1 - 9 0 1 - 2 5 
2 6 6 9 4 5 5 5 3 7 5 8 4 4 I - 8 0 S 1 - 8 0 
2 6 7 9 4 5 6 5 4 0 5 8 7 4 1 - 7 0 
2 6 8 9 4 57 5 0 9 5 5 3 4 I - 7 0 1 - 3 5 M 
2 6 9 9 4 1 0 0 4 2 3 5 1 0 2 1 - 2 5 U 8 - B 7 
2 7 0 9 4 1 0 8 4 5 6 4 9 6 4 1 - 2 5 
2 7 1 9 5 5 7 1 5 9 1 7 3 4 1 - 2 3 
2 7 2 9 5 5 6 1 0 5 1 1 4 4 1 - 4 4 
3 0 9 1 1 0 1 1 1 3 7 9 4 1 2 4 1 - 3 
3 1 0 111 94 1 0 5 9 1 1 5 1 4 1 - 1 3 1 - 7 0 
3 1 1 111 1 0 6 7 1 5 7 7 7 4 1 - 1 5 
3 1 2 1 1 1 1 0 7 3 8 9 4 2 3 4 1 - 1 0 
3 1 3 1 1 2 41 1 0 6 1 1 5 2 U S - 1 7 1 - 9 3 
3 1 4 1 1 2 4 2 1 3 9 1 8 5 2 U S - 7 B U B - 2 8 
3 1 5 1 1 2 0 0 2 5 5 2 7 7 2 U S - 5 2 1 - 9 3 
3 1 6 1 1 2 0 2 1 1 3 1 2 3 4 1 - 2 6 
3 1 7 1 1 3 9 2 1 5 3 1 6 6 4 1 - 3 5 
3 1 0 1 1 3 1 1 8 2 5 1 3 3 4 2 U S - 2 S T 2 0 0 8 T - 3 4 U 9 
3 1 9 114 5 0 1 0 0 1 0 9 4 1 - 5 5 
3 2 0 1 1 4 51 1 2 7 1 6 9 4 U 8 - 3 6 
3 2 1 1 1 4 5 4 3 2 6 3 5 4 4 1 - 5 5 1 - 7 4 1 - 8 0 
3 2 2 1 1 4 0 9 1 9 3 2 6 0 2 U S - 3 6 
3 2 3 1 1 4 9 0 1 0 9 2 0 5 4 1 - 5 5 
3 2 4 1 1 5 0 6 1 5 5 1 6 8 4 1 - 7 5 
3 2 5 1 1 5 8 7 111 1 2 0 4 1 - 9 0 
3 2 6 1 1 5 0 0 61 6 6 4 1 - 7 5 
3 2 7 1 1 5 0 9 2 1 9 2 4 5 4 I - 6 9 U S - 2 4 
3 2 0 1 1 5 9 0 2 3 2 2 5 2 4 1 - 9 0 
3 2 9 1 1 5 1 1 6 1 3 3 1 0 0 2 U S - 2 3 
3 3 0 1 1 6 7 5 1 0 2 1 9 8 4 1 - 7 0 
3 3 1 1 1 6 8 4 1 6 4 2 1 9 2 U S - 3 3 
3 3 2 1 1 6 8 5 1 0 0 1 1 7 4 1 - 7 1 
3 3 3 1 1 6 8 6 6 5 71 4 1 - 7 0 
3 3 4 1 1 6 8 7 1 3 9 1 5 1 4 1 - 7 1 
3 3 5 1 1 7 1 1 9 1 7 2 1 8 7 4 1 - 5 
3 3 6 1 1 7 1 1 0 6 4 0 6 9 3 4 1 - 3 
3 3 7 1 1 8 9 2 2 3 4 2 5 4 4 1 - 9 4 
3 3 8 1 1 8 9 3 6 1 1 6 6 4 4 1 - 9 4 
3 3 9 1 1 9 0 8 1 4 7 1 6 0 4 1 - 9 6 
3 4 0 1 1 9 0 9 2 4 1 3 2 1 4 U S 1 3 1 U S - 3 1 
3 4 1 1 1 9 9 0 1 6 8 1 8 3 4 1 - 1 9 6 X - 9 4 
3 4 2 1 2 0 7 8 9 0 9 8 4 1 - 6 4 
3 4 3 1 2 0 8 0 1 6 8 2 2 S 2 U 6 - 3 8 1 - 9 3 
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RAIL ARCS 
Arc. O r i s . Dest. 0 1 s t . Speed Cap. RRCo. 
3 4 5 1 2 8 7 3 5 4 0 2 3 
3 4 6 1 4 4 8 12 10 2 3 
3 4 7 1 7 1 7 6 12 1 0 2 3 
3 4 8 6 7 7 0 4 5 1 0 0 2 3 
3 4 9 6 8 3 6 6 4 5 4 0 11 
3 5 0 2 9 9 2 1 0 3 5 2 4 2 3 
3 5 1 3 6 181 12 1 0 2 4 
3 5 2 3 7 1 1 2 12 10 2 4 
3 5 3 3 4 2 5 4 12 10 2 4 
3 5 4 4 2 7 6 3 3 4 0 2 3 
3 5 5 4 6 61 12 10 2 3 
3 5 6 4 8 1 0 8 3 5 4 0 2 3 
3 5 7 4 9 1 1 2 12 10 2 3 
3 5 8 5 7 5 4 12 1 0 2 3 
3 5 9 6 2 U O 2 8 2 4 2 4 
3 6 0 6 8 8 6 2 8 2 4 2 4 
3 6 1 6 1 5 1 3 4 12 10 2 3 
3 6 2 6 6 7 1 0 8 12 1 0 2 4 
3 6 3 7 8 6 2 2 8 2 4 2 4 
3 6 4 7 11 1 0 1 2 8 2 4 24 
3 6 5 7 4 3 3 3 12 1 0 12 
3 6 6 7 4 4 8 8 3 5 4 0 2 4 
3 6 7 8 9 3 6 12 1 0 24 
3 6 8 8 1 0 1 2 3 3 5 2 0 2 3 
3 6 9 8 11 9 5 12 1 0 2 3 
3 7 0 8 13 1 7 0 12 10 2 3 
3 7 1 8 41 1 6 8 12 1 0 2 3 
3 7 2 8 4 4 1 3 8 3 5 2 0 2 3 
3 7 3 9 7 1 0 6 2 8 . 2 4 2 4 
3 7 4 9 11 7 7 2 8 2 4 2 4 
3 7 5 9 1 5 7 2 12 10 2 4 
3 7 6 9 6 6 9 9 12 1 0 2 3 
3 7 7 1 0 12 1 1 4 3 3 4 0 2 3 
3 7 8 1 0 4 4 6 9 12 1 0 2 
3 7 9 11 17 1 7 1 2 8 2 4 2 4 
3 8 0 11 4 4 1 2 0 12 2 0 2 4 
3B1 11 6 6 1 6 3 12 10 2 3 
3 8 2 12 17 6 4 3 5 8 0 16 
3 8 3 1 2 4 4 9 9 3 5 4 0 2 4 
3 8 4 12 4 5 1 2 2 12 1 0 2 4 
3 8 5 1 3 1 0 1 0 4 12 1 0 31 
3 8 6 1 3 14 51 12 10 2 3 
3 8 7 1 3 17 9 7 3 5 4 0 1 6 
3 8 B 1 3 1 9 1 0 4 12 1 0 1 3 
2 4 
2 4 




Arc Orig. Dest. Diat . Speed Cap. RRCo. 
3 8 9 13 6 3 171 12 1 0 16 
3V0 13 6 4 1 7 8 3 5 4 0 16 2 4 
3 9 1 13 6 3 1 5 8 12 10 16 
3 9 2 14 11 8 4 12 10 24 
3 9 3 14 15 6 8 12 10 2 3 
3 9 4 16 17 8 5 3 5 4 0 16 
3 9 3 16 18 4 3 2 8 2 4 2 4 
3 9 6 16 4 6 2 4 2 8 2 4 24 
3 9 7 1 6 47 1 2 1 3 5 4 0 16 1 6 
3 9 8 17 1 8 1 2 9 12 1 0 24 
3 9 9 17 19 5 6 3 5 4 0 2 4 16 
4 0 0 17 2 0 1 4 8 2 8 2 4 13 
4 0 1 17 21 1 3 8 3 5 4 0 2 7 
4 0 2 17 1 1 8 12 1 0 2 4 
4 0 3 17 45 1 4 3 2 8 2 4 2 4 
4 0 4 1 8 2 0 3 4 2 8 24 24 
4 0 5 IB 47 1 2 6 12 10 16 
4 0 6 19 2 2 6 0 12 1 0 13 
4 0 7 19 6 3 9 6 3 5 4 0 2 4 
4 0 8 2 0 21 5 0 12 2 0 13 13 
4 0 9 2 0 2 5 5 7 3 5 4 0 13 
4 1 0 2 0 2 6 9 4 2 8 2 4 2 4 13 
4 1 1 21 2 2 6 5 12 2 0 13 13 
4 1 2 21 6 3 1 0 4 3 5 4 0 27 
4 1 3 NN 61 1 6 9 12 2 0 13 13 
4 1 4 2 2 6 3 9 9 12 2 0 13 13 
4 1 5 22 6 5 6 0 12 10 27 
4 1 6 2 3 2 6 76 12 2 0 13 13 
4 1 7 2 3 61 6 3 12 3 0 13 13 
4 1 8 2 4 4 9 1 2 4 3 5 8 0 13 13 
4 1 # 2 5 2 4 4 8 2 8 2 4 13 1 3 
4 2 0 2 5 47 1 5 3 3 5 4 0 16 1 6 
4 2 1 2 6 2 4 7 8 2 8 2 4 13 
4 2 2 2 6 2 5 8 9 12 1 0 16 
4 2 3 2 6 6 0 1 3 5 2B 2 4 2 8 
4 2 4 2 6 6 2 2 1 4 2 8 24 13 
4 2 3 2 7 2 6 6B 3 5 4 0 27 
4 2 6 2 7 2 8 9 0 3 3 4 0 27 19 
4 2 7 2 7 31 8 2 3 5 4 0 19 
4 2 8 2 7 32 1 0 5 3 5 4 0 27 
4 2 9 2 7 9 6 3 0 4 3 5 4 0 2 8 
-430 2B 2 6 9 0 2 8 2 4 19 
4 3 1 2 8 6 0 51 3 5 4 0 19 




Arc. Orig. Dest. Dist . Speed Cap. RRCo. Arc Orlg. Deat. DIET. Speed Cap. RRCo. 
4 3 3 3 0 4 9 2 9 3 5 8 0 2 8 2 7 4 7 9 5 2 51 BB 3 5 8 0 2 0 3 
4 3 4 31 3 0 4 4 3 5 4 0 19 4 8 0 5 3 3 7 7 5 2B 24 3 1 
4 3 5 31 5 0 1 3 0 3 5 4 0 19 OBI 5 3 5 2 8 3 2 8 2 4 3 2 0 
4 3 6 32 3 6 1 1 3 3 5 4 0 2 7 4 8 2 5 3 5 4 1 6 1 2 8 2 4 0 
4 3 7 3 3 5 0 1 8 2 3 5 4 0 2 7 4 8 3 5 3 9 0 4 1 2 3 5 4 0 8 
4 3 8 3 4 31 1 5 5 3 5 4 0 1 4 8 4 5 4 5 5 1 3 5 3 5 1 9 2 7 17 
4 3 9 3 4 5 2 5 5 35 4 0 19 2 0 13 4 8 5 5 5 9 3 8 9 6 12 10 3 
4 4 0 3 5 5 2 6 0 2 0 4 8 18 19 8 4 8 6 5 5 9 4 5 6 0 3 5 4 0 3 30 
4 4 1 3 6 3 3 5 7 3 5 4 0 27 4 8 7 5 6 5 7 1 6 0 2 8 2 4 B 
4 4 2 3 6 3 9 8 3 2 8 2 4 2 7 4 8 8 5 7 9 4 5B0 2S 2 4 1 
4 4 3 3 6 4 0 6 5 3 5 4 0 27 4 8 9 3 7 1 0 0 3 4 8 2 8 4 8 1 8 
4 4 4 3 7 5 4 1 7 0 2 8 2 4 3 7 4 9 0 5 8 5 9 1 2 4 2 0 2 4 19 
4 4 5 3 7 5 5 1 2 7 12 10 3 4 9 1 5 8 9 5 1 1 9 2 8 2 4 27 
4 4 6 3 8 3 4 8 0 4 5 5 0 13 19 3 .ZO, 1 4 9 2 5B 1 0 1 3 1 8 2 0 2 4 18 
4 4 7 3 8 3 5 9 4 2 8 2 4 19 B 4 9 3 • 3 9 6 0 1 6 0 2 8 2 4 19 
4 4 8 3 8 3 6 1 8 4 12 10 27 4 9 4 5 9 9 5 2 1 0 12 1 0 8 
4 4 9 3 8 3 7 6 0 3 3 BO 3 19 4 9 5 5 9 96. 1 9 0 • 3 3 4 0 14 
4 5 0 3 8 3 9 1 0 3 3 5 4 0 27 14 1 9 4 9 6 6 0 9 6 1 4 4 3 5 4 0 19 
4 5 1 3 0 5 3 8 7 4 5 1 0 0 17 a 4 9 7 6 0 9 8 4 8 4 3 5 4 0 19 
4 5 2 3 8 5 6 6 5 3 5 72 3 0 1 4 9 B 6 2 61 1 3 8 12 10 13 13 
4 5 3 3 8 5 7 2 2 7 4 5 1 0 0 1 4 9 9 6 2 6 3 97 12 2 0 1 3 13 
4 5 4 3 8 5 8 1 9 5 2 8 7 2 18 1 19 5 0 0 6 2 6 4 1 7 9 12 10 13 
4 5 5 3 9 3 5 9 2 12 10 18 5 0 1 6 2 9 8 1 8 3 3 5 7 2 13 13 
4 5 6 4 0 2 8 3 1 0 12 1 0 19 5 0 2 6 3 6 4 1 3 7 12 2 0 13 27 
4 5 7 4 0 3 9 6 3 3 5 4 0 27 14 19 5 0 3 6 3 9 8 2 0 2 2 8 2 4 2 4 
4 5 B 4 0 5 8 1 1 5 3 5 4 0 2 7 5 0 4 6 4 6 5 9 6 12 10 16 
4 5 9 4 0 5 9 1 7 5 2 8 2 4 14 27 5 0 5 6 4 9 8 1 4 0 3 5 4 0 16 
4 6 0 41 1 7 8 3 5 4 0 2 3 5 0 6 6 5 6 6 2 0 2 12 10 16 
4 6 1 41 3 7 5 12 1 0 2 4 5 0 7 66 6 7 1 6 0 12 10 2 3 
4 6 2 41 4 9 7 3 5 4 0 2 3 5 0 8 67 9 9 141 3 5 4 0 2 3 
4 6 3 41 5 1 1 8 12 10 2 3 5 0 9 6 9 7 0 2 0 1 3 5 1 1 2 6 6 
4 6 4 41 8 0 3 6 1 3 5 4 0 2 3 5 1 0 6 9 7 2 2 3 0 3 5 72 6 
4 6 5 41 8 2 1 4 1 3 5 40 2 3 5 1 1 7 0 71 2 9 B 4 5 1 0 0 6 
4 6 6 4 2 4 3 9 3 12 5 12 5 1 2 7 0 7 3 1 9 0 3 3 4 0 6 
4 6 7 4 2 44 1 5 9 2 8 2 4 12 5 1 3 71 8 7 1 0 4 4 5 1 0 0 2 0 21 
4 6 8 4 2 8 1 1 2 8 12 10 2 3 5 1 4 7 1 BB 2 5 2 3 3 4 0 6 
4 6 9 42 8 2 8 2 12 10 2 4 5 1 5 7 2 7 0 1 4 2 3 5 1 1 2 6 6 
4 7 0 44 4 5 1 3 6 3 5 8 0 16 16 24 5 1 6 7 2 7 3 1 3 4 3 5 7 2 6 
4 7 1 45 4 6 9 8 2B 2 4 16 24 5 1 7 7 2 7 4 1B3 3 5 1 4 4 6 6 
4 7 2 4 7 4 5 1 5 1 35 40 16 5 1 B 7 2 7 6 2 2 5 3 5 1 1 2 6 3 
4 7 3 4 7 4 8 1 6 0 3 5 40 16 5 1 9 7 3 71 2 6 2 3 3 4 0 6 
474 4 8 5 0 1 6 6 2 8 2 4 1 6 5 2 0 7 3 7 4 1 3 6 3 3 4 0 6 
4 7 5 48 9 0 2 8 9 3 3 40 16 5 2 1 7 3 7 5 3 1 0 12 10 6 
4 7 6 4 9 50 1 3 0 4 0 72 2 7 19 5 2 2 7 4 7 5 2 4 5 4 5 1 0 0 21 
477 51 5 0 1 2 9 2 8 24 3 5 2 3 7 4 7 6 1 1 2 33 7 2 6 
4 7 8 52 30 130 43 100 B.3, 19.13, IB , 20 524 7 5 76 296 33 7 2 5 
239 
Arc Orlg. D«at. Dist . Speed Cap. R&Co. Arc Orlg. Deat. Diet . Speed Cap. RRCo. 
5 2 5 7 5 8 7 131 3 3 2 1 6 21 3 6 5 7 4 9 7 9 6 7 3 2 8 2 4 14' 2 6 
5 2 6 7 5 1 1 6 191 3 3 7 2 21 5 / 5 97 1 0 1 1 9 4 4 5 2 0 2 9 
5 2 7 7 6 77 2 2 7 3 5 4 0 2 0 5 7 6 9 7 1 0 5 2 3 2 3 5 4 0 2 6 14 
5 2 8 7 6 7 8 1 1 7 4 3 2 0 0 2 4 2 2 5 7 7 9 8 9 7 3 1 5 12 10 15 
5 2 9 77 8 4 2 2 5 3 5 7 2 2 0 5 7 8 9B 1 0 3 3 6 3 12 10 2 6 
5 3 0 7 8 77 1 7 4 3 5 8 0 2 0 5 7 9 9 9 6 0 2 6 1 3 5 4 0 2 3 
5 3 1 7 8 7 9 2 7 9 3 5 4 0 2 4 5 0 0 1 0 0 1 0 0 3 7 4 3 5 4 0 1 
5 3 2 7 8 8 0 1 5 9 3 5 4 0 2 3 5 0 1 1 0 1 1 0 3 2 0 9 2 0 24 18 
5 3 3 7 8 8 4 3 6 9 3 5 4 0 5 5 0 2 101 1 0 5 2 6 4 3 5 4 0 1 
5 3 4 7 9 8 0 1 5 6 3 5 4 0 2 3 5 0 3 101 9 5 2 3 6 3 5 4 0 22 1 
5 3 5 7 9 81 9 8 4 5 1 0 0 2 3 2 4 5 0 4 1 0 2 1 0 0 4 4 6 2 8 2 4 2 6 
5 3 6 8 0 41 3 7 5 3 5 4 0 2 3 5 0 5 1 0 2 101 6 4 6 3 5 4 0 2 9 
5 3 7 81 4 4 1 5 4 1 4 5 1 0 0 2 4 2 3 5116 1 0 2 1 0 4 6 1 0 3 5 4 0 2 6 
5 3 8 8 2 7 9 1 0 0 2 8 2 4 2 4 5 0 7 1 0 2 1 0 7 4 3 4 3 5 4 0 2 6 
5 3 9 8 2 8 0 2 0 3 3 5 4 0 2 3 MJO 1 0 2 1 0 8 2 5 5 2 8 2 4 1 
5 4 0 8 2 81 111 12 2 0 2 4 2 3 5 0 9 1 0 3 1 0 4 0 2 2 4 19 
5 4 1 8 3 4 4 1 9 7 2 0 2 4 16 5 9 0 1 0 5 1 0 3 174 3 5 4 0 1 2 6 
5 4 2 8 3 4 5 1 1 1 3 5 8 0 2 4 2 4 16 5 9 1 1 0 5 1 0 4 2 1 0 2 8 2 4 2 6 
5 4 3 8 3 4 7 2 1 6 12 10 16 2 4 5 9 2 1 0 6 1 1 0 8 2 1 3 5 7 2 2 6 3 2 
5 4 4 8 3 7 9 2 6 9 2 8 2 4 2 4 5 9 3 1 0 6 111 7 8 3 3 5 4 0 3 0 
5 4 5 8 4 8 5 2 0 4 4 5 1 0 0 5 5 9 4 1 0 7 111 4 2 5 3 5 1 1 2 1 2 6 
5 4 6 8 5 4 8 2 2 9 2 8 4 8 16 2 4 5 9 5 1 0 8 1 0 7 5 7 6 3 5 7 2 1 
5 4 7 8 5 5 0 3 3 8 2 8 2 4 3 5 9 6 1 1 0 1 1 7 7 4 2 3 5 4 0 2 6 3 2 
5 4 8 8 5 8 3 2 9 2 3 5 8 0 2 4 1 6 5 9 7 * I l l 1 1 0 4 7 0 3 5 0 0 2 6 2 6 
5 4 9 8 3 9 0 2 8 1 3 3 4 0 5 5 9 8 1 1 2 41 111 3 5 4 0 2 3 
5 5 0 8 6 0 5 3 5 4 5 1 0 0 21 5 9 9 1 1 2 0 0 2 0 4 3 5 4 0 2 3 
5 5 1 8 6 8 7 1 0 9 3 5 1 4 4 21 21 6 0 0 1 1 2 8 2 1 2 9 12 10 2 4 
5 5 2 8 6 9 0 2 4 8 3 5 4 0 5 6 0 1 1 1 3 9 2 1 4 5 2 8 2 4 3 
5 5 3 8 7 9 0 3 4 0 3 5 2 5 6 2 0 3 2 1 6 6 0 2 1 1 4 5 0 9 9 3 5 7 2 13 13 
5 5 4 8 8 9 0 2 7 2 3 5 ; 7 2 2 1 2 0 6 0 3 1 1 4 51 1 2 3 3 5 4 0 2 0 
5 5 5 8 9 4 7 2 9 8 12 1 0 6 1 6 6 0 4 1 1 4 9 0 1 0 5 3 5 4 0 13 1 3 
5 5 6 8 9 3 0 2 4 0 3 5 4 0 6 6 0 5 1 1 5 7 5 2 6 1 3 5 4 0 21 
5 5 7 8 9 8 5 1 0 9 3 5 4 0 3 6 0 6 1 1 5 8 6 1 6 0 3 5 4 0 5 
5 5 8 8 9 9 0 1 8 4 3 5 4 0 21 1 6 6 0 7 1 1 5 8 7 1 0 7 4 5 1 0 0 21 
5 5 9 8 9 1 1 4 1 9 7 3 5 4 0 2 0 6 0 0 1 1 5 0 0 5 6 3 5 1 0 4 10 2 1 
5 6 0 9 0 4 9 3 6 4 3 5 7 2 13 6 0 9 1 1 5 9 0 2 4 3 4 5 1 0 0 21 
5 6 1 9 0 5 0 2 0 4 3 5 4 0 3 3 6 1 0 1 1 5 1 1 6 1 3 5 4 5 1 0 0 2 0 21 
5 6 2 9 0 51 2 7 2 4 3 1 0 0 3 1 6 1 1 1 1 6 0 6 71 3 5 2 2 4 21 21 
5 6 3 9 0 5 4 3 5 8 3 5 1 8 4 7 17 8 3 6 1 2 1 1 6 07 1 3 0 4 5 1 0 0 21 
5 6 4 9 0 91 8 6 4 5 1 0 0 7 7 17 6 1 3 1 1 6 0 4 2 0 4 4 5 1 0 0 2 0 3 
5 6 5 9 0 9 2 3 9 6 3 5 4 0 3 6 1 4 1 1 7 1 0 6 0 3 6 3 5 4 0 3 0 
5 6 6 9 2 91 3 2 7 4 5 7 2 2 5 17 6 1 5 1 1 7 1 0 9 1 0 3 4 5 1 0 0 3 . 
5 6 7 9 3 1 0 9 9 0 3 3 5 4 0 3 3 17 6 1 6 1 1 0 9 2 2 J 1 3 5 72 3 3 
5 6 8 9 4 1 0 6 5 7 0 3 5 1 1 2 9 3 0 6 1 7 1 1 8 9 3 6 4 0 3 5 4 0 3 3 
5 6 9 9 5 57 1 7 2 3 5 8 0 8 1 6 1 8 1 1 9 0 0 1 5 2 3 5 4 0 6 
5 7 0 9 5 1 0 0 2 7 4 12 10 8 6 1 9 1 1 9 9 0 1 0 4 3 5 4 0 6 
5 7 1 9 6 1 0 1 1 0 2 4 5 3 0 2 9 2 6 6 2 0 1 2 0 77 2 5 0 3 5 4 0 2 0 
5 7 2 9 6 1 0 3 4 6 0 2 8 2 4 1 9 6 2 1 1 2 0 78 1 0 9 4 5 1 0 0 . 6 2 0 
5 7 3 9 7 6 2 2 1 8 12 1 0 13 
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WATER ARCS 
Arc Orig. Dest. Disc. Speed Lock Chan Sys. Arc Orig. Dest. Dist . Speed Lock Chan Sya, 
6 2 3 6 2 9 8 3 3 7 7 0 11 12 6 5 6 2 0 21 5 5 7 4 19 
6 2 4 6 1 6 2 1 0 1 7 0 11 12 6 5 7 17 19 2 2 4 7 '1 4 
6 2 5 2 3 61 8 0 7 0 11 1 2 6 5 8 13 6 4 3 3 4 7 3 1 6 2 6 2 6 2 3 1 2 0 7 0 11 1 2 6 5 9 1 5 6 5 1 0 0 7 1 5 6 2 7 2 4 2 6 1 1 5 7 0 11 12 6 6 0 11 1 5 2 0 0 7 2 5 6 2 8 4 9 2 4 1 6 8 7 0 11 12 6 6 1 4 2 41 1 5 0 7 0 17 
6 2 ? 5 0 4 9 1 2 8 7 2 9 12 6 6 2 7 0 7 2 1 8 0 7 0 12 9 
6 3 0 51 5 0 1 4 7 7 7 9 12 6 6 3 71 7 0 3 4 2 7 3 5 2 0 14 
6 3 1 9 2 51 5 2 6 7 2 2 9 12 6 6 4 6 9 72 2 6 5 10 - 1 - 1 3 6 3 2 5 8 5 9 1 0 2 7 5 i 6 6 5 7 2 1 2 0 4 4 0 1 0 -1 - 1 3 6 3 3 5 9 6 0 2 3 0 7 6 6 6 6 1 2 0 7 6 1 9 7 10 - 1 - 1 3 6 3 4 6 0 61 1 5 4 7 6 1 6 6 7 1 2 0 1 1 2 4 6 0 10 -1 - 1 3 6 3 5 5 2 5 0 1 7 9 7 0 8 13 6 6 8 1 1 2 41 1 2 1 1 0 1 - 1 3 6 3 6 3 4 5 2 7 8 7 0 8 13 6 6 9 41 1 9 0 10 - 1 - 1 3 6.57 3 8 3 4 1 0 9 7 0 8 13 6 7 0 1 'i 9 0 10 1 - 1 3 6 3 8 3 7 3 8 8 2 7 0 8 13 6 7 1 6 8 3 7 1 10 - 1 - 1  6 3 9 5 5 37 1 6 8 7 0 8 13 6 7 2 6 8 9 9 3 6 9 10 -1 - 1  6 4 0 2 3 4 9 2 2 2 7 6 11 18 6 7 3 9 ? 6 6 2 2 0 1 0 - 1 - 1 B 6 4 1 2 0 2 5 6 0 7 1 11 1 8 6 7 4 6 6 6 5 2 5 3 10 - 1 - 1 B 6 4 2 18 2 0 5 0 7 0 11 IB 6 7 5 6 5 6 4 81 1 0 -1 - 1 B 6 4 3 16 1 8 4 8 7 4 11 10 6 7 6 6 4 9 0 1 6 6 10 -1 - 1 8 6 4 4 4 6 16 19 7 0 11 18 6 7 7 9 8 1 0 3 4 1 7 10 - 1 - 1 8 6 4 3 4 5 4 6 141 7 2 11 18 6 7 8 1 1 1 1 1 0 3 5 1 10 1 - 1 16 6 4 6 8 3 4 5 1 0 4 7 3 11 18 6 7 9 1 1 0 1 1 7 6 3 3 1 0 -1 - 1 16 6 4 7 4 7 4 9 3 0 4 7 7 11 6 6 8 0 1 1 7 1 0 9 3 6 1 10 - 1 - 1 16 6 4 8 4 8 4 9 2 4 1 7 9 11 1 5 6 0 1 71 0 7 1 7 6 10 - 1 - 1 7 6 4 9 8 5 4 8 3 2 2 7 4 11 15 6 8 2 8 7 0 8 1 0 8 10 -1 ~1 7 6 5 0 7 5 8 5 4 7 0 7 6 11 1 5 6 8 3 BB 91 3 6 8 10 - 1 - 1 7 6 3 1 B4 8 3 2 6 3 7 4 11 6 0 4 B8 1 1 3 7 2 6 10 - 1 -1 7 6 3 2 9 0 5 0 3 6 3 7 9 10 6 B 5 1 1 3 91 7 4 3 10 1 - 1 7 6 3 3 1 ? 6 4 2 1 5 7 4 19 6 8 6 91 9 0 8 5 1 0 - 1 - 1 7 6 5 4 2 2 1 9 1 2 3 7 2 19 6B7 1 1 5 8 8 5 4 10 - 1 - 1 7 
6 S 3 2 1 2 2 7 3 7 4 19 6 0 8 8 7 1 1 5 9 6 10 - 1 - 1 7 
6 8 9 7 2 7 6 2 7 0 1 0 - 1 - 1 3 
APPENDIX D 
TEST RUN ARC PARAMETERS 
TEST RUN ARC PARAMETERS 
Arc Type 
L o a d i n g - U n l o a d i n g 
1 0 0 , 0 0 0 
1 0 0 , 0 0 0 




1 , 0 0 0 
9 5 , 0 0 0 
L i n e - H a u l 
5 0 , 0 0 0 
5 0 , 0 0 0 




1 , 0 0 0 
4 9 , 0 0 0 
I n t e r - m o d a l Tran 
1 0 0 , 0 0 0 
1 0 0 , 0 0 0 




1 , 0 0 0 
9 5 , 0 0 0 
f r a c t i o n of c o s t s u b j e c t t o improvement 
f r a c t i o n o f t ime s u b j e c t t o improvement 
f r a c t i o n of v a r i a b i l i t y s u b j e c t to improvement 
APPENDIX E 
0-D FLOW DATA SET 
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0-D FLOW DATA SET 
O r i g i n D e s t i n a t i o n Mode T o n s , annual 
1 1 1 2 6 4 1 6 . 
1 1 UH 2 
6 6h1 . 1 1 81 1 Fi. 1.39 . f 1 1 97*-- 1 TTc-qt.  . " -
1 1 1 1 2 1 7 6 - 2 . 
1 1 1 1 1 2 2 « . 3 2 6 9 . f UU 90 1 4 7 0 1 9 . 
9L1 ? 26. ~5 7 6 1 1 6 703 . 
L5 7 6 2 2 9 3 2 2 . U 5 84 1 6 0 9 «1 . 
UB S8 1 3V?i*~2 , ~ 
US 90 1 8*. 4 3 6 . 
1 US 1 0 1 1 1 3 6 30°. T 
t 
- 5 1 0 1 2 1 9 0 5 . 
S l 50 1 F FBL . 
6 1 5 0 2 3 2 8 5 3 . 
6 2 1 2 6 5 2 2 . 
6 ? 7 9 2 6 6 6 . 
1 
1 
b 6 5 2 i i l 9 2 Y . 
1 o 1 35157. 
t 6 2 2 1 2 2 8 3 9 . a € 5 2 1 ^ 6 3 5 8 . 
6 0 II 7 1" " ' "" ~ " " 1 V 9 24~2". 
6 0 4 7 2 7 « 2 5 . 
61 6 0 1 9 1 6 - 1 . 61 60 2 3 9 5 6 9 . r ~ ~ ~ 6 3 1 ^ " 1 6 6z>UL.-6 3 1 7 2 6 7 0 4 3 . i 6 3 1 8^ 2 1 7 . 
i 63 9^ 2 3 0 3 6 Q . 
93 1 ~ ~ 
6 3 90 2 6 9 4 2 2 . 
6 5 81 2 36 2 1 b . P U 10 = 2 5 - 1 1 . 
%U 1 0 5 3 3 9 8 6 V . 9 8 2 1 5 51 . 
9 6 45 7 38 8 99 . 
4 7 2 2 3 2 b . 3 UU361 . 
OS 4 8 2 7 3 66 . 
9 8 3 15214u. 
9 8 2 5 6 5 1 . 
- ~g-R 3 " oTi 4 1 ? . 
< 9 8 5 0 2 1 U 1 c 2 . 
l O o 5 0 3 6 3 5 6 3 . 
9 3 51 2 ? 7̂; _ .. 5 , *3 Q P 54 2 2 1 2 0 5 . 9 8 3 1 7 1 6 9 . 9 P 7 5 2 3 57u . 
r 9 ? 75 ^ _ _.. _. - ^ i r r } t » V . 
9 8 84 2 2 6 4 85 . 
9a f u 3 5 5 2 8 8 . 
9 8 8 5 2 8 411 . 
9~3 p— - - 3 43 5 3 5 . 9 8 on 2 5 3 1 1 2 . 
9 5 90 3 2 2 7 6 0 3 . 
9 8 63 2 3 3 9 2 . i— • — -— 9 8 9 ? 59 757, ~ " 9 8 99 2 3 5 ^ 7 3 , 
l i e 2 8 e66 . Q «> 1 1 6 3 26 6 3 3 . 
- ~ q a 7 ? - 2 r 3 1~0 . ' 
9 9 3 * 2 UB652. 
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9 9 <• 8 2 3 - •+ G1 . 
9 9 50 2 1 2 3 * 1 0 . 
9 9 5~> 2 1 6 S * a 6 . 
~^99 5 5 2 ITT I 1 q 6 . 
9 9 5 7 2 6 7 7 2 5 . 
9 9 7 6 2 6 f l 5 - - 7 . 
3 9 7 9 2 5 ^ 7 2 6 . 
- ^ n -^3 "Z -9" i J! R 
Q9 88 ? 6 0 7"1 . 
9 9 3 9 2 3 2 ^ 5 . 
99 °0 2 1?iJ KZQ . 
— ^ 9 cr^ 7 T 5 T^V'^ 
Q2 2 7 9 Q 2 < * . 
4 4 1 0 1 2 ^ 1 2 6 . 
9 9 1 1 2 2 7 7 2 ° 2 . 
— N R N R " 2~ 6~7 ? 5 ?. ~ 
9 9 1 1 3 2 ^ 2 1 - 2 , 
9 9 1 1 ? 2 7 1 2 ^ . 
9 9 1 1 3 2 5 1 1 . 7 . 
T 3 RZT " 2 " T 7 3 7 1 . " - " 
10 5 2 - 5 9 ^ . 
1 3 5 5 3 2 c = : ^ . 
13 5 50 5 ^ 0 1 9 . 
T T 5 ~ • 6 5 2 1 3 7 1 . 
10 5 6 5 3 <+ll?3. 
10 5 ^5 3 ° 2 ^ 2 2 . 
1 0 5 85 3 6 1 3 ^ 2 . 
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APPENDIX F 
ADDITIONAL RESULTS OF TEST RUNS 
1 . Layout o f runs i n terms of a 
f a c t o r i a l d e s i g n 
2 . T e s t run r e s u l t s f o r s i n g l e -
commodity problem 
3 . T e s t run r e s u l t s f o r m u l t i -
commodity problem 
T a b l e F - l . Layout of Runs i n Terms o f a F a c t o r i a l D e s i g n 
I n i t i a l Arc L e n g t h s / 
Phase I Used / 
EPSILON/ 
ALPHA/ 
I n i t i a l 
Modal 
S p l i t s 
Current 
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
1 0 0 1 
1 1 1 0 
0 1 1 0 











. 0 1 . 0 2 . 0 1 . 0 2 
1 . . 8 1 . . 8 1 . 
29 






. 0 1 




T a b l e F - l ( c o n t ' d ) 
I n i t i a l Arc L e n g t h s / 




1 0 0 0 
0 1 0 0 
0 0 1 0 
I n i t i a l 
Modal 0 0 0 1 
S p l i t s 
1 0 0 1 
1 1 1 0 
0 1 1 0 
C 
Y e s No 
. 0 2 . 0 1 . 0 2 . 0 1 
1 ^ ^ 8 1 ^ J$_ 1 _ L ^ 8 
6 - - - 3 - - -
1 2 - - - -
1 5 - - - - - - -
18 - - - - - -
2 1 - - - - - - -
24 27 - - - - -
to 
0 0 
T a b l e F - 2 . T e s t Run R e s u l t s f o r S ing le -Commodi ty Problem 
Run Run t ime M a c r o - M i c r o - T o t a l 
_£_ ( s e c . ) I t e r . I t e r . D i s . 
1 632 3 9 1 5 , 3 7 6 
2 736 3 11 1 5 , 4 2 7 
3 679 3 10 1 5 , 4 3 6 
4 1 , 1 0 2 3 18 1 5 , 3 6 6 
5 982 3 1 6 1 5 , 3 7 1 
6 1 , 0 8 9 3 18 1 5 , 4 5 6 
7 1 , 1 8 2 3 20 1 5 , 3 0 8 
8 1 , 1 3 0 3 19 1 5 , 3 4 2 
9 1 , 1 4 7 3 19 1 5 , 4 8 3 
10 1 , 1 6 2 3 19 1 5 , 3 3 0 
11 1 , 1 2 6 3 18 1 5 , 4 1 2 
12 1 , 1 7 3 3 19 1 5 , 4 6 7 
13 1 , 2 0 4 3 20 1 5 , 3 6 6 
14 1 , 2 0 9 3 2 0 1 5 , 3 7 1 
15 1 , 1 0 8 3 18 1 5 , 3 6 5 
16 1 , 2 0 9 3 20 1 5 , 3 4 6 
17 1 , 2 1 3 3 20 1 5 , 3 4 6 
18 1 , 1 0 6 3 18 1 5 , 4 2 7 
19 1 , 2 1 0 3 20 1 5 , 3 2 3 
20 1 , 1 5 5 3 19 1 5 , 3 4 5 
21 1 , 1 5 2 3 19 1 5 , 4 8 6 
22 792 2 13 1 5 , 3 2 1 
23 742 2 12 1 5 , 4 2 2 
24 788 2 13 1 5 , 3 6 7 
25 1 , 1 1 1 3 18 1 5 , 3 1 9 
26 1 , 0 6 1 3 17 1 5 , 4 2 2 
27 1 , 1 1 5 3 18 1 5 , 3 6 5 
28 785 2 13 1 5 , 3 5 4 
29 1 , 1 0 7 3 18 1 5 , 3 5 4 
30 1 , 0 8 6 3 18 1 5 , 4 1 2 
User T o t a l I n v e s t . User 
I n v e s t . D i s . Sav ings Over Min . S a v i n g s 
4 6 6 14 , 9 1 1 1 , 2 5 0 197 1, 4 4 6 
488 1 4 , 939 1 , 1 9 9 219 1 4 1 8 
4 8 9 14 947 1 , 1 9 0 2 2 0 1 , 4 1 0 
4 5 6 14 9 1 0 1 , 2 6 0 187 1 , 4 4 7 
4 5 6 14 915 1 255 187 1 , 4 4 2 
4 6 0 1 4 , 996 1 1 7 0 1 9 1 1 , 3 6 1 
484 14 823 1 , 3 1 8 2 1 5 1 , 537 
476 1 4 , 8 6 6 1 284 207 1 , 4 9 1 
4 8 0 15 004 1 143 2 1 1 1 , 3 5 3 
4 7 9 1 4 , 851 1 2 9 6 2 1 0 1 , 5 0 6 
4 7 7 1 4 , 934 1, 214 208 1 , 423 
4 8 0 1 4 , 987 1 , 159 2 1 1 1 , 3 7 0 
4 6 8 1 4 , 898 1 , 2 6 0 199 1 4 5 9 
4 6 8 14 903 1 , 2 5 5 1 9 9 1 , 454 
4 6 8 1 4 , 897 1 2 6 1 1 9 9 1 , 4 6 0 
4 7 7 1 4 , 869 1 , 280 208 1, 488 
477 1 4 , 8 6 9 1 , 2 8 0 2 0 8 1, 4 8 8 
4 6 6 14 , 9 6 0 1 1 9 9 1 9 7 1, 397 
483 14 8 4 1 1, 303 214 1, 516 
4 7 6 14 869 1 , 2 8 1 207 1 , 4 8 8 
4 8 1 1 5 , 006 1 , 1 4 0 212 1 , 3 5 1 
4 8 5 14 8.36 1 , 3 0 5 2 1 6 1 , 5 2 1 
4 7 6 1 4 , 946 1 204 207 1 , 4 1 1 
4 8 3 1 4 , 885 1 , 259 2 1 4 1, 4 7 2 
4 8 5 1 4 , 834 1 , 307 2 1 6 1 , 5 2 3 
4 7 6 1 4 , 945 1 2 0 4 207 1 412 
4 8 3 14 , 882 1 , 2 6 1 2 1 4 1 , 4 7 5 
4 8 1 1 4 , 873 1 272 2 1 2 1 , 4 8 4 
4 8 1 14 873 1 272 212 1 , 4 8 4 
477 14 934 1 , 2 1 4 2 0 8 1 , 4 2 3 
Table F-3. Test Run Results for Multi-Commodity Problem 
CPU Macro- Micro- Total User Total Invest. User 
Run Sec. Iter. Iter. Dis. Invest. Dis. Savings Over Min. Savings 
673 1 1,394 3 11 8,948 427 8,521 515 158 
2 1,515 3 12 8,928 423 8,505 535 154 689 
3 1,636 3 13 8,982 428 8,554 481 159 640 
4 2,233 3 18 8,927 428 8,499 536 159 695 
5 2,243 3 18 8,928 426 8,503 535 157 691 
6 2,295 3 18 8,927 428 8,499 536 159 695 
7 2,132 3 17 8,863 427 8,436 600 158 758 
8 2,145 3 17 8,864 427 8,436 599 158 758 
9 2,028 3 16 8,927 432 8,495 536 163 699 
10 2,504 3 20 8,892 430 8,462 571 161 732 
11 2,129 3 17 8,885 438 8,447 578 169 747 
12 2,061 3 17 8,903 430 8,472 560 161 722 
13 2,377 3 19 8,929 423 8,506 534 154 688 
14 2,203 3 18 8,931 422 8,509 532 153 685 
15 2,459 3 20 8,930 423 8,507 533 154 687 
16 2,013 3 16 8,927 432 8,495 536 163 699 
17 2,145 3 17 8,927 432 8,495 536 163 699 
18 2,132 3 17 8,927 432 8,495 536 163 695 
19 2,383 3 19 8,864 427 8,437 599 158 757 
20 2,403 3 19 8,864 427 8,437 599 158 757 
21 2,144 3 17 8,927 432 8,495 536 163 695 
22 1,649 2 13 8,819 438 8,380 644 169 814 
23 1,626 2 13 8,830 429 8,401 633 160 793 
24 1,624 2 13 8,878 429 8,450 585 160 744 
25 2,432 3 19 8,819 438 8,381 644 169 813 
26 2,409 3 19 8,830 429 8,402 633 160 792 
27 2,425 3 19 8,879 429 8,451 585 160 743 
28 1,543 2 12 8,836 433 8,403 627 164 791 
29 2,335 3 18 8,919 433 8,486 544 164 708 





Let <J>. = 0 . 
( 1 ) t < B . , ¥ s e<j>. 
( a ) I (Case I ) 
seep. J 
J 
( c ) £ t > B (Case V I ) 
( 2 ) B < t < B . ~ V s e Q>. 
j l - s - j 2 j 
( a ) J V B j 2 (Case I I ) 
s£(p 
(b) I t e > B 
) 
.1 
8E*. S 3 2 ( C a S e V ) 
(3) t > B . 0 V s eo>. (Case I I I ) 
s - j 2 Y j 
Theorem 6.3 
D. i s a convex u n d e r e s t i m a t o r of D . 
J J 
P r o o f . A number of c a s e s and s u b c a s e s must be. c o n s i d e r e d 
( 4 ) t < B... V s A 
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B . n < t < B . „ V s £ <j). fl B 3 l s j 2 j 
( a ) J t < B . _ (Case IV) 
1 s j 2 
s £ $ . J 
3 
(b ) I t g > B . 2 (Case V I ) 
sect). s J 
3 
( 5 ) t < B . , V s e <J>. fl A 
s 3 l 3 
t > B . n ¥ s £ f P C (Case V I ) 
s 32 3 
( 6 ) t < B . n ¥ s e f n A 
s " j l 3 
B . - < t < B . n ¥ s £ cj). fl B 
3 l s " j 2 r j 
t > B . 0 V s e c b . f l C (Case V I ) 
s 3 2 r 3 
(7) B. < t < B . 0 V s £ (J). fl B 
j l s j 2 3 
t > B . 0 V s e f 0 C (Case V) 
s 3 2 3 
Case I 
For some a r c j : 
t < B . , V s £ cf). 
s ~ j l Y 3 
and 
^ 's - B i l 
S£d) . J 3 
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f 
L e t : £ . = 0 . , y f + F . - Max { } 
J J pePJ r J pePJ p 
T: Min D. ( f ) - D . ( f ) 
s . t . 0 < f < t V p e P J 
P P 
The o b j e c t i v e i s concave s i n c e D. i s concave and D. i s c o n v e x . The 
J J 
o p t i m a l s o l u t i o n of T must l i e a t an EP of t h e s o l u t i o n s p a c e . Note 
t h a t an EP i s any p o i n t : ( a # 1 , a , , A . ) 
where: 
0 




Thus , i f D . < D. f o r some p o i n t i n t h e s o l u t i o n s p a c e , i t w i l l a l s o ho ld 
J J 
f o r some EP. A l s o , i f i t i s n o t t r u e f o r t h e EP; i . e . , i f D . > D. f o r 
J J 
a l l EP, then D. > D. f o r a l l f £ s . 
J J 
For t h e 0 p o i n t : 
D . = 0 = D . 
J J 
For a l l o t h e r EP, the f o l l o w i n g h o l d s : 
Proof. i s convex . 
C o n s i d e r the math program: 
D . = C.- J A. + F. = D. 
J JL p^pj JP JL J 
THEOREM 6.3 HOLDS FOR CASE 1. 
Q.E.D. 
CASES II AND III ARE PROVEN IN A SIMILAR MANER 
CASE IV 
FOR SOME ARC j: 
EITHER T < B., ¥ S E <J>. 
S " JL J 
and V < Z ' s - B12 
J SE(J) J 
J 
OR T<B.- ¥SE(J).nA 
S JL TJ 
and 
B.- < T < B._ ¥ S £ <J). N B JL " S " J2 J 
and 
^ 'S - BI2 SE<J). J 
LET: D. = C.„ J F + MAX {E. F } 
J J 2 PEPJ P PEPJ JP P 
WHERE: 
i f t 
Proof. For t h e 0 p o i n t : 
D. = 0 = D. 
J 3 
The remain ing EP can be s u b d i v i d e d : 
Se t 1 . Those EP 3 T a . < B... 
pePJ J P J l 
S e t 2. Those EP 3 J a . > B.. 
pePJ J P J l 
Regarding S e t 1 , the f o l l o w i n g must ho ld 
D . = c... Y a . + F . , 
J J l p ^ p j JP J l 
D. = c . 0 7 a . + F . + ( c . _ 
J J 2 p e p j JP J 1 J 1 
where: 
6 3 TUT = ^ • f } 
jMax jMax p £ p j j p p 
But a . ^ < y a . 




J P 1 F 
—J— + c - c i f t 
t j l j2 
257 
D. < c . 0 I a. + F._ + (c . . . - c . 0 ) I a . 
J J 2 p ^ p j JP J l j l j 2 p ^ p j JP 
< c._ y a . + F._ = D. 
" J l p ^ p j JP J l J 
Regarding S e t 2 , the f o l l o w i n g must h o l d : 
D. = c . 0 I a. + F . 0 
J J 2 p ^ p j JP j 2 
D. = c . 0 ) a . + Max { e . a . } 
J j 2 pePJ J P pePJ J P J P 
There a r e two p o s s i b i l i t i e s r e g a r d i n g : 
P o s s i b i l i t y 1 . The maximum i n v o l v e s some pa th q e B 
D. = c . 0 5! a . + F . _ = D. 
J J 2 p ^ p j JP j 2 3 
P o s s i b i l i t y 2 . The maximum i n v o l v e s some p a t h q e A 
D. = c . 0 J a . + F._ + (c . . . - c . 0 ) a . 
J J 2 p ^ p j JP j l j l j 2 j q 
F . - F . 
But a . < B. = — ^ 
j q J l c x - c 
. ' . D. < c . 0 7 a . + F . _ + F . 0 - F . = D . J J2 p ^ p j j p j l j 2 j l j 
where: 
F. 
—1 i f t > B . 0 
t . P j 2 
F 
e . = \ T 2 - + c M - c . _ i f t < B . -JP 1 t j l j 3 p j l 
F . 2 
r 3 - + c . 0 - c ._ i f B. < t 
t j 2 j 3 j l p 
Proof. For the 0 p o i n t : 
D. = 0 = D. 
J J 
The remain ing EP can be s u b d i v i d e d : 
Se t 1 . Those EP 3 J a < B 
pePJ J ' p J 1 
S e t 2 . Those EP 3 B , < J a < B 
J l ' pePJ JP J2 
S e t 3 . Those EP 3 [ a > B 
pePJ j P J 2 
Q . E . D . 
Case V i s proven i n a s i m i l a r f a s h i o n . 
Case VI 
For a l l o t h e r a r c s j : 
L e t : D. = c . 0 7 f + Max {e. f } 
J J 3 P ePJ p pePJ J P p 
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Regarding S e t 1, the f o l l o w i n g must h o l d : 
D . = c . - T a . + F . 
J 3 pEPJ JP 3 
D. = c . _ I a. + F._ + ( c , - c . . ) a . M 
J J3 p£pj JP j l j l j 3 jMax 
B u t > a . . . < J a . 
jMax p ^ p j j P 
D. < c . 0 J a . + F . 1 + ( c . - c . 0 ) J a . 
J J3 p ^ p j JP J l J l j 3 p ^ p j J P 
< c . - J a . + F._ = D. 
J l p£pj JP J l J 
Regarding S e t 2 , the f o l l o w i n g must h o l d : 
D. = c . 0 I a . + F . _ 
J J2 p £ p j JP J2 
D . = c ._ J a. + Max { e . a . } 
J j 3 pePJ J P pePJ J P J P 
There a r e two p o s s i b i l i t i e s r e g a r d i n g : 
P o s s i b i l i t y 1. The maximum i n v o l v e s some pa th q e A 
D . = c . 0 J a . + F . + ( c . . . - c . 0 ) a . J J3 p£pj JP j l j l j 3 j q 
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F . - F . 
B u t , a . < B. = ^ 
j q J l c - c 
c - c F - F F - F c - c 
= 3 2 .J3 . j 2 . j l + .12 j l m .11 .12 
C j l " C j 3 C j l " C j 2 C j l ~ C j 3 C j l " C j 2 
c - c F - F 
< _ A 2 1 2 y a > +_J2 i l = u 
s i n c e 
j l j 3 pePJ J r j l j 3 
J pePJ ^ 
Thus , D . < c . „ T a . + F . - + ( c . . - c . _ ) U 
J J3 p £ p j JP j l j l j 3 
< c . 0 I a . + F . 0 = D. 
J p£PJ ^ J 2 J 
P o s s i b i l i t y 2 . The maximum i n v o l v e s some pa th q c B 
D. = c . _ y a . + F + ( c . 0 - c . „ ) a . 
J j 3 pePJ J p J J J J q 
But a . < J a . 
j q p ^ p j JP 
D. < c . „ J a . + F . _ + ( c . 0 - c . J 7 a . 
J J3 p^pj JP j 2 j 2 j 3 p ^ p j JP 
< c . 0 I a . + F . _ = D. 
J2 p ^ p l JP J2 J 
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Regarding S e t 3 , the f o l l o w i n g must h o l d : 
D. = c . Q I a . + F . _ 
J J3 p ^ p j JP J3 
D. = c ._ J a . + Max { e . a . } 
J j 3 pePJ J P pePJ J P J P 
There a r e t h r e e p o s s i b i l i t i e s r e g a r d i n g 
P o s s i b i l i t y 1 . The maximum i n v o l v e s some p a t h q e A 
D. = c . „ J a . + F . - + ( c . - - c . _ ) a . 
J J3 p ^ p j JP j l j l j 3 j q 
F . - F . 
B u t , a . < B . 1 < B . 0 < B . 0 = ^ 
j q J l J2 J3 C j l - c j 3 
F . - F . 
S . < c . „ I a. + F . + ( c . n - c . „ ) ^ 
J J3 p ^ p j JP J l j l j 3 c.± - c j 3 
< c ._ )" . a . + F . _ = D. 
J3 p £ p j JP J3 j 
P o s s i b i l i t y 2 . The maximum i n v o l v e s some path q e B 
D. = c . _ I a . + F . _ + ( c . 0 - c . _ ) a . 
J J3 p^pj JP j 2 j 2 j 3 j q 
F. - F . 
But , a . < B . 0 = — ^ 
j q J2 c j 2 - c j 3 
F. - F . 
.*. D. < c .~ I a . + F . 0 + ( c . 9 - c . ~ ) 
J J3 p £ p j 3P 3 2 3 2 j 3 c j 2 - c j 3 
< c . 0 I a . + F . „ = D. 
3 3 p ^ p j JP 33 J 
P o s s i b i l i t y 3 . The maximum i n v o l v e s some pa th q 
D. = c . 0 J a . + F ._ = D. 
J j 3 pePJ J P j 3 3 
Q . E . D . 
APPENDIX H 
MULTI-COMMODITY LISTINGS 
1 . MNETED 
2 . MMS 
3 . MINFOD 
4 . MINAC 
5 . MTESTMS 
6 . MCNCASB 
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C P R O G R A M M N E T E D D E V E L O P S T H E E > P A N D E D N E T W O R K U S E D I N T H E C O N C A V E 
C M U L T I - C O M M O D I T Y A S S I G N M E N T R C J T I N E . 
_ J? RiiRA-M A NE J £Jj LDL J P J T = , 0 D 3 , T A P El = -*Jj D 3_» J A P L2 = * C Jj 3 , I A 3 £ J = , D : 3 , 
L T A P £ 8 = « . 0 0 8 , T F T P E T = O U T P U T ! 
INTEGER Z , D Z ( : 2 l!,P0D ( l l E 2 , 2),0 , P U i 5 2 ) ,A{3bSG,3»,D(5C>, £ D D ( 2 0 J O , 2 ) , O D C < C G G , 5 ) , A R ( F U > , A R C , C Q < 5 D ) 
-JLUJIEHLSlQa iiZ ii2i* 31 *H LLZQI FD L5 CJ , r J O D C I J L O C J ^ L A I3LflfLl 
R E A D ( 7 , 1 G 0 ) Z,MO,MA,NCl 
R E A a<7 , l 0 l ) < ( M Z ( I , J ) , J = l , 3 ) , I = l , Z ! 
IN=i 
H<I)=C 
DO 2 J = 1 , 3 ; M{I )=M(I)«-MZ(I ,Jl FCL-2 C L D M T JJNILE P Z ( I ) = I N 
IN = IN*3»M (I!+ 2 1 CONTINJE 
, PJ. 1 2 „ = J J I 
V N = I N - I 
DO 3 I = 1 , N 
f>OD(I,2) = 0 
L.J . C D J N J I N J E 
ND = C 
N O D = l 
N A = i 
_ N N = _ L 
D O 1=1, Z P O O ( N N , 2 ) = 1 
0 = M { I ! 
J M N N J =JsLA 
D O E J = 1 , C 
ft ( N A , 1 » = N N 
A ( N A , 2 ) = N N + J 
-AL IIA-TSJ -SI . . . 
# IZ = G 
| DO 30 <M=1,3 
T IF(MZ(I,KM).£u,C)GO TC 3G ..J2sXZ*l — - - — 
IF(IZ.EQ.J)GO TO 3 1 
GO TO 3C 
31 MOD E =K M 
LD I D 32 F^30 CONTINUE 
32 L M N M = M J D Z 
NA= NA + 1 
CONTINJI R E A O ( 7 , 10 C >(D(J) ,J=1,MD) 
RE A D {7,102! < F D ( J ) ,J=1,M0) 
READ ( 7 , 1 D C > (CD (J) ,J=i,MD) 
_ POD L N A J J L J = N3J . 
DO b J = i , H D 
1̂  (D(JJ .ECO) GO TO 7 
OD(N03,1)=PZ < D(J) +1!-1 
.__DD 1N0D.2J =CD £ JJ . . 
ODC(NJ+-J,: > =C3 (J> 
ODC(N3*J,l)=N0J PCDC(NO+J)=F3(J) 
_ . _ J N Q D = .N0D«-J. 
CONTINUE 
NQZ=MJ 
GO TO 8 
. NOZ=J-i 
N N = NNf i 
DO 9 J = l , 3 
IF <MZ ( ITJ I .EQ .O)GO TO 1 0 
P(NN)=NA 
AiJNA*JL).=-NN 
A (NA , 2 ) = N N + 0 
A ( N A , 3 ) = 0 
L A ( N A ) = 3 + J 
fclA=HA<tl. 
P O O ( N M , 1 ) = M 3 D 
DC 1 1 K = i , H O 
I F (D ( K ) . E Q . O ) G O TO 1 2 
X5_4 J1Z1D1KJ * J J * ECU DJ BD J O .12 _ 
OO ( NOD » 1 ) = ^ Z ( 0 ( K ) + 1 ) - 1 
OD ( N O D , 2 J = C3 iK) 
ODC< NO + K , J * l ) = N C D 
.NC_D = NDU+1 
GO TO 1 1 
ODC(ND + K , J * l ) = 0 
C O N T I N J E 
mzxH+A 
GO TO 9 
DC 1 4 L = 1 » H 3 
I F ( D ( L ) . E Q . 0)GO TO 9 
DDC i ND +L • J t j J -=D_ . 
C O N T I N J E 
C O N T I N J E 
ND=ND*NDZ 
DO 15. J = 1 * 3 
R £ A D ( 7 , 1 0 G K A R < K ) . K = 1 .MA) 
I F < M Z ( I , J ) • E Q . 0 ) G O TO 11 
P(NN)=NA 
J 3 0 _li>_iC = i . , H j . -
I F ( A R ( K ) 0 ) G O TO 1 7 
A ( NA , 1 ) = NN 
IC = C 
.DO - .48 J_ = I * J 
I C = I C + H Z ( A R ( K ) , L ) 
C O N T I N J E 
A ( NA , 2 ) = P Z ( A R ( < ) ) 4-2*M ( A R { K ) ) * I C 
A X # A , 3 J . = G 




NN = NN*-1 
CONTINUE 
K l = NN-0 KZ-Htt-1 _ 
DO 1 9 J = i t D 
P ( NN)= NA 
I Z = 0 
. D O „ J 3 . . J C M = 1 ^ 3 — 
I F ( N Z ( I . K M ) 0 ) G O TO 3 3 
I Z = I Z + 1 
I F ( I Z • E 3 • J > G O TO 3H 
GO _TO 3 3 . 
MOOE=<M 
GO TO 3E 
CONT IN 'JE 
DO 2 0 X = . < 1 . <2 ... . 
A ( N A , 1 > = NN 
A ( N A , 2 ) = K 
IF(K.Ea.NN-3)GO TO 2 1 
A ( N A , 3 ) = 1 _ . __ 
I Z = 0 
DO 3 6 K M = 1 , 3 
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IF<MZ<I .KH>.EQ.0)GO TO 3 c 
I Z = I Z + 1 _IF IZjJl Jl̂LlJ±D. J.Q 37 
GO TO 3 6 
3 7 MODEl=KM 
GO T O 3 8 
. 36 C O N T I N U E 
3 8 I F ( M O D E . E G . 1 . A N D . M 0 D E 1 . E 3 . 2 ) G O TO 3 9 
I F ( M O D E . E Q . 2 . A N D . M 0 D E 1 . E Q . 1 ) G O TO 3 9 
I F ( M O D E . E G . i .A N D . M O D E l . E O . 3 ) G O TO wQ . ____I_fĵ0D£JEu.3J iNDJ4lDDEl-Ei.l3Ga jTD.-Q L A ( N A ) = 1 5 
GO TO 2 2 
3 9 L A ( N A ) = 1 3 
. . ...G_3 TO 2 2 . 
L A ( N A ) = 1 ^ 
GO TO 2 2 
2 1 A ( N A , 3 ) = 0 , LAIMAJ =_9tJM0Di: 2 2 NA=NA4-l 
2 0 CONTINUE 
! A ( N A , i ) = N K 
J U 1 L A . 2 J = P _ Z 1 I * U . - J . 
A(NA , 3 ) = 0 
LA ( N A ) = 1 5 -MODI 
NA=NA*1 
. PCD I N N , 1 J .'HDD .. - • - -
N N = N N • 1 
, 1 9 CONTINUE 
P ( N N ) = N A 
PQD 1 rt *U Xi =JJ 0 • 
NN' = NN+ 1 
*. CONTINUE 
P(NN)=NA 
, ?DDIV\,L) =S3D . 
r P O D ( N N , 2 » = 0 
! ARC=NA-1 
I P = N 0 3 - 1 
H J U T E f i . J J D D J r t D * IPSHZL ._ _. . ... 
W : : > I T E ( l , i Q 0 ) ( ( O D C ( I , J ) , J = l , 5 ) , I = l , N D ) 
WRITE ( 1 , 1 0 2 ) ( F 3 0 C ( I ) . I = 1»ND) 
W R I T E ( 2 , 1 0 0 ) N , A R C , Z , I P , N C I 
rt.Rj:T£ LZSLDBJ I IA II±J) S J = 1j 3 ) j I = 1 * A R.3 J 
WRITE ( 2 , 1 0 0 ) ( P ( I ) , I = 1 » I N > 
WRITE(2,lG0)UOD<I,J)»J=l»2),I=i,I p ) 
W : ? I T E { 2 , 1 0 0 ) ( ( P 0 D ( I f J ) » J = l t 2 ) , I = i » I N) 
. WRITE L 8 ^ 1 J v 0 J A3.C . _ 
W R I T E ( 8 , 1 0 0 ) ( L A ( I ) , I = 1 , A R C ) 
S T O P 
10C FORMAT ( 2 0 I - ) 
.. . 1 0 1 .. ...FORMAT 18D I D — .... .. 
I C E FORMAT ( 8 F 1 C . 0 ) 
| END 
PROGRAM MMS DEVELOPS A SET OF EXTREME MODAL SPLITS 
ACCORDING TO THE INPUT VECTCR H ( J ) . IF M[J) = l, 
THEN MODE J RECIEVES AN EQUAL MODAL SHARE . 




~P"E AL TfS H O " " ~~ " ~~ 
READ(5,101) <M< I) , I = l,<») 
READ(7,100)N 
RE AD(7,101) ( (MZ(I , J) . J=l, 3) ,1-1,120) 
trc nn,-ET " ' _ — 
REAQ(18,100)N,O,O IC = 0 OC 6 J = l , i . 
Tfs rji=~o.— ~ 
CCNTINUE 
IE (M(l).EQ.I)IC=1 
DO 2 J = 2,u 
TTTMTJ1 rET3.^T€r^T0^2 • ~ 
IF(MZC3,J-1).EO.O.OR.MZCC,J-l).EQ.01GO TO 2 
IC=IC*1 
CCNTINUE 
IF (IC E3.1T) CTTtTii ' " — 
R I C= IC 
IF(M(1).E3.1)MS(1)=1./RIC 
DC 3 J = 2, (4 
IF tM( J1."EtI.-*1«t)-TD-5 - - - - - - -
IF (MZ(0,J-l> .EQ.O.OR.MZ (C,J-l)•£0 . 0)G0 TO 3 
MS(J)=1./RIC 
CONTINUE 
~G C TO "3 . . _ . — — . - . . . 




F C RM AT { 201 *») 
F CR"AT (8011) 
F CRMAT (I.F4.2) 
£"K3 ~- — ' ^ - -
OROGPAM MINF OD S^TS UP THE INITIAL FOC V r CT CF, C-C OE MAN BY HCOE, USING AN INITIAL ESTIMATE OF MODAL SPLIT. PROGRAM MINFOD (OUTPUT, TAFE1. TAPE*., TAPE1<., TAPE 6= OUT PUT ) INTEGER DDCTBOOr5T REAL M S U ) 
DIMENSION F0DC<600),FOD< <:C00) 
p E AD (1,100)NC,I p RP ,lB01HOt!CTT,Jl ,3 = 1,"51 V7sI,"NDT READ(1,102)(FODC(I)»I=1,KC> 
00 1 1=1,ND 
R E AC (i*, 105) (MS(J ) ,J = 1,<.) 
TJT 2 3 = 1, V" - " ~ 
1 F(ODC(I,J>.EQ.O)GO TO 2 
FCD(ODC(I,J>)=FODC(I>*MS(J) 
CCNTINUE 
N CITE («., 102) (FCD(I) ,1=1,TF) 
STOP 
FCRMAT (201*.) P CRM AT 18F IT) rOT FCRMAT «.FI..2) END 
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C PROGRAM MINAC RANDOMLY GENERATES AN INITIAL "SET OF ARC COSTS. * PROGRAM MINAC(INPLT,OUTPLT,TAPE13,TAPE5=INPUT,TAPE6=OUTOUT) 
DIMENSION AC(10) "REAC(5,12Dm;,"N,lS£ETJ CALL PANSETdSEEO) DC 1 1 = 1, N 
DO 2 J = 1,NC _ AC (Jl =RANFTTT1 2 CONTINUE MPITE(13,1Z1)(AC(K),K=1,KC) 1 CCNTINUE ' -STOP ~ • ~ " " " 122 F CPMAT (21*., 115 ) 121 FCRMA1 (10F1O.5) END 
PROGRAM MTE51MS TESTS THE ASUMED MODAL SPLIT AGAINST THE ESTIMATED MODAL SPLIT. J?i3R£ M J£S T MJai-I-NP-Jl * DUI PJ J_» JA PlIj IA ?£3_, T AP£ •*_» J APEli. T.APĵE = INPUT iTAPE6=0JTPJT) INTEGER OD:(cO,5) REAL MSO, M3E , MS It DO , A ) OT MF M* TON FDHZltLUi ,_C0D12 D 0J1J-.FDD L2J3J)01-.AlZiiU RE AD (1,10)ND,IP,NC READ(̂,10l,)EPS,AL,(A1Z(D,I = 1,NC) REAU(l,l0u)(0DC(I,J),J=l*O,I=l,N3> R1AD I^IIISJ SFOJZUJ+JL=liHni -RE A3 (3,10 3) (CO (I),1 = 1,IP) READ (o, luO(FOQ(I),1=1,1°) M=0 „DO JL_J =JUH3 Al = AiZ (ODC(I, = )) MI = 0 DO 2 J-c,-IF i02)2 LL. J * 0.3.0 LD 2 . -IF(AB5(C0(03C(I,1)-COD(ODC(I,J)).L£..01)GO TO 3 
CONTINUE 
D'J = EXP(Ai»C3D(0DC(I,l)) _ . . GO ID % . _ . -DL = j . MI = 1 DO 3 J = 2,-JFIQDCIEL. ĴÊOG.O _IC_5 _. . _ D. =DU + E/P(A.»COD(ODC(I,J)) CONTIN J: 0  fc J=l,v JLF .iJ)DC II, Ji* £2, TD 7 „. _ . . . . _ mso=fo(od:<i,j)/fodc<I) if(j.ne.1)g0 to 8 
IF M I.E j.0)G 0 TO 5 &C~TG"9 "~ MSE = £*.P(Al»COD(ODC(I,J)) /DL £rMSE-MSO ÎlABE-tEJ ,GJ.£P3J.M=i _ . .. MS(I,J)=MSO+A.*E FO0(0DC(I,J)=:r0DC(I)»MS(I,J) GO TO b jisîj  =jLI - - - -continue continje write(+,102)(f0d(i),i=1,ip) 
H.RIJE Il5,ifli)J il . _- . WRITE(lE,l03)(M3(I,J),J=i,-),I=l,ND> STOP 1 F3RMAT(2CI-) 2 .. .FORMAT f9FlL-flJ _ - - - - - -3 FORMAT(dF1u.5) tFORMAT 231,108.6)END
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PROGRAM HCNCAS? IS A MULTI-COMMODITY CONCAVE ASSIGNMENT ROUTINE 
BA_-D ON TH- YAGED ME T MO C OF DETERMINING A LOCAL OPTIMAL SOLUTION. 
PROGRAM MCNCASEIOUTeUT = <.C0B,TAPE?-t+a06,TAFE3=<+0 06 ,TAP'i.=u00B, XT AP - 12 = i4tJtJB,TÂTl 3=J*D08, T A»El «= «*0 tl B , T A»_2 1= i.O OB ,T «*>E_2= *»Ot>? , IT APE6=CUTPUT,1KPUT = *»0 03,TAPE5 = INPLT) REAL IFH IKTEGER ARC,2,A,P,OD,POO,C,OE ,T CCMV-N r-0TJT?3tn ,-ACT3f8-m ,FT308tl), At3DStJ,31."Ptll527 IOC(230.2>,POD(115 2,Z),COC(230),N,TC(1152),t (115 2) , D (115 2),IU DIMENSION C(3) ,R<10,3>,Fl(10) ,ACZ(10> PEAD(2,100)N,AFC,Z,IP,NC PEADr?,lir01TTATl, J1,̂J=1,17 ,l=l,At?C1 N1=N*1 READ(2,100MP(I),I = 1,N1) READ(2,100)((OC(I,J),J=i.2),I=l,IP) --R-EACt2fl-OtrrTTPODTIrJ1 = _=l»t»TI REAC(*.,102) (FOCCI),I=1,IF> RE AD(5 , 100)ICOU ICOUN=l -_T=U " " _ IF (ICOU.LT.1)IY=IY*l DC 60 1 = 1,NC F1(I) = 0. "CTNTinUE • DC 61 1=1,ARC WRITE(19,120)(F1(J),J=1,NC) 
CCNTINUE _ _. _ 
DC 63 IU1=1,NC IU=IU1 REWIND 13 "REWIND 1"9 " " " • " — " • " DC 6*. I = 1.APC F (I > = 0 . RE AD(13,121) (ACZ(J),J = 1,KC) AC<I)-ACZtTtt) . . _ -C CNTINLE DC 2 1=1,N I1=PCD(I,1) ~ I _=PO_11*1 ,-_->—_ " ~ " - — -• I F (II.GT.12)GO TO 2 DC 3 J=1,N D ( J) = 0 c-cnti«_e -•- - — - — -- -* DE = 0 DC k J=I1,I2 IF(0_(J»2)«NE.TU)GC TO U _(OB1J,~_1t^_ - — --D E =DE•1 CONTINUE I F(DE.EQ.0)GO TO 2 If (PODtl.-M iTEtJ.H-G-C-T-O-5 " --
1 C=l CALL -_«»T1?TI,__,T01 " _ - - . CCNTINLE 
















R E W I N D 2 1 
DO 9 1 = 1 , A R C 
R E AD ( 1 9 , 1 2 0 ) ( F K J ) , J = 1 , N C > 
T l { I U ) = F t T l 
WR I TEC 2 1 , 1 2 0 ) ( F K J ) , J = l , N O C O N T I N U E R E W I N D 1 9 
R E M I N D -21 
DC 9 9 1 = 1 , A R C R E A D ( 2 1 , 1 2 0 ) ( F 1 ( J ) , J = 1 , N C ) W R I T E ( 1 9 , 1 2 0 ) ( F l ( J ) , J = l , N O 
- - C X N T T N t T E 
C O N T I N U E _ 
I F U Y . E Q . D G Q TO *»5 
W R I T E ( 6 , 2 0 0 0 ) 
--F CRM A T I , ~ * ~ 1 "~ G C TC M 6 « R I T E ( 6 , 2 0 0 1 ) F O R M A T ( " - , " $ " ) 
I f t J T E . ^ Q . t * C l t _ t : "TO - I t ) R E W I N D 1 2 R E W I N D 1 3 R E W I N D 1 9 
T C T I=TJ . 
GC TO 1 1 
I F ( I Y . E Q . 1 ) G O TO 1 2 
I Y = i 
-GC TO ~ ~~ I F ( I Y • E Q , 1 ) G O TO 98 I F ( I C C U N . E Q . I C C U ) I Y = 1 I C OUN = I C O U N * 1 ~*RE WIND T 2 • 
DC 1 4 1 = 1 , A R C A S = 0. BS = 0. 
C^S=t3. ' 
F S = 0-
P E AD ( 1 2 , 1 1 0 ) ( C ( J ) , J = 1 , 3 ) , ( ( P ( J , K ) 
* £ - A O < 1 9 , 1 2 0 H F K J ) , J = 1 , N C ) ~ 151 1 5 J ^ 1 , K C — — A S = A S + R ( J , i ) » F l ( J ) 
BS = BS + R ( J , 2 ) • F K J ) C S = C S + R ( J , 3 ) * F 1 ( J ) 
f _ = f S v f l t _ l 
C O N T I N U E 
K A S=0 ' 
I F ( F S . L T . i . ) G O TO 1 6 
I f TA^.Vrv . f lOOOOOOuOOuOl) £C T O T 6 
H I = ( - B S - 1 . ) / ( 2 . * A S ) 
I F C H I . L E . C C i n G O TO 1 6 
I F ( H I . G E . C ( 2 ) ) G 0 TC 1 7 
T FM=HI ~ 
GC TO 1 8 
I P M = C < 1 ) 
K A S= 1 G C TO I S I F M = C ( 2 ) I F ( I Y • E Q • 1 ) G O TO 1 9 
DC 2 0 J = 1 , N C A C Z ( J ) = C ( 3 ) M P ( J , 1 ) * I P M * * 2 * P ( J , 2 ) I F ( K A S . E Q . 1 ) G O TO 2 0 A C Z ( J ) = A C Z ( J ) * C ( 3 ) * ( I F M - C ( 1 ) ) / F S C C N T I N U E GC TC 2 1 • -
DC 22 J = 1 , N C 
9 
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A C Z U ) =C<3>* (R <J, 1)»IPH»»2 + R( J,2) *IPH*R(J ,3)) 
TZ CONTINUE 
Zl WRITE! 13,121) (ACZIJ>,J=1,NC* 
P TO Tl= T0T1 • T*»r »tT31 " 
I JrTNV=IPM*C(3 > 
: WRITE(22,102)AINV 




F D C ?3 i=ir»i?c ' " 
\ READ(13,l2l)«ACZ<J),J=l,*C) 
REAQ(1Q,120)(El(J),J=1,NC) 
DC 2h J=1,NC J t ctu=t trru+at: tvjttyi jt ~" 
2*. CCNTINUE TC tcis = totu+toti 
23 CCNTINUE — write 13,iim Tecum ,t-i ,tp) 
WRITE(3,102)<F00<I1,1=1,IF) 
* WRIT£<6,112)T0TDIS,T0TI,TCTU S T O 3 
~ "TOO T CRM AT TTOTT) ~- " " 
102 FCRMAT(9F10.0) 
103 FCRMAT(5F10.5) 
110 FCP^AT(12E10.3 ) 
r "Til FCSMATTTl ,lT£l!)r3l 
112 FCR*AT (3F14.0) 
120 FCRMAT(10F10.0) 
^ 121 F C R M A T U O F I Q ^ ) 
C SUBROUTINE SFTR IS A SHORTEST PATH TREE ROUTINE 
SUBROUTINE SPTR(0,DE»IQ) 
INTEGER O,DE,T,B,FS,P.S(3080,2).D,A,OD,POC 
- -CCtlMON TOtfl£301,ACt3U80) ,F<30eO),A(30SB,3),PtlT52> * 
tOC(230,2).POD(1152,2),COD(230),K,TC(1152),T(115 2),D(115 2) 
DIMENSION SCC3080) 
DC 1 1=1,N 




f TCtOT=U. -'• ~" ' 
B = 0 
IT=2 
FS = 1 _______ ._ 
ii=i 
1*. IA = P(B) 
IE=P(5+1)-1 " IF lIB+l-T«i-£0.ir»GtrTt) "2 " ~ DC 3 I=IA,IB 
: IF (IQ. EQ. 0) GO TO U 
5 S CIS,11=1 
S CIS,"21 =U " ~ - — 
SC (IS)=TC(B)+AC(I) 
S(L,2)=IS 
L = IS _ is=ts«t •—• :— : 
r • GC TO 3 
«. IF(A(I,3) .EQ.1>GO TO 3 
GC TO 5 
; S " ' " "CCNTINUE 
1 2 K = 0 
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J = FS 
T C M = 1 0 . » » 5 0 
8 I F (TC ( A (S (J, 1> , 2) ) .GE . 0 . ) GO TC 6 
- If <_CtJ1 .-_£._«» _0 TO 7 ' ' ^ 
H J = J 
CM=SC(J) 
7 K = J 
"21 IF (J.NE.0)GO TC 8 
GC TO 9 
6 IF(J.EQ.FS)GO TO 1 0 
-IFtJ.KE.ttGO TC -11 ' ~ ' • 
L=K 
S <K,21=0 
GC TC 9 
-lfl -F_=-ST_,-_I ~~: ~~" 
J = FS GC TO 8 11 S (K,2)=S <J,2) 
d = S t d , - _ » ~ GC TO 8 
9 IC = A ( S ( M J , i ) ,2) 
T(IT)=S ( M J»1) 
- " " " T-CtID)=-SCrH3T — -I F(D(IC)•EQ.O)GO TO 12 IT OT=I TOT*1 
IF(ITOT.EC.DE)GO TO 13 
« = i e - - - — ••- - - -
IT=IT+l 
GC TO lit 
13 CALL ASNFLW(CIT) 
- P E T-JON — ' - ' " " 
END 
C S L BRO U TIN - ASNFLW ASSIGNS THE FLOW TO THE NETWORK 
C ACCORDING TO THE TPEES DETERMINED IN SPT^ . 
- - - -SUBROUTINE IT 1 . . . - - -
IKTEGEP 0,P0C,CO.T,A,D,P 
CCMMON FOD<230 ) , A C<3060> , F ( 3 0 e O ) , A ( 3 0 e 0 . 3 ) , F ( l l S 2 ) , 
40C<230,2),POD(115 2,2),C3D(230),N,TC<115 2),T(115 2),D<115 2),Il' 
OTM'rSTON T1T115_1 ~ — ™ 
Il=POD (0, 1) 
I2=POD(D+1,1)-1 DC 1 1 = 1,K 
-FtTI) = 0 . ... _ - _ 
1 CCNTINUE 
DC 2 1=11,12 
IF(OD(1,2).NE.IU)GO TO 2 
- PL t o r n 1,1 n = r o c r _ - ) - - • " 
2 CCNTINUE 
I2=IT-1 
DC 3 11=1,12 
1 = IT-11*1 
L=T(I) 
J = A (L, 1) 
K=A(L,2) 
- F f _ 1 = f t U l *FITK1 
F L ( J) = FL < J ) + FL (K) 
IF ( D(K)•EQ•0)GC TO 3 CCD(D(K))=TC(K) 
3̂ CCNTINUE • RETURN END 
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