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1. Introduction
In the early 1960s, Littlewood [9] suggested to study the boundedness of all the solutions of
x¨+ g(x) = e(t) (1.1)
in the following two cases:
(i) Superlinear case: g(x)/x → +∞ as x → ±∞;
(ii) Sublinear case: sign(x) · g(x) → +∞ and g(x)/x → 0 as x → ±∞.
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of all solutions of the equation
x¨+ 2x3 = p(t), (1.2)
where p(t) ∈ C0(T). Consequently, a series of results on superlinear case were set up by several au-
thors, we refer to [1–5,10,15–17,19,20] and references therein.
In 1999, the ﬁrst result in sublinear case that all solutions are bounded was proved by Kupper and
You [18] in the study of the equation
x¨+ |x|α−1x = p(t), (1.3)
where 0 < α < 1 and p(t) ∈ C∞(T). In 2000, Liu [6] proved the same result for the sublinear equation
(1.1) (subject to the sublinear condition (ii)) if e(t) ∈ C5(T) and g(x) ∈ C6 satisﬁes some inequalities
(see Theorem 1 in [6]). Another result on sublinear case can be found in [13].
In this paper, we consider the following sublinear equation with time-dependent potential
x¨+ e(t)|x|α−1x = p(t), 0 < α < 1, (1.4)
where p(t), e(t) are smooth 1-periodic functions. More precisely, we will prove the following suﬃ-
cient and necessary condition for the boundedness of all solutions for (1.4):
Theorem 1. Assume that
∫ 1
0 e(t)dt = 0 and e(t), p(t) ∈ C5(T). Then the suﬃcient and necessary condition
that (1.4) possesses the Lagrangian stability is
∫ 1
0 e(t)dt > 0. Moreover, if
∫ 1
0 e(t)dt > 0, then for every (large)
Diophantine number ω, there exists a quasiperiodic solution of (1.4) having frequencies ( 1ω ,1).
Remark 1.1. Comparing our result with the ones in [14] and [8], we can ﬁnd some kind of similarity
between the stability at inﬁnity and the stability of equilibrium for conservative systems. For example,
for the stability of the equilibrium of the equation x¨ + e(t)x2n+1 + f (x, t) = 0, where e(t), f (t, x)
are continuous and 1-periodic functions in t, f (t, x) is smooth in x and | f (t; x)| = O (|x|2n+2) in a
neighborhood of x = 0, [8] proved with the assumption ∫ 10 a(t)dt = 0 that the suﬃcient and necessary
condition is also
∫ 1
0 e(t)dt > 0. Moreover, some techniques in [8] will be involved in our proof.
The paper is organized as follows. In Section 2, we introduce some canonical transformations
and action–angle variables. In Section 3, we will prove Eq. (1.4) possesses Lagrangian stability if∫ 1
0 e(t)dt > 0. The instability of Eq. (1.4) will be shown in the last section.
2. Some canonical transformations and action–angle variables
In this section, we will make some canonical transformations such that the obtained Hamiltonian
system is expressed in a suitable action–angle variables.
Let eˆ = ∫ 10 e(t)dt and e1(t) = e(t) − eˆ. Then ∫ 10 e1(t)dt = 0. We also deﬁne q(t) = ∫ t0 p(t)dt −
t
∫ 1
0 p(t)dt and γ1 =
∫ 1
0 p(t)dt . Obviously, q(t) is a 1-periodic function. Thus Eq. (1.4) is equivalent
to the Hamiltonian system
⎧⎪⎪⎨
⎪⎪⎩
x˙ = y + q(t) = ∂H
∂ y
,
y˙ = −e(t)x · |x|α−1 + γ1 = −∂H
(2.1)∂x
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H(x, y, t) = 1
2
y2 + eˆ
α + 1 |x|
α+1 + e1(t)
α + 1 |x|
α+1 + γ1x+ yq(t). (2.2)
Lemma 2.1. There exists a time-dependent canonical transformation (x, z) → (x, y) such that (2.2) is trans-
formed into the following Hamiltonian system
H(x, z, t) = z
2
2
+ eˆ
α + 1 |x|
α+1 + (z + q(t))|x|α E(t) + |x|2α
2
E(t)2 + γ1x+ zq(t). (2.3)
Proof. We will follow the method in [8]. Introduce a time-dependent canonical transformation
Φ1 : (x, z) → (x, y) as
x = x, y = z + ∂G1
∂x
(x, t),
where G1(x, t) will be determined later. Under this transformation, the system (2.2) is transformed
into a new Hamiltonian system with Hamiltonian
H(x, z, t) = 1
2
(
z + ∂G1
∂x
)2
+ eˆ
α + 1 |x|
α+1 + e1(t)
α + 1 |x|
α+1 + γ1x+
(
z + ∂G1
∂x
)
q(t) + ∂G1
∂t
= z
2
2
+ eˆ
α + 1 |x|
α+1 + ∂G1
∂t
+ e1(t)
α + 1 |x|
α+1
+ 1
2
(
∂G1
∂x
)2
+ (q(t) + z)∂G1
∂x
+ γ1x+ zq(t). (2.4)
Now we deﬁne the function G1(x, t) by
∂G1
∂t
+ e1
α + 1 |x|
α+1 = 0. (2.5)
Since
∫ 1
0 e1(t)dt = 0, G1(x, t) = −
∫ t
0 e1(t)dt · |x|
α+1
α+1 solves Eq. (2.5). Let E(t) = −
∫ t
0 e1(t)dt .
By direct computation, the new obtained Hamiltonian is expressed as in (2.3). 
Consider the auxiliary Hamiltonian system
{
x˙ = z,
z˙ = −eˆx · |x|α−1 (2.6)
with Hamiltonian H0(x, z) = z22 + eˆα+1 |x|α+1.
Deﬁne (x∗(t), z∗(t)) as the periodic solution of (2.6) satisfying the initial condition (x∗(0), z∗(0)) =
(1,0). Let T ∗ > 0 be its minimal period and deﬁne (C(t), S(t)) = (x∗( tT ∗ ), z∗( tT ∗ )). Clearly, C ∈ C2(S1)
and S ∈ C1(S1). Moreover, we have
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(
C(−t), S(−t))= (C(t), −S(t)), (C(t + 1), S(t + 1))= (C(t), S(t));
(2)
(
C
(
1
2
− t
)
, S
(
1
2
− t
))
= (−C(t), S(t));
(3)
1
2
S(t)2 + eˆ
α + 1
∣∣C(t)∣∣α+1 = eˆ
α + 1 ;
(4) C˙(t) = 1
T ∗
S(t), S˙(t) = − eˆ
T ∗
C(t) · ∣∣C(t)∣∣α−1;
(5) C(t) = 0 ⇔ t
(
mod
1
2
)
= 1
4
.
We deﬁne b = 23+α and a = 2− 2b. Then we have 12 < b < 23 < a < 1.
Introducing the canonical transformation
{
x = (beˆT ∗)b · IbC(θ),
z = (beˆT ∗)1−b · I1−b S(θ), (2.7)
the system (2.6) is transformed into another Hamiltonian system with Hamiltonian
 = e0 · Ia (2.8)
with e0 = (beˆT ∗)2−2b .
Similarly, the Hamiltonian function (2.3) is transformed into a new one as follows:
 = e0 · Ia +
((
beˆT ∗
)1−b
I1−b S(θ) + q(t))(beˆT ∗)αb IαbC1(θ)E(t) + (beˆT ∗)2αb I2αb
2
C1(θ)2E(t)2
+ γ1 ·
(
beˆT ∗
)b
IbC(θ) + (beˆT ∗)1−b I1−b S(θ)q(t) (2.9)
with C1(θ) = |(beˆT ∗)bC(θ)|α . Deﬁne H˜0(I) = e0 · Ia and
H˜1(I, S, t, C1) =
((
beˆT ∗
)1−b
I1−b S + q(t))(beˆT ∗)αb IαbC1E(t) + (beˆT ∗)2αb I2αb
2
C21 E(t)2,
H˜2(I,C) = γ1 Ib · C, H˜3(I, S, t) = I a2 q(t) · S.
Obviously, H˜1, H˜2 and H˜3 are C∞ on S , C1 and C respectively.
Then Hamiltonian (2.9) can be written as
 = H˜0(I) + H˜1
(
I, S(θ), t, C1(θ)
)+ H˜2(I,C(θ))+ H˜3(I, S(θ), t). (2.10)
We deﬁne a space of function S(c1, c2) as
S(c1, c2) =
{
H(I, θ, t)
∣∣∣ sup
I>0, (θ,t)∈T2
I i−c1 · ∣∣∂ iI∂ jθ ∂kt H(I, θ, t)∣∣< ∞, j  c2}.
The properties of the function space S(c1, c2) can be found in [1]. Obviously, we have
H˜0(I) ∈S(a,+∞), H˜1
(
I, S(θ), t, C1(θ)
) ∈S(2a − 1,0),
H˜2
(
I,C(θ)
) ∈S(b,2), H˜3(I, S(θ), t) ∈S(c,1) (2.11)
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and (2.11), we have
 = H0
(
I,C(θ)
)+ H1(I, S(θ), t, C1(θ)) (2.12)
with
H0 ∈S(a,2), H1 ∈S(2a − 1,0). (2.13)
3. Proof of stability
In this section, we will prove Eq. (1.4) possesses Lagrangian stability via Moser’s Twist Theorem if
eˆ = ∫ 10 e(t)dt > 0.
We remark that Moser’s Twist Theorem requires suﬃciently smoothness on action and angle vari-
ables, but in (2.12)  is only C1 on θ . To overcome this diﬃculty, we need to change the role of angle
variable θ and time variable t as done in [2,3]. Assume that from (2.12) we solve I = I(ρ, t, θ). Then
we obtain the new Hamiltonian system
d
dθ
= −∂I
∂θ
,
dt
dθ
= ∂I
∂
. (3.1)
Since in (2.12) H0 is C2 on θ but H1 is not, the smoothness of dependence of I on θ is somewhat
complicated. In the following, we will make clear this smoothness of dependence in each step if
necessary.
In view of the deﬁnition of H˜0 and H0 and (2.11), we know that
∂H0
∂ I = 0 for large I . Hence there
exists a function J0(σ ,C(θ)) being C∞ on C and satisfying
σ = H0
(
J0
(
σ ,C(θ)
)
,C(θ)
)
. (3.2)
Similarly from the fact ∂(H0+H1)
∂ I = 0 for large I , there exists a function I(ρ, t, θ) satisfying
ρ = H0
(I(ρ, t, θ),C(θ))+ H1(I(ρ, t, θ), S(θ), t, C1(θ)). (3.3)
Eq. (3.3) is equivalent to
ρ − H1
(I(ρ, t, θ), S(θ), t, C1(θ))= H0(I(ρ, t, θ),C(θ)). (3.4)
On the other hand, from (3.2) we have
ρ − H1
(I(ρ, t, θ), S(θ), t, C1(θ))= H0( J0(ρ − H1(I(ρ, t, θ), S(θ), t, C1(θ)),C(θ)),C(θ)). (3.5)
Comparing (3.5) with (3.4), we have
I(ρ, t, θ) = J0
(
ρ − H1
(I(ρ, t, θ), S(θ), t, C1(θ)),C(θ)). (3.6)
To analysis the smoothness of dependence of I on θ , we consider the following function
(I, t,C, S, C1) = H0(I,C) + H1(I, S, t, C1). For the same reason as above, there exists a function
I¯(ρ, t,C, S, C1) with I¯ being C∞ on C , S and C1 satisfying
ρ = H0
(I¯(ρ, t,C, S, C1),C)+ H1(I¯(ρ, t,C, S, C1), S, t, C1). (3.7)
Obviously, we have I(ρ, t, θ) = I¯(ρ, t,C(θ), S(θ), C1(θ)).
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J1(ρ, t,C, S, C1) = −
1∫
0
∂ J0
∂σ
(
ρ − τH1
(I¯(ρ, t,C, S, C1), S, t, C1),C)H1(I¯(ρ, t,C, S, C1), S, t, C1)dτ .
Clearly, J1 is C∞ on C , S and C1.
Then we obtain the new Hamiltonian as follows:
I = J0
(
ρ,C(θ)
)+ J1(ρ, t,C(θ), S(θ), C1(θ)) (3.8)
with
J0 ∈S(1/a,2), J1 ∈S(1,0). (3.9)
Moreover, we have
∂ iρ J0  c · ρ
1
a −i (3.10)
for some constant c > 0.
Remark 3.1. Since C1 is not smooth on θ , to make further canonical transformations in (3.8) we will
construct a smooth approximation C2 of C1 as below. Since the behavior of C1(θ) near θ (mod 12 ) = 14
is similar to |θ |α near θ = 0, |C′2(θ)| is large there. Fortunately, we can easily verify that
∫ 1
0 |C′2(θ)|dθ
is bounded by a constant, which is due to the fact that C2(θ) is piecewise monotone. This is a key
observation for our proof.
Lemma 3.1. For any  > 0, there exists a C1 periodic function C2(θ) such that
∣∣C1(θ) − C2(θ)∣∣ D · α, ∣∣C′2(θ)∣∣ D · α−1 (3.11)
and
C1(θ) = C2(θ) if
∣∣∣∣θ
(
mod
1
2
)
− 1
4
∣∣∣∣ D · , (3.12)
where the constant D > 0 is independent on  .
Proof. Since C1(θ) is not smooth only at θ (mod 12 ) = 14 , we deﬁne a 1-periodic function C2(θ) as
follows:
C2(θ) =
⎧⎪⎨
⎪⎩
C1(θ),   |θ − 14 | 1/4,
C¯2(θ − 14 ), |θ − 14 | ,
C2(1− θ), 1/2 θ  1,
(3.13)
where
C¯2(θ) = C
′
1() θ2 + 2C1() − C
′
1() . (3.14)2 2
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 + 14 , C1(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 +
1
4 )), that is C2(± + 14 ) = C1(± + 14 ) and C′2(± + 14 ) = C′1(± + 14 ). Moreover, we can check (3.11)
by direct computation. 
Similarly, we can prove the following conclusion:
Lemma 3.2. Let S1(θ) = S ′(θ) = − eˆT ∗ C(θ) · |C(θ)|α−1 . For any  > 0, there exists a C1 periodic functionS2(θ) such that
∣∣S1(θ) − S2(θ)∣∣ D · α, ∣∣S ′2(θ)∣∣ D · α−1 (3.15)
for a constant D > 0 independent on  .
We rewrite (3.8) as
I = J0
(
ρ,C(θ)
)+ J1(ρ, t, S(θ), C2(θ))+ J1(ρ, t,C(θ), S(θ), C1(θ))− J1(ρ, t,C(θ), S(θ), C2(θ))
= J0 + J1
(
ρ, t,C(θ), S(θ), C2(θ)
)−
1∫
0
∂ J1
∂C1
(
ρ, t,C(θ), S(θ),μ
(C2(θ) − C1(θ)))(C2(θ) − C1(θ))dμ
:= J0
(
ρ,C(θ)
)+ J1(ρ, t,C(θ), S(θ), C2(θ))+ J2(ρ, t, θ). (3.16)
Lemma 3.3. For any large initial action variable ρ0 > 0, there exists a canonical transformation which trans-
forms (3.16) into the new Hamiltonian
I = K0
(
λ, θ, C2(θ)
)+ K1(λ, τ , θ, S2(θ), C2(θ))+ K2(λ, τ , θ, C2(θ)) · C′2(θ) + K3(λ, τ , θ). (3.17)
Moreover, it holds that
K1, K2 ∈S
(
2− 1
a
,0
)
, ρ
1
a −1+c0
0 K3 ∈S(1,0). (3.18)
Furthermore, we have
∂ iλK0  c · λ
1
a −i . (3.19)
Proof. Let the parameter  = ρ−(
1
a −1+c0) 1α
0 in Lemmas 3.1 and 3.2, where the constant 0 < c0 < 1.
Then
ρ
1
a −1+c0
0 J2 ∈S(1,0). (3.20)
We deﬁne a θ -dependent canonical transformation Φ2 : (λ, τ ) → (ρ, t) as
ρ = λ + ∂G2
∂t
, τ = t + ∂G2
∂λ
,
where the function G2(λ, t, θ) will be determined later. Under this transformation, Hamiltonian (3.16)
is transformed into a new one
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(
λ + ∂G2
∂t
,C(θ)
)
+ J1
(
λ + ∂G2
∂t
, t,C(θ), S(θ), C2(θ)
)
+ J2
(
λ + ∂G2
∂t
, t, θ
)
+ ∂G2
∂θ
= J0
(
λ,C(θ)
)+ [ J1](λ,C(θ), S(θ), C2(θ))+ ∂ J0
∂λ
(λ, θ)
∂G2
∂t
+ J1
(
λ, t,C(θ), S(θ), C2(θ)
)
− [ J1]
(
λ,C(θ), S(θ), C2(θ)
)+ J2
(
λ + ∂G2
∂t
, t, θ
)
+ ∂G2
∂θ
+ K , (3.21)
where [ J1](λ,C(θ), S(θ), C2(θ)) =
∫ 1
0 J1(λ, t,C(θ), S(θ), C2(θ))dt and
K =
1∫
0
(
∂2 J0
∂ρ2
(
λ + μ∂G2
∂t
,C(θ)
)(
∂G2
∂t
)2
+ ∂ J1
∂ρ
(
λ + μ∂G2
∂t
, t,C(θ), S(θ), C2(θ)
)
∂G2
∂t
)
dμ.
We set
∂ J0
∂λ
(
λ,C(θ)
) ∂G2
∂t
+ J1
(
λ, t,C(θ), S(θ), C2(θ)
)− [ J1](λ,C(θ), S(θ), C2(θ))= 0.
Then G2 = −( ∂ J0∂λ )−1
∫ t
0 ( J1 − [ J1])dt and
∂G2
∂θ
= −
(
∂ J0
∂λ
)−1 t∫
0
∂( J1 − [ J1])
∂ S
dt · S1(θ) −
(
∂ J0
∂λ
)−1 t∫
0
∂( J1 − [ J1])
∂C2 dt · C
′
2(θ)
−
(
∂ J0
∂λ
)−1 t∫
0
∂( J1 − [ J1])
∂C
dt · S(θ) − ∂
2 J0
∂λ∂C
(
∂ J0
∂λ
)−2 t∫
0
(
J1 − [ J1]
)
dt · S(θ). (3.22)
We deﬁne
K0(λ, θ, C2) = J0
(
λ,C(θ)
)+ [ J1](λ,C(θ), S(θ), C2),
K11(λ, τ , θ, S1, C2) = −
(
∂ J0
∂λ
(
λ,C(θ)
))−1 t∫
0
∂( J1 − [ J1])
∂ S
(
λ, t,C(θ), S(θ), C2
)
dt · S1,
K12(λ, τ , θ, C2) = −
(
∂ J0
∂λ
(
λ,C(θ)
))−1 t∫
0
∂( J1 − [ J1])
∂C
(
λ, t,C(θ), S(θ), C2
)
dt · S(θ),
K13(λ, τ , θ, C2) = − ∂
2 J0
∂λ∂C
(
λ,C(θ)
) ·(∂ J0
∂λ
(
λ,C(θ)
))−2 t∫
0
(
J1 − [ J1]
)(
λ, t,C(θ), S(θ), C2
)
dt · S(θ),
K1(λ, τ , θ, S1, C2) = K11(λ, τ , θ, S1, C2) + K12(λ, τ , θ, C2) + K13(λ, τ , θ, C2) + K (λ, τ , θ, C2),
K2(λ, τ , θ, C2) = −
(
∂ J0
∂λ
(λ, τ , θ, C1, C2)
)−1 t∫
0
∂( J1 − [ J1])
∂C2
(
λ, t,C(θ), S(θ), C2
)
dt
and
K˜3(λ, τ , θ) = J2
(
λ + ∂G2
∂t
, t, θ
)
.
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and C2 respectively.
From the deﬁnition of G2 and (3.21), we have
I = K0
(
λ, θ, C2(θ)
)+ K1(λ, τ , θ, S1(θ), C2(θ))+ K2(λ, τ , θ, C2(θ)) · C′2(θ) + K˜3(λ, τ , θ). (3.23)
Moreover, from (3.20), (3.26) and (3.22), we have
K1, K2 ∈S
(
2− 1
a
,0
)
, ρ
1
a −1+c0
0 K˜3 ∈S(1,0).
We deﬁne
K˜4 = K1
(
λ, τ , θ, S1(θ), C2(θ)
)− K1(λ, τ , θ, S2(θ), C2(θ)).
Then
ρ
1
a −1+c0
0 K˜4 ∈S
(
2− 1
a
,0
)
. (3.24)
Let
K3(λ, τ , θ) = K˜3 + K˜4.
Then we obtain (3.17) and (3.18). From the deﬁnition of K0 and (3.10), we have (3.19). 
In the following, we will construct an “approximation” C3(θ) of C′2(θ) such that
∫ 1
0 |C3(θ) −
C′2(θ)|dθ is small and |C3(θ)| 	 |C′2(θ)| near θ (mod 12 ) = 14 . Then we will construct another canoni-
cal transformation such that the Poincaré map of the transformed system is close to a standard twist
map.
Lemma 3.4. For any ρ0 > 0 and 0 < 0 < c0 , there exists a C1 1-periodic function C3(θ) such that
1∫
0
∣∣C′2(θ) − C3(θ)∣∣dθ  D · ρ−00 , max∣∣C3(θ)∣∣ D · ρ0(1−α)0 ,
1∫
0
∣∣C′3(θ)∣∣dθ  D · ρ0(1−α)0 (3.25)
with the constant D > 0 independent on ρ .
Proof. Let θ∗ be such that
∫ 1/4+θ∗
1/4−θ∗ |C′2(θ)|dθ = 2|C2(θ∗)| = ρ−00 . We deﬁne a 1-periodic function
C3(θ) by
C′2(θ) − C3(θ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
C′2(θ), |θ − 14 | θ∗,
C′′22 (θ∗)
4C′2(θ∗)
(
θ − θ∗ + 2C′2(θ∗)C′′2 (θ∗)
)2
, θ∗  |θ − 14 | θ∗ −
2C′2(θ∗)
C′′2 (θ∗)
,
0, θ∗ − 2C′2(θ∗)C′′2 (θ∗)  |θ −
1
4 | 14 ,
−(C′2(1− θ) − C3(1− θ)), 12  θ  1.
That is, the curve (θ, C′2(θ) − C3(θ)) connects smoothly ( 14 ± θ∗, C′2(θ∗)) and ( 14 ± θ∗ ∓
2C′2(θ∗)
C′′(θ∗) ,0).2
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C3(θ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
C′2(θ), θ∗ − 2C
′
2(θ
∗)
C′′2 (θ∗)
 |θ − 14 | 14 ,
C′2(θ) − C
′′2
2 (θ
∗)
4C′2(θ∗)
(
θ − θ∗ + 2C′2(θ∗)C′′2 (θ∗)
)2
, θ∗ < |θ − 14 | θ∗ −
2C′2(θ∗)
C′′2 (θ∗)
,
0, |θ − 14 | θ∗,
−C3(1− θ), 12  θ  1.
(3.26)
By direct computation, we obtain (3.25). 
Then Hamiltonian (3.23) can be rewritten as
I = K0
(
λ, θ, C2(θ)
)+ K1(λ, τ , θ, S2(θ), C2(θ))+ K2(λ, τ , θ, C2(θ)) · C3(θ) + K3(λ, τ , θ)
+ K2
(
λ, τ , θ, C2(θ)
) · (C′2(θ) − C3(θ)) (3.27)
with K0, K1 and K2 are C1 on θ , C2 and S2.
Lemma 3.5. There exists a canonical transformation which transforms (3.27) into the new Hamiltonian
I = L0(λ¯, θ) + L1(λ¯, τ¯ , θ) + L2(λ¯, τ¯ , θ) + L3(λ¯, τ¯ , θ) + L4(λ¯, τ¯ , θ) ·
(C′2(θ) − C3(θ))
+ L5(λ¯, τ¯ , θ) · C′2(θ) + L6(λ¯, τ¯ , θ) · S ′2(θ). (3.28)
Moreover, it holds that
L1 ∈S
(
3− 2
a
+ c10,0
)
, L2 ∈S
(
3− 2
a
,0
)
, L3 ∈ ρ1−
1
a −c0
0 S(1,0),
L4 ∈S
(
2− 1
a
,0
)
, L5, L6 ∈S
(
3− 2
a
,0
)
, (3.29)
where c0 > 0, c1 = 2−αα are constants independent on 0 . Furthermore, we have
∂ i
λ¯
L0  c · λ¯ 1a −i . (3.30)
Proof. We deﬁne the canonical transformation Φ3 : (λ¯, τ¯ ) → (λ, τ ) as
λ = λ¯ + ∂G3
∂τ
, τ¯ = τ + ∂G3
∂λ¯
,
where the function G3(λ¯, τ , θ) will be determined later. Under this transformation, Hamiltonian (3.16)
is transformed into a new one as
I = K0
(
λ¯ + ∂G3
∂τ
, θ, C2(θ)
)
+ K1
(
λ¯ + ∂G3
∂τ
, τ , θ, S2(θ), C2(θ)
)
+ K2
(
λ¯ + ∂G3
∂τ
, τ , θ, C2(θ)
)
· C3(θ)
+ K3
(
λ¯ + ∂G3
∂τ
, τ , θ
)
+ ∂G3
∂θ
+ K2
(
λ¯ + ∂G3
∂τ
, τ , θ, C2(θ)
)
· (C′2(θ) − C3(θ))
= K0
(
λ¯, θ, C2(θ)
)+ [K1] + [K2] · C3(θ) + ∂ J0 (λ¯,C(θ)) · ∂G3 + K1(λ¯, t, θ, S2(θ), C2(θ))− [K1]
∂λ¯ ∂τ
114 Y. Wang / J. Differential Equations 247 (2009) 104–118+
(
K2
(
λ¯ + ∂G3
∂τ
, τ , θ, C2(θ)
)
− [K2]
)
· C3(θ) + K3
(
λ¯ + ∂G3
∂τ
, τ , θ
)
+ ∂G3
∂θ
+ K2
(
λ¯ + ∂G3
∂τ
, τ , θ, C2(θ)
)
· (C′2(θ) − C3(θ))+ L, (3.31)
where
[K1] = [K1]
(
λ¯, θ, S2(θ), C2(θ)
)=
1∫
0
K1
(
λ¯, τ , θ, S2(θ), C2(θ)
)
dτ ,
[K2] = [K2]
(
λ¯, θ, C2(θ)
)=
1∫
0
K2
(
λ¯, τ , θ, C2(θ)
)
dτ ,
and
L =
1∫
0
(
∂2 J0
∂ρ2
(
λ¯ + μ∂G3
∂τ
,C(θ)
)(
∂G3
∂τ
)2
+ ∂[ J1]
∂ρ
(
λ + μ∂G3
∂τ
,C(θ), S(θ), C2(θ)
)
∂G3
∂τ
)
dμ
+
1∫
0
∂K1
∂ρ
(
λ¯ + μ∂G3
∂τ
, t, θ, C2(θ)
)
∂G3
∂τ
dμ +
1∫
0
∂K2
∂ρ
(
λ¯ + μ∂G3
∂τ
, t, θ, C2(θ)
)
∂G3
∂τ
dμ · C3(θ).
We determine G3 by the equation
∂ J0
∂λ¯
(
λ¯,C(θ)
) · ∂G3
∂τ
+ K1
(
λ¯, τ , θ, S2(θ), C2(θ)
)− [K1] + (K2(λ¯, τ , θ, C2(θ))− [K2]) · C3(θ) = 0,
i.e.,
G3 = −
(
∂ J0
∂λ¯
)−1 τ∫
0
(
K1 − [K1] +
(
K2 − [K2]
) · C3(θ))dτ .
Hence
∂G3
∂θ
= −
(
∂ J0
∂λ¯
)−1 τ∫
0
(
∂(K1 − [K1])
∂C2 C
′
2(θ) +
∂(K1 − [K1])
∂S2 S
′
2(θ) +
∂(K1 − [K1])
∂θ
+ (K2 − [K2])C′3(θ)
)
dτ
−
(
∂ J0
∂λ¯
)−1 τ∫
0
(
∂(K2 − [K2])
∂C2 · C
′
2(θ) +
∂(K2 − [K2])
∂θ
)
dτ · C3(θ)
+
(
∂ J0
∂λ¯
)−2
· ∂
2 J0
∂λ¯∂θ
τ∫
0
(
K1 − [K1] +
(
K2 − [K2]
) · C3(θ))dτ . (3.32)
We deﬁne
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(
λ¯, θ, C2(θ)
)+ [K1] + [K2] · C3(θ),
L1(λ¯, τ¯ , θ) =
τ∫
0
((
∂ J0
∂λ¯
)−2
· ∂
2 J0
∂λ¯∂θ
(
K2 − [K2]
)−(∂ J0
∂λ¯
)−1
∂(K2 − [K2])
∂θ
)
dτ · C3(θ)
−
τ∫
0
(
∂ J0
∂λ¯
)−1
∂(K2 − [K2])
∂C2 dτ · C
′
2(θ)C3(θ) −
(
∂ J0
∂λ¯
)−1 τ∫
0
(
K2 − [K2]
)
dτ · C′3(θ),
L2(λ¯, τ¯ , θ) = L +
(
∂ J0
∂λ¯
)−2
· ∂
2 J0
∂λ¯∂θ
τ∫
0
(
K1 − [K1]
)
dτ −
(
∂ J0
∂λ¯
)−1 τ∫
0
∂(K1 − [K1])
∂θ
dτ ,
L3(λ¯, τ¯ , θ) = K3
(
λ¯ + ∂G3
∂τ
, τ , θ
)
,
L4(λ¯, τ¯ , θ) = K2
(
λ¯ + ∂G3
∂τ
, τ , θ, C2(θ)
)
,
L5(λ¯, τ¯ , θ) = −
(
∂ J0
∂λ¯
)−1 τ∫
0
∂(K1 − [K1])
∂C2 dτ ,
L6(λ¯, τ¯ , θ) = −
(
∂ J0
∂λ¯
)−1 τ∫
0
∂(K1 − [K1])
∂S2 dτ ,
where τ = τ (λ¯, τ¯ , θ, C3(θ)). Then we have
I = L0 + L1 + L2 + L3 + L4 ·
(C′2(θ) − C3(θ))+ L5 · C′2(θ) + L6 · S ′2(θ).
Note that C3(θ) = 0 for |θ(mod 12 ) − 14 |  θ∗ , which implies the same conclusion for C′3(θ) andC′2(θ)C3(θ). From the estimates on K2 in (3.18) and the estimates on C3(θ) in (3.25), we have
L1 ∈ S(3 − 2a + c10,0). The remain part of (3.29) can be derived from (3.18) and the fact that∫ 1
0 |C3(θ)|dθ is bounded by a constant. We can prove (3.30) from the deﬁnition of L0 and (3.19). 
Proof of stability. First we can easily verify that the solution (ρ(θ), t(θ)) of (3.8) with the initial
condition ρ(0) = ρ0 satisﬁes c ·ρ0  |ρ(θ)| C ·ρ0 for any θ ∈ [0,1], where c,C > 0 are two constant.
Hence, we have c · ρ0  |λ¯(θ)| C · ρ0 for any θ ∈ [0,1], where (λ¯(θ), τ¯ (θ)) is the solution of (3.28)
satisfying the initial condition (λ¯(0), τ¯ (0)) = (λ¯(ρ0, t0,0), τ¯ (ρ0, t0,0)).
The Hamiltonian system with Hamiltonian (3.28) is
⎧⎪⎪⎨
⎪⎪⎩
dλ¯
θ
= −∂τ¯ L1 − ∂τ¯ L2 − ∂τ¯ L3 ·
(C′2 − C3)− ∂τ¯ L4 · C′2,
dτ¯
dθ
= ∂λ¯L0 + ∂λ¯L1 + ∂λ¯L2 + ∂λ¯L3 ·
(C′2 − C3)+ ∂λ¯L4 · C′2.
(3.33)
Assume the Poincaré map of (3.33) F is of the form
F :
{
λ¯1 = λ¯0 + f1(λ¯0, τ¯0),
τ¯1 = τ¯0 + r(λ¯0) + f2(λ¯0, τ¯0),
(3.34)
where r(λ¯) = ∫ 10 L0(λ¯, θ)dθ .
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r ∈S
(
1
a
− 1,∞
)
. (3.35)
Deﬁne Ar∗ = {r | r > r∗} with r∗  1. In the new coordinates r = r(λ¯), the Poincaré map F is ex-
pressed as the following map Fˆ : Ar∗ ×T→ R ×T:
Fˆ :
{
r1 = r0 + fˆ1(r0, τ¯0),
τ¯1 = τ¯0 + r0 + fˆ2(r0, τ¯0).
(3.36)
Moreover, we can prove the following lemma:
Lemma 3.6. The Poincaré map Fˆ has the intersection property on Ar∗ ×T, that is, if Γ is an embedded circle
in Ar∗ ×T homotopic to a circle r = const. in Ar∗ ×T, then Fˆ (Γ ) ∩ Γ = ∅.
The proof can be found in [1].
From (3.25), (3.29), (3.35) and the fact that
∫ 1
0 |C′2(θ)|dθ and
∫ 1
0 |S ′2(θ)|dθ are bounded by a con-
stant, we have
∣∣∂ ir∂ jτ¯ fˆk(r0,•)∣∣ D · r−00 , i + j  4, (3.37)
if 0 > 0 in Lemma 3.5 is smaller than some positive number depending on c0, c1 and a. Obviously,
r0  1 implies r−00 	 1.
Thus the map Fˆ satisﬁes all assumptions of Moser’s Twist Theorem [12]. Then we have that there
is an invariant curve of Fˆ surrounding the origin. The solutions of Eq. (2.1) starting at time t = 0 on
this invariant curve determine a torus. The solution on this torus is quasiperiodic which corresponds
to the quasiperiodic solution of (1.4) with frequencies ( 1ω ,1), where the Diophantine number ω ≈ r0.
Moreover, in the original coordinates, every point (x, x˙) ∈ R2 is in the interior of some invariant curve
of the time 1 map of the ﬂow surrounding the origin. The solution starting from (x, x˙) is therefore
conﬁned in the interior of the time periodic cylinder corresponding to the invariant curve and hence is
bounded. Since the invariant curve can be any far from the origin, we obtain the stability of (1.4). 
4. Proof of instability
In this section, we will prove Eq. (1.4) does not possess Lagrangian stability if eˆ = ∫ 10 e(t)dt < 0.
We will follow the method of [7].
By the transformation Φ1 deﬁned in Section 2, we obtain (2.3). Then the transformation (2.7)
transforms (2.3) into the following Hamiltonian
H(I, θ, t) = eˆ
α + 1
(
1− 2(∣∣C(θ)∣∣α+1) · Ia + o(Ia) f (θ) · Ia + o(Ia) (4.1)
and the corresponding Hamiltonian equation is
{
I˙ = − f ′(θ)Ia + o(Ia),
θ˙ = af (θ)Ia−1 + o(Ia−1). (4.2)
To ﬁnish our proof, we need the following lemma:
Lemma 4.1. There exists a θ∗ such that f (θ∗) = 0 and f ′(θ∗) < 0.
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exists θ1 ∈ (0, 12 ) such that C(θ1) = C(1 − θ1) = ( 12 )
1
α+1 . That is, f (θ1) = f (1 − θ1) = 0. Since C ′(θ1) ·
C ′(1− θ1) < 0, we obtain that C ′(θ1) or C ′(1− θ1) is negative. The proof of lemma is completed. 
Proof of instability. Choose δ0 > 0 and c0 > 0 such that f ′(θ) < −c0 for θ ∈ [θ∗ − δ0, θ∗ + δ0]. Let
S1( J , δ0) =
{
(I, θ)
∣∣ θ ∈ [θ∗ − δ0, θ∗ + δ0], I > J}
and
S2( J , δ0) =
{
(I, θ)
∣∣∣ θ ∈ [θ∗ − δ0, θ∗ − 1
2
δ0
]
∪
[
θ∗ + 1
2
δ0, θ
∗ + δ0
]
, I > J
}
.
It is easy to see that there exists I0 > 0 such that for (I, θ) ∈ S1(I0, δ0) it holds that
− f ′(θ)Ia + o(Ia)> c0
2
· Ia (4.3)
and for (I, θ) ∈ S2(I0, δ0) it holds that
af (θ)Ia−1 + o(Ia−1)= af ′(θ˜ )(θ − θ∗)Ia−1 + o(Ia−1) (θ˜ ∈ [θ∗, θ])
< −ac0
2
(
θ − θ∗)Ia−1. (4.4)
From (4.3) and (4.4), we have that any solution (I(t), θ(t)) of (4.2) with the initial condition
(I(0), θ(0)) ∈ S1(I0, δ0) always stays in S1(I0, δ0) and satisﬁes I ′(t) > c1 for all t  0, where the con-
stant c1 > 0. The proof of the main theorem is completed. 
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