Abstract--In this work, the solution of a large sparse linear system of equations with an arbitrary sparsity pattern is obtained by using LU-decomposition method as well as numerical structure approach. The LU-decomposition method is based on Doolittle's method while the numerical structure approach is based on Cramer's rule. The numerical structure approach produces direct solution without facing fill-in problems as encountered in LU-decomposition. In order to reduce the 'fill-ins' in the decomposition, the powers of a Boolean matrix, obtained from the coefficient matrix A are taken so that the 'fill-ins' in the structure of A can be known in advance. The position of fill-ins in A are thus determined in the best choice manner, that is, it is very effective and memory-wise cheap. We also outline a method by using numerical structure with reduced computation efforts.
INTRODUCTION
Consider the following system of linear equations:
where A is a large, random sparse, and nonsingular matrix of order n × n and b and x are given column vectors of order n. Such systems of linear equations are frequently encountered in almost all the scientific and engineering applications. Direct methods are generally used to solve system (1) because they are systematic and robust. We discuss two techniques of direct methods to solve system (1) . The first one is by constructing an LU-decomposition of A, where L is a lower triangular matrix and U is an upper triangular matrix. System (1) then can be solved in two steps, by forward substitution in Ly = b and by back substitution in Ux --y.
Since LU-decomposition of A is based on Gaussian elimination, it produces so called 'fill-ins', initially zero elements in A which subsequently become nonzero during the solution process, that is, the matrices L and U are no longer sparse. Therefore, one has to keep check on 'fill-ins' to exploit the sparsity of A. However, when A is symmetric, the 'fill-ins' can be minimized by using an elimination or ordered tree [1] [2] [3] . The goal in this work is to solve (1) saving both the CPU time and memory space both. In this work, we reduce fill-ins by using powers of the Boolean matrix which corresponds to the structure of A and develop an economic storage scheme for the new system so that there are no more fill-ins on factoring. Finally, matrix A is factored within this storage structure. The incomplete LU-decomposition, with the help of power matrix for reducing fill-ins, is selected because it allows repeated solutions of x for various values of b without refactoring and it provides an environment in which it is easier to visualize the step-by-step operation of the method.
The second technique, called numerical structure, is based on Cramer's rule which does not create 'fill-ins'. Cramer's rule [4] is seldom used in finding solution of linear systems because it requires n+ 1 determinants each of n x n order. Each determinant contains n! terms so it is not suitable for a general matrix. However, in case of a random sparse matrix, a relatively large number of its elements are zeros; the number of operations in computation of its determinant is considerably reduced. Moreover, the numerical structure approach is of particular interest in the analysis of engineering problems, especially linear problems, since the associated numerical structure in many cases can be set up by inspection of the physical system without the necessity of first formulating the associated equations. When values in a linear system are given in symbolic form rather than in numerical form, the numerical structure approach is useful to obtain the solution.
The contents of this paper are as follows. In Section 2, a storage scheme to save nonzero elements of A including the right-hand side is given. The scheme can be also used for position of fill-ins in the LU-decomposition method. In Section 3, we describe two methods for solving a large sparse linear system. The estimation procedure of fill-ins before constructing the incomplete LU-decomposition with the help of Warshall's algorithm [5] is also given. Thus, after obtaining the positions of 'fill-ins', A is decomposed in LU form by Doolittle's method [6, 7] . In Section 4, a comparison of the numerical structure approach and the use of the LU-decomposition method is presented.
All the computations of the proposed methods are done on an IBM compatible PC with Pentium II processor and speed 266 MHz. Some concluding remarks on usefulness of the numerical structure approach and LU-decomposition method are given in Section 5. The Turbo C++ (Version 3.0) implementations of the LU-decomposition method and numerical structure approach are run successfully on eight examples. The obtained results with the condition number of the considered examples are given in a table.
STORAGE SCHEME
A short representation of the storage technique described here is based on the idea proposed in literature [8, 9] . This scheme is called an uncompressed storage scheme. The version given here is a row-oriented scheme in which nonzero elements are stored row-by-row, with each row; nonzero elements are stored in the order of increasing column index. To identify the elements of any row, it is necessary to know where the row starts, how many nonzero elements it contains, and in what columns the nonzero elements lie.
Storing given matrix A with the uncompressed storage scheme requires three one-dimensional arrays VA, JA, and IA of length ha, ha, and n + 1, where n is the number of rows and na is the total number of nonzero elements in matrix A.
Array VA contains the nonzero elements of A stored row-by-row, JA contains the column indices which corresponds to the nonzero elements in array VA, and IA contains n ÷ 1 pointers which delimit the rows of nonzero elements in array VA, as illustrated below. 
Matrix (2) cannot be factored, by using the above storage scheme, "in place" unless fill-ins are accounted for when storage is created. For example, when (2) is factored, nonzero numbers are assigned to a42 and a53, but neither of these elements appears in (3) as illustrated, i.e., there is need to reallocate storage to make room for the fill-ins. In this work, we present a good choice for predicting fill-ins, using the powers of a Boolean matrix.
THE PROPOSED TECHNIQUES
We explain two techniques to solve a sparse linear system of equations. The first is the LUdecomposition method and the second is the numerical structure approach.
The LU-Deeomposition Method
In this section, we outline how to solve a large sparse linear system using the LU-decomposition method.
Estimation of fill-ins
In this section, we introduce a method for reducing fill-ins using the powers of a Boolean matrix. Before we outline the method, we briefly review the graph-theoretic representation of a sparse matrix. More detailed background material on the sparse matrix and graph theory can be obtained in literature [10, 11] The problem is to find the set P of edges for which the factors L and U are sparse but also such that matrix LU resembles A as much as possible. In case the sparsity pattern of A is irregular, there are several possibilities to construct a good choice for the set P. Gustafsson [12] proposed the following.
First consider the standard incomplete LU-decomposition, i.e., P = {(i,j) : aij ~ 0}. Then extend P with positions (i, j) where the product LU has nonzero elements and eventually continue in this manner a few steps more.
This technique is tested extensively by Langtangen [13] . It is very costly, and hence, is not recommended. Another approach determines the elements in P during elimination. P is described implicitly by allowing only entries which are in absolute value greater than a certain value [14] [15] [16] . This approach is very sensitive if matrix A is ill-conditioned, and thereby, it does not suit such cases. In this paper, we introduce the best approach to construct P which avoids the abovementioned drawbacks.
The longest path in GA can be obtained by Warshall's algorithm where if B is the Boolean matrix representing the graph GA, then for some positive integer m, B m = B m+l. Initially, the structure of matrix A and B are the same, that is, A and B are exactly having the nonzero elements at the same positions. However, while finding transitive closure of B by Warshall's algorithm, some zero elements in B become 1. These are precisely the positions of 'fill-ins' in A.
Therefore, in order to determine the nonzero structure of L and U, we define the set Then, the method proposed here for reducing fill-ins using powers of B is very efficient and cheap. First, if we use powers of A, then there will be small entries in absolute during the computation. We can neglect such entries when determining the set P using the method proposed, but neglecting such entries can be dangerous when matrix A is ill-conditioned. Second, partial pivoting and complete pivoting affect the sensitivity of LU-decomposition [17] . So our idea lies in determining positions of fill-ins without suffering from these drawbacks. We summarize the proposed method for determining the set P as in the following algorithm. ALGORITHM 1.
Step 1. Once the set P is chosen using the proposed method, the incomplete LU-decomposition can be calculated using Algorithm 2 given in the next section.
LU-decomposition
Once the nonzero structure of L and U matrices is obtained, nonzero entries are then obtained by Doolittle's method [6, 7] , where all the diagonal entries of L are 1.
k=l This gives the following explicit formulas for lij and uij:
i < k
The solution x can be obtained by first solving Ly = b by forward substitution and then solving Ux = y by back substitution.
The algorithm given in the next section calculates LU-decomposition, and thereby, solves the system. When solving the system using A = LU -R, with R as the error term, we consider the system (LU)-IAx = (LU)-lb. The preconditioned matrix (LU) -1 has to resemble the identity matrix I as closely as possible. 
Because (LU)-IA = (LU)-I[(LU) -R] = I -(LU)-IR, then matrix (LU)-IR

PROOF. (LU)-IR = (LU)-I(LU-A) = I-(LU)-
-
IIA-111
By dividing the left-and the right-hand sides by IIAH. HA-1N, one obtains the first inequality of (8) . The second inequality follows from equation (9):
After division by HA-l[[, the desired inequality is obtained.
THEOREM 2. Suppose LU -R is a splitting of the nonsingular n x n matrix A, and []A-1R][ < 1.
Then,
PROOF. Suppose LUx equals the null vector 0
LUx = 0 ~ (A + R)x = 0 ~ (I + A-1R) x = 0 ~ ]IA-1Rx]I = ]]x]] ~ IIx]] <_ IIA-1R]t IIxH.
Because I]A -1R]I < 1, this implies that ]Ix H equals 0 so x = 0. This proves that LU is nonsingular.
By the theorem of Atkinson [18] ,
This completes the proof.
Theorem 2 states that we can make R as small as possible and this will have a positive effect on the condition of (LU)-IA.
Solution of the system by LU-decomposition
Now, we present how to construct an incomplete LU-decomposition for the coefficient matrix in equation (1) . Once the nonzero structure of L and U is obtained, i.e., when the set is determined, the construction of the incomplete decomposition is straightforward. We will, therefore, consider some method for determining P which has no restriction at all with respect to the sparsity pattern of A.
The code for matrix-vector multiplication b = Ax using the storage scheme described in Section 2 is the following. 
While making an incomplete LU-factorization, we need to store only nonzero entries of L and U. We define extra help array Diag [1 ... n] which points to the diagonal elements of U in array VA. The nonzero structure P of L and U is stored in JA, IA, and VA containing a,j # 0 as well as fill-ins.
The following algorithm calculates the incomplete decomposition. The Boolean variable revise is false for the standard incomplete decomposition and true for the modified version such that row sums of the rest matrix R = A -LU equal zero. The array Point [1 ... n] is an array of integers which points to the entries in L and U of row i. 
For i= 2 TonDo
Once the set P is chosen, the incomplete factorization can be calculated using Algorithm 3. The choice of P is extremely important. In practice, the nonzero pattern of L and U is often taken the same as that of the original matrix. This has the advantage that no additional storage space is needed for the nonzero structure of the incomplete decomposition. It is performed in the following steps:
1. reducing fill-ins using Algorithm 1, 2. call Algorithm 3 to construct the incomplete LU-decomposition, 3. getting the solution x using:
where
Step 3 is given in the following algorithms.
}//End For i.
Numerical Structure Approach
In this section, we outline two algorithms to find the determinant of a matrix and show that the computation by Algorithm 8 is very efficient and faster than that one by Algorithm 7.
Suchkov [19] has given the following definition of associated numerical structure of a square matrix. DEFINITION 
{5
(11)
Computing the determinant of a matrix
We outline two algorithms to find the determinant of A. Before we explain the algorithms, we give some fundamentals of tree theory.
Let T be a tree with root 0 and let vo, vl, • • •, vn be a simple path of T, then 1. vn-1 is parent of Vn, i.e., vn-1 = parent (vn); 2. vn is child of vn-1, i.e., v~ = child (v,~-l); 3. x E T is a leaf if it has no children; and 4. a path from the root 0 = v0 to a leaf v,~ is the sequence (v0,vl), (Vl,V2),..., (Vn-l,Vn) such that vi-1 = parent (vi).
It may be noted that, if there are m leaves, then there will be m distinct paths from 0 to the leaves.
ALGORITHM 7. The rooted tree T(S) associated with numerical structure S in (1) is constructed as follows.
STEP l. /31 = child (0), ~1 E H1, where H1 is a set of column indices of nonzero elements in the first row.
STEP 2. For each child fll in Step 1, we have for/=2,3 .... ,ndo ~i = child (~i-1); ~i C Hi, so that ~ # bi-1 for all i.
For example, for (2), the tree T(S) is shown as in Figure 1 . However, the basic idea of Algorithm 7 is that we write (12) in such a way that each column in S has different column indices, that is, no repetition of column indices in a column is allowed.
For example, for (12) 
a where summation is taken over all the n! permutations and sign(a) is 1 if a is even permutation and is -1 if it is odd. This means that there are two nonvanishing terms in determinant expansion of (2) as shown in Figure 1 or (13) . That is,
However, from (13), it is c/ear that considerable computer effort is to be done to get the det(A). This can be made emciently by arranging the rows in (12) in increasing order of number of elements in them. This is given in Algorithm 8.
ALGORITHM 8. Let A be a matrix of order n, S be numerical structure of A, and let Hi, (i = 1,2,...,n) be a set of columns indices of nonzero elements in row i. Then the rooted tree T(S) of S is given by From (13) and (16), we find that the computation efficiency has been improved in (16) . We show this point by experimenting on eight examples in Section 4.
Analysis of Algorithms 7 and 8
We now show that Algorithm 8 is better than Algorithm 7. 
Solution by numerical structure
Consider the following system of a linear algebraic equations of order n:
According to Cramer's rule, the solution of (17) is given by
where Ak is a matrix obtained from A by replacing its k th column by b. We suppose, for some permutation, (~-1) interchanges are needed to make the second row of (24) in the order of the first. On the other hand, from algebra, we know that (24) can be written in product of directed circuits. If ah is number of these circuits consisting of ~1, ~2 .... , ~,~ edges, then the total of interchanges to bring the levels number into the order of vertices of h in the corresponding nonvanishing term f(h) of h are (¢~1 -1), (~2 -1) ,..., (¢~h -1). Consequently, the sign of the permutation is (-1)~1+~2+'"+~,~ -c''~ = (-1) '~-~'~ which completes the proof of the theorem. Substituting (28) and (29) into (27), we obtain the desired result. This completes the proof of the theorem.
E(--1)~h"f(h ")
_ h" xm --~(_l)ah, f(h, ) , m = 1,2,...,n,(26)
NUMERICAL EXPERIMENTS
Based on the uncompressed storage scheme given in Section 2, the Turbo C++ (Version 3.0) implementations of the proposed methods described above are performed. Only the nonzero elements of Aug(A) are stored using uncompressed storage scheme within numerical structure. The nonzero elements and fill-ins are stored using uncompressed storage scheme within LU-decomposition. The C++ implementations are successfully run on an IBM Compatible PC with a Pentium II processor of speed 266 MHz. They are tested on the following eight examples selected randomly. The systems of linear equations are of size 10, 20, 40, 100, 200, 300, 400, and 1000 are considered. The results along with the condition numbers obtained are reported in Table 1 . 1,2, 1,5, 1, 1, 6, 1,2, 3, 1, 2, 1, 2, 1,2, 1,9, 2, 1, 1, 3, 2, 1,4, 1, 1, 5, 2, 2, 1, 1, 1, 5,   1, 1, 3, 1, 4, 1, 2, 3, 6, 1, 1, 2, 1,4, 1, 1, 1, 5, 1, 1, 1, 3, 1, 2 5, 1, 1, 3, 1, 4, 1, 1, 1, 1, 1, 1, 2, 1, 3, 1, 1, 4, 1, 1, 5, 1, 1, 1, 3, 1, 5,  1, 1, 5, 1, 1, 6, 1, 1, 8, 1, 1, 7, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2, 1, 5, 1, 8, 1, 1,6 1, 2, 1, 1, 1, 1, 3,  1 1, 1, 1, 1, 2, 1, 5, 1, 8, 1, 1, 6, 1,4, 1, 2, 1, 5, 1, 3, 1, 1, 5, 1, 1, 1 190, 25, 191, 30, 192, 33, 65, 193, 29, 194, 37, 195, 32, 196, 37, 197, 26, 65, 198, 36, 199, 22, 200, 1, 13, 201, 2, 17, 202, 3, 203, 4, 25, 204, 5, 205, 6, 206, 7, 207, 8, 208, 9, 30, 209, 10, 210, 11, 211, 12, 212, 13, 24, 213, 14, 214, 1, 215, 16, 216, 5, 217, 3, 218, 19, 219, 6, 220, 7, 221, 22, 222, 10, 223, 9, 224, 25, 225, 12, 226, 14, 227 4, 7, 9, 12, 14, 16, 18, 20, 23, 25, 27, 29, 32, 34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 62, 64, 66, 68, 70, 72, 74, 76, 78, 80, 82, 84, 86, 88, 90, 92, 94, 96, 98, 100, 102, 104, 106, 108, 110, 112, 114, 116, 118, 120, 122, 124, 127, 129, 131, 133, 135, 137, 139, 142, 144, 146, 149, 151, 153, 156, 159, 161, 163, 165, 167, 169, 171, 174, 177, 180, 183, 198, 200, 202, 205, 207, 209 1, 1, 1, 1, 7, 1, 6, 1, 1, 1, 1, 2.3, 1,3, 1,4, 1, 5, 1, 8.1, 1,5, 1, 1, 3, 1, 4, 1,  1, 1, 1, 1, 1,2.3, 1, 3, 1, 1,4.1, 1, 1, 5, 1, 1, 1.2, 3, 1, 5, 1, 3, 1, 2.1, 1, 1, 1, 1, 5, 1, 1, 6, 1, 1, 8, 1, 1,   7 . 43, 1, 1, 1, 2, 1, 1, 1, 1, 3.1, 1, 1, 1, 1, 1, 2.3, 1, 5, 1,8, 1, 1, 6, 1,4, 1, 2.3, 1, 5, 1, 3.83, 1, 1,5.3,  1, 1, 1.2, 2, 5, 1, 1,2, 1, 1,4, 1, 3, 1, 1.1, 6, 1, 5, 1, 7, 1,2, 3.3, 1, 1, 1, 2, 1, 3, 1, 5, 1, 4, 1, 1 1, 1, 1, 1, 1, 1, 2, 1, 3, 1, 1, 4.01, 1, 1, 5, 1, 1, 1, 3.2, 1,5, 1, 3, 1, 2, 1, 1.21, 1, 1, 5, 1, 1, 6, 1, 1 3, 1,4, 1, 1.1, 1, 1, 1, 1, 2, 1, 3, 1, 1, 4.1, 1, 1, 5, 1, 1, 1,3.1, 1, 5, 1, 3, 1,2.21, 1, 1, 1, 1, 5, 1, 1, 6,  1, 1, 8, 1, 1, 7.01, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2.1, 1,5, 1, 8, 1, 1,6, 1,4, 1, 2.01, 1, 5, 1, 3, 1,  1, 5, 1, 1, 1, 2.01, 1, 1, 5, 1, 1, 2, 1,4, 1, 1, 3, 1, 6, 1, 5.1, 1,7, 1,2, 1, 1, 1, 1, 2.11, 1,3, 1, 5, 1, 1, 4,  1, 5.8, 1, 2, 1, 3, 1, 5, 1, 4.21, 1, 2, 1, 6, 1, 5, 1, 4.01, 1, 2, 1, 1, 1, 2, 1, 3, 1, 5.11, 1,5, 1, 6, 1, 8, 1,   9.2, 1, 2, 1, 3, 1,4, 1, 5.2, 1, 2, 1, 1, 1, 1, 1, 2, 1, 5.2, 1, 2, 1, 1, 1, 4.21, 1, 3, 1, 1.2, 1, 2, 1, 1.111, 1,  2, 1, 4, 1,4.1, 1, 3, 1, 2, 1, 2.2, 1, 3, 1,4, 1,5.2, 1, 1, 1, 7.2, 1, 6, 1, 1, 1, 1, 2, 1, 3.01, 1, 4, 1, 5, 1,  8.4, 1,5, 1, 1, 3, 1, 4.01, 1, 1, 1, 1, 1, 1, 2.1, 1, 3, 1, 1, 4, 1, 1, 5.011, 1, 1, 1, 3.3, 1, 5, 1, 3.01, 1, 2,  1, 1, 1, 1, 5.4, 1, 1, 6.01, 1, 1,8, 1, 1, 7.5, 1, 1, 1, 2, 1, 1.1, 1, 1, 3.1, 1, 1, 1, 1, 1, 2.1, 1, 5, 1, 8.2, 1,  1 6, 1,4.6, 1, 2, 1, 5, 1, 3.7, 1, 1, 5.01, 1, 1, 1, 2, 5.1, 1, 1, 2, 1, 1, 4, 1.1, 3.2, 1, 1, 6, 1, 5.2, 1, 7, 1,  2 1,1,1,1.21,2,1,3,1,5,1,4,1,1,5,1.2,1,2,3,1,1,5,1,4,2,1,1,6,1,5.1,4,1,1,2,1,1,2,  1 1, 3, 1,4.01, 1, 5, 6, 1, 1, 8, 1, 9.01, 1,2, 3, 1, 1, 4, 1, 5.01, 2, 1, 1, 1, 1, 1, 1,2, 1, 4.1, 1, 2, 1, 1, 1,  4 1, 3, 1, 1.1, 1, 2, 1, 1, 2, 1, 1,4, 1, 3.4, 1,3, 1,2.3, 1, 2, 1, 3, 1, 4.3, 5.3, 1, 1, 1, 1, 7, 1, 6, 1, 1, 1,  1 2.3, 1, 3, 1, 4, 1, 5, 1, 8.1, 1, 5, 1, 1, 3, 1,4, 1, 1, 1, 1, 1, 1, 2.3, 1, 3, 1, 1, 4.1, 1, 1,5, 1, 1, 1.2, 3,  1 5,1,3,1,2.1,1,1,1,1,5,1,1,6,1,1,8,1,1,7.43,1,1,1,2,1,1,1,1,3.1,1,1,1,1,1,2.3,1,  5 1, 8, 1, 1, 6, 1, 4, 1,2.3, 1, 5, 1, 3.83, 1, 1, 5.3, 1, 1, 1.2, 2, 5, 1, 1, 2, 1, 1, 4, 1,3, 1, 1.1, 6, 1, 5, 1,  7 1, 2, 3.3, 1, 1, 1, 2, 1, 3, 1, 5, 1, 4, 1, 1, 5, 1.2, 1, 2, 3, 1, 1, 5, 1,4, 2, 1, 1, 6.2, 1, 5, 4, 1.3, 1, 2, 1,  1 2, 1, 1, 3, 1, 5.4, 1, 5, 6, 1, 1, 8, 1, 9.1, 1,2, 3, 1, 1,4, 1, 5.3, 2, 1, 1, 1, 1, 1, 1, 2, 1, 5.2, 1, 2, 1, 1,  1 4.3,1,3,1,1,1,2,1,1,2,1,1,4,1,4.01,1,3,1,2,1,2.2,1,3,1,4,5,1,1,1.2,1,7,1,6,1,1,  1.01, 1, 2, 1,3, 1,4, 1, 5, 1, 8.12, 1, 5, 1, 1, 3, 1,4.1, 1, 1, 1, 1, 1, 1, 2, 1, 3, 1, 1,4.01, 1, 1, 5, 1, 1, 1,  3.2, 1, 5, 1, 3, 1, 2, 1, 1.21, 1, 1, 5, 1, 1, 6, 1, 1, 8, 1, 1, 7.01, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2.1,  1, 5, 1, 8, 1, 1, 6, 1,4, 1, 2.01, 1, 5, 1, 3, 1, 1, 5.6, 1, 1, 1,2, 1, 1, 5, 1, 1, 2, 1, 4.1, 1, 1, 3, 1,6, 1, 5, 1,  7, 1, 2.2, 1, 1, 1, 1, 2, 1,3, 1,5, 1, 1, 4, 1,5.4, 1, 2, 1, 3, 1, 5, 1,4, 1,2, 1,6.1, 1, 5, 1,4, 1, 2, 1, 1, 1,  2, 1, 3.2, 1, 5.6, 1, 5, 1, 6, 1, 8, 1, 9.4, 1, 2, 1, 3, 1, 4, 1, 5.01, 1, 2, 1, 1, 1, 1, 1, 2, 1, 5.4, 1, 2, 1, 1, 1,  4, 1, 3, 1, 1.2, 1, 2, 1, 1.2, 1, 2, 1,4, 1,4.2, 1, 3, 1, 2, 1, 2, 1, 3, 1, 4, 1, 5.1, 1, 1, 1, 7, 1, 6, 1 Table 1 shows the results obtained with numerical structure and LU-decomposition, which has the sparsity of Bm. The third column shows the number of nonzero entries in A as well as the right-hand side. The fourth column shows the number of fill-ins required to be stored for LU-decomposition. The fifth column shows the CPU time taken to get the solution of (1) using numerical structure. The sixth column points to the CPU time taken to reduce the fill-ins as well as the solution using LU-decomposition. The last column provides the condition number.
From Table 1 , it is clear that numerical structure is not efficient to solve a large sparse linear system of equations, while LU-decomposition method given in Section 3.1 works well for arbitrary and large sparse matrices. Therefore, the LU-decomposition, with an estimation of fill-ins given in Section 3.1, is recommended to be used when the matrix has arbitrary sparse structure.
From the results, one can see that the use of Algorithm 1 leads to the best choice. This can be explained by the fact that Algorithm 1 does not take into account the nature of the entries of A. On the other hand, we may conclude that numerical structure is very useful in comparison with LU-decomposition, from the practical viewpoint of computer analysis of large networks, when the matrix coefficients are given in symbolic form rather than in numerical form and there is no necessity of formulating the system of equations. We can use numerical structure approach to compute graph admittance which it can not be computed by LU-decomposition. In this case, LU-decomposition is not working. We also can use numerical structure to compute digraph admittance, which is impossible to be computed by LU-decomposition. Some of the main features of numerical structure and LU-decomposition are given in Section 5. NOTE 4. When constructing an incomplete factorization of a symmetric sparse matrix, it is possible to exploit the symmetry. The storage requirements for both A and the incomplete decomposition can roughly be halved. Following the technique described in Section 3, we can make a splitting A = LDL r -R. The computing time required for this symmetric factorization is roughly half of the "time needed for incomplete decomposition in Section 3.1.
REMARKS AND CONCLUSIONS
From the numerical experiments, the following conclusions may be drawn.
Numerical Structure Approach
1. It is not efficient, and thereby, it is not recommended, in general, to be used. 2. It is very useful in:
2.1. generating circuits and paths, and thereby, computing 1-factors and 1-factors connections 2.2. computing Hamilton's circuits and Euler's lines 2.3. computing the determinant and permanent of sparse matrices 2.4. computing exact solution of a sparse linear system in case all the entries in Aug(A) are integers 2.5. computing digraph admittance from node to another, which is impossible to be computed by Gaussian's elimination 2.6. networks theory and structural mechanics analysis, the matrices are often given in symbolic form rather than in numerical form. This approach suits very well in such cases.
LU-Decomposition Method
1. It is very efficient for solving large sparse nonsymmetric linear system with arbitrary pattern. 2. The proposed method for reducing fill-ins based on powers of a Boolean matrix is the best choice because computation of power of matrix does not depend upon the entries values of matrix especially when the matrix is ill-conditioned. 3. The proposed method for reducing fill-ins is very cheap and effective for matrices with arbitrary pattern. So we recommend it to be used. 4. If the coefficient matrix is symmetric, it is possible to exploit this symmetry and the calculation time can be roughly halved.
