Abstract-We present a method for finding optimal controllers for unknown, time-varying, dynamic systems which can be re-initialized from a given initial condition repeatedly, in which the performance measure is available for sampling with noise, but analytically unknown. Such systems are present throughout industry where processes must be repeated many times, such as a voltage source which is repeatedly turned on for a fraction of a second from zero initial conditions and then turned off again, whose output must track a specific trajectory, while the system's components are slowly drifting with time due to temperature variations. For systems with convex cost functions we prove that our algorithm will produce controllers that approach the minimal cost, e.g., the cost minimizing LQR optimal controller that could have been designed analytically had the system and objective function been known. We demonstrate the algorithm's effectiveness with simulation studies of noisy and time-varying systems.
I. INTRODUCTION

A. ES Background
Extremum seeking (ES) is a model-free optimization technique which is being actively studied in the control community. Recent developments include utilizng ES for open loop control of tokamaks [1] , magnetohydrodynamic channel flow control [2] , a Lie bracket approximation approach for studying ES dynamics [3] , ES for stabilization of unknown, open-loop unstable systems [4] , multivariable Newton-based ES for photovoltaic power optimization [5] , Newton-based stochastic ES [6] , constrained ES [7] , electromagnetic actuator control [8] , gain tuning for nonlinear control [9] , and a proportional-integral design approach [10] . In this paper we study the iterative creation of optimal controllers of repeatable, analytically unknown dynamic systems with analytically unknown objective functions based on the general dither, constrained ES algorithms studied in [11] , [12] .
B. Repeatable systems
We study repeatable systems, which are always reinitialized from the same initial conditions. Examples of such systems include robotic manipulators which perform the same motion repeatedly or accelerating cavities in particle accelerators which are turned on for a fraction of a second, hundreds of times per second. For example, at the Los Alamos Linear Particle Accelerator, accelerating cavities are re-initialized from zero initial conditions at a rate of 120Hz and each run of the system lasts only T = 0.001 seconds, Alexander Scheinker is at Los Alamos National Laboratory. Email:
ascheink@lanl.gov. David Scheinker is at Stanford University. Email: dscheink@stanford.edu. as depicted in Figure 1 . In the control literature, this is sometimes referred to as batch-to-batch control [13] , [14] .
C. Optimal control of unknown systems background
The optimal control of unknown systems has been studied with several different approaches. In [15] an iterative learning approach is utilized in which controllers are developed out of basis functions for systems without detailed knowledge. However, [15] requires knowledge of the objective function being minimized (the matrices R and Q as defined in (26) are utilized as part of the algorithm), does not provide an analytic proof of convergence, and relies on training data whereas the algorithm presented here can operate directly on samples of the unknown objective function values. The work in [16] is closely related to our work presented here. In [16] a novel discrete-time stochastic averaging and stochastic ES approach are used to iteratively optimize open loop control sequences for discrete-time linear systems with scalar inputs. In [17] an ES-based iterative learning control (ILF) approach is developed which is applicable to a wide range of optimization and tracking problems and unlike typical ILC results does not require system knowledge. In [18] , online system identification is followed by training of neural networks off line to solve infinite horizon control problems. In [19] , an adaptive control scheme for control of unknown systems with infinite horizon cost function is presented. In [20] discrete time systems with infinite horizon cost functions are studied via adaptive dynamic programming, developing output feedback optimal controllers. In [21] , unknown, nonaffine nonlinear discrete-time systems are studied for which optimal controllers are developed via adaptive dynamic programming. In [22] , control affine nonlinear discrete-time systems are studied and feedback controllers are designed using neural networks. In [23] , optimal open-loop controllers are derived for unknown discrete-time linear systems via ES.
D. Contributions of this paper
As in some of the above results, our work is applicable to noisy, uncertain systems without knowledge of the system dynamics or of analytic knowledge of the objective function, working purely based on noisy scalar measurements of an unknown objective function. The contributions of this work are: 1). Unlike iterative learning control approaches, we do not require knowledge of a reference trajectory to track, we do not require system dynamics knowledge, we can handle noisy and time-varying systems. 2). Our work is applicable to time-varying systems. In the case of unknown time varying vector-valued systems of the
x(1,0) = x 0 x(s,0) = x 0 t 0 < t < t 0 +T t 1 < t < t 1 +T . . . formẋ = f (x, t) + g(x, t)u, we iteratively construct controllers which find the global minimum of convex objective functions.
3). We do not require knowledge of the analytic form of the objective function, only noisy measurement are used. 4). In the case of unknown time varying vector-valued systems of the formẋ = A(t)x+B(t)u, we iteratively construct controllers for convex objective functions and prove that they track, arbitrarily closely, the time-varying LQR-type optimal controllers which could be designed if A(t), B(t) and the objective function were known. 5). In the case of unknown, vector-valued, time invariant systems such asẋ = Ax + Bu, when full state measurements, x(t), are available, we are able to iteratively calculate the unique optimal feedback gain, K(t), such that u = −K(t)x is the optimal feedback controller relative to an analytically unknown convex objective function, such as the finite-horizon, continuous-time LQR. By creating the optimal feedback controller, our results are initial-condition independent, unlike the feedforward results of previous work. Furthermore, this same approach will provide the optimal linear quadratic tracker for a chosen trajectory.
E. Summary of the results of the paper
We consider an analytically unknown optimal control problem with trajectory x and cost J. These depend on controller u(s) where s = 0, 1, . . . , N is an index for a sequence of controllers approaching an optimal controller.
where the functions φ j (τ ) are a subset of any basis for L p [0, T ], such as, for example, the well known Fourier basis
Our iterative procedure for finding an optimal controller for system (1)-(3) is initialized at s = 0 with a controller u(0, τ ) = 0, i.e., a n = 0 for all n. With this controller, the system evolves for τ ∈ [0, T ] and results in J(0). The parameters of the controller are then updated as
For s > 0, the system is re-initialized to x 0 , evolves using u(s, τ ) for τ ∈ [0, T ], and results in J(s + 1). In this paper, we show that this iterative method results in a minimization of J, which has a unique global minimum when convex. In the case of optimal feedback control design of the form u = −K(t)x, we create the n × n matrix K(t) where each function k l,m (t) is constructed out of linear combinations of basis functions of the form (3). For an n-dimensional system, we converge to the unique optimal K(t) when the ES algorithm is used to simultaneously optimize n objective functions J = n j=1 J j of the form (2) for n-linearly independent initial conditions of a fixed linear system. Once the algorithm has converged we have the universal optimal feedback controller for any initial condition.
II. PROBLEM SETUP AND ES BACKGROUND
Consider system system (1)-(3). The iterative procedure for finding the optimal controller is: 1). Choose k > 0, α > 0, and a set of distinct frequencies, {ω n } m n=0 , of the form ω n = ω 0 r n , where ω 0 1 and r i = r j for i = j. Choose a time step, ∆ = 2π N ω0 , with N 1. 2). At the initial step s = 0, set the values of the coefficients a n (0) to zero or to the best guess for what they should be. This defines the controller u(a(0), τ ) as given by (3) . Apply this initial controller u(0, τ ) to the system (1) over the time interval [0, T ] and record the performance index, J(0), as defined by (2). 3). At step s > 0, update the values of the coefficients according to (5) . Note that instead of cos(), one may choose sin(), or square waves, or triangle waves, or any oscillatory functions satisfying some weak limits as described in Theorem 1 of [11] . 4). The new coefficients, a(s + 1), define an updated controller, u(s + 1, τ ), which is then applied to the system (1), for the time interval [0, T ] and record the performance index, J(s + 1), as defined by (2) .
To make clear the choice for the dynamics of the algorithm given by (5), we state a result that is a direct Corollary of Theorem 1 in [11] .
Corollary 1: Consider the vector valued system
where ω j = ω 0 r j and r i = r j for i = j, a = (a 1 , . . . , a n ) ∈ R n , J : R n × R → R is twice continuously differentiable with respect to a, andĴ = J + n(t) is a noise-corrupted measurement of the unknown function J. For large ω 0 , the average system whose trajectory is closely related to (6) is:
a gradient descent of the actual unknown function J(a, t) with respect to a, despite noise-corrupted measurements. The reason for choosing the parameter update equation (5) can now be seen as a finite difference approximation of the dynamics (6) which will perform a gradient descent of the unknown objective function J by finding the optimal controller. For ∆ 1, we can write the finite difference approximation of the derivative (6) as
Taking samples of (8) at time steps t s = s∆, we rewrite the right side of (8) as √ αω j cos (ω j s∆ + kJ(a(s∆), s∆)) .
Now we have iteratively defined sequences of values of a j and J, based only on a j (0) and
, where, for notational convenience we refer to a j (s∆) as a j (s) and to J(a(s∆), s∆) as J(s). We then have a n (s + 1) − a n (s) ∆ = √ αω n cos (ω n s∆ + kJ(s)) , (10) which gives the iterative update equations (5). While our analytic results hold for dynamics of the form (6), In hardware, sufficiently large ω 0 and small ∆, result in convergence.
With the approach described above, from the iteratively updated parameters' point of view, in the limit as ∆ → 0, the overall system and update dynamics take on a continuous, two time scale (t, τ ) form:
Before we go on to prove our technical results about systems of the form (11)- (14), we clarify the use of two time scales, t ∈ R + and τ ∈ [0, T ], we explicitly work J(t) in a simple example of the above.
Example 1: Consider the system
We can expanding the objective function
in terms of the solution for x(τ, t) as
If we evolve a(t) according to the dynamics
for large ω, the average dynamics are
a gradient descent of J, where in this simple case
III. PROOF OF CONVERGENCE TO THE OPTIMAL CONTROLLER Theorem 1: Consider the system (11)- (14) and suppose that J(u, t) is differentiable and convex in u and that there exists a u
at each time t. Furthermore, assume that there exists a bound M > 0 on the rate of change of u (t) such that du (t)/dt < M . Consider a set of distinct frequencies, {ω n } m n=0 , of the form ω n = ω 0 r n , where ω 0 1 and r i = r j for i = j. For each ω, let a ω (t) = (a ω,1 (t), ..., a ω,m (t)) denote the vector of solutions to the following system 
The key technical component of the proof is a consequence of Theorem 1 in [11] . To simplify the statement and proof of the theorem, we assume the existence of an optimal solution. General sufficient conditions for this are available in the classical works of Rockafeller and related papers [24] - [26] .
Proof: Fix > 0 and a basis {φ
The cost J(u, t) is thus a function of the vector of coefficients a(t) and may be written as J(u(a(t)), t).
Consider the system of L p valued differential equations defined by the gradient descent of the coefficients of J
J(u, t) is convex in u by assumption and u is linear in a by definition. Since the composition of a convex and a linear function is convex, J(u(a), t) is convex in a. A u * (t) that minimizes J(u, t) exists for each t by assumption and there exists a bound, M > 0 such that du (t)/dt < M by assumption. Thus, for any > 0, there exists kα > 0 such that system (24) 
Since J is continuous in t and a, and a is continuous in t, J(a(t), t) is continuous in t. Thus, there exists t * such that for each t > t * we have |J(a(t), t) − J(a * (t), t)| < 2 . We will complete the proof by showing that: 1). For t > t *
Since J(a(t), t) is continuous in t, there exists an m * such that for t > t * and any m > m * we have |J(a m (t), t) − J(u * (t), t)| < 2 . Theorem 1 in [11] which implies that for each δ > 0 and t 0 , T ≥ 0, there exists ω such that for each ω > ω , the trajectories a ω (t) and a m (t) satisfy
Since J is continuous in α m , there exists a δ such that
, and ω > ω , by the triangle inequality, |J(a ω (t)) − J(a * (t))| is bounded by |J(a(t), t) − J(a m (t), t)| + |J(a * m (t), t) − J(a * (t), t)| < .
IV. APPLICATION TO LINEAR QUADRATIC TRACKER
We now focus on linear time-varying systems of the form
and their associated cost functions
where P ≥ 0, Q ≥ 0, and R > 0 are symmetric. For clarity, we start by stating a simple, scalar result with the particular choice of the Fourier basis over the interval [0, T ] with which most readers are familiar. We then present a general basis, full vector-valued result.
A. Time invariant scalar linear quadratic tracker
Consider a trajectory r(t), the system (25), and performance index (26) . The optimal feedback controller is known to be
where
and
We will consider several examples of such systems and demonstrate that the iterative ES scheme converges to the known optimal controller, which we could have designed if we knew the system dynamics exactly.
Example 2: For simplicity we start with the system (25) with A = 1, B = 1, x(0) = 2, and τ ∈ [0, 1], with the objective function defined as J = x 2 (1) + 1 0
We compare the performance of the optimal controller (27) with the ES algorithm-based controller, a controller which is a linear combination of Fourier basis functions from
with m = 5 Fourier components and evolve the a j (t) and b j (t) dynamics according to 
B. Time-varying noisy systems
Next we demonstrate our algorithm's ability to handle time-varying, noisy systems. We simulate the system:
In this system, b(t) varies sinusoidally with a period of 50 minutes while a(t) increases at a rate of doubling every 3.3 hours. Such time scales are typical for temperature dependent fluctuations of equipment in, for example, a particle accelerator. Our simulation proceeds as: 1). We start the simulation at t = 0 and simulate (33)-(36) over the time interval t ∈ [0, 1], utilizing the controller (32), from which we calculate the value J(0) given by (36). We then record a noise-corrupted measurement,Ĵ(0) = J(0) + n(0), where n is a mean 0 normally distributed random variable with standard deviation 0.5. 2). Utilizing the measurementĴ(0) we update controller parameters to new values, a j (1) and b j (1) based on (5) which defines a new controller. We reset x to x(1) = 1 and simulate (33)-(36) over the time interval t ∈ [1, 2] to calculate a new objective function value. This process is continued iteratively, as illustrated in Figure  1 with T = 1. The results are shown in the fourth column of Figure 2 . The simple time-varying system example described above is illustrative of how our control method could be applied in hardware for the optimal control of the dynamics of a accelerating cavity electromagnetic field, V (t), whose dynamics depend on the geometry of the RF cavity, a timevarying parameter which drifts with temperature ∼ 2π × 100 Hz over the course of a day. The system is initialized from V (0) = 0, repeatedly for T = 0.001 seconds at a time, at a rate of 120 times per second, as shown in Figure 1 . Therefore, the system re-starts with a period of 1/120 ∼ 0.0083 seconds, with 0.001 seconds of operation and ∼ 0.0073 seconds of off time. For such a system, we would choose initial controller parameters a j (0), b j (0), apply control for t ∈ [0, 0.001], calculate the costs, update controller parameters during the approximately 0.0073 seconds long off time, and then re-initialize the system from 0 and run for another t ∈ [0, 001] seconds.
C. Vector valued linear quadratic tracker
We now present the general result for vector-valued systems and an arbitrary basis of
where x(0, t) = x 0 , the functions ϕ j (τ ) : R → R are any subset of any choice of basis β of L p [0, T ], and coefficients
(39) Consider a trajectory r(t) : R → R n , and the cost function (26) . The coefficients c i have dynamics
For large ω 0 , the average coefficient dynamics arė
Because J is convex relative to any basis, β of L p [0, T ], the c(t) converge towards values which give us the optimal controller minimizing J over the subspace of L p [0, T ] spanned by the basis vectors {ϕ 1 (t), . . . , ϕ m (t)}. In particular, consider the following Corollary to Theorem 1.
Corollary 2: (Of Theorem 1) For the time-dependent Linear Quadratic Tracker optimal control problem (26, (37) , the cost {J(a ω (t)} of the controllers {u(a ω (t)} defined by system (41) converges to min(J).
Proof: Consider the time-dependent Linear Quadratic Tracker. To see that the cost function J is convex in u recall that (1) affine functions are convex, (2) a quadratic form x t Qx is convex whenever Q is positive semidefinite, (3) if f is convex and g is affine, then their composition is f • g is convex, and (4) 
that (Cx(u)(T ) − r(T ))
T P (Cx(u)(T ) − r(T ) is the composition of the convex function y → y T P y with the affine function y → (Cy−r) with the linear function u → x(u). Similar reasoning establishes the convexity of the other components of J. The result follows from Theorem 1.
D. Feedback control when state measurement x(t) available
For a linear system, without tracking, we know that the optimal controller is of the form u(τ ) = −K(τ )x(τ ) for τ ∈ [t 0 , t 0 + T ], with K given according to (27). If we have access to full state measurements x(τ ), we can then design our controller in such a way that we find the K(τ ) matrix directly. For an n-dimensional system, there are n 2 unknowns in the K(τ ) matrix at any time τ , therefore, we must solve the optimal control problem, (25) , (26) for ≥ n different initial conditions. We demonstrate this with a 2-dimensional example. We repeatedly simulate the following two systems for τ ∈ [0, 1]
with feedback gain matrix K ES = {k l,p (t, τ )}, Jy for the same system with two different initial conditions. The second and third plots down show the resulting trajectories alongside the analtically known optimal trajectories. The fourth plot shows the K ES (t, τ ) to which the ES scheme has converged alongside the analytically determined K(t) if the system and objective funtion had been known. Finally, the last plot shows the results of applying the feedback −K ES (t, τ )x(t) for a third initial condition, for system (48).
where as before ν j = 2πj T +∆T and we update the a 
Once the algorithm has converged and we have found a good K ES (t, τ ), we now have an optimal feedback controller for the unknown system (42) relative to the unknown objective function (45), for all initial conditions. For example, consider are evenly distributed between 1.35ω 0 and 1.75ω 0 . We used ω 0 = 3197, ∆ = 2π/(10 × 1.75ω 0 ), α = 320, and k = 0.1. Once the ES parameters have converged, we compare K ES to the analytically known optimal K and we apply the ES-based feedback control to a third system with new initial conditions: For a fixed desired trajectory, r(t), according to equations (27), (29), the optimal feedback control is given by u = −K(τ )x(τ ) + R −1 B T v(τ ), where v(τ ) depends on system and objective function parameters and r(τ ), but not on the initial condition value x(0). Therefore, in a similar fashion as done above, we can iteratively create an optimal tracking feedback controller independent of the initial conditions by creating a controller of the form:
This can be applied to linear systems of any dimensions.
V. CONCLUSIONS
We present an iterative ES algorithm for creating optimal controllers for unknown, time-varying systems based only on noisy measurements of analytically unknown objective functions. This algorithm can be useful for application in hardware for systems that are repeatedly initialized from the same initial conditions and must perform a given task despite uncertain time variation of the system components, such as drifts due to aging and thermal cycling.
