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Abstract
Let G be a 4-connected graph, and let Ec(G) denote the set of 4-contractible edges of G and let E˜(G) denote the set of
those edges of G which are not contained in a triangle. Under this notation, we show that if |E˜(G)| ≥ 15, then we have
|Ec(G)| ≥ (|E˜(G)| + 8)/4.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider only finite undirected simple graphs with no loops and no multiple edges.
Let G = (V (G), E(G)) be a graph.For e ∈ E(G), we let V (e) denote the set of endvertices of e. For x ∈ V (G),
NG(x) denotes the neighborhood of x and degG(x) denotes the degree of x ; thus degG(x) = |NG(x)|. For X ⊆ V (G),
we let NG(X) = ∪x∈X NG(x). If there is no ambiguity, we write N (x), deg(x) and N (X) for NG(x), degG(x) and
NG(X), respectively. For an integer i ≥ 0, we let Vi (G) denote the set of vertices x of G with deg(x) = i . For
X ⊆ V (G), the subgraph induced by X in G is denoted by G[X ]. A subset S of V (G) is called a cutset if G − S is
disconnected. A cutset with cardinality i is simply referred to as an i-cutset. For an integer k ≥ 1, we say that G is
k-connected if |V (G)| ≥ k + 1 and G has no (k − 1)-cutset.
Let G be a 4-connected graph. For e ∈ E(G), we let G/e denote the graph obtained from G by contracting e into
one vertex (and replacing each resulting pair of double edges by a simple edge). We say that e is 4-contractible or
4-noncontractible according as G/e is 4-connected or not. We let Ec(G) and En(G) denote the set of 4-contractible
edges and the set of 4-noncontractible edges, respectively. If |V (G)| ≥ 6, then we have e ∈ En(G) if and only if there
exists a 4-cutset S such that V (e) ⊆ S. Finally we let E˜(G) denote the set of those edges of G which are not contained
in a triangle.
The following characterization of 4-connected graphs with Ec(G) = ∅ was obtained by Fontet [4] and
independently by Martinov [7].
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Fig. 1. A graph showing the sharpness of Theorem 1.
Theorem A. If G is a 4-connected graph with no 4-contractible edge, then G is either the square of a cycle or the
line graph of a cyclically 4-edge-connected 3-regular graph.
From Theorem A, we see that if G is a 4-connected graph with Ec(G) = ∅, then G is 4-regular and each edge of
G is contained in a triangle. Thus if a 4-connected graph G satisfies V (G) − V4(G) 6= ∅ or E˜(G) 6= ∅, then G has
a 4-contractible edge. Further it is natural to expect that the number of 4-contractible edges of G is in proportion to
|V (G)−V4(G)|, and is also in proportion to |E˜(G)|. As for the lower bound on |Ec(G)| in terms of |V (G)−V4(G)|,
the following sharp bound was obtained in [1].
Theorem B. If G is a 4-connected graph, then |Ec(G)| ≥ |V (G)− V4(G)|.
The purpose of this paper is to prove the following theorem, which gives a lower bound on |Ec(G)| in terms of
|E˜(G)|.
Theorem 1. Let G be a 4-connected graph, and suppose that |E˜(G)| ≥ 15. Then |Ec(G)| ≥ (|E˜(G)| + 8)/4.
In fact, we prove the following theorem, from which Theorem 1 easily follows.
Theorem 2. Let G be a 4-connected graph, and suppose that |E˜(G) ∩ En(G)| ≥ 10. Then |Ec(G)| ≥ (|E˜(G) ∩
En(G)| + 8)/3.
The bound |Ec(G)| ≥ (|E˜(G)| + 8)/4 in Theorem 1 is sharp. To see this, let ` ≥ 1 be an integer, and define a
graph G of order 12(`+ 1) as follows:
V (G) = (∪`h=0{ah,i , bh,i | 1 ≤ i ≤ 2}) ∪ (∪`h=1{th,i , uh,i , vh,i , wh,i | 1 ≤ i ≤ 2})
∪ (∪`h=1{pi , qi , ri , si | 1 ≤ i ≤ 2})
E(G) = (∪`h=0{ah,ibh, j | 1 ≤ i, j ≤ 2})
∪ ((∪`h=1{ah−1,iah, j , bh−1,ibh, j , ah−1,i th, j , ah,iuh, j , bh−1,ivh, j , bh,iwh, j | 1 ≤ i, j ≤ 2})∪ ({th,1th,2, uh,1uh,2, th,1uh,1, th,2uh,2, vh,1vh,2, wh,1wh,2, vh,1wh,1, vh,2wh,2}))
∪ ({a0,i p j , b0,iq j , a`,ir j , b`,i s j | 1 ≤ i, j ≤ 2})
∪ ({p1 p2, q1q2, p1q1, p2q2, r1r2, s1s2, r1s1, r2s2}).
Note that G[∪`h=0{ah,i , bh,i | 1 ≤ i ≤ 2}] is obtained by replacing every vertex of the so-called ladder graph of
order 2`+ 2 by two independent vertices, and G − (∪`h=0{ah,i , bh,i | 1 ≤ i ≤ 2}) consists of 2`+ 2 disjoint 4-cycles.
See Fig. 1 which is the h = 0 and h = 1 part of G.
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Then G is 4-connected, and we have
E˜(G) = (∪`h=0{ah,ibh, j |1 ≤ i, j ≤ 2}) ∪ ((∪`h=1{ah−1,iah, j , bh−1,ibh, j | 1 ≤ i, j ≤ 2})∪({th,1uh,1, th,2uh,2, vh,1wh,1, vh,2wh,2})) ∪ ({p1q1, p2q2, r1s1, r2s2}),
Ec(G) = ∪`h=1({th,1uh,1, th,2uh,2, vh,1wh,1, vh,2wh,2}) ∪ ({p1q1, p2q2, r1s1, r2s2}).
Thus |Ec(G)| = 4(`+ 1) = (|E˜(G)| + 8)/4.
Our proof of Theorem 2 relies on results proved in [2], which we summarize in Section 2. We also make essential
use of a theorem of Kriesell [6], which we restate in Section 4 as Lemma 4.1.
The organization of this paper is as follows. As we mentioned in the preceding paragraph, Section 2 contains results
from [2]. We prove several technical lemmas in Section 3, and prove Theorem 2 in Section 4.
2. Distribution of contractible edges
In this section, we summarize results proved in [2]. Throughout this section, we let G denote a 4-connected graph.
The following lemma appears as Theorem 1 in [2].
Lemma 2.1. Suppose that E˜(G) ∩ En(G) 6= ∅, and let uv ∈ E˜(G) ∩ En(G). Let S be a 4-cutset with u, v ∈ S, and
let A be the vertex set of a component of G − S. Then there exists e ∈ Ec(G) such that either e is incident with u or
there exists a ∈ NG(u) ∩ (S ∪ A) ∩ V4(G) such that e is incident with a.
To state other results, we need some definitions. Let V˜ denote the set of those vertices of G which are incident with
an edge in E˜(G) ∩ En(G), and let G˜ denote the spanning subgraph of G with edge set E˜(G) ∩ En(G); that is to say,
V˜ = ∪e∈E˜(G)∩En(G) V (e) and G˜ = (V (G), E˜(G) ∩ En(G)). Set
L = {(S, A) | S is a 4-cutset, A is the union of the vertex sets of
some components of G − S,∅ 6= A 6= V (G)− S}.
For (S, A) ∈ L, we let A¯ = V (G)− S− A. Thus if (S, A) ∈ L, then (S, A¯) ∈ L and NG(A)− A = NG( A¯)− A¯ = S.
Now take (S1, A1), . . ., (Sk, Ak) ∈ L so that for each e ∈ E˜(G) ∩ En(G), there exists Si such that V (e) ⊆ Si .
We choose (S1, A1), . . ., (Sk, Ak) so that k is minimum and so that (|A1|, . . . , |Ak |) is lexicographically minimum,
subject to the condition that k is minimum (thus if E˜(G) ∩ En(G) = ∅, then k = 0). Note that the minimality of k
implies that for each 1 ≤ i ≤ k, we have E(G[Si ]) ∩ (E˜(G) ∩ En(G)) 6= ∅. Set S = {S1, . . . , Sk}. Further set
K = {(u, S, A) | u ∈ V˜ , S ∈ S, (S, A) ∈ L, there exists e ∈ E˜(G) ∩ En(G) such that u ∈ V (e) ⊆ S}.
We define two subsets K∗ and K0 of K. Let K∗ be the set of those members (u, S, A) of K for which A is minimal;
that is to say,
K∗ = {(u, S, A) ∈ K | there is no (v, T, B) ∈ K with v = u and (T, B) 6= (S, A) such that B ⊆ A}.
Finally let K0 be the set of those members (u, S, A) of K∗ which satisfy one of the following two conditions:
(1) deg(u) ≥ 5; or
(2) deg(u) = 4.|N (u) ∩ A| = 1 and, if we write N (u) ∩ A = {a}, then ua ∈ Ec(G).
The following lemma appears as Theorem 2 in [2].
Lemma 2.2. Let K0 be as above. Then we can assign to each (u, S, A) ∈ K0 a 4-contractible edge ϕ(u, S, A) having
the property stated in Theorem 1, so that for each e ∈ Ec(G) there are at most two members (u, S, A) of K0 such that
ϕ(u, S, A) = e.
We need two more results from [2]. Following Cheriyan and Thurimella [3] and Jorda´n [5], for two disjoint 4-
cutsets S, T of G, we say that S meshes with T if S intersects with at least two components of G − T .
The following lemmas appear as Claim 4.1 and Claim 4.2 in [2].
Lemma 2.3. Let S be as above. Then no two members of S mesh with each other.
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Lemma 2.4. Let V˜ , G˜, K∗, K0 be as above, and let u ∈ V˜ . Then the following hold.
(i) There exists a member (v, T, B) of K∗ with v = u.
(ii) If degG(u) ≥ 5, or degG˜(u) ≥ 2, or there exist three members (v, T, B) of K∗ with v = u, then for each
(u, S, A) ∈ K∗, we have (u, S, A) ∈ K0.
3. Technical results
This section contains technical results that we use in the proof of Theorem 2.
Throughout this section, we let H denote a graph. For u ∈ V (H), we define mdegH (u) = min{2, degH (u)}, and
set mdeg(H) =∑u∈V (H)mdegH (u). We prove various results concerning lower bounds for mdeg(H).
Lemma 3.1. Let v ∈ V (H), and suppose that degH (v) = 1. Then mdeg(H)/2 − |E(H)|/3 ≥ mdeg(H − v) −
|E(H − v)|/3+ 1/6.
Proof. Since (mdeg(H) − mdeg(H − v))/2 ≥ mdegH (v)/2 = 1/2 = degH (v)/3 + 1/6 = (|E(H)| − |E(H −
v)|)/3+ 1/6, the desired inequality follows immediately. 
Lemma 3.2. Let v ∈ V (H), and suppose that degH (v) ≤ 3. Then mdeg(H)/2 − |E(H)|/3 ≥ mdeg(H − v)/2 −
|E(H − v)|/3.
Proof. If degH (v) = 0, the desired inequality trivially holds and if degH (v) = 1, it follows from Lemma 3.1. Thus
we may assume 2 ≤ degH (v) ≤ 3. Then (mdeg(H)−mdeg(H − v))/2 ≥ 1 ≥ (|E(H)| − |E(H − v)|)/3, as desired.

Lemma 3.3. Suppose that H is a tree, and let F be a connected subgraph of H. Then mdeg(H)/2 ≥ mdeg(F)/2+
(|E(H)| − |E(F)|)/2.
Proof. Note that F can be obtained from H by applying repeatedly the operation of deleting a vertex of degree 1.
Hence it follows from Lemma 3.1 that mdeg(H)/2− |E(H)|/3 ≥ mdeg(F)/2− |E(F)|/3+ (|E(H)| − |E(F)|)/6,
which is equivalent to the desired inequality. 
Lemma 3.4. Suppose that H is a tree and contains a path of length d. Then mdeg(H)/2 ≥ (|E(H)| + d)/2.
Proof. Let F(⊆ H) be a path of length d . Then mdeg(F)/2 = d. Hence by Lemma 3.3, mdeg(H)/2 ≥
d + (|E(H)| − d)/2 = (|E(H)| + d)/2. 
Lemma 3.5. Suppose that H is a forest and |E(H)| ≥ 10. Then mdeg(H)/2 ≥ (|E(H)| + 8)/3.
Proof. Let H1, H2, . . . , H` be the nontrivial components of H , and let di denote the diameter of Hi . Then∑
1≤i≤` di ≥ 2. By Lemma 3.4, mdeg(H)/2 ≥
∑
1≤i≤`(|E(Hi )|+di )/2 = (|E(H)|+
∑
1≤i≤` di )/2. Since |E(H)| ≥
10 and
∑
1≤i≤` di ≥ 2, this implies mdeg(H)/2 ≥ |E(H)|/3+ (|E(H)| + 3
∑
1≤i≤` di )/6 ≥ |E(H)|/3+ 8/3. 
Lemma 3.6. Suppose that H is triangle-free and contains a cycle, and |E(H)| ≤ 16. Then mdeg(H)/2 ≥
(|E(H)| + 8)/3.
Proof. We proceed by induction on |V (H)|. If H is a cycle, then we have mdeg(H)/2 = |E(H)| ≥ (|E(H)| + 8)/3
because |E(H)| ≥ 4. Thus we may assume that H is not a cycle, and that the lemma holds for graphs of order
|V (H)|−1. Choose v ∈ V (H) so that degH (v) is as small as possible. We first consider the case where degH (v) ≤ 3.
Suppose that H − v is a forest. Then H − v has at least two vertices of degree 1. By the minimality of degH (v), this
forces degH (v) to be equal to 2 and H to be a cycle, a contradiction. Consequently H − v contains a cycle. Hence the
desired conclusion follows from Lemma 3.2 and the induction hypothesis. Thus we may assume degH (v) ≥ 4. Since
H is triangle-free and |E(H)| ≤ 16, these imply that H is isomorphic to K4,4, the complete bipartite graph with equal
partite sets of cardinality 4. Consequently mdeg(H)/2 = 8 = (|E(H)| + 8)/3. 
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4. Proof of Theorem 2
We start with definitions concerning rooted trees and ordered sets.
Let D = (V (D), E(D)) be a digraph. For t ∈ V (D), a vertex s( 6= t) with ts ∈ E(D) is called an out-neighbor of
t , and we let N+D (t) denote the set of all out-neighbors of t . Similarly we let N
−
D (t) = {s ∈ V (D)− {t} | st ∈ E(D)}.
For a ∈ V (D), D is called a rooted tree with root a if the underlying graph is a tree and every edge of D is directed
off a (thus |N−D (a)| = 0 and |N−D (t)| = 1 for all t ∈ V (D) − {a}). In the rest of this paragraph, we let D denote a
rooted tree with root a. A vertex s is called a leaf if N+D (s) = ∅. Note that if |V (D)| ≥ 2, then a is not considered to
be a leaf even if |N+D (a)| = 1. A vertex t is called a pseudo-leaf if t is not a leaf and every vertex in N+D (t) is a leaf.
A subtree F of D with a ∈ V (F) is said to be “good” if N+F (t) = N+D (t) for every t ∈ V (F) such that t is not a leaf
of F . Thus F is a good subtree of D if and only if F can be obtained from D by applying repeatedly the operation of
deleting all out-neighbors of a pseudo-leaf.
Let V be a finite set, and let  be an order relation in V with minimum element a. The digraph on V defined by
joining s to t if and only if s ≺ t and there is no r such that s ≺ r ≺ t , is called the Hasse digraph of . We say that
 is a tree order with minimum element a if the Hasse digraph of  is a rooted tree with root a. We restate Theorem
1 of Kriesell [6] in the following weak form.
Lemma 4.1. Let G be a 4-connected graph. Let S be a family of 4-cutsets of G, and suppose that no two members
of S mesh with each other. Choose S0 ∈ S and a component A0 of G − S0 so that |A0| is as small as possible. Then
the following hold.
(i) For each S ∈ S, there exists a component AS of G − S containing A0.
(ii) Define an order relation  in S by letting S  T if and only if AS ⊆ AT . Then  is a tree order with minimum
element S0.
(iii) Let D be the Hasse digraph of . Let T0T1 · · · T` be an undirected path in D, and suppose that ` ≥ 2 and
T2  T1  T0. Then T0 ∩ T` ⊆ T1.
We turn to the proof of Theorem 2. Let G be as in Theorem 2, and let (S1, A1), . . . , (Sk, Ak) and S = {S1, . . . , Sk}
be as in Section 2. Let S ∈ S. By the minimality of (|A1|, . . . , |Ak |) and by Lemmas 2.3 and 4.1, G − S has a
component containing A1. Let AS denote the vertex set of the component of G − S containing A1. Now define an
order relation in S by letting S  T if and only if AS ⊂ AT , and letD denote the Hasse digraph of. The following
claim follows from Lemmas 2.3 and 4.1.
Claim 4.2. The digraph D is a rooted tree with root S1; i.e.,  is a tree order with minimum element S1.
Let V˜ , G˜, K, K∗, K0 be as in Section 2. For u ∈ V (G), let ctb(u) denote the number of these members (v, S, A)
of K0 for which v = u (the symbol “ctb” stands for “contribution”); thus if u ∈ V˜ , then ctb(u) = 0. The following
claim follows from Lemma 2.2.
Claim 4.3. |Ec(G)| ≥ (∑u∈V (G) ctb(u))/2.
Thus in order to prove Theorem 2, it suffices to show (
∑
u∈V (G) ctb(u))/2 ≥ (|E˜(G) ∩ En(G)| + 8)/3. For
this purpose, we need some more definitions. For a good subtree F of D, we define G˜F by V (G˜F ) = V (G) and
E(G˜F ) = ∪S∈V (F) E(G˜[S]); thus G˜D = G˜.
Let F be a good subtree of D. For u ∈ V (G), define Ctb(u,F) = {S ∈ V (F) | (u, S, AS) ∈ K}. Note that it
is possible that Ctb(u,F) = ∅ even if u ∈ S ∩ V˜ for some S ∈ V (F). Let Ctb∗(u,F) be the family of maximal
members of Ctb(u,F) (with respect to the order relation  defined in the paragraph preceding Claim 4.2). In the case
where F = D, the following claim holds.
Claim 4.4. Let u ∈ V˜ . Then the following hold.
(i) We have ctb(u) ≥ |Ctb∗(u,D)| − 1 and, further, if degG˜(u) ≥ 2, we have ctb(u) ≥ |Ctb∗(u,D)|.
(ii) Suppose that Ctb(u,D) has a minimum element; i.e., there exists S ∈ Ctb(u,D) such that S  T for all T ∈
Ctb(u,D). Then we have ctb(u) ≥ |Ctb∗(u,D)| and, further, if degG˜(u) ≥ 2, we have ctb(u) ≥ |Ctb∗(u,D)|+1.
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Proof. Let ` denote the number of those members (v, S, A) of K∗ for which v = u. By Lemma 2.4, ctb(u) ≥ ` − 1
and, further, if degG˜(u) ≥ 2, then ctb(u) = `. Now for each T ∈ Ctb∗(u,D), if we let B be the vertex set of a
component of G − T with B ∩ AT = ∅, then (u, T, B) ∈ K∗. Thus ` ≥ |Ctb∗(u,D)|, and hence (i) holds. Suppose
that Ctb(u,D) has a minimum element, and let S denote the minimum element of Ctb(u,D). Then (u, S, AS) ∈ K∗.
Consequently ` ≥ |Ctb∗(u,D)| + 1, and hence (ii) holds. 
Again let F be a good subtree of D. Having Claim 4.4 in mind, we define ctb(u,F) (u ∈ V (G)) as follows. If
Ctb(u,F) = ∅, we simply let ctb(u,F) = 0. Thus assume Ctb(u,F) 6= ∅. If Ctb(u,F) does not have a minimum
element, we let
ctb(u,F) =
{|Ctb∗(u,F)| − 1 (if degG˜F (u) = 1)|Ctb∗(u,F)| (if degG˜F (u) ≥ 2);
if Ctb(u,F) has a minimum element, we let
ctb(u,F) =
{|Ctb∗(u,F)| (if degG˜F (u) = 1)|Ctb∗(u,F)| + 1 (if degG˜F (u) ≥ 2).
Further set ctb(F) =∑u∈V (G) ctb(u,F). We say that F is admissible if ctb(u,F)/2 ≥ (|E(G˜F )|+ 8)/3. Thus to
prove Theorem 2, it suffices to show that D is admissible. We establish this by proving, by induction on F , that every
good subtree F of D with |E(G˜F )| ≥ 10 is admissible.
Note that if degG˜F (u) ≥ 1, then Ctb(u,F) 6= ∅ and hence Ctb∗(u,F) 6= ∅. Note also that if |Ctb∗(u,F)| = 1,
then Ctb(u,F) has a minimum element because  is a tree order. Thus the following claim immediately follows from
the definition of ctb(u,F) and mdegG˜F (u).
Claim 4.5. Let F be a good subtree of D. Then ctb(u,F) ≥ mdegG˜F (u) for all u ∈ V (G).
The following claim follows from Lemmas 3.5 and 3.6 and Claim 4.5.
Claim 4.6. Let F be a good subtree of D and suppose that G˜F is a forest and |E(G˜F )| ≥ 10, or G˜F contains a
cycle and |E(G˜F )| ≤ 16. Then F is admissible.
Let T be a leaf of F . For u ∈ V (G), we define
ctb(u,F; T ) =
{
ctb(u,F)− 1 (if u ∈ T and degG˜F (u) ≥ 2)
ctb(u,F) (otherwise),
and set ctb(F; T ) = ∑u∈V (G) ctb(u,F; T ). We say that F is leaf-admissible if ctb(F; T ) ≥ (|E(G˜F )| + 2)/3 for
every leaf T of F , and we say that F is strongly leaf-admissible if ctb(F; T ) ≥ (|E(G˜F )| + 4)/3 for every leaf T of
F .
Let now T be a pseudo-leaf of F , and write N+F (T ) = {R1, R2, . . . , Rp}(p = |N+F (T )|). Let 1 ≤ h ≤ p. For
u ∈ Rh , we define
ctb(u, Rh;F, T ) =

1 (if there exists an edge in E(G˜[Rh])− E(G˜F−N+F (T ))− ∪1≤i≤h−1 E(G˜[Ri ])
which is incident with u)
0 (otherwise),
and set ctb(Rh;F, T ) =∑u∈Rh ctb(u, Rh;F, T ) (this definition depends on the labeling of the elements of N+F (T ),
but any labeling will do). The following claim is an easy consequence of Lemma 4.1(iii)
Claim 4.7. Let F be a good subtree of D. Let T be a pseudo-leaf of F , and set G = F − N+F (T ). Then
(
∑
R∈N+F (T ) R) ∩ (
∑
S∈V (G) S) ⊆ T .
Proof. Let u ∈ (∑R∈N+F (T ) R) ∩ (∑S∈V (G) S). Take S ∈ V (G) such that u ∈ S. We may assume S 6= T . Now take
R ∈ N+F (T ) such that u ∈ R. Then the assumptions of Lemma 4.1(iii) are satisfied with T0 = R, T` = S and T1 = T .
Hence u ∈ R ∩ S ⊆ T . 
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The following claim plays a crucial role in our proof of Theorem 2.
Claim 4.8. Let F be a good subtree of D, and let u ∈ V (G). Let T be a pseudo-leaf of F , and set G = F − N+F (T ).
Then ctb(u,F) ≥ ctb(u,G; T ) +∑′ ctb(u, R;F, T ), where∑′ denotes the sum as R ranges over all members of
N+F (T ) containing u.
Proof. Set X = N+F (T ) ∩ Ctb(u,F),
Y = {R ∈ N+F (T ) | u ∈ R, and there is an edge in E(G˜[R])− E(G˜G) incident with u},
Z = {R ∈ N+F (T ) | u ∈ R and ctb(u, R;F, T ) = 1}.
Then X ⊇ Y ⊇ Z , and∑′ ctb(u, R;F, T ) = |Z|. Thus it suffices to show ctb(u,F) − ctb(u,G; T ) ≥ |Z|. If
X = ∅, then Ctb(u,F) = Ctb(u,G), degG˜F (u) = degG˜G (u) and Z = ∅, and hence ctb(u,F) − ctb(u,G; T ) ≥
ctb(u,F) − ctb(u,G) = 0 = |Z|. Thus we may assume X 6= ∅. Assume for the moment that Ctb(u,G) = ∅.
Then ctb(u,G) = ctb(u,G; T ) = 0, degG˜G (u) = 0 and Ctb∗(u,F) = Ctb(u,F) = X = Y . If degG˜F (u) ≥ 2,
then ctb(u,F)− ctb(u,G; T ) = ctb(u,F) ≥ |Ctb∗(u,F)| = |Y| ≥ |Z|. Thus we may assume degG˜F (u) = 1. Then|Z| = 1. Now if |Ctb(u,F)| ≥ 2, then ctb(u,F)−ctb(u,G; T ) = |Ctb(u,F)|−1 ≥ |Z|; if |Ctb(u,F)| = 1, then the
unique element of Ctb(u,F) is obviously the minimum element of Ctb(u,F), and hence ctb(u,F)− ctb(u,G; T ) =
1 = |Z|. This concludes the discussion for the case where Ctb(u,G) = ∅.
We henceforth assume that Ctb(u,G) 6= ∅. Then u ∈ T by Claim 4.7. We divide the rest of the proof
into two cases. We first consider the case where there exists S with S  T such that S ∈ Ctb∗(u,G). In
this case, Ctb∗(u,F) = (Ctb∗(u,G) − {S}) ∪ X , and hence |Ctb∗(u,F)| − |Ctb∗(u,G)| = |X | − 1. Note
also that Ctb(u,F) has a minimum element if and only if Ctb(u,G) has a minimum element. Hence we have
ctb(u,F) − ctb(u,G) ≥ |Ctb∗(u,F)| − |Ctb∗(u,G)| because degG˜F (u) ≥ degG˜G (u). If Y = ∅, then Z = ∅,
and hence ctb(u,F) − ctb(u,G; T ) ≥ |Ctb∗(u,F)| − |Ctb∗(u,G)| = |X | − 1 ≥ |Z|. Thus we may assume Y 6= ∅.
Then degG˜F (u) > degG˜G (u), and hence degG˜F (u) ≥ 2. Now if degG˜G (u) ≥ 2, then ctb(u,F) − ctb(u,G; T ) =
ctb(u,F) − ctb(u,G) + 1 = |Ctb∗(u,F)| − |Ctb∗(u,G)| + 1; if degG˜G (u) = 1, then ctb(u,F) − ctb(u,G; T ) =
ctb(u,F)− ctb(u,G) = |Ctb∗(u,F)| − |Ctb∗(u,G)| + 1. In either case, ctb(u,F)− ctb(u,G; T ) = |Ctb∗(u,F)| −
|Ctb∗(u,G)| + 1. Consequently ctb(u,F)− ctb(u,G; T ) = |X | ≥ |Z|.
We now consider the case where S 6∈ Ctb∗(u,G) for any S with S  T . In this case, Ctb∗(u,F) = Ctb∗(u,G)∪X ,
and hence |Ctb∗(u,F)|−|Ctb∗(u,G)| = |X |. We have ctb(u,F)−ctb(u,G) ≥ |Ctb∗(u,F)|−|Ctb∗(u,G)|−1 because
degG˜F (u) ≥ degG˜G (u). If Y = ∅, then ctb(u,F)− ctb(u,G; T ) ≥ |Ctb∗(u,F)|− |Ctb∗(u,G)|− 1 = |X |− 1 ≥ |Z|.
Thus we may assumeY 6= ∅. Then degG˜F (u) ≥ 2. Now if degG˜G (u) ≥ 2, then ctb(u,F)−ctb(u,G; T ) = ctb(u,F)−
ctb(u,G)+1 ≥ |Ctb∗(u,F)|−|Ctb∗(u,G)|; if degG˜G (u) = 1, then ctb(u,F)−ctb(u,G; T ) = ctb(u,F)−ctb(u,G) ≥|Ctb∗(u,F)| − |Ctb∗(u,G)|. In either case, ctb(u,F) − ctb(u,G; T ) ≥ |Ctb∗(u,F)| − |Ctb∗(u,G)|. Consequently
ctb(u,F)− ctb(u,G; T ) ≥ |X | ≥ |Z|, which completes the proof of the claim. 
Arguing as in the proof of Claim 4.8, we also obtain the following claim.
Claim 4.9. Let F be a good subtree of D, and let u ∈ V (D). Let T be a pseudo-leaf of F , and set G = F − N+F (T ).
Then ctb(u,F) ≥ ctb(u,G).
Proof. We may assume Ctb(u,G) 6= ∅. As in Claim 4.8, set X = N+F (T ) ∩ Ctb(u,F). If X = ∅, then
ctb(u,F) = ctb(u,G). Thus we may also assume X 6= ∅. Then u ∈ T by Claim 4.7. We first consider the case where
there exists S with S  T such that S ∈ Ctb∗(u,G). In this case, |Ctb∗(u,F)| ≥ |Ctb∗(u,G)|. Note also that Ctb(u,F)
has a minimum element if and only if Ctb(u,G) has a minimum element. Hence we have ctb(u,F) ≥ ctb(u,G)
because degG˜F (u) ≥ degG˜G (u). We now consider the case where S 6∈ Ctb∗(u,G) for any S with S  T . In this case,|Ctb∗(u,F)| ≥ |Ctb∗(u,G)| + 1. Hence we have ctb(u,F) ≥ ctb(u,G) because degG˜F (u) ≥ degG˜G (u). 
The following claim immediately follows from Claim 4.8.
Claim 4.10. Let F be a good subtree of D. Let T be a pseudo-leaf of F , and set G = F − N+F (T ). Then
ctb(F) ≥ ctb(G; T )+∑R∈N+F (T ) ctb(R;F, T ).
When we apply Claim 4.10, we combine it with the following claim.
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Claim 4.11. Let F be a good subtree of D. Let T be a pseudo-leaf of F , and write N+F (T ) = {R1, . . . , Rp} as in the
paragraph preceding Claim 4.7. Let 1 ≤ h ≤ p. Further set G = F − N+F (T ). Then
ctb(Rh;F, T )/2 ≥ (|E(G˜[Rh])− E(G˜G)− ∪1≤i≤h−1 E(G˜[Ri ])| + 2)/3.
Proof. Let s = |E(G˜[Rh]) − E(G˜G) − ∪1≤i≤h−1 E(G˜[Ri ])|. We have s 6= 0 by the minimality of k (see the
paragraph following Lemma 2.1). Since G˜[Rh] is triangle-free, we have s ≤ 4 and ctb(Rh;F, T ) ≥ min{s + 1, 4}.
If ctb(Rh;F, T ) = 4, then since s ≤ 4, we have ctb(Rh;F, T )/2 = 2 ≥ (s + 2)/3. Thus we may assume
ctb(Rh;F, T ) ≥ s + 1. Then ctb(Rh;F, T )/2 ≥ (s + 1)/2 ≥ (s + 2)/3 because s ≥ 1. 
In applying Claim 4.10, we also make use of the following four claims.
Claim 4.12. Let G be a good subtree of D and let T be a leaf of G. Then ctb(G; T ) ≥ ctb(G)− 4.
Proof. Since ctb(u,G; T ) ≥ ctb(u,G) − 1 for every u ∈ T and ctb(u,G; T ) ≥ ctb(u,G) for every u ∈ V (G) − T ,
the desired inequality follows immediately. 
Claim 4.13. Let G be a good subtree of D, and suppose that G is admissible. Then G is leaf-admissible.
Proof. This follows from Claim 4.12. 
Claim 4.14. Let G be a good subtree of D, and suppose that G˜G is a forest and |E(G˜G)| ≥ 5. Then G is strongly
leaf-admissible.
Proof. Let T be a leaf of G. By Claim 4.5 and the definition of ctb(u,G; T ), ctb(u,G; T ) ≥ 1 for every u with
degG˜G (u) ≥ 1. Since G˜G is a forest, this implies ctb(G; T ) ≥ |E(G˜G)| + 1. Hence ctb(G; T )/2 ≥ (|E(G˜G)| + 4)/3
by the assumption that |E(G˜G)| ≥ 5. 
Claim 4.15. Let G be a good subtree of D, and suppose that G˜G is a forest. Then G is leaf-admissible.
Proof. Let T be a leaf of G. Then as in the proof of Claim 4.14, we obtain ctb(G; T )/2 ≥ (|E(G˜G)| + 1)/2 ≥
(|E(G˜G)| + 2)/3. 
We need three more claims.
Claim 4.16. Let F be a good subtree of D. Let T be a pseudo-leaf of F , and set G = F − N+F (T ). Suppose that G
is leaf-admissible and |N+F (T )| ≥ 3. Then F is admissible.





≥ (|E(G˜G)| + 2)/3+
∑
1≤h≤p
(|E(G˜[Rh])− E(G˜G)− ∪1≤i≤h−1 E(G˜[Ri ])| + 2)/3
= (|E(G˜F )| + 2+ 2p)/3
≥ (|E(G˜F )| + 8)/3. 
Claim 4.17. Let F be a good subtree of D. Let T be a pseudo-leaf of F , and set G = F − N+F (T ). Suppose that G
is strongly leaf-admissible and |N+F (T )| ≥ 2. Then F is admissible.
Proof. As in the proof of Claim 4.15, we obtain ctb(F)/2 ≥ (|E(G˜F )| + 4+ 2p)/3 ≥ (|E(G˜F )| + 8)/3. 
Claim 4.18. Let F be a good subtree of D. Let T be a pseudo-leaf of F , and set G = F − N+F (T ). Suppose that G
is admissible. Then F is admissible.
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Proof. If |N+F (T )| ≥ 3, then the desired conclusion follows from Claims 4.13 and 4.16. Thus we may assume that
|N+F (T )| ≤ 2. We first consider the case where |N+F (T )| = 2. Write N+F (T ) = {S, R}. Set Q = (S ∩ R) − T and
q = |Q|. Then 0 ≤ q ≤ 3. Note that
|E(G˜F )− E(G˜G)| = |EG˜F (Q, Q ∪ T )| + |EG˜[S](S − (Q ∪ T ), S)| + |EG˜[R](R − (Q ∪ T ), R)|. (4.1)
We show that




If Q = ∅, then (4.2) trivially holds. Thus we may assume Q 6= ∅. Write Q = {ui | 1 ≤ i ≤ q}. We may assume
that degG˜[Q](u1) ≥ degG˜[Q](ui ) for each 2 ≤ i ≤ q. Then since G˜[Q] is triangle-free, for each 2 ≤ i ≤ q, we
have degG˜[Q](ui ) ≤ 1 and, if degG˜[Q](ui ) = 1, then uiu1 ∈ E(G˜[Q]). We define di (1 ≤ i ≤ q) as follows. If|EG˜F (u1, T )| ≤ 1, then let d1 = degG˜[Q](u1) and let di = 0 for each 2 ≤ i ≤ q; if |EG˜F (u1, T )| ≥ 2, then let d1 = 0
and let di = degG˜[Q](ui ) for each 2 ≤ i ≤ q . Then |E(G˜[Q])| =
∑
1≤i≤q di , and hence
|EG˜F (Q, Q ∪ T )| =
∑
1≤i≤q
(di + |EG˜F (ui , T )|). (4.3)
Subclaim. di + |EG˜F (ui , T )| ≤ 3 for each 1 ≤ i ≤ q .
Proof. Let 1 ≤ i ≤ q . Note that E(G˜F [T ]) = E(G˜[T ]) 6= ∅ by the minimality of k (see the paragraph following
Lemma 2.1). Since G˜F is triangle-free, this implies |EG˜F (ui , T )| ≤ 3. Thus we may assume di 6= 0. Now if i = 1,
then |EG˜F (ui , T )| ≤ 1 by the definition of d1, and hence di +|EG˜F (ui , T )| ≤ (q−1)+1 ≤ 3. Thus we may assume
2 ≤ i ≤ q . Then uiu1 ∈ E(G˜[Q]) and |EG˜F (ui , T )| ≥ 2. Since G˜F is triangle-free, this implies |EG˜F (ui , T )| ≤ 2.
Hence di + |EG˜F (ui , T )| ≤ 1+ |EG˜F (ui , T )| ≤ 3, which completes the proof of subclaim. 
Note that we clearly have di + |EG˜F (ui , T )| ≤ degG˜[Q](ui ) + |EG˜F (ui , T )| ≤ degG˜F (ui ) for each 1 ≤ i ≤ q,
and hence it follows from the Subclaim and Claim 4.5 that (di + |EG˜F (ui , T )|)/3 ≤ mdegG˜F (ui )/2 ≤ ctb(ui ,F)/2.
Therefore (4.2) now follows from (4.3). Since degG˜[S](u) ≤ |S| − 1 = 3 for each u ∈ S − (Q ∪ T ), we also obtain
|EG˜[S](S − (Q ∪ T ), S)|/3 ≤
∑
u∈S−(Q∪T ) degG˜[S](u)/3 ≤
∑
u∈S−(Q∪T ) ctb(u,F)/2 and, similarly, |EG˜[R](R −
(Q ∪ T ), R)|/3 ≤ ∑u∈R−(Q∪T ) ctb(u,F)/2. Consequently it follows from (4.1) that |E(G˜F ) − E(G˜G)|/3 ≤∑
u∈(S∪R)−T ctb(u,F)/2, and hence (|E(G˜F )| + 8)/3 ≤ (ctb(G) +
∑
u∈(S∪R)−T ctb(u,F))/2 ≤ ctb(F)/2 by
Claim 4.9 (see also Claim 4.7).
We now consider the case where |N+F (T )| = 1. Write N+F (T ) = {R}. Then arguing as above, we obtain
|EG˜[R](R − T, R)| ≤
∑
u∈R−T ctb(u,F)/2, and hence (|E(G˜F )| + 8)/3 ≤ (ctb(G) +
∑
u∈R−T ctb(u,F))/2 ≤
ctb(F)/2, as desired. 
We are now in a position to complete the proof of Theorem 2. As is mentioned in the paragraph following Claim 4.4,
it suffices to prove that every good subtree F of D with |E(G˜F )| ≥ 10 is admissible. We prove this statement by
induction on |E(G˜F )|. Thus let F be a good subtree of D with |E(G˜F )| ≥ 10, and assume that G is admissible for
every good subtree G with |E(G˜F )| > |E(G˜G)| ≥ 10 (note that this includes the case where |E(G˜F )| = 10). Let
T be a pseudo-leaf of F , and set G = F − N+F (T ). In view of Claim 4.18, we may assume that G is not admissible.
Then |E(G˜G)| ≤ 9 by the induction hypothesis, and hence G˜G is a forest by Claim 4.6. Again by Claim 4.6, we may
also assume that (G˜F contains a cycle and) |E(G˜F )| ≥ 17. Hence
∑
R∈N+F (T ) |E(G˜[R])| ≥ |E(G˜F )− E(G˜G)| ≥ 8,
which implies |N+F (T )| ≥ 2. If G is strongly leaf-admissible, then F is admissible by Claim 4.17. Thus we may
assume G is not strongly leaf-admissible. By Claim 4.14, this implies |E(G˜G)| ≤ 4, and hence |N+F (T )| ≥ 4. Since G
is leaf-admissible by Claim 4.15, it now follows from Claim 4.16 that F is admissible.
This completes the proof of Theorem 2. 
Acknowledgments
The authors would like to thank the referees for their valuable comments.
5472 K. Ando, Y. Egawa / Discrete Mathematics 308 (2008) 5463–5472
References
[1] K. Ando, Y. Egawa, Contractible edges in a 4-connected graph with vertices of degree greater than four, Graphs Combin. 23 (Suppl. 1) (2007)
99–115.
[2] K. Ando, Y. Egawa, Edges not contained in triangles and the distribution of contractible edges in a 4-connected graph (submitted for
publication).
[3] J. Cheriyan, R. Thurimella, Fast algorithms for k-shredders and k-node connectivity augmentation, J. Algorithms 31 (1) (1999) 15–50.
[4] M. Fontet, Graphes 4-essentiels, C. R. Acad. Sci. Paris 287 (1978) 289–290.
[5] T. Jorda´n, On the number of shredders, J. Graph Theory 31 (1999) 195–200.
[6] M. Kriesell, Average degree and contractibility, J. Graph Theory 6 (2002) 343–344.
[7] N. Martinov, Uncontractible 4-connected graphs, J. Graph Theory 6 (1982) 343–344.
