[1] An extensive bio-optical data set from the Santa Barbara Channel (SBC), California, is used to assess the in-water constituents responsible for ocean color variability in this optically complex coastal site and to develop locally optimized ocean color models. The Santa Barbara Channel is a productive region of the California Current System. Chlorophyll concentrations are highly variable (range from 0.06 to 19.8 mg m
Introduction
[2] The highly productive ecosystems of the coastal ocean provide many goods and services including biogeochemical cycling, waste recycling, fisheries, and recreation. Our need to wisely use and preserve these marine resources drives the necessity to effectively monitor coastal ecosystems on a global basis. Ocean color remote sensing provides a means to routinely derive information about the ecologically relevant constituents of the coastal ocean via nearly synoptic global observations [International Ocean Colour Coordinating Group (IOCCG ), 2000] . Ocean color, here quantified using the remote-sensing reflectance spectrum, depends on numerous environmental factors, such as the optical properties of seawater and the dissolved materials and suspended particles it contains, as well as the illumination and viewing geometry. Consequently, the ocean color signals are often optically complex, especially in the coastal ocean, where it is of prime importance to improve our understanding of ocean color variability.
[3] The ocean color signal sensed by a satellite can be quantified using the remote-sensing reflectance just above the sea surface R rs (0 + , l) and is defined as the ratio of upwelling radiance to downwelling irradiance just above the sea surface [i.e., R rs (0 + , l) = L u (0 + , l)/E d (0 + , l)]. The R rs (0 + , l) spectrum is related to the inherent optical properties (IOPs) of the water column via [e.g., Mobley, 1994] where a(l) and b b (l) are the IOPs (absorption and backscattering coefficients, respectively), f/Q is a factor accounting for the bidirectional structure of the upward radiance field (%0.0949), and k (%0.54) accounts for the transmission and reflection of the air-sea interface [Mobley, 1994; Gordon et al., 1988] .
[4] The inherent optical properties, absorption and backscattering, are in turn functions of the in-water constituents, which are generally grouped into broad categories, such as phytoplankton, detrital particles, colored dissolved organic matter (CDOM), and suspended sediments [e.g., Mobley, 1994; IOCCG, 2000] . In open oceanic waters, ocean color is generally dominated by phytoplankton and roughly covarying constituents (such as detritus and CDOM), whereas coastal waters are characterized by more than one independently varying constituent and thus have more complicated optical signatures [Morel and Prieur, 1977; IOCCG, 2000] . Ocean color modeling in optically complex waters must take into account the contribution of several independently varying constituents to the remote-sensing reflectance signal. Most empirical algorithms relate a reflectance ratio to the chlorophyll a concentration [O'Reilly et al., 1998 ] and are thus not capable of taking into account noncovarying effects of CDOM, detritus, and suspended matter. Semianalytical algorithms have the potential to be more accurate than empirical algorithms since they simultaneously retrieve several independent relevant optical variables [e.g., Garver and Siegel, 1997; Carder et al., 1999; Siegel et al., 2005] .
[5] Previous ocean color modeling analyses in optically complex environments have frequently focused on the evaluation of the performance of existing global algorithms and the optimization of these models for local applicability. This reflects the current belief in the ocean color remotesensing community that it is generally possible to improve algorithm performance with local or regional reassessment of its parameter set. For example, Kahru and Mitchell [1999] developed a six-order polynomial empirical chlorophyll algorithm using their California Current data set. Their algorithm performed well, although they acknowledge that ''variations in the relative amounts of soluble, detrital and phytoplankton absorption. . .render a single variable . . .insufficient to determine bio-optical properties accurately at high chl-a concentrations.' ' Harding et al. [2005] investigated the performance of the standard Sea-viewing Wide Field of View Sensor (SeaWiFS) empirical algorithm (OC4v4) in the Chesapeake Bay (CB) and the Mid-Atlantic Bight (MAB). They concluded that although SeaWiFS data of chlorophyll a can accurately and reliably capture seasonal and interannual patterns, these data do not provide accurate absolute assessments of chlorophyll a concentration in these optically complex waters. Magnuson et al. [2004] adapted the Garver-Siegel-Maritorena (GSM ) semianalytical model for use in the CB and MAB. They conclude that the regional adaptation of the model performs better than either the empirical OC4v4 or the global version of GSM algorithms. However, they needed to use different model parameters for different areas and seasons, a severe limitation if one were to operationalize their approach.
[6] Here an extensive bio-optical data set from the Santa Barbara Channel (SBC), California, is used to assess the in-water constituents responsible for ocean color variability and to develop and test a local version of an existing biooptical model for remote-sensing applications. We use these data in order to (1) investigate how well ocean color can be determined from in-water constituents with the goal of understanding the drivers of ocean color variability in the SBC; (2) evaluate statistical relationships among pertinent variables and develop predictive tools for assessing ocean color; (3) investigate the performance of existing ocean color models for the waters of the SBC; and (4) test whether improvement of performance can be achieved by locally optimizing the semianalytical GSM ocean color model . The first two steps are important because all ocean color models are based on the assumption that ocean color variability can be predicted reliably from knowledge of in-water constituents. The third step evaluates the need for further improving the models, whereas the fourth step represents the crux of the research presented here. The currently accepted hypothesis that regionalizing the parameter set will significantly improve the performance of the algorithm is tested here by optimizing the GSM algorithm for the SBC waters with local in situ and laboratory data. Surprisingly, a significant improvement in performance was not achieved. This prompted a reassessment of the GSM model assumptions and the causes of the present limitation in model improvement. Future directions of research that can address this conundrum are suggested.
Data and Methods
[7] The data presented here are measurements collected between 1996 and 2005 along an approximately meridional (120°W) seven-station transect across the Santa Barbara Channel, California (Figure 1 ), as part of the Plumes and Blooms (PnB) program (http://www.icess.ucsb.edu/PnB/ PnB.html [Toole and Siegel, 2001; Otero and Siegel, 2004, Kostadinov, 2005] ).
In Situ Optical Property Profiles
[8] A WetLabs AC-9 absorption and attenuation meter [Moore et al., 1992] was used to obtain profiles of in situ absorption and beam attenuation coefficients at each station [a(l) and c(l) at 412, 440, 488, 510, 555, 630, 650, 676, and 715 nm] . Bimonthly pure water calibration values [done at the University of California, Santa Barbara (UCSB)] were applied, and standard temperature, salinity, and scattering corrections were applied [WET Labs ac-9 Protocol, 2003] . The upper 15 m of data from the downcasts were filtered and averaged to obtain a surface value. Incomplete spectra, negative values (<À0.005 m À1 ), and extreme values (>2 m À1 ) were removed. Values of the scattering coefficient b(l) were then computed as b(l) = c(l) À a(l). Pure water absorption values of Pope and Fry [1997] were added when necessary. The AC-9 spectra were linearly interpolated to match other instruments' wavelengths if needed.
[9] A HobiLabs Hydroscat-6 [Maffione and Dana, 1997] was used to obtain profiles of the backscattering coefficient b b (l) at each station for l = 442, 470, 510, 589, 671, and 870 nm. Pure water calibrations (done at the factory and UCSB semiannually) were applied. The HS-6 measures the total volume scattering function b at 140°. b is then converted to the total backscattering coefficient using b b (l) = 2pc p (b À b w ) + b bw (l) where b w and b bw (l) come from the study by Morel [1974] and c p = 1.18 [Boss and Pegau, 2001; see Hydroscat-6 Manual, 2003] . The upper 15 m of data from the downcasts were filtered and averaged to obtain a surface backscattering value. The s(l) correction was then applied to correct for light attenuated in the measurement path of the instrument [Maffione and Dana, 1997] using concurrent AC-9 surface data. Spectra which were not monotonically decreasing were rejected as unreliable. The HS-6 spectra were modeled via equation (3) to match other instruments' wavelengths where needed.
[10] A Biospherical Instruments Profiling Reflectance Radiometer, PRR-600 [Toole et al., 2000] , was used to obtain profiles of upwelling radiance, L u (l), and downwelling irradiance, E d (l), at 412, 443, 490, 510, 555 , and 656 nm. The free-falling PRR-600 was cast separately on a loose tether to minimize ship shadowing. Data in the upper 12 m were used to extrapolate the L u (l) and E d (l) data to just below the surface. Remote-sensing reflectance just below the surface was then computed as
Remote-sensing reflectance values were converted to abovewater values by multiplication by k = 0.54. For further details on the radiometric data processing, refer to the works of Toole et al. [2000] and Siegel et al. [1995] .
Discrete Water Samples
[11] Surface chlorophyll a concentrations were obtained by fluorometry from Niskin bottle samples following the study by Strickland and Parsons [1972] . A Shimadzu UV2401-PC (a Perkin-Elmer Lambda 2 before mid-2003) spectrophotometer was used to obtain the spectra of the phytoplankton absorption coefficient a ph (l), the CDOM absorption coefficient a g (l), and the detrital absorption coefficient a d (l) at each station from the surface bottle samples. CDOM samples were filtered on 0.2-mm Poretics membranes, and the filtrate absorption was measured [Mueller et al., 2003] . The total particulate absorption a p (l) was measured on the particles retained on GF/F filters. After a pigment extraction in 100% methanol, a second scan yielded a d (l), and a ph (l) was calculated as a p (l) À a d (l) [Mueller et al., 2003] . The path length amplification factor correction used for the a p (l) computation was estimated from local natural populations [Guillocheau, 2003] . Lithogenic and biogenic silica concentrations (LSi and BSi, respectively) were determined by preferential dissolution of the biogenic silica in NaOH Nelson, 1986, 1989] . Lithogenic silica has proven to be an excellent proxy for suspended mineral solids concentration, whereas biogenic silica is a proxy for diatoms and other siliceous organisms [Toole and Siegel, 2001] . Nutrients were analyzed in the discrete water samples at the UCSB Marine Science Institute Analytical Laboratory (see http://www.msi.ucsb.edu/ Analab/index.html for details). 
. Determinations of solar zenith angle q s , atmospheric transmittance t atm (l), and sky state were compiled to investigate the effects of the angular structure of the incident light field on f/Q values. The Santa Barbara DISORT Atmospheric Radiative Transfer (SBDART) model [Ricchiazzi et al., 1998 ] and the astronomical algorithms of Meeus [1998] were used to estimate the instantaneous plane irradiance of the sun at the top of the atmosphere, F o (l). The surface irradiance measurements from the PRR-600, E s (l), were then used to compute the atmospheric diffuse transmittance KOSTADINOV ET AL.: OCEAN COLOR MODELING AT A COASTAL SITE using t atm (l) = E s (l)/F o (l). Solar zenith angle dependencies were considered only on clear days defined here as t atm > 0.75 for 443 nm and t atm > 0.8 for the other bands.
The GSM Model and its Local Optimization
[13] The GSM semianalytical model [Garver and Siegel, 1997; Maritorena et al., 2002] relates R rs (l) to the IOPs via a relationship similar to equation (1), whereas the IOPs are decomposed into a set of individual components [a ph (l), absorption by phytoplankton; a cdm (l), absorption by CDOM and detritus combined; and b bp (l), particulate backscattering]. Their spectral shapes are modeled as
where Chl is the chlorophyll a concentration, a ph * (l) is the chlorophyll a specific absorption coefficient, CDM is the absorption coefficient of CDOM and detritus at a reference wavelength of l o = 443 nm, S is the spectral decay constant for the combined effects of CDOM and detritus absorption, BBP is the particulate backscattering coefficient at 443 nm, and h is the exponent for particulate backscatter. The GSM model thus becomes:
where the model's three unknowns are Chl, CDM, and BBP. It is assumed that the values of sea surface transmission t, seawater index of refraction n w , and the constants g i are fixed. The other parameters, S, h, and a ph * (l), are also set as constants and were optimized for global oceanic applications ] using a nonlinear optimization technique.
[14] In order to optimize the model for the local waters of the SBC, a quality-controlled data set was compiled from the PnB data which consists of matching observations of the in situ remote-sensing reflectance below the air-sea interface at five SeaWiFS wavelengths (namely, 412, 443, 490, 510 , and 555 nm), chlorophyll a concentration, the in situ particulate backscattering coefficient at 442 nm, and the absorption coefficients at 443 nm due to CDOM and detritus (combined in the model). When backscattering measurements were not available, modeled values from the model of Carder et al. [1999] were used (see section 3.3. and Table 3 for its performance). The final model optimization data set had 400 data points, 233 of which had modeled b bp (442) values.
[15] Model optimization is performed using genetic optimization algorithms [e.g., Holland, 1975; Zhan et al., 2003] to find the GSM parameter set that minimizes a selected cost function for the SBC. Genetic algorithms rely on the principles of natural Darwinian selection where a random population of solutions (each one is a gene, and solutions can be binary encoded or decimal) are evaluated for their ''fitness'' according to the selected objective cost function. A subset of the solutions is propagated to the next generation (selection), with a chance proportional to each gene's fitness. The process of crossover allows selected solutions to mate in order to produce new recombinant solutions returning the population to its original size. Random mutations introduced at this point introduce entirely new possible solutions. The process is repeated until a cost function value or a set number of tries (generations) is reached.
[16] Houck et al. 's [1995] genetic algorithm optimization code was adapted to locally optimize the GSM algorithm. The genetic algorithm was run for 300 generations using decimal encoding for the genes. The geometric selection function was used, and the arithmetic, heuristic, and simple crossover methods were applied; next, four mutation types were applied: boundary, multinonuniform, nonuniform, and uniform [Houck et al., 1995] . The cost function is constructed as
where Nneg is the number of negative retrievals, R k 2 is the square of the correlation coefficient between the kth measured and retrieved variable (in decimal log space), a k is the slope of the type II regression of the kth retrievals on the measurements (in log 10 space as well), RMS k is the root mean square value for the kth variable, and N q is the number of variables to be retrieved (in this case, 3). The last term of the cost function is an a priori penalty for large deviations of the optimized parametersỹ from the set of parameters calculated from the PnB data set, y (see Table 4 , median values), and N y = 7 is the number of parameters to be optimized. The boundaries for the parameters were selected as follows: S was allowed to vary between 0.005 and 0.05 nm À1 , h varied from 0 to 2, and the specific chlorophyll absorption boundaries were an envelope of ±50% around the median measured values (see Table 4 ). The weight of 0.2 in front of the penalty term for deviation from the measured set of parameters and in front of the number of negative retrievals was chosen so that the optimization is driven more by the rest of the terms, which are of primary importance to algorithm performance. The weight of 1.5 for the slopes was subjectively chosen after reviewing many different cost functions. Instances where the modeled backscatter values were used in the model development data set were weighed down by a factor of 0.75. Tests with synthetic data revealed that the genetic algorithm successfully solves for the expected parameters.
Results

Description of the Santa Barbara Channel Optical Climatology
[17] Basic statistics of the relevant measured oceanographic environmental variables from the Plumes and Blooms project (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) are presented in Table 1 . The ), reflecting the fact that the SBC waters are highly productive coastal waters. The median value of 1.39 mg m À3 is considerably lower than the mean and reflects the lognormal distribution of chlorophyll concentration [Campbell, 1995] , which is confirmed for this data set using a Kolmogorov-Smirnov (KS) test for normality (p = 0.76 in log-space). The KS test also indicates a lognormal distribution for biogenic and lithogenic silica concentrations, which span several orders of magnitudes because of their dramatic episodic increases due to diatom blooms or river plumes, respectively. Sea surface temperature, on the other hand, has a more normal distribution with a mean and median of about 15°C, ranging from about 10°C to about 20°C. The stability of the temperature and the relatively small seasonal variation reflect the fact that the SBC is a part of the cold California Current system [Otero and Siegel, 2004] .
[18] The mean and median spectra of the in situ measured nonwater IOPs (Figures 2a -2c ) reveal the typical optical oceanographic setting of the SBC. The total nonwater absorption spectrum (Figure 2a) shows the chlorophyll a peak at 676 nm, whereas the blue chlorophyll a absorption peak at 440 nm is masked by the CDOM and detrital absorption (which both peak in the violet). The total nonwater scattering coefficient (Figure 2b ) is spectrally flat, with slight dips at 440 and 676 nm, because of phytoplankton pigment absorption [e.g., Bricaud et al., 1983; Babin et al., 2003] . The mean particulate backscattering coefficient (Figure 2c ) is about 1% of the total particulate scattering coefficient, suggesting a dominance of larger particles in driving particulate scattering. When pure seawater backscattering is added [Morel, 1974] , the PnB mean value for total backscattering probability at 510 nm is 1.5%, similar to Petzold's [1972] determinations for coastal waters (1.3% at 514 nm; see Kostadinov [2005] for details). Scattering dominates nonwater beam attenuation spectra, especially in the green and red parts of the spectrum (compare Figures 2a and 2b) . Also, note that the variability in scattering and backscattering is higher than the variability in absorption (larger standard deviations), which is consistent with Toole and Siegel's [2001] results indicating that variability in remote-sensing reflectance is dominated by variability in backscattering.
[19] Component absorption spectra due to CDOM, detritus, and chlorophyllous particles (Figure 2d ) clearly show the two phytoplankton absorption peaks associated with chlorophyll a, whereas the CDOM and detrital materials show the expected exponential decrease of absorption with wavelength. Detrital absorption is usually about 10% of the total nonwater absorption, whereas chlorophyll and CDOM absorb about equally on average (Table 1) . These results are consistent with the findings of Siegel et al. [2002] that detritus is a minor contributor to absorption even in coastal waters and that CDOM contributes significantly to spectral light absorption even at the chlorophyll peaks.
[20] The remote-sensing reflectance spectrum (Figure 2e ) reveals the predominant color of the ocean in the SBC, green to bluish green, indicative of highly productive coastal waters [Toole and Siegel, 2001] . The ratio of total backscattering to total absorption (Figure 2f ) should have a similar spectral shape as the reflectance spectrum following equation (1) [e.g., Mobley, 1994] . There is a close agreement between the mean and the median spectra (especially in the blue part of the spectrum) suggesting different controls on R rs (l) compared to the IOPs. Indeed, KS tests indicate that R rs (l) is normally distributed in the 412, 443, and 656 nm channels, whereas it is not normal in the 490, 510, and 555 nm channels. Most remarkable is the high mean (compared to the median) reflectance in the 555 nm channel. This is indicative of episodic high values of reflectance in the green because of high particle loads supporting its use as a plume indicator with satellite data sets [Otero and Siegel, 2004] . The remote-sensing reflectance values have varying distributions in the different parts of the spectrum, suggesting that the processes that control ocean color in the blue, green, and red bands are fundamentally different from each other (see section 3.2). Finally, the mean-median relationships of the apparent optical properties (AOPs) are a manifestation of the fact that IOPs influence the AOPs (and thus ocean color) in a nonlinear fashion.
Correlations Among the Observed Optical and Environmental Variables
[21] Relationships between reflectance and the relevant IOPs, the absorption and backscattering coefficients, are shown in Figures 3a -3d for two key wavelengths, 443 and 555 nm. At 443 nm, reflectance is inversely related to total absorption, as the chlorophyll absorption peak at that wavelength drives reflectance down during periods of Stdev stands for standard deviation, N for number of observations, Chl is chlorophyll a concentration, SST is sea surface temperature, LSi is lithogenic silica concentration, and BSi is biogenic silica concentration. %a ph (l) indicates the percent contribution of phytoplankton absorption to total nonwater absorption, i.e., the sum of CDOM, phytoplankton, and detrital absorption. %a g (l) indicates the percent contribution of CDOM absorption, and %a d (l) indicates the percent contribution of detrital absorption. elevated phytoplankton pigment biomass. On the other hand, increased absorption at 555 nm leads to higher reflectance indirectly because of coupling with higher backscattering. Indeed, absorption and backscattering are strongly and positively correlated, especially at 443 nm (Table 2) . Conversely, there is almost no linear relationship between reflectance and backscattering at 443 nm (Figure 3c ), whereas a strong relationship is found at 555 nm (Figure 3d ). Therefore reflectance is absorptiondriven at 443 nm and predominantly backscattering-driven at 555 nm in the SBC, consistent with the study by Toole and Siegel [2001] .
[22] The remote-sensing reflectance determinations are related to optically active in-water constituents. For example, Chl shows a strong, inverse relationship with the remotesensing reflectance at 443 nm and a much weaker, positive relationship at 555 nm (Figures 4a and 4b ). This makes sense as phytoplankton absorption is the important driver of reflectance in the blue, and other factors regulate reflectance at 555 nm. The observed trends are consistent with the case I bio-optical model of Morel and Maritorena [2001] , which appears to pass through the center of the data cloud for both wavelengths (Figures 4a and 4b) . Many of the extreme reflectance values in Figures 3 and 4 (>0.01 sr À1 ) are associated with the presence of sediment plumes and/or the occurrence of several coccolithophore blooms, as is confirmed using high-performance liquid chromatography pigment analyses (data not shown). Lithogenic silica (LSi) influences ocean color via enhanced particulate backscattering [Toole and Siegel, 2001] . As expected, values of reflectance are more related to LSi at 555 nm (Figure 4d ) than at 443 nm (Figure 4c ), although this relationship is generally weak.
[23] One way to view the full spectral relationship between determinations of R rs (l) and a given property is using a slope diagram. Slope diagrams present the slope of a type I linear regression between a chosen pair of properties where the abscissa is wavelength and the ordinate is the values of the slope for the regression between the chosen properties for the corresponding wavelength. Error bars are 95% confidence intervals of the linear slope. Testing whether the error bar crosses the zero line is equivalent to testing the hypothesis whether the linear regression slope is significantly different from zero [Walpole et al., 1998; Sokal and Rohlf, 1981] . If reflectance is regressed against the in-water constituents, the shape of the slope diagram can be used to judge the relative importance of the constituents for determining ocean color for different parts of the spectrum. The (a) Total nonwater absorption coefficient; (b) total nonwater scattering coefficient; (c) backscattering coefficient due to particles; (d) mean spectra of absorption due to phytoplankton (diamonds), absorption due to CDOM (circles), and absorption due to detrital particulate material (squares); (e) remote-sensing reflectance values calculated for just below the air-sea interface; (f) backscattering to absorption ratio (including water contribution). The statistically insignificant correlations at the 99% confidence level are displayed in italics and parentheses. Correlations with absolute value of R values greater than 0.707 (R 2 > 0.5) are presented in bold. a nw (l) is the total nonwater absorption coefficient, b bp (l) is the particle backscattering coefficient, a g (l) is the absorption coefficient due to CDOM, a d (l) is the absorption coefficient due to detritus, a ph (l) is the absorption coefficient due to phytoplankton, R rs (l) is the remote-sensing reflectance below the sea surface, and [NO 3 À ] is the nitrate concentration. All data except for SST and R rs (443) were logarithmically transformed before calculating these correlation coefficients in order to bring the frequency distribution of these variables closer to normal. Figure 3 . Scatterplots illustrating the relationship of remote-sensing reflectance just below the sea surface at 443 and 555 nm to the IOPs it is a function of, i.e., the total absorption coefficient (Figures 3a  and 3b ) and the total backscattering coefficient (Figures 3c and 3d ).
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KOSTADINOV ET AL.: OCEAN COLOR MODELING AT A COASTAL SITE slope diagram for R rs (0 À ,l) versus the absorption spectrum is shown in Figure 5a , and the slope diagram for R rs (0 À ,l) versus the backscattering spectrum is shown in Figure 5b . Throughout the violet to blue-green wave bands (412 -510 nm), absorption is negatively related to reflectance. However, higher absorption at 555 nm leads to higher reflectance because absorption and backscattering are themselves correlated (as discussed above). Backscattering is positively related to reflectance at all wavelengths, with the highest slope at 555 nm.
[24] The slope diagrams for the regressions of R rs (0 À ,l) on the in-water constituents show similar patterns as the IOPs as discussed previously, although with greater spectral selectivity (Figures 5c -5g) . The slope diagram for R rs (0 À ,l) versus log10(Chl) indicates that higher Chl leads to lower reflectance (darker waters) in the blue and blue-green part of the spectrum (due to absorption by phytoplankton and associated detritus and, to a lesser extent, CDOM; Table 2 ). Higher Chl concentrations also increase reflectance in the green and red parts of the spectrum because of backscattering. The relationship of reflectance to lithogenic silica remains positive throughout the entire spectrum, although it is insignificant at 412 nm (Figure 5d ), similar to the b b (l) slope diagram (Figure 5b ). The magnitude of the slope is greatest for 555 nm which justifies its use as a plume indicator [Otero and Siegel, 2004] . Spectral slope diagrams for CDOM absorption (Figure 5e ) and detritus absorption (Figure 5f ) versus R rs (0 À ,l) are similar. As before, elevated values of a g (l) and a d (l) tend to decrease reflectance in the blue directly because of their absorption, whereas reflectance is positively correlated with these IOPs in the green and red because of indirect correlations (for example, higher CDOM is associated with higher particle backscattering, as during river plumes; see Table 2 ). As expected, the slope diagram for phytoplankton absorption (Figure 5g ) is similar to the one for Chl.
[25] Linear correlation coefficients between important optical and environmental variables were calculated and used to help further understand what the primary controls of ocean color are in the SBC (Table 2) . Most data were log- (Figures 4a and 4b ).
transformed because their distributions were nonnormal or lognormal. Insignificant correlations at the 99% level are shown in italics and parentheses, whereas correlation coefficients greater than 0.707 in absolute value are highlighted in bold. A significant inverse correlation is observed between SST and Chl because of the fact that colder waters are usually recently upwelled and therefore rich in nutrients and favoring phytoplankton growth, which explains the coupling of SST with the rest of the optical and environmental variables. The highest correlation coefficients occur between a nw (440) and a nw (555) which suggests low variability in the shape of the absorption spectra compared with its magnitude [e.g., Garver et al., 1994] . The chlorophyll concentration is also positively correlated with a nw (440) and a nw (555), confirming the conclusion that the shape of the absorption spectrum is conserved to first order. There is a weak positive correlation between Chl and particle backscattering because of the fact that increases in Chl usually mean higher overall particle abundance. As expected, Chl is strongly related to phytoplankton absorption. There is also a strong, positive correlation between BSi and Chl indicating that diatoms dominate bloom communities. CDOM absorption shows only a weak correlation to Chl. Chl is also not well correlated with reflectance at 555 nm or with LSi, which are correlated with each other. The correlation analysis in Table 2 provides strong evidence for three major controls of ocean color in the SBC, namely, chlorophyll, CDOM, and suspended sediment concentrations. These three factors vary independently of each other, making the SBC an optically complex site.
Performance of Empirical Ocean Color Algorithms in the Santa Barbara Channel
[26] The performance of a variety of existing ocean color models was evaluated using the PnB data set. The OC4v4 and OC3M algorithms [O'Reilly et al., 2000] are the current operational algorithms for SeaWiFS and MODIS-Aqua, respectively, and are fourth-power polynomial fits of Chl to a maximum of several band ratios of remote-sensing reflectance. The coefficients for the OC4v4 algorithm parameters were also locally optimized in order to assess the potential for local improvements in retrieval performance. Additionally, Kahru and Mitchell's [1999] Chl algorithm (KM) and Kahru and Mitchell's [2001] CDOM algorithm were included because they were developed using data from the Southern California Bight. The KM chloro- Figures 5a, 5b , 5e, 5f, and 5g, sr À1 in Figure 5c , and mM À1 sr À1 in Figure 5d .
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phyll algorithm is a six-order polynomial fit to a single band ratio of normalized water-leaving radiance, whereas the KM CDOM algorithm is a linear function of a band ratio.
[27] The results of algorithm performance evaluation are summarized in Table 3 . All statistics are calculated on log 10 transformed data, and the slope and intercept are based on type II reduced major axis regression [Sokal and Rohlf, 1981; O'Reilly et al., 1998 ]. Somewhat surprisingly, the best overall Chl algorithm is the OC4v4 algorithm, which outperforms even that by Kahru and Mitchell [1999] . Moreover, the performance of the OC4v4 algorithm is only improved marginally by optimizing its coefficients using the PnB data set. Indeed, the bias, RMS, and R 2 are improved somewhat, but the slope deteriorated (Table 3) .
Performance of Semianalytical Ocean Color Algorithms in the Santa Barbara Channel
[28] Semianalytical algorithms, such as the GSM model, have more potential to not only improve chlorophyll retrievals but also reliably retrieve several independent IOP components; thus they are especially promising in optically complex environments, such as the Santa Barbara Channel. The globally optimized GSM algorithm performs roughly equal compared with the OC4v4 empirical algorithm (Table 3) . The other empirical algorithms perform worse or only marginally better depending on the statistics considered. For example, OC3M performs marginally better than GSM, but it has a slightly larger bias and a smaller R 2 value. The KM Chl model has a better slope and R 2 value, but all other statistics are worse than the ones for GSM. The locally tuned OC4v4 algorithm performs generally better than the GSM model, but its slope is considerably worse. In terms of CDOM retrievals, comparison of Kahru and Mitchell's [1999] model with the GSM model is ambiguous as well: GSM has better R 2 and bias, but all other statistics are better for the KM empirical CDOM model. The particle backscattering retrievals of the GSM model are worse than Carder et al. 's [1999] b bp (l) model for slope, intercept, and RMS, although GSM performs better for R 2 and bias (Table 3) . [29] In an attempt to improve the performance of the globally tuned GSM semianalytical algorithm, a local optimization was performed using the PnB data set. The locally optimized GSM algorithm (GSM PnB) performs well (Figures 6a -6c) , and its parameter vector [S, h, a ph *(l)] is consistent with the PnB observations (Table 4 and Figure 6d ). The optimized specific chlorophyll absorption values are all within one standard deviation of the mean of the measured values, whereas the spectral slope parameters are within one and a half standard deviations (Table 4) . Relevant statistics showing the performance of the GSM PnB algorithm are shown in the panels of Figures 6a -6c . The optimization achieved excellent slopes, but a correction term was needed to remove the remaining bias (y-intercept). The multiplicative correction term was 10 0.06535 for Chl, 10 0.0960 for CDM, and 10 0.117 for BBP (in linear space) which is reasonable because the slopes are very close to unity. The regressions of Figures 6a -6c and the statistics of Table 3 include these multiplicative correction terms. It should be noted that tests were made to include the nonlinear effects of phytoplankton absorption, after the work of Bricaud et al. [1998] . However, results suggest that while some improvement is noted for Chl retrievals, BBP and especially CDM retrievals are deteriorated significantly. Thus the original formulation [equation (4)] was kept.
[30] The performance of the locally tuned GSM algorithm was compared to the other algorithms (Table 3 and Figures 6a -6c ). All available data were used for the statistics of Table 3 , whereas in Figures 6a -6c , the statistics are based only on the optimization subset of 400 observations. The partial overlap between the available validation and the model development data sets ranged from 60% for Chl to 76% for BBP to 95% for CDM. Therefore the statistics in Table 3 is only a partially independent validation for the locally tuned GSM algorithm. The resulting statistics show that local optimization has definitely achieved an improvement over the global GSM model and, in many respects, over the band-ratio empirical algorithms. However, many statistics have improved only marginally, whereas others have actually deteriorated, albeit not much. Especially notable is the fact that in spite of improvement over the global version of GSM (except for the R 2 value), Chl retrievals have not been improved compared to the OC4v4 empirical algorithm (except for the bias and intercept). However, substantial improvement comes from the CDM and BBP retrievals. CDM retrievals are improved as compared to both the global GSM algorithm (except a slightly worse R 2 value) and the empirical KM CDOM algorithm (except a slightly worse RMS value). For BBP retrievals, the locally tuned algorithm exhibits the best slope, intercept, RMS (only marginal improvement over Carder The locally tuned GSM PnB model statistics are presented in bold. The model of Kahru and Mitchell [2001] for CDOM is for l = 300 nm. The detrital absorption is not included in that retrieval statistic, whereas it is included in the global and local tunings of the GSM algorithm, hence the CDM designation. Two instances of bad GSM Chl retrievals were removed before statistics were calculated. No CDM retrievals were removed, whereas one negative BBP retrieval was removed. For the PnB locally tuned version of the GSM algorithm, only one negative Chl retrieval was removed from the statistics. See text for details.
et al. 's [1999] model), and bias values; however, the R 2 values are slightly worse than the R 2 for the global GSM.
Discussion
[31] Surprisingly, the local optimization of the GSM algorithm with the PnB data set does not lead to significant improvements in its predictive power for this region. Indeed, using the median measured PnB parameters (Table 4) , the model performs only marginally worse than the locally optimized version (not shown). This prompts the question of what creates these observed limitations on ocean color model performance. One potential reason is inherent limitations in the data used in the optimization procedure and for The specific chlorophyll a absorption spectra are also plotted in Figure 6c . Table 4 ). For comparison purposes, the GSM globally tuned values of Maritorena et al. [2002] are included (solid line with triangles), as well as the PnB median measured values (dash line with stars; values in Table 4 ), and the model values of Bricaud et al. [1998] computed for the PnB median Chl = 1.39 mg m À3 (solid line; Table 1 ).
model validation as algorithms cannot perform better than the quality of their development data set. Instrumental stability and calibration issues as well as procedural differences may limit the quality of the data set used for model development. Unlike band-ratio algorithms, the absolute values of reflectance are important for semianalytical models, and observational errors in the reflectance measurements and calculation will deteriorate the tuning data set quality. Another source of uncertainty is the spatial scale over which the different measurements are made. Estimates of Chl and CDOM come from discrete samples taken from a Niskin bottle, whereas surface backscattering and reflectance values are calculated from in situ profiles over much larger scales and slight differences in times. Thus small scale variability in both time and space (on the order of tens of minutes and meters) in the optical properties of the SBC waters has the potential to degrade the quality of the model development data set. These problems are not unique to the SBC, and their resolution is beyond the scope of this contribution. That said, the data presented here have been collected using a set of protocols that meet established ocean optics field data standards, and these methods have been consistently employed throughout the observed record [Toole et al., 2000; Mueller et al., 2003; Kostadinov, 2005] .
[32] This leaves us to reconsider the assumptions of the GSM model to provide clues for the observed limitations in its locally optimized performance. The GSM model assumes that (1) the relationship between remote-sensing reflectance and the ocean optical properties is known [equation (1)]; (2) the in-water constituent groups have known and constant spectral shapes, with only the magnitude varying [equation (3)]; (3) water optical properties are known and constant; and (4) detrital absorption is small. The last two are the easiest to dismiss. The waters of the SBC are highly productive, and seawater optical properties will be a much smaller driver of ocean color signals than they will be for the global ocean. Hence it seems unlikely that errors in the assumed values of the seawater IOPs are deteriorating the locally optimized model's performance. Measurements from PnB show that detrital absorption is a small part of total CDM across all wavelengths (Table 1) as is found throughout most of the ocean . Therefore CDM and its slope are driven largely by CDOM, and any small differences in the average state will be accounted for in the optimization procedure. Thus violations of assumptions 3 and 4 are both unlikely sources of limitation on model performance.
[33] Assumption 1 (known relationship between reflectance and IOPs) can be tested using the PnB observations providing an estimate for f/Q, which accounts for the bidirectional structure of the upward radiance field. Radiative transfer modeling shows the f/Q ratio to be a weak function, at best, of environmental conditions [Gordon et al., 1988; Morel and Gentili, 1991, 1993; Morel et al., 2002] , and its value is usually assumed to be constant in semianalytical ocean color models. The value of f/Q is equivalent to the g 1 parameter in Gordon et al. 's [1988] formulation [equation (4)]. The PnB data set allows the calculation of the f/Q factor entirely from observations. The PnB mean f/Q spectrum estimate is displayed in Figure 7a as well as the model results from the works of Morel et al. [2002] and Gordon et al. [1988] . The PnB mean f/Q estimates are somewhat higher than Morel et al.'s [2002] values calculated for a sun zenith angle of 45°and Chl = 1 mg m À3 (typical SBC values) and are consistent with the in situ data analysis of Reynolds et al. [2001] [34] Variations in f/Q can also degrade semianalytical model performance if these variations are a function of the illumination, sky state conditions, or in-water constituents. The f/Q factor accounts for the bidirectionality of the radiance field emerging from the ocean; hence a dependence on sun zenith angle and cloudiness is expected [Morel et al., 2002] . The dependence of the f/Q factor on atmospheric transmittance (a proxy for cloudiness) and on the cosine of the solar zenith angle for clear days are shown in the slope diagrams presented in Figures 7b and 7c , respectively. Nearly all of the linear regression slopes calculated between the observed f/Q ratio and these two measures of illumination characteristics indicate insignificant linear relationships. This is evidenced by the fact that the 95% confidence intervals of the slopes for the blue-green part of the spectrum readily cross the zero line with one exception [confidence interval of the slope of the regression of f/Q(443) versus t atm (443) almost crosses the zero line]. The red channel behaves differently, and dependencies there are stronger, as expected, because of the lower values of the single-scattering albedo there, which leads to greater dependence on the directionality of the illuminating light field [Morel et al., 2002] . Hence the f/Q parameter as measured does not depend on the solar altitude or cloudiness of the sky, indicating that there is no need to model f/Q as a variable function of sun angle or cloudiness. This also implies that the use of a constant value, as practiced, is sufficient for these waters.
[35] However, slope diagrams for the linear regression of f/Q on Chl (Figure 7d ) reveal a significant dependence on the chlorophyll concentration for all wavelengths except for 555 nm. Dependence on chlorophyll concentration is expected theoretically, as Chl influences IOPs which in turn affect the bidirectional nature of the upwelled light field [e.g., Morel et al., 2002] . Although a significant relationship is found between f/Q and Chl, the magnitude of these changes is small. For example, the slope of the f/Q versus Chl relationship at 443 nm implies that a change of Chl equal to 1 mg m À3 will cause a change of only À0.005 sr
À1
for f/Q. This scale of change is very small and well within the standard error of the f/Q estimate (see Figure 7a ). On the other hand, a large change in Chl (on the order of 10 mg m À3 ) will cause a significant change in f/Q. Interestingly, these observations are often, but not always, consistent with the model of Morel et al. [2002] , but direct comparison is not possible here because their analysis is bivariate. Given the small effects of Chl on f/Q, it is unlikely that deviations in the relationship between reflectance and IOPs are driving the limitations in locally tuned model performance.
[36] This leaves assumption 2 (constancy of constituent IOP spectral shapes) which will be violated if there is either significant variability in the constituent IOP's spectral shape or if its relationship to the IOP magnitude is nonlinear. The GSM algorithm assumes fixed parameters for the spectral slopes of CDM absorption and particle backscattering, as well as a fixed chlorophyll specific phytoplankton absorption spectrum [a ph * (l)]. Clearly, these quantities are variable in nature. Power law functions are often used in models for a ph * (l) to account for nonlinearities in the mean relationship between a ph * (l) and Chl concentration [e.g., Bricaud et al., 1998 ]. However, including this formulation did not improve retrieval results. Hence it appears that this problem cannot be simply attacked by altering the mean relationships between constituent IOP magnitude and its spectral shape.
[37] At issue is whether the selected constituent IOP parameterization captures enough of the natural variability to be generally applicable for the intended application. It may just be that the variability of optical properties that typify coastal areas, such as the SBC, is just too large to permit usage of a single model parameter set to accurately model ocean color. It seems that this is why the globally optimized GSM algorithm performed as well as it did for this coastal site. That is, the same location may experience water types that would be classified as case I or case II at different times as has been demonstrated here for the SBC [see also Chang et al., 2006] . Adaptive models which use different sets of parameters spatially and/or temporally appear to be needed, similarly to the results of the study by Magnuson et al. [2004] . It seems that an understanding of the changes in the bio-optical state of complex coastal waters will lead to improvements in semianalytical ocean color model performance. That is, the bio-optical state may be switching from ''diatom dominance'' to ''plume dominance'' to a ''mixed assemblage of phytoplankton,'' each with their own best set of model parameters for bio-optical modeling. However, it is unclear how one can do this from satellite imagery because of the limited amount of spectral information from ocean color spectra [e.g., Garver et al., 1994; Toole and Siegel, 2001] . This may also require a reconsideration of the ''holy trinity'' of in-water constituents used to model ocean color (Chl, CDM, and BBP). That said, the locally optimized version of the GSM algorithm does represent an improvement of model performance over both the globally optimized GSM model and empirical models. To date, the locally tuned GSM model presented here is the best alternative for ocean color modeling in the SBC, especially considering the utility in retrieving three rather than one biogeochemical variable.
Summary and Conclusions
[38] Analysis of the Plumes and Blooms bio-optical data set demonstrates the complexity of the optical signature of the coastal waters of the Santa Barbara Channel. While chlorophyll concentrations are high and highly variable, and thereby a primary driver of ocean color variability, independently varying CDOM and suspended sediments are also major contributors to the variability of ocean color spectra for the SBC. This suggests that semianalytical algorithms will be more suitable than empirical ones for remote-sensing applications in the SBC. This conclusion together with the belief that local reassessment of the parameter set of a model can lead to its substantial improvement was the motivation behind the local optimization of the GSM algorithm for SBC waters. Surprisingly, no substantial improvement was achieved. Analysis of model assumptions leads to the conclusion that the assumption of constant spectral shapes of the constituents is the most likely source of the limitation reached, and a relaxation of that assumption will likely be needed in order to further improve algorithm performance.
