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摘  要 
 
数据挖掘是目前发展极为迅速的一个研究领域 它综合了数学 统计学 数据库 模式
识别 人工智能 最优化等多门学科 随着社会的发展 人们对数据的使用不再仅仅满足于
普通的数据处理 而是希望能通过某种方法去挖掘深层次的 隐含的 有价值的东西 数据
挖掘便是在这种条件下应运而生 并发展壮大起来的  
本文所研究的中心是在灰色系统理论的基础上建立数据挖掘方法 结合财务
分析知识 对已有的上市公司财务数据进行挖掘 在文中我们给出实例 并结合
这些方法得出有关结论 并在计算机上予以实现  
第一章 对数据挖掘进行综述 介绍数据挖掘的基本概念 介绍数据挖掘近期发展的
研究方法和方向  
第二章 介绍财务报表分析的基本概念和几种方法 详细介绍在财务比率分
析中财务比率的计算及含义 为今后的挖掘做准备 考虑到数据挖掘的优点 还
讨论了能够在财务数据中应用挖掘的几种方法  




第四章 在这章里主要介绍软件实现方面的情况  
第五章 总结全文 对数据挖掘进行展望  
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1   ABSTRACT 
   
Data mining is one of the research fields that are developing fast recently. It 
includes many subjects such as mathematics, statistics, databases, pattern 
recognition, artificial intelligence, optimization etc. With the development of the 
society, people are not satisfied with the ordinary processing about data and hope 
to get something deep, undiscovered and valuable information from data by some 
way. So, data mining emerges as the times require and develops gradually. 
  The focus of this thesis is to put forward the methods based on gray system 
theory for data mining and to mine the financial data of the companies in the 
Chinese stock market along with the knowledge of financial analysis. We give 
some examples and obtain some results from them by using the methods. And the 
methods are performed in computer. 
  Chapter 1: here we give an overall statement of data mining, including 
introduction of the basic concept, the methods and research branches up to the 
present etc. 
  Chapter 2: before explaining the mining methods, we introduce the basic 
concept and methods for financial statement analysis, explicate the formulae and 
the meanings of financial ratios which are mentioned in the financial ratio 
analysis. Allowing for the advantages of data mining, we also discuss some other 
methods that can be applied to mine financial data. 
  Chapter 3: after giving some related concept of gray system theory, we put 
forward the methods of the Growth Rate Mining and the Development Situation 
Mining to evaluate the companies’ growth and development in some aspects. Then 
we carry out the gray association and the gray clustering on financial data to get 
knowledge about the association relations between financial variables and the 
clustering results among them. 
  Chapter 4: The chapter mainly introduces how the mining system is 
implemented in software. 
  Chapter 5: a conclusion about this thesis is made and the future expectation of data 
mining is discussed. 
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数据 各公司各部门各单位都面临着一个严峻的问题 那就是如何利用数据 以往的情
形是 数据使用被限制在一个应用程序 比如 MIS 或一个报表工具的查询 比如各种
报表打印工具 里 而这种情况对定义好的模式是可行的 但很难支持数据深层次探索
决策支持应用等  
现在获取数据和存储数据是很容易的 而且很廉价 问题在于 这些数据能帮我们
在商业过程中获取有利地位吗 我们应该怎样利用历史数据去建立模型 我们能预测将
来吗 我们应怎样 理解 这些数据 等等 这些问题都是相当重要的 大的数据库代
表着一个大的信息源 而这个大的信息源之所以是有价值的 是因为数据库中记录着重
要的数据 它可能是一次商业交易记录 可能是科学试验记录 也可能是政府实施政策
记录 然而因为现在的人和存储系统之间的接口不能支持对大型数据库的导航 探索
归纳 建模 所以这个大的信息源就不能有效地用来深层次探索并支持决策  
这种数据量的增加和数据分析工具滞后的矛盾越来越突出 人们希望能找到一种工
具 使它能对已有的大量数据进行分析 从而辅助科学研究 商业决策和企业管理 数
据挖掘有解决这方面问题的能力 应运于此 数据挖掘得以产生和发展 它是包括统计
学 数据库 模式识别 人工智能 最优化 可视化和高性能的并行计算的一门交叉学
科 数据挖掘技术允许计算机智能地去研究数据 它提供了一种新的与数据库交互的方
式 使得它比起 SQL 查询更加抽象 自然比起以前的作法更加困难  
数据挖掘是一门新兴的学科 它有助于人们对数据的更好理解和应用 处于信息时




2   数据挖掘 
2.1   定义 
在文献 2 中 数据挖掘定义为一个从数据及数据库中抽取隐含的 先前未知的并
有潜在价值的信息的过程 但有人认为数据挖掘 即数据库中的知识发现 是从大数据
集中快速高效地发现令人感兴趣的规则 数据挖掘是数据库研究的新领域 所挖掘的知
识能够用于信息管理 查询处理 决策支持和过程控制等等  
 
2.2   分类 















                                
基于灰色系统理论的财务数据挖掘研究和应用 
2  
根据所挖掘的数据类型 可以将数据挖掘分为关联规则挖掘 特征规则挖掘 分类
规则挖掘 聚类规则挖掘 判别规则挖掘 进化规则挖掘及转移规则[26]挖掘等等 目前
研究的比较多的主要是关联规则 其次有分类规则 聚类规则等等 但是一个完整的数
据挖掘系统是不能完全归为某类 它往往是各类规则的综合应用  
根据被挖掘的数据库类型 可以分为关系数据库挖掘 面向对象数据库挖掘 事务
数据库挖掘 空间数据库挖掘 时间数据库挖掘及多媒体数据库挖掘等等 目前关系数
据库挖掘技术发展得最为成熟 其次事务数据库和空间数据库挖掘的研究也比较多  
按数据挖掘所应用的技术方法分 可分为  
信息论方法 
信息论方法利用信息论中的原理来构造算法 后面将述的决策树算法 如
ID3 一般都属于此类方法  
集合论方法 
集合论方法结合数学集合论 运用集合论中各种运算方法来生成规则 比
如基于规则的发现 基于粗糙集挖掘的方法就属于此类  
仿生方法 
仿生方法是把人工智能中某些新兴仿生理论应用到数据挖掘当中 比如神
经网络方法 遗传算法等等  
统计学方法 
利用统计学原理对数据进行分析 比如回归分析 相关分析 主因子分析
聚类分析 判别分析等等  
其它方法 
数据挖掘技术还会涉及到其它应用方法 比如数据可视化技术 地理信息
系统等等 这类方法的研究正在受到广泛的重视  
当然数据挖掘技术往往是多门学科 多类方法的综合应用  
 
3   关联规则 
自 R. Agrawal 等人在文献 3 中首次提出以来 在事务数据库中挖掘关联规则的
研究越来越多 一个典型的关联规则的例子就是 90 的顾客在购买面包和黄油的同时
也会购买牛奶 抽象意义是顾客在购买某些商品时也会购买另一些商品 这样的信息对
于商家来说是很重要的且很有实际意义和价值 商家了解这类信息 可以改变相应的市
场策略和促销手法去扩大营业额 关联规则的应用还有仓储规划 天气预报 农作物田
间管理 医疗疹断等等 现在 这类挖掘已从单一概念向多层次发展 且把重点放在算
法 效率 可伸缩性 并行性及增量更新上  
 
3.1   描述 
关联规则挖掘描述如下  

















是 I 中项目的集合 即 IT ⊆ 每一个事务都与唯一一个标识符TID相联 如果对于 I 中
的一个子集 X 有 TX ⊆ 我们就称事务T 包含 X 一条关联规则 Association Rule
就是一条形如 YX ⇒ 的蕴涵式 其中 IYIX ⊂⊂ , 而且 φ=∩YX 如果 D 中 %c 的
包含 X 的事务同时也包含Y 则关联规则 YX ⇒ 在 D 中以可信度 Confidence %c 成
立 如果 D 中 %s 的事务包含 YX ∪ 则关联规则 YX ⇒ 在 D 中具有支持度 Support
%s 关联规则的挖掘问题就是生成所有具有用户指定的最小支持度和最小可信度的关
联规则 关联规则的挖掘可以分解成以下两个子问题  
1 找出事务数据库 D 中所有具有用户指定的最小支持度的项目集 即频繁项目集
Frequent itemsets  
2 利用频繁项目集生成关联规则 对于每一个频繁项目集 A 找出 A的所有非空
子 集 B 如 果 confBSupportASupport min)(/)( ≥ 就 生 成 关 联 规 则
)( BAB −⇒  
这两步中第二步比较容易和直观 主要的工作还是集中在第一步上  
 
3.2   经典的Apriori算法 
到目前 R. Agrawal等在文献 3 中提出的算法 Apriori是最有影响的 目前大多
数算法都是以 Apriori 为核心的变体和扩展 Apriori 具体如下 首先遍历目标数据库一
次 记录每个项目或属性的出现次数 即计算每个项目的支持度 收集所有支持度不低
于用户最小支持度的项目构成频繁 1-项目序列集 1L 然后链接 1L 中所有的元素对形成候
选 2-项目序列集 2C 再次遍历事务数据库 计算 2C 中每个候选 2-项目序列集的支持度
收集所有支持度不低于用户最小支持度构成频繁 2-项目序列集 2L 再链接 2L 形成 3C
遍历数据库得 3L 反复执行以上过程 直到没有候选项目序列集为止 算法描述如图
1.1 所示  
其中 Apriori-gen 是以 1−k -频繁项目序列集为自变量的候选生成函数 它返回所有
频繁 k -项目序列集的超集 分拼接和修剪两步  
1  拼接 
insert into kC  
select 1.itemp , 2.itemp ,…, 1. −kitemp , 1. −kitemq  
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where 1.itemp = 1.itemq , 2.itemp = 2.itemq , … , 2. −kitemp  = 
2. −kitemq , 1. −kitemp < 1. −kitemq ; 
2  修剪 
任意 kC 中的候选 c 若存在一个不属于 1−kL 的长度为 1−k 的子序列 则从 kC 中删
去 c  
for all itemsets c kC∈  do 
for all (k-1)-subsets s of c do 
























利用 Apriori算法确定频繁项目集 再利用第二步产生规则  
 
3.3   其它算法 
基于 Apriori算法 还扩展和变体了多种其它算法 如 Park 等提出的基于 Hash 表的
DHP[34]算法 欧阳为民等的基于垂直数据分布的发现算法[21] 肖利等的基于多维标度的
Apriori Algorithm 
(1) 1L ={large 1-itemsets}; 
(2) for (k=2, φ≠−1kL , k++) do begin 
(3) kC =apriori-gen( 1−kL );  //New candidates 
(4) for all transactions t D∈  do begin 
(5) tC =subset( kC ,t);  //Candidates contained in t 
(6) for all candidates c tC∈  do 
(7) c.count++ 
(8) end; 
(9) kL ={c tC∈  | c.count ≥ minsup}; 
(10) end 

















挖掘算法[22] 对于并行算法 可以大大加快挖掘效率 充分利用几台处理器挖掘关联规
则 所以并行算法也是关联规则挖掘的一个重要研究方向 Agrawal等提出的 CD CaD






等的 Cumulate[12] Han Jia-wei等的 ML_T2L1[35]和程继华等的 ML_AR[11] AR_SET[32]  
由于关联规则主要针对的是事务数据库 对于关系数据库 属性是离散值或连续值
的情况下的关联也是研究的新课题 文献 9 13 18 19 23 30 都提出了处理此类
问题的办法 把基于事务数据库的关联规则应用到关系数据库上  
对于各种算法 维护它的鲁棒性也是十分重要的 如果什么都从头做起 将会浪费
大量时间 所以在数据库[15,17,24] 最小支持度和可信度[10,25] 项目集合[14,33]等等变化的
情况下要充分利用先前计算出的结果高效快速地维护更新规则  
 







等 决策树是一种结构简单 容易理解且分类效率高的分类器 它也是归纳学习的一支
重要分支 对于数据分类 决策树在这方面研究得比较多 这类方法以信息论为基础
对训练样本集选择重要的数据属性建立决策树  
数据分类可以应用到电子医疗疹断 事故疹断 银行信用评价等等需要分类的领域  
下面简单介绍一下 ID3[4]算法  
J. R. Quinlan 提出的 ID3 算法是基于信息熵最小化原则生成决策树 现今许多算法
都是引用 ID3 算法中的原理 在 ID3 的基础上进行扩展 使其在效率上和分类理想程度
上得以提高 然而 ID3 在现有的算法中影响还是很大的  




整棵树的平均深度较小 提高分类速度和准确率  
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离散符号集 E 中的元素 >=< ne ννν ,...,, 21 称为样本 其中 jj F∈ν nj ,...,2,1=
总的样本集共分为 k 类 每类样本数为 iP ki ,...,2,1= E 中第 i 类的概率为 E
Pi 如
果以属性 A 作为决策树的根 A 具有 v 个值 vaa ,...,1 它将 E 分为 v 个子集
},...,,{ 21 vEEE 假设 iE 中含有第 j 类样本的个数为 ijP kj ,...,2,1= vi ,...,2,1=




























选择属性 *A 使 )(AE 最小 即最小熵原理  
按以上原理 对当前结点用上述公式选择扩展属性 从根结点开始反复按上面步骤
直到叶结点停止扩展 最后生成决策树  
在各种应用中 属性一般是离散的 但也会出现连续值的情况 文献 39 提出了
如何划分连续属性的割点 文献 44 提出了多分连续属性 文献 41 42 针对既非
离散又非连续的情况提出了区间值属性构造决策树的方法  
为了使得决策树达到理想化 使分类误差减小 而且训练效率提高 许多的改进算
法被提出来了 如 C4.5[5] SLIQ[6] SPRINT [7] PUBLIC[8]和 MID3[43]等等 大多数算法
都运用了生长和剪枝两个过程 文献 40 提出了运用遗传算法去优化决策树的框架  
 
5   数据聚类 
聚类是识别一组数据对象的内在规则 从而将对象分组 构成相似对象类 以导出
数据的分布规律  
分割算法 Partitioning algorithms 是把一个含有 n 个对象的数据库分割成k 类 每
一类是以该类重心或者是离重心最近的数据对象为代表 一个数据对象跟哪个代表数据
对象距离最近就属于哪一类 分割算法一般是从一张原始数据库表开始 反复利用控制
策略优化聚类 即优化一个对象与类的代表对象之间的平均距离 文献 46 提出一个
有效的分割算法 CLARANS 用于挖掘空间数据库  
层次算法 Hierarchical algorithms 对一个数据库反复用一棵树将库分割成数据对

















献 47 48 提出了最基本的层次算法 开始认为每个数据对象自聚一类 定义两类之
间的距离为两类的最近的数据对象之间的距离 每进行一步将最近的两类合并 直至所
有数据对象聚为一类为止  
但对大型数据库 上面的算法都是效率极低的 文献 45 提出 R-树的方法 根据
R-树数据页建立样本库 然后只对样本库进行聚类 提高了效率 文献 49 引入了空
间数据结构来压缩每一个类中的信息 归纳类特征 点的个数 线性和与平方和称为 CF
结点 组织 CF 结点成为一个 CF-树 并提出算法 BIRCH 即通过建立初始 CF-树优化
并减少 CF-树的规模 直到叶结点达到理想的个数 最后引入算法将 CF-树的叶结点的































最近 出现了一种简单扫描算法 Single scan algorithm 它根据某种聚类条件把邻
近的数据对象先组成类 所以它只要扫描库一次 不同的聚类条件产生不同的类定义和
Algorithm DBSCAN(D,Eps,MinPts) 
//All objects in D are unclassified. 
For All objects o in D Do 
 If o is unclassified 
 Call function expand_cluster to construct a cluster wrt. 
 Eps and MinPts containing o. 
Function expand_cluster(o,D,Eps,MinPts): 
retrieve the Eps-neighborhood )(oNEps of o; 
If )(oNEps <MinPts  //ie. o is not a core object 
 mark o as noise and RETURN; 
Else  //ie. o is a core object 
 select a new cluster-id and mark all objects in )(oNEps  
with this current cluster-id; 
push all objects from )(oNEps \{o} onto the stack seeds; 
While not seeds.empty() Do 
 currentObject:=seeds.top(); 
 retrieve the Eps-neighborhood )( ectcurrentObjN Eps  
 of currentObject; 
 If )( ectcurrentObjNEps MinPts 
  select all objects in )( ectcurrentObjN Eps  not yet 
  classified or are marked as noise; 
  push the unclassified objects onto seeds and mark all 
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算法 例如 文献 50 提出一种基于密度理论的算法 DBSCAN 也就是假设数据对象
p 的邻域 给定邻域半径 Eps 必须包含一个最小阈值个数 MinPts的数据对象 把满
足这个条件的数据对象标记组成一类 DBSCAN 算法对任何大型数据库都十分高效 整
个算法如图 1.2 所示  
为了使 DBSCAN 减少区域查询次数 降低 I/O 开销 文献[55]基于密度提出一种以
核心对象领域中所有对象的代表对象为种子对象来扩展类的快速聚类算法 FDBSCAN  
 
6   本章总结 
本章主要是对数据挖掘技术的基本概念进行介绍 尔后分别叙述现如今主要的几个
研究分支情况 不管所使用的方法是什么 数据挖掘的目标就是从现有的数据中找到有
价值的东西 在这种情况下 可能以往的方法可以用得很好 也有可能以往的方法并不
适用于眼前的数据 这就需要提出新的方法和新的应用  





化 但是效果往往不太理想 本文应用灰关联来替代关联规则 灰关联应用的对象本来





经专家仔细分析各项指标 将其分成几类 然后再把剩下的上市公司作为测试样本 应
用建好的模型再分类 由于需要专家的介入对训练样本进行分类 而专家对上市公司分
类本身就不是一件容易的事 所以本文没有在这方面着重探讨  
数据聚类可以在连续数值型属性方面应用得很好 本文略微的讨论了一下数据聚类
的情况 以上市公司作为聚类对象 选择一些财务指标作为聚类对象的数据属性 然后
通过聚类将相似的上市公司聚为一个集合 即一个类 另外主要应用灰聚类的方法 不
是将上市公司聚为几类 而是把项 财务指标 聚为几类 说明各财务指标的相似情况
故灰聚类与一般的数据聚类的研究目标根本不一样  
针对动态分析的考虑 本文着重探讨应用灰色系统理论进行增长率挖掘和发展态势
挖掘 以此了解上市公司的发展潜力情况 以往通常是针对公司数量少 但含有历届各
期的值比较多的情况 采用统计学中的趋势分析 时间序列的办法 这样对应用几家公
司的情况还不错 但又如果公司数太多 就缺乏准确性和可比性了 对于公司数量多
但历届各期的值比较少的情况 采用同期指标对比 但如果采集数据的时间一长 就有




















1   财务报表分析概述 
财务报表分析 Financial Statement Analysis 是指在财务报表及其相关资料的基础





行的 因此 财务报表信息难免带有一定的局限性 换句话说 财务报表只能在公认会
计准则或企业会计准则所规定的框架内提供信息 此外 企业财务状况和经营绩效是在
诸多宏观和微观因素 主观和客观因素的综合作用下形成的 因此 我们有必要对财务
报表数据进行进一步的分析 评价 使它们成为对使用者进行经济决策更有用的信息
具体地说 财务报表分析的主要作用是能够通过再深入地揭露情况 反映问题 提供新
的信息 用来弥补 克服财务报表信息的局限性 包括财务报表只能反映单个企业的财
务状况和经营绩效 只能提供用货币单位定量表述的财务信息 只反映某一时期或某一
特点的状况 而且各财务报表之间的关系也是比较松散 信息含量小等  
不同的主体 由于利益倾向的不同 对财务报表进行分析时各有其侧重点 一般的
所有者 即没有控制权的投资者 比较关心企业股利的发放 他们在进行财务报表分析
时 需要了解的是企业的盈利状况和盈利能力 而拥有控制权的所有者 考虑更多的是
如何增强公司的竞争实力 降低财务风险和减少纳税支出 他们对财务报表进行分析时
需要了解的是企业的营运能力 资本结构及盈利状况等等 债权人最关心的当然是企业
的偿债能力和支付能力 企业经营者则必须对偿债能力 营运能力 盈利能力 社会贡
献能力等方面给予全面的关注 而政府各经济管理部门则主要了解企业资金使用效率
可持续发展能力 对社会贡献程度以及是否存在违法 浪费等问题  
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的财务报表的对比分析 又可分成以下两种方法  
2.1.1   结构分析法 
结构分析法 在会计上也称共同比较法 它是把财务报表的各个数据与一个基本数
据进行对比 得出各个百分比 编成共同比报表 然后 进行纵向比较分析 对于资产
负债表 各个数字除以资产总额 得出百分率 对于损益表 各个数字除以销售净额
对于现金流动表 在换算成共同比报表之前需要对有关项目进行调整  
2.1.2   比率分析法 
比率分析法主要是通过计算各项指标的相对数进行比较的一种方法 它可以包括相
关比率 结构比率和趋势比率等 但这里说的相关比率 也称为财务比率 财务比率分
析法是在同一张财务报表的不同项目与项目之间 或在两张不同财务报表之间 用比率
来反映它们的相互关系 以便评价企业的财务状况 财务状况变动和经营绩效 流动比
率 速动比率 等指标就是用到这种比率分析法 但是 比率是从某个侧面反映企业
的财务状况和经营成果 所以这是不够的 往往要选择一定的标准进行对比 或是历史
资料 或是同行业资料 或是计划 来反映差距和问题  
 
2.2   不同时期的对比分析 
这种方法针对若干年的财务报表按时间序列作分析之后 能从动态上研究其特征和
变化规律 它有四种方法  
2.2.1   比较财务报表 
比较财务报表是把毗连的几个会计年度的报表数据并列 编制比较财务报表 对各
年报表中项目逐一进行比较 查明变化原因及可能带来的影响 比较财务报表列示财务
报表各项目前后两期或两期以上的金额对比 并计算出增减变动的金额和百分比  




2.2.3   比较财务比率 
比较财务比率是把毗连的几个会计年度的财务报表计算的财务比率并列 确定增减
差异 以评价财务状况优劣的方法 它实质上是在几个年度中比率分析的比较  
2.2.4   趋势百分比分析 
趋势百分比分析 是将不同时期的报表数据换算为同一时期的百分比 在这里选择
基期的方法有两种 第一种是选好一个时期作为固定基期 定一个基数 如 100 然后
计算后面各时期数与该基期数的相对值 再把计算出的定基发展速度并列 从中发现该
项指标的变动情况 第二种是以上期为基期即移动基期 各期数分别以前一期数为基期
数 基期不固定且顺次移动 再把计算出的环比发展速度并列 从中发现该项指标的变
动情况  
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