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ABSTRACT
This thesis is a first attempt in assessing patterns related to gender in classical literature prior to the 21st century, specifically looking at the way writing styles and language
di↵er among female and male authors; e.g., sentence structuring, lexical diversity, and dictionary similarities. Further topics of analysis included gender distribution and sentiment
within the novels themselves. Seventy-eight open-source novels were used in the analysis,
with thirty-one books by female authors and forty-seven by male authors. Data from the
novels was acquired using Python, natural language processing, and the Natural Language
Toolkit (NLTK). Graphs and visuals were then created to summarize data gathered. This
information was then used to explore whether bias or patterns existed among authors in
their writing style or in their descriptions and references of gender within their novels. It
is concluded that while no distinctive pattern of bias or prejudice exists among authors,
there is a strong correlation in writing styles and vocabulary to author gender.
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Chapter 1
Introduction
In 1811, ‘A Lady’ published Sense and Sensibility. In the 1840’s Acton, Currer, and
Ellis Bell published Agnes Grey, Jane Eyre, and Wuthering Heights respectively. Twenty
years later, A. M. Barnard wrote the famous fiction novel Little Women. During the
twentieth century, P. L. Travers wrote the Mary Poppins, and J. K. Rowling published
the first Harry Potter novel in the summer of 1997. More recently, E. L. James wrote the
first of the best-selling romance Fifty Shades of Grey series in 2011. [8]
All of the names previously mentioned are ‘nom de plumes,’ or pen names, for some of
the most well known female authors in history. For instance, the ‘Lady’ who wrote Sense
and Sensibility is famous English writer Jane Austen. Acton, Currer, and Ellis Bell are
the pseudonyms of the Brontë sisters. While many people have heard of E.L. James and
J.K. Rowling, these are actually pen names of authors Erika Leonard and Joanne Rowling
- two female authors who published their novels using gender neutral names under the
suggestions of their publishers. In all previous cases, the pen names were used as a means
for these authors to ‘separate’ their genders from their novels. The question then is it
actually possible to separate gender from a text?
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1.1

Aims and Objectives

There are two main areas explored in this paper: writing style and gender sentiment.
Writing style includes text length, sentence structures, word length, vocabulary, and
lexical diversity. The second main area explored focuses on gender sentiment and the
actual content of the text. Moreover, by analyzing bi-grams (words following or preceding
a specific word), and overall sentiment of various gender pronouns, how is gender discussed
and portrayed in classical novels? Are there any di↵erences based on the gender of the
author? Finally, by analyzing the results from these two areas of study, a final question
is asked: is it possible to predict author gender of a novel by comparing characteristics of
the text based on patterns found? While this is the ultimate goal, the primary purpose of
this paper will be to determine potential traits that could potentially be used in further
studies with machine learning to answer this question.

1.2

Description of Work

To answer these questions, a collection of public domain classical novels were gathered into a text corpus. Data was analyzed for each text using Python, the interpreted,
high-level programming language. Data requiring natural language processing was handled using the Natural Language Toolkit (NLTK), a ’suite of libraries and programs for
symbolic and statistical natural language processing’ [3]. Statistical calculations used
throughout the paper, such as means and standard deviations, were calculated using Microsoft Excel, Google Sheets, and Calculator.net. Graphs were created using Matplotlib
and Google Sheets.

3

Chapter 2
Text Corpus
2.1

Choosing Texts

Before looking into writing style and gender sentiment, the text corpus will be discussed further. Two sources were used to obtain the public domain eBooks analyzed
throughout the paper: loyalbooks.com and gutenberg.org. After researching and compiling a list of classical books, these sites were used to search for the books. As many
classical books have copyright and publication restrictions, several of the books were initially ruled out. An additional difficulty existed in finding an adequate number of female
authors’ novels to use since there were not as many published female authors as men in
previous centuries.

2.2

Book List & Data

In Figures 2.1 and 2.2, the tables list all novels analyzed in this thesis. The six
columns are as follows: Book Title, Author Name, Gender, Age, Year, and Country. The
‘Age’ column states the author’s age at the time of initial publication. The ‘Year’ column
states the year the work was initially published. The ‘Country’ column states the primary
nationality of the author. The final list of novels analyzed consists of seventy-eight texts,
with thirty-one female author works and forty-seven male author works. From this list,

4

there are twenty-one distinct female authors and forty-three distinct male authors. Books
are listed alphabetically by author last name.
Figure 2.1: Books & Author Information Tables 1/2

5

Figure 2.2: Books & Author Information Tables 2/2

6

2.3

Collection of Authors

In Figure 2.3, the various age ranges of the authors are shown. The female authors
collection has a mean age of 40.87 with a standard deviation of 9.86 years. The male
authors collection has a mean age of 43.40 with a standard deviation of 10.85 years. The
average age of the total collection of authors is 42.40 with a standard deviation of 10.54
years.
Figure 2.3: Authors Age Range

Figure 2.4: Years Published
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Figure 2.4 displays the distribution of texts based on the original year published.
The mean year published within the collection is 1864 with a standard deviation of 60.69
years. This mean resulted from the exclusion of two outlier texts: Sun Tzu’s The Art of
War and Homer’s The Odyssey. As shown in Figure 2.5, a majority of the texts were
originally written in English, with 70.5% of texts coming from either England, the United
States, or Canada. The remaining 29.5% are translated works.
Figure 2.5: Author Country Distribution

2.4

Conclusion

The information previously shown is meant to clarify the sample population in consideration throughout this paper. Based on Figures 2.3, 2.4, and 2.5, the text corpus that
will be analyzed in this paper will consist primarily of works written by English-speaking
authors from ages twenty-five to fifty during the 1800’s through the early 1900’s. Of
these works, 60% were written by male authors and 40% were written by female authors.
Seventy-eight texts were chosen to create a substantial text-corpus for analysis, but due
to the limited number of public domain texts written by female authors, the text corpus
contains slightly more male written texts. This information should be considered during
the discussion of writing style and gender sentiment within the following chapters.
8

Chapter 3
Writing Styles
As stated in Chapter 1, the first area that will be explored is author writing style, or
the attributes that contribute to it; e.g., structure and vocabulary. These ideas will be
explored in the pursuit of answering the question asked in Section 1.1: is it possible to
predict author gender of a novel by comparing characteristics of the text with patterns
found? Structure will be analyzed through the scope of text, sentence, and word length.
To explore vocabulary, lexical diversity and dictionaries will be addressed to see if patterns
exist in the words used by male versus female authors.

3.1

Text Length

The mean text length within the female collection of novels was 637,753.42 words,
with a standard deviation of 304,481.71 words. The mean text length within the male
collection of novels was 625,210.81 words, with a standard deviation of 670,650.83 words.
Analyzing the text length further shows that less than 35% of the male text corpus
contained more than 500,000 words. Diversely, approximately 55% of the female text
corpus contained more than 500,000 words. In Figure 3.1, by comparing the texts within
di↵erent length ranges, it is shown that the male authors tend to either write very short
novels or very lengthy ones. Additionally, the text length also appears to be an associative
trait of an individual author. For example, two of the longest texts in the text corpus

9

belong to Alexandre Dumas: The Three Musketeers with 1,313,640 words and The Count
of Monte Cristo with 2,643,851 words.
Figure 3.1: Text Length Comparison

Since Victor Hugo’s Les Misèrables was the longest text in the male text corpus, two
additional texts by Hugo were retrieved and analyzed from the Project Gutenberg website
to explore this hypothesis: Notre-Dame de Paris and Toilers of the Sea. Similarly to Les
Misèrables, both Notre-Dame de Paris and Toilers of the Sea had high text lengths which
placed them both in the top 25% of male texts (849,904 words and 1,096,982 respectively).
This pattern also applied to female author Lucy Maud Montgomery and her works Anne
of Green Gables, Anne’s House of Dreams, Anne of the Island, and The Golden Road .
The four text lengths can be seen in the figure below.
Figure 3.2: Lucy Maud Montgomery Works & Text Lengths

As seen in Figure 3.2, Montgomery’s works were all close in length, and had a standard deviation of 58,453.40 words compared to the text corpus standard deviation of
10

304,481.71 words. In conclusion, based on the figures previously shown, females tended
to write longer works than their male counterpart. Additionally, female authors had a
more definitive range for text length, while male authors text length had greater variance.
However, these observations, along with text length as an author trait, require further
research with a larger text corpus to confirm these writing style trends.

3.2

Sentence Length

In order to look at author writing styles further, sentence structure will also be studied. As shown in Figure 3.3, the sentence length, or the number of words and punctuation
symbols in a sentence, follows a similar trend to text length. After condensing the ranges
from Figures 3.1 and 3.3, an overlay of the two trends can be seen in Figure 3.4.
Figure 3.3: Average Trend in Sentence Length
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Figure 3.4: Comparison of Text and Sentence Length

Figure 3.4 gives a more condensed view of the typical structure for female versus
male novels. This is to say, that female novels tend to be closer in similarity as far as
sentence and text length are concerned, while male novels and sentences tend to be either
much shorter or much longer in length. This is shown in the way that the blue and yellow
female lines in Figure 3.4 have a delayed initial peak and decreases faster than the red
and green male lines.

3.3

Word Length

While the text corpus’s texts and sentences had resembling patterns in lengths, the
individual words within each sentence held no such pattern. Figure 3.5 shows the distribution for the average word length for each text. The average word length, or number of
characters per word plus one space, was more or less the same for both female and male
authors, with the majority of words being either 3 or 4 characters without spaces. Figure
3.6 supports this and shows a normal distribution for the number of occurrences for each
word length. This figure was created by tracking the number of times (the count) a word
was a specific length (shown on the x-axis). The collection of words used was all words,
12

including duplicates, from the male novels and female novels. The higher word length
occurrences for the male authors shown in Figure 3.6 is due to the slightly larger number
in the male collection texts versus the female texts.
Figure 3.5: Average Trend in Word Length

Figure 3.6: Number of Occurrences for each Word Length

To summarize the results on word length’s role in an author’s writing style, there
appears to be no correlation between gender and the length of words used unlike what was
13

seen with text and sentence length. This is to say, it can be inferred that word length is
an attribute of the English language rather than an author specific characteristic. Further
discussions of the English language and vocabulary will be continued in the next section
on vocabulary and lexical diversity.

3.4

Vocabulary & Lexical Diversity

The final topics to be discussed on author writing style is the vocabulary of the text
corpus. By vocabulary, lexical diversity, and dictionary similarities will be considered.
Lexical diversity, or “the range of di↵erent words used in a text, with a greater range
indicating a higher diversity,” will be measured and analyzed in a similar manner to
sentence and text length, so that it can be determined if similar patterns exist with word
choice.Figure 3.7 shows the lexical diversity distribution for the text corpus, and it can be
noted that the pattern is similar to the patterns found in Figure 3.4 for text and sentence
length. Further comparisons of the three attributes will be addressed at the conclusion of
the chapter.

3.4.1

Lexical Diversity

As stated previously, lexical diversity “is a measure of how many di↵erent words
that are used in a text” with a higher value representing a greater diversity. [13] Lexical
diversity was measured for each text and then graphed in Figure 3.7 according to lexical
diversity range. The higher on the count-axis, the more authors fell into this range. The
further along the x-axis, the greater the lexical diversity of a text. The average lexical
diversity for female authors was 16.71 with a standard deviation of 4.78. The average
lexical diversity for male authors was 14.57 with a standard deviation of 8.21.

14

Figure 3.7: Trend in Lexical Diversity

As shown in the figure and based on the calculated standard deviations, male authors
tended to have either very low or very high lexical diversity ranges. Whereas, female authors tended to have similar lexical diversities between the range of 11 and 22. These
patterns are complementary to the patterns found with text and sentence length, suggesting that lexical diversity is not so much a factor of gender but rather an author specific
trait. This concept will be explored further at the end of the chapter.

3.5

Dictionary Similarities Using TF-IDF

To continue our discussion on writing styles and vocabulary, text corpus dictionaries
and similarities will be considered. In this section, when discussing a ’dictionary’, it is
understood as the collection of words from a specific novel. The goal of this section will be
to determine how similar texts’ dictionaries are relative to the other texts’ dictionaries.
The Term Frequency-Inverse Document Frequency (TF-IDF) Method will be used to
determine these similarities.

15

3.5.1

The TF-IDF Method

Before looking at the similarities of the dictionaries, the TF-IDF Method will be
further explained. As clarified by Bartosz Gralewicz, the TF-IDF method is defined as
an “information retrieval technique that weighs a terms frequency (TF) and its inverse
document frequency (IDF). Each word or term has its respective TF and IDF score.” The
product of the two scores of a term is referred to as the TF*IDF weight for that specific
term. [11] Gralewicz continues by describing the exact formula used:

Wt,d = T Ft,d ⇤ log(N/DFt)
t is the term
d is the document
W is the weight of a term in a document
TF is the number of occurrences of t in document d
DF is the number of documents containing the term t.
N is the total number of documents in the corpus [11]
3.5.2

Calculating TF-IDF Similarity

TF-IDF is a quantitative method of measuring similarity between texts. It is a
vectorization method that transform[s] the documents into a vector of numbers. It is
important to note that this method does not di↵erentiate between homonyms, so for
example, the color ‘brown’ and the last name ‘brown’ would be classified as the same.
Before calculating these vectors, the texts were pre-processed to remove stop words or
commonly used words that could dilute the quality of the measurements; e.g., ‘the’, ‘a’,
or ‘in’. After the texts have been scanned and pre-processed, each text is characterized
as a vector.
To do this, a word set is created between both text documents. The TF-IDF method
is applied in two parts: the TF, or document specific, method and the IDF, or collection
specific, method. The TF method scores each word based on how frequently is appears
16

in the document. “If a word appears frequently in a document, it is important, it gets a
high score.” The IF method scores the number of times a term occurs across the entire
collection; moreover, if a term occurs frequently across the documents, it gets a lower
score. After the TF and IDF scores for a word have been calculated, the two scores are
multiplied together to get the TF-IDF score. Finally, the collection of the TF-IDF scores
for each text will be used to find the similarity of the two documents by calculating the
dot product of the two vector lists.

3.5.3

Creating the Dictionary Similarity Heat Maps

Using heat-maps from the Matplotlib Library, the similarities were then graphed.
(See Figures 3.8, 3.10, and 3.11). These figures show the similarity percentages for each
text compared to all other texts from the corpus. Due to spatial limits, the x-axis labels
of the heat-maps were not included, but follows the same order as the y-axis. A reference
table is also shown directly following each figure, where x-labels were not included. A
dictionary similarity of ‘1.0’ translates to a 100% similarity in text and is depicted by
the pure yellow squares. These will be discernible in the yellow diagonal lines shown in
the heat-maps, which shows the comparison of each text to itself. A ‘low’ similarity is
represented by the dark blue colors in the graphs. All texts had a similarity greater than
40% or .4, so the similarity scales do not include lower values.

17

Figure 3.8: Dictionary Similarity Heat-Map

Figure 3.9: Figure 3.8 Key

18

Figure 3.10: Women Authors: Dictionary Similarity Heat-Map

19

Figure 3.11: Men Authors: Dictionary Similarity Heat-Map

Figure 3.12: Figure 3.11 Key

Reviewing the three heat-maps above, it is shown that most texts have a similarity
of seventy five to ninety five percent. Around fifteen of the texts are identifiably distinct
from the rest of the corpus, shown in the blue tinted rows in Figure 3.8. Comparing
20

Figures 3.10 and 3.11, it is shown that the female authors had a higher average similarity
percentage between texts while the male text similarities varied more frequently. These
findings support the previous patterns found among author writing style in that, female
works tend to maintain a more consistent style while male author writing style fluctuated
and had inconsistent styling.

3.6

Conclusion

To conclude the discussion on author writing style, text length, sentence length, and
lexical diversity will be discussed further. As previously shown in Sections 3.1, 3.2, and
3.4, female authors had smaller standard deviations in their respective writing style traits,
while male authors had a significantly greater variation in writing style. These findings
are encapsulated in Figures 3.13 and 3.14 (see next page). Ranges from previous graphs
were compressed to show the comparison in trends for the various traits. Figure 3.13
shows how, despite fluctuation, the female traits were primarily within the same range.
However, in Figure 3.14 the trends in text length, sentence length, and lexical diversity are practically identical in trend. Furthermore, it suggests a pattern in male author
writing style: there is a tendency either to write very concise novels and sentences with
a low lexical diversity or to write very lengthy novels and sentences with a high lexical
diversity. While not included in the following figures, this tendency was also supported
by the dictionary similarity heat-maps provided in Section 3.5. These trends were not
substantiated when analyzing author word length; moreover, word length appears instead
to be a factor of the English language and works translated to English.
While these findings are promising, it is important to note that there were more male
texts within the corpus than female texts. This was due to the limited inventory of public
domain female novels. To more accurately confirm these hypotheses on author gender
writing styles, an additional study would need to be completed with a substantially larger
corpus that contained an even distribution of male and female authors.

21

Figure 3.13: Female Author Trend in Text Length, Sentence Length, & Lexical Diversity

Figure 3.14: Male Author Trend in Text Length, Sentence Length, & Lexical Diversity
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Chapter 4
Gender Sentiment
In Chapter 3, various aspects of an author’s writing style were analyzed. In this
chapter, rather than look at objective traits like structure, text length, and lexical diversity, the actual content of the novels will be analyzed. That is, this chapter will focus
on the connotations of gender and the overall impression of each novel as it relates to
gender. Furthermore, the primary questions within this chapter are as follows: How often
is gender referenced in novels? Is there a divergence in how often males and females are
referenced? What words are used to describe gender? What is the overall attitude or
feeling of the text?
These questions will be answered primarily through bi-gram and sentiment analysis.
Bi-grams are “a pair of consecutive written units such as letters, syllables, or words,”
[9]. To analyze the gender sentiment within the text, the bi-grams, or words immediately
in front and immediately after specific gender pronouns, will be gathered. The most
commonly occurring bi-grams for each gender pronoun will be then displayed using word
clouds. Word clouds are a method of visually displaying data, with the more frequently
occurring words represented through larger font sizes. Sentiment analysis will also be used
to determine the overall connotations of the collection of bi-grams. Sentiment analysis
“is the process of determining whether a piece of writing is positive, negative or neutral.”
This type of analysis will also be used to analyze the overarching sentiment or attitude
of each text [1].
23

4.1

Text Sentiment

Before discussing bi-grams, the overall sentiment of the novels will be analyzed using
the NRC VAD Lexicon, commonly referenced as the VAD Lexicon. This is a 20,000+
word lexicon developed by the National Research Council of Canada. Three scales exist
in the VAD lexicon: valence, arousal, and dominance. Saif M. Mohammad from the NRC
defines these scales or dimensions as follows:
Valence: the positive–negative or pleasure–displeasure dimension
Arousal: the excited–calm or active–passive dimension
Dominance: the powerful–weak or ’have full control’–’have no control’
dimension [17]
Within the VAD lexicon, each of the 20,000+ words has three scores, one for each
dimension. The scale for each score is from 0.000 to 1.000, with the higher the score,
the more positive/pleasurable, excited/active, or powerful/having full control the word is
depending on which score you’re looking at. This idea is explained further in Figure 4.1
which shows the highest and lowest scores for each dimension/scale in the lexicon.
Figure 4.1: Entries with the Highest and Lowest Scores in the VAD Lexicon*

*Table redrawn from http://saifmohammad.com/WebPages/nrc-vad.html [17]
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To calculate the ‘sentiment’ for a novel, every word from a text is searched for in
the lexicon listing. If the word exists, the three scores for that word are added to their
respective lists. Duplicate words are included each time. After the entire book is scanned,
each dimension list is summed and divided by the number of terms within their lists.
These final results represent the sentiment scores for a novel across the valence, arousal,
and dominance scales. Figure 4.2 shows the average sentiment score for each dimension,
divided by author gender.
Figure 4.2: Average Sentiment of Text Corpus

As shown in Figure 4.2, there is little di↵erence in average sentiment across the three
dimensions. The standard deviations for all six bars/columns were inconsequential with
all standard deviations being in a range of 0.011 and 0.028. While there appears to
be little fluctuation in overall text sentiment scores, the next section will determine the
sentiment of the bi-grams for each text as it relates to gender.
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4.2

Gender Bi-gram Word Clouds

Four specific areas will be analyzed using bi-grams and word clouds: ‘girl’, ‘boy’,
‘woman’, and ‘man’. The plural forms of these four words (‘girls’, ‘boys’, ‘women’, and
‘men’) will be considered identical within this section’s analysis of gender. To create
the bi-grams for the word clouds, all documents were ‘scanned’ for the words directly
prior and directly following each one of the four words being analyzed. Again, this included their plural forms. It is important to note that the commonly occurring words
found that appeared for all four areas studied were excluded from the word-clouds figures: ‘little’, ‘poor’, ‘good’, ‘dear’, ‘every’, and ‘young’. The collection of bi-grams for
each word from the entire text corpus was then processed using a word cloud generator
from www.wordclouds.com/.
The first comparison to be analyzed is between the girl and boy bi-grams and word
clouds, as shown below in Figures 4.3 and 4.4. Applying the VAD lexicon to the two lists
from the word clouds results in the following sentiment scores:
Corpus VAD Scores: Valence: 0.5927, Arousal: 0.4311, Dominance: 0.5159
Girl VAD Scores: Valence: 0.5785, Arousal: 0.3671, Dominance: 0.4022
Boy VAD Scores: Valence: 0.5711, Arousal: 0.3952, Dominance: 0.4389
Taking into consideration the standard deviations, the Valence scores for the two are
nearly identical, with a di↵erence of 0.0074. Comparing these scores to the Corpus VAD
Score (CVAD) for valence, the Boy VAD Score (BVAD) lies more than one standard
deviation outside of the corpus score with the Girl VAD Score (GVAD) slightly inside
one standard deviation. This suggests that boys are described more negatively, or less
pleasurable, on average in texts. Looking at arousal scores, the GVAD lies 4.6 standard
deviations below the average CVAD for arousal; whereas, the BVAD is 2.6 standard
deviations below. These results imply that both girls and boys are depicted as calm or
passive considerably more frequently than other things in the text, with girls also far more
likely. A similar pattern was found with the dominance scores; that is, the GVAD was 4.7
standard deviations below the CVAD, and the BVAD was 3.2 standard deviations below.
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Similar to the Arousal results, this meant that on average, boys and girls were described
more often as weak and having little control. These ideas are supported by the listings
of the highest bi-gram occurrences and the word cloud results shown in Figure 4.3 and
Figure 4.4.
Girl Top Listings: 577 - little, 386 - young, 116 - poor, 61 - good
Boy Top Listings: 176 - dear, 166 - little, 50 - poor, 35 - good
Figure 4.3: Girl Word Cloud*

*The following words were excluded from the word-clouds figures: ‘little’, ‘poor’, ‘good’,
‘dear’, ‘every’, and ‘young’ because they occurred in all four clouds. Text color is insignificant.
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Figure 4.4: Boy Word Cloud*

*The following words were excluded from the word-clouds figures: ‘little’, ‘poor’, ‘good’,
‘dear’, ‘every’, and ‘young’ because they occurred in all four clouds. Text color is insignificant.
Now that ’boy’ and ’girl’ bi-grams have been looked at, ’woman’ and ’man’ will be
analyzed. Applying the VAD lexicon to the two lists from the word clouds results in the
following sentiment scores:
Corpus VAD Scores:Valence: 0.5927, Arousal: 0.4311, Dominance: 0.5159
Woman VAD Scores:Valence: 0.5761, Arousal: 0.4303, Dominance: 0.4563
Man VAD Scores:Valence: 0.5936, Arousal: 0.4268, Dominance: 0.4700
The scores shown above have a similar pattern to the BVAD and GVAD scores, but
to a lesser degree. The Man VAD Score (MVAD) is within one standard deviation of the
CVAD. Furthermore, the valence score for ’Man’ is actually higher than the CVAD, sug28

gesting that males are described in a more positive and pleasurable way within texts. The
Woman VAD Score (WVAD) is one standard deviation below the CVAD, implying that
women are depicted in a displeasurable or negative manner relative to men. The arousal
scores for both WVAD and MVAD were also within one standard deviation of the CVAD
arousal score, meaning they are referenced with the same degree of activism/passivism.
The WVAD for the dominance deviation is 2.5 standard deviations below the CVAD while
the MVAD is 1.9 standard deviations below.
Woman Top Listings: 391 - young, 357 - old, 85 - poor, 83 - good
Man Top Listings: 2167 - young, 1060 - old, 192 - little, 156 - good
Figure 4.5: Woman Word Cloud*

*The following words were excluded from the word-clouds figures: ‘little’, ‘poor’, ‘good’,
‘dear’, ‘every’, and ‘young’ because they occurred in all four clouds. Text color is insignificant.
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Figure 4.6: Man Word Cloud*

*The following words were excluded from the word-clouds figures: ‘little’, ‘poor’, ‘good’,
‘dear’, ‘every’, and ‘young’ because they occurred in all four clouds. Text color is insignificant.

4.3

Conclusion

Analyzing the overall sentiment of texts along with the gender bi-grams showed a
few interesting patterns. First, there appears to be little deviation in gender reference on
the valence scale. That is, there is no significance in how positive or negative people are
referenced. However, on the arousal scale, there is a distinct di↵erence in how children
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are described versus adults. This is most prevalent in the case of the girl bi-grams which
has 4.6 standard deviations below the corpus average. Because of this, it can be stated
that young girls, more often than males or older women, will be described in a calmer and
more passive manner. This is also the case for young boys but to a lesser degree. On the
dominance scale, females has a sentiment score lower than males. This was especially true
for the girl bi-grams, which had a score 4.7 standard deviations lower than the average.
These results are graphed below in Figure 4.7.
Figure 4.7: Overall Sentiment Average v. Bi-grams Sentiment

Figure 4.7 also shows a general pattern about the texts; i.e., the texts tend to use
words that are higher on the valence/pleasure scale than on the arousal or dominance
scale. To see if this idea holds, further studies would need to be done across multiple
genres and with an expanded text corpus.
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Chapter 5
Conclusion
This paper was divided into two main sections: author writing style and gender
sentiment. Analyzing author writing style, specifically in the context of gender, was an
attempt to determine if there are certain patterns emerged based on author gender. If
so, future studies could use these patterns to try see if it is possible to predict gender
through gender specific writing traits. To do this, corpus text length, sentence length,
and word length were considered, in addition to verbiage, lexical diversity, and dictionary
similarities.
Chapter 4 focused on the second area of study, gender sentiment, with the goal of
illustrating that certain stereotypes exist when gender is referenced. To do this, sentiment
analysis was applied to the texts and gender bi-grams using the NRC VAD Lexicon.
This lexicon consisted of three scales or dimensions on which gender sentiment could be
measured; i.e., valence, arousal, and dominance. Results from the bi-grams were also
displayed in word clouds to show greater emphasis on words used frequently to describe
gender.

5.1

Results

Looking at text length and sentence length, it was shown that female authors wrote
their texts and sentences in a more contained range. However, it was shown that male
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authors’ writing style varied in that they wrote either very long or very short works
and sentences. This pattern was continued when looking at the lexical diversity of each
text. Men had a greater range of vocabulary used, while most female authors had similar
vocabulary dictionaries and lexical diversities. These results were summarized in Figure
3.4 and in the dictionary similarity heat-maps. No significant findings were found when
looking at word length.
Using the NRC VAD Lexicon, showed that while both genders had fairly even valence,
arousal, and dominance score averages, when looking at gender bi-grams, there was a drop
in sentiment scores. Particularly in the case of girl and boy bi-grams, the lexicon scores
were many standard deviations below the average, meaning they were described more
often as calm, passive, and weak. Similar results were found for man and woman bigrams, but the scores were not as variant as the girl and boy scores. This might suggest
that age is a significant factor when discussing sentiment.

5.2

Further Areas of Study

Areas studied in this paper show promising results. However, due to the limited
number of public domain classical texts and time constraints, a large text corpus was not
feasible for this study. Further studies should be completed to confirm theories previously
discussed, but with a substantially larger body of works to test with a greater assortment
of authors from di↵erent countries and time periods.
While the heat maps in Chapter 3 showed similarity between individual text dictionaries, something that could be explored further is the ‘nearest neighbor’ method within
the text corpus. That is, can natural language processing be used to cluster texts based on
their most similar dictionaries? If so, these ‘nearest neighbors’ could be mapped visually
with least similar dictionaries being farthest apart. Moreover, the closer two texts are to
each other, the closer they appear on the map.
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5.3

Conclusion

In conclusion, many patterns were found with writing style and gender sentiment.
These included text and sentence length, lexical diversities, and gender sentiment. In order
to determine if these patterns could be a predictor of author gender, expanded studies
with a larger text corpus would be necessary to determine if the patterns found were
characteristic of gender rather than traits specific to individual authors. Confirmation of
patterns found would provide an analytical structure that could be built upon in future
studies on gender prediction.
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