This paper deals with clustering of speakers' short segments, in a scenario where additional segments continue to arrive and should be constantly clustered together with previous segments that were already clustered. In realistic applications, it is not possible to cluster all segments every time a new segment arrives. Hence, incremental clustering is applied in an on-line mode. New segments can either belong to existing speakers, therefore, have to be assigned to one of the existing clusters, or they could belong to new speakers and thus new clusters should be formed. In this work we show that if there are enough segments per speaker in the off-line initial clustering process, it constitutes a good starting point for the incremental on-line clustering. In this case, incremental online clustering can be successfully applied based on the previously proposed mean-shift clustering algorithm with PLDA score as a similarity measure and with k-nearest neighbors (kNN) neighborhood selection.
Introduction
Speaker clustering is an unsupervised task of identifying which segments from a set of speech segments belong to the same speaker. It can be an inherent part in speaker diarization task [1] , or it can be also a stand alone problem [2] . In this work the segments are well defined by a push to talk (PTT) button. A realistic scenario is, for example, correspondence that may arrive from several communication devices, each transmitting their part using PTT mechanism. The on going transmission can arrive from different places and sometimes via different channels. In the most general case, a person might switch their transmition device, or it could happen that the same device can be used by more than one person. Hence, the importance of clustering the segments soley based on the speakers' voices is clear, as other means of tracking a speaker do not necessarily provide accurate and reliable information. The segments we are dealing with are usually short, starting with less than 1sec and up to several seconds. This scenario is similar to the works in [3] that clustered the segments for diarization purpose only that the segments' lengths are defined by a voice activity detection (VAD) instead of the PTT mechanism. In our case, after an initial period of data collection, all the segments need to be clustered. However, since data continue to arrive, every new segment should also be assigned either to an existing cluster (that should represent a single speaker), or assigned to a new speaker and create a new cluster. One possibility is to cluster all data each time a new segment arrives, or once a certain number of new segments is accumulated. However, this approach proves to be time consuming, as we are dealing with several dozens of speakers with thousands of segments. We suggest a different approach and apply on-line incremental clustering, meaning we do not cluster all data again and again. It is important to differentiate between our scenario and diarization problems where we work on the whole conversation at a single process and do not spread over time, as we do in the clustering case. In addition, the conversation is taken as a single recording and not separated into segments, i.e. in diarization problems we have to apply a speaker change detection algorithm. The number of speakers is also quite different -in diarization problems we are usually limited to a few speakers in telephony conversations (e.g. 2 or 3), up to about 12 for meetings or up to about 25 for TV shows while in the our clustering scenario it can go up to 60 and even more. Another important distinction is that in diarization tasks the number of participants in many cases may be known in advance, for example in two sided telephony conversations or in professional meetings, while in our clustering scenario the number od speaker is never known in advance, and keeps changing over time as new speakers may be added to the system. Such clustering application can be relevant in taxi station which collect all the speech traffic of all the taxi drivers or homeland security challenges.
Different diarization approaches employ a clustering step as in the mean-shift based [3] , variational Bayesian expectation maximization Gaussian Mixture model (VBEM-GMM) [4] and a very common Bayesian information criterion (BIC) [5] . However, the last two are based on having all the segments available for a single clustering operation, while using mean-shift allows us to add new segments in a natural way with only some degradation in performance.
There are several works that focus on speaker diarization that address or are relevant to on-line diarization. In [6] and [7] we assumed diarization of two speakers in telephone conversation; In [8] [9] [10] the number of speakers is not required in advance. All the methods that do not require knowing the number of speakers in advance, can also be applied to the described clustering problem. However, as we have shown in the past, [2, 11, 12] , meanshift based algorithm with PLDA as a similarity measure performs well for the off-line task, so we decided to continue with this approach and show an easy way to extend it to the described problem of incremental on-line clustering. That way we can explore the limitations of the mean-shift clustering under the new conditions, and compare the on-line incremental clustering performance with the off-line performance.
In this work we investigate such a clustering task where some data was already clustered and new data continues to arrive and needs to be clustered. The new segments may arrive from two "classes": whether a new segment belongs to one of the existing speakers and has to be assigned to the correct speaker cluster; or it is a new speaker's segment and hence a new cluster has to be created. We will show, empirically, that for the task of short speech segments where clustering is based on the mean-shift algorithm, it is possible to perform incremental on-line clustering of the new segments with reasonable degradation in clustering performance, in comparison with the off-line system.
In [2, 11, 12] , we presented a short segments clustering method, based on the mean-shift clustering algorithm with probabilistic linear discriminant analysis (PLDA). It was tested on segments with average duration of 2.5 seconds, and the number of speakers varied between 3 to 60. It was also shown that PLDA outperforms cosine distance as the similarity measure of the mean-shift algorithm. In addition, we showed that using adaptive bandwidth based on k-nearest neighbors (kNN) outperforms the traditional fixed bandwidth approach for neighbors selections, when calculating the new mean. In the current work, we use this off-line clustering system as the baseline for incremental on-line clustering.
The paper is organized as follows: Section 2 presents the standard mean-shift algorithm and its modifications; In section 3 the incremental clustering algorithm is presented; Experiments and results are described in Section 4 and the conclusions are presented in Section 5.
Mean-shift clustering algorithm
The mean shift Algorithm is a non-parametric iterative algorithm. It estimates the probability density function (pdf ) of a random variable [13] . The algorithm is inspired by the Parzen window approach to non-parametric density estimation. The algorithm does not require any prior knowledge regarding the number of clusters, and has no assumptions regarding the shape of the clusters. The dense regions in the feature space correspond to local maxima or to the density function modes. As such, for each data point, in order to reach the local maximum of the pdf, we perform gradient ascent on the estimated local density, until convergence is reached. Each stationary point represents a mode of the density function. Data points that are associated with the same stationary point are assigned to the same cluster.
Standard mean shift algorithm
The gradient of the density function f (φ) is required in order to find the above mentioned modes. Following the mathematical formulation in [3, 13, 14] , the mean shift vector m h (φ) expression is derived according to eq. 1.
where φ is the current position of the vector of dimension d. When applying this algorithm to i-vectors' clustering, an i-vector φ is selected out of the pool of J i-vectors at the mean-shift algorithm first iteration (the total number of vectors to be clustered). h is the bandwidth and g (φ) is the kernel. The mean shift vector m h (φ) is the difference of the current position (for instance vector φ) and the next position presented by the weighed sample mean vector of the neighborhood. The weights in the mean-shift vector formula are given, for simplicity, by the binary outputs (i.e. 0 or 1) of the flat kernel g (φ, φ i , h), as in eq. 2.
i.e. g (φ, φ i , h) selects a subset S h (φ) of n φ i-vectors in which the Euclidean pairwise distances with φ are less or equal to the threshold (bandwidth) h:
Then eq. 1 can be rewritten as following:
where #S h (φ) is the cardinality of S h (φ).
The iterative process of calculating the sample mean followed by data shifting, converges to a mode of the data distribution, as presented at the Algorithm 1.
Modified mean shift algorithm
Several modifications were done in order to make the standard mean-shift algorithm more appropriate for
Algorithm 1 Mean-shift clustering algorithm

Require:
A set of vectors,
Calculate m h φ j , the shift of the vectorφ j , using eq. 4.
such that the distance between 2 shifted vectors will be less then T h. Return: Cluster index of each vector.
speaker clustering. It is well known that using Euclidean distance as the similarity measure for speech analysis is not optimal. In [3] the authors apply the cosine distance, instead of the Euclidean one, and show that this improved the clustering performance significantly. The same distance measure was also applied for speaker diarization applications, where they performed mean-shift based clustering after removal of non-speech segments. Sapiro et. al. [15] used non flat weights for the shift calculation with cosine distance. In [12] a PLDA similarity was compared with the cosine distance and showed at the beginning some degradation in performances. However, following the work of [16] , when the PLDA was trained over short segments while the TV matrix was still trained using long segments, the PLDA-based mean-shift clustering outperformed the cosine distance-based mean-shift clustering. In light of these results, the changes that we applied to the original mean-shift are as follows:
1. A principal component analysis (PCA) is used to reduce the dimensionality of the i-vector from d to q < d (matrix T).
2. Whitening (matrix C) and length normalizations were applied to the low rank i-vectors to have their norm equal to 1. It was shown in [12] that the shift calculation over normalized i-vectors is more stable than when using un-normalized i-vectors.
3. We replaced the Euclidean distance by the probabilistic linear discriminant analysis (PLDA) score [17] . In this case we chose the i-vectors that have the highest PLDA-score in regard to the i-vector for which we calculate the shift, s (ϕ, ϕ i ).
4. Instead of using a constant threshold h for selection of neighbors for calculating the mean-shift, we used the k-nearest neighbors (kNN) approach to choose the i-vectors for the mean-shift calculation. The only exception was we did not use ivectors that yielded a negative score. In this case, it is assumed that even if the i-vector is in the k highest scores, it is very far and does not belong to the same speaker. The shift was calculated on the i-vectors before the dimensionality reduction. We denote the set of the closest vectors that are used for the shift calculation as S k (φ).
According to the above modifications, the low dimensional i-vectors are as in eq. 5 and the shift calculation is as in eq. 6.
and the modified mean shift algorithm is presented at Algorithm 2.
Algorithm 2 Modified mean-shift clustering algorithm
Require:
A number of neighbors k k ∈ N A cluster merging threshold T h T h ∈ R + for j := 1 to J step 1 do Setφ j = φ j . repeat Calculateφ j according to eq. 5. Find k i-vectors with the highest score withφ j .
Find S k φ j .
Calculate m h φ j , the shift of the vectorφ j , using eq. 6.
such that the distance between 2 shifted vectors will be less than T h. Return: Cluster index of each vector.
The off-line clustering algorithm
After we explained the modified mean-shift algorithm, it is possible to describe the speaker clustering algorithm we used for the off-line part.
Before performing clustering, we train in advance the universal background model (UBM) and the total variability (TV) matrix for i-vectors extraction. Then, we train the PCA matrix T, and the whitening transformation matrix C. The low rank i-vectors calculated according to eq. 5. Then the PLDA is trained on short segments, the same as in [11, 12, 16] .
Using the low dimension normalized i-vectors {ϕ}, we then train the PLDA model parameters, i.e. the within covariance matrix W −1 , the between covariance matrix B −1 and the i-vectors expectation vector µ. Then, given a set of speech segments, we cluster them according to the following steps in Algorithm 3.
Algorithm 3 Off-line clustering algorithm
A set of speech segments {Seg j } J j=1
A number of neighbors k k ∈ N A cluster merging threshold T h T h ∈ R + 1. for each speech segment Seg j extract an i-vector φ j using UBM and T V . 2. Using T and C perform dimensionality reduction and spherical normalization according to eq. 5 to have the low rank i-vectors Φ = {ϕ j } J j=1 . 3. Apply the modified mean-shift as described in Algorithm 2.
Return: Cluster index for each speech segment.
Incremental on-line speaker clustering
When applying incremental clustering, the major change is the on-line mode. New speech segments arrive after clustering has already been performed over a set of other speech segments. After performing clustering (either offline or incrementally), when a new segment arrives, it needs to be clustered. There are two options: the first is to add this segment to an existing cluster; The second option is to create a new cluster representing a new speaker. The decision is always based on the shifted i-vectors. The suggested procedure follows the logic of sequential kmeans [18] , where the means' update is done incrementally, when each new point is presented to the algorithm. Thus we cluster the new segments without shifting all the previously clustered segments again. This incremental clustering is thus based on the off-line clustering phase, as the new segment's shift uses all original J segments' shifts calculated during the off-line phase, so these shifts were not affected by the new segment that arrived later. Since theoretically, this new segment could have change the original clustering, we need to address this issue empirically, as we could have received a different clustering result if all J + 1 segments where clustered together as in the off-line mode. We show in section 4 that for the task of short speech segments clustering, the clustering result that should represent the actual segments' speakers identity, is only slightly degraded by using this incremental clustering procedure. The procedure of incremental clustering of additional segments is shown in Algorithm 4.
Algorithm 4 Incremental clustering algorithm
Require: A set of segments, {Seg j }
J j=1
A new segment Seg J+1 A number of neighbors k k ∈ N A cluster merging threshold T h T h ∈ R 
For φ J+1
repeat Calculateφ j+1 according to eq. 5. Find k i-vectors with the highest score withφ j+1 .
Find S k φ j+1 .
Calculate m h φ j+1 , the shift of the vectorφ j+1 , using eq. 6. When we compare the off-line mean-shift and the online mean-shift phases we notice one important difference. The off-line version is order independent. The order of the vectors chosen to be clustered does not matter -the final clustering will always be the same. In the online case we see the opposite -the order of the vectors may affect the final result. As each time a new vector (segment) arrives, it is added to the pool of vectors in addition to being clustered, the next coming vector can be influenced by the preceded one but not vice versa. This is why, during our experiments (section 4.5), the vectors are presented in a random order.
Experiments and results
The experiments were carried out on the NIST 2008 Speaker Recognition Database [19] [20] [21] . The test corpus short2-short3-Test7 was used to extract male speakers only for clustering.
Feature extraction and training data
In our experiments we used Mel frequency cepstral coefficients (MFCC), that were extracted using a 25 ms Hamming window. 19 MFCCs features together with log energy were extracted every 10 ms. This was followed by cepstral mean subtraction (CMS) and variance normalization (VN). Delta and delta delta coefficients were then calculated to produce all together 60-dimensional feature vectors. CMS and VN are not commonly used for diarization. The same holds for the delta features. However, when the application is such as homeland security, where segments supplied for the same speaker may arrive from different acoustic environments and/or through different channels, those normalizations are important and follow a similar procedure to the one used for speaker recognition. We used a male only UBM of 2048 Gaussian mixture components. It was trained using Fisher Part 1; Switchboard II, Phase 2; switchboard Cellular, Parts 1 and 2; and NIST 2004-2006 SREs. Total variability matrix with a low rank of 400 was trained using labeled data from the same databases as for the UBM. In total, 975 unique male speakers with 10705 sessions were used.
The test files include 5 minutes English telephone speech segments that were cut into small homogeneous speech segments. The average number of short segments extracted per speaker was 34. The distribution of the segment length L has minimal length of L min = 0.7 s and average length L av = 2.5 s and can be approximated using an exponential distribution.
The number of segments per speaker has average of η = 34 and standard deviation of σ = 6.0. The approximation of the speaker segments S is Gaussian, S ∼ N η, σ 2 . Figure 1 shows the distributions of segments' lengths and the number of segments per speaker that were generated.
Evaluation Criterion
To evaluate the clustering performance we use the same criteria defined in [22] . The purity concept calculates both the average cluster purity (ACP) and average speaker purity (ASP). ASP is a measure of how well a speaker is limited to only one cluster, while ACP measures how well a cluster is limited to only one speaker. In the ideal case, both ACP and ACP are equal to 1.0. For ease of comparison between systems, the geometrical mean of ASP and ACP is used to obtain an overall evaluation criterion, K. The formulation of the evaluation criteria is given in eq. 7, and the notation is as following:
• R -Number of speakers,
• Q -Number of clusters,
• n qr -Total number of i-vectors in cluster q that are associated with speaker r,
• n q. -Total number of i-vectors in cluster q,
• n .r -Total number of i-vectors that are associated with speaker r.
ACP is based on the cluster purities {p q. } Q q=1 and ASP is based on the speaker purities {p .r } Q q=1 . It is important to note that these purities are not probabilities.
Different examination modes
At each experiment we had to choose several parameters:
1. P sp -Percentage of the speakers used for the offline clustering, e.g., for R = 30, P sp = 80%, then 24 speakers are chosen randomly for the the offline mode.
2. P seg -Percentage of the segments chosen for the off-line clustering, e.g., if for speaker r the number of segments that is chosen is K r = 40 and P seg = 80%, then K r · P seg /100 = 40 · 0.8 = 32, will randomly chosen for the off-line mode, while 8 segments are kept as unseen segments for the incremental on-line mode.
The clustering performance is being examined on four different segment groups and algorithms as defined below.
• offline: The clustering results of the off-line clustering only. It gives the starting point for the incremental clustering. It includes only part of the speakers (according to P sp ) and only part of the segments (according to P seg ).
• increment only: The clustering results of the online segments subset only. The performance on the segments that were not seen during the off-line clustering. This is complimentary data to the one in the offline subset.
• incremental:
The final results of all the clustering process, the off-line and the on-line modes. It is the combination of the results of the first 2.
• full: Clustering results in the case where all the data would have been clustered in an off-line mode. This yields, as expected, the best results that the clustering system can achieve. The gap between the full and the incremental is the degradation due to applying on-line clustering over part of the data.
Experimental procedure
As was shown in [2, 11, 12] , the off-line clustering performance depends on two parameters. The first is the number of speakers in the data. The fewer the number of speakers the better the clustering. The second is the number of speech segments per speaker. When the amount of segments is relatively small,the degradation in performance is observed. Both parameters should be examined also in the perspective of incremental on-line clustering. We are testing the incremental on-line clustering, both for new segments of an existing speaker, and for a new speaker. The following procedure of experiments is applied: At first we randomly choose R speakers (R ∈ {3, 7, 15, 22, 30, 40, 50, 60}) for each clustering session. Then, about P sp % of the speakers are randomly chosen to be used as the set for off-line clustering phase only, while all other speakers are treated as new speakers whose segments are presented only during the incremental on-line part. Next, we choose the segments, where on average 34 segments are chosen per speaker. Part of the segments of the speakers that participate in the off-line clustering are not shown to the system and are used as new segments in the incremental on-line mode, according to the chosen P seg %. These segments are also chosen randomly. P seg % for the off-line mode and the rest for the incremental on-line mode. For the speaker that participate in the incremental on-line mode only, the number of segments is chosen in two steps. First, the initial number of segments is chosen (with 34 segments on the average). Then, out of this initial number only 100−P seg percents are chosen for the experiment. After the two sets of segments are created, Algorithm 4 is applied. First the "off-line" segments are clustered and then the rest of segments are shown to the system in a random order and clustered using incremental on-line clustering.
Experiments
In the experimental part we tested two points of view. One is to see how different criteria behave for the four modes described in 4.3. We chose an operational point where the off-line initial condition is moderately good, most of the speakers are presented in the off-line clustering and there is a sufficient number of segments per speaker. In the second point of view, we test only the most popular K criterion and analyzed it in different operational points, starting with the working point in the first experiment and progressing to the more difficult case of having only a few segments per speaker in the off-line mode where most of the speakers are unseen until the incremental on-line phase.
Before starting to analyze the experiments we have to explain the way we present our results. It is important to mention that the horizontal axis is the number of speakers in the incremental graph, i.e., the number of speakers in the entire experiment. This means that the actual number of speakers in the offline graph is #Speakers · P sp /100. Looking at the vertical line at each value of #Speakers provides the results of offline, increment only, incremental and full.
At the first experiment we took a test case with the following parameters: P sp = 80%, P seg = 80%. The results are presented in figure 2 in 4 subplots, for ACP , ASP , K, and the number of estimated clusters. The subplots for ACP , ASP and K are according to eq. 7. The fourth subplot shows the under-clustering of the clustering algorithm. In all the experiments we saw that the mean-shift algorithm yields under-clustering, and produces more clusters than the actual number of speakers (see [2, 11, 12, 15] ). In some cases it is important to get an estimate of the under-clustering. As expected, the best results are obtained in the offline case. This is expected since only 80% of the speakers participate in this case, and for each of these speakers 80% of the segments are used (which is on the average about 25 segments), and it is a sufficient amount of segments to achieve reasonable clustering. The second best result is obtained for the full case, which also makes sense, as it uses all the segments but in the off-line mode; incremental clustering is next, and it means that the incremental segments harm the of-fline results compared with both off-line cases, which is expected; The worst result is obtained for the increment only as it is applied to all the speakers, using only 20% of the segments per speaker, while clustering the segments one by one and not all together. Nevertheless, even the increment only yields ACP, ASP and K over 0.6. The estimation of the number of speakers behaves similarly. As the K value is usually the most informative, as it takes into account both ASP and ACP, in the second experiment we focused only on K, using different values of P sp and P seg . The results are shown in figure 3 . Subplot (a) is the same as subplot (c) in figure 2 . The offline is the best as it has less speakers and quite a lot of segments per speakers (P sp = 0.8 and P seg = 0.8). The full and incremental are similar as the additional data is relatively small and most of the clusters are well estimated during the off-line clustering. Naturally, the incremental on-line clustering is the worst but not much worse. In subplot (b) P sp = 0.8 and P seg = 0.2, the offline and full are very similar. The reason is probably that as in offline there are less speakers, which makes the clustering task easier, but the amount of segments per cluster is small, and that makes the clustering less accurate. These effects are the opposite to the full case where more clusters cause degradation while many segments per speaker increase the clustering performance. As most of the data is not seen during the off-line clustering and the clusters are not very accurate, the main clustering influence is due to the on-line clustering, so the results of the incremental and incremental only are similar. Subplots (c) and (d) show the cases where the amounts of data for both number of speakers and number of segments per speaker, decrease. The offline seems to be better than full as the number of speakers is much less (only 50% in (c) and 20% in (d)), however, it leads to a very significant degradation for the incremental which is very similar to incremental only as very few speakers are seen during the off-line clustering and the clusters are not well estimated as there are not many segments per speaker. It can be observed that as the number of segments in the off-line clustering is higher and the incremental part do not have many new speakers, the incremental on-line clustering yields good results. On the other hand, insufficient data at the off-line clustering leads to much poorer incremental on-line clustering. Figure 3 : K values for (a) P sp = 80% and P seg = 80%; (b) P sp = 80% and P seg = 20%; (c) P sp = 50% and P seg = 50%; (d) P sp = 20% and P seg = 20%.
Conclusions
In this work we showed empirically that after off-line clustering of short speech segments using the mean-shift algorithm with PLDA as the similarity measure, it is possible to continue to cluster newly arrived segments in an incremental on-line procedure. It works not only for new segments from already seen speakers, but also for segments that belong to new speakers. The algorithm works for a wide range of speakers' number, from 3 to 60. We have observed that it is important to have sufficient amounts of segments per speaker for the off-line clustering phase, so the incremental clustering can rely on a reliable initial clustering. In graphs (c) and (d) of figure 3 , we can see how the incremental clustering degrades when the amounts of data for the off-line clustering is reduced. One possible solution, that can be applied in several scenarios, is to perform once in a while the offline clustering using all speech segments. This way we can improve the initial clustering before applying the offline clustering on all the collected data that have arrived till this step, while still using incremental clustering in between these time steps in which off-line re-clustering is applied.
As representing short segments by i-vectors is not optimal, we intend in the future to try some other repre-
