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5Cap¶ ³tulo 0
Introducci¶ on y Motivaci¶ on.
La teor¶ ³a de polinomios ortogonales matriciales ha experimentado un desarrollo im-
portante en las ¶ ultimas d¶ ecadas. El primer contacto de nuestro grupo de investi-
gaci¶ on con el tema surgi¶ o al desarrollar un m¶ etodo de Frobenius matricial para
resolver ecuaciones diferenciales matriciales de segundo orden sin aumentar la di-
mensi¶ on del problema. De esta forma, aparecieron soluciones de tipo polinomial
matricial de ecuaciones diferenciales matriciales que generalizaban las ecuaciones
escalares cl¶ asicas de Hermite, Laguerre y Legendre. En la tesis doctoral de R. Com-
pany [3] y en los trabajos siguientes, [34], [35], [40], se introdujeron los polinomios
matriciales de Laguerre, Gegenbauer y Hermite, que veri¯caban ciertas propiedades
de ortogonalidad de naturaleza no del todo transparente.
Nos encontramos entonces, al disponer de ejemplos de clases concretas de polinomios
ortogonales, sin estructurar la idea de ortogonalidad, a pesar de que ya se hab¶ ³an
publicado, incluso en un contexto abstracto, pero pr¶ oximo, resultados sobre ortog-
onalidad de polinomios en un ¶ algebra no conmutativa [10], [11].
El objetivo de esta tesis es bidireccional; por una parte se trata de estructurar
satisfactoriamente la idea de ortogonalidad para polinomios matriciales, pero, con
la intenci¶ on dirigida a conseguir la utilidad en las aplicaciones que suministran las
familias cl¶ asicas de polinomios ortogonales escalares. Estamos pensando, a corto
plazo, en este trabajo, en utilizar la idea de ortogonalidad de polinomios matriciales
para aproximar integrales matriciales, y tambi¶ en, en desarrollar funciones matriciales
en serie de polinomios ortogonales matriciales.
Estas ambiciones han estado in°uidas por el enfoque de Chihara en [5] y los trabajos
de Stone [70] y Ghizzetti [29]. En la memoria se resuelven algunas de las di¯cultades
que aparecen, y se suministran algunas respuestas, parcialmente publicadas en [36],
[38], [39], [41], que no son ni mucho menos, el ¯nal de los muchos objetivos que en
esta linea, pensamos se pueden conseguir. Entre las cuestiones a resolver objeto de
este trabajo se encuentran:
De¯nici¶ on del concepto de ortogonalidad para polinomios matriciales y fun-
ciones matriciales.
Estructurar un espacio normado base donde yacen las funciones ortogonales
matriciales.
6Estudio de la relaci¶ on de la norma del espacio base y el concepto de ortogo-
nalidad en ausencia de espacio de Hilbert.
Soluci¶ on del problema de la mejor aproximaci¶ on matricial respecto a un fun-
cional matricial de¯nido positivo.
Series de Fourier matriciales.
Obtenci¶ on de an¶ alogos del Lema de Riemann-Lebesgue y de la igualdad(desigualdad)
de Bessel-Parseval, en ausencia de estructura hilbertiana.
Introducci¶ on del concepto de totalidad para una familia de funciones ortogo-
nales matriciales en ausencia de estructura hilbertiana.
Posibilidad de desarrollo en serie de polinomios ortogonales matriciales (sola-
mente para el caso de Hermite).
Aplicaci¶ on al desarrollo de la exponencial de una matriz.
Las materias y t¶ ecnicas que se utilizan en esta memoria tienen que ver con el An¶ alisis
Matem¶ atico, Algebra Lineal, Polinomios Ortogonales, Funciones Especiales, An¶ alisis
Funcional Aplicado y An¶ alisis Num¶ erico. La clasi¯caci¶ on de contenidos atendiendo
a los criterios de la 1991 AMS (MOS) Subject clasi¯cation responde a los c¶ odigos
15A24, 32C25, 34E10, 41A10, 42C05, 42C30, 47A60.
7Cap¶ ³tulo 1
Polinomios ortogonales matriciales
respecto a un funcional matricial
de momentos lineal: Teor¶ ³a y
aplicaciones.
1.1. Introducci¶ on.
El contenido de cap¶ ³tulo es el siguiente. Primero extenderemos al campo matricial
el concepto de funcional de momentos desarrollado por Chihara en [5], y establecer-
emos la conexi¶ on entre este enfoque y los resultados obtenidos en [40] y [34], donde
se introduc¶ ³an los polinomios ortogonales matriciales de Hermite y de Laguerre.
En segundo lugar, aplicaremos los resultados te¶ oricos para aproximar las integrales
matriciales del tipo
Z b
a
F(x)W(x)dx (1.1)
donde F(x) toma valores en el conjunto C
s£r para todas las s £ r matrices
complejas y W(x) es una funci¶ on a valores en Cr£r, no necesariamente de¯nida
positiva. Las integrales matriciales del tipo (1.1) son frecuentes en variedad de prob-
lemas tales como la modelizaci¶ on de un sistema de part¶ ³culas determinado por las
leyes de la mec¶ anica [48], la interacci¶ on de ¶ atomos y mol¶ eculas [4], en teor¶ ³a cu¶ antica
de difracci¶ on [17], por ejemplo. Las integrales matriciales pueden interpretarse como
una matriz de integrales escalares, sin embargo, la descomposici¶ on en componentes
plantea serios inconvenientes:
(i) La consideraci¶ on de (1.1) como un conjunto de integrales escalares independi-
entes incrementa el costo computacional y desaprovecha las ventajas de los
modernos lenguajes simb¶ olicos que operan matricialmente,
(ii) el sentido f¶ ³sico de las magnitudes originales puede perdese al considerar (1.1)
como un conjunto de integrales escalares.
8Estos hechos motivan la b¶ usqueda de m¶ etodos de cuadratura matricial.
El cap¶ ³tulo est¶ a organizado como sigue. En la secci¶ on 2 introducimos el concepto de
funcional matricial de momentos a la derecha y sucesi¶ on de polinomios matriciales
ortogonales a derecha (SPOMD) respecto al funcional matricial de momentos a la
derecha. Presentamos condiciones su¯cientes para la existencia y construcci¶ on de
SPOMD. En la secci¶ on 3 demostramos que los polinomios matriciales de Laguerre
y Hermite de¯nidos recientemente en [34] y [40] respectivamente, son ejemplos de
SPOMD para un momento funcional matricial apropiado de tipo integral. Tambi¶ en
demostramos que estas sucesiones de polinomios ortogonales veri¯can una condici¶ on
de tipo Haar que jugar¶ a un papel importante en la secci¶ on 4, donde propondremos
reglas de cuadratura matricial para la aproximaci¶ on num¶ erica de integrales del tipo
(1.1). El cap¶ ³tulo concluye con un teorema de tipo Peano matricial que proporciona
cotas de error para las reglas de cuadratura propuestas.
1.2. Funcionales matriciales de momentos lineales.
Comencemos esta secci¶ on introduciendo el concepto de funcional matricial de mo-
mentos lineales a la derecha que puede considerarse como una generalizaci¶ on del
concepto de funcional de momentos lineal estudiado en [5] para el caso escalar.
DEFINICI¶ ON 1 Sea f­n gn¸0 una sucesi¶ on de matrices en Cr£r . Un funcional
matricial de momentos lineal a la derecha es una funci¶ on
L : P[x] ¡! C
r£r
de¯nida por
L
Ã
n X
k=0
Ak x
k
!
=
n X
k=0
Ak ­k ; (1.2)
donde Ak est¶ a en Cr£r para 0 · k · n. La matriz ­n = L(Ixn) se dice que
es el momento matricial de orden n para L.
De la de¯nici¶ on 1, si L es un funcional matricial a la derecha, se tiene que
L(AP(x)) = AL(P(x)); A 2 C
r£r ; P(x) 2 P[x] : (1.3)
DEFINICI¶ ON 2 Una sucesi¶ on de polinomios matriciales fPn(x)gn¸0 se dice
que es una sucesi¶ on de polinomios ortogonales a la derecha (SPOMD) respecto al
funcional matricial de momentos lineal a la derecha L si para todo entero no
negativo n,
(i) Pn(x) es un polinomio matricial de grado n,
(ii) L(xi Pn(x)) = 0 si i < n,
(iii) L(xn Pn(x)) es una matriz invertible en C
r£r .
9N¶ otese que las condiciones (ii) y (iii) pueden reescribirse como la condici¶ on equiva-
lente
L
¡
x
i Pn(x)
¢
= ±in Kn ; Kn 2 C
r£r invertible; i · n : (1.4)
TEOREMA 1 Sea fPn(x)gn¸0 una SPOMD respecto al funcional matricial
de momentos a la derecha L. Si Pn(x) =
n X
k=0
Ank x
k , entonces Ann para n ¸ 0 ,
y el momento matricial de orden cero ­0 son matrices invertibles en Cr£r .
Demostraci¶ on: Usaremos el principio de inducci¶ on. Para n = 0, n¶ otese que
P0(x) = A00 y L(P0(x)) = L(A00 I) = A00 ­0 es invertible. De aqu¶ ³ A00
y ­0 son invertibles. Para n = 1 , se veri¯ca
P1(x) = A11 x + A10 ; L(P1(x)) = 0 y L(xP1(x)) es invertible : (1.5)
De las propiedades de L se sigue que
0 = L(P1(x)) = A11 ­1 + A10 ­0 ; A10 = ¡A11 ­1 ­
¡1
0 ;
L(xP1(x)) = A11 ­2 +A10 ­1 = A11 ­2 ¡A11 ­1 ­
¡1
0 ­1 = A11
¡
­2 ¡ ­1 ­
¡1
0 ­1
¢
:
Por (1.5), se tiene que
A11 y ­2 ¡ ­1 ­
¡1
0 ­1 son invertibles : (1.6)
Supongamos que
Ak k es invertible para k = 0; 1; 2;:::; n ¡ 1 : (1.7)
Ahora, utilizando que L(xk Pn(x)) = 0 para 0 · k < n y la hip¶ otesis de
inducci¶ on (1.7) demostraremos que Ann es invertible. Dado que L(xk Pn(x)) = 0
para k = 0, es decir, L(Pn(x)) = 0, se sigue que
0 = L(Pn(x)) =
n X
k=0
Ank ­k ; An0 = ¡
n X
k=1
Ank ­k ­
¡1
0 : (1.8)
De la condici¶ on L(xPn(x)) = 0, se tiene
0 = L(xPn(x)) =
n X
k=0
Ank ­k+1 : (1.9)
Sustituyendo la expresi¶ on de An0 dada en (1.8), en (1.9), y utilizando (1.6), se
sigue que
10An1 = ¡
n X
k=2
Ank (­k+1 ¡ ­k ­
¡1
0 ­1)(­2 ¡ ­1 ­
¡1
0 ­1)
¡1 (1.10)
Sustituyendo la expresi¶ on (1.10) de An1 en (1.8), podemos escribir An0 en t¶ erminos
de An2;:::; Ann :
An0 = ¡
n X
k=2
Ank
£
(­k+1 ¡ ­k ­
¡1
0 ­1)(­2 ¡ ­1 ­
¡1
0 ­1)
¡1 ¡ ­k ­
¡1
0
¤
:
Por la condici¶ on L(x2 Pn(x)) = 0, podemos escribir An0 , An1 , An2 en t¶ erminos
de An3;:::; Ann :
An0 =
n X
k=3
Ank Tn0 ; An1 =
n X
k=3
Ank Tn1 ; An2 =
n X
k=3
Ank Tn2 ;
donde Tnj , j = 0; 1; 2 es una expresi¶ on que involucra los momentos matriciales
­k . En general, usando la condici¶ on L(xk Pn(x)) = 0 para k < n, podemos
escribir An0 , ::: ; Ank en t¶ erminos de Ank+1;:::; Ann . Siguiendo este proceso
para k = n ¡ 1, se tiene que
Anj = Ann Qnj ; 0 · j · n ¡ 1 ; (1.11)
donde Qnj es una expresi¶ on involucrando los momentos matriciales ­k . Utilizando
¯nalmente la condici¶ on L(xn Pn(x)) invertible, de (1.11), se sigue que
L(x
n Pn(x)) =
n X
k=0
Ank ­k+n =
n¡1 X
k=0
Ann Qnk ­k+n + Ann ­2n
= Ann
(
­2n +
n¡1 X
k=0
Qnk ­k+n
)
es invertible:
De aqu¶ ³, Ann es invertible. ¤
NOTA 1 Si fPn(x)gn¸0 es una SPOMD para el funcional matricial de momentos
lineal a la derecha L, entonces de (ii) se cumple
L(Pm(x)Pn(x)) = 0; para m < n ; (1.12)
As¶ ³, de (1.3) y de la propiedad (ii) de la de¯nici¶ on 2, si Pn(x) =
Pn
k=0 Ank xk ,
con Ak 2 Cr£r , 0 · k · n, se sigue que
L(Pn(x)Pn(x)) = L
ÃÃ
n X
k=0
Ank x
k
!
Pn(x)
!
=
n X
k=0
Ank L(x
k Pn(x))
= Ann L(x
n Pn(x)) :
11Del teorema 1 , la matriz coe¯ciente director Ann of Pn(x) es invertible. As¶ ³ las
condiciones (iii) y (ii) de la de¯nici¶ on 2, implican que
L(Pn(x)Pn(x)) es invertible : (1.13)
N¶ otese que la condici¶ on (1.13) no signi¯ca en general que L(Pm(x)Pn(x)) = 0
para m > n. En cualquier caso, si los polinomios Pm(x) y Pn(x) conmutan, se
tiene que
L(Pm(x)Pn(x)) = L(Pn(x)Pm(x)) = 0 ; si m 6= n :
EJEMPLO 1 Sea W(x) una funci¶ on integrable a valores en Cr£r para todo
x 2 [a;b]. Entonces, la funci¶ on LW : P[x] ¡! Cr£r de¯nida por
LW(P(x)) =
Z b
a
P(x)W(x)dx (1.14)
es un funcional matricial de momentos a derecha.
EJEMPLO 2 Sean Wi matrices en Cr£r para 1 · i · m y sean fxi gm
i=1
un conjunto de m puntos distintos en la recta real. Entonces la funci¶ on LW :
P[x] ¡! Cr£r de¯nida por
LW(P(x)) =
m X
j=1
P(xj)Wj
es un funcional matricial de momentos a derecha.
TEOREMA 2 Sea fPn(x)gn¸0 una SPOMD, y sea Q(x) un polinomio matri-
cial de grado n. Entonces, existen matrices ¤0 ;:::; ¤n en Cr£r , univocamente
determinadas por Q(x) , tales que
Q(x) =
n X
k=0
¤k Pk(x) : (1.15)
Demostraci¶ on: Sea Q(x) =
Pn
k=0 Ck xk . Debemos encontrar matrices ¤0;:::;¤n
tales que
C0 + C1 x + ¢¢¢ + Cn x
n = ¤0 P0(x) + ¤1 P1(x) + ¢¢¢ + ¤n Pn(x) : (1.16)
Si denotamos
Pm(x) =
m X
k=0
Amk x
k ; (1.17)
sustituyendo Pm(x) dado por (1.17) en (1.16) e igualando las matrices coe¯cientes
de xj en ambos miembros de la ecuaci¶ on resultante, para 0 · j · n , tenemos
12C0 = ¤0 A00 + ¤1 A10 + ¢¢¢ + ¤n An0
C1 = ¤1 A11 + ¢¢¢ + ¤n An1
. . . ... . . .
Cn = ¤n Ann
9
> > > =
> > > ;
(1.18)
que puede reescribirse como el sistema por bloques
£
¤0 ¤1 ¢¢¢ ¤n
¤
2
6
6
6
4
A00 0 ¢¢¢ 0
A10 A11 ¢¢¢ 0
. . .
. . . ... . . .
An0 An1 ¢¢¢ Ann
3
7
7
7
5
=
£
C0 C1 ¢¢¢ Cn
¤
: (1.19)
Del teorema 1, las matrices Ak k son invertibles para 0 · k · n. De aqu¶ ³, el sistema
(1.19) tiene una ¶ unica soluci¶ on, ¤0;:::;¤n , y el resultado queda demostrado. ¤
NOTA 2 Si la matriz coe¯ciente Cn del polinomio matricial Q(x) es una matriz
invertible, de (1.19), se tiene que ¤n Ann = Cn , y entonces ¤n tambi¶ en es
invertible. Los coe¯cientes matriciales ¤i , para 0 · i · n se pueden calcular sin
resolver (1.19) de la siguiente forma: Postmultiplicando ambos miembros de (1.15)
por Pn(x) , tenemos
Q(x)Pn(x) =
n X
k=0
¤k Pk(x)Pn(x) : (1.20)
Aplicando L a ambos miembros de (1.20),
L(Q(x)Pn(x)) =
n X
k=0
¤k L(Pk(x)Pn(x)) = ¤n L(Pn(x)Pn(x)) ;
luego
¤n = L(Q(x)Pn(x)) [L(Pn(x)Pn(x))]
¡1 : (1.21)
De (1.15), tenemos que
Q(x) ¡ ¤n Pn(x) =
n¡1 X
i=0
¤i Pi(x) : (1.22)
Postmultiplicando ambos miembros de (1.22) por Pn¡1(x) y aplicando L a la
ecuaci¶ on resultante, se tiene
L(Q(x)Pn¡1(x)) ¡ ¤n L(Pn(x)Pn¡1(x))
=
n¡1 X
i=0
¤i L(Pi(x)Pn¡1(x)) = ¤n¡1 L(Pn¡1(x)Pn¡1(x)) :
13De aqu¶ ³,
¤n¡1 = [L(Q(x)Pn¡1(x)) ¡ ¤n L(Pn(x)Pn¡1(x))] [L(Pn¡1(x)Pn¡1(x))]
¡1 :
(1.23)
De (1.15), podemos escribir, para 0 · j < n
Q(x) ¡ ¤n Pn(x) ¡ ¢¢¢ ¡ ¤j+1 Pj+1(x) =
j X
i=0
¤i Pi(x) : (1.24)
Postmultiplicando (1.24) por Pj(x) y aplicando L a la ecuaci¶ on resultante, ten-
emos
L(Q(x)Pj(x)) ¡
n X
k=j+1
¤k L(Pk(x)Pj(x)) =
j X
i=0
¤i L(Pi(x)Pj(x))
= ¤j L(Pj(x)Pj(x)) :
De aqu¶ ³,
¤j =
"
L(Q(x)Pj(x)) ¡
n X
k=j+1
¤k L(Pk(x)Pj(x))
#
[L(Pj(x)Pj(x))]
¡1 ; 0 · j < n :
(1.25)
En particular, si los polinomios fPn(x)gn¸0 conmutan, entonces
L(Pk(x)Pj(x)) = L(Pj(x)Pk(x)) = 0 para k > j ;
y de (1.25), llegamos a la siguiente expresi¶ on m¶ as simple
¤j = L(Q(x)Pj(x)) [L(Pj(x)Pj(x))]
¡1 ; 0 · j · n; (1.26)
que coincide con la dada por Chihara en [5, p.9] para el caso escalar.
COROLARIO 1 Sea L funcional matricial de momentos lineal a la derecha y
sea fPn(x)gn¸0 una sucesi¶ on de polinomios matriciales tales que Pn(x) es de
grado n para n ¸ 0. Entonces las siguientes condiciones son equivalentes
(1) fPn(x)gn¸0 es una SPOMD para L.
(2) L(Q(x)Pn(x)) = 0 para cada polinomio matricial Q(x) de grado m < n, y si
m = n y el coe¯ciente director de Q(x) es invertible, entonces L(Q(x)Pn(x))
es invertible.
(3) L(xn Pm(x)) = ±mn Kn ; donde Kn es invertible y m · n.
14Demostraci¶ on: (1) ) (2). Dado Q(x) 2 P[x] de grado m, del teorema 2 y nota
2, existen matrices ¤1;:::;¤m en Cr£r , tales que
Q(x) =
m X
i=0
¤i Pi(x) y ¤m es invertible : (1.27)
Del teorema 1 podemos escribir
Pi(x) =
i X
k=0
Aik x
k ; Aii invertible; i ¸ 0 : (1.28)
Entonces de (1.27) y (1.28), se sigue que
L(Q(x)Pn(x)) = L
ÃÃ
m X
i=0
¤i Pi(x)
!
Pn(x)
!
=
m X
i=0
¤i L(Pi(x)Pn(x)) =
m X
i=0
¤i
i X
k=0
AikL(x
k Pn(x)) (1.29)
si m < n, de (1.29) y de la propiedad (ii) de la de¯nici¶ on 2, se tiene que L(Q(x)Pn(x)) =
0. Si m = n, entonces de (1.29), se sigue
L(Q(x)Pn(x)) = ¤n
n X
k=0
Ank L(x
k Pn(x)) = ¤n Ann L(x
n Pn(x))
De la invertibilidad de Ann ; ¤n y L (xn Pn(x)) se sigue la invertibilidad de
L(Q(x)Pn(x)). Las demostraciones de (2) ) (3) y (3) ) (1) son triviales. ¤
El siguiente resultado nos proporciona una condici¶ on necesaria para la existencia de
una SPOMD para un funcional matricial de momentos lineal a la derecha L, en
terminos de su sucesi¶ on de momentos matriciales f­ngn¸0 .
TEOREMA 3 Sea L un funcional matricial de momentos lineal a la derecha con
sucesi¶ on de momentos matriciales f­ngn¸0 . Si la matriz de Haenkel por bloques
'n =
2
6
6
6
4
­0 ­1 ¢¢¢ ­n
­1 ­2 ¢¢¢ ­n+1
. . .
. . .
. . .
­n ­n+1 ¢¢¢ ­2n
3
7
7
7
5
; n ¸ 0 (1.30)
es invertible para n ¸ 0, entonces la sucesi¶ on de polinomios matriciales fPn(x)gn¸0
de¯nida por
Pn(x) =
n X
k=0
Ank x
k ; n ¸ 1; P0(x) = A00 invertible (1.31)
15donde
£
An0 An1 ¢¢¢ Ann
¤
=
£
0 ¢¢¢ 0 Kn
¤
'
¡1
n ; n ¸ 1 ; (1.32)
y Kn es una matriz invertible cualquiera, es una SPOMD para L.
Demostraci¶ on: Supongamos que 'n es invertible. Debemos encontrar matrices
Ank 2 Cr£r para 0 · k · n, n ¸ 1 tales que fPn(x)gn¸0 , de¯nida por (1.31),
satisface la condici¶ on (1.4) para una matriz cualquiera Kn invertible, es decir,
L(x
m Pn(x)) = ±mn Kn ; m · n : (1.33)
Por aplicaci¶ on de L a ambos miembros de la ecuaci¶ on
Pn(x) =
n X
k=0
Ank x
k ; n ¸ 1 ;
e imponiendo la condici¶ on (1.33), se tiene
L(x
m Pn(x)) =
n X
k=0
Ank ­m+k = ±mn Kn ; m · n ;
que puede escribirse de la forma
An0 ­0 + An1 ­1 + ¢¢¢ + Ann ­n = 0
An0 ­1 + An1 ­2 + ¢¢¢ + Ann ­n+1 = 0
. . .
An0 ­n¡1 + An1 ­n + ¢¢¢ + Ann ­2n¡1 = 0
An0 ­n + An1 ­n+1 + ¢¢¢ + Ann ­2n = Kn
9
> > > > > =
> > > > > ;
o bien
£
An0 An1 ¢¢¢ Ann
¤
'n =
£
0 ¢¢¢ 0 Kn
¤
; n ¸ 1 : (1.34)
De la invertibilidad de 'n y (1.34), el resultado queda demostrado. ¤
NOTA 3 El sistema (1.34) puede escribirse de otra forma. Tomando
A = [­n :::­2n¡1] ;
B =
2
6
4
­n
. . .
­2n¡1
3
7
5 ;
lo podemos escribir como
[M Ann]
·
'n¡1 B
A ­2n
¸
= [0 Kn] : (1.35)
16Multiplicando ambos miembros de la igualdad (1.35) a la izquierda por
·
'
¡1
n¡1 0
0 I
¸ ·
I ¡B
0 I
¸
;
se tiene
[M Ann]
·
'n¡1 B
A ­2n
¸ ·
'
¡1
n¡1 0
0 I
¸ ·
I ¡B
0 I
¸
= [0 Kn] ;
de donde
[M Ann]
·
I 0
A'
¡1
n¡1 ­2n ¡ A'
¡1
n¡1B
¸
= [0 Kn] ;
luego
Kn = Ann
¡
­2n ¡ A'
¡1
n¡1B
¢
: (1.36)
TEOREMA 4 Si ¼(x) es un polinomio matricial m¶ onico de grado n, y sea fPn(x)gn¸0
una SPOMD m¶ onica, entonces
jL[¼(x)Pn(x)]j =
j'nj
j'n¡1j
:
Demostraci¶ on: Tenemos que L[¼(x)Pn(x)] = AnL[xnPn(x)], donde An es el coe¯-
ciente director de ¼(x) y L[xnPn(x)] = Kn. Aplicando (1.36), obtenemos
L[¼(x)Pn(x)] = AnAnn
¡
­2n ¡ A'
¡1
n¡1B
¢
;
como An = Ann = I por hip¶ otesis, se tiene que
L[¼(x)Pn(x)] = ­2n ¡ A'
¡1
n¡1B : (1.37)
Para cierta matriz S, podemos escribir (1.37) como
·
I S
0 L[¼(x)Pn(x)]
¸
=
·
I 0
¡A I
¸ ·
'
¡1
n¡1 0
0 I
¸ ·
'n¡1 B
A ­2n
¸
: (1.38)
Tomando determinantes en (1.38), y aplicando que
'n =
·
'n¡1 B
A ­2n
¸
;
se obtiene el resultado. ¤
NOTA 4 El concepto de funcional matricial de momentos lineal a izquierda y de
sucesi¶ on de polinomios ortogonales a izquierda puede de¯nirse de forma completa-
mente an¶ aloga. As¶ ³, por ejemplo, una funci¶ on L : P[x] ¡! Cr£r se dice que es un
funcional matricial de momentos a la izquierda, si la condici¶ on (1.2) se reeemplaza
por la siguiente:
17L
"
n X
k=0
Ak x
k
#
=
n X
k=0
­k Ak ; P(x) =
n X
k=0
Ak x
k :
Partiendo de esta de¯nici¶ on, una versi¶ on a izquierda de los resultados de esta sec-
ci¶ on se obtendr¶ ³a f¶ acilmente.
NOTA 5 En el contexto m¶ as general de un ¶ algebra no conmutativa con unidad,
los conceptos de funcional lineal y de polinomio ortogonal respecto al funcional han
sido estudiados en [11] con algunas diferencias respecto a nuestra restricci¶ on al caso
matricial.
La propiedad (iii) de la de¯nici¶ on 1 queda en [11] caracterizada seg¶ un la invertibil-
idad de la matriz de Haenkel por bloques (1.30). En la presente memoria se exige
por de¯nici¶ on. De esta forma, podemos caracterizar la existencia de una sucesi¶ on
de polinomios ortogonales de forma an¶ aloga a la que se demuestra en [5] para el ca-
so escalar, y queda m¶ as clara su generalizaci¶ on a funcionales bilineales matriciales,
llevada a t¶ ermino en el cap¶ ³tulo 2.
Propiedades como la f¶ ormula de recurrencia de tres t¶ erminos y sus generalizaciones
para polinomios ortogonales se encuentran demostradas en los teoremas 3, 9 y (16)
de [11], por lo que aqu¶ ³ no se incluyen. Si se incluye la demostraci¶ on de este resulta-
do en el cap¶ ³tulo 2, para funcionales bilineales, as¶ ³ como una versi¶ on del teorema de
Favard para estos funcionales. En [11], est¶ a ausente cualquier intento de extensi¶ on
a funcionales bilineales y a funcionales de¯nidos positivos.
A continuaci¶ on demostraremos que los polinomios matriciales de Laguerre y Her-
mite introducidos recientemente en [34] y [40] respectivamente, son SPOMD para
un momento funcional matricial lineal a derecha apropiado del tipo descrito en el
ejemplo 1.
EJEMPLO 3 (POLINOMIOS MATRICIALES DE HERMITE) Sea A una
matriz en C
r£r tal que
Rez > 0 para cada valor propio z de A ; (1.39)
y sea fHn(x;A)gn¸0 la sucesi¶ on de polinomios matriciales de Hermite de¯nida en
[40] por
Hn(x;A) =
[n
2 ] X
k=0
(¡1)k n!
³
x
p
2A
´n¡2k
k!(n ¡ 2k)!
; n ¸ 0 : (1.40)
Consideremos el funcional matricial de momentos a derecha LH : P[x] ¡! C
r£r ,
de¯nido por
18LH(P(x)) =
Z +1
¡1
P(x)exp
µ
¡
Ax2
2
¶
dx ; P(x) 2 P[x] : (1.41)
De [40], la sucesi¶ on de momentos matriciales f­ngn¸0 asociada a LH , viene dada
por
­n =
Z +1
¡1
x
n exp
µ
¡
Ax2
2
¶
dx
=
8
> <
> :
0 ; n = 2k + 1; k ¸ 0 ;
h¡
A
2
¢k+ 1
2
i¡1
¡(k + 1
2); n = 2k ; k ¸ 0 ;
(1.42)
y los polinomios matriciales de Hermite veri¯can la f¶ ormula de Rodrigues matricial
Hn(x;A) = exp
µ
Ax2
2
¶
(¡1)
n
µ
A
2
¶¡ n
2
D
(n)
·
exp
µ
¡
Ax2
2
¶¸
; (1.43)
donde D denota el operador derivada. La matriz coe¯ciente director de Hn(x;A)
es la matriz invertible Cn =
³p
2A
´n
. Demostremos que
LH(x
s Hn(x;A)) = ±sn Kn ; Kn invertible; s · n : (1.44)
Usando la f¶ ormula de Rodrigues (1.43) y aplicando el m¶ etodo de integraci¶ on por
partes en la integral
LH(x
s Hn(x;A)) =
Z +1
¡1
x
s Hn(x;A)exp
µ
¡
Ax2
2
¶
dx
= (¡1)
n
µ
A
2
¶¡ n
2 Z +1
¡1
x
s D
(n)
·
exp
µ
¡
Ax2
2
¶¸
dx ; 0 · s · n ; (1.45)
tenemos
LH (x
s Hn(x;A)) = (¡1)
n
µ
A
2
¶¡ n
2 ½
x
s D
(n¡1)
·
exp
µ
¡
Ax2
2
¶¸¾+1
¡1
¡(¡1)
n
µ
A
2
¶¡ n
2
s
Z +1
¡1
x
s¡1 D
(n¡1)
·
exp
µ
¡
Ax2
2
¶¸
dx : (1.46)
Del teorema 2-(i) de [40], se sigue que
l¶ ³m
x!§1
P(x)exp
µ
¡
Ax2
2
¶
= 0; para cada P(x) 2 P[x] : (1.47)
De aqu¶ ³
19½
x
s D
(n¡1)
·
exp
µ
¡
Ax2
2
¶¸¾+1
¡1
= 0; (1.48)
y podemos escribir (1.46) en la forma
LH(x
s Hn(x;A)) = (¡1)
n+1
µ
A
2
¶¡ n
2
s
Z +1
¡1
x
s¡1 D
(n¡1)
·
exp
µ
¡
Ax2
2
¶¸
dx :
(1.49)
De una forma analoga, despu¶ es de aplicar s+1 veces el m¶ etodo de integraci¶ on por
partes en (1.45), y aplicando (1.47), obtenemos
LH(x
s Hn(x;A)) = 0; 0 · s < n : (1.50)
Aplicando el m¶ etodo de integraci¶ on por partes n veces en la expresi¶ on
LH(x
n Hn(x;A)) = (¡1)
n
µ
A
2
¶¡ n
2 Z +1
¡1
x
n D
(n)
·
exp
µ
¡
Ax2
2
¶¸
dx ; (1.51)
y utilizando (1.47) junto con el teorema 2-(ii) de [40], tenemos
LH(x
n Hn(x;A)) = n!2
n
2 (2¼)
1
2 A
¡(n+ 1
2) ; n ¸ 0 : (1.52)
As¶ ³, (1.44) queda demostrado y fHn(x;A)gn¸0 de¯ne una SPOMD para LH .
EJEMPLO 4 (POLINOMIOS MATRICIALES DE LAGUERRE) Sea A
una matriz en C
r£r tal que
Rez > ¡1 para cada valor propio z de A; (1.53)
y sea ¸ un n¶ umero complejo con parte real positiva. Tomando W(x) = e¡x¸ xA ,
donde xA = exp(A lnx) para x > 0, la funci¶ on LW : P[x] ¡! Cr£r de¯nida
por
LW(P(x)) =
Z 1
0
P(x)W(x)dx =
Z 1
0
P(x)e
¡x¸ x
A dx ; (1.54)
es un funcional matricial de momentos a derecha. De [40], sabemos que la sucesi¶ on
de momentos matriciales asociada a LW viene dada por
­n =
Z 1
0
x
n W(x)dx = ¸
¡A¡(n+1)I ¡(A + (n + 1)I) : (1.55)
Ahora demostremos que la sucesi¶ on de polinomios matriciales de Laguerre L
(A;¸)
n (x)
dada en [34], son ortogonales a derecha respecto al funcional LW de¯nido por
(1.54). Estos polinomios matriciales est¶ an de¯nidos por
L
(A;¸)
n (x) =
n X
k=0
(¡1)k ¸k
(n ¡ k)!k!
(A + I)n [(A + I)k]
¡1 x
k : (1.56)
20La matriz coe¯ciente director de L
(A;¸)
n (x) es la matriz
(¡1)n ¸n I
n!
. Demostraremos
ahora que
LW(x
s L
(A;¸)
n (x)) = ±sn Kn ; s · n; Kn 2 C
r£r invertible : (1.57)
Sea 0 · s < n, entonces usando la f¶ ormula de Rodrigues [34, p.60], se sigue que
L
(A;¸)
n (x) =
x¡A ex¸
n!
D
(n)[e
¡x¸ x
A+nI]; n ¸ 0 ;
e integrando por partes en
LW(x
s L
(A;¸)
n (x)) =
1
n!
Z 1
0
x
s D
(n) £
e
¡x¸ x
A+nI¤
dx ; (1.58)
resulta
LW(x
s L
(A;¸)
n (x)) =
1
n!
©
x
s D
(n¡1) £
e
¡x¸ x
A+nI¤ªx=1
x=0
¡
s
n!
Z 1
0
x
s¡1 D
(n¡1) £
e
¡x¸ x
A+nI¤
dx : (1.59)
Por la f¶ ormula de Leibniz para la derivada (n ¡ 1)-¶ esima de un producto y las
propiedades del c¶ alculo funcional matricial, se sigue que
x
s D
(n¡1) £
e
¡x¸ x
A+nI¤
=
n¡1 X
k=0
µ
n ¡ 1
k
¶
(¡1)
k ¸
k (A+I)n¡1 [(A + I)k]
¡1 x
A+kI e
¡x¸ x
s :
(1.60)
N¶ otese que para 0 · k · n ¡ 1, 0 · s < n ¡ 1, podemos escribir
x
A+kI e
¡x¸ x
s = e
¡x¸ x
A+I P(x) ; P(x) = x
k+s ;
y del teorema 2.1-(i) de [34, p.56], se sigue que
l¶ ³m
x!0+ x
A+kI e
¡x¸ x
s = 0 ; l¶ ³m
x!1
x
A+kI e
¡x¸ x
s = 0 : (1.61)
De (1.59), (1.60) y (1.61), tenemos
LW(x
s L
(A;¸)
n (x)) = ¡
s
n!
Z 1
0
x
s¡1 D
(n¡1) £
e
¡x¸ x
A+nI¤
dx : (1.62)
Aplicando el m¶ etodo de integraci¶ on por partes en (1.58), se sigue que
LW(x
s L
(A;¸)
n (x)) =
s(s ¡ 1)
n!
Z 1
0
x
s¡2 D
(n¡2) £
e
¡x¸ x
A+nI¤
dx : (1.63)
Despu¶ es de aplicar (s + 1) veces el m¶ etodo de integraci¶ on por partes en (1.63), y
empleando el teorema 2.1-(i) de [34], tenemos que
21LW(x
s L
(A;¸)
n (x)) = 0 ; 0 · s < n ¡ 1 : (1.64)
Aplicando el m¶ etodo de integraci¶ on por partes n veces en la integral
LW(x
n L
(A;¸)
n (x)) =
1
n!
Z 1
0
x
n D
(n) £
e
¡x¸ x
A+nI¤
dx ;
y empleando el teorema 2.1 de [34], se sigue que
LW(x
n L
(A;¸)
n (x)) = (¡1)
n
Z 1
0
e
¡x¸ x
A+nI dx = (¡1)
n ¸
¡(A+(n+1)I) ¡(A+(n+1)I) :
As¶ ³, queda demostrada (1.57) y fL
(A;¸)
n (x)gn¸0 es una SPOMD para LW .
1.3. La condici¶ on de Haar matricial.
Es bien conocida la importancia de la condici¶ on de Haar en el desarrollo de f¶ ormulas
de cuadratura num¶ erica para funciones escalares, [9, p.26]. El siguiente resultado
demuestra que una sucesi¶ on de polinomios matriciales fPn(x)gn¸0 , que satisfacen
una relaci¶ on de recurrencia de tres t¶ erminos, veri¯can el an¶ alogo matricial de la
condici¶ on de Haar. Recordemos que de [34], los polinomios matriciales de Laguerre
veri¯can la relaci¶ on de recurrencia matricial de tres t¶ erminos
(n+1)L
(A;¸)
n+1 (x) = (A+(2n+1)I¡x¸I)L
(A;¸)
n ¡ (A+nI)L
(A;¸)
n¡1 (x); n ¸ 0 ; (1.65)
con
L
(A;¸)
¡1 (x) = 0; L
(A;¸)
0 (x) = I :
y de [40], los polinomios matriciales de Hermite veri¯can la relaci¶ on de recurrencia
matricial de tres t¶ erminos
Hn+1(x;A) = x
p
2AHn(x;A) ¡ 2nHn¡1(x;A); n ¸ 0 ; (1.66)
con
H¡1(x;A) = 0; H0(x;A) = I :
TEOREMA 5 Sea fPn(x)gn¸0 una sucesi¶ on de polinomios matriciales que sat-
isfacen una relaci¶ on de recurrencia matricial de tres t¶ erminos
An Pn(x) = (Ix ¡ Bn)Pn¡1(x) ¡ Cn Pn¡2(x); n ¸ 1 ; (1.67)
P0(x) = I ; P¡1(x) = 0 ;
donde An ; Bn ; Cn son matrices en Cr£r con An invertible para n ¸ 1, y sea
fxigN
i=1 una sucesi¶ on de N n¶ umeros reales distintos. Entonces la matriz por bloques
22P(x1;:::;xN) =
2
6
6
6
4
P0(x1) P0(x2) ¢¢¢ P0(xN)
P1(x1) P1(x2) ¢¢¢ P1(xN)
. . .
. . .
. . .
PN¡1(x1) PN¡1(x2) ¢¢¢ PN¡1(xN)
3
7
7
7
5
(1.68)
es invertible para N ¸ 2.
Demostraci¶ on: De (1.67), para N = 2; 3; 4; se sigue que
·
I 0
B1 I
¸ ·
I 0
0 A1
¸ ·
P0(x1) P0(x2)
P1(x1) P1(x2)
¸
=
·
I I
I x1 I x2
¸
;
2
4
I 0 0
0 I 0
0 B1 A1
3
5
2
4
I 0 0
B1 I 0
C2 B2 A
¡1
1 I
3
5
2
4
P0(x1) P0(x2) P0(x3)
P1(x1) P1(x2) P1(x3)
P2(x1) P2(x2) P2(x3)
3
5
=
2
6
6
6
6
4
I I I
I x1 I x2 I x3
I x2
1 I x2
2 I x2
3
3
7
7
7
7
5
;
2
6
6
4
I 0 0 0
0 I 0 0
0 0 I 0
0 0 B1 A1
3
7
7
5
2
6
6
4
I 0 0 0
0 I 0 0
0 B1 A1 0
0 C2 B2 A2
3
7
7
5
2
6
6
4
I 0 0 0
B1 I 0 0
C2 B2 A
¡1
1 I 0
0 C3 A
¡1
1 B3 A
¡1
2 I
3
7
7
5 P(x1;:::;x4)
=
2
6
6
6
6
6
6
6
6
4
I I I I
I x1 I x2 I x3 I x4
I x2
1 I x2
2 I x2
3 Ix2
4
I x3
1 I x3
2 I x3
3 Ix3
4
3
7
7
7
7
7
7
7
7
5
:
En general, para n ¸ 2 , de (1.67), se tiene
8
> > > > > > > > > > <
> > > > > > > > > > :
N¡2 Y
p=1
2
6
6
6
6
6
6
6
6
6
6
4
I
...
(p)
0
I
B1 A1
C2 B2 A2
0 ... ... ...
Cn¡p¡1 Bn¡p¡1 An¡p¡1
3
7
7
7
7
7
7
7
7
7
7
5
9
> > > > > > > > > > =
> > > > > > > > > > ;
232
6
6
6
6
6
4
I 0
B1 I
C2 B2 A
¡1
1 I
... ... ...
0 Cn¡1 A
¡1
n¡3 Bn¡1 A
¡1
n¡2 I
3
7
7
7
7
7
5
2
6
6
6
4
I 0
A1
...
0 An¡1
3
7
7
7
5
P(x1;:::;xN)
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
4
I ::: I
I x1 ::: I xn
I x2
1 ::: I x2
n
. . .
. . .
Ix
n¡1
1 ::: I xn¡1
n
3
7
7
7
7
7
7
7
7
7
7
7
7
7
5
: (1.69)
De la invertibilidad de las matrices Ai para i ¸ 1, la invertibilidad de la matriz
de Vandermonde por bloques que aparece en el segundo miembro de (1.69), y de las
matrices por bloques que premultiplican a P(x1;:::;xN) , en el primer miembro
de (1.69), se sigue que P(x1;:::;xN) es invertible para N ¸ 2. As¶ ³, el resultado
queda demostrado. ¤
En particular, si x1 ; x2 ; ::: ; xN son N n¶ umeros reales distintos, de (1.65), (1.66)
y del teorema 5, las siguientes matrices por bloques son invertibles para N ¸ 2:
L
(A;¸)(x1;:::;xN) =
2
6
6
6
4
L
(A;¸)
0 (x1) L
(A;¸)
0 (x2) ¢¢¢ L
(A;¸)
0 (xN)
L
(A;¸)
1 (x1) L
(A;¸)
1 (x2) ¢¢¢ L
(A;¸)
1 (xN)
. . .
. . .
. . .
L
(A;¸)
N¡1(x1) L
(A;¸)
N¡1(x2) ¢¢¢ L
(A;¸)
N¡1(xN)
3
7
7
7
5
; (1.70)
H
A(x1;:::;xN) =
2
6
6
6
4
H0(x1;A) H0(x2;A) ¢¢¢ H0(xN;A)
H1(x1;A) H1(x2;A) ¢¢¢ H1(xN;A)
. . .
. . .
. . .
HN¡1(x1;A) HN¡1(x2;A) ¢¢¢ HN¡1(xN;A)
3
7
7
7
5
: (1.71)
1.4. F¶ ormulas de cuadratura matricial y cotas de
error.
Sea W(x) una funci¶ on integrable sobre el intervalo [a;b] con valores en Cr£r,
denominada funci¶ on peso, y sea F(x) una funci¶ on integrable sobre el mismo inter-
valo [a;b] con valores en C
r£r. Estamos interesados en la aproximaci¶ on num¶ erica
de la integral
24I(F) =
Z b
a
F(x)W(x)dx; (1.72)
empleando solo los valores de F(x) en un conjunto de puntos fxigN
i=1 . La aproxi-
maci¶ on propuesta (f¶ ormula de cuadratura), Q(F) , tiene la forma
Q(F) =
N X
i=1
F(xi)Wi = I(F) ¡ E(F) (1.73)
donde E(F) es el error. Los puntos fxigN
i=1 se dicen puntos de cuadratura (o
nodos), y a las matrices fWigN
i=1 se les dice pesos matriciales de cuadratura. Ellos
nos proporcionan, para la funci¶ on F(x) en concreto, la aproximaci¶ on Q(F) . El
siguiente resultado muestra que tomando cualquier sucesi¶ on de polinomios matri-
ciales fPn(x)gn¸0 tal que la matriz por bloques P(x1;:::;xN) de¯nida por (1.68)
es invertible, podemos construir una f¶ ormula de cuadratura exacta de N puntos para
cualquier polinomio matricial de grado menor o igual a N ¡ 1.
TEOREMA 6 Sea fPn(x)gn¸0 una SPOMD respecto al funcional matricial de
momentos a la derecha L, tal que la matriz por bloques P(x1;:::;xN) , de¯nida
por (1.68), es invertible con fxig
N
i=1 puntos distintos del intervalo [a;b]. Sea Mi
el momento matricial generalizado i-¶ esimo para la funci¶ on peso matricial W(x)
respecto al conjunto fPn(x)gn¸0 ,
Mi =
Z b
a
Pi(x)W(x)dx; 0 · i · N ¡ 1 : (1.74)
Entonces, la f¶ ormula de cuadratura matricial de¯nida por
Q(F) =
N X
i=1
F(xi)Wi ;
2
6
4
W1
. . .
WN
3
7
5 = [ P(x1;:::;xN) ]
¡1
2
6
4
M0
. . .
MN¡1
3
7
5 ; (1.75)
es exacta para cualquier polinomio matricial de grado menor o igual que N ¡ 1.
Demostraci¶ on: Impongamos que la f¶ ormula de cuadratura matricial (1.73) sea
exacta para polinomios de grado P0(x);:::; PN¡1(x). Los pesos matriciales de la
cuadratura Wi , para i = 1; 2;:::; N , deben veri¯car E(Pj(x)) = 0 , para
0 · j · N ¡ 1. Esta condici¶ on puede escribirse en la forma
N X
i=1
Pj(x)Wi =
Z b
a
Pj(x)W(x)dx = Mj ; 0 · j · N ¡ 1 ; (1.76)
o
P(x1;:::;xN)
2
6
4
W1
. . .
WN
3
7
5 =
2
6
4
M0
. . .
MN¡1
3
7
5 ; (1.77)
25donde P(x1;:::;xN) est¶ a de¯nido por (1.68). Ahora del teorema 2, si W1;:::; WN
est¶ an de¯nidos por (1.75), la f¶ ormula de cuadratura matricial (1.73) es exacta para
cualquier polinomio matricial Q(x) de grado menor o igual que N ¡ 1. Con esto
el resultado queda demostrado. ¤
NOTA 6 Los pesos matriciales de cuadratura toman una expresi¶ on sencilla en el
caso de que la sucesi¶ on fPn(x)gn¸0 es una SPOMD respecto al funcional matricial
de momentos a derecha L0 de¯nido por
L0(P(x)) =
Z b
a
P(x)W(x)dx : (1.78)
De hecho, en este caso, los momentos matriciales generalizados toman la forma
M0 =
Z b
a
P0(x)W(x)dx = A0
Z b
a
W(x)dx; P0(x) = A0 2 C
r£r ;
Mi =
Z b
a
Pi(x)W(x)dx = A
¡1
0
Z b
a
A0 Pi(x)W(x)dx
= A
¡1
0
Z b
a
P0(x)Pi(x)W(x)dx = A
¡1
0 L0(P0(x)Pi(x)) = 0; 1 · i · N ¡ 1 :
(1.79)
As¶ ³, si hemos de¯nido las matrices Bi 2 C
Nr£r , para 1 · i · N , de la forma
B1 =
2
6
6
6
4
I
0
. . .
0
3
7
7
7
5
; B2 =
2
6
6
6
4
0
I
. . .
0
3
7
7
7
5
; ::: ; BN =
2
6
6
6
4
0
0
. . .
I
3
7
7
7
5
; (1.80)
del teorema 6 y (1.79)-(1.80), podemos escribir
Wi = B
T
i [P(x1;:::;xN)]
¡1 B1 M0 : (1.81)
EJEMPLO 5 Consideremos la f¶ ormula de cuadratura de tres puntos
Q(F) =
3 X
i=1
F(xi)Wi (1.82)
para la aproximaci¶ on num¶ erica de la integral
I(F) =
Z +1
¡1
F(x) exp
µ
¡
Ax2
2
¶
dx ; (1.83)
donde x1; x2; x3 son tres n¶ umeros reales distintos, y A es una matriz satisfaciendo
la propiedad (1.39). Dado que los polinomios matriciales de Hermite fHn(x;A)gn¸0
son una SPOMD para el funcional matricial de momentos a derecha LH de¯nido
26por (1.41), y por el teorema 5, la matriz de¯nida por (1.71) es invertible para N = 3.
Del teorema 6, la nota 6 y el teorema 2-(ii) de [40], se sigue que
H
A(x1;x2;x3) =
2
6
6
6
6
4
I I I
x1
p
2A x2
p
2A x3
p
2A
2(Ax2
1 ¡ I) 2(Ax2
2 ¡ I) 2(Ax2
3 ¡ I)
3
7
7
7
7
5
;
M0 =
Z +1
¡1
exp
µ
¡
Ax2
2
¶
dx = (2A)
¡ 1
2 ¡(1=2) =
p
¼ (2A)
¡ 1
2 ;
2
4
W1
W2
W3
3
5 =
2
4
C1 C0
1 C00
1
C2 C0
2 C00
2
C3 C0
3 C00
3
3
5
2
4
M0
0
0
3
5 ; [H
A(x1;x2;x3)]
¡1 =
2
4
C1 C0
1 C00
1
C2 C0
2 C00
2
C3 C0
3 C00
3
3
5
De la ecuaci¶ on
[H
A(x1;x2;x3)][H
A(x1;x2;x3)]
¡1 = diagfI;I;Ig ;
llegamos al sistema matricial
C1 + C2 + C3 = I
x1 C1 + x2 C2 + x3 C3 = 0
x2
1 C1 + x2
2 C2 + x2
3 C3 = A¡1
9
> > > > =
> > > > ;
(1.84)
Resolviendo (1.84), tenemos
C1 =
x2 (x2
3 I ¡ A¡1) ¡ x3 (x2
2 I ¡ A¡1)
(x3 ¡ x2)(x3 ¡ x1)(x2 ¡ x1)
C2 =
x3 (x2
1 I ¡ A¡1) ¡ x1 (x2
3 I ¡ A¡1)
(x3 ¡ x2)(x3 ¡ x1)(x2 ¡ x1)
C3 =
x1 (x2
2 I ¡ A¡1) ¡ x2 (x2
1 I ¡ A¡1)
(x3 ¡ x2)(x3 ¡ x1)(x2 ¡ x1)
9
> > > > > > > > > > =
> > > > > > > > > > ;
(1.85)
De (1.81), podemos escribir
Wi =
r
¼
2
Ci A
¡ 1
2 ; i = 1; 2; 3; (1.86)
y de (1.85)-(1.86), todas las f¶ ormulas de cuadratura de tres puntos de los polinomios
matriciales de Hermite, para una matriz ¯ja A satisfaciendo (1.39), quedan de la
forma
Q(F) = F(x1)W1 + F(x2)W2 + F(x3)W3 : (1.87)
27NOTA 7 Los polinomios matriciales de Hermite fHn(x;A)gn¸0 pueden emplearse
para la aproximaci¶ on de integrales del tipo
I1(F) =
Z +1
¡1
F(x)dx : (1.88)
De hecho, n¶ otese que
I1(F) =
Z +1
¡1
G(x)W(x)dx; G(x) = F(x)[W(x)]
¡1 = F(x) exp
µ
Ax2
2
¶
:
(1.89)
As¶ ³, de (1.87) y (1.89), tenemos
Q1(F) = Q(G) = F(x1) exp
µ
Ax2
1
2
¶
W1 + F(x2) exp
µ
Ax2
2
2
¶
W2
+F(x3) exp
µ
Ax2
3
2
¶
W3 ;
donde W1; W2 y W3 est¶ an de¯nidas por (1.86). De forma an¶ aloga, podemos
construir f¶ ormulas de cuadratura de N puntos a partir de polinomios de Hermite
para el c¶ alculo de integrales del tipo (1.88).
Concluyamos esta secci¶ on con un teorema de Peano para las f¶ ormulas de cuadratura
matriciales propuestas. Supongamos que F(x) es una funci¶ on a valores en C
s£r
que tiene derivadas continuas hasta orden q , y que su derivada de orden q + 1 es
continua a trozos. Consideremos la integral
I(F) =
Z b
a
F(x)W(x)dx ; (1.90)
y una f¶ ormula de cuadratura matricial de N puntos
Q(F) =
N X
i=1
F(xi)Wi : (1.91)
Supongamos que Q(F) de¯nido por (1.91) es exacta para todo polinomio matricial
P(x) de grado menor o igual que p, y sea r = min(p;q). El teorema de Taylor
nos permite escribir
F(x) = F(a) + F
0(a)(x ¡ a) + ¢¢¢ +
F (r)(a)
r!
(x ¡ a)
r +
Z x
a
F
(r+1)(t)(x ¡ t)
r dt :
(1.92)
Apliquemos ahora el operador lineal E = I ¡ Q a ambos miembros de la ecuaci¶ on
(1.92). Los primeros r + 1 t¶ erminos son nulos pues la f¶ ormula de cuadratura Q
es exacta para polinomios matriciales de grado r < p. As¶ ³
28E(F) =
1
r!
E
µZ x
a
F
(r+1)(t)(x ¡ t)
r dt
¶
=
1
r!
E
µZ b
a
F
(r+1)(t)(x ¡ t)
r
+ dt
¶
;
(1.93)
donde
(x ¡ t)
r
+ =
½
(x ¡ t)r si x ¸ t ;
0 si x < t : (1.94)
El operador E act¶ ua sobre la variable x y as¶ ³ conmuta con t; y entonces,
F (r+1)(t) juega el papel de una matriz constante:
E
µZ b
a
F
(r+1)(t)(x ¡ t)
r
+ dt
¶
=
Z b
a
µZ b
a
F
(r+1)(t)(x ¡ t)
r
+ dt
¶
W(x)dx ¡
N X
i=1
µZ b
a
F
(r+1)(t)(xi ¡ t)
r
+ dt
¶
Wi
=
Z b
a
F
(r+1)(t)
½Z b
a
(x ¡ t)
r
+ W(x)dx
¾
dt ¡
Z b
a
F
(r+1)(t)
(
N X
i=1
(xi ¡ t)
r
+ Wi
)
dt
=
Z b
a
F
(r+1)(t)
(Z b
a
(x ¡ t)
r
+ W(x)dx ¡
N X
i=1
(xi ¡ t)
r
+ Wi
)
dt :
(1.95)
De (1.93) y (1.95), se sigue que
E(F) =
1
r!
Z b
a
F
(r+1)(t)E((x ¡ t)
r
+ I)dt : (1.96)
Si denotamos
M
(i) = sup
©
kF
(i)(t)k; a · t · b
ª
; Kr =
Z b
a
kE(x ¡ t)
r
+kdt ; (1.97)
tomando normas en (1.96), se tiene
kE(F)k ·
M(r+1)
r!
Kr : (1.98)
As¶ ³, queda demostrado el siguiente resultado:
TEOREMA 7 Consideremos la integral I(F) dada por (1.90) y supongamos
que la f¶ ormula de cuadratura matricial Q(F) de¯nida por (1.91), es exacta para
polinomios matriciales de grado menor o igual que p. Sea F(x) una funci¶ on a
valores en Cr£r, q veces continuamente diferenciable y con derivada q + 1 -¶ esima
29continua a trozos en [a;b], y sea r = min(p;q). Entonces, el error E(F), cuando
aproximamos I(F) por Q(F), est¶ a acotado por (1.98), donde Kr y M(r+1)
vienen dadas por (1.97).
NOTA 8 F¶ ormulas de cuadratura para integrales matriciales del tipo
Z b
a
F(x)W(x)G(x)
T dx ; (1.99)
se han estudiado recientemente utilizando polinomios ortogonales matriciales en
[65], [66] y [15]. La f¶ ormula de cuadratura propuesta en las citadas referencias viene
dada por
k X
i=1
F(xi)¤iG
T(xi) ; (1.100)
donde los nodos de cuadratura fxig
k
i=1 son los ceros del polinomio ortogonal matricial
Pn(x) en el intervalo [a;b], y los pesos matriciales de cuadratura ¤i vienen expresados
en t¶ erminos de los ceros y del par de Jordan (X;J) asociado a Pn(x). Esta f¶ ormu-
la de cuadratura es exacta para polinomios F(x) y G(x) tales que grado(F(x)) +
grado(G(x)) · 2n ¡ 1, generalizando la conocida f¶ ormula de cuadratura de Gauss
escalar. En [65], se demuestra que la f¶ ormula de cuadratura (1.100) converge al val-
or exacto de la integral matricial si las funciones F(x) y G(X) son continuas en el
intervalo [a;b], es decir
Z b
a
F(x)W(x)G
T(x)dx = l¶ ³m
n!1
k X
i=1
F(x
(n)
i )¤
(n)
i G
T(x
(n)
i ) ; (1.101)
donde los valores x
(n)
i son los ceros del polinomio ortogonal matricial Pn(x) en el
intervalo [a;b], y ¤
(n)
i los correspondientes pesos de cuadratura.
Con anterioridad a estos resultados hemos obtenido las f¶ ormulas de cuadratura que
presentamos en la presente memoria, que son distintas a las presentadas por estos
autores, dado que se obtienen a partir de la condici¶ on de Haar matricial y los nodos
de cuadratura fxigN
i=1 son puntos pre¯jados en el intervalo [a;b], lo que resulta de
inter¶ es en diversos problemas, tales como la resoluci¶ on de ecuaciones integrales e
integro-diferenciales de Volterra, [52]. Estas f¶ ormulas de cuadratura tienen menor
precisi¶ on que la f¶ ormula de cuadratura (1.100), pero no tienen el inconveniente com-
putacional de necesitar calcular en forma exacta las raices latentes de los polinomios
ortogonales y los pares de Jordan correspondientes, inconvenientes computacionales
que han sido parcialmente resueltos en [67], y adem¶ as se demuestran cotas del error
de aproximaci¶ on.
Aunque no ha sido estudiado en esta memoria, creemos que es viable la obtenci¶ on
de f¶ ormulas de cuadratura matricial que preserven las ventajas de precisi¶ on de las
citadas aportaciones, y que al mismo tiempo puedan obtenerse cotas del error de
aproximaci¶ on.
30Cap¶ ³tulo 2
Polinomios ortogonales matriciales
respecto a un funcional matricial
bilineal conjugado.
2.1. Introducci¶ on.
En el cap¶ ³tulo 1 los polinomios ortogonales matriciales en la recta real se estudiaban
desde el punto de vista de un funcional matricial de momentos lineal. De cualquier
modo, algunos resultados importantes del enfoque desarrollado por Chihara en el
caso escalar en [5], no se comprenden bien empleando solo el concepto de funcional de
momentos matricial lineal, por ejemplo, el concepto de producto interior matricial.
Aparte de ser la generalizaci¶ on al campo matricial de resultados bien conocidos en
el caso escalar, y tratados en parte en el cap¶ ³tulo 1, en este cap¶ ³tulo establecemos las
bases para una teor¶ ³a de funciones ortogonales matriciales respecto a un funcional
matricial de momentos bilineal matricial conjugado.
La organizaci¶ on del cap¶ ³tulo es la siguiente. En la secci¶ on 2 incluimos algunos pre-
liminares de algebra lineal y c¶ alculo funcional matricial. Introducimos seguidamente
el concepto de funcional matricial de momentos bilineal conjugado. A continuaci¶ on,
obtenemos importantes propiedades tales como la existencia de sistemas de poli-
nomios ortogonales matriciales, una relaci¶ on de recurrencia de tres t¶ erminos entre
estos polinomios, seg¶ un sean m¶ onicos, ortonormales o en el caso general, as¶ ³ co-
mo una f¶ ormula de Christo®el-Darboux para el caso ortonormal, estudiamos los
funcionales de momentos sim¶ etricos y los polinomios seudo-ortogonales, dando una
versi¶ on del teorema de Favard para ¶ estos ¶ ultimos. La secci¶ on 3 est¶ a dedicada al con-
cepto de funcional matricial de momentos bilineal conjugado de¯nido positivo y a
su caracterizaci¶ on en t¶ erminos de una matriz de Haenkel por bloques. Terminamos
el cap¶ ³tulo introduciendo los productos interiores matriciales.
312.2. Funcionales matriciales de momentos bilin-
eales conjugados. Polinomios ortogonales ma-
triciales. Propiedades.
Con el ¯n de facilitar la claridad de la presentaci¶ on de este cap¶ ³tulo, en esta secci¶ on
comenzaremos recordando una serie de resultados bien conocidos sobre matrices
de¯nidas positivas. Una matriz A en C
r£r se dice que es de¯nida positiva si A es
herm¶ ³tica y (Ay;y) > 0 para cada vector no nulo y 2 C
r , donde (; ) denota
el producto interior eucl¶ ³deo en C
r £ C
r . El siguiente teorema establece algunos
resultados cuya demostraci¶ on puede encontrarse en [12, p.907], [27, p.800-801] y [49,
p.180].
TEOREMA 8 Sea A una matriz herm¶ ³tica. Entonces
( i) A es de¯nida positiva si para cada z 2 ¾(A), z > 0.
( ii) A es de¯nida positiva si y solo si todos sus menores principales tienen deter-
minante positivo.
(iii) Si B es una matriz de¯nida positiva, entonces para cada z 2 ¾(BA), z
es un n¶ umero real. Si A y B son matrices de¯nidas positivas, entonces cada
z 2 ¾(BA) es positivo ( z > 0).
( iv) Si A es de¯nida positiva, existe una ¶ unica matriz triangular inferior G con
los elementos de la diagonal positivos tal que A = GGH ( Factorizaci¶ on de
Cholesky de A ).
( v) Si A es de¯nida positiva, entonces A admite una ¶ unica ra¶ ³z cuadrada de¯nida
positiva denotada por A1=2. Adem¶ as, A1=2 conmuta con A.
De acuerdo con la secci¶ on 5.5 de [49] diremos que dos matrices cuadradas A y B
son congruentes si existe una matriz no singular P tal que
A = P B P
H :
La inercia de una matriz A 2 Cr£r , que se escribe InA , es una terna de enteros
InA = f¼(A); º(A); ±(A)g;
donde ¼(A), º(A) y ±(A) denotan el n¶ umero de valores propios de A, contados
seg¶ un su multiplicidad algebraica , que yacen en el semiplano derecho abierto, en el
semiplano izquierdo abierto y sobre el eje imaginario, respectivamente. Si A es una
matriz herm¶ ³tica, el n¶ umero ¼(A) (respectivamente, º(A) ) simplemente denota el
n¶ umero de valores propios positivos (respectivamente, negativos) contados con sus
multiplicidades. Adem¶ as, ±(A) es igual al n¶ umero de valores propios nulos de A,
y entonces A es no singular si y solo si ±(A) = 0. N¶ otese que si A es herm¶ ³tica,
entonces
¼(A) + º(A) = rangoA :
32TEOREMA 9 (Ley de inercia de Sylvester.) [49, p.88] Matrices herm¶ ³ticas
congruentes tienen los mismos car¶ acteres de inercia.
Ahora vamos a introducir el concepto de funcional matricial de momentos bilineal
conjugado y la correspondiente ortogonalidad.
DEFINICI¶ ON 3 Sea f­n gn¸0 una sucesi¶ on de matrices en Cr£r . Un funcional
matricial de momentos bilineal conjugado L es una funci¶ on
L : P[x] £ P[x] ¡! C
r£r
tal que si P(x) =
Pn
i=0 Aixi , Q(x) =
Pm
j=0 Bjxj ; con Ai 2 Cr£r , Bj 2 Cr£r ,
1 · i · n, 1 · j · m, entonces
L[P(x);Q(x)] =
n X
i=0
m X
j=0
Ai ­i+jB
H
j : (2.1)
La matriz ­n se denomina momento matricial de orden n. El funcional matricial
de momentos bilineal conjugado L se dice que es herm¶ ³tico si cada momento
matricial ­n es una matriz herm¶ ³tica para n ¸ 0. En lo que sigue, "funcional
matricial de momentos bilineal conjugado"lo abreviaremos "FMMBC".
Las siguientes propiedades se prueban f¶ acilmente de la de¯nici¶ on 3:
( i)
L[x
nI;x
mI] = L[x
mI;x
nI] = ­n+m ; n;m ¸ 0:
L[xP(x);Q(x)] = L[P(x);xQ(x)]; para P(x); Q(x) 2 P[x]:
( ii) Si fPi(x)g
m
i=1 , fQi(x)g
m
i=1 , est¶ an en P[x] y fTig
m
i=1 ½ Cr£r , entonces
L
"
m X
i=1
TiPi(x);Q(x)
#
=
m X
i=1
TiL[Pi(x);Q(x)] ;
L[P(x);
m X
i=1
TiQi(x)] =
m X
i=1
L[P(x);Qi(x)]T
H
i :
(iii) Si L es herm¶ ³tico, entonces
L[P(x);Q(x)] = (L[Q(x);P(x)])
H ;
para cada P(x); Q(x) 2 P[x].
33EJEMPLO 6 Sea W(x) una funci¶ on integrable con valores en Cr£r para x en
el intervalo [a,b], y sea L : P[x] £ P[x] ¡! Cr£r de¯nido por
L[P(x);Q(x)] =
Z b
a
P(x)W(x)Q(x)
H dx :
Entonces L es un funcional matricial de momentos bilineal conjugado, con sucesi¶ on
de momentos matriciales f­ngn¸0 de¯nida por
­n =
Z b
a
x
nW(x)dx ; n ¸ 0 :
Si W(x) es herm¶ ³tica, es decir, W(x) = (W(x))H para cada x 2 [a;b]; entonces
L es herm¶ ³tico.
EJEMPLO 7 Sea Li : P[x] ¡! C
r£r para i = 1;2, dos funcionales matriciales
de momentos lineales tales que
Li(AP(x)) = ALi(P(x)) ; A 2 C
r£r ; P(x) 2 P[x] ; i = 1;2 :
Entonces L : P[x] £ P[x] ¡! C
r£r de¯nido por
L[P(x);Q(x)] = L1(P(x)) (L2 (Q(x)))
H ;
para P(x);Q(x) 2 P[x] , es un FMMBC.
DEFINICI¶ ON 4 Una sucesi¶ on fPn(x)gn¸0 de elementos de P[x] se dice que es
una sucesi¶ on de polinomios ortogonales matriciales respecto a un funcional matricial
de momentos bilineal conjugado L si para todos los enteros no negativos m y n,
( i) Pn(x) es un polinomio matricial de grado n,
(ii) L[Pn(x);Pm(x)] = L[Pm(x);Pn(x)] = 0 si n 6= m,
(iii) L[Pn(x);Pn(x)] es invertible en Cr£r .
Si L[Pn(x);Pn(x)] = I para n ¸ 0 y fPn(x)gn¸0 es una sucesi¶ on de polinomios
ortogonales, entonces la llamaremos sucesi¶ on de polinomios matriciales ortonor-
males. En lo que sigue, "Sucesi¶ on de polinomios matriciales ortogonales"lo abre-
viaremos por "SPOM".
El siguiente resultado nos proporciona una condici¶ on necesaria para que una sucesi¶ on
de polinomios matriciales fPn(x)gn¸0 sea una SPOM. Esta prueba es f¶ acil a partir
de la de¯nici¶ on 4 y de la prueba del teorema 1 del cap¶ ³tulo 1.
TEOREMA 10 Si fPn(x)gn¸0 es una SPOM para un FMMBC L y Pn(x) = Pn
i=0 Anixi , con Ani 2 Cr£r , entonces ­0 y Ann son matrices invertibles en
Cr£r para n ¸ 0.
34Del teorema 10 y de la demostraci¶ on del teorema 2 del cap¶ ³tulo 1 es f¶ acil demostrar
que:
TEOREMA 11 Sea fPn(x)gn¸0 una SPOM y sea P(x) un polinomio matricial de
grado n. Entonces existen matrices ¤0;¤1;:::;¤n en C
r£r , determinadas univoca-
mente, tales que
P(x) =
n X
i=0
¤iPi(x) : (2.2)
Adem¶ as, si el coe¯ciente director Cn de P(x) es invertible, entonces ¤n tambi¶ en es
una matriz invertible.
El siguiente resultado nos proporciona algunas equivalencias de la de¯nici¶ on 4 y
puede probarse siguiendo la demostraci¶ on del corolario 1 del cap¶ ³tulo 1.
TEOREMA 12 Sea L un FMMBC herm¶ ³tico y sea fPn(x)gn¸0 una sucesi¶ on en
P[x] tal que la matriz coe¯ciente director de Pn(x) es invertible. Entonces equivalen:
(i) fPn(x)gn¸0 es una SPOM respecto a L ,
(ii) L[P(x);Pn(x)] = 0 para cada polinomio matricial P(x) de grado m < n
mientras que L[P(x);Pn(x)] es invertible si m = n y el coe¯ciente director
de P(x) es invertible ,
(iii) L[Ixn;Pm(x)] = ±mnKn donde Kn es una matriz invertible en Cr£r , para
todo m ¸ 0, n ¸ 0.
De los teoremas 11 y 12 es f¶ acil demostrar las siguientes consecuencias:
COROLARIO 2 Sea fPn(x)gn¸0 una SPOM para un FMMBC herm¶ ³tico L y sea
P(x) 2 P[x] un polinomio matricial de grado n. Entonces se sigue que
P(x) =
n X
i=0
¤iPi(x); ¤i = L[P(x);Pi(x)](L[Pi(x);Pi(x)])
¡1 : (2.3)
COROLARIO 3 Si fPn(x)gn¸0 y fQn(x)gn¸0 son dos SPOM para un FMMBC
herm¶ ³tico L, entonces existen matrices invertibles Cn , n ¸ 0, tales que
Qn(x) = CnPn(x); n ¸ 0 : (2.4)
El corolario anterior muestra que una SPOM fPn(x)gn¸0 est¶ a determinada univo-
camente si se satisface una condici¶ on adicional que nos ¯je la matriz coe¯ciente
director de cada Pn(x). Una SPOM en la que la matriz coe¯ciente director de cada
polinomio matricial Pn(x) es la matriz identidad en C
r£r diremos que es una
SPOM m¶ onica.
35Para una presentaci¶ on m¶ as clara de los siguientes resultados introducimos la sigu-
iente matriz de Haenkel por bloques en C
r(n+1)£r(n+1) asociada a la sucesi¶ on de
matrices f­ngn¸0 :
Ãn =
2
6
6
6
4
­0 ­1 ::: ­n
­1 ­2 ::: ­n+1
. . .
. . .
. . .
­n ­n+1 ::: ­2n
3
7
7
7
5
(2.5)
TEOREMA 13 Sea L FMMBC herm¶ ³tico con sucesi¶ on de momentos matriciales
f­ngn¸0 en C
r£r . Una condici¶ on necesaria y su¯ciente para que exista una SPOM
para L es que la matriz Ãn, de¯nida por (2.5), sea invertible para n ¸ 0 .
Demostraci¶ on: La demostraci¶ on de la necesidad de la condici¶ on es an¶ aloga a la
presentada en el teorema 3 del cap¶ ³tulo 1, para el caso de funcionales matriciales de
momentos lineales. Veamos la su¯ciencia.
Por existir sucesi¶ on de polinomios ortogonales fPn(x)gn¸0 respecto a L, imponiendo
la condici¶ on
L(Ix
m;Pn(x)) = ±n;mKn ; m · n ;
a la sucesi¶ on de polinomios fPn(x)gn¸0 dados por
Pn(x) =
n X
k=0
Ank x
k ; n ¸ 1 ;
obtenemos el sistema lineal por bloques:
An0 ­0 + An1 ­1 + ¢¢¢ + Ann ­n = 0
An0 ­1 + An1 ­2 + ¢¢¢ + Ann ­n+1 = 0
. . .
An0 ­n¡1 + An1 ­n + ¢¢¢ + Ann ­2n¡1 = 0
An0 ­n + An1 ­n+1 + ¢¢¢ + Ann ­2n = Kn
9
> > > > > =
> > > > > ;
o bien
£
An0 An1 ¢¢¢ Ann
¤
'n =
£
0 ¢¢¢ 0 Kn
¤
; n ¸ 1 : (2.6)
La invertibilidad de 'n quedar¶ a demostrada si demostramos que el sistema (2.6)
admite soluci¶ on ¶ unica para cada matriz invertible Kn.
Supongamos que existen dos sucesiones de polinomios matriciales fPn(x)gn¸0 y
fQn(x)gn¸0, ortogonales respecto a L, veri¯cando
L(Ix
n;Pn(x)) = Kn ; (2.7)
y
L(Ix
n;Qn(x)) = Kn : (2.8)
36Entonces, por el corolario 3 se veri¯ca que
Pn(x) = CnQn(x) ; n ¸ 0 ;
y por (2.7) y (2.8), se sigue que Cn = I para todo n. De este modo, la soluci¶ on del
sistema (2.6) es ¶ unica y la matriz 'n es invertible. ¤
2.3. F¶ ormula fundamental de recurrencia.
Una de las caracter¶ ³sticas m¶ as importantes de los polinomios matriciales ortogo-
nales es el hecho de que cada tres polinomios matriciales consecutivos cumplen una
relaci¶ on muy simple que se deriva del siguiente resultado.
TEOREMA 14 (F¶ ormula fundamental de recurrencia) Sea L un FMMBC
herm¶ ³tico y sea fPn(x)gn¸0 una SPOM m¶ onica respecto a L. Entonces existen ma-
trices Cn ; ¤n en Cr£r con ¤n invertible para n ¸ 0, tales que
Pn(x) = (Ix ¡ Cn)Pn¡1(x) ¡ ¤nPn¡2(x); n ¸ 1 ; (2.9)
donde P¡1(x) ´ 0, y ¤n, Cn est¶ an univocamente determinadas por L.
Demostraci¶ on: Como xPn(x) es un polinomio matricial de grado n + 1, por el
corolario 2, podemos escribir
xPn(x) =
n+1 X
k=0
AnkPk(x); Ank = L[xPn(x);Pk(x)](L[Pk(x);Pk(x)])
¡1 ; (2.10)
siendo Ann+1 invertible. De la de¯nici¶ on 3, y de la propiedad (i) de L, podemos
escribir
L[Pk(x);xPn(x)] =
n+1 X
j=0
L[Pk(x);Pj(x)]A
H
nj = L[Pk(x);Pk(x)]A
H
nk ; (2.11)
L[Pk(x);xPn(x)] = L[xPk(x);Pn(x)] : (2.12)
Por el teorema 12, tenemos
L[xPk(x);Pn(x)] = 0 ; si k + 1 < n ; (2.13)
y de (2.10)-(2.13), tenemos Ank = 0 para k < n ¡ 1, y
xPn(x) = Ann¡1Pn¡1(x) + AnnPn(x) + Ann+1Pn+1(x); n ¸ 1 : (2.14)
Sustituyendo n por n¡1, tomando Pn¡1(x) ´ 0 y teniendo en cuenta que Ann+1 = I
porque la sucesi¶ on fPn(x)gn¸0 es m¶ onica, (2.14) puede escribirse en la forma
Pn(x) = (Ix ¡ An¡1n¡1)Pn¡1(x) ¡ An¡1n¡2Pn¡2(x); n ¸ 2 : (2.15)
37As¶ ³, (2.9) es cierta tomando Cn = An¡1n¡1 y ¤n = An¡1n¡2.
Vamos a demostrar ahora que ¤n es invertible para n ¸ 2. De (2.15) y del teorema
12 se sigue que
0 = L[Ixn¡2;Pn(x)]
= L[Ixn¡2;xPn¡1(x)] ¡ L[Ixn¡2;Pn¡1(x)]CH
n ¡ L[Ixn¡2;Pn¡2(x)]¤H
n
= L[Ixn¡1;Pn¡1(x)] ¡ L[Ixn¡2;Pn¡2(x)]¤H
n :
De aqu¶ ³,
L[Ix
n¡1;Pn¡1(x)] = L[Ix
n¡2;Pn¡2(x)]¤
H
n ; n ¸ 2 : (2.16)
Por el teorema 12, la matriz L[Ixn¡1;Pn¡1(x)] es invertible y de (2.16) se tiene que ¤n
es invertible para n ¸ 2. Tomando C1 = ¡P1(0) y ¤1 cualquier matriz arbitraria, la
f¶ ormula (2.9) se satisface tambi¶ en para n = 1. La unicidad de las matrices ¤n (n ¸ 2)
y Cn ; n ¸ 1 est¶ a garantizada por la unicidad de la representaci¶ on de xPn(x) dada
por (2.10). ¤
COROLARIO 4 Sea Ãn la matriz de Haenkel dada por (2.5) y supongamos se
satisfacen las condiciones dadas en el teorema 14. Si ¤n y Cn son las matrices
dadas en el teorema 14, entonces se cumple:
( i) j ¤H
n+1 j=
jÃn¡2jjÃnj
jÃn¡1j2 ; n ¸ 2 ,
( ii) ¤n¤n¡1 :::¤2 = L[Ixn¡1;Pn¡1(x)]
H L[I;P0(x)]
¡H y si ¤1 = L[I;P0(x)]
H )
¤n¤n¡1 :::¤2¤1 = L[Ixn¡1;Pn¡1(x)]
H ,
(iii) Cn = L[Pn¡1(x);Pn¡1(x)]
¡H L[Pn¡1(x);IxPn¡1(x)]
H ,
(iv) El coe¯ciente de xn¡1 en Pn(x) es ¡(C1 + C2 + ¢¢¢ + Cn) .
Demostraci¶ on: Del teorema 14 se tiene que
L[Ix
n;Pn(x)] = L
£
Ix
n¡1;Pn¡1(x)
¤
¤
H
n+1 :
Trabajando como en la prueba del teorema 4 del cap¶ ³tulo 1, tomando determinantes
en esta ¶ ultima expresi¶ on obtenemos (i). A la vez, sustituyendo sucesivamente en
L[Ix
n;Pn(x)] = L
£
Ix
n¡1;Pn¡1(x)
¤
¤
H
n+1 ;
se sigue (ii). Calculando L[Pn¡1(x);Pn(x)] obtenemos
C
H
n = L[Pn¡1(x);IxPn¡1(x)](L[Pn¡1;Pn¡1(x)])
¡1 ;
de donde se obtiene (iii).
Ahora, si Dn denota el coe¯ciente de xn¡1 en Pn(x), igualando coe¯cientes en la
f¶ ormula obtenida en el teorema 14 obtenemos
38Dn = Dn¡1 ¡ Cn :
Sustituyendo sucesivamente obtenemos (iv). ¤
En muchas aplicaciones, sin embargo, los polinomios ortogonales no son m¶ onicos
ni est¶ an necesariamente normalizados. En tales casos, las f¶ ormula de recurrencia
obtenida en (2.9) no es v¶ alida. Veamos una f¶ ormula de recurrencia que sea v¶ alida
en todos los casos en los que L sea herm¶ ³tico.
Procediendo como en la demostraci¶ on del teorema 14 , llegamos a
xPn(x) = Ann+1Pn+1(x) + AnnPn(x) + Ann¡1Pn¡1(x); n ¸ 2 ;
donde Ann+1 es una matriz invertible. Cambiando n por n¡1, agrupando t¶ erminos,
tenemos
AnPn(x) = (Ix ¡ Bn)Pn¡1(x) ¡ CnPn¡2(x) ;n ¸ 1 ; (2.17)
con
P¡1(x) = 0 ; P0(x) = I ;
An invertible 8n ¸ 1 y C1 arbitraria. Adem¶ as, como L[Ixn¡2;AnPn(x)] = 0, se tiene
L
£
Ix
n¡1;Pn¡1(x)
¤
= L
£
Ix
n¡2;Pn¡2(x)
¤
C
H
n
de donde Cn es invertible 8n > 1. Realizando los productos consecutivos, tenemos
CnCn¡1 :::C2 = L
£
Ix
n¡1;Pn¡1(x)
¤H L[I;P0(x)]
¡H :
Tomando C1 = L[I;P0(x)]
H, tenemos
CnCn¡1 :::C1 = L
£
Ix
n¡1;Pn¡1(x)
¤H ;
expresi¶ on an¶ aloga a la obtenida en el corolario 4.
Ahora, si ln denota el t¶ ermino director invertible de Pn(x), de la relaci¶ on de recur-
rencia (2.17) se deduce que
Anln = ln¡1 :
De la relaci¶ on L[Ixn¡1;Pn¡1(x)] = L[Ixn¡2;Pn¡2(x)]CH
n , deducimos que como
Ixn¡1 y Ixn¡2 son polinomios matriciales de grados n ¡ 1 y n ¡ 2 respectivamente,
entonces, por el corolario 2 , se pueden escribir de la forma
Ix
n¡1 =
n¡1 X
k=0
®kPk(x) ; ®k 2 C
r£r ; k = 0;:::;n ¡ 1 ;
Ix
n¡2 =
n¡2 X
l=0
¯lPl(x) ; ¯l 2 C
r£r ; l = 0;:::;n ¡ 2 ;
39y como Kn = L[Pn(x);Pn(x)], se tiene
®n¡1Kn¡1 = ¯n¡2Kn¡2C
H
n ;
pero ®n¡1 = l
¡1
n¡1 y ¯n¡2 = l
¡1
n¡2, luego tenemos
C
H
n = K
¡1
n¡2ln¡2l
¡1
n¡1Kn¡1 :
Como las matrices Kn son herm¶ ³ticas para todo n 2 N, se sigue que
Cn = Kn¡1l
¡H
n¡1l
H
n¡2K
¡1
n¡2 = Kn¡1
¡
ln¡2l
¡1
n¡1
¢H K
¡1
n¡2
= Kn¡1A
H
n¡1K
¡1
n¡2 :
Esta expresi¶ on es an¶ aloga a la dada en [68, p.42] para el caso escalar. En el caso
de que los polinomios Pn(x) est¶ an normalizados, y entonces Kn = I, tenemos Cn =
AH
n¡1, con lo que la f¶ ormula de recurrencia (2.17) quedar¶ a de la forma
AnPn(x) = (Ix ¡ Bn)Pn¡1(x) ¡ A
H
n¡1Pn¡2(x) ; n ¸ 1 :
En el caso de que los polinomios Pn(x) sean m¶ onicos, y entonces An = I, la f¶ ormula
de recurrencia (2.17) quedar¶ a de la forma
Pn(x) = (Ix ¡ Bn)Pn¡1(x) ¡ CnPn¡2(x) ; n ¸ 1 :
que era la demostrada en el teorema 14.
Queda demostrado el siguiente resultado:
TEOREMA 15 Sea fPn(x)g una SPOM para L un funcional matricial de momen-
tos bilineal conjugado herm¶ ³tico, sea Kn = L[Pn(x);Pn(x)] y ln la matriz t¶ ermino
director de Pn(x), entonces se tiene:
( i) Los polinomios Pn(x) veri¯can una relaci¶ on de recurrencia del tipo:
AnPn(x) = (Ix ¡ Bn)Pn¡1(x) ¡ CnPn¡2(x) ;n ¸ 1 ;
Donde P¡1(x) = 0 ; P0(x) = I , An es invertible para n ¸ 1, Cn es invertible
para n > 1, y adem¶ as Cn = Kn¡1AH
n¡1K
¡1
n¡2 ; n > 1, con C1 arbitraria. Y si
C1 = L[I;P0(x)]
H, entonces
CnCn¡1 :::C1 = L
£
Ix
n¡1;Pn¡1(x)
¤H :
( ii) Si los polinomios est¶ an normalizados y no son m¶ onicos, es decir,
Kn = I, entonces veri¯can una relaci¶ on de recurrencia del tipo
AnPn(x) = (Ix ¡ Bn)Pn¡1(x) ¡ A
H
n¡1Pn¡2(x) ; n ¸ 1 ;
donde P¡1(x) = 0 ; P0(x) = I , donde An es invertible para n ¸ 1.
40(iii) Si los polinomios son m¶ onicos, no necesariamente normalizados, ver-
i¯can la relaci¶ on de recurrencia dada por el teorema 14.
2.4. F¶ ormula de Christo®el-Darboux.
NOTA 9 La f¶ ormula de Christo®el-Darboux se encuentra demostrada para casos
particulares de sucesiones de polinomios ortogonales respecto a un funcional de tipo
integral en [58] y [65], as¶ ³ como algunas de sus propiedades en [65], donde la denom-
ina "n¶ ucleo reproductivo". Sin embargo, ninguna demostraci¶ on para una sucesi¶ on de
polinomios ortogonales matriciales respecto un funcional arbitrario ha sido presen-
tada.
TEOREMA 16 (F¶ ormula de Christo®el-Darboux) Sea L un FMMBC herm¶ ³tico
y sea fPn(x)gn¸0 una SPOM no m¶ onica pero normalizada, que veri¯ca la relaci¶ on
de recurrencia dada por el teorema 15. Entonces, si Bn es herm¶ ³tica para todo n,
para cualquier m 2 N se cumple:
m X
n=0
P
H
n (t)Pn(x) =
µ
1
(t ¡ x)
¶
©
P
H
m+1(t)A
H
m+1Pm(x) ¡ P
H
m(t)Am+1Pm+1(x)
ª
:
(2.18)
Demostraci¶ on: De la f¶ ormula de recurrencia dada para el caso normalizado pero
no m¶ onico dada por el teorema 15, tenemos
xPn(x) = An+1Pn+1(x) + Bn+1Pn(x) + A
H
n Pn¡1(x) ; (2.19)
tPn(t) = An+1Pn+1(t) + Bn+1Pn(t) + A
H
n Pn¡1(t) ; (2.20)
tomando herm¶ ³ticas en (2.20), obtenemos
tP
H
n (t) = P
H
n+1(t)A
H
n+1 + P
H
n (t)Bn+1 + P
H
n¡1(t)An : (2.21)
Postmultiplicando (2.21) por Pn(x) y premultiplicando (2.19) por P H
n (t) y restando,
obtenemos
(t ¡ x)P
H
n (t)Pn(x) =
£
P
H
n+1(t)A
H
n+1Pn(x) ¡ P
H
n (t)A
H
n Pn¡1(x)
¤
+
+
£
P
H
n¡1(t)AnPn(x) ¡ P
H
n (t)An+1Pn+1(x)
¤
: (2.22)
Llamando
Kn(t;x) = P
H
n+1(t)A
H
n+1Pn(x) ; K¡1(t;x) = 0 ;
y
41Sn(t;x) = P
H
n (t)An+1Pn+1(x) ; S¡1(t;x) = 0 ;
podemos escribir
(t ¡ x)P
H
n (t)Pn(x) = [Kn(t;x) ¡ Kn¡1(t;x)] + [Sn¡1(t;x) ¡ Sn(t;x)]
y sumando desde n = 0 hasta n = m, obtenemos (2.18). ¤
COROLARIO 5 Con las hip¶ otesis del teorema 16 , se veri¯ca
P
H
m+1(x)Am+1Pm(x) = P
H
m(x)Am+1Pm+1(x); 8x 2 R (2.23)
y
m X
n=0
P
H
n (x)Pn(x) =
¡
P
0
m+1(x)
¢H A
H
m+1Pm(x) ¡ (P
0
m(x))
H Am+1Pm+1 : (2.24)
Demostraci¶ on: Por el teorema 16, tenemos
(t ¡ x)
m X
n=0
P
H
n (t)Pn(x) =
©
P
H
m+1(t)A
H
m+1Pm(x) ¡ P
H
m(t)Am+1Pm+1(x)
ª
;
haciendo t = x, obtenemos
0 = P
H
m+1(x)A
H
m+1Pm(x) ¡ P
H
m(x)Am+1Pm+1(x) ;
lo que prueba (2.23).
Ahora, por (2.23), escribamos la f¶ ormula (2.18) de la forma
(t ¡ x)
m X
n=0
P
H
n (t)Pn(x)
=
£
P
H
m+1(t) ¡ Pm+1(x)
¤
A
H
m+1Pm(x) ¡
£
P
H
m(t) ¡ P
H
m(x)
¤
Am+1Pm+1(x)
+P
H
m+1(x)A
H
m+1Pm(x) ¡ P
H
m(x)Am+1Pm+1(x) ;
que puede escribirse como
m X
n=0
P
H
n (t)Pn(x)
=
£
P H
m+1(t) ¡ P H
m+1(x)
¤
t ¡ x
A
H
m+1Pm(x)
¡
£
P H
m(t) ¡ P H
m(x)
¤
t ¡ x
Am+1Pm+1(x) :
Tomando l¶ ³mites cuando t ! x tenemos (2.24). ¤
422.5. Funcionales matriciales de momentos bilin-
eales conjugados sim¶ etricos.
DEFINICI¶ ON 5 Diremos que un FMMBC L es sim¶ etrico si todos sus momentos
­n de orden impar son cero.
LEMA 1 . Sea L un FMMBC sim¶ etrico y sea fPn(x)gn¸0 una SPOM respecto a
L. Entonces
L[Pm(¡x);Pn(¡x)] = L[Pm(x);Pn(x)] ; 8m;n 2 N : (2.25)
Demostraci¶ on: Consideremos
Pm(x) =
m X
i=0
Amix
i ;
Pn(x) =
n X
j=0
Anjx
j ;
dos polinomios matriciales de la SPOM, entonces
Pm(¡x) =
m X
i=0
(¡1)
iAmix
i ;
Pn(¡x) =
n X
j=0
(¡1)
jAnjx
j ;
y por la de¯nici¶ on 3, tenemos
L[Pm(¡x);Pn(¡x)] =
m X
i=0
(¡1)
iAmi
Ã
n X
j=0
­j+iA
H
nj
!
=
m X
i=0(par)
(¡1)
iAmi
0
@
n X
j=0(par)
(¡1)
j­j+iA
H
nj +
n X
j=0(impar)
(¡1)
j­j+iA
H
nj
1
A
+
m X
i=0(impar)
(¡1)
iAmi
0
@
n X
j=0(par)
(¡1)
j­j+iA
H
nj +
n X
j=0(impar)
(¡1)
j­j+iA
H
nj
1
A
=
m X
i=0(par)
Ami
0
@
n X
j=0(par)
­j+iA
H
nj
1
A +
m X
i=0(impar)
Ami
0
@
n X
j=0(impar)
­j+iA
H
nj
1
A ; (2.26)
pues los momentos ­i+j son nulos si tienen ¶ ³ndice impar. Por otra parte
43L[Pm(x);Pn(x)] =
m X
i=0
Ami
Ã
n X
j=0
­j+iA
H
nj
!
=
m X
i=0(par)
Ami
0
@
n X
j=0(par)
­j+iA
H
nj +
n X
j=0(impar)
­j+iA
H
nj
1
A
+
m X
i=0(impar)
Ami
0
@
n X
j=0(par)
­j+iA
H
nj +
n X
j=0(impar)
­j+iA
H
nj
1
A
=
m X
i=0(par)
Ami
0
@
n X
j=0(par)
­j+iA
H
nj
1
A +
m X
i=0(impar)
Ami
0
@
n X
j=0(impar)
­j+iA
H
nj
1
A ; (2.27)
de (2.26) y (2.27) se sigue (2.25). ¤
TEOREMA 17 Sea L un FMMBC herm¶ ³tico y sea fPn(x)gn¸0 una SPOM m¶ onica
respecto a L. Entonces son equivalentes:
( i) L es sim¶ etrico,
( ii) Pn(¡x) = (¡1)nPn(x) , para todo n 2 N,
(iii) En la f¶ ormula de recurrencia del teorema 14, Cn = 0, para todo n 2 N.
Demostraci¶ on: (i) ) (ii)
Dado que Pn(¡x) es un polinomio matricial de grado n y coe¯ciente director (¡1)nI,
fPn(¡x)gn¸0 es un SPOM para L por (2.25) y por el corolario 3 del teorema 12,
existen matrices invertibles Cn en Cr£r tales que
Pn(¡x) = CnPn(x) ;
e igualando t¶ erminos directores en esta ¶ ultima expresi¶ on, se sigue que
Cn = (¡1)
nI ;
lo que demuestra (ii). ¤
(ii) ) (iii)
La sucesi¶ on de polinomios fPn(x)gn¸0, por el teorema 15, veri¯ca la relaci¶ on de
recurrencia :
Pn(x) = (Ix ¡ Cn)Pn¡1(x) ¡ ¤nPn¡2(x) ; (2.28)
cambiando x por ¡x en (2.28) y multiplicando todos los t¶ erminos por (¡1)n, queda
(¡1)
nPn(¡x) = (Ix + Cn)(¡1)
n¡1Pn¡1(¡x) ¡ (¡1)
n¡2¤nPn¡2(¡x) : (2.29)
44Si Pn(¡x) = (¡1)nPn(x) y tomamos la sucesi¶ on de polinomios fQn(x)gn¸0, dada
por
Qn(x) = (¡1)
nPn(x) ;
sustituyendo en (2.29), comprobamos que los polinomios Qn(x) veri¯can la relaci¶ on
de recurrencia
Qn(x) = (Ix + Cn)Qn¡1(x) ¡ ¤nQn¡2(x) (2.30)
Por (ii), Pn(x) = Qn(x), y restando (2.28) y (2.30), obtenemos
2CnPn¡1(x) = 0 ;
luego
0 = L[2CnPn¡1(x);Pn¡1(x)] = 2CnL[Pn¡1(x);Pn¡1(x)] = 2CnKn¡1 ;
como Kn¡1 es invertible, Cn = 0, con lo que (iii) queda demostrado. ¤
(iii) ) (ii)
Si Cn = 0, los polinomios Qn(x) = (¡1)nPn(¡x) veri¯can la misma f¶ ormula de
recurrencia fundamental que los Pn(x), (2.28), y Q¡1 = P¡1, luego Qn(x) = Pn(x).
¤
(ii) ) (i)
Como Pn(¡x) = (¡1)nPn(x), Pn(x) solo tiene potencias pares de x cuando n es par
y potencias impares de x cuando n es impar. Procedamos por inducci¶ on:
Como P1(x) = Ix, se tiene
0 = L[I;P1(x)] = ­1 ; ­1 = 0 :
Ahora, si P3(x) = Ix3 + Ax, entonces
0 = L[I;P3(x)] = ­3 + A­1A
H ; ­3 = 0 :
Supongamos que ­k = 0 para k = 0;1;:::;2n¡1. Como P2n+1(x) =
Pn
j=0 A2j+1x2j+1,
se sigue que
0 = L[I;P2n+1(x)] =
n X
j=0
­2j+1A
H
2j+1 = ­2n+1A
H
2n+1 = ­2n+1 ;
pues A2n+1 = I. As¶ ³ ­2n+1 = 0 y por la de¯nici¶ on 5, L es sim¶ etrico . ¤
2.6. Polinomios pseudo-ortogonales. Teorema de
Favard. Polinomios de Laguerre y de Hermite
matriciales.
DEFINICI¶ ON 6 . Sea fPn(x)gn¸0 una sucesi¶ on de polinomios matriciales en
P[x] y sea L un funcional matricial de momentos bilineal conjugado. Diremos
45que fPn(x)gn¸0 es una sucesi¶ on pseudo-ortogonal respecto a L si
( i) Pn(x) es un polinomio matricial de grado n,
( ii) L[Pn(x);Pn(x)] es invertible en Cr£r para n ¸ 0,
(iii) L[Pm(x);Pn(x)] = 0 si m < n.
N¶ otese que si fPn(x)gn¸0 es una sucesi¶ on pseudo-ortogonal de polinomios ma-
triciales con respecto a un funcional matricial de momentos bilineal herm¶ ³tico L,
entonces de la propiedad (iii) de los funcionales matriciales de momentos bilineales,
se sigue que
L[Pn(x); Pm(x)] = L[Pm(x); Pn(x)]
H = 0 ;
y fPn(x)gn¸0 es una SPOM para L. El siguiente resultado es un teorema de
Favard para el caso de funcionales matriciales de momentos bilineales.
TEOREMA 18 . Sea fAn gn¸1 , fB0
n gn¸1 y fC0
n gn¸1 sucesiones de matrices
en Cr£r , donde An y C0
n son invertibles para n ¸ 1. Sea fPn(x)gn¸¡1 una
sucesi¶ on de polinomios matriciales en P[x] tal que cada Pn(x) es de grado n y
satisfacen la relaci¶ on de recurrencia de tres t¶ erminos
An Pn(x) = (Ix¡B
0
n)Pn¡1(x) ¡ C
0
n Pn¡2(x); n ¸ 1; P¡1(x) = 0 ; P0(x) = I :
(2.31)
Entonces existe un ¶ unico funcional matricial de momentos bilineal conjugado L
tal que L[I;I] = C0
1 y fPn(x)gn¸¡1 es una sucesi¶ on de polinomios matriciales
pseudo-ortogonales respecto a L.
Demostraci¶ on: De la de¯nici¶ on de funcional matricial de momentos bilineal, ser¶ a su-
¯ciente determinar la sucesi¶ on de matrices f­n gn¸0 . De¯nimos L[I;I] = ­0 =
C0
1 . Las matrices ­n para n ¸ 1, las determinamos imponiendo la condici¶ on
L[I ;Pn(x)] = 0; n ¸ 1 : (2.32)
Escribamos (2.31) de la forma
Pn(x) =
¡
A
¡1
n x ¡ Bn
¢
Pn¡1(x) ¡ Cn Pn¡2(x); (2.33)
donde
Bn = A
¡1
n B
0
n ; Cn = A
¡1
n C
0
n : (2.34)
De (2.33), tenemos P1(x) =
¡
A
¡1
1 x ¡ B1
¢
P0(x) = A
¡1
1 x ¡ B1 y la condici¶ on
(2.32), para n = 1 , implica que
0 = L[I ; P1(x)] = L[I ; A
¡1
1 x ¡ B1 ] = L[I ; Ix]A
¡H
1 ¡ L[I ; I ] B
H
1 ;
de donde
46­1 = ­0 B
H
1 A
H
1 : (2.35)
De (2.33), tenemos P2(x) = A
¡1
2 A
¡1
1 x2 ¡
¡
A
¡1
2 B1 + B2 A
¡1
1
¢
x + (B2 B1 ¡ C2 )
y la condici¶ on (2.32), para n = 2 , implica que
0 = L[I;P2(x)] = L
£
I;A
¡1
2 A
¡1
1 x2 ¡
¡
A
¡1
2 B1 + B2A
¡1
1
¢
x + (B2B1 ¡ C2)
¤
= L[I;Ix2](A1A2)
¡H ¡ L[I;Ix]
¡
A
¡1
2 B1 + B2A
¡1
1
¢H + L[I;I](B2B1 ¡ C2)
H ;
de donde
­2 = ¡­0 (B2 B1 ¡ C2 )
H (A1 A2 )
H +­0 B
H
1 A
H
1
¡
A
¡1
2 B1 + B2 A
¡1
1
¢H (A1 A2 )
H :
(2.36)
Supongamos de esta forma que ­0 ;­1 ;¢¢¢ ­m ya est¶ an determinadas, y ahora
denotemos
Pm(x) =
n X
i=0
Ami x
i ; Pm¡1(x) =
m¡1 X
i=0
Am¡1i x
i : (2.37)
De (2.33) y (2.37), podemos escribir
Pn+1(x) =
¡
A
¡1
n+1 x ¡ Bn+1
¢
Pn(x) ¡ Cn+1 Pn¡1(x)
= A
¡1
n+1 Ann xn+1 + (Ann¡1 ¡ Bn+1 Ann ) xn
+
n¡1 X
i=1
(Ani¡1 Bn+1 Ani ¡ Cn+1 An¡1i) x
i ¡ (Bn+1 An0 + Cn+1 An¡10 ) :
Despejando de las ¶ ultimas condiciones e imponiendo que L[I ; Pn+1(x)] = 0, se
sigue que
A
¡1
n+1 Ann ­n+1 =
n¡1 X
i=1
­i (Ani¡1 ¡ Bn+1 Ani ¡ Cn+1 An¡1i)
H
¡ ­n (Ann¡1 ¡ Bn+1 Ann)
H + ­0 (Bn+1 An0 + Cn+1 An¡10)
H :
(2.38)
N¶ otese que de (2.31), la matriz coe¯ciente director Ann de Pn(x) es invertible y
de (2.38) tenemos
47­n+1 = A¡1
nn An+1
"
n¡1 X
i=1
­i (Ani¡1 ¡ Bn+1 Ani ¡ Cn+1 An¡1i)
H
¡ ­n (Ann¡1 ¡ Bn+1 Ann)
H + ­0 (Bn+1 An0 + Cn+1 An¡10)
H
i
:
(2.39)
De las propiedades de los momentos funcionales bilineales matriciales tenemos
­n+s = L[I x
n ;I x
s ] = L
£
I ; I x
n+s ¤
= L
£
I x
n+s ; I
¤
;
L
£
I x
s ; I x
k P(x)
¤
= L
£
I x
s+k ; P(x)
¤
; P(x) 2 P[x] :
Para demostrar que fPn(x)gn¸0 es pseudo-ortogonal con respecto a L, debemos
demostrar que
L[Pk(x); Pn(x)] = 0; k < n : (2.40)
De (2.31), podemos escribir
xA
¡1
n+1 Pn(x) = Pn+1(x) + Bn+1 Pn(x) + Cn+1 Pn¡1(x); n ¸ 0 ; (2.41)
y de (2.41) y (2.32), se sigue
L
£
I ; xA
¡1
n+1 Pn(x)
¤
= 0; n ¸ 0 ;
L[I x; Pn(x)] = L[I ; xPn(x)] = 0; n ¸ 0 :
Multiplicando la ecuaci¶ on (2.41) por x, se tiene
L
£
I ; x
2 A
¡1
n+1Pn(x)
¤
= 0 ;
L
£
I x
2 ; Pn(x)
¤
= L
£
I ; x
2 Pn(x)
¤
= 0 :
Procediendo inductivamente tenemos
L
£
I x
k ; Pn(x)
¤
= 0; 0 · k < n ; (2.42)
y
L[Pk(x); Pn(x)] = 0; k < n : (2.43)
Si multiplicamos la ecuaci¶ on (2.41) por xn¡1 se sigue que
L
£
I ; I x
n A
¡1
n+1 Pn(x)
¤
= L
£
I ; I x
n¡1 Pn+1(x)
¤
+L
£
I x
n¡1 ;Pn(x)
¤
B
H
n+1 +L
£
I ; I x
n¡1 Pn¡1(x)
¤
C
H
n+1 = L
£
I ; I x
n¡1 Pn¡1(x)
¤
C
H
n+1 :
48Luego
L[I x
n ; Pn(x)] A
¡H
n+1 = L
£
I x
n¡1 ; Pn¡1(x)
¤
C
H
n+1 ;
L[I x
n ; Pn(x)] = L
£
I x
n¡1 ; Pn¡1(x)
¤
C
H
n+1 A
H
n+1 :
De esta forma
L[I x
n ; Pn(x)] = C
0
1 C
H
2 A
H
2 C
H
3 A
H
3 ¢¢¢ C
H
n A
H
n
es invertible. Si Pl(x) =
Pl
k=0 Alk xk , entonces se sigue que
L[Pl(x); Pn(x)] =
l X
k=0
L
£
Alk x
k ; Pn(x)
¤
=
8
<
:
0 ; si l < n
Ann L[I xn ; Pn(x)] ; si l = n
De la invertibilidad de Ann , se tiene que L[Pn(x); Pn(x)] es invertible. ¤
COROLARIO 6 Con las hip¶ otesis del teorema 18, si la sucesi¶ on de momentos
matriciales f­n gn¸0 de¯nida por (2.39) con ­0 = C0
1 , son herm¶ ³ticos, es decir,
­n = ­H
n para n ¸ 0, entonces la sucesi¶ on fPn(x)gn¸0 de¯nida por el teorema
18, es una sucesi¶ on de polinomios ortogonales matriciales con respecto al funcional
matricial de momentos bilineal L asociado a f­gn¸0 .
Vamos ahora a comprobar que los polinomios matriciales de Hermite y Laguerre ya
vistos en el cap¶ ³tulo 1 son tambi¶ en SPOM para cierto funcional matricial de mo-
mentos bilineal conjugado herm¶ ³tico. Para proceder, necesitamos el siguiente lema:
LEMA 2 Sea n un entero positivo. Entonces
n X
i=0
µ
n
i
¶
i
s (¡1)
i = 0; s = 0; 1;¢¢¢ ; n ¡ 1 : (2.44)
Demostraci¶ on: Tomando x = ¡1 en la ecuaci¶ on
(1 + x)
n =
n X
i=0
µ
n
i
¶
x
i ; (2.45)
tenemos
Pn
i=0
¡n
i
¢
(¡1)i = 0. De esta forma, para s = 0 , la igualdad (2.44) se
cumple. Supongamos ahora que la igualdad (2.44) se satisface para j = 0; 1; ¢¢¢ ; s¡
1 y sea s · n. De la hip¶ otesis se sigue que
n X
i=0
µ
n
i
¶
i
s¡1 (¡1)
i = 0 : (2.46)
Tomando derivadas s -¶ esimas en la ecuaci¶ on (2.45) se sigue que
49n(n ¡ 1) ¢¢¢ (n ¡ s + 1)(1 + x)
n¡s =
n X
i=0
µ
n
i
¶
i(i ¡ 1) ¢¢¢ (i ¡ s + 1)x
i¡s :
De la ¶ ultima ecuaci¶ on se tiene que
n(n¡1) ¢¢¢ (n¡s+1)(1+x)
n¡s x
s =
n X
i=0
µ
n
i
¶
i(i¡1) ¢¢¢ (i¡s+1)x
i ; (2.47)
y haciendo x = ¡1 en (2.46), llegamos a que
n X
i=0
µ
n
i
¶
i(i ¡ 1) ¢¢¢ (i ¡ s + 1)(¡1)
i = 0 : (2.48)
Denotemos
i(i ¡ 1) ¢¢¢ (i ¡ s + 1) = i
s + a1 i
s¡1 + ¢¢¢ + as¡1 i + as : (2.49)
Sustituyendo (2.49) en (2.48) y usando la hip¶ otesis de inducci¶ on llegamos a
0 =
n X
i=0
i
s
µ
n
i
¶
(¡1)
i +a1
n X
i=0
i
s¡1
µ
n
i
¶
(¡1)
i +¢¢¢+as
n X
i=0
µ
n
i
¶
(¡1)
i =
n X
i=0
i
s
µ
n
i
¶
(¡1)
i :
De esta forma el resultado queda demostrado. ¤
EJEMPLO 8 (POLINOMIOS DE LAGUERRE MATRICIALES) Sea A una
matriz herm¶ ³tica en Cr£r tal que
z > ¡1 para cada valor propio z de A; (2.50)
y sea ¸ un n¶ umero real positivo. Entonces, los polinomios matriciales de Laguerre
L
(A;¸)
n (x) introducidos en [34] y de¯nidos por
L
(A;¸)
n (x) =
n X
k=0
(¡1)k ¸k
k!(n ¡ k)!
(A + I)n [(A + I)k]
¡1 x
k ; (2.51)
son una SPOM respecto al funcional matricial de momentos bilineal conjugado L ,
asociado a la sucesi¶ on de momentos matriciales f­n gn¸0 , de¯nidos por
­0 = I ; ­n =
(A + I)n
¸n ; n ¸ 1 : (2.52)
Dado que el coe¯ciente director de LA;¸
n (x) es una matriz invertible
(¡1)n¸nI
n! ; de
la propiedad (ii) del teorema 12, ser¶ a su¯ciente que probemos que
L
£
Ix
s ; L
A;¸
n (x)
¤
= ±ns Kn ; Kn 2 C
r£r invertible : (2.53)
50Demostraremos (2.53) usando inducci¶ on. Para s = 0 se sigue que
L
£
I ; L
A;¸
n (x)
¤
= L
"
I ;
n X
i=0
(¡1)i¸i
i!(n ¡ i)!
(A + I)n [(A + I)i]
¡1 x
i
#
=
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i [(A + I)i ]
¡1 (A + I)n
=
"
n X
i=0
n!
i!(n ¡ i)!
(¡1)
i ¸
i ­i [(A + I)i ]
¡1
#
(A + I)n
n!
=
"
n X
i=0
µ
n
i
¶
(¡1)
i
#
(A+I)n
n! ;
y por el lema 2, la ¶ ultima ecuaci¶ on es cero. Supongamos que
L
£
I x
k ; L
A;¸
n (x)
¤
= 0; 0 · k · s ¡ 1 : (2.54)
Utilizando ahora que ­n = ­n¡1
(A+nI)
¸ , podemos escribir
L
£
I x
s ; L
A;¸
n (x)
¤
=
"
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s [(A + I)i]
¡1
#
(A + I)n
=
"
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s¡1
(A + (i + s)I)
¸
[(A + I)i]
¡1
#
(A + I)n (2.55)
=
"
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s¡1 A [(A + I)i]
¡1
#
(A + I)n
¸
+
"
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s¡1 (i + s)I [(A + I)i]
¡1
#
(A + I)n
¸
:
(2.56)
Empleando la hip¶ otesis de inducci¶ on, la expresi¶ on (2.55) se puede escribir en la
forma
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s¡1 A [(A + I)i]
¡1
=
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
(A + I)i+s¡1
¸i+s¡1 A [(A + I)i]
¡1
= A
"
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s¡1 [(A + I)i]
¡1
#
= AL
h
I xs¡1 ; L
(A;¸)
n (x)
i
= 0 :
51Por otra parte, usando la hip¶ otesis de inducci¶ on, la expresi¶ on (2.56) toma la forma
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s¡1 (i + s)I [(A + I)i]
¡1
=
n X
i=0
(¡1)i ¸i i
i!(n ¡ i)!
­i+s¡1 [(A + I)i]
¡1 + s
n X
i=0
(¡1)i ¸i
i!(n ¡ i)!
­i+s¡1 [(A + I)i]
¡1
=
n X
i=0
(¡1)i ¸i i
i!(n ¡ i)!
­i+s¡1 [(A + I)i]
¡1 + L
£
I x
s¡1 ;L
(A;¸)
n (x)
¤
=
1
n!¸s¡1
n X
i=0
i
µ
n
i
¶
(¡1)
i (A + I)i+s [A + (i + s)I ]
¡1 [(A + I)i ]
¡1
=
1
n!¸s¡1
n X
i=0
i
µ
n
i
¶
(¡1)
i (A + (i + 1)I ) ¢¢¢ (A + (i + s ¡ 1)I ) :
(2.57)
N¶ otese que en la expresi¶ on (2.57), el producto (A + (i + 1)I ) ¢¢¢ (A + (i + s ¡ 1)I )
es un polinomio matricial de grado s ¡ 1 en la variable i, y por el lema 2, la ex-
presi¶ on (2.57) es cero. De aqu¶ ³ L
h
I xs ; L
(A;¸)
n (x)
i
= 0. Finalmente, demostremos
que L
h
I xn ; L
(A;¸)
n (x)
i
es invertible. De [34], los polinomios matriciales L
(A;¸)
n (x)
veri¯can
Bn L
(A;¸)
n (x) = (Ix ¡ Cn )L
(A;¸)
n¡1 (x) ¡ ¤n L
(A;¸)
n¡2 (x); n ¸ 1; L
(A;¸)
¡1 (x) = 0 ;
(2.58)
donde
Bn =
¡n
¸
I ; Cn =
A + (2n ¡ 1)I
¸
; ¤n =
A + (n ¡ 1)I
¸
: (2.59)
De (2.58), se sigue que
0 = L
£
Ix
n¡2 ; L
(A;¸)
n (x)
¤
B
H
n = L
£
Ix
n¡2 ; Bn L
(A;¸)
n (x)
¤
= L
h
Ix
n¡2 ; I xL
(A;¸)
n¡1 (x)
i
¡ L
h
Ix
n¡2 ; L
(A;¸)
n¡1 (x)
i
C
H
n ¡ L
h
Ix
n¡2 ; L
(A;¸)
n¡2 (x)
i
¤
H
n
De donde
L
h
Ix
n¡1 ; L
(A;¸)
n¡1 (x)
i
= L
h
Ix
n¡2 ; L
(A;¸)
n¡2 (x)
i
¤
H
n ;
luego
52¤n ¤n¡1 ¢¢¢ ¤2 = L
h
Ixn¡1 ; L
(A;¸)
n¡1 (x)
iH
L
h
I ; L
(A;¸)
0 (x)
i¡H
= L
h
I xn¡1 ; L
(A;¸)
n¡1 (x)
iH
­0 = L
h
I xn¡1 ; L
(A;¸)
n¡1 (x)
iH
:
(2.60)
De (2.59) y (2.60) se sigue que
L
£
I x
n ; L
(A;¸)
n (x)
¤H
= ¤n+1 ¤n ¢¢¢ ¤2 =
(A + nI)
¸
A + (n ¡ 1)I
¸
¢¢¢
A + I
¸
=
(A + I)n
¸n = ­n ;
y de esta forma, L
h
I xn ; L
(A;¸)
n (x)
i
= ­H
n = ­n es invertible. ¤
EJEMPLO 9 (POLINOMIOS DE HERMITE MATRICIALES) Sea A una
matriz herm¶ ³tica de¯nida positiva en Cr£r . Entonces, los polinomios matriciales
de Hermite Hn(x;A) introducidos en [40] y de¯nidos por
Hn(x;A) =
[
n
2] X
k=0
(¡1)kn!(
p
2A)n¡2k
k!(n ¡ 2k)!
x
n¡2k ; (2.61)
son una SPOM respecto al funcional matricial de momentos bilineal conjugado L ,
asociado a la sucesi¶ on de momentos matriciales f­n gn¸0 , de¯nidos por
­0 = I ; ­2n =
2n!
n!
³p
2A
´¡2n
; ­2n+1 = 0 ; n ¸ 1 : (2.62)
Dado que el coe¯ciente director de Hn(x;A) es la matriz invertible
p
2A de la
propiedad (ii) del teorema 12, ser¶ a su¯ciente que demostremos
L[Ix
s ; Hn(x;A)] = ±ns Kn ; Kn 2 C
r£r invertible : (2.63)
Demostraremos (2.63) por inducci¶ on. Para s = 0 se sigue que
L[I ; Hn(x;A)] = L
2
6
4I ;
[
n
2] X
k=0
(¡1)k n!
³p
2A
´n¡2k
k!(n ¡ 2k)!
x
n¡2k
3
7
5
=
[
n
2] X
k=0
(¡1)k n!
³p
2A
´n¡2k
k!(n ¡ 2k)!
­n¡2k : (2.64)
Estudiemos el valor de la expresi¶ on (2.64) seg¶ un sea n par o impar. Si n es impar,
n ¡ 2k ser¶ a impar para todo natural k, por lo que la expresi¶ on (2.64) valdr¶ a 0.
53Si n es par, supongamos n = 2l, entonces de (2.64) se sigue
L[I ; H2l(x;A)] =
l X
k=0
(¡1)k (2l)!
³p
2A
´2(l¡k)
k!(2(l ¡ k)!)
­2(l¡k)
=
l X
k=0
(¡1)k (2l)!
k!(2(l ¡ k)!)
(2(l ¡ k))!)
(l ¡ k)!
³p
2A
´¡2(l¡k) ³p
2A
´2(l¡k)
=
l X
k=0
(¡1)k (2l)!
k!(l ¡ k)!
I =
(2l)!
l!
"
l X
k=0
µ
l
k
¶
(¡1)
k
#
I ;
y por el lema 2, la ¶ ultima expresi¶ on es cero. Supongamos que
L
£
I x
k ; Hn(x;A)
¤
= 0; 0 · k · s ¡ 1 : (2.65)
Calculemos L[I xs ; Hn(x;A)].
L[I x
s ; Hn(x;A)] =
[
n
2] X
k=0
(¡1)k n!
³p
2A
´n¡2k
k!(n ¡ 2k)!
­n¡2k+s : (2.66)
Analicemos ahora los distintos casos que pueden darse. Si n y s tienen distinta pari-
dad, uno de los dos par y el otro impar, entonces n¡2k +s ser¶ a impar, por lo que
(2.66) ser¶ a cero. Veamos los casos en los que n y s tienen igual paridad.
Supongamos que n y s son pares, en tal caso podemos escribir n = 2l y s = 2t,
y (2.66) quedar¶ a
L
£
I x
2t ; H2l(x;A)
¤
=
l X
k=0
(¡1)k (2l)!
³p
2A
´2(l¡k)
k!(2(l ¡ k))!
­2(l¡k+t) : (2.67)
Utilizando ahora la expresi¶ on de los momentos matriciales (2.62), se tiene
­2n = 2(2n ¡ 1)­2n¡2
³p
2A
´¡2
;
y podemos escribir (2.67) de la forma
L
£
Ix
2t;H2l(x;A)
¤
=
l X
k=0
(¡1)k (2l)!
³p
2A
´2(l¡k)
k!(2(l ¡ k))!
­2(l¡k+t)
=
l X
k=0
(¡1)k (2l)!
k!(2(l ¡ k))!
2(2(l ¡ k + t) ¡ 1)­2(l¡k+t¡1)
³p
2A
´2(l¡k¡1)
54=
l X
k=0
(¡1)k(2l)!
k!(2(l ¡ k))!
[4l ¡ 4k + 4t ¡ 2] ­2(l¡k+t¡1)
³p
2A
´2(l¡k¡1)
: (2.68)
Por hip¶ otesis, se tiene que L[I xs¡2 ; Hn(x;A)] = 0, de donde si n = 2l y s = 2t
se tendr¶ a
0 = L
£
I x
2t¡2 ; H2l(x;A)
¤
=
l X
k=0
(¡1)k (2l)!
k!(2(l ¡ k))!
­2(l¡k+t¡1)
³p
2A
´2(l¡k)
: (2.69)
De (2.68), obtenemos
L
£
I x
2t ; H2l(x;A)
¤
= (4l + 4t ¡ 2)
"
l X
k=0
(¡1)k (2l)!
k!(2(l ¡ k))!
­2(l¡k+t¡1)
³p
2A
´2(l¡k)
#
³p
2A
´¡2
¡ 4
"
l X
k=0
(¡1)k (2l)!k
k!(2(l ¡ k))!
­2(l¡k+t¡1)
³p
2A
´2(l¡k¡1)
#
; (2.70)
y sustituyendo (2.69) en (2.70) se obtiene
L
£
I x
2t ; H2l(x;A)
¤
= ¡4
"
l X
k=0
(¡1)k (2l)!k
k!(2(l ¡ k))!
­2(l¡k+t¡1)
³p
2A
´2(l¡k¡1)
#
= ¡4
l X
k=0
(¡1)k (2l)!k
k!(2(l ¡ k))!
(2(l ¡ k + t) ¡ 2)!
(l ¡ k + t ¡ 1)!
³p
2A
´2(l¡k¡1) ³p
2A
´2(l¡k¡1+t)
= ¡4
l X
k=0
(¡1)k (2l)!k
k!(2(l ¡ k))!
(2(l ¡ k + t) ¡ 2)!
(l ¡ k + t ¡ 1)!
³p
2A
´¡2t
: (2.71)
Desarrollando los factoriales,
(2(l ¡ k) + 2t ¡ 2)!
(l ¡ k) + t ¡ 1)!
=
(2(l ¡ k) + 2t ¡ 2)(2(l ¡ k) + 2t ¡ 3):::(2(l ¡ k) + 1)(2(l ¡ k))!
((l ¡ k) + t ¡ 1)((l ¡ k) + t ¡ 2):::((l ¡ k) + 1)(l ¡ k)!
;
sustituyendo en (2.71) y simpli¯cando, tenemos
L
£
I x
2t ; H2l(x;A)
¤
55= ¡4
³p
2A
´¡2t l X
k=0
(¡1)k (2l)!k
k!(2(l ¡ k))!
(2(l ¡ k)!
(l ¡ k)!
(2(l ¡ k) + 2t ¡ 2):::(2(l ¡ k) + 1)
((l ¡ k) + t ¡ 1):::((l ¡ k) + 1)
= ¡4
³p
2A
´¡2t l X
k=0
(¡1)k (2l)!k
k!(l ¡ k)!
(2(l ¡ k) + 2t ¡ 2):::(2(l ¡ k) + 1)
((l ¡ k) + t ¡ 1):::((l ¡ k) + 1)
: (2.72)
Ahora, el cociente
(2(l¡k)+2t¡2):::(2(l¡k)+1)
((l¡k)+t¡1):::((l¡k)+1) lo podemos espresar, haciendo x = 2(l¡t),
de la forma
(2(l ¡ k) + 2t ¡ 2):::(2(l ¡ k) + 1)
((l ¡ k) + t ¡ 1):::((l ¡ k) + 1)
=
(x + 2t ¡ 2)(x + 2t ¡ 3):::(x + 1)
(x
2 + t ¡ 1)(x
2 + t ¡ 2):::(x
2 + 1)
= 2
t(x + (2t ¡ 3))(x + (2t ¡ 5)):::(x + 1) :
Sustituyendo en (2.72),
L
£
I x
2t ; H2l(x;A)
¤
= ¡4
³p
2A
´¡2t (2l)!
l!
2
t
l X
k=0
µ
l
k
¶
(¡1)
k Q : (2.73)
Donde Q = k((2(l¡k)+(2t¡3))(2(l¡k)+(2t¡5)):::(2(l¡k)+1) es un polinomio
en k de grado s ¡ 1 < n, luego por el lema 2, (2.73) es cero.
Supongamos ahora que n y s son impares, y pongamos n = 2l +1, s = 2t+1.
Se tiene entonces, procediendo de igual forma
L
£
Ix
2t+1 ; H2l+1(x;A)
¤
=
l X
k=0
(¡1)k (2l + 1)!
³p
2A
´2l¡2k+1
k!(2l ¡ 2k + 1)!
­2l+2t¡2k+2
=
l X
k=0
(¡1)k (2l + 1)!
³p
2A
´2(l¡k)+1
k!(2(l ¡ k) + 1)!
­2(l+t¡k+1)
=
l X
k=0
(¡1)k (2l + 1)!
³p
2A
´2(l¡k)+1
k!(2(l ¡ k) + 1)!
2(2(l + t ¡ k) + 1)­2(l+t¡k)
³p
2A
´¡2
= (4l + 4t + 2)
l X
k=0
(¡1)k (2l + 1)!
k!(2(l ¡ k) + 1)!
³p
2A
´2(l¡k)
­2(l+t¡k)
56¡4
l X
k=0
(¡1)k (2l + 1)!k
k!(2(l ¡ k) + 1)!
³p
2A
´2(l¡k)
­2(l+t¡k) : (2.74)
Aplicando que por hip¶ otesis L[I xs¡2 ; Hn(x;A)] = 0, si n = 2l +1 y s = 2t+1 se
tiene
0 =
l X
k=0
(¡1)k (2l + 1)!
k!(2(l ¡ k) + 1)!
³p
2A
´2(l¡k)+1
­2(l+t¡k) ; (2.75)
luego sustituyendo (2.75) en (2.74), y desarrollando los factoriales, tenemos
L
£
Ix
2t+1 ; H2l+1(x;A)
¤
= ¡4
l X
k=0
(¡1)k (2l + 1)!k
k!(2(l ¡ k) + 1)!
³p
2A
´2(l¡k)
­2(l+t¡k)
= ¡4
l X
k=0
(¡1)k (2l + 1)!k
k!(2(l ¡ k) + 1)!
(2(l ¡ k + t))!
(l ¡ k + t)!
³p
2A
´¡2(l¡k+t) ³p
2A
´2(l¡k)
=
¡4(2l + 1)!
l!
l X
k=0
(¡1)k l!k
k!(2(l ¡ k) + 1)!
(2(l ¡ k + t))!
(l ¡ k + t)!
³p
2A
´¡2t
=
¡4(2l + 1)!
l!
2
t¡1
"
l X
k=0
µ
l
k
¶
(¡1)
kk
#
³p
2A
´¡2t
;
y esta ¶ ultima espresi¶ on por el lema 2 es cero. Tenemos as¶ ³ probado que
L[Ix
s ; Hn(x;A)] = 0 si s < n :
Finalmente, demostremos que L[I xn ; Hn(x;A)] es invertible. De [40], los poli-
nomios matriciales Hn(x;A) veri¯can
Bn Hn(x;A) = IxHn¡1(x;A) ¡ ¤n Hn¡2(x;A); n ¸ 1; H¡1(x;A) = 0 ;
(2.76)
donde
Bn =
³p
2A
´¡1
; ¤n = 2(n ¡ 1)
³p
2A
´¡1
: (2.77)
As¶ ³ tenemos que
0 = L
£
Ix
n¡2 ; Bn Hn(x;A)
¤
= L
£
Ix
n¡2 ;I xHn¡1(x;A)
¤
¡L
£
Ix
n¡2 ; Hn¡2(x;A)
¤
¤
H
n ;
57luego
L
£
Ix
n¡2 ; IxHn¡1(x;A)
¤
= L
£
Ix
n¡1 ; Hn¡1(x;A)
¤
= L
£
Ix
n¡2 ; Hn¡2(x;A)
¤
¤
H
n :
Aplicando reiteradamente esta ¶ ultima igualdad, tenemos
¤n ¤n¡1 ¢¢¢ ¤2 = L[Ixn¡1 ; Hn¡1(x;A)]
H L[I ; H0(x;A)]
¡H
= L[I xn¡1 ; Hn¡1(x;A)]
H ­0 = L[I xn¡1 ; Hn¡1(x;A)]
H ;
(2.78)
por lo que
L[I x
n ; Hn(x;A)]
H = ¤n+1 ¤n ¢¢¢ ¤2 = n!2
n
³p
2A
´¡n
es invertible :
Entonces, L[I xn ; Hn(x;A)] es invertible. ¤
2.7. Funcionales matriciales de momentos bilin-
eales conjugados de¯nidos positivos.
En el campo escalar, en los casos m¶ as importantes, los polinomios ortogonales se
obtienen a partir de un funcional L de¯nido por una funci¶ on peso no negativa o en
t¶ erminos de una integral Stieljes, ver [5, p.13]. En el caso en el que trabajamos con
matrices, el producto interior matricial puede de¯nirse en t¶ erminos de funciones peso
matriciales herm¶ ³ticas [60], o en t¶ erminos de funciones de distribuci¶ on matriciales
herm¶ ³ticas, acotadas y no decrecientes, [53], [61].
DEFINICI¶ ON 7 . Sea L FMMBC herm¶ ³tico. Diremos que L es de¯nido positivo
si para cada polinomio matricial m¶ onico P(x) 2 P[x], la matriz L[P(x);P(x)] es
de¯nida positiva.
Para caracterizar los FMMBC de¯nidos positivos vamos a demostrar en el siguiente
lema algunas condiciones necesarias.
LEMA 3 Sea L FMMBC de¯nido positivo. Entonces la sucesi¶ on de momentos
matriciales f­ngn¸0 asociada a L veri¯ca
­2n es de¯nido positivo y ­2n+1 es herm¶ ³tico para n ¸ 0 : (2.79)
Demostraci¶ on: Por la de¯nici¶ on y la hip¶ otesis se sigue que L[Ixn;Ixn] = ­2n es
de¯nido positivo para n ¸ 0. Ahora demostraremos, usando el principio de induc-
ci¶ on, que ­2n+1 es herm¶ ³tico. Para n = 0, n¶ otese que L[I(x+1);I(x+1)] es de¯nido
positivo y de las propiedades de L, se tiene que
58L[I(x + 1);I(x + 1)] = L[Ix;Ix] + L[Ix;I] + L[I;Ix] + L[I;I]
= ­2 + 2­1 + ­0 :
As¶ ³, ­1 = 1
2 fL[I(x + 1);I(x + 1)] ¡ ­0 ¡ ­2g es herm¶ ³tico. Supongamos que ­1 ;
­3 ; ::: ; ­2n¡1 son herm¶ ³ticos, y escribamos
L[(Ix + I)n+1;(Ix + I)n+1] = L
hPn+1
k=0
¡n+1
k
¢
Ixk ;
Pn+1
j=0
¡n+1
j
¢
Ixj
i
=
Pn+1
k=0
Pn+1
j=0
¡n+1
k
¢¡n+1
j
¢
L[Ixk;Ixj]
=
Pn+1
k=0
¡n+1
k
¢hPn+1
j=0
¡n+1
j
¢
­k+j
i
:
(2.80)
Por la hip¶ otesis de inducci¶ on, ­1;­3;:::;­2n¡1 son herm¶ ³ticos, y L[(Ix+I)n+1;(Ix+
I)n+1] es de¯nido positivo, por (2.80), se sigue que ­2n+1 es herm¶ ³tico. ¤
Sea L un FMMBC de¯nido positivo y sea f­ngn¸0 la sucesi¶ on de momentos matri-
ciales asociada con L. Por el lema 3, cada momento ­2n es de¯nido positivo para
n ¸ 0, el momento ­0 es de¯nido positivo como tambi¶ en ­
¡1
0 . Por el teorema 8-(v),
el polinomio matricial Q0(x) = ­
¡1=2
0 esta bien de¯nido. N¶ otese que
L[Q0(x);Q0(x)] = ­
¡1=2
0 L[I;I](­
¡1=2
0 )
H = ­
¡1=2
0 ­0­
¡1=2
0 = I :
Sea P0(x) = Q0(x). Consideremos el polinomio matricial de grado uno, Q1(x) = Ix¡
AP0(x), donde A es una matriz en C
r£r a determinar para que L[P0(x);Q1(x)] =
0. De las propiedades de los funcionales matriciales de momentos, la condici¶ on
L[P0(x);Q1(x)] = 0, es equivalente a la ecuaci¶ on
0 = L[P0(x);Q1(x)] = L[P0(x);Ix ¡ AP0(x)]
= L[P0(x);Ix] ¡ L[P0(x);P0(x)]A
H = L[P0(x);Ix] ¡ A
H :
De esta forma, la matriz A debe veri¯car
A
H = L[P0(x);Ix] = L[Ix;P0(x)]
H;
A = L[Ix;P0(x)]­
¡1=2
0 = ­1­
¡1=2
0 :
Luego Q1(x) = Ix ¡ ­1­
¡1=2
0 . De¯namos P1(x) = (L[Q1(x);Q1(x)])
¡1=2 Q1(x) ,
donde (L[Q1(x);Q1(x)])
¡1=2 es la ¶ unica ra¶ ³z cuadrada de¯nida positiva de (L[Q1(x);Q1(x)])
¡1.
Entonces, como (L[Q1(x);Q1(x)])
¡1=2 conmuta con L[Q1(x);Q1(x)], se tiene que
L[P1(x);P1(x)] = (L[Q1(x);Q1(x)])
¡1=2 L[Q1(x);Q1(x)](L[Q1(x);Q1(x)])
¡1=2
59= (L[Q1(x);Q1(x)])
¡1=2 (L[Q1(x);Q1(x)])
¡1=2 L[Q1(x);Q1(x)] = I :
En general, si suponemos que P0(x);P1(x);:::;Pn(x) son polinomios matriciales bien
de¯nidos tales que Pi(x) es de grado i y que
L[Pi(x);Pj(x)] = ±ijI ; 0 · i;j · n ; (2.81)
de¯namos las matrices Ak por
Ak = L[Ix
n+1Pk(x)]; 0 · k · n ; (2.82)
y sea Qn+1(x) = Ixn+1 ¡
Pn
k=0 AkPk(x). De las propiedades de los funcionales
matriciales de momentos bilineales conjugados y (2.81)-(2.82), se tiene
L[Pj(x);Qn+1(x)] = L[Pj(x);Ix
n+1] ¡
n X
k=0
L[Pj(x);Pk(x)]A
H
k
=
¡
L[Ix
n+1;Pj(x)]
¢H ¡ A
H
j = 0 : (2.83)
Ahora, de¯nimos
Pn+1(x) = (L[Qn+1(x);Qn+1(x)])
¡1=2 Qn+1(x) ;
y por los mismos argumentos utilizados para demostrar que L[P1(x);P1(x)] = I,
tenemos L [Pn+1(x) ; Pn+1(x)] = I, y de (2.83) tenemos L[Pj(x);Pn+1(x)] = 0, para
0 · j · n.
En resumen, el siguiente resultado queda demostrado:
TEOREMA 19 Sea L un FMMBC de¯nido positivo. entonces L tiene un sistema
de polinomios matriciales ortonormales.
El siguiente teorema nos caracteriza los FMMBC de¯nidos positivos en t¶ erminos de
la matriz de Haenkel por bloques Ãn de¯nida por (2.5), y puede considerarse como
una versi¶ on matricial del teorema 3.4 de [5, p.15].
TEOREMA 20 . Sea L un FMMBC herm¶ ³tico, y sea Ãn la matriz por bloques
de¯nida por (2.5). Entonces L es de¯nido positivo, si y solo si, Ãn es de¯nida
positiva para todo n ¸ 0.
Demostraci¶ on: Supongamos que L es herm¶ ³tico y que Ãn es de¯nida positiva
para todo n ¸ 0. Sea P(x) un polinomio matricial m¶ onico de grado m. Queremos
demostrar que L[P(x);P(x)] es una matriz herm¶ ³tica de¯nida positiva. Dado que
Ãn es invertible para n ¸ 0, por el teorema 13, existe una SPOM fPn(x)gn¸0 para
L, y por el teorema 11 existen matrices C1; C2 ;::: ;Cm , en Cr£r , tales que
P(x) =
m X
i=0
CiPi(x); Cm invertible : (2.84)
60As¶ ³
L[P(x);P(x)] =
m X
i=0
CiL[Pi(x);Pi(x)]C
H
i : (2.85)
N¶ otese que si demostramos que L[Pi(x);Pi(x)] es de¯nido positivo para 0 · i · m,
entonces por (2.85) y la invertibilidad de Cm llegamos a que L[P(x);P(x)] > 0. Sean
Ank matrices en C
r£r con Ann invertible, tales que
Pn(x) =
n X
k=0
Ankx
k : (2.86)
Del teorema 12 se sigue que
L[Ix
m;Pn(x)] =
n X
k=0
­k+mA
H
nk = Kn±mn ; para m · n ; (2.87)
donde Kn es una matriz invertible en C
r£r . La condici¶ on (2.87) equivale a un
sistema lineal por bloques
Ãn
2
6
4
AH
n0
. . .
AH
nn
3
7
5 =
2
6
6
6
4
0
. . .
0
Kn
3
7
7
7
5
(2.88)
donde Ãn esta de¯nida por (2.5). N¶ otese que Ã0 = ­0 es de¯nida positiva, y
as¶ ³ L[P0(x);P0(x)] = A00 ­0 AH
00 > 0. Sea 1 · i · m y n¶ otese que L[Pi;Pi] = Ki ,
es una matriz invertible. El sistema (2.88) puede escribirse de la forma
2
6
4
Ãi¡1
. . . AH
¢¢¢ ¢¢¢ ¢¢¢
A
. . . ­2i
3
7
5
2
6
4
AH
i0
. . .
AH
ii
3
7
5 =
2
6
6
6
4
0
. . .
0
Ki
3
7
7
7
5
; (2.89)
donde
A = [­i ­i+1 ¢¢¢ ­2i¡1 ] y
2
6
6
6
4
­i
­i+1
. . .
­2i¡1
3
7
7
7
5
= A
H ;
porque ­n es herm¶ ³tico para n ¸ 0.
Premultiplicando la ecuaci¶ on (2.89) por la matriz
·
I 0
¡A I
¸ ·
Ã
¡1
i¡1 0
0 I
¸
;
llegamos a
612
6
4
I
. . . Ã
¡1
i¡1AH
¢¢¢ ¢¢¢ ¢¢¢
0
. . . ­2i ¡ AÃ
¡1
i¡1AH
3
7
5
2
6
4
AH
i0
. . .
AH
ii
3
7
5 =
2
6
6
6
4
0
. . .
0
Ki
3
7
7
7
5
: (2.90)
As¶ ³
Ki =
¡
­2i ¡ AÃ
¡1
i¡1A
H¢
A
H
ii ; (2.91)
y
·
I 0
¡A I
¸ ·
Ã
¡1
i¡1 0
0 I
¸
Ãi =
·
I Ã
¡1
i¡1AH
0 Ki
¸
: (2.92)
De la expresi¶ on L[Pi(x);Pi(x)] = Ki , se sigue que la ecuaci¶ on (2.92) puede escribirse
de la forma
·
I 0
¡A I
¸ ·
Ã
¡1
i¡1 0
0 I
¸
Ãi =
·
I Ã
¡1
i¡1AH
0 L[Pi(x);Pi(x)]
¸
: (2.93)
Postmultiplicando ambos miembros de (2.93) por
·
Ã
¡1
i¡1 0
0 I
¸ ·
I ¡AH
0 I
¸
;
tenemos
DiÃi =
·
Ã
¡1
i¡1 0
0 L[Pi(x);Pi(x)]
¸
; (2.94)
con
Di =
·
Ã
¡1
i¡1 0
0 I
¸ ·
I ¡AH
0 I
¸ ·
I 0
¡A I
¸ ·
Ã
¡1
i¡1 0
0 I
¸
: (2.95)
N¶ otese que la matriz Di, de¯nida por (2.95), es de¯nida positiva porque
Di = E
H
i Ei ; Ei =
·
I 0
¡A I
¸ ·
Ã
¡1
i¡1 0
0 I
¸
; Ei invertible :
Como Di y Ãi son matrices de¯nidas positivas, por el teorema 8-(iii) se sigue que
Para cada z 2 ¾(DiÃi); z > 0 : (2.96)
Por (2.94) tenemos
¾(DiÃi) = ¾(Ã
¡1
i¡1)
[
¾(L[Pi(x);Pi(x)]); (2.97)
y por (2.96)-(2.97), concluimos que
Para cada z 2 ¾(L[Pi(x);Pi(x)]); z > 0 (2.98)
62Dado que L[Pi(x);Pi(x)] es herm¶ ³tica por ser L herm¶ ³tico, y satisface (2.98), por
el teorema 8-(i) concluimos que L[Pi(x);Pi(x)] > 0. Con esto demostramos una
implicaci¶ on del teorema. Rec¶ ³procamente, supongamos que L es de¯nido positivo.
Por el lema 3, cada momento matricial ­n es herm¶ ³tico y ­2n es de¯nido positivo
para n ¸ 0. As¶ ³ la matriz Ãn es herm¶ ³tica para n ¸ 0. Para i = 0, Ã0 = ­0
es de¯nida positiva por el lema 3. Sea i ¸ 1 y supongamos que Ã0; Ã1; :::; Ãi¡1
son de¯nidas positivas. Como L es de¯nido positivo, por el teorema 19 existe una
SPOM m¶ onica fPn(x)gn¸0 . N¶ otese que por el teorema 8-(i), para demostrar que
Ãi es de¯nida positiva, es su¯ciente demostrar que cada valor propio z de Ãi es
positivo. Por la ecuaci¶ on (2.95), y por la hip¶ otesis de inducci¶ on, la matriz Di es
de¯nida positiva y
¾(DiÃi) = ¾(Ã
¡1
i¡1)
[
L[Pi(x);Pi(x)] : (2.99)
Como L es de¯nido positivo, se sigue que L[Pi(x);Pi(x)] > 0, y por la hip¶ otesis de
inducci¶ on, Ãi¡1 > 0, as¶ ³ como Ã
¡1
i¡1. Por (2.99), se sigue que
Para cada valor propio z de DiÃi ; z > 0 : (2.100)
Como Di es de¯nida positiva, por el teorema 8-(iv), existe una matriz triangular
inferior, Gi, tal que
Di = Gi G
H
i :
As¶ ³, podemos escribir DiÃi = GiGH
i Ãi y
G
¡1
i DiÃiGi = G
H
i ÃiGi : (2.101)
N¶ otese que por (2.101), podemos escribir
¾(DiÃi) = ¾(G
H
i ÃiGi) ; (2.102)
y por el teorema 9, (2.100) y (2.102), obtenemos que
Para cada valor propio z de Ãi ; z > 0 ;
Con lo que el resultado queda demostrado. ¤
NOTA 10 Este resultado tambi¶ en se encuentra demostrado en [25], para el caso
de funcionales de¯nidos a trav¶ es de integrales.
NOTA 11 Para construir un FMMBC de¯nido positivo es su¯ciente tomar los
momentos matriciales ­n, tales que la matriz de Haenkel por bloques Ãn de¯nida por
(2.5), sea de¯nida positiva para n ¸ 0. Es frecuente tomar FMMBC cuyos momentos
matriciales ­n son funciones anal¶ ³ticas de una matriz ¯ja A. Esta situaci¶ on ocurre,
por ejemplo, con los polinomios de Laguerre y Hermite matriciales, introducidos en
[34] y [40] respectivamente. Sea
63Ãn(A) =
2
6
6
6
4
­0(A) ­1(A) ¢¢¢ ­n(A)
­1(A) ­2(A) ¢¢¢ ­n+1(A)
. . .
. . .
. . .
­n(A) ­n+1(A) ¢¢¢ ­2n(A)
3
7
7
7
5
donde ­i(A) son funciones anal¶ ³ticas actuando sobre la matriz A 2 Cr£r . Por [69,
p.107-108], si w
(k)
i es el k-¶ esimo valor propio de la matriz ­i(A), 0 · i · n,
1 · k · r, entonces los valores propios de Ãn(A) vienen dados por los valores
propios de las matrices
W(k) =
2
6
6
6
4
w
(k)
0 w
(k)
1 ¢¢¢ w
(k)
n
w
(k)
1 w
(k)
2 ¢¢¢ w
(k)
n+1
. . .
. . .
. . .
w
(k)
n w
(k)
n+1 ¢¢¢ w
(k)
2n
3
7
7
7
5
; 1 · k · r : (2.103)
As¶ ³, los valores propios de Ãn(A) se pueden obtener a trav¶ es de las matrices dadas
en (2.103). En particular, si ­i(A) es herm¶ ³tica para 0 · i · n y las matrices W(k)
de¯nidas por (2.103) para 1 · k · r son de¯nidas positivas, entonces Ãn(A) es
de¯nida positiva.
2.8. Producto interior matricial.
Para cada FMMBC de¯nido positivo L, podemos asociarle un producto interior
matricial de¯nido en el m¶ odulo a izquierda P[x] sobre el anillo Cr£r, satisfaciendo las
propiedades requeridas en [60, p.352]. De hecho, dado P(x), Q(x) en P[x] de¯nimos
el producto interior matricial
< ¢; ¢ >: P[x] £ P[x] ¡! C
r£r
por
< P(x);Q(x) >= L[P(x);Q(x)]; P(x); Q(x) 2 P[x] : (2.104)
De las propiedades de un FMMBC herm¶ ³tico, es f¶ acil demostrar que
( i) < C1P1(x) + C2P2(x);Q(x) >= C1 < P1(x);Q(x) > +C2 < P2(x);Q(x) >
donde Q(x); Pi(x) 2 P[x] y Ci 2 Cr£r para i = 1;2.
( ii) < P(x);Q(x) >=< Q(x);P(x) >H , P(x); Q(x) 2 P[x],
(iii) < P(x);CQ(x) >=< P(x);Q(x) > CH ;
donde C es una matriz en Cr£r y P(x); Q(x) 2 P[x].
Demostremos que
64(iv) < P(x);P(x) > es semide¯nido positivo para cada P(x) 2 P[x], y que
< P(x);P(x) >= 0 solo cuando P(x) es id¶ enticamente cero.
Sea P(x) un polinomio matricial de grado n y sea fPn(x)gn¸0 una SPOM m¶ onica
para L , cuya existencia viene garantizada por el teorema 19. Por el corolario 2,
existen matrices ¤1 ; ¤2 ;:::; ¤n , univocamente determinadas por P(x) , tales
que
P(x) =
n X
k=0
¤kPk :
Por la de¯nici¶ on de producto interior matricial y las propiedades de L , podemos
escribir
< P(x);P(x) >= L[P(x);P(x)] = L
hPn
k=0 ¤kPk(x);
Pn
j=0 ¤jPj(x)
i
=
Pn
k=0 ¤k
³Pn
j=0 L[Pk(x);Pj(x)]¤H
j
´
=
Pn
k=0 ¤kKk¤H
k ;
(2.105)
donde Kk = L[Pk(x);Pk(x)] , es de¯nida positiva, y por el teorema 12 se veri¯ca
L[Pk(x);Pj(x)] = ±kjKk ; 0 · k · n :
N¶ otese que cada matriz de la forma ¤kKk¤H
k es semide¯nida positiva y por (2.105)
tenemos que < P(x);P(x) > es semide¯nido positivo. Si suponemos que se veri¯ca
< P(x);P(x) >= 0, entonces por (2.105), se sigue que
¤kKk¤
H
k = 0; 0 · k · n : (2.106)
Dado que Kk > 0, por el teorema 8-(v), existe una ¶ unica ra¶ ³z cuadrada herm¶ ³tica
de¯nida positiva K
1=2
k de Kk para 0 · k · n. De (2.106), podemos escribir
CkC
H
k = ¤kK
1=2
k K
1=2
k ¤
H
k = 0; Ck = ¤kK
1=2
k > 0; 0 · k · n : (2.107)
De la invertibilidad de Kk y de (2.107), se sigue que las matrices ¤1 ; ¤2 ;:::;
¤n deben ser cero. En efecto, en otro caso, para alg¶ un j con 0 · j · n, la matriz
¤j 6= 0. Dado que K
1=2
j es invertible, se sigue que Cj = ¤jK
1=2
j 6= 0 y por lo tanto
existe un vector no nulo z 2 C
r tal que y = CH
j z 6= 0. As¶ ³
¡
CjC
H
j z;z
¢
=
¡
C
H
j z;C
H
j z
¢
= (y;y) = kyk
2 > 0 ; (2.108)
donde kyk denota la norma eucl¶ ³dea de un vector y. Pero n¶ otese que (2.108)
contradice (2.107). En consecuencia, ¤k = 0 para 0 · k · n y P(x) ´ 0. As¶ ³, la
propiedad (iv) est¶ a demostrada.
65Cap¶ ³tulo 3
El problema de la mejor
aproximaci¶ on matricial y series de
Fourier matriciales.
3.1. Funcionales matriciales de¯nidos en C ([a;b];Cr£r),
donde [a;b] es acotado.
El objetivo de esta secci¶ on es considerar funcionales matriciales actuando sobre el
conjunto de las funciones continuas en un intervalo acotado [a;b] de R a valores
en Cr£r. Resolveremos el problema de la mejor aproximaci¶ on respecto a un fun-
cional matricial de¯nido positivo, estableciendo su conexi¶ on con las series de Fourier
matriciales. Extenderemos al campo matricial an¶ alogos de la propiedad de Riemann-
Lebesgue, la desigualdad de Bessel-Parseval y el concepto de conjunto total relativo
a un funcional matricial.
La organizaci¶ on de esta secci¶ on es la siguiente. En la subsecci¶ on 3.1.1 introduci-
mos el concepto de funcional matricial de¯nido positivo, actuando sobre el conjunto
C ([a;b];Cr£r) de todas las funciones continuas sobre el intervalo acotado [a;b] de
R a valores en Cr£r, y resolvemos el problema de la mejor aproximaci¶ on matricial.
En la subsecci¶ on 3.1.2 demostraremos algunos resultados importantes sobre series
de Fourier matriciales, tales como la propiedad de Riemann-Lebesgue matricial y
la desigualdad de Bessel-Parseval matricial. En la subsecci¶ on 3.1.3 introducimos el
concepto de conjunto total respecto a un funcional matricial de¯nido positivo, y
demostramos que una sucesi¶ on ortonormal de polinomios matriciales es total re-
specto a su funcional.
En lo que sigue, denotaremos por Pn[x] el conjunto de todos los polinomios matri-
ciales de grado n. Para una matriz C en Cr£r, denotaremos por kCk2 su norma 2
de¯nida por
kCk2 = sup
x6=0
kCxk2
kxk2
;
66donde para un vector y en Cr, kyk2 denota la norma eucl¶ ³dea habitual. Denotaremos
por ¾(C) el conjunto de todos los valores propios de C. Si C es una matriz herm¶ ³tica,
entonces ¾(C) es un subconjunto de R y denotaremos por ¸m¶ ³n(C) y ¸m¶ ax(C) respec-
tivamente, el m¶ ³nimo y el m¶ aximo de ¾(C). Diremos que C es semide¯nida positiva
si C es herm¶ ³tica y (Cx;x) ¸ 0 para cualquier vector x en Cr, donde (;) denota el
producto interior eucl¶ ³deo en Cr£Cr. Si C es herm¶ ³tica y (Cx;x) > 0 para cualquier
vector no nulo x de Cr, entonces diremos que C es de¯nida positiva. Si B y C son
matrices herm¶ ³ticas en Cr£r, diremos que B ¸ C cuando B ¡ C es semide¯nida
positiva, y B > C cuando B ¡ C es de¯nida positiva. Si C = (cij)1·i;j·r, por [28,
p.57] se cumple
m¶ ax
1¸i;j¸r
jcijj · kCk2 · r m¶ ax
1¸i;j¸r
jcijj : (3.1)
Recordemos que si (z)n denota la funci¶ on factorial escalar, de¯nida por (z)n =
z(z + 1):::(z + n ¡ 1), n ¸ 1, y (z)0 = 1, entonces aplicando el c¶ alculo funcional
matricial a esta funci¶ on, para cualquier matriz C en Cr£r se tiene
(C)n = C(C + I):::(C + (n ¡ 1)I) ; (C)0 = I ; n ¸ 1 :
Para x e y n¶ umeros complejos con parte real positiva, Re(x) > 0, Re(y) > 0, tenemos
la funci¶ on Beta de Euler B(x;y) escalar de¯nida por
B(x;y) =
Z 1
0
u
x¡1(1 ¡ u)
y¡1du ;
v¶ ease [63, p.416]. Recordemos que por [27, p.801-802], si C es una matriz herm¶ ³tica
de¯nida positiva, entonces C admite una ¶ unica ra¶ ³z cuadrada de¯nida positiva que
denotaremos por C
1
2, y que por el teorema 8, conmuta con C.
3.1.1. Funcionales matriciales y el problema de la mejor
aproximaci¶ on matricial.
Denotaremos por E el espacio de Banach de todas las funciones continuas f : [a;b] !
Cr£r, con la norma
kfk1 = m¶ axfkf(x)k2 ; a · x · bg (3.2)
donde [a;b] es un intervalo acotado de la recta real.
DEFINICI¶ ON 8 . Un funcional bilineal matricial herm¶ ³tico L sobre E (abrevi-
adamente FBMH) es una funci¶ on
L : E £ E ! C
r£r
veri¯cando
( i) L(Af;g) = AL(f;g) ,
67(ii) L(f;Ag) = L(f;g)AH ,
(iii)L(f + g;h) = L(f;h) + L(g;h) ,
(iv) L(f;g + h) = L(f;g) + L(f;h) ,
(v) L(f;g) = L(g;f)H ,
para toda matriz A 2 Cr£r, y para toda f;g;h 2 E.
Diremos que L es acotado si existe K > 0 tal que
kL(f;g)k2 · Kkfk1kgk1 (3.3)
Finalmente, diremos que L es de¯nido positivo, si L(f;f) ¸ 0 para toda f 2 E,
y
L(f;f) = 0 si y solo si f = 0 : (3.4)
En lo que sigue abreviaremos diciendo que L es un FBMHDPA para denotar que
L es un funcional bilineal matricial herm¶ ³tico de¯nido positivo y acotado.
Supongamos que fPn(x)gn¸0 es un sistema de polinomios matriciales ortonor-
males, es decir, tales que L(Pk;Pk) = I, (abreviadamente SPOM) para un FBMHD-
PA L. Sea f 2 E y denotemos por
Ck = L(f;Pk)[L(Pk;Pk)]
¡1 = L(f;Pk) ; (3.5)
el k-¶ esimo coe¯ciente de Fourier de f respecto a fPn(x)gn¸0, denotemos por
S(f) =
X
k¸0
CkPk ; (3.6)
la serie de Fourier de f respecto a fPn(x)gn¸0 y por
Sn(f) =
n X
k=0
CkPk ; (3.7)
la suma parcial n-¶ esima de la serie de Fourier (3.6).
Por razones de claridad en la presentaci¶ on, empezaremos recordando el teorema de
Courant-Fisher, cuya demostraci¶ on puede encontrarse en [1, p.56].
TEOREMA 21 ([1]) Sean C, D matrices herm¶ ³ticas, y sean
¸i(C) ; ¸i(C + D)
el i-¶ esimo valor propio de C y C+D respectivamente, ordenados de forma creciente.
Entonces
¸i(C) + ¸m¶ ³n(D) · ¸i(C + D) · ¸i(C) + ¸m¶ ax(D) : (3.8)
68El siguiente lema desempe~ nar¶ a un importante papel en lo que sigue.
LEMA 4 Sean A, B matrices herm¶ ³ticas, semi-de¯nidas positivas en Cr£r, tales
que B ¸ A ¸ 0. Entonces kBk2 ¸ kAk2.
Demostraci¶ on: N¶ otese que B ¡ A es semide¯nida positiva y que ¸i(B ¡ A) ¸ 0.
Tomando C = ¡A y D = B, por el teorema 21 y (3.8), resulta que
¸i(B ¡ A) · ¸i(¡A) + ¸m¶ ax(B) ; (3.9)
donde ¸i denota el i-¶ esimo valor propio ordenado en sentido creciente. De (3.9) se
sigue que
0 · ¸1(B ¡ A) · ¸1(¡A) + ¸m¶ ax(B) : (3.10)
Puesto que B es herm¶ ³tica, por [57, p.23], se veri¯ca que
¸m¶ ax(B) = kBk2 : (3.11)
De (3.10), (3.11), y por ser A herm¶ ³tica, podemos escribir
kBk2 = ¸m¶ ax(B) ¸ ¡¸1(¡A) = ¡m¶ ³nf¸;¸ 2 ¾(¡A)g = ¸m¶ ax(A) = kAk2
de aqu¶ ³, el resultado queda demostrado. ¤
Ahora consideremos el siguiente problema de optimizaci¶ on matricial: Dada f 2 E,
encontrar un polinomio matricial P(x) de grado n, que minimize el conjunto
fkL(f ¡ Q;f ¡ Q)k2 ; Q 2 Pn[x]g : (3.12)
Supongamos que fPn(x)gn¸0 es un SPOM normalizado para L, y sea Q(x) un poli-
nomio matricial de grado n. Por el teorema 11, existen matrices ¤0;¤1;:::;¤n en
Cr£r, determinadas univocamente, tales que
Q(x) =
n X
i=0
¤iPi(x) : (3.13)
De las propiedades de L, podemos escribir
L(f ¡ Q;f ¡ Q) = L
Ã
f ¡
n X
i=0
¤iPi(x);f ¡
n X
i=0
¤iPi(x)
!
(3.14)
= L(f;f) +
n X
i=0
¤i¤
H
i ¡
n X
i=0
L(f;Pi)¤
H
i ¡
n X
i=0
¤iL(Pi;f)
Si denotamos por Ci el i-¶ esimo coe¯ciente de Fourier de f respecto a fPn(x)gn¸0,
Ci = L(f;Pi) = L(Pi;f)
H ; i ¸ 0 ; (3.15)
69por (3.14)-(3.15), tenemos
0 · L(f ¡ Q;f ¡ Q) = L(f;f) +
n X
i=0
¤i¤
H
i ¡
n X
i=0
Ci¤
H
i ¡
n X
i=0
¤iC
H
i ;
L(f ¡ Q;f ¡ Q) = L(f;f) ¡
n X
i=0
CiC
H
i +
n X
i=0
(Ci ¡ ¤i)(Ci ¡ ¤i)
H ¸ 0 : (3.16)
Como (Ci ¡ ¤i)(Ci ¡ ¤i)
H ¸ 0, por (3.16), el m¶ ³nimo de L(f ¡Q;f ¡Q) se alcanza
cuando Ci = ¤i, para 0 · i · n. Como L(f ¡ Q;f ¡ Q) es herm¶ ³tica semide¯nida
positiva, por el lema 4, si el m¶ ³nimo de L(f¡Q;f¡Q) se alcanza cuando Q = Sn(f),
el m¶ ³nimo de kL(f ¡ Q;f ¡ Q)k2 se alcanza tambi¶ en en Q = Sn(f).
En resumen, el siguiente resultado queda demostrado:
TEOREMA 22 Sea fPn(x)gn¸0 un SPOM ortonormal respecto al funcional ma-
tricial de¯nido positivo L. Para cada f 2 E ¯ja, y para cada entero positivo m ¸ 0,
el polinomio matricial Q 2 Pm[x], que minimiza (3.12) viene dado por la m-¶ esima
suma parcial de la serie de Fourier de f respecto a fPn(x)gn¸0,
Q = Sm(f) =
m X
i=0
Ci(f)Pi :
3.1.2. Series de Fourier matriciales: Propiedad de Riemann-
Lebesgue matricial y desigualdad de Bessel-Parseval
matriciales.
En esta subsecci¶ on vamos a demostrar an¶ alogos matriciales de la propiedad de
Riemann-Lebesgue y de la desigualdad de Bessel-Parseval. El siguiente resultado
desempe~ nar¶ a un papel importante en lo que sigue.
TEOREMA 23 Sea fSngn¸0 una sucesi¶ on de matrices herm¶ ³ticas semide¯nidas
positivas, tales que 0 · Sn · Sn+1 y supongamos que existe una subsucesi¶ on
fSkngn¸0 , con kn < kn+1 y l¶ ³mn!1 kn = +1, tal que
l¶ ³m
n!1
Skn = S : (3.17)
Entonces
l¶ ³m
n!1
Sn = S : (3.18)
Demostraci¶ on: Dado ² > 0, por (3.17), existe n0 > 0 tal que
kSkn ¡ Sk2 ·
²
2
; n ¸ n0 ; (3.19)
y
70kSkm ¡ Sknk2 <
²
2
; m ¸ n ¸ n0 : (3.20)
Sea n1 = kn0 y m ¸ n1. Como kn < kn+1 y limn!1kn = +1, existe un entero
positivo i tal que
kn0+i · m · kn0+i+1 (3.21)
Por hip¶ otesis, de (3.21) resulta que
Skn0+i · Sm · Skn0+i+1 ; (3.22)
Sm ¡ Skn0+i · Skn0+i+1 ¡ Skn0+i : (3.23)
Por (3.23) y el lema 4, resulta que
kSm ¡ Skn0+ik2 · kSkn0+i+1 ¡ Skn0+ik2 (3.24)
De (3.20) y (3.24) obtenemos
kS ¡ Smk2 · kS ¡ Skn0+ik2 + kSkn0+i ¡ Smk2
· kS ¡ Skn0+ik2 + kSkn0+i+1 ¡ Skn0+ik2
·
²
2
+
²
2
= ²
De aqu¶ ³, el resultado queda demostrado. ¤
COROLARIO 7 (Criterio de monoton¶ ³a matricial) Sea fSngn¸0 una sucesi¶ on
creciente de matrices herm¶ ³ticas semide¯nidas positivas en Cr£r, tales que 0 · Sn ·
Sn+1 y la sucesi¶ on fkSnk2gn¸0 est¶ a acotada. Entonces fSngn¸0 converge.
Demostraci¶ on: Por (3.1), de las hip¶ otesis, cada entrada fSn(i;j)gn¸0, para 1 ·
i;j · r es una sucesi¶ on acotada de n¶ umeros complejos que admite una subsucesi¶ on
convergente. Despu¶ es de tomar r £ r subsucesiones, podemos asegurar que existe
una subsucesi¶ on de Sn, sea fSkngn¸0, tal que cada una de sus entradas fSkn(i;j)gn¸0
converge a un n¶ umero complejo S(i;j). Entonces, la matriz S = (S(i;j))1·i;j·r es el
l¶ ³mite de la subsucesi¶ on fSkngn¸0. Ahora, por el teorema 23 se concluye que
S = l¶ ³m
n!1
Sn ;
lo que demuestra el corolario 7. ¤
Sea f 2 E y supongamos que fPn(x)gn¸0 es una SPOM normalizada respecto al
funcional L. Por la demostraci¶ on del teorema 22, v¶ ease (3.16), si Sn(f) es la suma
parcial n-¶ esima de la serie de Fourier de f respecto a fPn(x)gn¸0, se tiene que
710 · L(f ¡ Sn(f);f ¡ Sn(f)) = L(f;f) ¡
n X
i=0
CiC
H
i ; n ¸ 0 ; (3.25)
donde Ci = L(f;Pi). De esta forma
n X
i=0
CiC
H
i · L(f;f) ; n ¸ 0 : (3.26)
Dado que CiCH
i ¸ 0, si denotamos por Tn =
Pn
i=0 CiCH
i , se tiene que 0 · Tn · Tn+1,
y por (3.26) y el lema 4, se tiene que
kTnk2 = k
n X
i=0
CiC
H
i k2 · kL(f;f)k2 ; n ¸ 0 : (3.27)
Por el corolario 7 y (3.27), se sigue la convergencia de la serie
P
i¸0 CiCH
i y
X
i¸0
CiC
H
i · L(f;f) : (3.28)
En particular
l¶ ³m
i!1
CiC
H
i = 0 : (3.29)
Por [57, p.23] tenemos kCiCH
i k2 = (kCik2)
2, de (3.29) se sigue que
l¶ ³m
i!1
Ci = 0 : (3.30)
Resumiendo, es siguiente resultado queda demostrado:
TEOREMA 24 Sea L un FBMHDP de¯nido en E = C ([a;b];Cr£r) y sea fPn(x)gn¸0
una SPOM ortonormal respecto a L. Si f 2 E y Ck = L(f;Pk), entonces se veri-
¯ca:
(Lema de Riemann-Lebesgue matricial)
l¶ ³m
i!1
Ci = 0 ; (3.31)
y
(Desigualdad de Bessel matricial)
X
k¸0
CkC
H
k · L(f;f) : (3.32)
723.1.3. Conjuntos totales respecto a un funcional matricial.
DEFINICI¶ ON 9 Sea L un funcional matricial de¯nido positivo sobre E, y sea V
un subconjunto de E. Diremos que V es total en E con respecto a L, si el ¶ unico
elemento f 2 E, tal que L(f;g) = 0 para todo g 2 V, es f = 0.
El siguiente resultado demuestra el an¶ alogo matricial de la identidad de Parseval,
y demuestra que fPn(x)gn¸0 es total en E respecto a L.
TEOREMA 25 Sea L un FBMHDPA de¯nido en E = C ([a;b];Cr£r), y sea
fPn(x)gn¸0 una SPOM ortonormal respecto a L. Si f 2 E y Ci es el i-¶ esimo
coe¯ciente de Fourier de f respecto a fPn(x)gn¸0 , Ci = L(f;Pi), entonces
L(f;f) =
X
k¸0
CkC
H
k (Identidad de Bessel-Parseval matricial) (3.33)
y fPn(x)gn¸0 es total respecto a L.
Demostraci¶ on: Sea f 2 E y ² = 1
n para n > 0. Utilizando el teorema de aproxi-
maci¶ on de Weierstrass escalar, [18, p.133-135], a cada componente de f y por (3.1),
podemos a¯rmar la existencia de un polinomio matricial Qkn(x) de grado kn tal que
kf ¡ Qknk1 <
1
p
nK
; (3.34)
donde K > 0 cumple (3.3). Por el teorema 22, si Skn(f) denota la kn-¶ esima suma
parcial de la serie de Fourier de f respecto fPn(x)gn¸0:
Skn =
kn X
i=0
CiPi ; (3.35)
se tiene que
kL(f ¡ Skn(f);f ¡ Skn(f))k2 · kL(f ¡ Qkn;f ¡ Qkn)k2 : (3.36)
Por (3.3), (3.34), se veri¯ca
kL(f ¡ Qkn;f ¡ Qkn)k2 ·
1
n
; n > 0 ; (3.37)
y por (3.36)-(3.37),
kL(f ¡ Skn(f);f ¡ Skn(f))k2 ·
1
n
: (3.38)
Por la demostraci¶ on del teorema 22, v¶ ease (3.16), se veri¯ca
L(f ¡ Skn(f);f ¡ Skn(f)) = L(f;f) ¡
kn X
k=0
CkC
H
k ; (3.39)
y por (3.38)-(3.39),
73kL(f;f) ¡
kn X
k=0
CkC
H
k k2 <
1
n
; n > 0 : (3.40)
De este modo la subsucesi¶ on Tkn =
Pkn
i=0 CiCH
i de la sucesi¶ on Tn =
Pn
k=0 CkCH
k ,
converge a L(f;f) en Cr£r, y por la desigualdad de Bessel-Parseval matricial, v¶ ease
el teorema 24, obtenemos que la sucesi¶ on fTngn¸0 est¶ a acotada en Cr£r. Por el
corolario 7, concluimos que
X
i¸0
CiC
H
i = L(f;f) : (3.41)
Adem¶ as, si f 2 E y Ci = L(f;Pi) = 0 para cada i ¸ 0, entonces por (3.54) se tiene
L(f;f) = 0. Como L es de¯nido positivo se sigue que f = 0. As¶ ³, el teorema 25
queda demostrado. ¤
EJEMPLO 10 Sea W : [a;b] ! Cr£r tal que W(x) es herm¶ ³tica de¯nida positiva
para todo x 2 [a;b], W(x) y W(x)
1
2 son integrables en [a;b], y sea L de¯nido por
L : E £ E ! C
r£r
(f;g) !
Z b
a
f(x)W(x)g
H(x)dx (3.42)
Es evidente que L esta acotado, porque
kL(f;g)k2 ·
µZ b
a
kW(x)k2dx
¶
kfk1kgk1 :
Para demostrar que L es de¯nido positivo, n¶ otese que, para cualquier f 2 E,
L(f;f) =
Z b
a
f(x)W(x)f
H(x)dx =
Z b
a
f(x)W(x)
1
2W(x)
1
2f
H(x)dx
=
Z b
a
h
f(x)W(x)
1
2
ih
f(x)W(x)
1
2
iH
dx : (3.43)
Sea V (x) =
h
f(x)W(x)
1
2
ih
f(x)W(x)
1
2
iH
¸ 0, por (3.43), para cualquier vector y
en Cr, se tiene que
y
HL(f;f)y = y
H
µZ b
a
V (x)dx
¶
y =
Z b
a
y
HV (x)ydx ¸ 0 ; (3.44)
pues yHV (x)y ¸ 0. Adem¶ as, si f 2 E veri¯ca L(f;f) = 0, de (3.44) se cumple que
0 =
Z b
a
y
H
h
f(x)W(x)
1
2
ih
f(x)W(x)
1
2
iH
ydx
=
Z b
a
h
W(x)
1
2f(x)
Hy
iH h
W(x)
1
2f(x)
Hy
i
dx
740 =
Z b
a
kW(x)
1
2f(x)
Hyk
2dx ; y 2 C
r : (3.45)
Por tanto,
W(x)
1
2f(x)
Hy = 0 ; y 2 C
r ; a · x · b :
As¶ ³ W(x)
1
2f(x)H = 0 para a · x · b, y por la invertibilidad de W(x)
1
2 se concluye
que f = 0. De esta forma L es de¯nido positivo, y por la de¯nici¶ on 8, L es un
FBMHDPA.
EJEMPLO 11 (Polinomios ortogonales matriciales de Gegenbauer) Sea D
una matriz herm¶ ³tica en Cr£r veri¯cando que
®(D) = m¶ axfz ; z 2 ¾(D)g < ¡2 ; (3.46)
y sea W(x;D) de¯nido por
W(x;D) =
8
<
:
(1 ¡ x2)¡ 1
2(D+2I) ; jxj < 1
I ; x = §1
(3.47)
Como D es herm¶ ³tica, para cada x en [¡1;1], W(x;D) es tambi¶ en herm¶ ³tica y por
[57, p.23] se tiene que
kW(x;D)k2 = m¶ axfjzj : z 2 ¾(W(x;D))g : (3.48)
Por el teorema de la aplicaci¶ on espectral [12, p.569],
¾ (W(x;D)) =
n
(1 ¡ x
2)
¡ 1
2(z+2) ; z 2 ¾(D)
o
; si jxj < 1 : (3.49)
De esta forma,
kW(x;D)k2 = (1 ¡ x
2)
¡ 1
2(®(D)+2) ; jxj < 1 ; (3.50)
y de forma an¶ aloga
kW(x;D)
1
2k2 = (1 ¡ x
2)
¡ 1
4(®(D)+2) ; jxj < 1 : (3.51)
Por otra parte
Z 1
¡1
kW(x;D)k2dx = 2
Z 1
0
kW(x;D)k2dx = 2
Z 1
0
(1 ¡ x
2)
¡ 1
2(®(D)+2)dx
=
Z 1
0
(1 ¡ t)
¡ 1
2(®(D)+2)t
¡ 1
2dt = B
µ
1
2
;¡
®(D)
2
¶
: (3.52)
De forma an¶ aloga, es f¶ acil demostrar que
75Z 1
¡1
k(W(x;D))
1
2 k2dx = B
µ
1
2
;¡
®(D)
4
+
1
2
¶
: (3.53)
As¶ ³, las funciones matriciales W(x;D) y W(x;D)
1
2 son integrables en [¡1;1]. Si se
cumple la hip¶ otesis (3.46), por (3.49) se tiene que los valores propios de W(x;D)
son positivos para jxj · 1. Como W(x;D) es herm¶ ³tica, por [1, p.106] se tiene que
W(x;D) es de¯nida positiva para jxj · 1.
Sea E = C ([¡1;1];Cr£r) y consideremos el funcional matricial L : E £ E ! Cr£r,
de¯nido por
L(f;g) =
Z 1
¡1
f(x)W(x;D)g(x)
Hdx :
Por lo visto en el ejemplo 10, L es de¯nido positivo, y por [35], los polinomios
matriciales de Gegenbauer
Pn(x;D) = (¡I ¡ D)n
[ n
2 ] X
k=0
£
(¡D
2 )k
¤¡1 (x2 ¡ 1)kxn¡2k
k!(n ¡ 2k)!22k ; n ¸ 0 ;
son ortogonales respecto a L. Normalizando los polinomios matriciales Pn(x;D)
respecto a L, se obtiene
Qn(x;D) = K
¡1
n Pn(x;D) ; n ¸ 0 ;
donde
Kn = L(Pn(x;D);Pn(x;D))
=
¼
1
2 (¡D ¡ I)n ¡
¡
¡1
2D
¢
¡¡1 ¡
¡1
2(I + D)
¢¡
¡1
2D + (n ¡ 1
2I)
¢¡1
n!
; n ¸ 0 ;
Entonces fQn(x;D)gn¸0 son un SPOM respecto a un FBMHDPA L.
NOTA 12 Con posterioridad a la demostraci¶ on que aportamos en este cap¶ ³tulo del
corolario 7 (Criterio de monoton¶ ³a matricial), hemos sabido que dicho resultado
est¶ a demostrado en un contexto m¶ as general (operadores positivos) en [47], y en
[71] para matrices. En ambos casos la demostraci¶ on es distinta de la que aportamos
aqu¶ ³.
3.2. Funcionales matriciales de¯nidos en L2
W(J;Cr£r).
En esta secci¶ on nos proponemos extender el concepto de serie de Fourier matricial
para funciones de una clase m¶ as general que la de las continuas. Antes de su intro-
ducci¶ on recordaremos algunas propiedades elementales relacionadas con integrales
matriciales. A lo largo de esta secci¶ on y de lo que sigue, la palabra integrable signi¯ca
integrable en el sentido de Lebesgue.
76LEMA 5 Sea A : [a;b] ! Cr£r integrable y sea y 2 Cr. Entonces se veri¯ca:
( i)
³R b
a A(x)dx
´H
=
R b
a A(x)Hdx ,
(ii)
³R b
a A(x)dx
´
y =
R b
a (A(x)y)dx ,
(iii) yH
³R b
a A(x)dx
´
=
R b
a
¡
yHA(x)
¢
dx ,
(iv) yH
³R b
a A(x)dx
´
y =
R b
a
¡
yHA(x)y
¢
dx .
(v) Si A(x) ¸ 0 (herm¶ ³tica semide¯nida positiva) para todo x 2 [a;b], entonces R b
a A(x)dx ¸ 0.
Demostraci¶ on: La de los apartados (i)-(iv) es inmediata trabajando componente a
componente. Para demostrar (v), observese que de (iv) se sigue que
y
H
µZ b
a
A(x)dx
¶
y =
Z b
a
¡
y
HA(x)y
¢
dx ¸ 0
y de aqu¶ ³, el resultado queda demostrado. ¤
Obs¶ ervese que si f;g;W : [a;b] ! Cr£r son integrables , entonces la integral
L(f;g) =
Z b
a
f(x)W(x)g(x)
Hdx ; (3.54)
de¯ne un funcional bilineal matricial. Adem¶ as, si W(x) es herm¶ ³tica de¯nida
positiva para todo x 2 [a;b], y W(x)
1
2 es integrable en [a;b], entonces podemos
escribir
f(x)W(x)f(x)
H =
³
f(x)W(x)
1
2
´³
f(x)W(x)
1
2
´H
¸ 0 ; 8 x 2 [a;b] :
Por el lema 5, resulta que
y
H
µZ b
a
f(x)W(x)f(x)
Hdx
¶
y =
Z b
a
y
H ¡
f(x)W(x)f(x)
H¢
ydx ; (3.55)
lo que demuestra que
L(f;f) =
Z b
a
f(x)W(x)f(x)
Hdx ¸ 0 : (3.56)
Adem¶ as, sea f integrable en [a;b] y tal que L(f;f) = 0. Entonces
Z b
a
f(x)W(x)f(x)
Hdx = 0 : (3.57)
Sea y 2 Cr , entonces de (3.55) y (3.57) se sigue que
770 =
Z b
a
y
H £
f(x)W(x)f(x)
H¤
ydx
=
Z b
a
h
W(x)
1
2f(x)
Hy
iH h
W(x)
1
2f(x)
Hy
i
dx
=
Z b
a
kW(x)
1
2f(x)
Hyk
2dx : (3.58)
Puesto que para cada y 2 Cr, kW(x)
1
2f(x)Hyk ¸ 0 , de (3.58) se sigue que
W(x)
1
2f(x)
Hy = 0 ; casi por todas partes para x 2 [a;b] : (3.59)
Dado que W(x)
1
2 es invertible para todo x 2 [a;b], de (3.59) resulta que para
cualquier y 2 Cr
f(x)
Hy =
¡
y
Hf(x)
¢H
= 0 casi por todas partes para x 2 [a;b] : (3.60)
De (3.60), si feig
r
i=0 es una base de Cr, se sigue que
f(x)ei = 0 casi por todas partes para x 2 [a;b] ; 1 · i · r :
luego f(x)H = 0 casi por todas partes para x 2 [a;b]. En consecuencia f = 0, en el
espacio de las funciones integrables en [a;b] a valores en Cr£r.
El siguiente resultado es consecuencia directa de [57, p.21].
LEMA 6 . Sea A una matriz herm¶ ³tica de¯nida positiva en Cr£r. Entonces, si A
1
2
es la ¶ unica ra¶ ³z cuadrada herm¶ ³tica de¯nida positiva de A, se veri¯ca
³
kA
1
2k2
´2
= kAk2 : (3.61)
Denotemos por
L
2
W
¡
[a;b];C
r£r¢
el espacio de las funciones f : [a;b] ! Cr£r , tales que
Z b
a
kf(x)k
2
2kW(x)k2dx < 1 ; (3.62)
donde W(x) es herm¶ ³tica de¯nida positiva para todo x 2 [a;b] .
Para f 2 L2
W ([a;b];Cr£r) introducimos la norma
kfk2 =
½Z b
a
kf(x)k
2
2kW(x)k2dx
¾ 1
2
(3.63)
78Es f¶ acil comprobar que con esta de¯nici¶ on, el espacio L2
W ([a;b];Cr£r) es un es-
pacio normado. Consideremos el funcional bilineal herm¶ ³tico de¯nido positivo L en
L2
W ([a;b];Cr£r), dado por
L : L
2
W
¡
[a;b];C
r£r¢
£ L
2
W
¡
[a;b];C
r£r¢
! C
r£r ;
L(f;g) =
Z b
a
f(x)W(x)g(x)
Hdx : (3.64)
Por ser W(x) integrable en [a;b] , de (3.61) se sigue que
kL(f;g)k2 = k
Z b
a
f(x)W(x)g(x)
Hdxk2
·
Z b
a
kf(x)k2kW(x)k2kg(x)
Hk2dx
=
Z b
a
³
kf(x)k2kW(x)k
1
2
2
´³
kW(x)k
1
2
2kg(x)k2
´
dx : (3.65)
Aplicando la desigualdad de Cauchy-Schwarz en (3.65), resulta que
Z b
a
³
kf(x)k2kW(x)k
1
2
2
´³
kW(x)k
1
2
2kg(x)k2
´
dx
·
½Z b
a
kf(x)k
2
2kW(x)kdx
¾ 1
2 ½Z b
a
kg(x)k
2
2kW(x)k2dx
¾ 1
2
= kfk2kgk2
De este modo tenemos
kL(f;g)k2 · kfk2kgk2 ; (3.66)
para toda f;g en L2
W ([a;b];Cr£r), lo que demuestra que L es acotado en L2
W ([a;b];Cr£r).
Teniendo en cuenta que para una matriz A 2 Cr£r , se veri¯ca [28, p.57],
m¶ ax
1·i;j·r
j aij j· kAk2 · r m¶ ax
1·i;j·r
j aij j ; (3.67)
de (3.63) y (3.67) se sigue que
f 2 L
2
W
¡
[a;b];C
r£r¢
; si y solo si ; fij 2 L
2
kWk2 ([a;b];C) ; 1 · i;j · r ; (3.68)
y de aqu¶ ³, puesto que
L
2
kWk2 ([a;b];C) =
½
h : [a;b] ! C ;
Z b
a
j h(x) j
2 kW(x)k2dx < 1
¾
;
es un espacio de Banach, con la norma [18, p.69]
79khk2 =
½Z b
a
j h(x) j
2 kW(x)k2dx
¾ 1
2
:
Es f¶ acil demostrar que:
ffngn¸0 es una sucesi¶ on de Cauchy en L2
W ([a;b];Cr£r), si y solamente si para cada
1 · i;j · r, la sucesi¶ on componente
©
(fij)n
ª
n¸0 es de Cauchy en L
2
kWk2 ([a;b];C) : (3.69)
y que:
ffngn¸0 es convergente en L2
W ([a;b];Cr£r), si y solo si, para cada i;j, con 1 · i;j ·
r, la sucesi¶ on componente
©
(fij)n
ª
n¸0 es convergente en L
2
kWk2 ([a;b];C) ; (3.70)
y que por tanto,
¡
L
2
W
¡
[a;b];C
r£r¢
;k ¢ k2
¢
es un espacio de Banach : (3.71)
Teniendo en cuenta que W(x) es integrable en [a;b] , por la desigualdad de Cauchy-
Schwarz, si f 2 L2
W ([a;b];Cr£r), se sigue que
Z b
a
kf(x)k2kW(x)k2dx ·
½Z b
a
kf(x)k
2
2kW(x)k2dx
¾ 1
2 ½Z b
a
kW(x)k2dx
¾ 1
2
(3.72)
De este modo, si W(x) es integrable en [a;b] (aunque [a;b] sea no acotado), se veri¯ca
L
2
W
¡
[a;b];C
r£r¢
½ L
1
W
¡
[a;b];C
r£r¢
: (3.73)
El siguiente resultado puede considerarse una extensi¶ on de los teoremas 22 y 24 de
la secci¶ on 1.
TEOREMA 26 Sea W(x) herm¶ ³tica de¯nida positiva para todo x 2 [a;b], y supong-
amos que W y W
1
2 son integrables en [a;b] . Sea L el funcional matricial de¯nido
positivo en L2
W ([a;b];Cr£r) dado por (3.64), y supongamos que fPn(x)gn¸0 es un
sistema ortonormal de polinomios respecto a L. Si f 2 L2
W ([a;b];Cr£r), se veri¯-
ca:
(i) Sea Q(x) un polinomio matricial de grado n y Sn (f) =
Pn
k=0 L(f;Pk)Pk, en-
tonces
kL(f ¡ Sn(f);f ¡ Sn(f))k2 · kL(f ¡ Q; f ¡ Q)k2 (3.74)
Si adem¶ as [a;b] es acotado, entonces:
80(ii) Sea Ck = L(f;Pk) , el k-¶ esimo coe¯ciente de Fourier de f respecto a fPn(x)gn¸0.
Entonces
X
k¸0
CkC
H
k = L(f;f) (Identidad de Parseval) (3.75)
l¶ ³m
k!1
Ck = 0 (Lema de Riemann-Lebesgue) (3.76)
(iii) Si Ck = 0 para todo k ¸ 0 , entonces f = 0
Demostraci¶ on: (i) Es an¶ aloga a la demostraci¶ on del teorema 22.
(ii) Obs¶ ervese que de (3.68) se sigue que cada componente fij de f, es una funci¶ on
de L2
kWk2 ([a;b];C). Como los polinomios escalares son densos en L2
kWk2 ([a;b];C),
v¶ ease [18, p75], dado ² > 0, existe un polinomio escalar Pij(x) tal que
kfij ¡ Pijk
2
2 =
Z b
a
j fij(x) ¡ Pij(x) j
2 kW(x)k2dx <
³²
r
´2
(3.77)
De (3.67) y (3.77), podemos escribir
kf ¡ Pk2 =
Z b
a
kf(x) ¡ P(x)k
2
2kW(x)k2dx < ²
2 (3.78)
Ahora, por el apartado (i), de (3.74) y (3.77), si P(x) es un polinomio de grado n(²),
se veri¯ca
kL(f ¡ Sn(²)(f) ; f ¡ Sn(²)(f))k2 · kL(f ¡ P ; f ¡ P)k2
= k
Z b
a
[f(x) ¡ P(x)][W(x)][f(x) ¡ P(x)]
H dxk2
·
Z b
a
kf(x) ¡ P(x)k
2
2kW(x)k2dx < ²
2 :
En consecuencia,
kL(f ¡ Sn(²)(f) ; f ¡ Sn(²)(f))k2 < ²
2 (3.79)
Por otra parte, de las propiedades de los funcionales bilineales matriciales herm¶ ³ticos
de¯nidos positivos sabemos que
0 · L(f ¡ Sn(²)(f) ;f ¡ Sn(²)(f)) = L(f;f) ¡
n(²) X
k=0
CkC
H
k (3.80)
De (3.79) y (3.80) y el teorema 21 se sigue que:
Para cada ² > 0 ; 9n(²) > 0 tal que kL(f;f) ¡
n(²) X
k=0
CkC
H
k k2 < ²
2 (3.81)
81Puesto que L es de¯nido positivo, por el corolario 7 de la secci¶ on 1 y de (3.81),
se concluye la igualdad (3.75). La demostraci¶ on de que fCkgk¸0 tiende a la matriz
nula, es an¶ aloga a la realizada en el teorema 23 de la secci¶ on 1.
(iii) Es una consecuencia inmediata de (ii). ¤
NOTA 13 Puesto que el intervalo [a;b] puede no ser acotado en el teorema 26,
las hip¶ otesis de integrabilidad de W(x)
1
2 y W(x) no se pueden omitir. En [1;1[ ,
W(x) = x¡2 es integrable y no lo es W(x)
1
2 = x¡1. En el intervalo [0;1] , W(x) =
x¡ 1
2 es integrable y no lo es (W(x))
2 = x¡1.
La identidad de Parseval sugiere la siguiente de¯nici¶ on:
DEFINICI¶ ON 10 Sea L un FBMHDP acotado en un espacio de Banach E, y sea
ffngn¸0 una sucesi¶ on en E. Decimos que ffngn¸0 es total en E respecto a L, si el
¶ unico elemento f 2 E tal que L(f ; fn) = 0, para todo n ¸ 0 , es f = 0.
EJEMPLO 12 Si E = (C ([a;b];Cr£r);k ¢ k1) donde [a;b] es un intervalo acota-
do, y sea L un FBMHDP en E. Si fPk(x)gk¸0 es una SPOM normalizada, entonces
por el teorema 25 de la secci¶ on 1 , fPk(x)gk¸0 es total respecto a L en E.
EJEMPLO 13 Sea W(x) herm¶ ³tica de¯nida positiva para todo x 2 J, siendo J un
intervalo acotado de R, con W(x) y W(x)
1
2 integrables en J . Sea L el FBMHDP
de¯nido en (L2
W (J;Cr£r);k ¢ k2) por (3.64) y sea fPn(x)gn¸0 una SPOM normal-
izada respecto a L. Entonces por el teorema 26 se sigue que fPn(x)gn¸0 es total en
L2
W (J;Cr£r) respecto a L.
NOTA 14 La identidad de Parseval matricial no tiene el mismo signi¯cado que
la identidad de Parseval en un espacio de Hilbert, donde para todo elemento del
espacio, esta garantizada la convergencia en norma de su serie de Fourier-Bessel
respecto a un sistema ortonormal. Sin embargo, la identidad de Parseval matricial
si es una condici¶ on necesaria para la convergencia en k ¢ k2 de L2
W ([a;b];Cr£r).
En efecto, si para f 2 L2
W ([a;b];Cr£r) se veri¯ca
f =
X
k¸0
L(f;Pk)Pk =
X
k¸0
CkPk
entonces puesto que L es acotado, por continuidad se tiene que
L(f;f) = L
Ã
X
k¸0
CkPk ;
X
k¸0
CkPk
!
=
X
k¸0
CkL
Ã
Pk ;
X
i¸0
CiPi
!
=
X
k¸0
CkC
H
k
Con la excepci¶ on de los apartados (ii) y (iii) del teorema 26 todas las a¯rmaciones he-
chas en esta secci¶ on son v¶ alidas tanto si el intervalo [a;b] es o no acotado. N¶ otese que
si [a;b] es no acotado, entonces W(x) = I no es integrable en [a;b]. Las conclusiones
de dichos apartados no son ciertas en general, porque, si [a;b] es no acotado, no se
82puede a¯rmar que dada f 2 L2
W ([a;b];Cr£r) exista un polinomio matricial
P(x) tal que la norma kf ¡ Pk2 sea tan peque~ na como se quiera.
Sin embargo, a¶ un en el caso en que [a;b] es no acotado, si que se veri¯ca una
desigualdad de tipo Bessel-Parseval matricial que pasamos a demostrar.
TEOREMA 27 Sea W(x) herm¶ ³tica de¯nida positiva en Cr£r para todo x en un
intervalo no acotado J ½ R y supongamos que W es integrable en J. Sea L el
funcional en L2
W (J;Cr£r) de¯nido por
L : L
2
W
¡
J;C
r£r¢
£ L
2
W
¡
J;C
r£r¢
! C
r£r ;
L(f;g) =
Z
J
f(x)W(x)g(x)
Hdx
sean f 2 L2
W (J;Cr£r), Bk 2 Cr£r, Sn(f) =
Pn
k=0 L(f;Pk)Pk =
Pn
k=0 CkPk, donde
fPn(x)gn¸0 es una SPOM normalizada con respecto a L , y sea P(x) =
Pn
k=0 Bk
Pk(x) un polinomio matricial de grado n ¸ 0.
Entonces se veri¯ca
(i)
kL(f ¡ Sn(f);f ¡ Sn(f))k2 · kL(f ¡ P;f ¡ P)k2 (3.82)
(ii) (Desigualdad de Bessel-Parseval matricial)
n X
k=0
CkC
H
k ·
X
k¸0
CkC
H
k · L(f;f) ; n ¸ 0 (3.83)
(iii) (Lema de Riemann-Lebesgue matricial)
l¶ ³m
k!1
Ck = 0 (3.84)
Demostraci¶ on: Es claro que L es un FBMHDP en L2
W (J;Cr£r), veri¯c¶ andose
0 · L(f ¡ P;f ¡ P) = L
Ã
f ¡
n X
k=0
BkPk;f ¡
n X
k=0
BkPk
!
= L(f;f) +
n X
k=0
BkB
H
k ¡
n X
k=0
L(f;Pk)B
H
k ¡
n X
k=0
BkL(Pk;f) ;
que se puede escribir de la forma
0 · L(f;f) ¡
n X
k=0
CkC
H
k +
n X
k=0
(Ck ¡ Bk)(Ck ¡ Bk)
H (3.85)
Puesto que
Pn
k=0 CkCH
k y L(f;f) son matrices ¯jas, independientes de Bk, es decir,
independiente de P(x), de (3.85) se sigue que el m¶ ³nimo (en el espacio de las matrices
83de¯nidas positivas de tama~ no r£r) del segundo miembro de (3.85), se alcanza cuando
Bk = Ck, y toma el valor
L(f ¡ Sn(f);f ¡ Sn(f)) = L(f;f) ¡
n X
k=0
CkC
H
k ¸ 0 ; n ¸ 0 (3.86)
En particular,
L(f ¡ P;f ¡ P) ¸ L(f ¡ Sn(f);f ¡ Sn(f)) (3.87)
Tomando k ¢ k2 en (3.87), y teniendo en cuenta el lema 4 de la secci¶ on 1 , se sigue
(3.82). Esto demuestra (i). Puesto que CkCH
k ¸ 0, de (3.87) se sigue (3.82). Por el
corolario 7 de la secci¶ on 1, se deduce la convergencia de la serie matricial
X
k¸0
CkC
H
k
A partir de aqu¶ ³, la demostraci¶ on de (3.83) es an¶ aloga a la an¶ aloga del teorema 23
de la secci¶ on 1. ¤
El siguiente resultado nos proporciona una relaci¶ on entre la convergencia puntual y
la convergencia en k ¢ k2 en L2
W (J;Cr£r), siendo J un intervalo (no necesariamente
acotado) en R.
TEOREMA 28 Sea W(x) herm¶ ³tica de¯nida positiva en Cr£r para todo x 2 J
intervalo de R y supongamos que W es integrable en J. Sean ffngn¸0 funciones
de L2
W (J;Cr£r), tal que fn ! f puntualmente en J, y supongamos existe ª en
L2
W (J;Cr£r), tal que
kfn(x)k2 · kª(x)k2 ; x 2 J ; n ¸ 0 (3.88)
Entonces fn ! f en norma de L2
W (J;Cr£r).
Demostraci¶ on: N¶ otese que de (3.67) y (3.88), actuando coordenada a coordenada,
se sigue que
kf(x)k2 = l¶ ³m
n!1
kfn(x)k2 · kª(x)k2 ;
de aqu¶ ³
f 2 L
2
W
¡
J;C
r£r¢
y
kfn(x) ¡ f(x)k
2
2 · (kfn(x)k2 + kf(x)k2)
2 · (2kª(x)k2)
2 :
Por el teorema de la convergencia dominada [18, p.83], se sigue que
kfn ¡ fk
2
2 =
Z
J
kfn(x) ¡ f(x)k
2
2kW(x)k2dx ! 0 ; n ! 1
con lo que el resultado queda demostrado. ¤
84EJEMPLO 14 (Polinomios matriciales de Hermite) . Sea W : R ! Cr£r
de¯nido por W(x) = e¡ Ax2
2 , donde A es una matriz herm¶ ³tica de¯nida positiva.
Entonces W(x) es herm¶ ³tica de¯nida positiva para todo x 2 R , porque ¾(e¡ Ax2
2 ) = n
e¡ zx2
2 ;z 2 ¾(A)
o
½ ]0;1[.
Adem¶ as, como se demostr¶ o en [40], W es integrable en R y
Z 1
¡1
W(x)dx =
¡
2¼A
¡1¢ 1
2
Consideremos los polinomios de Hermite matriciales de¯nidos en el ejemplo 9 por
(2.61). Veamos que
fHn(x;A)gn¸0 ½ L
2
W
¡
(¡1;+1);C
r£r¢
: (3.89)
Para ello, tendremos que demostrar que
Z +1
¡1
kHn(x;A)k
2kW(x)kdx < +1 ; n 2 N: (3.90)
Se demostr¶ o en [40] que los polinomios matriciales de Hermite veri¯can
kHn(x;A)k ·
Hn
³
ixk
p
2Ak
2
´
in ; x 2 R (3.91)
donde Hn(x) es el n-¶ esimo polinomio de Hermite escalar. Por otra parte, por ser
W(x) herm¶ ³tica de¯nida positiva, kW(x;A)k coincide con su radio espectral [57,
p.23], y por tanto
kW(x)k = ke
¡ Ax2
2 k
= m¶ ax
n
e
¡ zx2
2 ; z 2 ¾(A)
o
= e
¡
¯(A)x2
2 ; x 2 R ; (3.92)
donde ¯(A) = m¶ ³nfz ; z 2 ¾(A)g. Luego de (3.91) y (3.92) se sigue
kHn(x;A)k
2kW(x)k · P(x)e
¡
¯(A)x2
2 ; (3.93)
siendo P(x) un polinomio de grado n2, de donde se sigue que la sucesi¶ on de poli-
nomios matriciales de Hermite fHn(x;A)gn¸0 est¶ a en L2
W (] ¡ 1;+1[;Cr£r), y que
por tanto los resultados obtenidos en este cap¶ ³tulo, son aplicables a ¶ esta familia de
polinomios matriciales.
EJEMPLO 15 (Polinomios ortogonales matriciales de Gegenbauer) Para fa-
cilitar la compresi¶ on de lo que sigue, recordemos brevemente algunos resultados de
[35] adaptados al caso donde D es una matriz herm¶ ³tica que veri¯ca la condici¶ on
(3.46) y W(x;D) viene dada por (3.47). Aunque sabemos que los polinomios matri-
ciales de Gegenbauer est¶ an en L2
W ([¡1;1];Cr£r) porque son continuos en el intervalo
[¡1;1], estamos interesados en obtener cotas de kPn(x;D)k2.
85Si A es una matriz en Cr£r tal que
Re(z) > 0 para todo z 2 ¾(A) ; (3.94)
entonces se puede de¯nir B(A;yI) para Re(y) > 0, en la forma:
B(A;yI) = ¡(A)¡(yI)¡
¡1(A + yI) ; (3.95)
veri¯c¶ andose
B(A;yI) = B(yI;A) : (3.96)
Dada D veri¯cando (3.46), sea A = ¡1
2 (D + I), y
a = m¶ ax
½
¡
1
2
(1 + Re(z)) : z 2 ¾(D)
¾
>
1
2
: (3.97)
Si N es la matriz nilpotente en Cr£r tal que
G
H (2A ¡ I)Q = ¤ + N ;
es la descomposici¶ on de Schur de 2A ¡ I, entonces de [35] se sigue que
kB(A;yI)k2 · B(a;
1
2
) + ¼
r¡1 X
k=1
kNk
k
2 = °2(a) : (3.98)
De aqu¶ ³, de (3.50) y de [35] se sigue que si Pn(x;D) es el n-¶ esimo polinomio matricial
de Gegenbauer, entonces
kPn(x;D)k2 · Mn = °2(a)kB
¡1
µ
¡
1
2
(D + I);
1
2
I
¶
k2
k(¡I ¡ D)nk2
n!
(3.99)
kW(x;D)k
2
2 = (1 ¡ x
2)
¡(®(D)+2) ; jxj < 1 ;
Z 1
¡1
kPn(x;D)k2kW(x;D)k
2
2dx = MnB
µ
1
2
;¡®(D) ¡ 1
¶
;
con lo que Pn(x;D) est¶ a en L2
W ([¡1;1];Cr£r) y tenemos la acotaci¶ on (3.99).
Si consideramos los polinomios de Gegenbauer normalizados Qn(x;D) de¯nidos en
el ejemplo 11 de este cap¶ ³tulo, entonces, de [35] y de (3.95) resulta que:
kQn(x;D)k2
· °2(a)
·
n +
1
2
(1 + kDk2)
¸µ
k¡
µ
¡
1
2
D
¶
k2
¶2 µ
k¡
¡1
µ
¡
1
2
(I + D)
¶
k2
¶2
; n ¸ 0 ; jxj · 1 ;
donde °2(a) viene dado por (3.98).
86NOTA 15 Series de Fourier respecto a una sucesi¶ on de polinomios ortogonales
matriciales, han sido estudiadas en [58], en un contexto diferente al problema de la
mejor aproximaci¶ on matricial aqu¶ ³ tratado. En [58] se generalizan los n¶ ucleos de Fe-
jer, Dirichlet y de la Valle-Poussin al ¶ ambito matricial. Sin embargo, no se estudian
an¶ alogos matriciales de la propiedad de Riemann-Lebesgue, ni de la desigualdad de
Bessel-Parseval. En el cap¶ ³tulo 4 de esta memoria, estas propiedades se utilizar¶ an
para estudiar desarrollos en serie de los polinomios de Hermite matriciales.
87Cap¶ ³tulo 4
Sobre los polinomios de Hermite
matriciales Hn(X;A), donde A es
una matriz herm¶ ³tica de¯nida
positiva.
4.1. Introducci¶ on.
En este cap¶ ³tulo nos ocupamos de una clase concreta de polinomios ortogonales
matriciales introducidos recientemente en [40]. Se trata de los polinomios de Her-
mite matriciales que de¯nen un sistema ortogonal respecto a un funcional matricial
de¯nido positivo de tipo integral descrito en el cap¶ ³tulo 3, concretamente:
L : L
2
W
¡
(¡1;+1);C
r£r¢
£ L
2
W
¡
(¡1;+1);C
r£r¢
! C
r£r
donde
W(x) = e
¡ Ax2
2 ; ¡1 < x < +1 ; (4.1)
A es una matriz herm¶ ³tica de¯nida positiva en Cr£r , y
L(f;g) =
Z +1
¡1
f(x)e
¡ Ax2
2 g(x)
Hdx : (4.2)
La estructura de este cap¶ ³tulo es la siguiente. En la secci¶ on 2 demostraremos que los
polinomios de Hermite matriciales
n
e Hn(x;A)
o
n¸0
constituyen un sistema ortogonal
total de polinomios ortogonales matriciales SPOM respecto al funcional L de¯nido
por (4.2). En la secci¶ on 3, introducimos las funciones matriciales de Hermite que
extienden a las funciones de Hermite escalares, demostr¶ andose que las funciones
de Hermite matriciales de¯nen un sistema ortogonal de funciones matriciales
(no polinomios) respecto a un funcional matricial apropiado. En la secci¶ on 4 estu-
diaremos el comportamiento asint¶ otico de los polinomios de Hermite matriciales y
88aplicaremos este desarrollo, en la secci¶ on 5, para obtener una forma nueva de cal-
cular la matriz exponencial para matrices que cumplen determinadas propiedades
espectrales, y en la secci¶ on 6, para obtener un teorema de desarrollo en serie de
polinomios de Hermite.
4.2. Totalidad de los polinomios de Hermite ma-
triciales.
Por conveniencia de notaci¶ on, denotaremos por ®(A) el radio espectral de A , que
como sabemos coincide con m¶ axfz;z 2 ¾ (A)g al ser A herm¶ ³tica de¯nida positiva.
Recordemos que de [40], sabemos que los polinomios de Hermite matriciales Hn(x;A)
pueden expresarse en la forma:
Hn(x;A) = n!
[
n
2] X
k=0
(¡1)k
³p
2A
´n¡2k
k!(n ¡ 2k)!
x
n¡2k ; (4.3)
donde
p
2A denota la ra¶ ³z cuadrada de la matriz 2A, en el sentido del c¶ alculo fun-
cional holomorfo, v¶ ease [40] y
£
n
2
¤
representa la parte entera de n
2. Adem¶ as, se veri¯ca
la relaci¶ on de tres t¶ erminos matricial
Hn+1(x;A) = x
p
2A Hn(x;A) ¡ 2nHn¡1(x;A); n ¸ 1 ; (4.4)
En [40], se demostr¶ o que, para W(x) = e¡ Ax2
2 , se veri¯ca
L(Hn(x;A);Hs(x;A)) = 0; n 6= s ; (4.5)
L(Hn(x;A);Hn(x;A)) = 2
nn!
¡
2¼A
¡1¢ 1
2 = Kn ; n ¸ 0 : (4.6)
De este modo fHn(x;A)gn¸0 es un SPOM respecto al funcional matricial L de¯nido
por (4.2). Para obtener un sistema normalizado respecto a L, consideramos los
polinomios matriciales
e Hn(x;A) = K
¡ 1
2
n Hn(x;A) =
µ
A
2¼
¶1
4 1
p
2nn!
Hn(x;A) ; n ¸ 0 ; (4.7)
que de¯nen una SPOM ortonormal con respecto a L.
De (4.4) y (4.7) obtenemos la siguiente relaci¶ on de tres t¶ erminos para los polinomios
matriciales de Hermite normalizados:
p
nA
¡ 1
2 e Hn(x;A) = Ix e Hn¡1(x;A) ¡
p
(n ¡ 1)A
¡ 1
2 e Hn¡2(x;A); n ¸ 1 (4.8)
donde e H¡1(x;A) = 0.
Obs¶ ervese que podemos escribir
89H2n(x;A) = (¡1)
n
n X
k=0
(¡1)k(2n)!2kAk
(2k)!(n ¡ k)!
x
2k ;
H2n+1(x;A) = (¡1)
np
2A
n X
k=0
(¡1)k(2n + 1)!2kAk
(2k + 1)!(n ¡ k)!
x
2k+1 :
A partir de aqu¶ ³ se sigue que
H0
2n+1(x;A) = d
dxH2n+1(x;A) = (¡1)np
2A (2n + 1)
Pn
k=0
(¡1)k(2n)!2kAk
(2k)!(n¡k)! x2k
=
p
2A (2n + 1)H2n(x;A) ;
H0
2n(x;A) = d
dxH2n(x;A) = 2n
p
2A
h
(¡1)np
2A
Pn
k=0
(¡1)k(2n¡1)!2kAk
(2k+1)!(n¡k¡1)! x2k+1
i
= 2n
p
2A H2n¡1(x;A) ;
En resumen, se veri¯ca
H
0
n(x;A) = n
p
2A Hn¡1(x;A) : (4.9)
Teniendo en cuenta (4.7) y (4.9), obtenemos la correspondiente ecuaci¶ on para los
polinomios de Hermite normalizados:
e H
0
n(x;A) =
p
nA e Hn¡1(x;A) : (4.10)
Recordemos que por ser A herm¶ ³tica de¯nida positiva, se veri¯ca que ¾(A) ½]0;+1[,
y por el teorema de la aplicaci¶ on espectral [12, p.569] se sigue que
¾
³
e
¡ Ax2
2
´
=
n
e
¡ zx2
2 ;z 2 ¾(A)
o
; ¡1 < x < +1 :
Adem¶ as, como e¡ Ax2
2 es herm¶ ³tica para todo x real, por [57, p.23] se veri¯ca que
ke¡Ax2
2 k2 = ®
³
e¡ Ax2
2
´
= m¶ ax
n
e¡ zx2
2 ;z 2 ¾(A)
o
;
ke
¡ Ax2
2 k2 = e
¡
¯(A)x2
2 ; ¡1 < x < +1 ; (4.11)
donde
¯(A) = m¶ ³nfz;z 2 ¾(A)g : (4.12)
El siguiente resultado demuestra que la sucesi¶ on de polinomios ortonormales matri-
ciales de Hermite
n
e Hn(x;A)
o
n¸0
constituyen un sistema total respecto al funcional
L de¯nido por (4.2).
90TEOREMA 29 Sea A 2 Cr£r una matriz herm¶ ³tica de¯nida positiva , W(x) =
e¡ Ax2
2 , y sea L el FMHDP de¯nido en L2
W (R;Cr£r) por (4.2). Entonces
n
e Hn(x;A)
o
n¸0
es total respecto a L en L2
W (R;Cr£r).
Demostraci¶ on: Sea f 2 L2
W (R;Cr£r) y supongamos que
0 = L(f; e Hn(:;A)) =
Z +1
¡1
f(x)e
¡ Ax2
2 e Hn(x;A)
Hdx
=
Z +1
¡1
f(x)e
¡ Ax2
2 e Hn(x;A)dx ; n ¸ 0 : (4.13)
Veamos ahora que
kf(x)k2e
tjxje
¡
¯(A)x2
2 es integrable en R (4.14)
T¶ engase en cuenta que por (4.11)-(4.12) se veri¯ca
ke
¡ Ax2
4 k
2
2 = e
¡
¯(A)x2
2
y que podemos escribir
kf(x)k2e
tjxje
¡
¯(A)x2
2 =
·
kf(x)k2e
¡
¯(A)x2
4
¸·
e
¡
¯(A)x2
4 e
tjxj
¸
Ahora, por la desigualdad de Cauchy-Schwarz, podemos escribir
R +1
¡1 kf(x)k2e¡
¯(A)x2
4 etjxje¡
¯(A)x2
4 dx =
R +1
¡1 kf(x)k2etjxje¡
¯(A)x2
2 dx
·
³R +1
¡1 kf(x)k2
2(e¡
¯(A)x2
4 )2dx
´1
2 ³R +1
¡1 e2tjxj(e¡
¯(A)x2
4 )2dx
´1
2
=
³R +1
¡1 kf(x)k2
2e¡
¯(A)x2
2 dx
´1
2 ³R +1
¡1 e2tjxje¡
¯(A)x2
2 dx
´ 1
2
< +1
porque f 2 L2
W (R;Cr£r) y por (4.11).
Por ser L un FBMH y por el teorema (11) del cap¶ ³tulo 2, sabemos que si P(x) es
un polinomio matricial de grado n, entonces
P(x) =
n X
k=0
CkPk(x) (4.15)
De (4.15) y (4.13) resulta que
L(f;P) =
Z +1
¡1
f(x)e
¡ Ax2
2 P(x)
Hdx = 0 ; 8P(x) 2 P [x] : (4.16)
En particular,
91Z +1
¡1
f(x)e
¡ Ax2
2 x
kdx = 0 ; 8k ¸ 0 : (4.17)
Consideremos ahora la sucesi¶ on de funciones fn integrables en R, de¯nidas por
fn(x) = f(x)e
¡ Ax2
2
n X
j=0
(itx)j
j!
: (4.18)
Obs¶ ervese que ffngn¸0 converge puntualmente en R a la funci¶ on
g(x) = f(x)e
¡ Ax2
2 e
itx ; (4.19)
y que para cada componente (fij)n de fn se veri¯ca
j (fij)n (x) j· kfn(x)k2 = kf(x)k2e
¡
¯(A)x2
2 e
tjxj : (4.20)
Puesto que de (4.14) se sigue que
Z +1
¡1
kf(x)k2e
¡
¯(A)x2
2 dx < 1 ; (4.21)
de (4.18),(4.20),(4.21) y el teorema de la convergencia dominada aplicado a cada
componente
©
(fij)n
ª
n¸0, se sigue que
l¶ ³m
n!1
Z +1
¡1
fn(x)dx =
Z +1
¡1
f(x)e
¡ Ax2
2 e
itxdx : (4.22)
De (4.18) y (4.17) tenemos que
Z +1
¡1
fn(x)dx =
Z +1
¡1
f(x)e
¡ Ax2
2
n X
j=0
(itx)j
j!
dx
=
n X
j=0
(it)
j
j!
Z +1
¡1
f(x)e
¡ Ax2
2 x
jdx = 0 : (4.23)
De (4.22) y (4.23) obtenemos que
Z +1
¡1
f(x)e
¡ Ax2
2 e
itxdx = 0 : (4.24)
De (4.24) se sigue que si llamamos gp;q la (p,q)-¶ esima componente de f(x)e¡ Ax2
2 ,
veri¯ca
Z +1
¡1
gp;q(x)e
itxdx = 0 ; 1 · p;q · r : (4.25)
De (4.25) y la f¶ ormula de inversi¶ on de Fourier [18, p.220], resulta que
92gp;q(x) = 0; 1 · p;q · r casi por todas partes en R ;
o equivalentemente,
f(x)e
¡ Ax2
2 = 0 casi por todas partes en R : (4.26)
Puesto que e¡ Ax2
2 es invertible para todo x, se concluye que
f(x) = 0 casi por todas partes en R ;
es decir, f = 0 en L2
W (R;Cr£r). ¤
4.3. Funciones de Hermite matriciales.
Es bien conocido que en el caso escalar, la llamada ecuaci¶ on de Hermite
Y
00 ¡ x
2Y + ¸Y = 0
desempe~ na un papel importante en el estudio de problemas de contorno cl¶ asicos en
regiones parab¶ olicas, v¶ ease [18, p.188] y [51].
Las funciones de Hermite escalares de¯nidas por
hn(x) = e
¡x2
2 Hn(x) ;
donde Hn(x) es el n-¶ esimo polinomio de Hermite, desempe~ nan un papel importante
en mec¶ anica cu¶ antica, como son las funciones de onda para el estado estacionario
del oscilador arm¶ onico cu¶ antico. Para ser m¶ as precisos, las funciones de onda para
el estado estacionario de una part¶ ³cula cu¶ antica movi¶ endose a lo largo de una linea
en un potencial V (x) son las soluciones en L2 de la ecuaci¶ on
h2
2m
U
00(x) ¡ V (x)U(x) + EU(x) = 0 ; (4.27)
donde h es la constante de Plank, m es la masa de la part¶ ³cula, y el autovalor E el
nivel de energ¶ ³a. Para un oscilador arm¶ onico el potencial es V (x) = ax2 con a > 0,
la sustituci¶ on
U(x) = f
Ã·
2am
h2
¸ 1
4
x
!
;
S =
·
2am
h2
¸ 1
4
x ;
convierte la ecuaci¶ on (4.27) en
f
00(S) ¡ S
2f(S) +
¸
h
r
2m
a
= 0
93De este modo, las funciones de onda estacionarias son las funciones de Hermite
hn
³£
2am
h2
¤ 1
4 x
´
y las correspondientes energ¶ ³as de nivel son
(2n + 1)h
r
a
2m
Es conocido tambi¶ en , v¶ ease [18, p.187], que las funciones de hermite de¯nen una
base ortogonal para L2 (R) con respecto a la funci¶ on peso W(x) = 1.
Es esta secci¶ on nos proponemos extender estas propiedades al caso matricial suponien-
do que A es una matriz herm¶ ³tica de¯nida positiva. Las funciones matriciales de
Hermite las de¯nimos por
Tn(x;A) = e
¡ Ax2
4 Hn(x;A) (4.28)
Derivando respecto a x en (4.28) y teniendo en cuenta (4.9), podemos escribir
T
0
n(x;A) = e
¡ Ax2
4
½
H
0
n(x;A) ¡
Ax
2
Hn(x;A)
¾
= e
¡ Ax2
4
½
n
p
2A Hn¡1(x;A) ¡
Ax
2
Hn(x;A)
¾
;
T
0
n(x;A) = n
p
2A Tn¡1(x;A) ¡
Ax
2
Tn(x;A) : (4.29)
Utilizando la f¶ ormula de tres t¶ erminos de los polinomios de Hermite matriciales
Hn+1(x;A) = x
p
2A Hn(x;A) ¡ 2nHn¡1(x;A) ;
a partir de (4.28) se sigue que
Tn+1(x;A) = x
p
2A Tn(x;A) ¡ 2nTn¡1(x;A) : (4.30)
Despejando Tn¡1(x;A) de (4.29) y sustituyendo en (4.30) resulta que
Tn+1(x;A) = x
p
2A Tn(x;A) ¡ 2n
½
T
0
n(x;A) +
xA
2
Tn(x;A)
¾³
n
p
2A
´¡1
=
x
2
p
2A Tn(x;A) ¡
2
p
2A
T
0
n(x;A) :
De donde se sigue que
p
A
p
2
Tn+1(x;A) = ¡T
0
n(x;A) +
Ax
2
Tn(x;A) : (4.31)
Teniendo en cuenta (4.29) para n en lugar de n ¡ 1 y utilizando la expresi¶ on de
Tn(x;A) dada por (4.31), podemos escribir
94n
p
2A Tn(x;A) =
Ax
2
Tn+1(x;A) + T
0
n+1(x;A)
=
Ax
2
(
¡
p
2
p
A
T
0
n(x;A) +
p
2
p
A
Ax
2
Tn(x;A)
)
+
(
¡
p
2
p
A
T
0
n(x;A) +
x
2
p
2A Tn(x;A)
)0
=
Ax
2
(
¡
p
2
p
A
T
0
n(x;A) +
x
2
p
2A Tn(x;A)
)
+
(p
2A
2
Tn(x;A) +
p
2Ax
2
T
0
n(x;A) ¡
p
2
p
A
T
00
n(x;A)
)
;
luego
n
p
2A Tn(x;A) = ¡
p
2
p
A
T
00
n(x;A) +
p
2A
2
½
1 +
Ax2
2
¾
Tn(x;A) : (4.32)
De (4.32) se sigue que
T
00
n =
A
2
½
¡2n +
µ
1 +
Ax2
2
¶¾
Tn(x;A) ;
es decir, que Tn(x;A) es soluci¶ on de la ecuaci¶ on de Hermite matricial
Y
00 ¡
1
2
µ
A2x2
2
¡ A
¶
Y + ¸AY = 0 ; (4.33)
para ¸ = ¡n.
Adem¶ as, si consideramos el funcional herm¶ ³tico de¯nido positivo
L0 : L
2
I
¡
R;C
r£r¢
£ L
2
I
¡
R;C
r£r¢
! C
r£r
de¯nido por
L0(f;g) =
Z +1
¡1
f(x)g(x)
Hdx (4.34)
donde W0(x) = I para todo x 2 R, obs¶ ervese que
L0(Tn(x;A);Tm(x;A)) =
Z +1
¡1
e
¡ Ax2
4 Hn(x;A)e
¡ Ax2
4 Hm(x;A)
Hdx
=
Z +1
¡1
Hn(x;A)e
¡ Ax2
2 Hm(x;A)dx
= L(Hn(x;A);Hm(x;A))
95donde L es el funcional de¯nido en (4.2). En consecuencia, la sucesi¶ on fTn(x;A)gn¸0
es un sistema de funciones ortogonales matriciales respecto a L0 en L2
I (R;Cr£r).
Adem¶ as, si f 2 L2
I (R;Cr£r) es tal que
L0(f(x);Tn(x;A)) = 0; n ¸ 0 ; (4.35)
entonces (4.35) implica que
0 =
Z +1
¡1
f(x)e
¡ Ax2
4 Hn(x;A)dx
=
Z +1
¡1
f(x)e
+ Ax2
4 e
¡ Ax2
2 Hn(x;A)dx
=
Z +1
¡1
g(x)e
¡ Ax2
2 Hn(x;A)dx
= L(g(x);Hn(x;A)); n ¸ 0 ;
con
g(x) = f(x)e
Ax2
4 2 L
2
W
¡
R;C
r£r¢
;
W(x) = e
¡ Ax2
2 : (4.36)
Por el teorema 29, se sigue que g(x) = 0 en L2
W (R;Cr£r) y de (4.36) se concluye
que
f(x) = 0 en L
2
I
¡
R;C
r£r¢
:
En consecuencia, fTn(x;A)gn¸0 es un sistema de funciones ortogonales matriciales
total en L2
I (R;Cr£r) respecto al funcional L0 de¯nido en (4.34). Resumiendo, hemos
demostrado el siguiente resultado:
TEOREMA 30 Sea A una matriz herm¶ ³tica de¯nida positiva en Cr£r y sea Tn(x;A)
la funci¶ on de Hermite matricial de¯nida en (4.28) para n ¸ 0. Entonces fTn(x;A)gn¸0
es un sistema de funciones ortogonales matriciales (SFOM) total en L2
I (R;Cr£r) re-
specto al funcional L0 de¯nido en (4.34).Adem¶ as, se veri¯ca:
Ax
2
Tn(x;A) + T
0
n(x;A) = n
p
2ATn¡1(x;A) ; (4.37)
Ax
2
Tn(x;A) ¡ T
0
n(x;A) =
p
A
p
2
Tn+1(x;A) ; (4.38)
T
00
n(x;A) ¡
µ
Ax
2
¶2
Tn(x;A) + (2n ¡ 1)
A
2
Tn(x;A) = 0 : (4.39)
NOTA 16 Para el caso r = 1, A = 2, el teorema 30 coincide con el teorema 6.14
de [18, p.187].
964.4. Representaci¶ on integral de los polinomios de
Hermite matriciales. F¶ ormulas relacionadas.
4.4.1. Introducci¶ on.
Si Hn(x) denota el n-¶ esimo polinomio de Hermite, las f¶ ormulas
Hn(x) =
2n(¡i)nex2
p
¼
Z +1
¡1
e
¡t2+2ixtt
ndt ; n = 0;1;2;:::; (4.40)
y
W(x;y;t) = (1 ¡ t
2)
¡ 1
2e
[2xyt¡(x2+y2)t2]
(1¡t2) =
X
n¸0
Hn(x)Hn(y)
2nn!
t
n ; jtj < 1 ; (4.41)
desempe~ nan un papel muy importante para el estudio de teoremas de convergencia
de desarrollos en serie de polinomios de Hermite, as¶ ³ como para el c¶ alculo de los
coe¯cientes de dicho desarrollo, v¶ ease [51, cap¶ ³tulo 4].
En el estudio del desarrollo en serie de polinomios de Hermite matriciales Hn(x;A),
puede ser esencial una representaci¶ on integral de Hn(x;A), as¶ ³ como la evaluaci¶ on
exacta de la serie matricial
X
n¸0
Hn(x;A)Hn(y;A)
2nn!
t
n :
Por ello vamos a calcular en esta secci¶ on expresiones an¶ alogas a las f¶ ormulas (4.40)-
(4.41) para los polinomios de Hermite matriciales.
Esta secci¶ on est¶ a estructurada como sigue. En la subsecci¶ on 4.4.2 obtendremos una
representaci¶ on integral de exp
³
¡Ax2
2
´
para matrices en Cr£r cuyos valores propios
est¶ an en el semiplano complejo derecho, que utilizaremos para dar una representaci¶ on
integral de los polinomios de Hermite matriciales. En la subsecci¶ on 4.4.3 calculare-
mos la soluci¶ on del problema de valores iniciales relativo a la ecuaci¶ on diferencial
matricial dada por
Y
0(t) = B
2tY (t)A
¡1 (4.42)
emplendo un m¶ etodo de Frobenius matricial. La ecuaci¶ on (4.42) desempe~ nar¶ a un
papel importante en la subsecci¶ on 4.4.4, donde calcularemos integrales matriciales
param¶ etricas impropias del tipo
Z +1
¡1
exp(Bxt)exp
µ
¡
Ax2
2
¶
dx
en forma cerrada. Finalmente, en la subsecci¶ on 4.4.5, demostraremos una f¶ ormu-
la matricial para la funci¶ on generatriz del producto de polinomios matriciales de
Hermite.
97N¶ otese que si D percenece a Cr£r y ®(D) = m¶ axfRez ; z 2 ¾(D)g, entonces por
[28, p.556] o [46], se tiene
ke
xDk · e
x®(D)
r¡1 X
k=0
(kDkx
p
r)
k
k!
; x ¸ 0 : (4.43)
4.4.2. Representaci¶ on integral de los polinomios de Hermite
matriciales.
Recordemos el siguiente resultado:
TEOREMA 31 ([59]) Sea A(t) una matriz cuadrada cuyas entradas son fun-
ciones anal¶ ³ticas en un dominio abierto ­ del plano complejo. Supongamos que
A(t1)A(t2) = A(t2)A(t1), para todo t1, t2 en ­. Sea f(z) anal¶ ³tica en las ra¶ ³ces
caracter¶ ³sticas de A(t), t 2 ­. Entonces, f(A(t)) es una funci¶ on diferenciable para
t en ­, y
d
dt
f(A(t)) = f
0(A(t))A
0(t)
TEOREMA 32 Sea A una matriz en Cr£r veri¯cando la condici¶ on
Rez > 0 para cada z 2 ¾(A) : (4.44)
Entonces
exp
µ
¡
Ax2
2
¶
= 2
µ
2A¡1
¼
¶ 1
2 Z 1
0
exp
¡
¡2v
2A
¡1¢
cos(2vx)dv ; x 2 R : (4.45)
Demostraci¶ on: Consideremos la integral matricial param¶ etrica
J(x) =
Z 1
0
exp
¡
¡2A
¡1v
2¢
cos(2vx)dv ; x 2 R ; (4.46)
y n¶ otese que si z = x + iy, entonces
1
z
=
x ¡ iy
jzj2 ; Re
µ
1
z
¶
= Re
µ
¹ z
jzj2
¶
=
1
jzj2 Re(z) : (4.47)
Por el teorema de la aplicaci¶ on espectral [12, p.569], y (4.44), (4.47), se tiene que
Re! > 0 para cada ! 2 ¾(A
¡1) : (4.48)
De la desigualdad 4.43 y (4.48), se desprende la convergencia absoluta de J(x)
de¯nida por (4.46) para cada n¶ umero real x, as¶ ³ como la convergencia uniforme de
la integral
Z 1
0
v exp
¡
¡2A
¡1v
2¢
sin(2vx)dv ;
98en cualquier entorno del x. Por el teorema de Leibnitz para la diferenciaci¶ on de
integrales matriciales impropias, [8, p.174], el teorema 31, e integrando por partes,
se tiene que
J
0(x) = ¡
Z 1
0
2v exp
¡
¡2A
¡1v
2¢
sin(2vx)dv
=
A
2
Z 1
0
©
¡4A
¡1v exp
¡
¡2A
¡1v
2¢ª
sin(2vx)dv
=
A
2
½
£
sin(2vx)exp
¡
¡2v
2A
¡1¢¤v=1
v=0 ¡ 2x
Z 1
0
exp
¡
¡2A
¡1v
2¢
cos(2vx)dv
¾
= ¡xAJ(x) +
A
2
£
sin(2xv)exp
¡
¡2A
¡1v
2¢¤v=1
v=0 :
Ahora, otra vez por (4.43) tenemos
£
sin(2xv) exp
¡
¡2A
¡1v
2¢¤v=1
v=0 = 0 ;
y
J
0(x) = ¡xAJ(x)
Tomando x = 0 en (4.46), y empleando la expresi¶ on (4.8) de [40], tenemos
J(0) =
Z 1
0
exp
¡
¡2A
¡1v
2¢
dv =
1
2
Z 1
0
exp
µ
¡A
¡1!2
2
¶
d!
=
1
4
Z +1
¡1
exp
µ
¡A
¡1!2
2
¶
d! =
1
4
(2¼A)
1
2 =
(¼A)
1
2
2
p
2
:
As¶ ³ J(x) es soluci¶ on del problema de valores iniciales
J
0(x) = ¡xAJ(x) ; J(0) =
1
2
µ
¼A
2
¶1
2
; x 2 R : (4.49)
Dado que D(x) = xA, veri¯ca la condici¶ on
D(x1)D(x2) = D(x2)D(x1) ;
Por [45, p.600], v¶ ease tambi¶ en [24], [21], [22], la soluci¶ on de (4.49) viene dada por
J(x) = exp
µ
¡
Z x
0
sAds
¶
J(0) = exp
µ
¡
Ax2
2
¶
1
2
µ
¼A
2
¶1
2
(4.50)
Esto prueba la igualdad (4.45). ¤
Si se veri¯ca la hip¶ otesis (4.44), por la regla de Leibnitz para la derivaci¶ on de inte-
grales matriciales param¶ etricas [8, p.174], y el teorema 32, tenemos
99d2n
dx2nJ(x) = (¡1)
n2
2n
Z 1
0
exp
¡
¡2A
¡1v
2¢
v
2n cos(2vx)dv
= (¡1)
n2
2n¡1
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n cos(2vx)dv
= (¡1)
n2
2n¡2
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n ¡
e
2ixv + e
¡2ixv¢
dv
= (¡1)
n2
2n¡1
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n e
2ixvdv (4.51)
Utilizando la f¶ ormula de Rodrigues para los polinomios de Hermite matriciales [40],
se tiene que
H2n(x;A) = exp
µ
Ax2
2
¶µ
A
2
¶¡n ·
d2n
dx2n
µ
exp
µ
¡
Ax2
2
¶¶¸
(4.52)
Por (4.45), (4.52) y dado que
(¡i)
2n = (¡1)
n ;
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n sin(2vx)dv = 0 ;
se obtiene que
H2n(x;A) = 2
µ
2A¡1
¼
¶1
2
exp
µ
Ax2
2
¶µ
A
2
¶¡n
(¡1)
n2
2n¡1
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2ne
2ivxdv
=
1
p
¼
exp
µ
Ax2
2
¶µ
A
2
¶¡(n+ 1
2)
(¡1)
n2
2n
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2ne
2ivxdv ;
H2n(x;A) =
exp
³
Ax2
2
´
p
¼
µ
A
2
¶¡(n+ 1
2)
(¡i)
2n2
2n
Z +1
¡1
exp
¡
¡2v
2A
¡1 + 2vixI
¢
v
2ndv
(4.53)
Procediendo de forma an¶ aloga, para los ¶ ³ndices impares se tiene
d2n+1
dx2n+1J(x) = (¡1)
n+12
2n+1
Z 1
0
exp
¡
¡2A
¡1v
2¢
v
2n+1 sin(2vx)dv
= (¡1)
n+12
2n
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n+1
µ
e2ixv ¡ e¡2ixv
2i
¶
dv
= (¡1)
n+122n¡1
i
½Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n+1e
2ixvdv
¡
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n+1e
¡2ixvdv
¾
= (¡1)
n+122n
i
Z +1
¡1
exp
¡
¡2A
¡1v
2¢
v
2n+1 e
2ixvdv (4.54)
100Por la f¶ ormula de Rodrigues para los polinomios de Hermite matriciales [40],
H2n+1(x;A) = ¡exp
µ
Ax2
2
¶µ
A
2
¶¡(n+ 1
2) ·
d2n+1
dx2n+1
µ
exp
µ
¡
Ax2
2
¶¶¸
; (4.55)
y por (4.45), (4.54), (4.55) y dado que (¡i)2n+1 = i(¡1)n+1, se tiene que
H2n+1(x;A) = ¡2
µ
2A¡1
¼
¶1
2
exp
µ
Ax2
2
¶µ
A
2
¶¡(n+ 1
2) (¡1)n+1
i
2
2n
£
Z +1
¡1
exp
¡
¡2v
2A
¡1¢
v
2n+1e
2ixvdv ;
H2n+1(x;A) =
µ
A
2
¶¡(n+1) (¡i)2n+1
p
¼
exp
µ
Ax2
2
¶
2
2n+1
£
Z +1
¡1
exp
¡
¡2v
2A
¡1 + 2ixvI
¢
v
2n+1dv (4.56)
N¶ otese que las f¶ ormulas (4.53) y (4.56) pueden escribirse como una ¶ unica f¶ ormula
Hn(x;A) =
µ
A
2
¶¡(
n+1
2 ) 2n(¡i)n exp
³
Ax2
2
´
p
¼
Z +1
¡1
exp
¡
¡2v
2A
¡1 + 2ivxI
¢
v
ndv
(4.57)
En resumen, la siguiente representaci¶ on integral de los polinomios de Hermite ma-
triciales est¶ a demostrada:
TEOREMA 33 Sea A una matriz en Cr£r veri¯cando la condici¶ on (4.44) y sea
Hn(x;A) el n-¶ esimo polinomio de Hermite matricial. Entonces la representaci¶ on
integral (4.57) es v¶ alida para todo n ¸ 0 y x 2 R.
NOTA 17 Para el caso r = 1, y A = 2, la expresi¶ on (4.57) coincide con la f¶ ormula
(4.40).
4.4.3. Soluciones explicitas de una clase de ecuaciones difer-
enciales matriciales.
En esta subsecci¶ on contruiremos soluciones expl¶ ³citas de problemas de valores ini-
ciales del tipo
Y
0(t) = B
2tY (t)A
¡1 ; Y (0) = C0 ; Y (t) 2 C
r£r ; (4.58)
donde t es un n¶ umero real y B, A, Y (t) son matrices en Cr£r, con A invertible.
Para resolver (4.58) utilizaremos un m¶ etodo de Frobenius matricial, utilizado re-
cientemente, v¶ eanse [56], [33] y [31], para diferentes tipos de ecuaciones diferenciales
matriciales.
101TEOREMA 34 Sean A, B matrices en Cm£m con A invertible. Entonces la solu-
ci¶ on del problema de valores iniciales
Y
0(t) = B
2tY (t)A
¡1 ; Y (0) = C0 ; (4.59)
viene dada por
Y (t) =
X
n¸0
B2nC0A¡n
(2n)!!
t
2n ; jtj < +1 : (4.60)
Demostraci¶ on: En primer lugar construiremos una soluci¶ on formal en serie de la
forma
Y (t) =
X
n¸0
Cnt
n ; Cn 2 C
m£m : (4.61)
Derivando formalmente en (4.61) tenemos
Y
0(t) =
X
n¸1
nCnt
n¡1 ; (4.62)
e imponiendo que Y (t) sea soluci¶ on de (4.59), se obtine que
X
n¸0
(n + 1)Cn+1t
n = B
2 X
n¸0
Cnt
n+1A
¡1 : (4.63)
Identi¯cando coe¯cientes para cada potencia de tn en (4.63), tenemos
C1 = 0 ; Cn+1 =
B2Cn¡1A¡1
n + 1
(4.64)
Por tanto
C2k+1 = 0 ; y C2k =
B2kC0A¡k
(2k)!!
; k ¸ 0 (4.65)
donde (2k)!! = 2k(2k ¡ 2):::2. De (4.65), la soluci¶ on formal de (4.59) viene dada
por
Y (t) =
X
n¸0
B2nC0A¡n
(2n)!!
t
2n =
X
n¸0
C2nt
2n : (4.66)
Para probar que Y (t) de¯nida por (4.64)-(4.66), es una soluci¶ on rigurosa del prob-
lema (4.59), ser¶ a su¯ciente demostrar que el radio de convergencia de la serie de
potencias matricial (4.66) es ½ = +1. De hecho, n¶ otese que
kC2nk
1
2n = kB
2nC0A
¡nk
1
2n · kBkkC0kkA
¡1k
1
2 ;
y
102((2n)!!)
1
2n = exp
µ
1
2n
ln(2n!!)
¶
! 1 ; n ! 1 :
Entonces
¸ = l¶ ³m
n!1
sup(kCnk)
1
n = 0 ;
y por la f¶ ormula de Cauchy-Hadamard, la serie (4.66) es convergente para todos los
valores de t en la recta real. ¤
COROLARIO 8 Sean A,B,Y0 matrices que conmutan entre si en Cr£r con A
invertible. Entonces, la soluci¶ on del problema
Y
0(t) = B
2tY (t)A
¡1 ; Y (0) = Y0 ; x 2 R ; (4.67)
viene dada por
Y (t) = exp
µ
t2B2A¡1
2
¶
Y0 (4.68)
Demostraci¶ on: Por la hip¶ otesis de conmutatividad de las matrices A, B y Y0 y por
el teorema 34, la soluci¶ on del problema (4.67), queda en la forma
Y (t) =
X
n¸0
B2nY0A¡n
(2n)!!
t
2n = Y0
X
n¸0
(B2A¡1)
n
(2n)!!
t
2n ; (4.69)
y por (4.69), Y (t) conmuta con A y B. As¶ ³, la ecuaci¶ on (4.67) puede escribirse
Y
0(t) = B
2A
¡1tY (t) ; Y (0) = Y0 ; (4.70)
donde D(t) = tB2A¡1 veri¯ca la propiedad
D(t1)D(t2) = D(t2)D(t1) ; ¡1 < t1 ; t2 < +1 : (4.71)
Por (4.71) y [45, p.600], la soluci¶ on del problema (4.70) vendr¶ a dada por
Y (t) = e
R t
0 D(s)dsY (0) = exp
µ
t2B2A¡1
2
¶
Y0
As¶ ³, el resultado queda demostrado. ¤
4.4.4. Calculo exacto de ciertas integrales matriciales.
Consideremos la integral matricial
Y =
Z +1
¡1
exp(Bx)exp
µ
¡
Ax2
2
¶
dx ; (4.72)
103donde A, B son matrices en Cr£r y A veri¯ca la condici¶ on (4.44). Para calcular Y,
consideremos la integral param¶ etrica matricial
Y (t) =
Z +1
¡1
exp(Bxt)exp
µ
¡
Ax2
2
¶
dx ; t 2 R ; (4.73)
y n¶ otese que bajo la condici¶ on (4.44), por (4.43), la integral matricial Y (t) con-
verge puntualmente para cada n¶ umero real t, lo mismo puede aplicarse a la integral
matricial
Y0 =
Z +1
¡1
d
dt
µ
exp(Bxt)exp
µ
¡
Ax2
2
¶¶
dx ;
que por el teorema 31, quedar¶ a de la forma
Y0 =
Z +1
¡1
Bxexp(Bxt)exp
µ
¡
Ax2
2
¶
dx : (4.74)
Adem¶ as, por la desigualdad (4.43) aplicada a exp(Bxt), exp
³
¡Ax2
2
´
, la integral
matricial param¶ etrica (4.74) converge uniformemente en todo entorno de t en la recta
real. As¶ ³, por el teorema de Leibnitz para la diferenciaci¶ on de integrales impropias
matriciales [8, p.174], y teniendo en cuenta que A conmuta con exp
³
¡Ax2
2
´
, se tiene
que
Y
0(t) =
Z +1
¡1
Bxexp(Bxt))exp
µ
¡
Ax2
2
¶
dx
= ¡B
Z +1
¡1
exp(Bxt))
½
¡Axexp
µ
¡
Ax2
2
¶¾
dxA
¡1 : (4.75)
Aplicando integraci¶ on por partes en (4.75), obtenemos
Y
0(t) = ¡B
(·
exp(Bxt)exp
µ
¡
Ax2
2
¶¸+1
x=¡1
¡
Z +1
¡1
Btexp(Bxt)exp
µ
¡
Ax2
2
¶
dx
¾
A
¡1 : (4.76)
Bajo la condici¶ on (4.44), por (4.43) est¶ a claro que
l¶ ³m
x!§1
exp(Bxt)exp
µ
¡
Ax2
2
¶
= 0 ; t 2 R ; (4.77)
y por (4.76), (4.77), se cumple que
Y
0(t) = B
2tY (t)A
¡1 ; t 2 R : (4.78)
N¶ otese que tomando t = 0 en (4.73), por la expresi¶ on (4.8) de [40], se tiene que
104Y (0) =
Z +1
¡1
exp
µ
¡
Ax2
2
¶
dx =
¡
2¼A
¡1¢ 1
2 (4.79)
Ahora, por el corolario 8, el siguiente resultado queda demostrado:
TEOREMA 35 Sean A, B matrices que conmutan en Cr£r tales que A veri¯ca la
condici¶ on (4.44). Entonces, la integral matricial (4.73) vale
Y (t) =
Z +1
¡1
exp(Bxt)exp
µ
¡
Ax2
2
¶
dx =
¡
2¼A
¡1¢ 1
2 exp
µ
t2B2A¡1
2
¶
:
4.4.5. Funci¶ on generatriz del producto de polinomios de
Hermite matriciales.
En esta subsecci¶ on extenderemos la f¶ ormula (4.41) para matrices, empleando la
representaci¶ on integral de los polinomios de Hermite matriciales obtenida en la sub-
secci¶ on 2. De acuerdo con (4.57), para jtj < 1 tenemos
X
n¸0
Hn(x;A)Hn(y;A)
2n n!
t
n
=
exp(
A
2 (x2+y2))
¼
P
n¸0
(
A
2)
¡(n+1)
(¡1)n(2t)n
n!
£
R +1
¡1
R +1
¡1 exp(¡2A¡1(u2 + v2))exp(2iI(ux + vy))(uv)ndudv
=
¡
A
2
¢¡1 exp(
A
2 (x2+y2))
¼
P
n¸0
(¡4tA¡1)
n
n!
£
R +1
¡1
R +1
¡1 exp(¡2A¡1(u2 + v2))exp(2iI(ux + vy))(uv)ndudv : (4.80)
N¶ otese que por la desigualdad (4.43), para cada entero positivo n, la funci¶ on matri-
cial
©n(u;v) =
n X
h=0
(¡4tuvA¡1)
h
h!
exp
¡
¡2A
¡1(u
2 + v
2) + 2Ii(ux + vy)
¢
(4.81)
es integrable en ] ¡ 1;+1[£] ¡ 1;+1[. Si denotamos por ©(u;v) la funci¶ on no
negativa de¯nida por
©(u;v) = exp
¡
4jujjvjkA
¡1k ¡ 2®(A
¡1)(juj
2 + jvj
2)
¢
r¡1 X
k=0
[2
p
r(juj2 + jvj2)kA¡1k]
k
k!
;
(4.82)
105para ¡1 < u < +1, ¡1 < v < +1, entonces, por (4.43), (4.81) y (4.82), se tiene
que
k©n(u;v)k
· kexp(¡2A¡1(u2 + v2))exp(2iI(ux + vy))k
Pn
h=0
[4tuvkA¡1k]
h
h!
·
·
Pn
k=0
(4jujjvjkA¡1k)
h
h!
¸
exp(¡2®(A¡1)[juj2 + jvj2])
Pr¡1
k=0
[2
p
r(juj2+jvj2)kA¡1k]
k
k!
· ©(u;v) ; ¡1 < u < +1 ; ¡1 < v < +1 ; n ¸ 0 :
De (4.48), esta claro que la funci¶ on ®(A¡1) > 0 y Á(u;v) es integrable en el dominio
] ¡ 1;+1[£] ¡ 1;+1[. Por el teorema de la convergencia dominada [18, p.83],
podemos permutar la suma de las integrales en (4.80), obteniendo
X
n¸0
Hn(x;A)Hn(y;A)
2n n!
t
n
=
exp
¡
A
2(x2 + y2)
¢
¼
X
n¸0
¡
A
2
¢¡(n+1) (¡1)n(2t)n
n!
£
Z +1
¡1
Z +1
¡1
exp
¡
¡2A
¡1(u
2 + v
2)
¢
exp(2iI(ux + vy))(uv)
ndudv
=
µ
A
2
¶¡1 exp
¡
A
2(x2 + y2)
¢
¼
£
Z +1
¡1
Z +1
¡1
exp
¡
¡2A
¡1(u
2 + v
2)
¢
exp(2iI(ux + vy))exp
¡
¡4tuvA
¡1¢
dudv
(4.83)
Utilizando el teorema de Fubini-Tonelli [19, p.65] podemos escribir
Z +1
¡1
Z +1
¡1
exp
¡
¡2A
¡1(u
2 + v
2)
¢
exp(2iI(ux + vy))exp
¡
¡4tuvA
¡1¢
dudv
=
Z +1
¡1
exp
¡
¡2A
¡1v
2 + 2ivyI)
¢
½Z +1
¡1
exp
¡
¡2A
¡1u
2 + 2u
¡
ixI ¡ 2tA
¡1v
¢¢
du
¾
dv
(4.84)
Consideremos la integral matricial
L =
Z +1
¡1
exp
¡
¡2A
¡1u
2 + 2u
¡
ixI ¡ 2tA
¡1v
¢¢
du ; (4.85)
106que haciendo el cambio de variable ! = 2u, podemos escribir en la forma
L = L(1) =
1
2
Z +1
¡1
exp(B0!)exp
µ
¡
!2
2
A
¡1
¶
d! ; (4.86)
donde
B0 = ixI ¡ 2tA
¡1v (4.87)
Dado que B0 conmuta con A¡1, y bajo la hip¶ otesis (4.44) se veri¯ca (4.48). Por
(4.86), (4.87) y el teorema 35, tomando A¡1 por A, y 1 por t, se tiene que
L =
1
2
(2¼A)
1
2 exp
µ
B2
0A
2
¶
=
µ
¼A
2
¶ 1
2
exp
µ
B2
0A
2
¶
=
µ
¼A
2
¶1
2
exp
µ
¡
¡x
2I + 4t
2v
2A
¡2 ¡ 4txviA
¡1¢ A
2
¶
;
L =
µ
¼A
2
¶1
2
exp
µ
¡
Ax2
2
¶
exp
¡
2t
2v
2A
¡1 ¡ 2txviI
¢
(4.88)
Por (4.88) y (4.84) se sigue que
Z +1
¡1
Z +1
¡1
exp
¡
¡2A
¡1(u
2 + v
2)
¢
exp(2ix(u + v)I)exp
¡
¡4tuvA
¡1¢
dudv
=
µ
¼A
2
¶1
2
exp
µ
¡x2A
2
¶Z +1
¡1
exp
¡
¡2v
2A
¡1(1 ¡ t
2) + 2vi(y ¡ tx)I
¢
dv : (4.89)
Consideremos ahora la integral matricial
S =
Z +1
¡1
exp
¡
¡2v
2A
¡1(1 ¡ t
2) + 2vi(y ¡ xt)I
¢
dv ; (4.90)
efectuando el cambio de variable ! = 2v
p
1 ¡ t2 en (4.90), se tiene
S =
1
2
p
1 ¡ t2
Z +1
¡1
exp
µ
¡
!2A¡1
2
+
i(y ¡ xt)I
p
1 ¡ t2 !
¶
d!
=
1
2
p
1 ¡ t2
Z +1
¡1
exp(B1!(y ¡ xt))exp
µ
¡
!2A¡1
2
¶
d! ; (4.91)
donde
B1 =
iI
p
1 ¡ t2 (4.92)
Por (4.91), (4.92) y el teorema 35, donde tomamos A¡1 por A, y y ¡ xt por t, se
tiene que
107S =
(2¼A)
1
2
2
p
1 ¡ t2 exp
µ
(y ¡ xt)2B2
1A
2
¶
=
µ
¼A
2(1 ¡ t2)
¶1
2
exp
µ
¡A(y ¡ xt)2
2(1 ¡ t2)
¶
(4.93)
Por (4.89), (4.91) y (4.93), se tiene que
Z +1
¡1
Z +1
¡1
exp
¡
¡2A
¡1(u
2 + v
2)
¢
exp(2iI(ux + vy))exp
¡
¡4tuvA
¡1¢
dudv
=
¼A
2
p
1 ¡ t2 exp
µ
¡
Ax2
2
¶
exp
µ
¡
A(y2 + x2t2 ¡ 2yxt)
2(1 ¡ t2)
¶
; (4.94)
por (4.83) y (4.94) se sigue que
X
n¸0
Hn(x;A)Hn(y;A)
2n n!
t
n
=
exp
￿
Ay2
2
￿
p
1¡t2 exp
³
¡
A(y2+x2t2¡2yxt)
2(1¡t2)
´
= 1 p
1¡t2 exp
³h
y2A
2
¡
1 ¡ 1
1¡t2
¢
¡ Ax2t2
2(1¡t2) +
xytA
1¡t2
i´
= 1 p
1¡t2 exp
³
¡Ay2t2
2(1¡t2) ¡ Ax2t2
2(1¡t2) +
txyA
1¡t2
´
= (1 ¡ t2)¡ 1
2 exp
µ
A[xyt¡ 1
2(x2+y2)t2]
(1¡t2)
¶
En resumen, el siguiente resultado queda demostrado:
TEOREMA 36 Sea A una matriz en Cr£r veri¯cando la condici¶ on (4.44), y sea
Hn(x;A) el n-¶ esimo polinomio de Hermite matricial. Entonces, para cada valor real
de t, con jtj < 1, y cualesquiera valores reales de x,y, se cumple que
W(x;y;t;A) = (1 ¡ t
2)
¡ 1
2 exp
µ
A
2
[2xyt ¡ (x2 + y2)t2]
(1 ¡ t2)
¶
=
X
n¸0
Hn(x;A)Hn(y;A)
2n n!
t
n ; jtj < 1 (4.95)
NOTA 18 Para el caso r = 1, tomando A = 2, la f¶ ormula (4.95) coincide con
(4.41).
108NOTA 19 El teorema 36 permite obtener otros resultados. Por ejemplo, tomando
x = y en (4.95), se obtiene
X
n¸0
H2
n(x;A)
2n n!
t
n = (1 ¡ t
2)
¡ 1
2 exp
µ
x2t
1 + t
A
¶
; jtj < 1 : (4.96)
Tomando y = 0 en (4.95), y dado que H2n+1(0;A) = 0, H2n(0;A) = (¡1)n (2n)!
n! I,
para todo n ¸ 0, se tiene que
X
n¸0
(¡1)nH2n(x;A)
22nn!
t
2n = (1 ¡ t
2)
¡ 1
2 exp
µ
¡Ax2t2
2(1 ¡ t2)
¶
; jtj < 1 : (4.97)
Si tomamos los polinomios de Hermite normalizados, sustituyendo en (4.95), obten-
emos
X
n¸0
e Hn(x;A) e Hn(y;A)t
n = (1¡t
2)
¡ 1
2
µ
A
2¼
¶1
2
exp
µ
A
2
[2xyt ¡ (x2 + y2)t2]
(1 ¡ t2)
¶
; jtj < 1 :
(4.98)
Tomando los polinomios de Hermite normalizados en (4.96),
X
n¸0
e H
2
n(x;A)t
n = (1 ¡ t
2)
¡ 1
2
µ
A
2¼
¶1
2
exp
µ
x2t
1 + t
A
¶
; jtj < 1 (4.99)
Finalmente, tomando los polinomios de Hermite normalizados en (4.97),
X
n¸0
(¡1)np
(2n)!
2nn!
e H2n(x;A)t
2n = (1 ¡ t
2)
¡ 1
2
µ
A
2¼
¶ 1
4
exp
µ
¡Ax2t2
2(1 ¡ t2)
¶
; jtj < 1 :
(4.100)
4.5. Desarrollo asint¶ otico de
n
e Hn(x;A)
o
n¸0
.
A continuaci¶ on nos ocuparemos de estudiar el comportamiento asint¶ otico de kHn(x;A)k2.
Para ello explotaremos el comportamiento asint¶ otico de los polinomios de Hermite
cl¶ asicos y las propiedades del c¶ alculo funcional holomorfo.
Obs¶ ervese la expresi¶ on (4.3) de los polinomios de Hermite matriciales y escalares:
Hn(x;A) = n!
[
n
2] X
k=0
(¡1)k(x
p
2A)n¡2k
k!(n ¡ 2k)!
;
Hn(x) = n!
[
n
2] X
k=0
(¡1)k(2x)n¡2k
k!(n ¡ 2k)!
: (4.101)
109Por el teorema de la aplicaci¶ on espectral [12, p.569], para cada x 2 R se veri¯ca que
¾ (Hn(x;A)) =
8
> <
> :
Hn(x;a) = n!
[
n
2] X
k=0
(¡1)k(x
p
2a)n¡2k
k!(n ¡ 2k)!
;a 2 ¾ (A)
9
> =
> ;
=
½
Hn(x
r
a
2
);a 2 ¾(A)
¾
: (4.102)
Como la matriz Hn(x;A) es herm¶ ³tica, ver [57, p.23] su norma kHn(x;A)k2 coincide
con su radio espectral, y por (4.102) podemos a¯rmar que
kHn(x;A)k2 = m¶ ax
½
j Hn
µ
x
r³a
2
´¶
j; a 2 ¾(A)
¾
: (4.103)
Ahora por [64, p.324] sabemos que
j Hn(y) j< k0
p
n!2
n
2e
y2
2 ; y 2 R ; (4.104)
donde
k0 = 1;086435 : (4.105)
De (4.103) y (4.104) resulta que
kHn(x;A)k2 < k0
p
n!2
n
2e
®(A)x2
4 ; x 2 R ; (4.106)
donde ®(A) es el radio espectral de A.
De (4.7), (4.106) y teniendo en cuenta que kAk2 = ®(A) , se obtiene ¯nalmente
k e Hn(x;A)k2 ·
k0®(A)
2¼
e
x2®(A)
4 ; x 2 R : (4.107)
As¶ ³ mismo, teniendo en cuenta (4.107), tenemos tambi¶ en el siguiente desarrollo
asint¶ otico para las funciones de Hermite de¯nidas en la secci¶ on 3 por (4.28):
kTn(x;A)k2 · k0
p
n!2
n
2e
x2
4 (®(A)¡¯(A)) ; x 2 R :
A continuaci¶ on, veamos algunas aplicaciones del desarrollo asint¶ otico dado por
(4.107).
4.6. Aplicaci¶ on al c¶ alculo de la matriz exponen-
cial.
Es bien conocida la importancia que en muchos campos diferentes tiene la matriz
exponencial y las di¯cultades que su c¶ alculo plantea, v¶ ease [54] y [55]. En esta secci¶ on
proponemos una nueva expresi¶ on de la matriz exponencial eBx para matrices B, que
satisfacen la condici¶ on espectral
110jRe(z)j > jIm(z)j para cada z 2 ¾(B) : (4.108)
N¶ otese que si B es una matriz en Cr£r satisfaciendo (4.108) y A = 1
2B2, entonces
por el teorema de la aplicaci¶ on espectral [12, p.569], se sigue que
¾(A) =
½
1
2
b
2 : b 2 ¾(B)
¾
; (4.109)
y para b 2 ¾(B), por (4.108) se sigue que
Re
µ
1
2
b
2
¶
=
1
2
©
(Re(b))
2 ¡ (Im(b))
2ª
> 0 (4.110)
Por (4.109) y (4.110) se llega a que ¾(A) est¶ a en el semiplano derecho del plano
complejo Re(z) > 0, y
p
2A = exp
¡
1
2Log(2A)
¢
= B. Usando la funci¶ on generatriz
de los polinomios de Hermite, v¶ eanse las f¶ ormulas (3.1) and (3.2) de [40], se sigue
que
e
xt
p
2A¡t2I =
X
n¸0
1
n!
Hn(x;A)t
n ; jtj < +1 : (4.111)
Tomando t = 1 en (4.111) y usando que
p
2A = B, tenemos
e
B x = e
X
n¸0
1
n!
Hn(x;
1
2
B
2) ; ¡1 < x < +1 : (4.112)
Por (4.7) y (4.112) resulta
Hn(x;
1
2
B
2) =
p
n!2n+1 (¼)
1
4 B
¡ 1
2 e Hn(x;
1
2
B
2)
e
B x =
X
n¸0
Cn e Hn(x;
1
2
B
2) ; Cn = e(¼)
1
4 B
¡ 1
2
r
2n+1
n!
; (4.113)
donde el desarrollo (4.113) tiene convergencia puntual para cada n¶ umero real x.
Para estudiar la convergencia uniforme de (4.113), emple¶ emos el desarrollo asint¶ otico
de Hn(x;A) para una matriz herm¶ ³tica de¯nida positiva A.
k e Hn(x;A)k ·
k0®(A)
2¼
e
x2®(A)
4 ; x 2 R (4.114)
Supongamos que B es una matriz en Cr£r, tal que
¾(B) ½ (¡1;0) [ (0;+1) y B
2 es herm¶ ³tica : (4.115)
Entonces A = 1
2 B2 es herm¶ ³tica de¯nida positiva porque ¾(B2) ½]0;+1[, [1, p.86],
y por (4.114), tenemos
k e Hn(x;
1
2
B
2)k <
k0®(1
2B2)
2¼
e
x2®( B2
2 )
4 ; x 2 R ; (4.116)
111o
k e Hn(x;
1
2
B
2)k <
k0®(B2)
4¼
e
x2®(B2)
8 ; x 2 R ; (4.117)
As¶ ³, bajo la hip¶ otesis (4.115), si x est¶ a en un intervalo acotado jxj · c, por (4.113)
se sigue que
X
n¸0
kCn e Hn(x;
1
2
B
2)k · kB
¡ 1
2k
(¼)
1
4
4¼
e
c2®(B2)
8
X
n¸0
r
2n+1
n!
(4.118)
Donde la serie num¶ erica
P
n¸0
q
2n+1
n! es convergente, por (4.118), se concluye que
la serie matricial
X
n¸0
Cn e Hn(x;
1
2
B
2) ; Cn = e(¼)
1
4 B
¡ 1
2
r
2n+1
n!
; (4.119)
converge uniformemente en jxj · c. Resumiendo, el siguiente resultado queda demostra-
do:
TEOREMA 37 Sea B una matriz en Cr£r que satisface la condici¶ on (4.108).
Entonces la serie matricial dada en (4.113) es convergente puntualmente a eBx para
cada n¶ umero real x. Adem¶ as, si B satisface la condici¶ on (4.115), la convergencia de
la serie (4.119) a eBx es uniforme en cada intervalo acotado de la recta real.
NOTA 20 El desarrollo en serie dado en (4.112) o en (4.113) tiene una impor-
tante ventaja con respecto a la serie de Taylor
P
n¸0
(xB)n
n! , desde el punto de vista
computacional. En efecto, la ventaja viene de que no es necesario calcular poten-
cias Bn de la matriz B, ya que debido a la relaci¶ on de tres t¶ erminos que veri¯-
can los polinomios de Hermite matriciales (4.8), el valor de cualquier suma ¯ni-
ta de la serie puede calcularse recursivamente en t¶ erminos de H0
¡
x; 1
2B2¢
= I y
H1
¡
x; 1
2B2¢
= xB. Es lo que veremos en el siguiente teorema.
TEOREMA 38 . Sea fPn(x)gn¸0 una sucesi¶ on de polinomios matriciales que ver-
i¯can una relaci¶ on de tres t¶ erminos de la forma:
AnPn(x) = (xI ¡ Bn)Pn¡1(x) ¡ CnPn¡2(x) ; n ¸ 1 ; (4.120)
donde
An invertible para todo n ¸ 0 :
Y supongamos que un polinomio matricial Q(x) se escribe de la forma:
Q(x) =
n X
j=0
EjPj(x) (4.121)
Sea ¹ x real y sea la sucesi¶ on de matrices fDjg
n
j=0 de¯nida como
112Dn = En
Dn¡1 = En¡1 + DnA
¡1
n (¹ xI ¡ Bn)
y para j = n ¡ 2;:::;0
Dj = Ej + Dj+1A
¡1
j+1 (¹ xI ¡ Bj+1) ¡ Dj+2A
¡1
j+2Cj+2
Entonces Q(¹ x) = D0P0(¹ x).
Demostraci¶ on: Notemos que de la de¯nici¶ on de la sucesi¶ on fDjg
n
j=0 se tiene
En = Dn ;
En¡1 = Dn¡1 ¡ DnA
¡1
n (¹ xI ¡ Bn) ;
y para j = n ¡ 2;:::;0
Ej = Dj ¡ Dj+1A
¡1
j+1 (¹ xI ¡ Bj+1) + Dj+2A
¡1
j+2Cj+2 :
Teniendo en cuenta la expresi¶ on de las matrices En y la f¶ ormula de recurrencia
(4.120), calculemos Q(¹ x).
Q(¹ x) =
n X
j=0
EjPj(¹ x)
=
n¡2 X
j=0
EjPj(¹ x) + En¡1Pn¡1(¹ x) + EnPn(¹ x)
=
n¡2 X
j=0
©
Dj ¡ Dj+1A
¡1
j+1 (¹ xI ¡ Bj+1) + Dj+2A
¡1
j+2Cj+2
ª
Pj(¹ x)
+
©
Dn¡1 ¡ DnA
¡1
n (¹ xI ¡ Bn)
ª
Pn¡1(¹ x) + DnPn(¹ x)
= Dn(Pn(¹ x)¡Pn(¹ x))+Dn¡1(Pn¡1(¹ x)¡Pn¡1(¹ x))+:::+D1(P1(¹ x)¡P1(¹ x))+D0P0(¹ x)
= D0P0(¹ x)
por lo que el el resultado queda demostrado. ¤
NOTA 21 Este resultado o algoritmo recurrente es an¶ alogo al que se utiliza para
la evaluaci¶ on de polinomios escalares veri¯cando una relaci¶ on de recurrencia de tres
t¶ erminos, v¶ ease por ejemplo [50].
Veamos ahora otra aplicaci¶ on del desarrollo asint¶ otico de los polinomios de Hermite
matriciales.
1134.7. Desarrollo en serie de polinomios de Hermite
matriciales.
TEOREMA 39 Sea A 2 Cr£r herm¶ ³tica de¯nida positiva tal que si ®(A) =
m¶ axfa;a 2 ¾(A)g y ¯(A) = m¶ ³nfa;a 2 ¾(A)g , se veri¯ca
l = ¯(A) ¡
®(A)
2
> 0 (4.122)
Sea F : R ! Cr£r tres veces continuamente diferenciable, tal que
kF
(i)k2 = O
³
e
kx2´
; 0 · i · 3 ; 0 < k <
¯(A)
4
; (4.123)
y sean
Cn =
Z +1
¡1
F(x)e
¡ Ax2
2 e Hn(x;A)dx =
Z +1
¡1
F(x)e
¡ Ax2
2 e Hn(x;A)
Hdx; n ¸ 0 (4.124)
los coe¯cientes del desarrollo en serie de Fourier de F(x) respecto al SPOM
n
e Hn(x;A)
o
n¸0
.
Entonces la serie
X
n¸0
Cne
¡ Ax2
2 e Hn(x;A) ; (4.125)
converge uniformemente a F(x)e¡ Ax2
2 en R , y la serie
X
n¸0
Cn e Hn(x;A) ; (4.126)
converge uniformemente a F(x) en cualquier intervalo acotado de R.
Demostraci¶ on: Obs¶ ervese que por la hip¶ otesis (4.123) se sigue que
kF
(i)(x)k
2
2 = O
³
e
2kx2´
; 0 · i · 3; 0 < k <
¯(A)
4
; (4.127)
puesto que
ke
¡ Ax2
2 k2 = e
¡
¯(A)x2
2 ; x 2 R ; (4.128)
de (4.127) y (4.128) tenemos
kF
(i)(x)k
2
2ke
¡ Ax2
2 k2 = O
³
e(2k¡
¯(A)
2 )x2´
; 0 · i · 3; 0 < k <
¯(A)
4
; (4.129)
con lo que las funciones F (i) est¶ an en L2
W (R;Cr£r) para 0 · i · 3, con W(x) =
e¡ Ax2
2 .
114Teniendo en cuenta que de (4.10) se veri¯ca
e Hn(x;A) =
A¡ 1
2
p
n + 1
e H
0
n+1(x;A) ;
sustituyendo en (4.124) y aplicando el m¶ etodo de integraci¶ on por partes, se sigue
que
Cn =
1
p
n + 1
½Z +1
¡1
n
F(x)e
¡ Ax2
2
o
e H
0
n+1(x;A)dx
¾
A
¡ 1
2
=
1
p
n + 1
½
l¶ ³m
x!+1
F(x)e
¡ Ax2
2 e Hn+1(x;A) ¡ l¶ ³m
x!¡1
F(x)e
¡ Ax2
2 e Hn+1(x;A)
¾
¡
1
p
n + 1
½Z +1
¡1
fF
0(x) ¡ F(x)Axge
¡ Ax2
2 e Hn+1(x;A)dx
¾
A
¡ 1
2
De (4.123) podemos a¯rmar que
l¶ ³m
x!§1
F(x)e
¡ Ax2
2 e Hn+1(x;A) = 0 ;
Cn =
¡1
p
n + 1
½Z +1
¡1
F1(x)e
¡ Ax2
2 e Hn+1(x;A)dx
¾
A
¡ 1
2 ; (4.130)
donde
F1(x) = F
0(x) ¡ F(x)Ax : (4.131)
Puesto que F1 es derivable y veri¯ca tambi¶ en la condici¶ on
l¶ ³m
x!§1
F1(x)e
¡ Ax2
2 e Hn+2(x;A) = 0 ;
utilizando que
e Hn+1(x;A) =
A¡ 1
2
p
n + 2
e H
0
n+2(x;A) ;
y el m¶ etodo de integraci¶ on por partes, de (4.130) se sigue que
Cn =
1
p
n + 1
1
p
n + 2
½Z +1
¡1
F2(x)e
¡ Ax2
2 e Hn+2(x;A)dx
¾
A
¡1 ; (4.132)
donde
F2(x) = F
0
1(x) ¡ F1(x)Ax
= F
00(x) ¡ 2F
0(x)Ax + F(x)
¡
Ax
2 ¡ A
¢
: (4.133)
N¶ otese que de (4.127) y (4.133) se veri¯ca que
115l¶ ³m
x!§1
F2(x)e
¡ Ax2
2 e Hn+3(x;A) = 0 : (4.134)
De (4.132) y (4.134), la relaci¶ on
e Hn+2(x;A) =
A¡ 1
2
p
n + 3
e H
0
n+3(x;A) ;
y el m¶ etodo de integraci¶ on por partes, podemos escribir
Cn =
¡1
p
(n + 1)(n + 2)(n + 3)
½Z +1
¡1
F3(x)e
¡ Ax2
2 e Hn+3(x;A)dx
¾
A
¡ 3
2 ; (4.135)
donde
F3(x) = F
0
2(x) = F
(3)(x) + F
(2)(x)
©
2A
2x
3 ¡ 3Ax
ª
+ F
0(x)
©
Ax
2 ¡ 3A
ª
+F(x)
©
2Ax ¡ A
2x
3 + A
2x
ª
: (4.136)
Obs¶ ervese que al pertenecer F (i) al espacio L2
W (R;Cr£r) para 0 · i · 3 , y veri¯carse
(4.123), la funci¶ on F3 pertenece a L2
w (R;Cr£r) y por el lema de Riemann-Lebesgue
matricial, teorema 27, se veri¯ca que la sucesi¶ on de matrices
An+3 (F3) =
Z +1
¡1
F3(x)e
¡ Ax2
2 e Hn+3(x;A)dx ;
tiende a la matriz nula en Cr£r, y en particular existe M > 0 tal que
kAn+3 (F3)k2 · M; n ¸ 0 : (4.137)
De aqu¶ ³, de (4.135) y utilizando que kA¡ 3
2k2 = [®(A)]
¡ 3
2, se veri¯ca
kCnk2 ·
(¯(A))
¡ 3
2 M
(n + 1)
3
2
; n ¸ 0 : (4.138)
De (4.138) y (4.107) y empleando que ke¡ Ax2
2 k2 = e¡
¯(A)x2
2 , se sigue que
kCn e Hn(x;A)e
¡ Ax2
2 k2 ·
k0 [¯(A)]
¡ 1
2 M
(2¼)(n + 1)
3
2
e
x2[
®(A)
4 ¡
¯(A)
2 ]
=
k0 [¯(A)]
¡ 1
2 M
(2¼)(n + 1)
3
2
e
¡ lx2
2 (4.139)
donde l viene dado por (4.122).
De (4.139) se sigue que la serie matricial (4.125) converge uniformemente en R a
una funci¶ on continua F ¤(x),
116F
¤(x) =
X
n¸0
Cne
¡ Ax2
2 e Hn(x;A) ; (4.140)
y de (4.139), se veri¯ca adem¶ as
kF
¤(x)k2 · e
¡ lx2
2 k0 [¯(A)]
¡ 1
2 M
2¼
X
n¸0
(n + 1)
¡ 3
2 ; (4.141)
es decir,
kF
¤(x)k2 = O
³
e
¡ lx2
2
´
; (4.142)
con lo que F ¤(x) e Hn(x;A) es integrable en R.
A continuaci¶ on demostraremos que
Cm =
Z +1
¡1
F
¤(x) e Hm(x;A)dx; m ¸ 0 : (4.143)
Obs¶ ervese que de (4.140), podemos escribir que para N ¸ m:
Z +1
¡1
F
¤(x) e Hm(x;A)dx ¡ Cm
=
Z +1
¡1
(
F
¤(x) ¡
N X
n=0
Cne
¡ Ax2
2 e Hn(x;A)
)
e Hm(x;A)dx
=
Z +1
¡1
(
X
n¸N+1
Cn e Hn(x;A)e
¡ Ax2
2
)
e Hm(x;A)dx
Tomando normas en la ¶ ultima expresi¶ on y teniendo en cuenta (4.139), podemos
escribir
k
Z +1
¡1
F
¤(x) e Hm(x;A)dx ¡ Cmk2
·
Z +1
¡1
k
X
n¸N+1
Cn e Hn(x;A)e
¡ Ax2
2 k2k e Hm(x;A)k2dx
·
k0 [¯(A)]
¡ 3
2 M
2¼
X
n¸N+1
(n + 1)
¡ 3
2
½Z +1
¡1
e
¡ lx2
2 k e Hm(x;A)k2dx
¾
= L
X
n¸N+1
(n + 1)
¡ 3
2 (4.144)
donde
L =
k0 [¯(A)]
¡ 3
2 M
2¼
½Z +1
¡1
e
¡ lx2
2 k e Hm(x;A)k2dx
¾
(4.145)
117Tomando l¶ ³mites en (4.144) cuando N ! 1 , para m ¯jo, resulta (4.143). De (4.143)
podemos escribir
0 =
Z +1
¡1
n
F
¤(x) ¡ F(x)e
¡ Ax2
2
o
e Hm(x;A)dx ;
0 =
Z +1
¡1
n
F
¤(x)e
Ax2
2 ¡ F(x)
o
e
¡ Ax2
2 e Hm(x;A)dx : (4.146)
N¶ otese que por (4.142) se veri¯ca
kF
¤(x)k
2
2 = O
³
e
¡lx2´
Puesto que ke¡ Ax2
2 k2 = e¡
¯(A)x2
2 , tenemos
kF
¤(x)k
2
2ke
¡ Ax2
2 k2 = O
³
e
¡(l+
¯(A)
2 )x2´
= O
µ
e
¡
®(A)x2
4
¶
As¶ ³, F ¤(x)e¡ Ax2
2 est¶ a en L2
W (R;Cr£r) y como F(x) tambi¶ en est¶ a en L2
W (R;Cr£r),
de (4.146) resulta que F ¤(x)e
Ax2
2 ¡ F(x) est¶ a en L2
W (R;Cr£r) y es ortogonal a n
e Hn(x;A)
o
n¸0
.
Por el teorema 29, F ¤(x)e
Ax2
2 = F(x) casi por todas partes en R, y por continuidad
F
¤(x)e
Ax2
2 = F(x) :
Como F ¤(x)e
Ax2
2 =
P
n¸0 Cn e Hn(x;A), resulta que
F(x) =
X
n¸0
Cn e Hn(x;A)
uniformemente en cualquier intervalo acotado de R. ¤
NOTA 22 El desarrollo de una funci¶ on matricial f en serie de Fourier de poli-
nomios ortogonales matriciales respecto a un funcional de tipo integral ha sido es-
tudiado en un contexto diferente en [58], en relaci¶ on con el problema de la recon-
strucci¶ on de funciones matriciales.
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