We determine the optimal dynamic investment policy for a mean quadratic variation objective function by numerical solution of a nonlinear Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE). We compare the efficient frontiers and optimal investment policies for three mean variance like strategies: pre-commitment mean variance, time-consistent mean variance, and mean quadratic variation, assuming realistic investment constraints (e.g. no bankruptcy, finite shorting, borrowing). When the investment policy is constrained, the efficient frontiers for all three objective functions are similar, but the optimal policies are quite different.
Introduction
In this paper, we consider optimal continuous time asset allocation using mean variance like strategies. This contrasts with the classic power law or exponential utility function approach [19] .
Mean variance strategies have a simple intuitive interpretation, which is appealing to both individual investors and institutions. There has been considerable recent interest in continuous time mean variance asset allocation [25, 16, 20, 15, 5, 9, 24, 13, 14, 23] . However, the optimal strategy in these papers was based on a pre-commitment strategy which is not time-consistent [6, 4] .
Although the pre-commitment strategy is optimal in the sense of maximizing the expected return for a given standard deviation, this may not always be economically sensible. A realworld investor experiences only one of many possible stochastic paths [17] , hence it is not clear that a strategy which is optimal in an average sense over many stochastic paths is appropriate. In addition, the optimal strategy computed from the pre-commitment objective function assumes that the stochastic parameters are known at the beginning of the investment horizon, and do not change over the investment period. In practice, of course, one would normally recompute the investment strategy based on the most recent available data.
For these reasons, a time-consistent form of mean variance asset allocation has been suggested recently [6, 4, 22] . We may view the time-consistent strategy as a pre-commitment policy with a time-consistent constraint [22] .
Another criticism of both time-consistent and pre-commitment strategies is that the risk is only measured in terms of the standard deviation at the end of the investment period. In an effort to provide a more direct control over risk during the investment period, a mean quadratic variation objective function has been proposed in [7, 11] .
In this article, we will compare all three approaches on two typical asset allocation problems. We first consider the optimal investment policy for the holder of a pension plan, who can dynamically allocate his wealth between a risk-free asset and a risky asset. We will also consider the case where the pension plan holder desires to maximize the wealth-to-income ratio, in the case where the plan holder's salary is stochastic [8] . In some special cases, analytic solutions are available. However, in the general case of realistic investment constraints (e.g. no bankruptcy, finite borrowing and shorting), analytic solutions are not available.
The main results in this paper are
• We formulate the optimal investment policy for the mean quadratic variation problem as a nonlinear Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE). We extend the numerical methods in [23, 22] to handle this case.
• We give numerical results comparing all three investment policies: pre-commitment mean variance, time-consistent mean variance, and mean quadratic variation. In the case where analytic solutions are available, our numerical results agree with the analytic solutions. In the case where typical constraints are applied to the investment strategy, the efficient frontiers for all three objective functions are very similar. However, the investment policies are quite different.
These results show that, in deciding which objective function is appropriate for a given economic problem, it is not sufficient to simply examine the efficient frontiers. Instead, the actual investment policies need to be studied in order to determine if a particular strategy is applicable to specific investment objectives.
Dynamic Strategies
In this paper, we first consider the problem of determining the mean variance like strategies for a pension plan. It is common to write the efficient frontier in terms of the investor's final wealth. We will refer to this problem in the following as the wealth case.
Suppose there are two assets in the market: one is risk free (e.g. a government bond) and the other is risky (e.g. a stock index). The risky asset S follows the stochastic process dS = (r + ξ 1 σ 1 )S dt + σ 1 S dZ 1 ,
where dZ 1 is the increment of a Wiener process, σ 1 is volatility, r is the interest rate, and ξ 1 is the market price of risk (or Sharpe ratio). The stock drift rate can then be defined as µ S = r + ξ 1 σ 1 . Suppose that the plan member continuously pays into the pension plan at a constant contribution rate π in the unit time. Let W (t) denote the wealth accumulated in the pension plan at time t, let p denote the proportion of this wealth invested in the risky asset S, and let (1 − p) denote the fraction of wealth invested in the risk free asset. Then,
2)
Define, 
Pre-commitment Policy
We seek the optimal policy which solves the following optimization problem,
where W T , t < T is the investor's terminal wealth, subject to stochastic process (2.2), and where λ > 0 is a given Lagrange multiplier. The multiplier λ can be interpreted as a coefficient of risk aversion. The optimal policy for (2.4) is called a pre-commitment policy [4] . Let p * t (s, w), s ≥ t, be the optimal policy for problem (2.4) . Then, p * t+∆t (s, w), s ≥ t + ∆t, is the optimal policy for J(w, t + ∆t) = sup
i.e. solution of problem (2.4) is not time-consistent. Therefore, a dynamic programming principle cannot be directly applied to solve this problem. However, problem (2.4) can be embedded into a class of auxiliary stochastic Linear-Quadratic (LQ) problems using the method in [25, 16] . The optimal strategy p * t (s, w) can be determined by solving those LQ problems with a dynamic programming principle. Alternatively, equation (2.4) can be posed as a convex optimization problem [17, 5, 1, 12] . In both cases, the optimal policy is determined by solution of the same Hamilton Jacobi Bellman (HJB) equation. We have discussed the pre-commitment policy in detail in [23] .
Time-consistent Policy
In [22] , we focused on the so called time-consistent policy. We can determine the time-consistent policy by solving problem (2.4) with an additional constraint,
In other words, we optimize problem (2.4), given that we follow the optimal policy in the future, which is determined by solving (2.4) at each future instant. Obviously, dynamic programming can be applied to the time-consistent problem. We have discussed the numerical algorithm for determining the optimal time-consistent policy in [22] .
Mean Quadratic Variation
Instead of using the variance/standard deviation as the risk measure, we can use the quadratic variation [7] ,
Ignoring the higher order terms, we obtain,
In [6] , it is pointed out that without constraints (the allowing bankruptcy case, discussed in later sections), if T t (e r(T −u) dw) 2 is used as the risk measure, the mean quadratic variation strategy has the same solution as the time-consistent strategy. The term (e r(T −u) dw) 2 represents the future value of the instantaneous risk due to investing pw (in monetary amount) in the risky asset. Consequently, using this as a risk measure, we have
Then, we seek the optimal policy which solves the following optimization problem,
where λ is a given Lagrange multiplier, subject to stochastic process (2.2). Let p * t (s, w), s ≥ t, be the optimal policy for problem (2.11) . Then clearly,
Hence, dynamic programming can be directly applied to this problem.
Mean Quadratic Variation Wealth Case
In this section, we give the mathematical model for the optimal mean quadratic variation investment strategy. Let, D := the set of all admissible wealth W (t), for 0 ≤ t ≤ T ;
P := the set of all admissible controls p(t, w), for 0 ≤ t ≤ T and w ∈ D.
We seek the solution of the optimization problem (2.11). Define
Let τ = T − t. Then using equation (2.2) and Ito's Lemma, we have that V (w, τ ) satisfies the HJB equation
with terminal condition
and where
In order to trace out the efficient frontier solution (in terms of mean and quadratic variation of the wealth) of problem (2.11), we proceed in the following way. Pick an arbitrary value of λ and solve problem (2.11), which determines the optimal control p * (t, w). We also need to determine E
. Then U is given from the solution to 6) with the terminal condition
Since the most costly part of the solution of equation (3.3) is the determination of the optimal control p * , solution of equation (3.6) is very inexpensive, once p * is known. Then, if 8) we have that the future value of the quadratic variation is
It is useful also determine the variance of the terminal wealth, V ar
, under the optimal strategy in terms of mean quadratic variation. Let
Then F is given from the solution to 9) with the payoff
are known, for a given λ, we can then compute the pair (V ar
Remark 3.1 If we allow an unbounded control set P = (−∞, +∞), then the total wealth can become negative (i.e. bankruptcy is allowed). In this case D = (−∞, +∞). If the control set P is bounded, i.e. P = [p min , p max ], then negative wealth is not possible, in which case D = [0, +∞). We can also have p max → +∞, but prohibit negative wealth, in which case D = [0, +∞) as well.
Localization
Let,D := a finite computational domain which approximates the set D. In order to solve the PDEs (3.3), (3.6) and (3.9), we need to use a finite computational domain, D = [w min , w max ]. When w → ±∞, we assume that 12) then, ignoring lower order terms and taking into account the initial conditions (3.4), (3.7), (3.10),
where k 1 = r + pσ 1 ξ 1 and k 2 = (pσ 1 ) 2 . We consider three cases.
Allowing Bankruptcy, Unbounded Controls
In this case, we assume there are no constraints on W (t) or on the control p, i.e., D = (−∞, +∞) and P = (−∞, +∞). Since W (t) = w can be negative, bankruptcy is allowed. We call this case the allowing bankruptcy case.
Our numerical problem usesD = [w min , w max ] , (3.14) whereD = [w min , w max ] is an approximation to the original set D = (−∞, +∞). Applying equation (3.12) at finite [w min , w max ] will cause some error. However, we can make these errors small by choosing large values for (|w min |, w max ). We have verified this in [23, 22] , and numerical tests show that this property holds for the mean quadratic variation strategy as well. If asymptotic forms of the solution are unavailable, we can use any reasonable estimate for p * for |w| large, and the error will be small if (|w min |, w max ) are sufficiently large [3] .
No Bankruptcy, No Short Sales
In this case, we assume that bankruptcy is prohibited and the investor cannot short the stock index, i.e., D = [0, +∞) and P = [0, +∞). We call this case the no bankruptcy (or bankruptcy prohibition) case.
Our numerical problem uses,D
The boundary conditions for V, U, F at w = w max are given by equations (3.13). We prohibit the possibility of bankruptcy (W (t) < 0) by requiring that (see Remark 3.2 ) lim w→0 (pw) = 0, so that equations (3.3), (3.6) and (3.9) reduce to (at w = 0)
It is important to know the behaviour of p * w as w → 0, since it helps us determine whether negative wealth is admissible or not. As shown above, negative wealth is admissible for the case of allowing bankruptcy. In the case of no bankruptcy, although p ∈ P = [0, +∞), we must have lim w→0 (pw) = 0 so that W (t) ≥ 0 for all 0 ≤ t ≤ T . In particular, we need to make sure that the optimal strategy never generates negative wealth, i.e., Probability(W (t) < 0|p * ) = 0 for all 0 ≤ t ≤ T . We will see from the numerical solutions that boundary condition (3.16) does in fact result in lim w→0 (p * w) = 0. Hence, negative wealth is not admissible under the optimal strategy. More discussion of this issue are given in Section 6. For the bounded control case, the control is finite, thus lim w→0 (pw) = 0 and negative wealth is not admissible.
No Bankruptcy, Bounded Control
This is a realistic case, in which we assume that bankruptcy is prohibited and infinite borrowing is not allowed. As a result, D = [0, +∞) and P = [0, p max ]. We call this case the bounded control case.
where w max is an approximation to the infinity boundary. Other assumptions and the boundary conditions for V and U are the same as those of no bankruptcy case introduced in Section 3.1.2. We summarize the various cases in Table 1 CaseD 
Special Case: Reduction to the Classic Multi-period Portfolio Selection Problem
The classic multi-period portfolio selection problem can be stated as the following: given some investment choices (assets) in the market, an investor seeks an optimal asset allocation strategy over a period T with an initial wealthŵ 0 . This problem has been widely studied [19, 25, 16, 18, 5, 17] . If we use the mean variance approach to solve this problem, then the best strategy p * (w, t) can be defined as a solution of problem (2.4). We still assume there is one risk free bond and one risky asset in the market. In this case,
Clearly, the pension plan problem we introduced previously can be reduced to the classic multiperiod portfolio selection problem by simply setting the contribution rate π = 0. All equations and boundary conditions stay the same.
Wealth-to-income Ratio Case
In the previous section, we considered the expected value and variance/quadratic variation of the terminal wealth in order to construct an efficient frontier. Many studies have shown that a desirable feature of a pension plan is that the holder's wealth W is large compared to her annual salary Y the year before she retires. In this section, instead of the terminal wealth, we determine the mean variance efficient strategy in terms of the terminal wealth-to-income ratio X = W Y . In the following, we give a brief overview of the model developed in [8] . We still assume there are two underlying assets in the pension plan: one is risk free and the other is risky. Recall from equation (2.1) that the risky asset S follows the Geometric Brownian Motion,
Suppose that the plan member continuously pays into the pension plan at a fraction π of her yearly salary Y , which follows the process
where µ Y , σ Y 0 and σ Y 1 are constants, and dZ 0 is another increment of a Wiener process, which is independent of dZ 1 . Let p denote the proportion of this wealth invested in the risky asset S, and let 1 − p denote the fraction of wealth invested in the risk-free asset. Then
3)
Define a new state variable X(t) = W (t)/Y (t), then by Ito's Lemma, we obtain 5) then the control problem is to determine the control p(t, X(t) = x) such that p(t, x) maximizes 6) subject to stochastic process (4.4), where r = −µ y + σ 2
. Note that we have posed the problem in terms of the future value of the quadratic variation using r as the discount factor. For the wealth case, with no constraints on the controls, the analytic solution for the time-consistent mean variance policy is identical to the mean quadratic strategy (2.11) [6] . However, there does not appear to be an analytic solution available for the wealth-to-income ratio case, hence we use r as the effective drift rate (when there is no investment in the risky asset). There are clearly other possibilities here.
Similar to problem (2.11), we define
Let τ = T − t. Then V (x, τ ) satisfies the HJB equation
We still use D and P as the sets of all admissible wealth-to-income ratio and control. As before, we letD be the localized computational domain. We also solve for
10)
We can then use the method described in Section 3 to trace out the efficient frontier solution of problem (4.6).
We consider the cases: allowing bankruptcy (D = (−∞, +∞), P = (−∞, +∞)), no bankruptcy (D = [0, +∞), P = [0, +∞)), and bounded control (D = [0, +∞), P = [0, p max ]). For computational purposes, we localize the problem to toD = [x min , x max ], and apply boundary conditions as in Section 3.1. More precisely, if x = 0 is a boundary, with X < 0 prohibited, then lim w→0 (px) = 0, and hence
(4.14)
The boundary conditions at x → ±∞ are given in equation (3.13), but using x instead of w and r instead of r with
Discretization of the HJB PDE
The numerical scheme to solve the pricing PDEs is similar to the scheme used in [23] . We briefly describe the discretization scheme in this section, and refer readers to [23] for details. Define,
where
(see equation (3.5) ) for the wealth case introduced in Section 2; and
(see equation (4.5)) for the wealth-to-income ratio case introduced in Section 4. Then,
and
Define a grid {z 0 , z 1 , . . . , z q } with z 0 = z min , z q = z max and let V n i be a discrete approximation to V (z i , τ n ). Set P n = [p n 0 , p n 1 , . . . , p n q ] , with each p n i a local optimal control at (z i , τ n ). Let P * = {P 0 , P 1 , . . . , P N }, where τ N = T . In other words, P * contains the discrete optimal controls for all (i, n). Let V n = [V n 0 , . . . , V n q ] , and let (L P n h V n ) i denote the discrete form of the differential operator (5.1) at node (z i , τ n ). The operator (5.1) can be discretized using forward, backward or central differencing in the z direction to give
Here α i , β i are defined in Appendix A. Equation (5.4) can now be discretized using fully implicit timestepping along with the discretization (5.7) to give
With P n+1 given from equation (5.8), then equations (5.5) and (5.6) can be discretized as
) and
), that is, the discrete equation coefficients are functions of the local optimal control p n+1 i
. This makes equations (5.8) highly nonlinear in general. We use a policy type iteration [23] to solve the non-linear discretized algebraic equation (5.8) .
Given an initial valueẑ 0 , we can use the algorithm introduced in [23] to obtain the efficient frontier.
Convergence to the Viscosity Solution
PDEs (5.5) and (5.6) are linear, since the optimal control is pre-computed. We can then obtain classical solutions of the linear PDEs (5.5) and (5.6). However, PDE (5.4) is highly nonlinear, so the classical solution may not exist in general. In this case, we are seeking the viscosity solution [2, 10] .
In [21] , examples were given in which seemingly reasonable discretizations of nonlinear option pricing PDEs were unstable or converged to the incorrect solution. It is important to ensure that we can generate discretizations which are guaranteed to converge to the viscosity solution [2, 10] . Following the same proof given in [23] , we can show that scheme (5.8) converges to the viscosity solution of equation (5.4), assuming that (5.4) satisfies a strong comparison principle. We refer readers to [23] for details.
Remark 5.1 Note that in the allowing bankruptcy case, p → ∞ as w → 0, but pw is finite. In order to avoid numerical difficulties as w → 0, we can use (pw) as the control as discussed in [22] .
Numerical Results
In this section we examine the numerical results for the strategy of minimizing the quadratic variation. We consider two risk measures when we construct efficient frontiers. One measure is the usual standard deviation, and the other measure is the future value of the quadratic variation, T 0 (e r(T −t) dw) 2 . We use the notation Q std 
Wealth Case
When bankruptcy is allowed, as pointed out in [6] , the mean quadratic variation strategy has the same solution as the time-consistent strategy. The analytic solutions for the time-consistent strategy are given in Section 6.4. Given the parameters in Table 2 , if λ = 0.6, the exact solution is (Std (1.24226, 6 .41437). Table 3 and 4 show the numerical results. Table  3 reports the value of
, which is the viscosity solution of the nonlinear HJB PDE (3.3). Table 3 shows that our numerical solution converges to the viscosity solution at a first order rate. Table 4 Table 3 : Convergence study, wealth case, allowing bankruptcy. Fully implicit timestepping is applied, using constant timesteps. Parameters are given in Table 2 , with λ = 0.6. Values of
are reported at (W = 1, t = 0). Ratio is the ratio of successive changes in the computed values for decreasing values of the discretization parameter h. CPU time is normalized. We take the CPU time used for the first test in this table as one unit of CPU time, which uses 1456 nodes for W grid and 320 timesteps.
We also solve the problem for the no bankruptcy case and the bounded control case. The efficient frontiers are shown in Figure 1 , with parameters given in Table 2 and (W (t = 0) = 1, t = 0). Figure  1 (a) shows the results obtained by using the standard deviation as the risk measure, and Figure  1 (b) shows the results obtained by using the quadratic variation as the risk measure. Note that, in both figures, the three efficient frontiers pass through the same lowest point. At that point, the plan holder simply invests all her wealth in the risk free bond all the time, so the risk (standard deviation/quadratic variation) is zero. For both risk measures, the efficient frontiers for the allowing bankruptcy case are straight lines. This result agrees with the results from the pre-commitment strategy [23] and the time-consistent strategy [22] case is the most efficient, and the strategy given by the bounded control case is the least efficient. Figure, we can see that the control p is an increasing function of time t for a fixed w. This agrees with the results from the pre-commitment [23] and time-consistent strategies [22] . Remark 6.1 As we discussed in Remark 3.2, in the case of bankruptcy prohibition, we have to have lim w→0 (p * w) = 0 so that negative wealth is not admissible. Our numerical tests show that as w goes to zero, p * w = O(w β ). For a reasonable range of parameters, we have 0.9 < β < 1. Hence, this verifies that the boundary conditions (3.16) ensure that negative wealth is not admissible under the optimal strategy. This property also holds for the wealth-to-income ratio case.
Multi-period Portfolio Selection
As discussed in Section 3.2, the wealth case can be reduced to the classic multi-period portfolio selection problem. Efficient frontier solutions of a particular multi-period portfolio selection problem are shown in Figure 3 , with parameters in Table 2 but with π = 0. Again, we consider three cases: allowing bankruptcy, no bankruptcy, and bounded control cases. Figure 3 (a) shows the results obtained by using the standard deviation as the risk measure, and Figure 3 (b) shows the results obtained by using the quadratic variation as the risk measure. As for the wealth case, in both figures, the efficient frontiers for the allowing bankruptcy case are straight lines.
Wealth-to-come Ratio Case
In this section, we examine the wealth-to-income ratio case. Table 6 and 7 show the numerical results for the bounded control case, using parameters in Table 5 . Table 6 reports the value of
, which is the viscosity solution of nonlinear HJB PDE (4.8). Table 7 reports the value of E t=0,x [X T ], the standard deviation is easily computed. This is also reported in Table 7 . The results show that the numerical solutions of V and E p * t=0,x [X T ] converges at a first order rate as mesh and timestep size tends to zero.
Efficient frontiers are shown in Figure 4 , using parameters in Table 5 with (X(t = 0) = 0.5; t = 0). Figure 4 (a) shows the results obtained by using the standard deviation as the risk measure, and Figure 4 (b) shows the results obtained by using the quadratic variation as the risk measure. Again, for both risk measures, the strategy given by the allowing bankruptcy case is the most efficient, and the strategy given by the bounded control case is the least efficient. Note that, although the efficient frontiers in both figures pass through the same lowest point, unlike the wealth case, the minimum standard deviation/quadratic variation for all strategies are no longer zero. Since the plan holder's salary is stochastic (equation (4.2) ) and the salary risk cannot be completely hedged away, there is no risk free strategy. Figure 5 shows the values of the optimal control (the investment strategies) at different time Table 6 : Convergence study. quadratic variation, Bounded Control. Fully implicit timestepping is applied, using constant timesteps. Parameters are given in Table 5 , with λ = 0.2873. Values of
are reported at (X = 0.5, t = 0). Ratio is the ratio of successive changes in the computed values for decreasing values of the discretization parameter h. CPU time is normalized. We take the CPU time used for the second test in this table as one unit of CPU time, which uses 353 nodes for X grid and 160 timesteps.
Nodes Timesteps Std
for Std Table 7 : Convergence study, wealth-to-income ratio case, bounded control. Fully implicit timestepping is applied, using constant timesteps. Parameters are given in Table 5 
Comparison of Various Strategies
In this section, we compare the three strategies: pre-commitment, time-consistent and quadratic variation strategies.
Wealth Case
We first study the wealth case for the three strategies. Figure 6 shows the efficient frontiers for the case of allowing bankruptcy for the three strategies. The analytic solution for the pre-commitment strategy is given in [14] ,
and the optimal control p at any time t ∈ [0, T ] is
Extending the results from [4] , we can obtain the analytic solution for the time-consistent strategy,
and the optimal control p at any time t ∈ [0, T ] is p * (t, w) = ξ 1 2λσ 1 w e −r(T −t) . (6.4) Figure 6 shows that the efficient frontiers for the time-consistent strategy and the mean quadratic variation strategy are the same. This result agrees with the result in [6] . Figure 6 also shows that the pre-commitment strategy is most efficient strategy. The three efficient frontiers are all straight Optimal control as a function of (X, t), mean quadratic variation, wealth-to-income ratio with bounded control. Parameters are given in Table 5 , with λ = 0.2873. Under these inputs, if X(t = 0) = 0.5, (Std lines, and pass the same point at (Std(W T ), E(W T )) = (0,ŵ 0 e rT + π e rT −1 r ). At that point, the plan holder simply invests all her wealth in the risk free bond, so the standard deviation is zero. The slope (= e ξ 2 1 T − 1) for the pre-commitment strategy is larger than the slope (= ξ 1 √ T ) for the time-consistent/mean quadratic variation strategy. But note that e ξ 2 1 T − 1 → ξ 1 √ T as T → 0, so the three strategies are the same as T → 0. This is easy to understand, since as T → 0, finding the global optimal strategy (pre-commitment case) is the same as finding the local optimal strategy (time-consistent case). Figure 7 (a) shows a comparison for the three strategies for the no bankruptcy case, and Figure 7 (b) is for the bounded control case. We can see that the pre-commitment strategy is the most efficient strategy, and the mean quadratic variation strategy is more efficient than the time-consistent strategy. For the bounded control case, the three efficient frontiers have the same end points. The lower end corresponds to the most conservative strategy, i.e. the whole wealth is invested in the risk free bond at any time. The higher end corresponds to the most aggressive strategy, i.e. choose the control p to be the upper bound p max (= 1.5) at any time. Figure 6 and 7 show that the difference between the efficient frontier solutions for the three strategies becomes smaller after adding constraints.
Since the efficient frontiers for the time-consistent strategy and the mean quadratic variation strategy are very close for the bounded control case, it is desirable to confirm that the small difference is not due to computational error. In Table 8 , we show a convergence study for both time-consistent strategy and mean quadratic variation strategy. The parameters are given in Table  2 . We fix Std Table 2 .
terminal wealth.
Refine Table 8 : Convergence study, wealth case, bounded control. Fully implicit timestepping is applied, using constant timesteps. The parameters are given in Table 2 . We fix Std It is not surprising that the pre-commitment strategy is the most efficient strategy, since the pre-commitment strategy is the strategy which optimizes the objective function at the initial time (t = 0). However, as discussed in Section 1, in practice, there are many reasons to choose a time-consistent strategy or a mean quadratic variation strategy.
In Figure 8 , we compare the control policies for the three strategies. The parameters are given in Table 2 , and we use the wealth case with bounded control (p ∈ [0, 1.5]). We fix Std Table 2 .
for this test. Figure 8 shows that the control policies given by the three strategies are significantly different. This is true even for the bounded control case, where the expected values for the three strategies are similar for fixed standard deviation (see Figure 7 (b)). Figure 8 (a) shows the control policies at t = 0 + . We can interpret Figure 8 as follows. Suppose initially W (t = 0) = 1. If at the instant right after t = 0, the value for W jumps to W (t = 0 + ), Figure 8 (a) shows the control policies for all W (t = 0 + ). We can see that once the wealth W is large enough, the control policy for the pre-commitment strategy is to invest all wealth in the risk free bond. The reason for this is that for the pre-commitment strategy, there is an effective investment target given at t = 0, which depends on the value of λ. Once the target is reached, the investor will not take any more risk and switch all wealth into bonds. However, there is no similar effective target for the time-consistent or the mean quadratic variation cases, so the control never reaches zero. Figure 8 (b) shows the mean of the control policies versus time t ∈ [0, T ]. The mean of both policies are decreasing functions of time, i.e. all strategies are less risky (on average) as maturity is approached. We use MonteCarlo simulations to obtain Figure 8 (b) . Using the parameters in Table 2 , we solve the stochastic optimal control problem (2.11) with the finite difference scheme introduced in Section 5, and store the optimal strategies for each (W = w, t). We then carry out Monte-Carlo simulations based on the stored strategies with W (t = 0) = 1 initially. At each time step, we can get the control p for each simulation. We then can obtain the mean of p for each time step. Figure 9 and 10 shows a comparison for the three strategies of the wealth-to-income ratio case. Figure 9 is for bankruptcy case, Figure 10 is the most efficient strategy for all cases. Note that unlike the wealth case, the efficient frontiers for the three strategies do not have the common lower end point. As discussed in Section 6.3, no risk free strategy exists in this case because of the salary risk. Furthermore, since the salary is correlated with the stock index (σ Y 1 = 0), in order to (partially) hedge the salary risk, the most conservative policy is not to invest all money in the bond (p = 0) all the time. The three strategies have different views of risk, hence their most conservative investment policies would be different. Therefore, their minimum risks (in terms of standard deviation) are different. Also note that, the efficient frontiers given by the time-consistent strategy and the mean quadratic variation strategy are very close, almost on top of each other.
Wealth-to-income Ratio Case
Similar to the wealth case, Figure 11 shows a comparison of the control policies for the three strategies. Parameters are given in Table 5 , and we use wealth case with bounded control (p ∈ [0, 1.5]). We fix Std p * t=0,x [X T ] 3.24 for this test. The comparison shows that although the three strategies have a similar pair of expected value and standard deviation, the control policies are significantly different.
Conclusion
In this article, we consider three mean variance like strategies: a pre-commitment strategy, a time-consistent strategy (as defined in [4] ) and a mean quadratic variation strategy. Although the Table 2 . Table 5 .
pre-commitment strategy is the most efficient strategy in terms of an efficient frontier solution, it is not time-consistent. In practice, many investors may choose a time-consistent strategy. However, for both precommitment and time-consistent strategies, the risk is only measured in terms of the standard 
A Discrete Equation Coefficients
Let p n i denote the optimal control p * at node i, time level n and set 
