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The method of moving parallel planes, previously used for elliptic and parabolic 
PDE, is adapted to study solutions of the Cauchy problem for Hamilton-Jacobi 
equations. This is possible in the framework of the theory of viscosity solutions, 
using the comparison theorem for such solutions as a kind of maximum principle. 
One of the main results states that if the initial data are nonnegative and compact 
supported, the Hamiltonian radial and the level sets expanding, then the level sets 
become asymptotically spherical as I --t co, the convergence taking place in the 
Lipschitz norm. (0 1985 Academic Press. Inc. 
1. INTRoOUCTI~N 
In a recent paper [2], Crandall and P. L. Lions proposed the new 
notion of “viscosity” solution for Hamilton-Jacobi equations. This concept 
turns out to be the appropriate one for many important problems. For 
instance P. L. Lions [7] showed that the value function of control theory 
problems satisfies the dynamic programming equation in the viscosity sense 
and Evans and Souganidis [3] proved that the value function of a differen- 
tial game is a viscosity solution of the Hamilton-Jacobi-Isaacs equation. 
This concept of solution was reconsidered and simplified by Crandall, 
Evans, and P. L. Lions Cl] whose approach we will follow. 
The main result of Crandall and Lions is their comparison theorem for 
viscosity solutions, which is actually a kind of (weak) maximum principle. 
This allows us to apply to Hamilton-Jacobi equations many techniques 
developed for elliptic or parabolic PDE. 
In this paper we show how the method of “moving parallel planes” can 
be adapted to establish various geometric properties of the viscosity 
solution of the Hamilton-Jacobi equation, 
24, + H(x, t, Du) = 0 (1.1) 
* This work was done while the author was visiting the Department of Mathematics of the 
University of Maryland and was supported by the CNR. 
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in IV++ l : = KY x (0, co ), with initial data 
4.Y 0) = %(.) in KY. (1.2) 
The method of moving planes goes back to Alexandroff and was used by 
Serrin [9] for a symmetry problem in potential theory. Gidas, Ni and 
Nirenberg [S] used it to prove the spherical symmetry of solutions of cer- 
tain elliptic equations and of parabolic equations with radial initial data. In 
a recent paper about a reaction-diffusion equation [6], Jones showed that 
the method can be used to prove that the solutions “become asymptotically 
radial” if the initial data are not radial themselves but nonnegative and 
compact supported. Similar results were obtained by Matano [8] for one 
phase Stefan problems. Both Jones and Matano prove that the level sur- 
faces of solutions become asymptotically balls in the following sense: the 
lines determined by the gradient of the solution (i.e., the normal lines to the 
level surfaces) intersect the support of the initial data: since the level sur- 
faces are expanding, this forces their shape to become rounder and rounder 
as t+co. 
In Section 4 we address a similar problem for the boundaries of the level 
sets Q; : = {x E KY: u(x, t) > u> of the viscosity solution u of (1.1) (1.2), 
under the main assumptions that H is radial in x and Du and that the level 
sets are expanding, i.e., that m , := min(\xl:xEaQ;} goes to infinity as 
t + co. However, viscosity solutions are not in general C’ and may perhaps 
even be nowhere differentiable. To overcome the difficulty of the lack of the 
gradient we first attach to every point of aQ; a “wide” cone which does not 
contain points of Q;, as in Matano [S], and then exploit the fact that such 
cones become asymptotically a half space. We prove that the level sets Qy 
“become asymptotically balls” in the following sense. We call f, the map 
that sends a unit vector y to the unique x; E i3Q; lying on the half-line 
{sy: s > O}. Then we show that the resealed functions fJm, converge in a 
strong sense, namely in the Lipschitz norm, to the identity on aB(O, 1) as 
t+oO. 
Applications of this result can be given, for instance, in the theory of dif- 
ferential games. Consider the problem of hitting a target with an object 
controlled by two players, the attacker and the defender. Assume the target 
is compact and the payoff is a nonnegative function of the final position of 
the object, supported in the target, which the attacker seeks to maximize 
and the defender to minimize (a running cost can also be included in the 
payoff, but here we limit ourselves to the simplest case). The radial sym- 
metry of the Hamiltonian means a sort of spatial homogeneity of the game. 
Then the level set Qy is the set of starting points of the game from which 
the attacker can hit that target, if the games lasts t unitities of time and if 
both players play optimally. This set is bounded for all t and for a short 
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length t of the game its shape depends strongly on the shape of the target. 
The assumption that the sets QP are expanding means that, as the length of 
the game becomes larger and larger, the attacker can hit the target from 
further and further starting points. The result described above says that, in 
such a case, as t becomes very large the sets Qy depend less and less on the 
shape of the target, i.e., the possibility that the attacker hits the target from 
a given point tends to depend only on the distance between the point and 
the center of the target. 
Various other geometric properties of the solution are established 
throughout the paper. All the main results assume that the initial data are 
nonnegative and compact supported. In Section 2 we assume the 
Hamiltonian is symmetric with respect to a fixed direction y and prove that 
the solutions are nonincreasing in the space variables in the direction y. In 
Section 3 we assume the Hamiltonian to be radial and prove that if 8Q; lies 
at a positive distance from supp uO, then Q; is star-shaped and its boun- 
dary is a Lipschitz surface. In Section 4 we assume also that the level sets 
are expanding and prove various results on the asymptotic shape of the 
solutions. Finally, in Section 5 we give suflicient conditions for the level sets 
to be expanding. 
2. THE METHOD OF MOVING PLANES 
FOR HAMILTON-JACOBI EQUATIONS 
We will consider the Hamilton-Jacobi equation 
24, + H(x, t, Du) = 0 in W;+‘, (2.1) 
with the initial condition 
4’3 0) = u0t.j in UP, (2.2) 
where H: lR;+ ’ x R” + R and uO: R” --f R are given continuous functions. 
Throughout this paper we will assume that the Cauchy problem (2.1), (2.2) 
has a bounded uniformly continuous viscosity solution U(X, t). This is true 
under quite general conditions on H and uO, see Lions [7, Chap. 91. 
Moreover we will assume 
H is uniformly continuous in IX” x [0, T] x B(0, R), VT, R > 0; 
limsup{~H(x,t,p)-H(y,t,p)J:~x-yl(l+(pl)da,O~t~T}=O,VT, 
W 
aI0 
where B(x, I) denotes the ball of center x and radius r in R”, which ensures 
that u is the unique bounded uniformly continuous viscosity solution of 
(2.1), (2.2), by Crandall-Lions [2, Theorem V.23. 
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Let YE R”, JyI=l be fixed. Define T,:= (x~[W”:x~y=l} 
52, := {x E R”: x* y > A}. Denote by x1 the reflection of XE R” through T,, 
i.e., 
x”=x-2(x-y-4y, (2.3) 
and let r be the linear map 
rx := x0=x-2(x.?+. 
LEMMA 2.4. Let A E R and v(x, t) : = u(x’, t), (x, t) E R;+ l, where u is a 
viscosity solution of (2.1). Assume that 
m, t, P) = fw, 4 Q), V(x, I, p) E rw;+l x R”. (2.5) 
(i) If H(x, t, p) = H(x”, t, p), V(x, t, P)E W!++l x R”, then u is a 
viscosity solution of (2.1) in R;+I. 
(ii) IfH(x, t, p) B H(x”, t, p), V(x, t, p) E 8, x (0, co) x R”, then v is a 
viscosity supersolution of (2.1) in Q, x (0, co) and a viscosity subsolution in 
(~n\fu x (0, CQ 1. 
Proof. Let 4~ C1(QA x (0, co)) and v - 4 attains a local minimum at 
(x0, to). Define $(x”, t) := 4(x, t). Since u--1+9 attains a minimum at 
(xi, to) and u is a viscosity solution of (2.1) 
$,(x& to) + m;, to, mw;, to)) > 0. 
Since the Frechet derivative of XH x1 is r, 
Dlj(x, t) = r&qxi, t), 
and by (2.5) 
Then in case (i) v is a viscosity supersolution in R;+ ‘, in case (ii) in 
0, x (0, co). The rest of the proof is completely analogous. 1 
THEOREM 2.6. Assume (H), (2.5), and 
uo(x) 2 0, vx E R”, supp uo s m, ro); 
for each XE To, s>O, t>O, PER”, 
ff(x + VP t, PI = fm - v, t, PI, 
and 
(2.7) 
(2.8) 
s++wx+v, t, P) is nondecreasing. (2.9) 
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If /?>O and TgnB(O,rO)=QI, then for each XET~, ~20, t>O, 
s H 24(x + sy, t) is nonincreasing. 
Proof We first show that (2.8), (2.9) imply that Lemma (2.4)(ii) holds 
for each 13 0. 
Let xEQi, x. y = A’ > 1, and call x0 its projection on T,, i.e., 
x0=x - i’y. By (2.3) 
x1 = x0 + (2A - A’)y. 
If 21- I’ 2 0, (2.9) gives immediately H(x”, t, p) Q H(x, t, p), because 
21- 1’ < 2’. However, if 21- 1’ < 0, by (2.9) and (2.8) 
Iw, t, p) = m, - @A- A’) Y, t, p) 6 m, t, P) 
because 06 -(21-l’),<n’. Then for each 1120 u(x, t) =u(x”, t) is a 
viscosity supersolution of (2.1) in Q, x (0, co). Under hypothesis (H) we 
can apply Crandall-Lions [2, Theorem V.2 ] to get for each T> 0, 
sup (u-u)+ d sup (u-u)+ 
Ri x (0, Tl (mix CO,m~G%.x (01, 
= sup (u(x, O)- v(x, o))+, 
XCr;ij. 
since dSZA = TA and u = u on Tj, x [O, T]. Then u(x, 0) < u(x, 0) in D, 
implies 
4x9 t) G 4% t), Vxd&, t>o. (2.10) 
But for each 1aB we have DAnsupp uo= 0, hence in fiA u(x, 0)-O 
and u(x, O)=u,(x”) 20, then (2.10) holds. Now take s’>saO, 
3, =/I + (s+s’)/2. Clearly for each XE T, (x f s’y)” = x +sy, and then, 
since x + s’y E Q,, for each t > 0 
u(x+s’y, t)<u(x+s’y, t)=u(x+sy, t). l 
Remark 2.11. The meaning of the theorem is shown in Fig. 1. At every 
time t the solution is spatially nonincreasing along the half-lines parallel to 
the vector y, starting sufficiently far away from the support of u0 and.direc- 
ted as in the picture. 
Remark 2.12. It is easy to prove by the above methods that if the 
Hamiltonian satisfies (H), (2.5), (2.8), and uo(x + sy) = uo(x - sy) for each 
x E To, s > 0, then u(x + sy, t) = u(x - sy, t) for all t > 0. If, moreover, (2.9) 
holds and st+nO(x + sy) is nonincreasing, then SHU(X + sy, t) is non- 
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FIGURE 1 
increasing for all t > 0. This means that the properties of the solution of 
symmetry with respect to a hyperplane and of being nonincreasing in a 
fixed direction are preserved in time. 
3. PROPERTIES OF THE LEVEL SETS OF SOLUTIONS 
FOR RADIAL HAMILTONIANS 
Our main hypotheses throughout this section are 
~(x,~,P)=h(lxl,~,IPI),~(x,~,P)~~”,+’X~”~ (3.1) 
where h: iR3 + [w, and 
rHh(r, 4 IA) is nondecreasing Vr B 0, t > 0, p E KY’. (3.2) 
Remark 3.3. H is radial in p if and only if (2.5) holds for each unit vec- 
tor y, H is radial in x if and only if (2.8) holds for each y and (3.2) is 
verified if and only if (2.9) holds for every y. 
We first give a simple result in the case of radial initial data and then we 
deal with the more interesting case of nonnegative and compact supported 
initial data. 
THEOREM 3.4. Assume (H), (3.1), and the initial data radial, i.e., q,(x) = 
z&,(Ixj). Then for every t >O u(x, t) = ii( t). Zf, moreover, (3.2) holds and 
t&,(r) is nonincreasing, then rwtl(r, t) is nonincreasing for every t > 0. 
Proof. It is a straightforward consequence of Remarks 3.3 and 2.12. 1 
Remark 3.5. Compare Theorem 3.4 with the results on nonlinear 
parabolic equations in Gidas, Ni, Nirenberg [S, Theorems 5.1 and 5.21. 
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Our main geometric tools will be the following families of cones: 
K,:={zER”:(z-x)*(y-x)<O,VyEB(O,r,)}, 
C$:=(zER”:(z-x)*(p-x)<0,VpEE(2x,r0+p)}, 
x E R”. It is easy to see that K, is an open cone of vertex x and axis x while 
Cf: is an open cone with vertex x and axis -x. The opening of these cones 
is established in Lemma 3.6. We denote by 
CI(X, y) := arccos ,X; ,;, , x, y E R”, 
the angle between the vectors x and y and by CL(X, S) the angle between x 
and an al&e subspace S c R”. The open cone of vertex x, axis y and ope- 
ning 0 > 0 is indicated by 
A(x,y,fl):= {yElR”:Cl(y-x,y)-d}. 
LEMMA 3.6. If 1x1 > rO, then 
K.,=A x,x,;-arcsin? 
l-4 
(3.7) 
and 
C;=A x, -x,2-arcsinrrGP for p < (xl - ro. (3.8) 
The proof of the lemma is purely geometric and will be omitted. We are 
going to study the level sets of the viscosity solution U, i.e., the sets 
Q;:= {xER”:u(x, t)>a},aER, t>O, (3.9) 
which are assumed to be bounded and nonempty. We recall that 
m, = dist(O, 8Q;). 
The following result is basic: 
LEMMA 3.10. Assume (H), (3.1), (3.2), and (2.7). Suppose there exists 
XE aQ; such that /xl> ro. Then 
0) &E ~“\K,, 
(ii) Q;z C$n B(x, p) for each p < 1x1 - ro. 
Proof Fix ZEK,, define y=(z-x)/Jz-xl and /?=x.y>O. If FETE, 
then y. (z-x) =x . (z-x), and hence y 4 B(0, ro) by definition of K,, that 
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is T, n B(0, r,,) = 0. By Theorem 2.6 u(x + sy, t) < u(x, t), Vs > 0, thus 
U(Z, t) 6 a, which proves Q; _ c R”\K, and then (i) is proved. 
Now fix z E Cc n B(x, p) and define 
p=2x+(z-x)-yEB(2x,ro+p), where y E B(0, rO). 
By definition of Cc 
O>(z-x)*(p-x)=(x-z)*(y-z), 
which proves that x E K,, since y is arbitrary. 
Find E >O such that B(x, E) G K, and x’ E B(x, E) such that 
u(x’, t) =a’> a. By the argument used in the proof of (i) u(x’, t) < u(z, t) 
and then z E Q;. 1 
Remark 3.11. The idea of the proof of part (i) of the lemma is essen- 
tially due to Matano [S]. 
COROLLARY 3.12. Assume (H), (3.1), (3.2), (2.7), and m, > rO. Then Q; 
is star-shaped with respect to the origin. 
The final result of this section states that a@ is a Lipschitz surface: 
THEOREM 3.13. Assume the hypotheses of Corollary 3.12. Then 
(i) for each y E 8B(O, rO) there exists a unique x; E aQ7 n {sy: s > O}; 
(ii) the map 
f, : Wo, rd -, aQ;, Y-X:, 
is Lipschitz continuous with a Lipschitz inverse. 
Proof. (i) The existence of x; follows from the boundedness of Q;, the 
uniqueness from Lemma 3.10. 
(ii) In the following we will drop the subscript t of XT. Let 5 : = mJr,, 
and /I : = 1 - l/r > 0. Choose 0 < q < 1112 such that sin ?I > l/t + p/2. We fix 
y, y^ E aB(O, r,,) such that 6 : = cr(y, 9) c 7r/2 - q and we will work in the 
plane containing 0, y, y*. Assume without loss of generality that 1x9) 2 lx”1 
and define ( y } = a&, A {sj: s > 01. Then, by Lemma 3.10, 
Ix)-XYI < 1 y-XYI. (3.14) 
Call SXv the line containing x7 and orthogonal to it and 8 : = a( y - xy, S,?). 
By elementary trigonometry 
ly-x7\=Jxilsinh/sin(6+0+5). (3.15) 
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By Lemma 3.6 and the choice of v 
where g(p) > 0. Since 7r/2 < 6 + 0 + (z/2) < rc - g(a), 
where C= C(p). Since 6=2 arcsin (ly-y*I/2), by (3.14) and (3.15) we get 
Then for two arbitrary y, ~^E~B(O, r,,) we have 
where’ m := [7-c/((7r/2)-q)] + 1 and B(0, M)zQ;, thus f, is Lipschitz 
continuous. The other assertions are clear. [ 
4. THE ASYMPTOTIC SHAPE WHEN 
THE LEVEL SETS ARE EXPANDING 
Our main assumption in this section is the following: 
a E R is such that Q: is nonempty and bounded for 
every t > 0 and lim m, = 00. 
t-cc 
(4.1) 
Under this hypothesis we define 
MI:= max{jxl:xEJQ;}. 
Remark 4.2. Since the initial data are assumed to have compact sup- 
port, if H(x, t, 0) = 0, V(x, t) E rW;+ 1 (which implies that the constant 0 is a 
solution of (2.1)), and we assume some regularity of H and u, then by the 
cone of dependence result of Crandall-Lions [2, Sect. V.33 Q; is bounded 
for each a > 0, t 20. Sufficient conditions for m, to go to infinity will be 
given in Section 5. 
’ [a] denotes the integer part of UE R. 
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THEOREM 4.3. Assume (H), (3.1), (3.2), (2.7), (4.1). Then there exists a 
constant L depending only on Y,,, such that 
M,-m,< L for every t 2 0. 
Proof Let x’ and x” be such that (~‘1 = m, and Ix”\ = M,. From now 
on we will work in the two-dimensional space containing 0, x’ and x”. We 
will construct a polygonal path having x’ as a vertex and surrounding Q;, 
and we will estimate its maximal distance from the ball of radius m,. The 
vertexes of the polygonal path are defined as follows: x0=x’, 
xi+l E aB(x,, 1) n JK,,, i 2 0, and is chosen in the counterclockwise direc- 
tion. Define di= cl(xi, xi- ,), i> 1. We begin estimating 1x,1. We define by 
S, the line passing through x and orthogonal to x. By Lemma 3.6 
dist(x,, S,,) =&. 
Define y as the element of S, n aB(x,, 1) closer to x1, z : = [0, y ] n 
aB(0, Ix,,I), /I : = a( y, x0) and note that p 2 dl, see Fig. 2. 
It is easy to see by elementary geometrical considerations, that 
dist(x,, B(O, lxd )) 6 dist(x,, S,) + dist(z, S,) 
+ dist(x,, S,) tan ~5~. (4.5) 
By construction of y 
lx01 tan /I = 1, (4.6) 
FIGURE 2 
50515813-6 
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which implies cos /I 2 (1 - (l/lx,J ‘))‘j2. Then 
dist(z, S,,) = Jx,,] - lx01 cos p 
<Ix,l l- l- ( ( 1 1 qQ+O Ixo14 (-))) 
1 1 
=--I-+ m’ 2 l-d ( ) 
as lx01 = m, + co. 
Hence by (4.5), (4.4), and (4.6) 
1x11 G lx01 + lx01 
1 1 
ro+- - - 2 lx01 + 0 lx013 + l;;l2. 
( ) 
Now we establish a lower estimate for 6,. Define 0 = @(x1 -x0, S,), by 
Lemma (3.6) sin 8 = ro/lxol. Since 
cos e = ((x0( + sin 0) tan 6,) 
and 
we get 
cos e = (1 - r~lxo12)1’2, 
81=arctan(‘~‘~~~)“2=~+O(~), as lxoj+co. 
x0 r. x0 x0 
Since the above estimates hold also with xi+, and xi replacing x1 and x0, 
respectively, and since [xi+ 1 1 2 [xi1 we get 
.2ro+ 1 1 
lXildIXol+~~++O 1x,12 . 
( 1 
Moreover, since l/JxJ 2 l/(x,1 + iO(l/lxo13), we have 
1 1 
6i3m+iO m  . 
( > 
Then, after i* := [2nm,] + 1 steps we have 
i di2E+ (i*)20 (--$) >27r 
i=O I 
for m, sufficiently large. 
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It is clear by construction and Lemma 3.10 that every point of the 
polygonal path lJr= i [xi- i, xi] has norm greater than the point of 8Q; 
lying on the same ray, and hence 
which completes the proof. 1 
THEOREM 4.7. Assume the hypotheses of Theorem 4.3 and define 
f, : WA 1) --+ aQ;, Y H xl’, 
where (xy } = c?QT n (sy: s > 0). Then film, converge in the Lipschitz norm to 
the identity of aB(0, 1) as t -+ 00. 
Proof: We recall that the Lipschitz norm of g: lJB(O, 1) -+ R” is 
II gll Lip := I g(Yo)l + Lip(g), 
where y,, is fixed and Lip(g) is the least Lipschitz constant of g. It is an 
immediate consequence of Theorem 4.3 that 
lim ff(y) y = 0 I I 
-- uniformly in y. 
f-m m, 
We have to estimate .Lip(F,), where F,(y) = f,(y)/m, -y. We fix 
y, y* E aB(O, 1) such that 6 : = a(y, 9) < n/2 - rl with 0 < q < n/2 fixed and we 
will work in the plane containing 0, y, y*. 
Fix t > 0 and assume IxpI z 1x71. Define y and 8 as in the proof of 
Theorem 3.13. Define 
Y’:= (lNm,- 18 and x’ := (1x:1/m,- l)y, 
see Fig. 3. By construction of y, 
IF,(?) - F,(Y)1 Q I Y’ - 4. 
Let z be the intersection between (sy*: s > 0} and the line through x’ mak- 
ing an angle 8 with S,, (S,, is the line containing x’ and orthogonal to it), 
that is 
z=(lyl/m,-l/cos6)$. 
Then 
Iy’-zl=&--l=F+O(sin46) as 6 -PO, 
505/58/3-6 * 
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FIGURE 3 
jz-x’l =jx’l sinG/sin 6+8+? 
( 2). 
Thus 
ly’-x’l <(Ix;I/m,- 1) CsinS+ O(sin’6) as 6 40, 
where C and the constants involved in O(sin* 6) depend only on q. By 
sin 6 = cos(6/2) Iy - y*I and Theorem 4.3 we get 
lim sup IF,(Y) - F,(P)1 ~Lc 
Y’P b-91 4’ 
This implies Lip(Ft) < C/m,. In fact we can restrict F, to X : = as(O, 1) n 
A(0, jArc/4), 7~ B(0, l), and extend F( IX to the convex hull Y of X as 
follows: 
G(x)=F, ; . 
( ) 
Since min { (xl : x E Y} = l/$, we have 
lim sup IW) - WI ~ fi LC 
x-2 lx-91 m, 
which implies by 
W4 Ix) d ,b Wm, 
Federer [4, p. 641, Lip(G)<,/? LC/m,. Now 
and the arbitrariness of 7 imply Lip(F,) < 
3$ LC/m,. The proof is complete. 1 
THEOREM 4.8. Under the hypotheses of Theorem 4.3, for every r E 10, l[ 
there exists s such that for t > s Qy is star-shaped with respect to each point 
of B(O, cm,). 
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Proof. Fix 5 E 10, l[, y E B(0, tm,), y E B(0, 1) and call X, : = x; E 8Q; n 
(sy: s 2 O}. We have to prove that [ y, x,[ G Q;l for t sufficiently large, where 
[ y, x,[ denotes the segment joining y and x, excluding x,. We will work in 
the plane containing 0, y and y. Define f : = arcsin 5 and choose /I > 0 such 
that arccos L/(L + fl) > q. Let z : = m,y and call p one of the intersections 
of the tangent to aB(O, m,) through z with aB(x,, L+p). Let 
6:= a(-xi,p-x,). Since lz-x,\<L, we have (L+p)cos0<L, thus 
0 > q. Now let q E a@O, m,) n aB(x,, L + /?) and q := a( -x,, q-x,), see 
Fig. 4. It is easy to see that q ‘t 8 as m, + 00 and we can find a t’ indepen- 
dent of y such that q > f for t > t’. Now note that 
and then 
ax,, -xt, ii)2B(O, 1x4 sin rl)“W4 54, 
[Y, x,c s 4x,, -xt, 11). 
Hence, by construction of q, 
CY, x,C E WI m,) u B(xl, L + 8). 
By Lemma 3.6 there exists s 2 t’ such that 
cL+~si(xt, -xt, ij) Xl for t 2 s, for every y, 
and by Lemma 3.10 
Ct,+@nB(x,, L+/l)sQT. 
Then 
CY, x,C c WJ m,) u (4x,, -x,, ri) n Wt, L + PI) E Q:, 
which completes the proof. 1 
FIGURE 4 
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Remark 4.9. Results for the Stefan problem similar to Theorems 4.3 and 
4.8 are stated in Matano [8]. 
5. EXPANDING LEVEL SETS 
In this section we give instances of sufficient conditions for the level sets 
Q; of the viscosity solution u of (2.1) (2.2) to be expanding when the initial 
data satisfy (2.7). For simplicity we limit ourselves to the case 
More general Hamiltonians will be dealt with elsewhere. The conditions we 
impose to the Hamiltonian are of two different types: the first is a con- 
cavity assumption and the second is a sublinearity assumption in a 
neighborhood of 0. The first result is a corollary of a result of Lions [7]. 
PROPOSITION 5.1. Assume (2.7), h concave and h(O) = 0. Then 
lim,,, dist(O, 8Q;) = co for each 0 < a < sup,. u,,(x) if and only ifh(r) < 0 
for every r # 0. 
Proof Define h : = -h, v : = -U and v,Jx) : = v(x, 0). Then h is convex 
and v is the viscosity solution of u,+h(IDvJ)=O. By [7, Proposition 14.31 
u(x, t) converges uniformly on bounded sets to 
vco(x) := )$$” MY)+I;,~~o {(x-y)*p}} 
as t --) co. Then, if h(r) ~0 for r #O, u(x, t) converges to the constant 
solution supYE R” uO( y). 
On the other hand suppose v,(x) < 0 for every x. Then for every x there 
exists y, E Iw” such that 
A necessary condition for this is that for every x 
%(Yx)<(Yx-X).P for each p such that /i( 1 p( ) = 0. (5.2) 
Now assume by contradiction there exists jj # 0 such that h( 1 PI ) = 0. Then 
necessarily y, E supp u0 for every x, because otherwise substituting p and 
-jj in (5.2) we get a contradiction. However, if y, E supp u,,, taking x = @ 
we get 
(Yip-@)~DGro IPI -1 IP12<infvo(y) 
Y  
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if 1 is sufficiently large, which is a contradiction to (5.2). Hence h(r) < 0 for 
r # 0 is a necessary condition for Q; to be expanding for some a > 0. 1 
THBOREM 5.3. Assume (2.7) and h(0) = 0. Suppose q,(O) >O and that 
there exists b > 0, 2 > 0 such that 
h(b) < 0, h(lb) < Ah(b), vii E [O, X]. (5.4) 
Zf a satisfies 
0) O<a<u,(O), 
(ii) there exists q > 2u/Xb such that uO(x) > a for XE B(0, q), then 
lim I _ o. dist(O, 8Q;) = co. 
Proof. Take c such that a < 5 < uO(0), uO(x) 2 c in B(0, q) and 
i < J.b@‘. (5.5) 
Define 
u(x, t) := 
i if Ix) < -h(b)t/b, 
id - h(b)t - b I-4 ) otherwise, 
where g E C'(R), supp g c_ C -qb, @I, 0 d g < L g(O) = L g'(0) = 0, I g'l < 
2[/qb. Clearly u E C’( III;+ l ). Moreover for 1x1 < -h(b)t/b, u, + h( \Dol) = 0 
because h(O)=O, and for IxI> -h(b)t/b, 
u,+h((Dul)= -h(b)g’+h(b Ig’l)<O 
by (5.4) and (5.5). Then u is a viscosity subsolution of (2.1). By construc- 
tion u(x, 0) < uO(x) for all x E R” and then by the uniqueness theorem 
ub, t) G 4% t), t>O,xER” 
Fix any R > 0. If t > -Rb/h(b), then 
u(x, t) 2 u(x, t) = (I > a for 1x1 GR, 
thus Q;z 8(0, R). 1 
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