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EXACT SOLUTION OF A NEUMANN BOUNDARY VALUE
PROBLEM FOR THE STATIONARY AXISYMMETRIC EINSTEIN
EQUATIONS
JONATAN LENELLS AND LONG PEI
Abstract. For a stationary and axisymmetric spacetime, the vacuum Einstein field
equations reduce to a single nonlinear PDE in two dimensions called the Ernst equa-
tion. By solving this equation with a Dirichlet boundary condition imposed along the
disk, Neugebauer and Meinel in the 1990s famously derived an explicit expression for
the spacetime metric corresponding to the Bardeen-Wagoner uniformly rotating disk
of dust. In this paper, we consider a similar boundary value problem for a rotating
disk in which a Neumann boundary condition is imposed along the disk instead of a
Dirichlet condition. Using the integrable structure of the Ernst equation, we are able
to reduce the problem to a Riemann-Hilbert problem on a genus one Riemann surface.
By solving this Riemann-Hilbert problem in terms of theta functions, we obtain an
explicit expression for the Ernst potential. Finally, a Riemann surface degeneration
argument leads to an expression for the associated spacetime metric.
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1. Introduction
Half a century ago, Bardeen and Wagoner studied the structure and gravitational
field of a uniformly rotating, infinitesimally thin disk of dust in Einstein’s theory of
relativity [1, 2]. Although their study was primarily numerical, they pointed out that
there may be some hope of finding an exact expression for the solution. Remarkably,
such an exact expression was derived in a series of papers by Neugebauer and Meinel in
the 1990s [15–17] (see also [13]). Rather than analyzing the Einstein equations directly,
Neugebauer and Meinel arrived at their exact solution by studying a boundary value
problem (BVP) for the so-called Ernst equation.
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The Ernst equation is a nonlinear integrable partial differential equation in two di-
mensions which was first written down by F. J. Ernst in the 1960s [4]. Ernst made the
quite extraordinary discovery that, in the presence of one space-like and one time-like
Killing vector, the full system of the vacuum Einstein field equations reduce to a single
equation for a complex-valued function f of two variables [4]. This single equation,
now known as the (elliptic) Ernst equation, has proved instrumental in the study and
construction of stationary axisymmetric spacetimes, cf. [9].
In terms of the Ernst equation, the uniformly rotating disk problem considered by
Bardeen and Wagoner can be reformulated as a BVP for the Ernst potential f in the
exterior disk domain D displayed in Figure 1. Away from the disk, the boundary con-
ditions for this BVP are determined by the requirements that the spacetime should be
asymptotically flat, equatorially symmetric, and regular along the rotation axis. On
the disk, the requirement that the disk should consist of a uniformly rotating collection
of dust particles translates into a Dirichlet boundary condition for the Ernst potential
expressed in a co-rotating frame [13]. Neugebauer and Meinel solved this BVP by im-
plementing a series of ingenious steps based on the integrability of the Ernst equation.
In the end, these steps led to explicit expressions for both the Ernst potential and the
spacetime metric in terms of genus two theta functions. Their solution was “the first
example of solving the boundary value problem for a rotating object in Einstein’s theory
by analytic methods” [3].
In an effort to understand the Neugebauer-Meinel solution from a more general and
systematic point of view, A. S. Fokas and the first author revisited the solution of the
above BVP problem in [12]. It was shown in [12] that the problem actually is a special
case of a so-called linearizable BVP as defined in the general approach to BVPs for
integrable equations known as the unified transform or Fokas method [7]. In this way,
the Neugebauer-Meinel solution could be recovered. Later, an extension of the same
approach led to the discovery of a new class of explicit solutions which combine the
Kerr and Neugebauer-Meinel solutions [11]. The solutions of [11] involve a disk rotating
uniformly around a central black hole and are given explicitly in terms of theta functions
on a Riemann surface of genus four.
In addition to the BVP for the uniformly rotating dust disk, a few other BVPs were
also identified as linearizable in [12]. One of these problems has the same form as the
BVP for the uniformly rotating disk except that a Neumann condition is imposed along
the disk instead of a Dirichlet condition. The purpose of the present paper is to present
the solution of this Neumann BVP. Our main result provides an explicit expression for
the solution of this problem (both for the solution of the Ernst equation and for the
associated spacetime metric) in terms of theta functions on a genus one Riemann surface.
In the limit when the rotation axis is approached, the Riemann surface degenerates to
a genus zero surface (the Riemann sphere), which means that we can find particularly
simple formulas for the spacetime metric in this limit.
Our approach can be briefly described as follows. We first use the integrability of
the Ernst equation to reduce the solution of the BVP problem to the solution of a
matrix Riemann-Hilbert (RH) problem. The formulation of this RH problem involves
both the Dirichlet and Neumann boundary values on the disk. By employing the fact
that the boundary conditions are linearizable, we are able to eliminate the unknown
Dirichlet values. This yields an effective solution of the problem in terms of the solution
of a RH problem. However, as in the case of the Neugebauer-Meinel solution, it is
possible to go even further and obtain an explicit solution by reducing the matrix RH
problem to a scalar RH problem on a Riemann surface. By solving this scalar problem
in terms of theta functions, we find exact formulas for the Ernst potential and two of
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Figure 1. The domain D exterior to a disk of radius ρ0 > 0.
the metric functions. Finally, a Riemann surface condensation argument is used to find
an expression for the third and last metric function.
Although our approach follows steps which are similar to those set forth for the
Dirichlet problem in [12] (which were in turn inspired by [15–17]), the Neumann problem
considered here is different in a number of ways. One difference is that the underlying
Riemann surface has genus one instead of genus two. This means that we are able to
derive simpler formulas for the spectral functions and for the solution on the rotation
axis. Another difference is that the jump of the scalar RH problem for the Neumann
problem does not vanish at the endpoints of the contour. This means that a new type of
condensation argument is needed to determine the last metric function. We expect this
new argument to be of interest also for other BVPs and for the construction of exact
solutions via solution-generating techniques.
We do not explore the possible physical relevance of the solved Neumann BVP here.
Instead, our solution of this BVP is motivated by the following two reasons: (a) As
already mentioned, very few BVPs for rotating objects in general relativity have been
solved constructively by analytic methods. Our solution enlarges the class of construc-
tively solvable BVPs and expands the mathematical toolbox used to solve such problems.
(b) An outstanding problem in the context of rotating objects in Einstein’s theory con-
sists of finding solutions which describe disk/black hole systems [9, 13]. The solutions
derived in [11] are of this type. However, the disks in these solutions reach all the way to
the event horizon. Physically, there should be a gap between the horizon and the inner
rim of the disk (so that the disk actually is a ring). Such a ring/black hole problem can
be formulated as a BVP for the Ernst equation with a mixed Neumann/Dirichlet con-
dition imposed along the gap. Thus we expect the solution of a pure Neumann BVP (in
addition to the already known solution of the analogous Dirichlet problem) to provide
insight which is useful for analyzing ring/black hole BVPs.
1.1. Organization of the paper. In Section 2, we introduce some notation and state
the Neumann boundary value problem which is the focus of the paper. The main results
are presented in Section 3. In Section 4, we illustrate our results with a numerical
example. In Section 5, we begin the proofs by constructing an eigenfunction Φ(z, k)
of the Lax pair associated with the Ernst equation. We set up a RH problem for
Φ(z, k) with a jump matrix defined in terms of two spectral functions F (k) and G(k).
Using the equatorial symmetry and the Neumann boundary condition, we formulate an
auxiliary RH problem which is used to determine F (k) and G(k). This provides an
effective solution of the problem in terms of the solution of a RH problem. However,
as mentioned above, it is possible to obtain a more explicit solution. Thus, in Section
6, we combine the RH problem for Φ and the auxiliary RH problem into a scalar RH
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problem, which can be solved for the Ernst potential f . In section 7, we use tools from
algebraic geometry to express f and two of the associated metric functions in terms of
theta functions. In Section 8, we use a branch cut condensation argument to derive a
formula for the last metric function. In Section 9, we study the behavior of the solution
near the rotation axis and complete the proofs of the main results.
2. Preliminaries
2.1. The Ernst equation. In canonical Weyl coordinates, the exterior gravitational
field of a stationary, rotating, axisymmetric body is described by the line element (cf.
[13])
ds2 = e−2U (e2κ(dρ2 + dζ2) + ρ2dϕ2)− e2U (dt+ adϕ)2, (2.1)
where (ρ, ζ, ϕ) can be thought of as cylindrical coordinates, t as a time variable, and
the metric functions U, κ, a depend only on ρ and ζ. In these coordinates, the Einstein
equations reduce to the system (subscripts denoting partial derivatives)
Uρρ + Uζζ +
1
ρ
Uρ = −e
4U
2ρ2
(a2ρ + a
2
ζ), (2.2)
(ρ−1e4Uaρ)ρ + (ρ−1e4Uaζ)ζ = 0 (2.3)
together with two equations for κ. In order for the metric (2.1) to be regular on the
rotation axis, the metric functions a and κ should vanish on the rotation axis, i.e.,
a→ 0, κ→ 0 as ρ→ 0.
Assuming that the line element (2.1) approaches the Minkowski metric at infinity (aysmp-
totic flatness), we also have the conditions
U → 0, a→ 0, κ→ 0 as ρ2 + ζ2 →∞.
In view of (2.3), it is possible to find a function b(ρ, ζ) which satisfies
aρ = ρe
−4Ubζ , aζ = −ρe−4Ubρ. (2.4)
The so-called Ernst potential f := e2U + ib then satisfies the Ernst equation
f + f¯
2
(
fρρ + fζζ +
1
ρ
fρ
)
= f2ρ + f
2
ζ (2.5)
where f¯ denotes the complex conjugate of f ≡ f(ρ, ζ).
Besides the frame (ρ, ζ, ϕ, t), we will also use the co-rotating frame (ρ′, ζ ′, ϕ′, t′) defined
by
ρ′ = ρ, ζ ′ = ζ, ϕ′ = ϕ− Ωt, t′ = t,
where Ω denotes the constant angular velocity of the rotating body. The Ernst equation
(2.5) and the line element (2.1) both retain their form in the co-rotating frame. We
use the subscript Ω to denote a quantity in the co-rotating frame; in particular, we let
fΩ = e
2UΩ + ibΩ denote the Ernst potential in co-rotating coordinates. The co-rotating
metric functions UΩ, aΩ, κΩ are related to U, a, κ by (see [13])
e2UΩ = e2U ((1 + Ωa)2 − Ω2ρ2e−4U ), (2.6a)
(1− ΩaΩ)e2UΩ = (1 + Ωa)e2U , (2.6b)
κΩ − UΩ = κ− U. (2.6c)
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We will use the isomorphism (ρ, ζ) 7→ z := ρ+ iζ to identify R2 and C; in particular,
we will often write f(z) = f(ρ+ iζ) instead of f(ρ, ζ). In terms of z, we have
az = iρe
−4Ubz and κz =
1
2
ρe−4Ufz f¯z. (2.7)
2.2. The boundary value problem. Let D denote the domain exterior to a finite
disk of radius ρ0 > 0, that is (see Figure 1),
D := {(ρ, ζ) ∈ R2 | ρ > 0} \ {(ρ, 0) ∈ R2 | 0 < ρ ≤ ρ0}.
In this paper, we consider the following Neumann BVP:
f(ρ, ζ) satisfies the Ernst equation (2.5) in D,
f(ρ, ζ) = f(ρ,−ζ) for (ρ, ζ) ∈ D (equatorial symmetry),
f(ρ, ζ)→ 1 as ρ2 + ζ2 →∞ (asymptotic flatness),
∂f
∂ρ (0, ζ) = 0 for ζ 6= 0 (regularity on the rotation axis),
∂fΩ
∂ζ (ρ,±0) = 0 for 0 < ρ < ρ0 (Neumann boundary condition on the disk),
(2.8)
where ρ0 > 0 and Ω > 0 are two parameters such that 2Ωρ0 < 1.
2.3. The Riemann surface Σz. We will present the solution of the BVP (2.8) in
terms of theta functions associated with a family of Riemann surfaces Σz parametrized
by z = ρ + iζ ∈ D. Before stating the main results, we need to define this family
of Riemann surfaces. In view of the equatorial symmetry, it suffices to determine the
solution f(z) of (2.8) for z = ρ+ iζ with ζ > 0. We therefore assume that ζ > 0 in the
following.
Suppose ρ0 > 0 and Ω > 0 satisfy 2Ωρ0 < 1. Set w(k) := −2ikΩ and let
k1 = − i
2Ω
, k¯1 =
i
2Ω
denote the two zeros of w2−1 = 0. For each z ∈ C, we define Σz as the Riemann surface
which consists of all points (k, y) ∈ C2 such that
y2 = (k − k1)(k − k¯1)(k + iz)(k − iz¯) (2.9)
together with two points at infinity which make the surface compact. We view Σz as
a two-sheeted cover of the complex k-plane by introducing two branch cuts. The first
branch cut runs from k1 to k¯1 and we choose this to be the path Ck1 defined by
Ck1 = [k1, k1 − 1, k¯1 − 1, k¯1] (2.10)
where [k1, k1−1, k¯1−1, k¯1] denotes the contour which consists of the straight line segment
from k1 to k1 − 1 followed by the straight line segment from k1 − 1 to k¯1 − 1 and so
on. The second branch cut runs from −iz to iz¯ and we choose this to be the vertical
segment [−iz, iz¯]. The definition (2.10) of Ck1 is chosen so that Ck1 passes to the left
of the vertical contour Γ ⊂ C defined by
Γ = [−iρ0, iρ0].
The cut Ck1 does not intersect Γ at the endpoints, because the assumption 2Ωρ0 < 1
implies that ρ0 < |k1|. Thus, for each z ∈ D, the branch cuts and the contour Γ are
organized as in Figure 2 with Ck1 and [−iz, iz¯] to the left and right of Γ, respectively.
We denote by Σ+z and Σ−z the upper and lower sheets of Σz, respectively, where the
upper (lower) sheet is characterized by y ∼ k2 (y ∼ −k2) as k → ∞. Let Cˆ = C ∪∞
denote the Riemann sphere. For k ∈ Cˆ \ (Ck1 ∪ [−iz, iz¯]), we write k+ and k− for the
points in Σ+z and Σ−z , respectively, which project onto k ∈ C. More generally, we let A+
and A− denote the lifts of a subset A ⊂ Cˆ\ (Ck1 ∪ [−iz, iz¯]) to Σ+z and Σ−z , respectively.
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We let {a, b} denote the basis for the first homology group H1(Σz,Z) of Σz shown in
Figure 3, so that a surrounds the cut Ck1 while b enters the upper sheet on the right side
of the cut [−iz, iz¯] and exits again on the right side of Ck1 . It is convenient to fix the
curves a and b within their respective homology class so that they are invariant under
the involution k± → k∓. Thus we let b = [iz¯, k]+ ∪ [k, iz¯]− and let a be the path in the
homology class specified by Figure 3 which as a point set consists of the points of Σz
which project onto [k1, k¯1]. Unless stated otherwise, all contours of integrals on Σz for
which only the endpoints are specified will be supposed to lie within the fundamental
polygon obtained by cutting the surface along the curves {a, b}.
k¯1 − 1
k1 − 1
k¯1
k1
iIm(k)
Re(k)
iz¯
−iz
Γ
Ck1
Figure 2. The contour Γ and the branch cuts Ck1 and [−iz, iz¯] in the complex k-plane.
k¯1
k1
iz¯
−iz
a
b
-iziz¯k1k¯1
Σz
a
b
Figure 3. Two illustrations of the homology basis {a, b} on the genus one Riemann
surface Σz.
We let ω denote the unique holomorphic one-form on Σz such that
∫
a ω = 1. Then
the period B :=
∫
b ω ∈ C has strictly positive imaginary part and we may define the
Riemann-Siegel theta function Θ(v) ≡ Θ(v|B) by
Θ(v|B) =
∑
N∈Z
exp
[
2pii
(
1
2
N2B +Nv
)]
, v ∈ C. (2.11)
Note that
ω = A
dk
y
and B = AZ, (2.12)
6
where A,Z ∈ C are given by
A−1 =
∫
a
dk
y
, Z =
∫
b
dk
y
. (2.13)
We let ωPQ denote the Abelian differential of the third kind on Σz, which has simple
poles at the two points P,Q ∈ Σz with residues +1 and −1, respectively, and whose
a-period vanishes. For k ∈ Σz, we have
ωζ+ζ−(k) =
y(ζ+)dk
(k − ζ)y(k) −
(∫
a
y(ζ+)dk′
(k′ − ζ)y(k′)
)
ω,
ω∞+∞−(k) = −
kdk
y(k)
+
(∫
a
k′dk′
y(k′)
)
ω. (2.14)
2.4. The Riemann surface Σ′. As z approaches the rotation axis, Σz degenerates to
the z-independent Riemann surface Σ′ of genus zero defined by the equation
µ =
√
(k − k1)(k − k¯1). (2.15)
We use the branch cut Ck1 in (2.10) to view Σ′ as a two-sheeted cover of the complex
k-plane. We denote the upper and lower sheets of Σ′ by Σ′+ and Σ′−, respectively,
characterized by y ∼ ±k and y ∼ −k as k → ∞±. Letting ω′PQ denote the Abelian
differential of the third kind on Σ′ with simple poles at P and Q, we have the following
analog of (2.14):
ω′ζ+ζ− =
µ(ζ+)dk
(k − ζ)µ(k) , ω
′
∞+∞− = −
dk
µ(k)
. (2.16)
3. Main results
Define the function h(k) by
h(k) = −arcsin(2iΩk)
pi
, (3.1)
and note that h(k) is smooth and real-valued for k ∈ Γ. We also define u ≡ u(z) ∈ C
and I ≡ I(z) ∈ R by
u =
∫
Γ+
hω, I =
∫
Γ+
hω∞+∞− , (3.2)
where ω and ω∞+∞− are the differentials on Σz defined in Section 2 and we view h as
a function on Γ+ in the natural way, i.e., by composing it with the projection Σz → C.
The next theorem, which is our main result, gives an explicit expression for the
solution of the boundary value problem (2.8) and the associated metric functions in
terms of the theta function Θ associated with the Riemann surface Σz.
Theorem 3.1 (Solution of the Neumann BVP). Suppose Ω > 0 and ρ0 > 0 are such
that 2Ωρ0 < 1. Let z = ρ+ iζ with ζ > 0. Then the solution f(z) ≡ f(ρ, ζ) of the BVP
(2.8) is given by
f(z) =
Θ(u− ∫∞−−iz ω|B)
Θ(u+
∫∞−
−iz ω|B)
eI , (3.3)
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where u and I are defined in (3.2). Moreover, the associated metric functions e2U and
a are given by
e2U(z) =
Q(0)
Q(u)
eI , a(z) = a0 − ρ
Q(0)
Θ
(
u+
∫∞−
−iz ω +
∫∞−
iz¯ ω|B
)
Q(0)Θ
(
u+
∫ iz¯
−iz ω|B
) −Q(u)
 e−I ,
(3.4)
where a0 = − 12Ω and Q(v) is defined by
Q(v) =
Θ
(
v +
∫∞−
−iz ω|B
)
Θ
(
v +
∫∞−
iz¯ ω|B
)
Θ (v|B) Θ
(
v +
∫ iz¯
−iz ω|B
) , v ∈ C. (3.5)
Finally, the metric function e2κ is given by
e2κ(z) = K0
Θ (u|B) Θ
(
u+
∫ iz¯
−iz ω|B
)
Θ (0|B) Θ
(∫ iz¯
−iz ω|B
) eLreg , (3.6)
where K0 and Lreg are given by
K0 = exp
(
−1
2
∫
Γ
dκ1h(κ1)
∫ ′
Γ
h(κ2)
(
∂ω′
κ+1 κ
−
1
∂κ1
(κ+2 )−
dκ2
(κ2 − κ1)2
))
, (3.7)
Lreg =
1
2
{∫
Γ
dκ1h(κ1)
∫ ′
Γ
h(κ2)
( dy
dk (κ
+
1 )(κ2 − κ1) + y(κ+1 )− y(κ+2 )
(κ2 − κ1)2y(κ+2 )
)
dκ2
−
(∫ ′
Γ
dκ1h(κ1)
∫
a
dy
dk (κ
+
1 )(κ− κ1) + y(κ+1 )
(κ− κ1)2y(κ) dκ
)(∫
Γ
h(κ2)ω(κ
+
2 )
)}
, (3.8)
and a prime on an integral along Γ means that the integration contour should be slightly
deformed before evaluation so that the singularity at κ1 = κ2 is avoided.1
Remark 3.2 (Solution for ζ ≤ 0). Theorem 3.1 provides expressions for the Ernst
potential and the metric functions for ζ > 0. If ρ > ρ0, these expressions extend
continuously to ζ = 0. For negative ζ, analogous expressions follow immediately from
the equatorial symmetry. In this way, the solution of the BVP (2.8) is obtained in all
of the exterior disk domain D.
Remark 3.3 (The assumption 2Ωρ0 < 1). We have stated Theorem 3.1 under the
assumption that 2Ωρ0 < 1. If the rotation speed Ω and/or the radius ρ0 are so large
that 2Ωρ0 ≥ 1, then the branch points k1 and k¯1 lie on Γ. Nevertheless, the formulas of
Theorem 3.1 can easily be adjusted to include these (possibly singular) solutions.
Remark 3.4 (Solution in terms of elliptic theta functions). The Ernst potential f(z)
given in (3.3) can be alternatively expressed in terms of the elliptic theta function θ3 by
f(z) =
θ3
(pi(− ∫∞−−iz ω+u)
B ; e
−pii
B
)
θ3
(pi(∫∞−−iz ω+u)
B ; e
−pii
B
) exp
(
I +
4pii
∫∞−
−iz ω
B
)
. (3.9)
The metric functions e2U , a, and κ can also be expressed in terms of elliptic theta
functions in a similar way.
1The result is independent of whether Γ is deformed to the left or right of the singularity.
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Remark 3.5 (Behavior at the rim of the disk). The Ernst potential f and the metric
functions e2U , a and e2κ given in Theorem 3.1 are smooth functions of (ρ, ζ) in the open
domain D. They are bounded on D and extend smoothly to the interior {(ρ, 0) | 0 < ρ <
ρ0} of the disk from both above and below. Moreover, they extend continuously to the
rim of the disk (i.e., to the point (ρ, ζ) = (ρ0, 0)), but they do not, in general, have C1
extensions to this point (cf. Figures 4-6). In fact, an analysis shows that the boundary
values of e2U and of its partial derivatives ∂ρe2U and ∂ζe2U on the upper or lower side
of the disk extend continuously to the rim of the disk. However, if ζ = 0 and ρ ↓ ρ0,
then we only have
∂e2U
∂ρ
(ρ, 0) = O
(
1√
ρ− ρ0
)
,
∂e2U
∂ζ
(ρ, 0) = O
(
1√
ρ− ρ0
)
.
Similarly, it can be shown that a(z) and e2κ are continuous but not C1 at (ρ0, 0), and
that the partial derivatives ∂ρa(z), ∂ζa(z), ∂ρe2κ(z), and ∂ζe2κ(z) are O(|z−ρ0|−1/2) as
z → ρ0.
3.1. Solution near the rotation axis. As z approaches the rotation axis (i.e., as
ρ → 0), the Riemann surface Σz degenerates to the genus zero surface Σ′. We define
the quantities J ′ ≡ J ′(ζ) ∈ R and d ≡ d(ζ) ∈ iR− for ζ > 0 by
J ′ = µ(ζ+)
∫
Γ
h(k)
µ(k+)
dk
k − ζ , d = 2iΩ(ζ − µ(ζ
+)). (3.10)
where, by (2.15),
µ(ζ+) =
√
ζ2 +
1
4Ω2
> 0, ζ > 0,
and
µ(k+) =
√
−|k|2 + 1
4Ω2
> 0, k ∈ Γ.
The following result gives the asymptotic behavior of f and the metric functions near
the rotation axis.
Theorem 3.6 (Solution near the rotation axis). Let ζ > 0. Under the assumptions of
Theorem 3.1, the following asymptotic formulas hold as ρ ↓ 0:
• The Ernst potential f(z) satisfies
f(ρ+ iζ) = f(iζ) +O(ρ2), (3.11)
where
f(iζ) =
1 + eJ
′
d
eJ ′ + d
. (3.12)
• The metric functions e2U , a, and e2κ satisfy
e2U(ρ+iζ) = e2U(iζ) +O(ρ2), a(ρ+ iζ) = O(ρ2), e2κ(ρ+iζ) = 1 +O(ρ2), (3.13)
where
e2U(iζ) =
(1− d2)eJ ′
e2J ′ − d2 . (3.14)
Remark 3.7 (Neumann condition at ρ = 0). Using the results of Theorem 3.6, we can
easily verify explicitly that the Ernst potential of Theorem 3.1 satisfies Re ∂ζfΩ(+i0) =
0, that is, that the real part of the Neumann boundary condition in (2.8) holds at the
center of the disk. Indeed, by (3.12), we have
∂
∂ζ
∣∣∣∣
ζ=0+
f(iζ) =
∂
∂ζ
∣∣∣∣
ζ=0+
1 + eJ
′
d
eJ ′ + d
. (3.15)
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Furthermore, it follows from (3.10) that
lim
ζ↓0
d = −i, lim
ζ↓0
∂ζd = 2iΩ, (3.16)
and
∂J ′
∂ζ
∣∣∣∣
ζ=0+
= lim
ζ↓0
∫
Γ
h(k)
µ(k+)
∂
∂ζ
√
ζ2 + 1
4Ω2
k − ζ dk = limζ↓0
∫
Γ
h(k)
µ(k+)
(1 + 4kζΩ2)dk
4Ω2(k − ζ)2
√
ζ2 + 1
4Ω2
.
The Sokhotski-Plemelj formula gives
∂J ′
∂ζ
∣∣∣∣
ζ=0+
= −
∫
Γ
h(k)
µ(k+)
dk
2Ωk2
− piiRes
k=0
(
h(k)
µ(k+)
dk
2Ωk2
)
= 0− 1
µ(0+)
= −2Ω, (3.17)
where the contribution from the principal value integral vanishes because the function
h(k) is odd. Using (3.16) and (3.17) to compute the right-hand side of (3.15), we find
∂ζf(+i0) = 2iΩ. (3.18)
On the other hand, by (2.6a) and (3.13), we have Re fΩ(iζ) = Re f(iζ) for ζ > 0. Hence
Re ∂ζfΩ(+i0) = Re ∂ζf(+i0) = Re (2iΩ) = 0, which shows that the Neumann boundary
condition indeed holds for the real part of fΩ at ρ = 0.
4. Numerical example
The formulas of Theorem 3.1 are convenient for numerical computation. Consider for
example the following particular choice of the parameters ρ0 and Ω:
ρ0 = 1, Ω =
3
10
.
Then k1 = −5i/3 and the graphs of the Ernst potential and the metric functions given in
Theorem 3.1 are displayed in Figures 4-6. It can be numerically verified to high accuracy
that fΩ satisfies the Neumann condition along the disk, and that the defining relations
(2.7) between the metric functions a, κ, and the Ernst potential f are valid. Similar
graphs and numerical results are obtained also for other choices of the parameters ρ0
and Ω with 2Ωρ0 < 1.
Figure 4. The real and the imaginary parts of the Ernst potential f .
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Figure 5. The real and imaginary parts of the Ernst potential f(ρ + i0) on the
equatorial plane ζ = +0.
Figure 6. The metric functions ae2U and e2κ.
5. Lax pair and spectral theory
5.1. Lax pair. The stationary Ernst equation (2.5) admits the Lax pair
Φz(z, k) = U(z, k)Φ(z, k),
Φz¯(z, k) = V (z, k)Φ(z, k),
(5.1)
where z = ρ + iζ, Φ(z, k) denotes the 2 × 2 matrix-valued eigenfuntion, and U , V are
defined by
U =
1
f + f¯
(
f¯z λf¯z
λfz fz
)
, V =
1
f + f¯
(
f¯z¯
1
λ f¯z¯
1
λfz¯ fz¯
)
, (5.2)
with
λ =
√
k − iz¯
k + iz
. (5.3)
For each z, Φ(z, ·) defines a map from Sz to the space of 2 × 2 matrices, where Sz
denotes the genus zero Riemann surface defined by (5.3). We view Sz as a two-sheeted
covering of the complex k-plane by introducing the branch cut [−iz, iz¯] from −iz to iz¯.
The upper (lower) sheet of Sz is charactered by λ → 1 (λ → −1) as k → ∞. As in
the case of Σz and Σ′, we write k+ and k− for the points in Sz which project onto
k ∈ Cˆ \ [−iz, iz¯] and which lie on the upper and lower sheets of Sz, respectively. We let
Γ+ and Γ− denote the coverings of Γ on the upper and lower sheets of Sz, respectively.
For a 2× 2-matrix M , we denote the first and second columns of M by [M ]1 and [M ]2,
respectively.
Equation (5.1) can be rewritten in differential form as
dΦ = WΦ, (5.4)
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where the one-form W is defined by
W =
1
f + f¯
 f¯ρ 12 [( 1λ + λ) f¯ρ + i ( 1λ − λ) f¯ζ]
1
2
[(
1
λ + λ
)
fρ + i
(
1
λ − λ
)
fζ
]
fρ
 dρ
+
1
f + f¯
 f¯ζ 12 [( 1λ + λ) f¯ζ − i ( 1λ − λ) f¯ρ]
1
2
[(
1
λ + λ
)
fζ − i
(
1
λ − λ
)
fρ
]
fζ
dζ
=: W1dρ+W2dζ.
(5.5)
We normalize the eigenfunction Φ by imposing the conditions
lim
z→i∞
[
Φ(z, k−)
]
1
=
(
1
1
)
, lim
z→i∞
[
Φ(z, k+)
]
2
=
(
1
−1
)
(5.6)
for all k ∈ Cˆ. As a consequence, Φ(z, k) admits the symmetries
Φ(z, k+) = σ3Φ(z, k
−)σ1, Φ(z, k+) = σ1Φ(z, k
+
)σ3, (5.7)
where {σj}31 are the standard Pauli matrices.
We henceforth suppose that f(z) is a solution of the BVP (2.8). Physically, the
possibly empty set of points where Re f = 0 constitutes the ergospheres of the spacetime.
The matrices U and V in the Lax pair (5.1) are, in general, singular at these points and
this may give rise to singularities of Φ. On the other hand, points where det Φ = 0 are
related to the presence of solitons (cf. [14]). It is natural to expect the solution of the
boundary value problem (2.8) to be free of ergospheres and solitons (at least for small
values of Ω). We will therefore henceforth make the assumption that
Re f > 0 and det Φ 6= 0 (5.8)
throughout the spacetime. The consistency of this assumption can be ascertained once
the final solution has been constructed. By integrating both sides of (5.4) from i∞ to
z and using (5.8), it can be confirmed that Φ(z, k) is a well-defined analytic function of
k ∈ Sz \ (Γ+ ∪ Γ−) for any fixed z, see [12].
Let ΦΩ denote the co-rotating counterpart of Φ. The Lax pair equations (5.1) and
the conditions (5.6) retain their form in the co-rotating frame with f and Φ replaced by
fΩ and ΦΩ. It is proved in [13] that ΦΩ is related to Φ by
ΦΩ(z, k) = Λ(z, k)Φ(z, k),
where
Λ(z, k) = (1 + Ωa)I− Ωρe−2Uσ3 + i(k + iz)Ωe−2U (−σ3 + λ(z, k)σ1σ3), k ∈ Sz,
and I denote the 2× 2 identity matrix.
5.2. The main RH problem. The following lemma can be found in [12].
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Lemma 5.1. For k ∈ C, Φ(iζ, k) can be expressed in terms of f(iζ) and the spectral
functions F (k) and G(k) as follows:
Φ(iζ, k+) =
(
f(iζ) 1
f(iζ) −1
)
A(k), ζ > 0,
Φ(iζ, k−) =
(
1 f(iζ)
1 −f(iζ)
)
σ1A(k)σ1, ζ > 0,
Φ(iζ, k+) =
(
f(iζ) 1
f(iζ) −1
)
σ1A(k)σ1, ζ < 0,
Φ(iζ, k−) =
(
1 f(iζ)
1 −f(iζ)
)
A(k), ζ < 0,
where A(k) is defined by
A(k) =
(
F (k) 0
G(k) 1
)
(5.9)
and the spectral functions F (k) and G(k) have the following properties:
• F (k) and G(k) descend to functions on Cˆ, namely when viewed as functions on
Sz, they satisfy
F (k+) = F (k−), G(k+) = G(k−), k ∈ Cˆ. (5.10)
• F (k) and G(k) are analytic for k ∈ C\Γ.
• F (k) = F (k) and G(k) = −G(k) for k ∈ C\Γ.
• As k →∞,
F (k) = 1 +O(k−1), G(k) = O(k−1). (5.11)
The jumps of the function Φ(z, k) across Γ+ and Γ− can be expressed in terms of
F (k) and G(k). In fact, let g+(k) and g−(k) denote the boundary values of a function
g(k) on the right and left sides of Γ, respectively. Then Φ(z, k) satisfies (see [12, 13]){
Φ−(z, k) = Φ+(z, k)D(k), k ∈ Γ+,
Φ−(z, k) = Φ+(z, k)σ1D(k)σ1, k ∈ Γ−,
(5.12)
where D is defined by
D(k) =
(
F+(k) 0
G+(k) 1
)−1(
F−(k) 0
G−(k) 1
)
. (5.13)
5.3. The global relation. Since f is equatorially symmetric, the values of F (k) and
G(k) on the left and right sides of Γ satisfy an important relation called the global
relation.
Lemma 5.2 (Global relation). The spectral functions F (k) and G(k) satisfy
A+(k)σ1A−1+ (k)σ1 = σ1A−(k)σ1A−1− (k), k ∈ Γ, (5.14)
where A+(k) and A−(k) denote the values of A(k) on the right and left sides of Γ,
respectively.
Proof. See [12, Proposition 4.3]. 
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5.4. An additional relation. The fact that fΩ obeys a Neumann condition along the
disk implies that F (k) and G(k) satisfy an additional relation beyond the global relation.
We use the superscripts L and R on a function of k to indicate that this function
should be evaluated with k lying on the left or right side of the branch cut [−iz, iz¯],
respectively. If one of the superscripts L or R is present, we always assume that the
evaluation point k lies to the right of Γ. The latter specification is needed when z = ρ+i0
so that the branch cut [−iz, iz¯] runs infinitesimally close to Γ.
Lemma 5.3 (An additional relation). The function A(k)σ1A−1(k) satisfies[B−1Λ−1(+i0, k+)σ1Λ(+i0, k+)Bσ1][σ1A+(k)σ1A−1+ (k)σ1]
= −[A+(k)σ1A−1+ (k)][B−1Λ−1(+i0, k+)σ1Λ(+i0, k+)Bσ1], k ∈ Γ, (5.15)
where the matrix B is defined by
B =
(
f(+i0) 1
f(+i0) −1
)
.
Proof. We let WΩ = W1Ωdρ + W2Ωdζ denote the co-rotating analog of the one-form
W defined in (5.5). The restriction of WΩ to the upper side of the disk is given by
W1Ω(ρ+ i0, k)dρ. Evaluating the identity
λ(z, k+) =
1
λ(z, (−k + 2ζ)+)
at z = ρ+ i0, we find
λR(ρ+ i0, k+) =
1
λL(ρ+ i0, k¯+)
, k ∈ Γ. (5.16)
Inserting the Neumann condition for fΩ into the expression (5.5) for W1Ω and using
(5.16) as well as the symmetry λ(z, k±) = 1/λ(z, k¯±), we deduce that
WR1Ω(ρ+ i0, k
+) = σ1WL1Ω(ρ+ i0, k
+)σ1, ρ ∈ (0, ρ0), k ∈ Γ.
Thus, by (5.4), there exists a 2 × 2-matrix valued, ρ-independent function K(k) such
that
ΦLΩ(ρ+ i0, k
+) = σ1Φ
R
Ω(ρ+ i0, k
+)K(k), k ∈ Γ. (5.17)
It follows from the first symmetry in (5.7) that σ1K = −Kσ1 on Γ (cf. [12, Proposition
5.2]). The lemma then follows by evaluating (5.17) at ρ = 0 and using Lemma 5.1. 
5.5. The auxiliary RH problem. By combining the global relation (5.14) with the
relation of Lemma 5.3, we can formulate a RH problem for the 2 × 2-matrix valued
functionM(k) by
M(k) = A(k)σ1A−1(k) =
(
−G(k) F (k)
1−G2(k)
F (k) G(k)
)
. (5.18)
Lemma 5.4. Suppose f is a solution of the BVP (2.8). Then the spectral functions
F (k) and G(k) are given by
F (k) =M12(k), G(k) =M22(k), k ∈ C, (5.19)
whereM is the unique solution of the following RH problem:
• M(k) is analytic for k ∈ C\Γ.
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• Across Γ,M(k) satisfies the jump condition
S(k)M−(k) = −M+(k)S(k), k ∈ Γ, (5.20)
where S(k) is defined by
S(k) =
(
0 1
−1 4ikΩ
)
, k ∈ C. (5.21)
• M(k) has at most logarithmic singularities at the endpoints of Γ.
• M(k) has the asymptotic behavior
M(k) = σ1 +O(k−1), k →∞. (5.22)
Moveover,
tr (MS) = 0, k ∈ Cˆ. (5.23)
Proof. Since det Φ(z, k) = −2e2U(z)F (k) (see [13, Eq. (2.65)]), the assumptions (5.8)
imply that F (k) never vanishes. The analyticity ofM(k) for k ∈ Cˆ\Γ then follows from
the analyticity of F (k) and G(k) (see Lemma 5.1). Combining the global relation (5.14)
with relation (5.15), we find the jump relation (5.20) with S(k) given by
S(k) = B−1Λ−1(+i0, k+)σ1Λ(+i0, k+)Bσ1, k ∈ Γ. (5.24)
By inserting the definitions of B and Λ, we see that this expression simplifies to (5.21)
when k ∈ Γ. The asymptotic behavior ofM in (5.22) is a consequence of the asymptotics
of F and G in (5.11). Define R(ρ, k) by
R = Φ−1Ω (ρ+ i0, k+)σ1ΦΩ(ρ− i0, k+). (5.25)
As in the proof of the existence of the matrix K(k) in (5.17), we deduce that R is
independent of ρ. Then (5.23) follows by evaluating R at ρ = ρ0 and ρ = 0. 
5.6. Solution of the auxiliary RH problem. By solving the RH problem of Lemma
5.4, we can obtain explicit expressions for F (k) and G(k).
Let d1(k) denote the unique meromorphic function on Σ′ which is analytic except for
a simple pole at ∞− with residue 4Ωi and a simple zero at ∞+, i.e.,
d1(k) = 2Ωi(k − µ(k))
where µ(k) =
√
k2 + 1/(4Ω2) is the square root defined in (2.15). Define the scalar-
valued function E(k) on Σ′ by
E(k) = e
µ(k)
∫
Γ
h(s)
µ(s+)
ds
s−k , (5.26)
Then E(k) is an analytic function of k ∈ Σ′ \ (Γ+∪Γ−) such that (i) d1E−+d−11 E+ = 0
for k ∈ Γ+ ∪ Γ−, (ii) E(k) has logarithmic singularities at the endpoints of Γ+ and Γ−,
(iii) E(k+) = E(k¯+), (iv) E(k+) = E(k−)−1, and (v) E(k+) = 1 +O(k−1) as k →∞,
where we have used the symmetry h(k) = −h(−k) to see that E(∞+) = 1.
Lemma 5.5. The spectral functions F (k) and G(k) are given byF (k) =
i
4Ωµ(k+)
(
d1(k+)
E(k+)
− E(k+)
d1(k+)
)
,
G(k) = i
4Ωµ(k+)
(
1
E(k+)
− E(k+)
)
,
k ∈ C \ Γ. (5.27)
Proof. The matrix S in (5.20) can be diagonalized as S(k) = T (k)D(k)T (k)−1, where
D(k) =
(
d1(k) 0
0 d2(k)
)
, T (k) =
(
d2(k) d1(k)
1 1
)
,
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and d2(k) := d1(k)−1 = 2Ωi(k + µ(k)). We view D(k) and T (k) as functions on the
Riemann surface Σ′ and note that |d1| = 1 on Γ±. The inverse
T (k)−1 =
1
4Ωiµ(k)
(
1 −d1(k)
−1 d2(k)
)
is analytic on Σ′ except for simple poles at k1, k¯1. It follows from Lemma 5.4 that the
2× 2-matrix valued function N (k) defined by
N (k) = T (k)−1M(k)T (k) (5.28)
is an analytic 2× 2-matrix valued function of k ∈ Σ′ \ (Γ+ ∪ Γ− ∪ k1 ∪ k¯1 ∪∞+ ∪∞−)
such that (i) N (k) satisfies the jump condition DN− +N+D = 0 for k ∈ Γ+ ∪ Γ−, (ii)
N (k) has at most simple poles at k1 and k¯1, (iii) trN (k) = 0 and detN (k) = −1, and
(iv) N (k+) = σ1N (k−)σ1, In terms of N , the identity tr (SM) = 0 in (5.23) becomes
0 = tr (SM) = tr (DN ) = (d1(k)− d2(k))N11(k),
showing that the (11) entry N11(k) of N (k) vanishes identically. Since trN (k) = 0 and
detN = −1, it follows that N22(k) = 0 and N12N21 = 1. The (12) entry N12 obeys the
jump condition
d1N12− + d2N12+ = 0, k ∈ Γ+ ∪ Γ−,
the symmetry N12(k+) = N12(k−)−1, and the asymptotics N12(k−) = 4Ωik + O(1) as
k →∞. It follows that the function n(k) defined on Σ′ by n(k) = N12(k)E(k)−1 has no
jump across Γ+ ∪ Γ−. Moreover, since
M22 = N12 +N
−1
12
2
+
k
2µ(k)
(N12 −N−112 ), (5.29)
is analytic at k1 and k¯1, we deduce that N12 (and hence also n(k)) actually is analytic at
k1 and k¯1. At the endpoints (±iρ0)+ and (±iρ0)− of Γ±, n(k) has isolated singularities
which are at most logarithmic; hence n(k) is analytic also at these points. Consequently,
n(k) is the unique meromorphic function on Σ′ with a simple pole with residue 4Ωi at
∞− and a simple zero at ∞+, that is, n(k) = d1(k). We conclude that
N (k) =
(
0 d1(k)E(k)
d1(k)
−1E(k)−1 0
)
.
The expressions (5.27) follow from (5.19) and (5.28) by straightforward algebra. 
5.7. The Ernst potential on the rotation axis. Recalling that (see [13, p. 46])
F (ζ) =
1
Re f(iζ)
, G(ζ) =
iIm f(iζ)
Re f(iζ)
, ζ > 0,
F (ζ) =
|f(iζ)|2
Re f(iζ)
, G(ζ) =
−iIm f(iζ)
Re f(iζ)
, ζ < 0,
we find the following expression for the value of the Ernst potential on the rotation axis:
f(iζ) =
{
1+G(ζ)
F (ζ) =
1+d1(ζ+)E(ζ+)
d1(ζ+)+E(ζ+)
, ζ > 0,
F (ζ)
1+G(ζ) =
d1(ζ+)+E(ζ+)
1+d1(ζ+)E(ζ+)
, ζ < 0.
Using that E(ζ+) = eJ ′(ζ) and d(ζ) = d1(ζ+) for ζ > 0, where J ′ and d are the
functions defined in (3.10), we arrive at the expression (3.12) for f(iζ). Since J ′(ζ) ∈ R
and d1(ζ) ∈ iR− for ζ > 0, the expression (3.14) for e2U(iζ) follows by taking the real
part of (3.12).
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6. The scalar RH problem
Substitution of the expressions for F (k) and G(k) obtained in Lemma 5.5 into (5.13)
gives an explicit expression for the jump matrixD(k). Thus we have an effective solution
of the BVP (2.8) in terms of the solution of the matrix RH problem (5.12). In what
follows, we instead employ the main and auxiliary RH problems to formulate a scalar
RH problem on the Riemann surface Σz. The solution of this scalar RH problem leads
to the exact formulas of Theorem 3.1.
6.1. The functions L(z, k) and Q(z, k). Define w(k) by
w(k) = −1
2
tr (S(k)) = −2ikΩ, k ∈ C.
Introduce the 2× 2 matrix valued functions L and Q by
L(z, k) = Φ(z, k)σ1Φ−1(z, k), k ∈ Sz, (6.1)
Q(z, k) = −Φ(z, k)A−1(k)S(k)A(k)Φ−1(z, k)− w(k)I, k ∈ Sz. (6.2)
Lemma 6.1. The functions L and Q have the following properties:
• L and Q satisfy the trace and determinant relations
trQ = 0, trL = 0, detL = −1, detQ = 1− w2, (6.3)
and the symmetries
Q(z, k−) = −σ3Q(z, k+)σ3, L(z, k−) = σ3L(z, k+)σ3. (6.4)
• Q can be rewritten as
Q(z, k) = Φ(z, k)σ1A−1(k)S(k)A(k)σ1Φ−1(z, k) + w(k)I. (6.5)
• Q has no jump across Γ+ ∪ Γ−, whereas L satisfies the jump conditions{
(Q+ wI)L− = −L+(Q+ wI), k ∈ Γ+,
(Q− wI)L− = −L+(Q− wI), k ∈ Γ−.
(6.6)
• L and Q anticommute, i.e., QL = −LQ.
• The function Lˆ defined by
Lˆ = L
(
1 Q11
0 Q21
)
,
satisfies
Lˆ222 − L221(w2 − 1) = Q221. (6.7)
• For each z, there exists a point m1 ≡ m1(z) ∈ C such that
Q21(z, k) = 4iΩf
f + f¯
(k −m1). (6.8)
Proof. The properties in (6.3) follow from the definitions of L and Q and the fact that
det(S + wI) = 1 − w2. The symmetries in (6.4) are a consequence of (5.7) and (5.23).
The alternative expression (6.5) for Q follows from (5.23). Equations (5.12) and (5.13)
imply that ΦA−1 and Φσ1A−1 do not jump across Γ+ and Γ−, respectively. Thus, by
(6.2) and (6.5), Q does not jump across Γ+ or Γ−. Since, for k ∈ Γ+,
(Q− + wI)L− = −Φ−A−1− SA−σ1Φ−1− = −Φ−A−1− SM−A−Φ−1− , (6.9)
−L+(Q+ + wI) = Φ+σ1A−1+ SA+Φ−1+ = Φ+A−1+ M+SA+Φ−1+ , (6.10)
the jump of L across Γ+ is a consequence of (5.12) and (5.20). The jump of L across
Γ− then follows from (6.4). Using (6.5), it follows from (5.23) that LQ = −QL and
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then (6.7) follows by direct computation. Since Q21 is an entire function of k ∈ C, the
expression for Q21 in (6.8) follows from the asymptotic formulas
Φ(z, k+) =
(
f(z) 1
f(z) −1
)
+O(k−1), A(k) = I+O(k−1), k →∞, (6.11)
and Liouville’s theorem. 
6.2. The Riemann surface Sˆz and the function H(z, k). Let Sˆz denote the double
covering of Sz obtained by adding the cut Ck1 from k1 to k1 on both the upper and
lower sheet of Sz. Thus a point (k,±λ,±µ) on Sˆz is specified by k ∈ Cˆ together with
a choice of signs of λ and µ defined in (2.15). We specify the sheets of Sˆz by requiring
that λ → 1 (λ → −1) as k → ∞ on sheets 1 and 2 (sheets 3 and 4), and by requiring
that µ ∼ k (µ ∼ −k) as k → ∞ on sheets 1 and 3 (sheets 2 and 4). As k crosses
[−iz, iz¯], λ changes sign but µ does not. As k crosses [k1, k1], µ changes sign but λ does
not. We define the function H(z, k) by
H(z, k) =
Lˆ22 − L21
√
w2 − 1
Lˆ22 + L21
√
w2 − 1 , k ∈ Sˆz, (6.12)
where the branch of
√
w2 − 1 is fixed by the requirement that √w2 − 1 = 2iΩk +O(1)
as k →∞ on sheets 1 and 3 of Sˆz. In view of the symmetries (6.4) of L and Q, we have
Lˆ22(k, λ, µ) = Lˆ22(k,−λ, µ), L21(k,−λ, µ) = −L21(k, λ, µ), (6.13)
and therefore
H(k, λ, µ) =
1
H(k,−λ, µ) =
1
H(k, λ,−µ) . (6.14)
It follows that H(z, k) can be viewed as a single-valued function on Σz. On the upper
sheet Σ+z , H(z, k) is given by the values of H(k, λ, µ) on sheet 1 or sheet 4, while on the
lower sheet Σ−z , H(z, k) is given by the inverse of those values.
For simplicity, we assume in what follows that z is such that m1(z) does not lie on
Γ or on one of the branch cuts (this is the generic case; in the end, the solution can be
extended to these values of z by continuity). It then follows from (6.8) and (6.12) that
the zeros and poles of H(z, k) on Σz belong to the set {m+1 ,m−1 } ⊂ Σz, and that either:
(i) m+1 is a double zero and m
−
1 is a double pole of H or (ii) m
+
1 is a double pole and m
−
1
is a double zero of H. Indeed, the only other possibility is that the numerator and the
denominator in (6.12) both have simple zeros at m+1 ; but then L21 = 0 at m+1 and since
Q21 also vanishes at m1, the condition QL + LQ = 0 implies that L11Q11 = 0 at m+1 ,
which contradicts the fact that detQ and detL are nonzero at m+1 . For definiteness,
we will henceforth assume that case (i) applies; the arguments are very similar and the
final answer is the same when (ii) applies.
6.3. The scalar RH problem. Define the scalar-valued function ψ(z, k) by
ψ(z, k) =
logH(z, k)
y
, k ∈ Σz, (6.15)
where y is defined in (2.9). We view logH as a single-valued function on Σz by intro-
ducing a cut [m1, k1]− ∪ [k1,m1]+ from the double pole m−1 to the double zero m+1 (see
Figure 7). Letting (logH)+ and (logH)− denote the boundary values of logH on the
right and left sides of [m1, k1]− ∪ [k1,m1]+, we have (see Figure 7)
(logH)−(k) = (logH)+(k) + 4pii, k ∈ [m1, k1]− ∪ [k1,m1]+. (6.16)
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Long computations using (6.11) show that
H(z, k+) = f2(z) +O(k−1), k →∞. (6.17)
Hence we may fix the overall branch of logH by requiring that
logH(z, k+) = 2 log f(z) +O(k−1) as k →∞, (6.18)
where the branch of log f is fixed so that log f(z)→ 0 as z →∞. Then
logH(z, k+) = − logH(z, k−), y(z, k+) = −y(z, k−), (6.19)
which shows that ψ(z, k+) = ψ(z, k−). Thus ψ descends to a function of k ∈ C and we
can formulate a scalar RH problem for ψ(z, k) as follows.
Γ+
Γ−
Σ+z
Σ−z
−iz
−iz
iz¯
iz¯
k1
k1
k1
k1
m−1
m+1
+−
+−
−2pi
+2pi
+2pi
−2pi
Figure 7. The oriented cut [m1, k1]− ∪ [k1,m1]+ from the double pole m−1
on the lower sheet to the double zero m+1 on the upper sheet of Σz.
Proposition 6.2. The complex-valued function ψ(z, ·) has the following properties:
• ψ(z, k) is analytic for k ∈ Cˆ\(Γ ∪ [k1,m1]).
• Across Γ, ψ(z, k) satisfies the jump relation
ψ−(z, k) = ψ+(z, k) +
2
y(z, k+)
log
(√
w2 − 1− w√
w2 − 1 + w (k
+)
)
, k ∈ Γ. (6.20)
• Across the oriented straight-line segment [k1,m1], ψ(z, k) satisfies the jump re-
lation
ψ−(z, k) = ψ+(z, k) +
4pii
y(z, k+)
, k ∈ [k1,m1], (6.21)
where k+ is the point in the upper sheet of Σz which projects onto k, and ψ−(z, k)
and ψ+(z, k) denote the values of ψ on the left and right sides of [k1,m1].
• As k → m1,
ψ(z, k)→ 2
y(z, k+)
log(k −m1). (6.22)
• As k →∞,
ψ(z, k) =
2 log f
k2
+O(k−3). (6.23)
• As k → k1,
ψ(z, k)→ 2pii
y
, (6.24)
where y = y(z, k+) for k+ just to the left of the cut [k1,m+1 ] on Σ
+
z , and is
analytically continued around the endpoint k1 so that it equals y(z, k−) when k−
lies just to the left of the cut [m−1 , k1] on Σ
−
z .
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Proof. The analyticity of ψ for k ∈ Cˆ\(Γ ∪ [k1,m1]) follows from the definitions of
y(z, k) and H(z, k). It follows from (6.3), (6.6), the fact that tr (QL) = 0, and tedious
calculations that
L21+ = (1− 2w2)L21− + 2wLˆ22−, Lˆ22+ = 2w(w2 − 1)L21− + (1− 2w2)Lˆ22−,
for k ∈ Γ+. Hence the jump of H(z, k) across Γ+ is given by
H−(z, k) = H+(z, k)
(√
w2 − 1− w√
w2 − 1 + w
)2
, k ∈ Γ+, (6.25)
which gives (6.20). The jump (6.21) follows from (6.16). The asymptotic behavior (6.22)
is a consequence of the factH(z, k) has a double zero at k = m+1 . Equation (6.23) follows
from (6.18) and the fact that y(z, k+) = k2 + O(k) as k → ∞. The behavior of ψ as
k → k1 follows from (6.14) and (6.16). 
6.4. Solution of the scalar RH problem. Using the Sokhotski-Plemelj formula, we
find that the solution of the scalar RH problem presented in Proposition 6.2 is given by
ψ(z, k) =
1
pii
∫
Γ
dk′
y(z, k+′)(k′ − k) log
(√
w2 − 1− w√
w2 − 1 + w (k
+′)
)
+ 2
∫
[k1,m1]
dk′
y(z, k′+)(k′ − k) . (6.26)
This can be rewritten in terms of contour integrals on Σz as
ψ(z, k) = 2
∫
Γ+
h(k′)dk′
y(z, k′)(k′ − k) − 2
∫ ′m−1
k1
dk′
y(z, k′)(k′ − k) , (6.27)
where h(k) is given by
h(k) =
1
2pii
log
(√
w2(k)− 1− w(k)√
w2(k)− 1 + w(k)
)
, k ∈ Γ+,
and the prime on the integral from k1 to m−1 indicates that the path of integration does
not necessarily lie in the complement of the cut basis {a, b}. Since w(k) = −2ikΩ, h(k)
can be written as in (3.1). Letting k →∞ in (6.27) and recalling (6.23), we obtain
log f =
∫ ′m−1
k1
kdk
y
−
∫
Γ+
h(k)
kdk
y
, (6.28a)∫ ′m−1
k1
dk
y
=
∫
Γ+
h(k)
dk
y
. (6.28b)
7. Theta functions
In this section, we derive the expressions for f , e2U , and a given in (3.3) and (3.4).
We define the map φ : Σz → C by
φ(k) ≡ φ(z, k) =
∫ k
−iz
ω, k ∈ Σz,
where it is assumed that the integration contour lies within the fundamental polygon
determined by {a, b}. The Jacobian variety Jac(Σz) of Σz is defined by Jac(Σz) = C/L,
where L denotes the discrete lattice generated by 1 and B. The composition of φ with
the projection C → Jac(Σz) is the Abel map with base point −iz, and φ(k1) ∈ C
projects to the vector of Riemann constants in Jac(Σz), see [5, Chap. VII].
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7.1. Proof of expression (3.3) for f . We first suppose that the contour from k1 tom−1
in (6.28) lies in the fundamental polygon determined by {a, b}. Utilizing (3.2), (2.12),
and (2.14) in (6.28), we deduce that
u =
∫ m−1
k1
ω, f = e
− ∫m−1k1 ω∞+∞−+I . (7.1)
In view of the properties of zero divisors of theta functions (see [5, Thm. VI.3.1]) and
the following symmetry properties for Abelian differentials (see [5, Chap. III])∫
b
ωPQ = 2pii
∫ P
Q
ω,
∫ P
Q
ω∞+∞− =
∫ ∞+
∞−
ωPQ, P,Q ∈ Σz, (7.2)
we obtain
e
− ∫m−1k1 ω∞+∞− = Θ (φ(∞+)) Θ (φ(∞−)− u)
Θ (φ(∞+)− u) Θ (φ(∞−)) . (7.3)
Since φ(∞+) = −φ(∞−) and the theta function Θ is even, we can rewrite (7.3) as
e
− ∫m−1k1 ω∞+∞− = Θ (u− φ(∞−))
Θ (u+ φ(∞−)) ,
which together with (7.1) leads to (3.3). It is easy to see that the answer remains if
invariant if the contour from k1 to m−1 is replaced by a contour which does not lie in
the fundamental polygon determined by {a, b}, cf. [11].
7.2. Proof of expressions (3.4) for e2U and a. Since u ∈ iR and I ∈ R, the expression
for e2U in (3.4) can be derived as in [11]. With the expression for e2U at hand, the
expression for a in (3.4) can be obtained by following the argument in [8, Sect. V].
8. The metric function e2κ
One useful tool in the study of the Ernst equation (2.5) is the use of branch point
condensation arguments [10]. In this section, we apply such arguments to derive the
expression (3.6) for e2κ. An analogous derivation was considered in [11]. However, in
contrast to the situation in [11], our function h(k) which determines the jump of the
scalar RH problem for ψ(z, k) does not vanish at the endpoints of Γ. This means that
the condensation argument has to be modified.
8.1. Proof of expression (3.6) for e2κ. Given an integer g ≥ 2 and g− 1 branch cuts
{[Ej , Fj ]}gj=2, let Σˆz be the Riemann surface of genus g defined by the equation
yˆ2 = (k − ξ)(k − ξ¯)(k − k1)(k − k¯1)
g∏
j=2
(k − Ej)(k − Fj),
where ξ := −iz. We define a cut basis {aˆj , bˆj}gj=1 on Σˆz as follows: aˆ1 surrounds the cut
Ck1 and, for j = 2, . . . , g, aˆj surrounds the cut [Ej , Fj ] in the counterclockwise direction;
bˆj enters the upper sheet on the right side of [−iz, iz¯] and exits again on the right side
Ck1 for j = 1 and on the right side of [Ej , Fj ] for j = 2, . . . , g. Then {aˆj , bˆj}gj=1 is
a natural generalization of the basis {a, b} on Σz. Let ωˆ = {ωˆ1, ..., ωˆg}T denote the
canonical dual basis and let Θˆ(ωˆ) ≡ Θ(ωˆ|Bˆ) be the associated theta function. Let
p, q ∈ Cq be z-independent vectors which satisfy Bˆp+ q ∈ Rg. The theta function with
characteristics p, q ∈ Rg is defined for vˆ ∈ Cg by
Θˆ
[
p
q
]
(vˆ) = Θˆ(vˆ + Bˆp+ q) exp
(
2pii
(
1
2
pT Bˆp+ pT (vˆ + q)
))
.
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Then the function fˆ(z) defined by
fˆ(z) =
Θˆ
[
p
q
](∫∞+
ξ ωˆ
)
Θˆ
[
p
q
](∫∞−
ξ ωˆ
) (8.1)
satisfies the Ernst equation (2.5) and the corresponding metric function e2κ is given by
e2κˆ = Kˆ0
Θˆ
[
p
q
]
(0)Θˆ
[
p
q
](∫ ξ¯
ξ ωˆ
)
Θˆ(0)Θˆ
(∫ ξ¯
ξ ωˆ
) , (8.2)
where Kˆ0 is a constant determined by the requirement that e2κˆ = 1 on the rotation axis
[10]. Our goal is to recover the Ernst potential (3.3) by letting the branch points Ej , Fj
in (8.1) condense along the contour Γ for an appropriate choice of the characteristics
p, q. Then, by applying the same condensation to (8.2), we will obtain the expression
(3.6) for e2κ.
In order to handle the fact that h(k) does not vanish at the endpoints of Γ, we define,
for each integer n ≥ 1, an extension Γn of Γ by Γn = [−iρ0 − in , iρ0 + in ]. We first let
each branch cut [Ej , Fj ] shrink to a point κj ∈ Γn. In this limit, we have
(ωˆ1, . . . , ωˆg)→
(
ω,
1
2pii
ωκ+2 κ
−
2
, ...,
1
2pii
ωκ+g κ−g
)
; (8.3a)
Bˆ11 → B; Bˆ1j →
∫ κ+j
κ−j
ω, j = 2, ..., g; (8.3b)
Bˆij → 1
2pii
∫ κ+j
κ−j
ωκ+i κ
−
i
, i 6= j, i, j = 2, ..., g; (8.3c)
Bˆjj =
1
pii
log |Ej − Fj |+O(1), j = 2, ..., g. (8.3d)
We then let the κj condense along Γn with the density determined by the measure
dmn(κ) = −1
2
dhn
dκ
(κ)dκ, κ ∈ Γn, (8.4)
where hn : Γn → C is a sequence of smooth functions which vanish identically near the
endpoints of Γn and which converge pointwise to h(k) on Γ as n→∞. Choosing
p = (p1, p2, ..., pg) =: (p1, p˜) ∈ C× Rg−1, q = (0, ..., 0) ∈ Rg,
where the vector p˜ ∈ Rg−1 is such that p˜j ∈ (0, 12), j = 2, ..., g, we find from (8.3) that,
as the branch points condense along Γn,
Θˆ
[
p
0
](∫ Q
P
ωˆ
)
→ Θ
[
p1
0
](∫
Γn
dmn(κ)
∫ κ+
κ−
ω +
∫ Q
P
ω
)
e
Ln
2
+
∫
Γn
dmn(κ)
∫Q
P ωκ+κ− , (8.5)
where
Ln =
∫
Γn
dmn(κ1)
∫ ′
Γn
dmn(κ2)
∫ κ+2
κ−2
ωκ+1 κ
−
1
(κ)
=
1
2
∫
Γn
dκ1hn(κ1)
∫ ′
Γn
hn(κ2)
∂ωκ+1 κ
−
1
∂κ1
(κ+2 ), (8.6)
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and the prime on the integral indicates that the contour Γn should be deformed slightly
so that the pole at κ1 = κ2 is avoided. Integrating by parts and using (7.2), we obtain∫
Γn
dmn(κ)
∫ κ+
κ−
ω =
∫
Γ+n
hn(κ)ω(κ) =: un, (8.7)∫
Γn
dmn(κ)
∫ ∞+
∞−
ωκ+κ− =
∫
Γ+n
hn(κ)ω∞+∞−(κ) =: In. (8.8)
Using (8.5)-(8.8) in (8.1), we conclude that the right-hand side of (8.1) converges to the
following Ernst potential in the limit as the branch points condense along Γn:
fn =
Θ
[
p1
0
](
un +
∫∞+
ξ ω
)
Θ
[
p1
0
](
un +
∫∞−
ξ ω
)eIn . (8.9)
Letting p1 = 0 and taking n→∞ in (8.9), we recover the Ernst potential (3.3). We
would like to take the same limit in the expression for the metric function e2κn associated
with fn. However, we first need to regularize the expression for Ln. We find from (2.14)
that
∂ωκ+1 κ
−
1
∂κ1
(κ+2 ) =
y′(κ+1 )(κ2 − κ1) + y(κ+1 )
(κ2 − κ1)2y(κ+2 )
dκ2 −
(∫
a
y′(κ+1 )(κ− κ1) + y(κ+1 )
(κ− κ1)2y(κ) dκ
)
ω(κ+2 ).
Hence we can rewrite (8.6) as
Ln = L
reg
n + L
rem
n , (8.10)
where the regularized term Lregn is defined by
Lregn =
1
2
∫
Γn
dκ1hn(κ1)
∫ ′
Γn
hn(κ2)
(∂ωκ+1 κ−1
∂κ1
(κ+2 )−
dκ2
(κ2 − κ1)2
)
=
1
2
{∫
Γn
dκ1hn(κ1)
∫ ′
Γn
hn(κ2)
(
y′(κ+1 )(κ2 − κ1) + y(κ+1 )− y(κ+2 )
(κ2 − κ1)2y(κ+2 )
)
dκ2
−
(∫
Γn
dκ1hn(κ1)
∫
a
y′(κ+1 )(κ− κ1) + y(κ+1 )
(κ− κ1)2y(κ) dκ
)(∫
Γn
hn(κ2)ω(κ
+
2 )
)}
and the remainder Lremn is given by
Lremn =
1
2
∫
Γn
dκ1hn(κ1)
∫ ′
Γn
hn(κ2)
dκ2
(κ2 − κ1)2 .
We have arranged the definition of Lregn so that the integrand only has a simple pole at
κ2 = κ1. It follows that L
reg
n has the well-defined limit Lreg defined in (3.8) as n→∞.
The key point is that the first double integral in (3.8) converges at the endpoints of
Γ despite the fact that h is nonzero at these endpoints. The term Lremn , on the other
hand, diverges as n → ∞ due to ever growing contributions from the endpoints of Γ.
However, since Lremn is independent of z, it can be absorbed into the coefficient Kˆ0.
Furthermore, there exists a constant C such that
e
− ∫ PP0 ωξξ¯ = C
√
P − ξ¯
P − ξ , P ∈ Σz, (8.11)
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because both sides have a simple pole at ξ, a simple zero at ξ¯, and are analytic elsewhere
on Σz. Hence, ∫ ξ¯
ξ
ωκ+κ− = −
∫ κ+
κ−
ωξξ¯ =
log
√
P − ξ¯
P − ξ
κ+
κ−
∈ pii+ 2piiZ. (8.12)
Consequently, the second term in the exponent in (8.5) is independent of z and can also
be absorbed into the coefficient Kˆ0.
The above absorptions can be carried out by defining a new constant K0n by
K0n = Kˆ0e
Lremn +
∫
Γn
dmn(κ)
∫ ξ¯
ξ ωκ+κ− . (8.13)
As the branch points condense, we have Θˆ(v)→ Θ(v1) for each v ∈ Cg, where v1 denotes
the first component of the vector v ∈ Cg. Using this fact together with (8.5), (8.10),
and (8.13) to compute the limit of (8.2) as the branch points condense along Γn, we see
that the metric function e2κn corresponding to the Ernst potential fn can be expressed
by
e2κn = K0n
Θ
[
p1
0
]
(un)Θ
[
p1
0
](
un +
∫ ξ¯
ξ ω
)
Θ(0)Θ
(∫ ξ¯
ξ ω
) eLregn . (8.14)
We can now let p1 = 0 and take the limit n→∞ in (8.9) and (8.14). Then fn converges
to the solution (3.3) of the BVP (2.8), and e2κn converges to the associated metric
function e2κ given by
e2κ = K0
Θ (u)Θ
(
u+
∫ ξ¯
ξ ω
)
Θ(0)Θ
(∫ ξ¯
ξ ω
) eLreg , (8.15)
where K0 is a z-independent constant. This completes the proof of the expression (3.6)
for e2κ; the explicit expression (3.7) for the constant K0 will be derived in Section 9.
9. Solution near the rotation axis
In this section, we first complete the proof Theorem 3.6 by studying the asymptotic
behavior of the Ernst potential and the metric functions near the rotation axis ρ = 0.
We then use these results to establish expressions for a0 and K0, thus completing also
the proof of Theorem 3.1.
As ρ→ 0, the branch cut [−iz, iz¯] shrinks to a point and Σz degenerates to the genus
zero Riemann surface Σ′ defined by (2.15). In order to study this degeneration, we
introduce the axis-adapted cut basis {a˜, b˜} on Σz by (see Figure 8)(
a˜
b˜
)
=
(−1 0
0 −1
)(
a
b
)
. (9.1)
It then follows from the transformation formula for theta functions [6, Eq. (12)] that
there exists a constant c0 such that
Θ(v˜|B˜) = c0Θ(v|B), (9.2)
where v˜ = −v and B˜ denotes the period matrix associated with {a˜, b˜}. Let ω˜ and u˜
denote the analogs of ω and u in the axis-adapted basis {a˜, b˜} on Σz. Then
ω˜ = −ω, u˜ =
∫
Γ+
hω˜ = −u. (9.3)
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k¯1
k1
iz¯
-iz
a˜
b˜
Figure 8. The axis-adapted basis {a˜, b˜} on Σz.
It can also be verified by a residue computation that
ω∞+∞− = ω˜∞+∞− − 2piiω˜
and consequently
I = I˜ − 2piiu˜ where I˜ =
∫
Γ+
hω˜∞+∞− . (9.4)
Using the notation Θ˜(v) ≡ Θ(v|B˜), we can rewrite the expression (3.3) for the Ernst
potential as
f(z) =
Θ˜(u˜− ∫∞−−iz ω˜)
Θ˜(u˜+
∫∞−
−iz ω˜)
eI˜−2piiu˜. (9.5)
Define c ≡ c(z) ∈ C, J ′ ≡ J ′(ζ) ∈ R, and K ′ ≡ K ′(ζ) ∈ C by
c =
∫ ∞−
k1
ω˜, J ′ =
∫
Γ+
hω′ζ+ζ− , K
′ =
∫ ∞−
k1
ω′ζ+ζ− ,
where ω′PQ denotes the Abelian differential of the third kind on Σ
′. Recalling the
expression (2.16) for ω′ζ+ζ− , we see that J
′ can be written as in (3.10).
Lemma 9.1. We have −e−K′ = d, where d(ζ) is the function in (3.10).
Proof. A direct computation shows that
d
dk
log
(
µ(k+)µ(ζ+)− ζk + k21
k − ζ
)
=
µ(ζ+)
(k − ζ)µ(k+) .
Hence, using the expression (2.16) for ω′ζ+ζ− ,
K ′ = −µ(ζ+)
∫ ∞
k1
dk
(k − ζ)µ(k+) = − log
(
µ(k+)µ(ζ+)− ζk + k21
k − ζ
)∣∣∣∣∞
k=k1
= − log(µ(ζ+)− ζ) + log
(−ζk1 + k21
k1 − ζ
)
= − log
(
µ(ζ+)− ζ
k1
)
,
which implies e−K′ = (µ(ζ+)− ζ)/k1 = −d(ζ). 
The following lemma gives the behavior of several quantities near the rotation axis.
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Lemma 9.2. Let ζ > 0. As ρ→ 0, it holds that
u˜ =
J ′
2pii
+O(ρ2), Θ˜
(
u˜−
∫ ∞−
−iz
ω˜
)
= 1− eJ ′−K′ +O(ρ2),
c =
K ′
2pii
+O(ρ2), Θ˜
(
u˜+
∫ ∞−
−iz
ω˜
)
= 1− e−J ′−K′ +O(ρ2),
Θ˜
(
u˜+
∫ iz¯
−iz
ω˜
)
= 1 + βρ+O(ρ2), Θ˜
(
u˜+
∫ ∞−
iz¯
ω˜
)
= 1 + e−J
′−K′ +O(ρ2),
Θ˜(u˜) = 1− βρ+O(ρ2), Θ˜
(
u˜+
∫ ∞−
−iz
ω˜ +
∫ ∞−
iz¯
ω˜
)
= −e
−J ′−2K′−M ′
ρ
+O(1), (9.6)
and
Q(u) = 1− e−2J ′−2K′ +O(ρ2), I˜ = O(ρ2), (9.7)
where β ∈ C is a constant and M ′ is defined by
M ′ =
1
2
lim
→0
(∫ (ζ−)+
(ζ−)−
ω′ζ+ζ− − 2 log − 2 log 2− pii
)
.
The expansions in (9.6) and (9.7) remain valid if u˜ and J ′ are replaced by 0 in all places.
Proof. According to [6, Chap. III], ω˜ and B˜ admit the following expansions as ρ→ 0:
ω˜ =
1
2pii
ω′ζ+ζ− +O(ρ
2), B˜ =
1
pii
log ρ+
M ′
pii
+O(ρ2). (9.8)
The expansions of u˜ and c follow directly from (9.8) and the definitions. Moreover, note
that ∫ ∞−
−iz
ω˜ = c+
B˜
2
− 1
2
,
∫ ∞−
iz¯
ω˜ = c+
B˜
2
. (9.9)
By using (9.8), (9.9), and the expansions of u˜ and c, we get
Θ˜
(
u˜−
∫ ∞−
−iz
ω˜
)
=
∑
N∈{0,1}
e2pii(
1
2
B˜N(N−1)+N(u˜−c+ 1
2
)) +O(ρ2) = 1− eJ ′−K′ +O(ρ2).
This establishes the expansion of Θ˜(u˜−∫∞−−iz ω˜); the other expansions in (9.6) are proved
in a similar way. Note that (9.2) implies that Q(u) is invariant under the change of
basis {a, b} → {a˜, b˜}. The asymptotic behavior of Q(u) then follows by substituting the
expansions in (9.6) into (3.5). Finally, we have I˜ = I ′+O(ρ2) where I ′ =
∫
Γ+ hω
′
∞+∞− .
But I ′ = 0 because h(k) is an odd function of k. This proves (9.7). 
Proof of Theorem 3.6. In view of Lemma 9.2, the behavior (3.11) of f near the rotation
axis follows from (9.4) and (9.5). The asymptotics (3.13) of e2U follows from Lemma
9.2 and the identity e2U(z) = Q(0)eI/Q(u). These computations lead to the expressions
f(iζ) =
1− eJ ′−K′
1− e−J ′−K′ e
−J ′ , e2U(iζ) =
1− e−2K′
1− e−2J ′−2K′ e
−J ′ , (9.10)
for f(iζ) and e2U(iζ). Using Lemma 9.1, we see that the expressions in (9.10) are
consistent with the expressions (3.12) and (3.14) obtained in Section 5.
The fact that a = O(ρ2) as ρ → 0 is a consequence of (2.4), (3.4), and Lemma 9.2.
Similarly, in view of (2.7) and (3.6), it is clear that e2κ− 1 = O(ρ2). This completes the
proof of Theorem 3.6. 
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Proof of the expressions for a0 and K0. Expressing (3.4) in the axis-adapted basis {a˜, b˜}
and letting ρ→ 0 in the resulting equation, we find
a0 = lim
ρ→0
ρ
Q(0)2
Θ˜(u˜+
∫∞−
−iz ω˜ +
∫∞−
iz¯ ω˜)
Θ˜(u˜+
∫ iz¯
−iz ω˜)
e2piiu˜−I˜ .
Using Lemma 9.2 we conclude that
a0 = − e
−2K′−M ′
(1− e−2K′)2 .
Letting ζ →∞ and using that limζ→∞ e−2K′ = 0 and
lim
ζ→∞
(M ′ + 2K ′) =
1
2
lim
R→∞
(
−
∫ R+
R−
ω′∞+∞− − 2 logR− 2 log 2− pii
)
,
we infer that
a0 = −2i lim
R→∞
R exp
(∫ R+
k1
ω′∞+∞−
)
= −2i lim
R→∞
Re
− ∫Rk1 dkµ(k+) .
Since
d
dk
log
(
k + µ(k+)
)
=
1
µ(k+)
,
we obtain the sought-after expression for a0:
a0 = −2i lim
R→∞
Re
− log(k+µ(k+))
∣∣R
k1 = −2i lim
R→∞
Re
− log(R+
√
R2+ 1
4Ω2
)+log k1 = − 1
2Ω
.
Writing the expression (3.6) for e2κ in terms of the axis-adapted basis {a˜, b˜}, we get
e2κ = K0
Θ˜ (u˜) Θ˜
(
u˜+
∫ iz¯
−iz ω˜
)
Θ˜ (0) Θ˜
(∫ iz¯
−iz ω˜
) e 12 ∫ ′Γ dκ1h(κ1) ∫Γ h(κ2)( ∂ω˜κ+1 κ−1∂κ1 (κ+2 )− dκ2(κ2−κ1)2 ).
The expression (3.7) for K0 follows by letting ρ → 0 and using that e2κ = 1 on the
rotation axis. This completes the proof of the formulas for a0 and K0 and thus also of
Theorem 3.1. 
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