In this paper we address a discrete capacitated facility location problem in which customers have Bernoulli demands. The problem is formulated as a two-stage stochastic program. The goal is to define an a priori solution for the location of the facilities and for the allocation of customers to the operating facilities that minimize the expected value of the recourse function. A closed form is presented for the recourse function and an approximation is proposed for situations in which it can not be evaluated exactly. The stochastic assignment problem resulting from setting the operating facilities is studied and a procedure is proposed to approximate its optimal solution. We formulate the capacitated facility location problem with Bernoulli demands under perfect information and, finally, we propose a heuristic to find an a priori solution. Computational results are presented for the homogeneous case.
Introduction
A Facility Location Problem looks for the best location for a set of facilities that must satisfy requests of service coming from a given set of customers. Often it is assumed that customers demands of service are part of the input data of the problem and, thus, are known in advance. However, it is well-known that in practice this very seldom occurs, since usually there is a high level of uncertainty associated with the demand. Typical examples of location problems with non-deterministic demands include not only the location of emergency facilities, but also any location problem where the demand levels might change over different time periods (postal services, super-markets, warehouses to distribute goods with seasonal-dependent demand, airports, etc.) Brandeau and Chiu [9] , Louveaux [23] and Snyder [28] have surveyed different aspects of Stochastic Location Problems.
There are several alternatives for handling problems that exhibit uncertainty in service demands. If no assumption is made on the probability distribution of the demands, one possibility is to guarantee the robustness of the obtained solutions by taking into account several possible scenarios. Depending on the context, robustness can be evaluated by means of different measures like, for instance, the minimization of the cost associated with the most adverse scenario or the minimization of the cost associated with the most likely scenario. Some related references are, for instance, Averbakh and Berman [3, 4, 5] , Carrizosa and Nickel [11] , or Conde [12, 13] . Other possibilities arise when the stochastic nature of the demands is captured by means of some assumption on their probability distribution. For instance, when service requests that arrive when the servers are busy are rejected, some authors have considered probabilistic constraints to guarantee that the probability that customers with demand receive the requested service is above a certain threshold (e.g. ReVelle [26] and Toregas et al. [29] ). From a different point of view, when it is accepted that requests that arrive when servers are busy can wait until some server is free, queueing-location models address the minimization of the expected waiting time in the queue or the expected length of the queue. Some references along this line are Marianov and ReVelle [25] , Carrizosa et al. [10] , or Fernández et al. [15] . A different methodology to handle these problems comes from Stochastic Programming. One possibility is to define a recourse function that, given an a priori solution, indicates the best decision to make for each possible realization of the random vector, and then to find the a priori solution that minimizes the expected cost of this recourse function. Louveaux and Peeters [24] and Laporte et al. [22] explore this possibility for the Uncapacitated Facility Location Problem. In both papers, a set of scenarios is considered each of which occurring with some specified probability. Riis and Andersen [27] study a capacity expansion problem arising in telecommunication networks that involves no location decisions. The authors consider the realistic situation in which demand is uncertain and follows some known probability distribution. A stochastic integer programming formulation is proposed for the problem.
Frequently, the request of service of a given customer is expressed in terms of a "quantity" that represents the amount of resources of a service center that will be consumed if the customer is served. Nevertheless, in many situations requests for service are unitary in the sense that some service is requested that requires one unit of resource (e.g. one worker) from the service center. In such situation, each possible scenario is characterized by the set of customers with demand. This is, for instance, the case when servers are repairmen and requests of service from customers correspond to requests for repairing. Now, requests can be modeled by means of binary vectors. In this context, if demands are stochastic, the components of such a vector are 0-1 random variables. In this paper we consider the particular case in which the 0-1 random variables are independent and follow a Bernoulli probability distribution.
The facility location problem that we address in this paper is stated in a discrete setting. Accordingly, we assume that there is a finite set of potential locations for the facilities. Moreover, each customer must be assigned to one single facility. The decision regarding where to locate the facilities and how to allocate the customers to the operating facilities must be made before knowing which customers will in fact request the service. Actually, depending on the context, locational and assignment decisions are often made on a strategic or tactical level due to the resources that may have to be allocated to the implementation of these decisions (e.g. financial resources or human workforce). Therefore, not only it is not desirable to change these decisions too often but also, such decisions are often made and implemented before knowing exactly how the future will be, for instance, in terms of the potential demand. In this case, the planning must be ready before all requests for the service are received (see Snyder [28] for a deeper discussion on these aspects).
We assume that each facility has a capacity that represents the maximum number of customers that can be served from it (in case it is operating). Thus, in some realizations, there might be more customers allocated to one operating facility than the capacity of the facility. In such situation, if there are more customers requesting the service than the capacity of the facility to which they are allocated, some customers can not be served and a penalty cost is incurred for each request declined. We also consider the situation in which a facility can only be installed if a pre-specified minimum number of demand points is assigned to it. It should be noted that often, this imposition is not drawn by the costs but by preliminary decisions made to assure a somehow balanced system. This requirement is quite general, since the situation in which no such limits exist becomes a particular case of the problem we are studying. The goal is to decide where to locate the facilities and how to allocate all the customers so as to minimize the overall expected cost which, in addition to the penalty cost above mentioned also includes the costs for installing the facilities and the demand satisfaction costs. This is a Stochastic Combinatorial Optimization Problem, in which the stochasticity is associated with the customers demands, which we assume to follow a Bernoulli distribution.
Several Stochastic Combinatorial Optimization Problems with Bernoulli demands have been addressed in the literature in the context of the minimization of a recourse function. This is the case of the probabilistic travelling salesman problem. Jaillet [19] introduces this problem and presents a closed form expression for computing efficiently the expected value of the length of any given tour. Laporte et al. [21] propose a linear stochastic program model that is solved using a branch-and-cut approach. More recently, Bianchi and Campbell [7] propose a heuristic approach for the problem. The reader is referred to this latter work for additional references on this problem. Berman and Simchi-Levi [6] study a single-vehicle location-routing problem with Bernoulli demands. The authors formulate the problem and develop a lower bound on the value of the optimal a priori tour. Quite recently, Albareda-Sambola et al. [1] addressed a study of location-routing problems with Bernoulli demands. The authors propose heuristics and lower bounds to minimize the expected value of the defined recourse function. AlbaredaSambola et al. [2] propose an exact algorithm for minimizing the expectation of a recourse function for the Stochastic Generalized Assignment Problem, where it is assumed that the customers demands follow a Bernoulli distribution. To the best of our knowledge, no work exists in the literature that uses a similar methodology for discrete location problems with Bernoulli demands.
In this paper the optimization of the above described Facility Location Problem with Bernoulli Demands (FLPBD) is studied. In the next section the problem is formally described and a recourse function is presented that allows the FLPBD to be formulated as a two-stage stochastic program. The goal is to find an a priori solution that minimizes the expected cost of the recourse function. A closed expression for this function is derived, which is simple to evaluate in the homogeneous situation (all customers have demand with the same probability). Since its evaluation becomes unaffordable as the number of customers increases, the general case is addressed in Subsection 2.1, in which an approximation of the recourse function is proposed. Like in most location problems, the assignment subproblem to be solved when the set of facilities to open is known is of interest on its own. In Section 3 a formulation is presented for this stochastic problem and a solution algorithm is proposed which is based on the resolution of a minimum cost flow problem in an auxiliary network. The problem under perfect information that results for a particular a realization of the random vector is addressed in Section 4. This problem is indeed closely related to the FLPBD and is also of great interest, since its resolution for a large sample of realizations of the random vector gives us valuable information for evaluating the solutions obtained for the overall stochastic problem. Feasible solutions are obtained with a heuristic procedure that is proposed in Section 5. Section 6 is devoted to the computational experience performed to evaluate the proposed methodologies. The paper ends with some conclusions and suggestions for further research.
Definition of the problem
Let I and J denote the set of indices for the potential locations of facilities and for customers, respectively. Let n = |J|. We assume that the demand of service of each customer j ∈ J is given by a binary random variable, that we denote by ξ j , indicating whether or not customer j has demand. We further assume that ξ j follows a Bernoulli probability distribution of parameter p j . For i ∈ I, we consider, in addition, the following notation:
Fixed set-up cost for opening facility i;
i Minimum number of customers that have to be assigned to facility i if it is opened; K i
Maximum number of customers that can be served from facility i when it is opened; c ij Cost for serving customer j from facility i (j ∈ J).
It should be noted that for a realization of the random vector not all the customers need to have demand. For this reason, we distinguish between the assignment of customers to plants, which is done a priori and is independent of the potential realizations, and the service of customers from open plants, which is decided a posteriori, once the realization is known. Thus, an a priori solution is given by a set of operating facilities together with an assignment of all the customers to these facilities, such that for any open plant the set of customers that are assigned to it is at least i . Observe that K i is an upper bound on the number of customers that can be served from an opened plant and, thus, this is not taken into account for the feasibility of a priori solutions. Let J i denote the set of customers assigned to facility i in the a priori solution, with z i = |J i |. Throughout the text the customers with demand in a potential realization are referred to as the demand customers. Also, for a potential realization, η i denotes the number of demand customers assigned to facility i.
Given an a priori solution, the a posteriori solution indicates the decisions to make, once demand customers are known. If the number of customers assigned to an open facility i does not exceed its upper bound, i.e. z i ≤ K i , then in the a posteriori solution all the demand customers indexed in J i receive service from plant i. However, when the number z i exceeds K i , if η i is also greater than K i then the a posteriori solution consists of randomly selecting K i demand customers from J i for being actually served from plant i. Each of the remaining (η i − K i ) demand customers remain unserved. A service cost c ij is incurred for each served customer j. A penalty cost that we denote by g is incurred for every unserved customer. The recourse function is the expected cost, over all possible realizations of the demand vector and all realizations of the random choices for resolving the excess demand in plants, of the a posteriori solution.
The FLPBD consists of finding a set of facilities to open and an allocation of the customers to the opened facilities, in such a way that the sum of the fixed cost associated with the open facilities and the recourse function is minimized. In order to give a mathematical programming formulation for this problem, we consider the following sets of decision variables:
The FLPBD can be formulated as follows:
As mentioned above, the objective function (1) includes the fixed costs for opening the facilities and the recourse function. Constraints (2) assure that all customers will be assigned to (exactly) one facility while constraints (3) assure that this assignments can only be done to operating facilities. Constraints (4) state the minimum number of customers that should be assigned to one operating facility. Finally, constraints (5) and (6) are domain constraints.
We next analyze in more detail the recourse function. To do so, for a given solution, (y, x), we express both z i and η i in terms of the decision variables. That is
In addition, define generically P i (s) as the conditional probability of serving a demand customer assigned to facility i ∈ I given that the total number of demand customers assigned to facility i is s (i.e. η i = s). For i ∈ I, we have:
For a given a priori solution we can, thus, evaluate its recourse function. Therefore, we can write:
Thus, the objective function (1) becomes
In the general case, when the probabilities p j are not necessarily equal for all customers, the probability distribution of the η i variables is quite involved. For a given solution (y, x) recall that J i = {j ∈ J : x ij = 1}. Then,
However, when p j = p ∀j ∈ J, η i is a Binomial random variable with parameters z i and p. Thus,
we have:
and we obtain the following closed expression for the objective function:
2.1 Normal approximation for the probability distribution of total demand for open plants.
The evaluation of the expression (7) becomes unaffordable as z i increases. However, for values of z i large enough, the central limit theorem allows us to approximate the distribution of η i by a normal law. Indeed, since the expected value of η i is µ i = j∈J i p j , and its variance,
In addition, for a fixed j ∈ J i , let η
Thus, we also have η
For a given solution to problem P, (y, x), we denote by I the index set of opened facilities.
Proposition 1 Let (y, x) be a solution to problem P. Then, for all i ∈ I and j ∈ J i ,
where
and
Proof:
.
We have,
Therefore,
p j , and the result follows.
Proposition 2 For any solution (y, x) to formulation P for which z i is large enough, for all i ∈ I, the objective function can be approximated by
Proof: The result holds by Proposition 1 since
The Stochastic Assignment Subproblem
In this section we address the assignment problem that results when the set of operating facilities is known. Let I ⊂ I denote the set of facilities that are opened and assume that i∈ b I i ≤ |J|, to guarantee that there exists a feasible assignment on set J. We want to find an assignment of customers within the set of open facilities of minimum expected cost. This problem can be expressed as:
s. t.
For a given set of operating facilities I it is not a simple task to solve AP ( I) optimally. For this reason we propose a method for obtaining good quality solutions to the problem by solving a deterministic minimum cost flow problem in an auxiliary network N ( I) = (V, A) defined as follows:
• The set V has a vertex associated with each customer j ∈ J, two vertices associated with each open facility i ∈ I, and one additional vertex, that we denote v 0 . Let us denote V = {v r : r ∈ R}, where R = {J} ∪ I ∪ I ∪ {0}, being I a copy of the set of indices of the facilities in I.
• The set of arcs contains arcs (v j , v i ), ∀j ∈ J, ∀i ∈ I; arcs (v i , v i ), where i ∈ I, i ∈ I and v i is the copy of vertex v i ; and arcs (v i , v 0 ), ∀i ∈ I .
• The vector of productions/demands b = (b r ) r∈R is defined as follows: all vertices v j , j ∈ J are production ones with b j = 1. Vertices v i , i ∈ I, are transhipment ones, i.e., b i = 0, i ∈ I. The remaining vertices are demand ones: b i = i , ∀i ∈ I and b 0 = n − i∈ b I i (recall that n = |J|). Thus, network N is balanced.
• Given the above productions and demands, the flows through arcs (v j , v i ) will only take values 0 or 1, ∀j ∈ J, i ∈ I. They will take value 1 to represent that customer j is assigned to plant i. Thus, the flow through arcs (v i , v i ) will represent the number of customers allocated to facility i.
•
Kt , where p denotes the average of all p j , j ∈ J. The remaining arcs have no upper limit on their maximum flow. The rationale behind the previous expression is to choose auxiliary capacities large enough to allow to assign all the customers to the set I, and proportional to the service capacities, K i .
• We define a cost function c on the arcs such that all arcs have cost zero apart from the arcs (v j , v i ), whose cost is c ji = c ij
. Figure 1 depicts a general network built as described above. Note that the solution to the minimum cost flow problem in the above network gives the optimal solution to the assignment problem when the capacities of the facilities, K i (i ∈ I) are so high that the capacity constraints on the plants are never binding. In the general case, the cost function c weights the original assignment costs penalizing assignments to facilities with small capacities, and giving more weight to customers with higher probability of requesting the service.
The FLPBD under perfect information
In this section we study the FLPBD under perfect information. That is, we study the problem that results from a particular realization of the random vector, which is the same as to consider that we know in advance which customers will in fact request the service. We next study how to find an optimal solution of the problem for each realization of the random vector. By solving such a problem for all possible realizations of the random vector we obtain a population of optimal values, each of which with some probability. Finding this population and its corresponding probability distribution is known in the literature as the distribution problem (see for instance, Birge and Louveaux [8] ). In particular, the mean value of the above mentioned distribution gives the so-called wait-and-see value. In practice, in general, it is very difficult to find the exact distribution of the above mentioned population as well as the wait-and-see value. This is also true for the particular case of the FLPBD. However, the possibility of solving the problem under perfect information allows us to estimate this latter value, for instance, by simulation. By estimating the wait-and-see value we get a way for measuring the degree of stochasticity of a particular instance although, as pointed out in Birge and Louveaux [8] no such measure is absolute for evaluating how stochastic an instance is.
In the FLPBD, a realization of the customers demands is not enough to define perfect information. Given that the number of customers with demand assigned to an open facility i may exceed its capacity K i , and given that the number of customers that can be served from facility i cannot exceed K i , for having perfect information we also need to know the criterion according to which we decide whether of not a customer with demand is going to be served. In this paper we assume that we use a first come first serve policy. Hence, perfect information is given by both the set of customers that have demand and also the order in which requests of service "arrive" at the system. For a given realization ξ, denote by J ξ = {j ∈ J : ξ j = 1} the set of indices of demand customers, n ξ = |J ξ |, and by (π(1), . . . , π(n ξ )) the order by which their requests of service arrive, so that π(q) is the index of the customer corresponding to the q-th request for service, q = 1, . . . , n ξ . For formulating the FLPBD under perfect information, in addition to the y variables, that represent the location decisions, and the x variables, that represent a priori assignments of customers, we define a new set of variables, denoted w, that represent the served customers in the a posteriori solution, i.e. the demand customers that are actually served in the solution to the problem.
The problem under perfect information can then be formulated as follows:
s. to:
In this formulation, constraints (14) and (15) together force each customer to be assigned to an operating facility. Constraints (16) state the service capacity of each plant, and constraints (18) avoid opening a plant that does not have enough customers assigned to it. Constraints (17) ensure that services are provided according to the assignment of customers to plants. Finally, constraints (19) assure that in each plant, a first call first serve policy is used to decide which customers to serve.
As mentioned before, having formulated the problem under perfect information it is possible to estimate the wait-and-see value, which is the expected value of P I(ξ, π). To do so one possibility is to simulate the uncertain data, namely the customers that in fact have demand as well as the order by which they call to be served and to solve model P I(ξ, π) with some general purpose software. By doing so for several simulations and by evaluating the average of the values obtained, we get an estimate of the wait-and-see value. The difference between the value of the best solution known for P and this estimate gives us an estimate of the expected value of perfect information.
A heuristic procedure
As mentioned in the previous section, one advantage of formulating the problem under perfect information (13)- (21) is to have the possibility of using simulation to obtain the optimal solutions to different realizations of the random vector. If we do so, the {x, y} part of an optimal solution to each P I(ξ, π) problem is, in fact, an a priori solution for the stochastic problem. Therefore, we can evaluate the objective function (8) using this solution. If the number of simulations is large enough, the best solution found (in terms of the objective function (8)) can be taken as an approximation of the optimal solution of the original stochastic problem. This methodology is a possibility for obtaining feasible solutions to the FLPBD. Nevertheless, it is a pure simulation procedure in the sense that feasible solutions are obtained by a simulation procedure and not using any well-structured methodology that takes advantage of the problem. Moreover, many simulations may be required before a good feasible solution is obtained.
In what follows, we propose a heuristic procedure for obtaining feasible solutions to the FLPBD. In the computational experiments section the results obtained using this heuristic will be compared with the ones obtained using the simulation procedure described above.
The heuristic we propose consists of three phases. The first one is a constructive phase that builds a feasible solution in a greedy fashion and does a rudimentary initial assignment. The second phase obtains the a priori assignment by solving the minimum cost flow problem associated with the assignment problem AP ( I), where I the set of indices of plants opened in the first phase. Finally, the third phase is an improvement one that performs Local Search on the assignment obtained in the second phase. The second phase was already described in Section 3. Accordingly, we detail now the first and third phases.
Constructive Phase
In the constructive phase we temporarily relax the constraints requiring each open plant to have a minimum number of assigned customers. Initially, one single facility is chosen to be opened and all customers are assigned to it. In a general step k a new plant is opened and some customers are reassigned to it, giving raise to a feasible solution (ỹ k ,x k ). To choose the plant to open we estimate, for each closed plant, the incremental cost that would be incurred by opening it. The chosen plant is the one leading to the lowest negative incremental cost, if any. The procedure stops when all incremental costs are non-negative.
In each step k, denote by I k the set of facilities that are open, and by i(j) the plant to which customer j is currently assigned (j ∈ J). Let also s k i denote the number of customers assigned to a facility i ∈ I k (i.e. s k i = |{i : i(j) = i}|). Then, for each closed plant i ∈ I \ I k , we compute the incremental cost for opening it, say ∆ k i , as the sum of the set-up cost of facility i plus an estimation of the variation in the assignment costs when reassigning customers from its current assignment, taking into account the expected saving in the penalty for unserved customers. If one or several closed facilities have a negative incremental cost, we choose to open the one with the most negative incremental cost. The procedure continues until all the closed facilities have a non-negative incremental cost. In the initialization step, for each plant i, the maximum number of customers we allow to be assigned to facility i is u i = max K i , • Compute the initial auxiliary capacities u i , i ∈ I, as follows
, where c i denotes the average assignment cost to facility i.
• Let i 0 ∈ I be such that ∆ 0 i 0 = min i∈I ∆ 0 i .
• Sort the customers by non-decreasing order of the values δ ij . Denote by j [q] (q = 1, . . . , n) the q-th customer after sorting.
• For i ∈ I,
;
As mentioned before, at termination of the constructive phase, we apply a second phase where an a priori assignment is obtained by solving the minimum cost flow problem of Section 3 as an approximation of the assignment problem AP ( I k ).
Local Search
In the local search phase we consider two types of moves: reassignments and interchanges. In both cases we estimate the variation in the total cost, instead of computing it exactly. The exact value of a solution is computed after the constructive phase, and after the local search phase.
The two neighborhoods that we use in the local search are defined by reassignments of customers within the set of open plants, and by interchanges of assignments of pairs of customers, respectively. Below, we propose an estimate of the variation of the objective function value in each case:
Reassignments
An estimate for the variation in cost when reassigning customer j from plant i 1 = i(j) to i 2 is:
In this expression, the term
is an estimate of the increase of the expected penalty in plant i 2 , that will now have one more customer, whereas the term
is an estimate of the reduction of the expected penalty in plant i 1 .
Interchanges
When interchanging the assignment of two customers j 1 , j 2 , if we take i 1 = i(j 1 ), i 2 = i(j 2 ) and we assume (without loss of generality) that p j 1 > p j 2 , the estimate for the cost variation is:
Note that for the situation in which p j = p ∀j, the penalty term is 0.
Computational Experiments
In this section we report the computational experience performed to evaluate the methodologies presented above applied to the homogeneous case (p j = p, j ∈ J). Due to the fact that no benchmark instances exist for the FLPBD, we considered two sets of instances existing in the literature for the capacitated single sourcing facility location problem namely, those presented by Holmberg et al. [16] and Díaz and Fernández [14] (publicly available at http://www-eio.upc.es/∼elena/sscplp/).
For each instance in each set, the demands of the customers were ignored, since now they follow a Bernoulli probability distribution, and new capacities K i have been generated, coherent with the Bernoulli demands, as follows. Each instance produced four instances for the FLPBD according to:
1. p j = 0.25 ∀j ∈ J, i = 0 ∀i ∈ I, and K i are generated as described below ∀i ∈ I.
2. p j = 0.25 ∀j ∈ J. For each i ∈ I, K i is generated as described below. Then, i is set equal to the minimum between the nearest integers to K i /2 and n/4.
3. p j = 0.75 ∀j ∈ J, i = 0 ∀i ∈ I, and K i are generated as described below ∀i ∈ I.
4. p j = 0.75 ∀j ∈ J. For each i ∈ I, K i is generated as described below. Then, i is set equal to the minimum between the nearest integers to K i /2 and n/4.
For each instance, the capacities of the plants are generated as follows:
1. Generate a random number ρ in the set {1, 2, 3, 4, 5}, which represents a lower bound on the value that we accept for each K i , i ∈ I.
2 For each plant i ∈ I
Define
2.2 Define Γ = i∈I γ i .
, where ϑ i is a random number in [0.9γ i ; 1.1γ i ].
If
In general terms, the capacities of the facilities are generated in such a way that the expected overall capacity is equal or close to 1.5np (recall that we are considering p j = p, j ∈ J). Note that if K i = λ i ∀i ∈ I, then the expected overall capacity is exactly 1.5np, which is not the case if some λ i < ρ or λ > n. However, we expect the final value to be close to the target.
Note also that for each instance we first set the values p j (j ∈ J) and then we determine K i for all i ∈ I according to the steps above. Instances of types 1 and 2 share the same vector of K i . The same happens with instances of types 3 and 4. This way, in both cases, for the same vector of K i two possible vectors of i are considered.
Finally, for each instance, the penalty cost g was set equal to max i∈I, j∈J c ij .
All the instances have a label with three components that allow an easy identification:
• A letter indicating the original set upon which the instance was built. 'D' denotes an instance from the set considered in Díaz and Fernández [14] and 'H' denotes one instance coming from the set presented in Holmberg et al. [16] .
• The label of the original instance.
• The type of instance for FLPBD (1, 2, 3, or 4) as described above.
For example, 'D p2 3' refers to an instance of type 3 built from instance p2 taken from Díaz and Fernández [14] .
The computational results we present are based on instances p1-p33 from Díaz and Fernández [14] and instances p1-p24 from Holmberg et al. [16] . Taking into account the four types of instances built from each of these, in total we have 228 instances. The number of locations and the number of customers for these instances are given in the following table:
Instance |I| |J| Instances from Díaz and Fernández [14] p1-p6 10 20 p7-p17 15 30 p18-p25 20 40 p26-p33 20 50
Instances from Holmberg et al. [16] p1-p12 10 50 p13-p24 20 50
As it was mentioned in Section 4, in this paper we estimate the wait-and-see value by simulation. In particular, we consider the average of the optimal values of P I(ξ, π) solved for the different realizations randomly generated for the random vectors. These optimal values are obtained using ILOG CPLEX 11.0.
It is a well-known result from stochastic programming (see, for instance, Kall and Wallace [20] ) that in a minimization problem, the wait-and-see value can never be greater than the optimal value of the stochastic problem. However, this is not necessarily true (and in general it is not) for all realizations of the random vector. Accordingly, it may happen that the above mentioned average (that estimates the wait-and-see value) is greater than the value of some feasible solution found. When this is the case we take for the wait-and-see estimate the value of such feasible solution.
We defined as a stopping criterion for the simulation procedure an average variance below 10% of the average itself because this is a good indication that a very 'stable' value was achieved for the average. However, to overcome situations in which the first iterations lead to very similar values, we set a minimum number of 30 simulations. On the other hand, to make sure that the process would stop within a reasonable number of simulations we set a maximum number of 7500 simulations.
All computational tests were performed on a Pentium(R) 4, 3.2 GHz, 1.0 GB of Ram. All procedures were integrated in a in C++ code. For solving the network flow problem of Section 3 we used the callable library and the Network Optimizer of the general solver ILOG CPLEX 11.0 [18] . For solving the problem under perfect information (P I(ξ, π)) proposed in Section 4 (and, consequently, to obtain an estimation of the wait-and-see value) the same solver was combined with ILOG Concert 2.5 Technology [17] .
For the two basic sets of instances, Figures 2 and 3 depict the gaps (%) with respect to the wait-and-see estimated value of the best solution found (during the simulation procedure) as well as of the solution found by the heuristic. In particular, Figure 2 refers to the instances 'H' while Figure 3 refers to the instances 'D'. Observing these two figures one realizes that the gaps (with respect to the wait-and-see estimated value) are much larger in instances 'H' than in instances 'D'. This is an indication that the first set of instances may be more 'stochastic' than the second one, which is not surprising when we look closely at the instances. In instances 'H', the ranges for the different set-up costs are small (instances H p1 -H p13) or even zero (instances H p14 -H p24). Moreover, the set-up costs have a magnitude similar to the demand satisfaction costs (often we find the latter greater than the former). Accordingly, in the deterministic version of the problem, there can be "many" quasi-optimal solutions (more or less similar in terms of their value). However, in the stochastic version, each realization might have a different optimal solution depending on where the demand is located. In this situation the optimal solution to the deterministic version does not coincide often with the optimal solution associated with a realization in the stochastic version. On the contrary, in instances 'D' the ranges for the different set-up costs are large, which, in turn, are considerably larger than the demand satisfaction costs. Therefore, often, some combinations of open facilities might be "good" for many different realizations of the random vector. In such cases, the optimal solution to the deterministic version might be also optimal for a realization. In fact, in this problem, more variability in the data (and in the magnitude of the set up costs versus demand satisfaction costs) lead to 'less stochasticity'.
Another conclusion that can be drawn by observing Figures 2 and 3 is that a change in the values i does not have a great impact on the quality solutions obtained (either by the simulation procedure or by the heuristic). However, this is not the case when p increases. In Figures 2 and 3 note the differences in the scales used in upper part and in the lower part of the figures. In fact, the gaps with respect to the wait-and-see value of the solutions obtained are smaller for larger values of p j .
In addition to Figures 2 and 3 , detailed information on the computational tests performed can be found in Tables 1-4 . In these tables, the first column presents the name of the instances. Columns 2-4 are associated with the wait-and-see value. Column 2 presents the estimate of this value, Column 3 presents the cpu time (in seconds) required for the simulations and Column 4 presents the number of simulations. Columns 5-7 refer to the best solution found during the simulations. In Column 5 we can observe the value of the best solution found whereas in Column 6 we can find the number of simulations performed until this solution was found. Column 7 presents the gap between the value of the best solution found and the wait-and-see estimated value. Columns 8 and 9 present the value obtained by the heuristic proposed in Section 5 and the gap between this value and the wait-and-see estimated value. In the last column one can see an estimate of the Expected Value of Perfect Information (EVPI). Note that Columns 7 and 9 detail the data depicted in Figures 2 and 3 .
Observing Tables 1-4 we see that the number of simulations performed to estimate the waitand-see value was much below the limit of 7500 that had been imposed. This is an indication that the average used to estimate the wait-and-see value becomes stable in a number of runs much lower that the imposed limit. Moreover, a clear difference can be found between 'H' instances and 'D' instances. The number of runs performed for estimating the wait-and-see value was much lower in the latter case as well as the time required to do it. Therefore, it is not surprising that the same type of conclusions can be drawn for the number of runs performed before the best solution was found (Column 6). Note, also, that the number of runs required until the best solution was found is much lower than the total number of runs. This means that a very good solution is obtained early in the simulation procedure.
By observing the last column in Tables 1-4 (which gives an estimate of the EVPI) we confirm the conclusion that was drawn above about the difference in the 'degree of stochasticity' between instances 'H' and 'D'. In fact, the EVPI is a measure (even if not always very robust) of the 'degree of stochasticity' of an instance (see, for instance, Birge and Louveaux [8] ). As we can see, the EVPI is quite small in instances 'D' and often is equal to 0.
It is very important to observe the performance of the heuristic in the two sets of instances. In comparison with the best solution found during the simulation procedure, the heuristic performs much better in instances 'H' than in instances 'D'. This is very important because it gives evidence that the heuristic performs better in instances with a greater 'degree of stochasticity', which is a very important feature. In fact, the heuristic was designed for the stochastic case and a good behavior in instances with 'more stochasticity' is highly desirable. It should be pointed out that the cpu time required by the heuristic was always below 1 second (and this is the reason why the this cpu time is not presented in Tables 1-4) .
As mentioned before, the possibility of working with the FLPBD in the non-homogeneous situation, relies on the approximation of the objective function stated in Proposition 2. Only for instances with a very small |J| would we be able to evaluate the quality of the approximation. Accordingly, no results are presented for this situation because for instances with a size similar to the ones presented in Tables 1-4 , it is already unaffordable to compute exactly the recourse function, which means that the quality of the approximation could not be measured. Therefore, any computational experience we presented for such case would be meaningless in the sense that the quality of the results could only be measured for instances where the conditions for the approximation do not hold.
Conclusions and directions for further research
In this paper we studied a facility location problem with Bernoulli demands. We proposed a two-stage stochastic programming model for the problem. We showed that the recourse function has a closed form. For the non-homogeneous case the exact evaluation of the recourse function becomes unaffordable when a large number of customers is assigned a priori to the operating facilities. In this case we used the central limit theorem to show that the recourse function can be approximated. We studied the stochastic assignment problem arising when a decision has been made on the operating facilities. Again, we propose approximating the optimal solution to this problem, which can be accomplished by solving a minimum cost network flow problem on an auxiliary network. We study the problem under perfect information. Finally, we propose a heuristic for finding an a priori solution to the problem. We present results from computational experience for the homogeneous case. The results indicate that it is possible to estimate the waitand-see value as well as the expected value of perfect information with an affordable computational effort. Moreover, a good a priori solution can be found by using the simulation procedure that estimates the wait-and-see value. For instances with a large degree of 'stochasticity' the heuristic proposed can obtain even better results with a very small computational effort.
In the future, it would be interesting to study the possibility of extending the results and methodologies presented in this paper to more general situations namely, by considering other probability distributions for the demands and a multi-period setting for locating the facilities. Another opened direction for further research regards the algorithmic use of the normal approximation of the recourse function for the non-homogeneous case. 
