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Identification and Estimation of Quantum Linear Input-Output Systems
by Matthew Levitt
The system identification problem is to estimate dynamical parameters from the
output data, obtained by performing measurements on the output fields. We inves-
tigate system identification for quantum linear systems. Our main objectives are to
address the following general problems:
(1) Which parameters can be identified by measuring the output?
(2) How can we construct a system realisation from sufficient input-output data?
(3) How well can we estimate the parameters governing the dynamics?
We investigate these problems in two contrasting approaches; using time-dependent
inputs (Sec. 3.7.1 or time-stationary (quantum noise) inputs (Sec. 3.7.2).
In the time-dependent approach the output fields are characterised by the transfer
function. We show that indistinguishable minimal systems in the transfer function
are related by symplectic transformations acting on the space of system modes (Ch.
6). We also present techniques enabling one to find a physical realisation of the
system from the input-output data. We present realistic schemes for estimating
passive quantum linear systems at the Heisenberg limit (Ch. 7) under energy resource
constraint. ‘Realistic’ is our primary concern here, in the sense that there exists
both experimentally feasible states and practical measurement choices that enable
this heightened performance for all passive quantum linear systems. We consider
both single parameter and multiple parameter estimation.
In the stationary approach the characteristic quantity is the power spectrum. We
define the notion of global minimality for a given power spectrum, and characterise
iii
globally minimal systems as those with fully mixed stationary state (Sec. 6.1).
The power spectrum depends on the system parameters via the transfer function.
Our main result here is that under global minimality the power spectrum uniquely
determines the transfer function, so the system can be identified up to a symplectic
transformation (see Secs. 6.5, 6.4 6.11). We also give methods for constructing a
globally minimal subsystem directly from the power spectrum (see Sec. 6.3). These
results hold for pure inputs, we discuss extensions to mixed inputs and the use of
additional input channels; using an appropriately chosen input in the latter case
ensures that the system is always globally minimal (hence identifiable).
Finally, we discuss a particular feedback control estimation problem in Chs. 8
and 9. In general, information about a parameter within a quantum linear system
may be obtained at a linear rate with respect to time (in both approaches above);
the so called standard scaling. However, we see that when the system destabilises, so
that its system matrix has eigenvalues very close to the imaginary axis, the quantum
Fisher information is enhanced, to quadratic (Heisenberg) level. We give feedback
methods enabling one to destabilise the system and give adaptive procedures for
realising the Heisenberg bounds.
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Nomenclature
M = (Mij) Matrix
M = (Mij) Matrix of operators
1n Identity matrix of size n
1 Identity operator
x∗ or x Complex conjugate of x ∈ C
|x| Modulus of x ∈ C
Re(α) Real part of x ∈ C
Im(α) Imaginary part of x ∈ C
M# =
(
M∗ij
)
Complex conjugate matrix
MT = (Mji) Transpose matrix
M † =
(
M∗ji
)
Adjoint matrix
[A,B] = AB −BA Commutator
X˘ =
[
X
X#
]
Doubled-up matrix(
A B
B# A#
)
∆ (A,B)(
1n 0
0 −1n
)
Jn
Z[ = JmZ
†Jn for Z ∈ C2n×2n Symplectic adjoint
Tr(·) Trace
Det(·) Determinant
Spec(·) List of eigenvalues of a matrix
Diag(x1, ..., xm) An m×m diagonal matrix with (diagonal)
entries x1, ...xm
δij Kronecker Delta
δ(t) Dirac Delta
〈·| and |·〉 ‘Bra’ and ‘Ket’ notation for a quantum state
ρ Density matrix
〈X〉 Quantum expectation of observable X
xii
E [X] Classical expectation of random variable X
Var (·) Variance of an observable or random variable
Cov (·) Covariance of an observable or random variable∫∞
−∞ e
−stx(t) for s ∈ C Laplace transformation.
Semisimple matrix A diagonalizable matrix
Monic Rational Function A rational function R(x) := P (x)
Q(x)
where the
leading coefficient of both polynomials P (x) and
Q(x) is unity.
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Introduction
We stand on the brink of a quantum technological revolution, poised to deliver
groundbreaking applications in computation, communication and metrology [3–5].
In order to surpass the fundamental limits set by “classical” measurement, informa-
tion processing and control theory, these applications must exploit powerful quantum
mechanical phenomena, such as entanglement and coherence, which have no classi-
cal analogue. However, the main difficulty is that the enhancements attributed to
quantum effects are notoriously sensitive to noise [6, 7]. Therefore, the key challenge
(both theoretically and experimentally) is to devise and develop quantum control
methods for systems interacting with noisy environments. This has motivated the
development of quantum filtering theory [8–11], quantum feedback control [5, 11–21]
and network theory [22–25], which build on the existing classical stochastic control
theory.
In particular, there has been a rapid growth in the study of quantum linear sys-
tems (QLSs). QLSs are a class of models used in quantum optics, opto-mechanical
systems, electrodynamical systems, cavity QED systems and elsewhere [19, 26–31].
They have many applications, such as quantum memories, entanglement generation,
quantum information processing and quantum control [7–9, 32–37]. Broadly speak-
ing, a QLS consists of a continuous variable quantum system (e.g an electromagnetic
field in an optical cavity) weakly coupled with a Bosonic environment (e.g. external
laser fields). They are analogous to classical electrical networks; classical circuits are
built from elementary elements such as resistors, capacitors, inducers, etc, whereas
QLSs are quantum circuits built from beam-splitters, optical, cavities and squeezers.
QLSs are input-output models, where one prepares an input in the field and then
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infers system parameters indirectly through quantum measurements in the field.
System identification theory [38–42] lies at the boundary of control theory and
statistical inference, and deals with the estimation of unknown dynamical parame-
ters, such as the system hamiltonian or coupling constants, from the input-output
data. The identification of linear systems is by now a well developed and mature
topic in classical systems theory [38–40, 43–49], but has not been fully explored in
the quantum domain [5]. Here we will strive towards this.
We distinguish two contrasting approaches to the identification of QLSs, which
we illustrate in Fig. 3.3. In the first approach, one probes the system with a known
time-dependent input signal (e.g., coherent state), then uses the output measurement
data to compute an estimator of the unknown dynamical parameter. The character-
istic quantity here is the transfer function and as such QLSs with the same transfer
function are called transfer function equivalent (TFE). We investigate system iden-
tification for the time-dependent approach in Ch. 5. In the second approach the
input fields are prepared in a stationary (in time) pure Gaussian state with inde-
pendent increments (squeezed vacuum noise) and the characteristic quantity is the
power spectrum. We explore this approach in Ch. 6.
Following the results in Chs. 5 and 6 one will understand what parameters can
be identified in a QLS and how to identify them. The next natural question following
this is how well such parameters can be identified? This question is the main focus
of Chs. 7 and 8. The setup is similar to the standard metrology setup (which is
also reviewed in Ch. 4), however the added difficulty in the QLS setup arises from
working in continuous time and therefore requires a different analysis of behaviour
[50]. In Sec. 7.1 we provide a realistic scheme to identify a single unknown parameter
of a passive QLS at the Heisenberg limit with respect to an energy constraint. ‘Real-
istic’ is our primary concern here, in the sense that there exists both experimentally
feasible states and practical measurement choices. Our method uses a generalisation
of the seminal interferometric method proposed by Caves in 1981 [51], which places
squeezed and coherent states in the interferometer arms. Our method is genuinely
quantum system identification using entanglement, which is a new topic in systems
and control theory. Note that this strategy is currently being implemented in the
most advanced interferometers designed to detect gravitational waves [52, 53]. In
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Ch. 8 we switch focus, so that time is our main resource constraint, and investigate
in detail the phenomenon that when the system destabilises, so that the system is
quasi-decoherence free, metrological information from the system is enhanced and
the quantum fisher information becomes quadratic (rather than linear) in the obser-
vation time. This is particularly surprising considering that information about the
system is extracted indirectly via the field and such destabilisation will make the
system-field coupling smaller.
Finally, in Ch. 9 we consider a particular reservoir engineering problem. Reser-
voir engineering is a hot topic at the moment and is concerned with designing the
dissipative dynamics of a system with the environment to drive the system into a
desired pure stationary state. It has various applications in laser cooling and optical
pumping [26, 54–57]. Given a QLS is it possible to design a second QLS so that the
combined system has a pure stationary state and (by results in Ch. 6) the output
of the first system is negated by the second. This provides a natural purification for
the stationary state and we see later its possible applications.
In Part I we review the necessary background material required for this thesis
In particular, in Chs. 2 and 3 we review in detail the important aspects of classical
and quantum linear systems, respectively, and Ch. 4 surveys the necessary aspects
of quantum estimation theory. Part II comprises the main results outlined above.
4Part I
Background
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Classical Linear Systems
Classical linear systems (CLSs) are dynamical models describing a range of real
world phenomena. They have many applications, from automatic control systems
and communication, to aeronautics and engineering [48, 58–60]. Most recently the
applications of linear systems have extended to quantum mechanics, which subse-
quently led to the birth of quantum linear systems theory [13];. Many CLS theory
results transfer over to quantum linear systems theory directly, therefore it is worth-
while for us to review CLSs in detail first.
CLSs are examples of input-output or ‘black-box’ models. Typically, one can
access the system indirectly by preparing a time-dependent input signal, which acts
as a probe to the system. After the coupling, the parameters of the system are
imprinted on the output signal. From the observations, the task is to estimate
parameters within the system. A huge body of theory has been developed to treat
various aspects of this problem, including system identification, realization theory
and statistical estimation theory [44, 47, 48, 61].
2.1 Description of CLSs
CLSs are described by the following pair of differential equations [48]
dx(t) = Ax(t)dt+Bu(t)dt (2.1)
dy(t) = Cx(t)dt+Du(t)dt (2.2)
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where x(t) ∈ Cn is called the system state, u(t) ∈ Cm is an input signal and y(t) ∈ Cp
is an output signal. The matrices A,B,C,D are appropriately dimensioned complex
matrices1. A CLS with one input channel (m = 1) and one output channel (p =
1) is called SISO (single input and single output), otherwise it is called MIMO
(multiple input and multiple output). The input to the system can be deterministic
or stochastic, resulting in a set of differential or stochastic differential equations
respectively.
Now, Eqs. (2.1) (2.2) can be solved directly [38, 48]; we give the solution for x(t)
here:
x(t) = eA(t−t0)x(t0) +
∫ t
t0
eA(t−τ)Bu(τ)dτ (2.3)
where t0 is the initial time. From Eq. (2.3), if any of the eigenvalues of A are in
right half plane (Re(λ(A)) ≥ 0) then x(t) will be dominated by the first term and
will grow without bound in the long time limit. Therefore, from now we will only be
interested in stable CLSs (see Def. 1).
Definition 1. A CLS (A,B,C,D) is said to be (Hurwitz) stable if all eigenvalues
of A lie in the open left half plane.
2.2 Controllability, Observability and Minimality
Apart from the input (and the initial state of the system) the dynamics is completely
determined by the quadruple (A,B,C,D) [5]. The following two concepts, defined
in terms of these matrices, are very important in linear systems theory [48]:
Definition 2. A CLS (A,B,C,D) or the pair (A,B) is controllable if, for any
initial initial state x0, final state x1 and times t0 < t1 there exists a (piecewise
continuous) input u(·) such that x(t0) = x0 and x(t1) = x1. Otherwise the pair
(A,B) is uncontrollable.
Definition 3. A CLS (A,B,C,D) or the pair (C,A) is observable if, for any times
t0 < t1 the initial state x(t0) = x0 can be determined from the past history of the
1Usually everything here is real valued, however from a quantum point of view later it is more
natural to work with complex matrices and signals.
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input u(t) and the output y(t) in the time interval [t0, t1]. Otherwise the pair (C,A)
is unobservable.
We will see precisely why these definitions are so important shortly. But first
observe that we can take the Laplace transformation (see Nomenclature) of (2.1)
and (2.2) to obtain the following input-output map2:
Y (s) = G(s)U(s), (2.4)
where U(s) and Y (s) are the Laplace transforms of u(s) and y(s) and the transfer
function G(s) is given by:
G(s) = C (sI − A)−1B +D.
The most an experimenter can hope to obtain from measurements of the output
is the transfer function. However, not only is it possible that two CLSs can have the
same transfer function, such systems may also have differing dimensions (i.e different
number of modes). In seeking the simplest model of the input-output behaviour we
make the following definition.
Definition 4. A state space realisation (A,B,C,D) of the transfer function G(s) is
minimal if there is no other state space with smaller dimension.
Now, the importance of the controllability and observability can be seen in the
following fact [48]: if a system (A,B,C,D) is not observable or controllable then
there exists a lower dimensional system with the same transfer function as the original
one. Furthermore, a minimal system may be obtained from the former by using a
technique called the Kalman decomposition [48]. Therefore, in this sense describing
the transfer system by a non-minimal system would be superfluous.
The following system theoretic results linking the concepts will be very useful in
the following; they are stated without proof (see for example [48]).
Theorem 1. The following are equivalent:
(1) (A,B) is controllable
2under the assumption of stability
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(2) The controllability matrix
C = [ B AB ... An−1B ] (2.5)
has full column rank.
(3) For any left-eigenvector, x, of A with corresponding eigenvalue λ, i.e x†A =
x†λ, then x†B 6= 0.
(4) (B†, A†) is observable.
Theorem 2. The following are equivalent:
(1) (C,A) is observable
(2) The observability matrix
O =
[
C
CA
...
CAn−1
]
(2.6)
has full row rank.
(3) For any right-eigenvector, y, of A with corresponding eigenvalue λ, i.e Ay =
λy, then By 6= 0.
(4) (A†, C†) is controllable.
2.3 Time-Dependent Versus Stationary Inputs
We now distinguish two parallel setups within the CLS theory, which are determined
by the choice of input. That is, we discuss the use of both time-dependent and
stationary inputs in this subsection.
2.3.1 Time-Dependent Inputs
In the time-dependent approach, one probes the system with a known time-dependent
pulse u(t). In the Laplace-domain the input-output map is therefore is entirely cap-
tured by the transfer function, G(s), and hence the most that one can identify in
this approach is the transfer function.
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2.3.2 Stationary inputs
In the stationary approach we assume that the system is driven by stationary white
noise u(t) characterised by covariance E
[
u(t)u†(τ)
]
= 1mδ(t − τ). From (2.2) (and
working in the Laplace-domain) the most information about the system in the output
is given by the power spectral density (or power spectrum) [61]:
Ψ(s) := E
[
Y (s)Y (−s∗)†] = G(s)G(−s∗)†.
2.4 Identifiability of CLSs
As hinted earlier, the following question is very important question in linear systems
theory [38, 48]: which dynamical parameters of a CLS can be identified by observing
the output?
2.4.1 Time-Dependent Inputs
Since the transfer function may be recovered from the input-output map, the identi-
fiability question in the time-dependent approach reduces to finding the equivalence
classes of (minimal) systems with the same transfer function. This system identifi-
cation problem has been addressed in the literature [44–46] and we state it here for
convenience.
Theorem 3. Let (A,B,C,D) and (A′, B′, C ′, D′) be two minimal CLSs. Then they
have the same transfer function if and only if there exists a similarity transformation
T such that
A′ = TAT−1, B′ = TB, C ′ = CT−1, D = D′. (2.7)
2.4.2 Stationary Inputs
In the stationary input approach the power spectrum can be computed from the
output correlations. Understanding which parameters can be identified from the
CLS reduces to finding all CLSs with the same power spectrum. Observe that
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the power spectrum depends on the system parameters via the transfer function,
therefore it cannot be possible to identify more than the transfer function. The
problem of finding the transfer function from the power spectrum is of the type: ‘for
a square rational matrix R(s), where s ∈ C, find rational matrix W (s) such that
R(s) = W (s)W (−s∗)†
for all s ∈ C’. This type of problem is called the spectral factorisation problem [46,
47]. There are known algorithms to do this [47, 49]. From the latter, one then
finds a system realisation (i.e. matrices governing the system dynamics) for the
given transfer function [38]. The problem is that the map from power spectrum
to transfer functions is non-unique, and each factorisation could lead to (minimal)
system realisations of differing dimension. For this reason, the concept of global
minimality was introduced in [44] to select the transfer function with smallest system
dimension.
Definition 5. A CLS (A,B,C,D) is globally minimal if there exists no lower di-
mensional system with the same power spectrum, Ψ(s).
This raises the following question: is global minimality sufficient to uniquely
identify the transfer function from the power spectrum? The answer is in general
negative3, as discussed in [43, 46] (see also Lemma 2 and Corollary 1 in [61]).
2.5 Operations on CLSs
We conclude this section by discussing two methods of connecting CLSs. These are
analogous to the notions of components connected in parallel or in series in electrical
circuits.
The concatenation connection [48], which consists of lying two systems (A1, B1, C1, D1)
and (A2, B2, C2, D2) side by side (cf. Fig. 2.1), has system matrices((
A1 0
0 A2
)
,
(
B1 0
0 B2
)
,
(
C1 0
0 C2
)
,
(
D1 0
0 D2
))
. (2.8)
3However, under the assumption that the transfer function be outer the construction of the
transfer function from the power spectrum is unique (see [61]).
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a) Concatenation of two CLSs
b) Series product (cascade) of two CLSs
System 1
System 2
System 2System 1
Input channels Output channels
Input channels Output channels
Figure 2.1: Illustration on a) concatenation connection and b) series
product connection.
The series product connection [48], which consists of connecting two systems in
series with the output of the (A1, B1, C1, D1) as the input of the (A2, B2, C2, D2) (cf.
Fig. 2.1), has system matrices
((
A1 0
B2C1 A2
)
,
(
B1
B2D1
)
, (D2C1 C2 ) , D2D1
)
. (2.9)
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Quantum Linear Systems
Quantum linear systems (QLSs) are composed of a continuous variables system cou-
pled to a series of quantum stochastic input fields consisting of non-commuting noise
processes [5, 13]. Following the input-system interaction, the input is transformed
into an output, which can be measured to produce a classical stochastic process (see
Ch. 2) [5]. Their uses extend to quantum optics, opto-mechanical systems, elec-
trodynamical systems, cavity QED systems and elsewhere and have a huge array of
applications [8, 19, 26, 28–31, 36, 37]. The framework required to describe these is
the celebrated quantum stochastic calculus [62].
In this section we review the QLS theory; firstly discussing in detail the system
and field constituents. We then highlight some results of relevance for this thesis. We
refer the reader to [29] and [63] for a more detailed discussion on the input-output
formalism, and to the review papers [13, 25, 62, 64] for the theory of QLSs.
3.1 Quantum Harmonic Oscillator (QHO) and the
Symplectic Group
Consider a collection of n QHOs, which are described by a column vector of an-
nihilation operators, a := [a1, a2, . . . , an]T . Together with their respective creation
operators a# := [a#1 , a
#
2 , . . . , a
#
n ]
T they satisfy the canonical commutation relations
(CCR)
[
ai, a
∗
j
]
= δij1. Alternatively, we may write these in doubled-up notation as[
a˘i, a˘
#
k
]
= Jik.
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We denote by H := L2(Rn) the Hilbert space of this system carrying the standard
representation of the n modes.
Definition 6. A matrix S ∈ C2n×2n is said to be [-unitary if it is invertible and
satisfies
S[S = SS[ = 12n.
If additionally, S is of the form S = ∆(S−, S+) for some S−, S+ ∈ Cm×m then we
call it symplectic. Such matrices form a group called the symplectic group [11].
The symplectic transformation
a˘ 7→ Sa˘ (3.1)
for symplectic matrix S preserves the CCR and is a mapping from one QHO system
to another. In addition such a transformation may be unitarily implemented [11];
that is, by Shale’s Theorem [65] there exists a unitary operator U such that
Sa˘ = U†a˘U.
From the familiar quantum mechanical point of view, there is a Hamiltonian H
generating (3.1). That is, U = e−iH where
H = a†Ω−a +
1
2
aTΩ†+a +
1
2
a†Ω+a# (3.2)
for n× n matrices Ω− = Ω†−, Ω+ = ΩT+ [66].
A state on H is said to be Gaussian if〈
eiu˘
†a˘
〉
= e−
1
2
u˘†V u˘+iu˘†α˘, (3.3)
where V ≥ 0. The Gaussian state is characterised by the mean α˘ = 〈a˘〉 and the
covariance matrix
V :=
〈
a˘a˘†
〉
=
(
1+NT M
M† N
)
where N = N † and M = MT . Now, we can also interpret (3.1) as a change of
basis, since in the co-ordinates a˘′ := Sa˘ the state will be Gaussian with mean and
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covariance Sα˘ and SV S† respectively. A coherent state with amplitude α corresponds
to the case N = M = 0 (note that the vacuum is a coherent state with amplitude α =
0). Assuming that α = 0 for simplicity, then the state’s purity can be characterised
in terms of the symplectic eigenvalues of V . That is, there exists a symplectic matrix,
S, such that the modes a˘′ = Sa˘ are independent of each other and each of them
is in a vacuum or thermal state i.e. Vi =
〈
a˘i
′a˘′i
†〉
=
(
ni+1 0
0 ni
)
, where ni is the
mean photon number. We call a˘′ a canonical basis and the elements of the ordered
sequence n1 ≤ ... ≤ nk the symplectic eigenvalues of V . The latter give information
about the state’s purity: if all ni = 0 the state is pure, if all ni > 0 the state is
fully mixed. This result is known as Williamson’s Theorem [66–68]. In particular,
a pure stationary state may be viewed in a different basis as vacuum by performing
the symplectic transformation [66]
S = ∆
(
(NT + 1)1/2,M
(
N † + 1
)−1/2)
. (3.4)
More generally, we can separate the pure and mixed modes and write a′ =
(
aTp , a
T
m
)T
(cf symplectic decomposition [69]). For more details on Gaussian states see [66, 67].
A further useful result for this thesis is the following, which relates to bipartite
entanglement of Gaussian states [70, Theorem 1].
Theorem 4. Consider a bipartition of a (zero mean) pure Gaussian state with n
modes, so that A has n1 modes (and B has n − n1 modes). Then there exists local
symplectic transformations at each site A and B so that
|ψ〉A,B = |ψ〉A˜1,B˜1 ⊗ ...⊗ |ψ〉A˜s,B˜s ⊗ |0〉A˜F ⊗ |0〉B˜F , (3.5)
for some s ≤ min(n1, n − n1), where {A˜1, ...A˜n1} and {B˜1, ...B˜n−n1} are the new
transformed sets of modes. Here |ψ〉A˜i,B˜i are two-mode squeezed states [71] charac-
terised by covariance matrix V (Ni,Mi) with
Ni =
(
ni 0
0 ni
)
and Mi =
(
0 mi
mi 0
)
with ni,mi ∈ R and ni(ni + 1) = m2i (purity condition). The states |0〉A˜F and |0〉B˜F
are vacuum states on the remaining modes in A˜i and B˜i respectively.
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This result says that any bipartite division of modes in a pure Gaussian state can
always be expressed as a product state involving either two-mode squeezed states
or single mode squeezed states at each site. The proof is a consequence of the
Schmidt decomposition [3]. Essentially, since the reduced state (with respect to the
bipartition) of the original pure Gaussian state is also Gaussian, then one may apply
Williamson’s Theorem on each site. Careful comparison of this with the result of
the Schmidt decomposition gives the result.
Remark 1. Observe that the symplectic eigenvalues of the reduced states for ob-
servers A˜ and B˜ are identical. Furthermore, the reduced states on modes A˜i and B˜i
are the same and are given by VA˜i = VB˜i =
(
ni+1 0
0 n1
)
. Moreover the character of en-
tanglement can be understood mode-wise because each mode on one side is entangled
with only one on the other side.
3.2 Bosonic Fields
A bosonic environment withm channels is described by fundamental variables (fields)
B(t) := [B1(t),B2(t), . . . ,Bm(t)]
T , where t ∈ R represents time. The fields satisfy
the CCR
[
Bi(t),B
∗
j(s)
]
= min{t, s}δij1. (3.6)
Equivalently, this can be written as
[
b˘i(t), b˘
∗
k(s)
]
= δ(t − s)Jik1, where bi(t) are
the infinitesimal (white noise) annihilation operators formally defined as bi(t) :=
dBi(t)/dt [13]. The operators can be defined in a standard fashion on the Fock
space F = F(L2(R) ⊗ Cm) [10]. At each instance of time the modes bi(t) may be
interpreted as an m-mode QHO. For more details on Bosonic fields and quantum
stochastic processes see [10, 62].
3.3 The Model: Time-Domain Representation
A quantum linear system (QLS) is defined as a continuous variable (cv) system (Sec.
3.1), called the system, coupled to a Bosonic environment (Sec. 3.2), called the
Chapter 3. Quantum Linear Systems 16
QLS
Input 
channels
Output  
channels
B(t) Bout(t)
a)
(S,C,⌦)
Figure 3.1: System identification problem: find parameters (S,C,Ω)
of a QLS by measuring output.
field(s). QLSs are input-output models (see Fig. 3.1), in which one prepares an
input in the field and then infers system parameters indirectly from measurements
of the output.
The dynamics of a QLS is determined by the system’s Hamiltonian (3.2) and the
coupling operator
L = C−a + C+a#, (3.7)
where C− and C+ are m × n matrices. In the Markov approximation, the joint
unitary evolution of “system ⊗ field” is described (in the interaction picture) by the
unitary
U(t) =←−exp
[
−i
∫ t
0
(H + Hint(s)) ds
]
on the joint space H⊗F , where Hint := i
[
b†(t)L− L†b(t)] is the interaction Hamil-
tonian. Notice that the total Hamiltonian H + Hint(t) is quadratic in the canonical
variables. The unitary U(t) is the (unique) solution of the quantum stochastic dif-
ferential equation (QSDE) [7, 9, 10, 29, 62, 64]
dU(t) := U(t+ dt)−U(t)
=
(
−iHdt+ (S− 1m)dΛ(t) + dA†(t)L− L†dA(t)− 1
2
L†Ldt
)
U(t), (3.8)
with initial condition U(0) = I. Here S = S1m describes the scattering between
the fields; dAi(t), dA∗i (t), dΛij(t) are increments of fundamental quantum stochas-
tic processes describing the creation, annihilation and scattering between the input
channels. In particular, Λ(t) is an m × m matrix whose elements Λij(t) are the
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second quantisation operators dΓ(P[0,t] ⊗ |j〉〈i|), where P[0,t] is the projection onto
wave functions in L2(R) with support in (0, t). These operators represent scattering
between the input channels and are formally given by Λij(t) :=
∫ t
0
b∗i (s)bj(s)ds.
Now let a(t) and Bout(t) be the Heisenberg evolved system and output variables
a(t) := U(t)†aU(t), Bout(t) := U(t)†B(t)U(t). (3.9)
A consequence of the quadratic Hamiltonian is that these variables satisfy linear
(doubled-up) QSDEs (see for example [10, 11, 62]):
da˘(t) = Aa˘(t)dt− C[∆(S, 0)dB˘(t), (3.10)
dB˘out(t) = Ca˘(t)dt+ ∆(S, 0)dB˘(t), (3.11)
where C := ∆ (C−, C+) and A := ∆ (A−, A+) = −12C[C−iJnΩ with Ω = ∆ (Ω−,Ω+)
and
A∓ := −1
2
(
C†−C∓ − CT+C#±
)
− iΩ∓.
These are formally equivalent to the Langevin equations
˘˙a(t) =Aa˘(t)− C[∆(S, 0)b˘(t), (3.12)
b˘out(t) =Ca˘(t) + ∆(S, 0)b˘(t), (3.13)
with b˘out(t) := dB˘(t)/dt. These equations may be solved; we give the solution to
Eq. (3.12):
a˘(t) = eAta˘(0) + eAt
(∫ t
0
e−As(−Cb)dB˘(s)
)
. (3.14)
More generally one may allow for static squeezing operations in the field in addi-
tion to the scattering processes. This is achieved by extending the unitary scattering
matrices S = ∆(S, 0) to the symplectic group. We therefore denote by S the squeez-
ing and/or scattering in the field.
To be explicit, an arbitrary QLS is completely characterised by the parameters
(S,C,Ω). Synonymously we also use the notation (S,C,A) here to characterise the
QLS. However one should be aware that not all choices of A are physically realisable
as QLSs [14]. In fact, a general (S,C,A) satisfying the equations (3.12) and (3.13)
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realises a QLS if and only if [34, 72]
A+ A[ + CbC = 0. (3.15)
In some instances we shall restrict our attention to the case of no scattering or
squeezing; where this is clear from the context we shall use the notation (A,C) (or
(Ω, C)) to denote that S = 1 in our model
Throughout this thesis we shall assume that the QLSs considered are ergodic.
This means that if the state of the input is the vacuum, then in the long time limit
the system converges to the vacuum state as the unique stationary state.
3.4 The Model: Frequency-Domain Representation
We can also switch from the time domain dynamics described above to the frequency
domain picture by taking Laplace transforms. That is, [20]:
b˘out(s) = Ξ(s)b˘(s), (3.16)
where Ξ(s) is transfer function matrix of the system
Ξ(s) =
{
1m − C(s1n − A)−1C[S
}
=
(
Ξ−(s) Ξ+(s)
Ξ+(s)# Ξ−(s)#
)
. (3.17)
and b˘(s) and b˘out(s) are the Laplace transforms of b˘(t) and b˘out(t). Although
the same notation has been used for the input-output operators in the time- and
Laplace-domains, it should be understood going forward that when we use t (s) we
are referring to the time domain (Laplace-domain).
In particular, the frequency domain input-output relation is obtained by choosing
s = iω for ω ∈ R. The corresponding commutation relations are [b(−iω),b(−iω′)#] =
iδ(ω−ω′)1, and similarly for the output modes1. As a consequence, the transfer ma-
trix Ξ(−iω) is symplectic for all frequencies ω [11]. In fact not only is this condition
necessary for a QLS, but it was recently shown to be sufficient (see [34]). That is, if
1Note that the position of the conjugation sign is important here because in general b(−iω′)#
and b#(−iω′) are not the same (see the definition of the Laplace transform).
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Ξ(s) is symplectic on the imaginary axis, then there is guaranteed to exist a system
(A,C) realising it. For this reason, this condition is termed the frequency domain
physical relizability (FPR) condition.
Finally, we note that while the transfer function is uniquely determined by the
triple (S,C,Ω), the converse statement is not true, which is the subject of Ch. 5.
3.5 PQLS
A special case of linear systems is that of passive quantum linear systems (PQLSs)
for which C+ = 0, Ω+ = 0 and S+ = 0 [5]. They reason they are referred to as
passive systems is because neither the Hamiltonian nor the coupling contain terms
require an external source of quanta [11, 25], i.e., the evolution is purely dissipative.
This class of QLS is still sufficiently rich to arise in many applications [5, 8, 21, 73,
74], and include optical cavities and beam splitters.
When dealing exclusively with PQLSs, the doubled-up notation is no longer nec-
essary and we shall drop it; PQLSs are characterised by the triple (S−, C−,Ω−) (or
(S−, C−, A−)), where the scattering matrix S− is unitary.
The input-output relation becomes [5, 20]
bout(s) = Ξ(s)b(s), (3.18)
where the transfer function is given by
Ξ(s) =
{
1m − C−(s1n − A−)−1C†−
}
S, (3.19)
which is unitary for all s = −iω ∈ iR.
The PR and FPR conditions in this case are: A− + A†− + C
†
−C = 0, and Ξ(s) is
unitary on the imaginary axis of the complex plane, respectively.
3.6 Examples of Quantum Linear Systems
Example 1. [5, 22] Our first example is an optical cavity, illustrated in Fig. 3.2
(a), which is a passive QLS with one internal mode a and one field B(t). The system
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B1(t)
Bout1 (t)
(a) Quantum Cavity
a1
a2
(b) Two atomic ensembles
B1(t)
B2(t)
Bout2 (t)
Bout1 (t)
a1
Figure 3.2: Circuit diagram illustration for (a) a quantum cavity
and (b) two atomic ensembles.
dynamics are given by
da = (−iω0 − κ
2
)da−√κdB
dBout =
√
κda + dB,
where κ is the transmitivity of the coupling mirrors and ω0 is the detuning, which
represents the frequency difference between the inner and outer optical fields [5]. Note
that in this case (S,C,Ω) = (1,
√
κ,Ω0).
Example 2. [11, 29] A degenerate parametric amplifier (DPA) can be modelled as
a single mode, a, coupled to a single field, B(t). Here S = 1, Ω− = 0, Ω+ = i2
( > 0), C− =
√
κ and C+ = 0.
Now, using (3.17) the transfer function of this system is given by
Ξ(s) =
1
s2 + κs+ κ
2+2
4
(
s2−κ2+2
4
− 1
2
κ
− 1
2
κ s2−κ2+2
4
)
.
Interestingly, by rescaling κ = kκ0,  = k0, s 7→ sk and taking the limit k 7→ ∞ ,
results in the following symplectic transformation as the input-output map:
bout(s) = cosh(r0)b(s) + sinh(r0)b
†(s),
where r0 = ln [(κ0 − 0)/(κ0 + 0)] [29]. Therefore, the output is squeezed white noise
from vacuum, which is constant across s ∈ C (see Sec. 3.7.2). Essentially this DPA
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implements a static squeezing device in the field for which the internal degrees of
freedom of the DPA system are eliminated [11]. This example was taken from [11].
Example 3. [5, 75] Finally, consider the setup of two coupled atomic ensembles
investigated in [75] (see Fig. 3.2 (b)). In an ideal large ensemble limit, this system
has the form of linear passive system with two probe inputs b = [b1,b2]T and two
outputs bout = [bout1 ,bout2 ]T :
a˙ = −κ
2
Y a−
√
κY b, bout =
√
κY a + b,
where a = [a1, a2]T denotes the pair of collective lowering operators of the atomic
ensembles and κ is the decay rate. The system-probe coupling is governed by the
following matrix:
Y =
[
cosh(2θ) − sinh(2θ)
− sinh(2θ) cosh(2θ)
]
,
which stems from the coupling operators L1 = a1 cosh(θ) + a†2 sinh(θ) and L2 =
a2 cosh(θ)+a
†
1 sinh(θ). The parameter θ represents the coupling strength between the
two ensembles. In fact in the long time limit t→∞ the system’s steady state becomes
a two-mode squeezed state with squeezing level θ; that is, this system deterministically
generates an entangled state between two large-scale atomic ensembles by dissipation
(if θ = 0 the ensembles are not entangled). Hence, the precise estimation of θ is
important for testing whether such a macroscopic system exhibits entanglement (see
Sec. 7.1.3 where we treat this parameter as unknown and try to identify it). The
more general case of pure Gaussian cluster states may also be generated via a PQLS
composed of atomic ensembles [5, 76]. This example was worked from [5].
3.7 Time-Dependent vs Stationary Inputs
As mentioned above, we are free to choose the input to the field channels. We dis-
tinguish two contrasting approaches; using time-dependent inputs or time stationary
Gaussian (quantum noise) inputs (note the parallels with Sec. 2.3). We discuss both
approaches in turn in this subsection.
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(b) Stationary input
P
Q
Input  
covariance
Output 
covariance
Time
Time
Input
Output
 V( i!) = ⌅( i!)V⌅( i!)†
hbouti
hbi
b˘
out
( i!) = ⌅( i!)b˘( i!)
(a) Time-dependent input
Figure 3.3: (a) Time-dependent scenario: in frequency domain, in-
put and output are related by the transfer function Ξ(−iω) which
depends on (S,C,Ω). (b) Stationary scenario: power spectrum de-
scribes output covariance which is quadratic with respect to Ξ(−iω)
.
3.7.1 Time-Dependent Inputs
In the time-dependent approach, one probes the system with a known time-dependent
input signal (e.g. a coherent state (example 4)). One then performs measurements
on the time-dependent output to infer unknown dynamical parameters within the
QLS (see Fig. 3.3). The input-output relation (3.16) shows that the experimenter
can at most identify the transfer function Ξ(s) of the system. Therefore, in this
setting the transfer function entirely encapsulates the QLSs behaviour.
Example 4. As an example, suppose that we have a PQLS and probe with a coherent
state of time dependent amplitude α(t), which is defined as
|α(t)〉 = exp
[
i
∫ ∞
−∞
α˘(t)b˘†(t)dt
]
|0〉 , (3.20)
where |0〉 is vacuum (ground) state. Note that the quantity ∫∞−∞ |α(t)|2dt gives the
energy of the coherent pulse; so |α(t)|2 may be interpreted as the mean number of
photons at time t. Notice the similarities with coherent states of QHOs (see Eq.
(3.3)).
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In the frequency domain, the input is a product of coherent states over frequency
modes, each with amplitude α(ω) (the Fourier transform of α(t)). It follows from
(3.18) that the output state frequency profile will be Ξ(−iω)α(ω). Finally, as the
transfer function is unitary, the result of the interaction with the system is a frequency
dependent rotation of the coherent state amplitude.
3.7.2 Stationary Inputs
In the second approach we consider probing the system with time-stationary pure
gaussian states (see Fig. 3.3). That is, the input state is ‘squeezed quantum noise’,
i.e. a zero-mean, pure Gaussian state with time-independent increments. It is com-
pletely characterised by its covariance matrix V , which is given by〈
dB(t)dB(t)† dB(t)dB(t)T
dB#(t)dB(t)† dB#(t)dB(t)T
〉
=
(
NT+1 M
M† N
)
dt
:= V (N,M)dt. (3.21)
In the frequency domain the input state turns out to be a continuous tensor product
over frequency QHO modes of squeezed states with covariance V (N,M) (recall Sec.
3.1). Therefore, the conditions on V (N,M) transfer directly from Sec. 3.1. By the
requirement that the input be pure, we mean that the covariance matrix V (N,M)
is that of pure state, where the conditions are defined in Sec. 3.1.
Under ergodicity, the dynamics exhibits an initial transience period after which it
reaches stationarity. Therefore, since we deal with a linear systems the input-output
map consists of applying a (frequency dependent) unitary Bogolubov transforma-
tion whose linear symplectic action on the frequency modes is given by the transfer
function
b˘out(−iω) = Ξ(−iω)b˘(−iω).
Consequently, the output state is a gaussian state consisting of independent fre-
quency modes with covariance matrix〈
b˘out(−iω)b˘out(−iω′)†
〉
= ΨV (−iω)δ(ω − ω′)
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where ΨV (−iω) is the restriction to the imaginary axis of the power spectral density
(PSD) (or power spectrum) defined in the Laplace domain by
ΨV (s) = Ξ(s)V Ξ(−s∗)†. (3.22)
We should comment on the physicality of (quantum) white noise. As we have
seen above, the PSD of white noise is constant and as a result, by integrating over all
frequencies, the average power will be infinite. As no real process can have infinite
signal power, this type of input is therefore purely theoretical. However, many
real and important stochastic processes have a PSD that is approximately constant
constant over a wide range of frequencies. In practice one works with band-limited
white noise, that is, where the frequency is constant over a finite range and zero
outside. Band-limited white-noise necessarily has finite signal power. Band-limited
white noise is generated using a low-pass filter.
3.8 Controllability, Observability, Minimality, Sta-
bility
We now reconnect with the system theoretic concepts from Sec. 2.2.
By taking the expectation with respect to the initial joint system state of Eqs.
(3.12) we obtain the following classical linear system
d 〈a˘(t)〉 = A 〈a˘(t)〉 dt− C[d
〈
B˘(t)
〉
, (3.23)
d
〈
B˘out(t)
〉
= C 〈a˘(t)〉 dt+ d
〈
B˘(t)
〉
. (3.24)
Definition 7. The quantum linear system (3.12) is said to be Hurwitz stable (respec-
tively controllable, observable, minimal) if the corresponding classical system (3.23)
is Hurwitz stable (respectively controllable, observable, minimal).
For a general QLS observability and controllability are equivalent [17] (see also
[5] for PQLS result). Therefore, to verify minimality we need only check one of these
properties. In the case of passive systems Hurwitz stability is further equivalent to
minimality of the system [5, 77]. However for active systems, only the statement
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[Hurwitz =⇒ minimal] is true, whereas the converse statement ([minimal =⇒
Hurwitz]) is not necessarily so. We see the former statement in the following Lemma
and then discuss a counterexample to the latter in example 5.
Lemma 1. If a QLS (S,C,A) is Hurwitz, then it is minimal.
Proof. We will prove this statement by contradiction. To this end, suppose that
(S,C,A) is non-minimal, which is equivalent to it being non-observable. Therefore,
by Theorem 2 part 3, there exists an eigenvector y and eigenvalue λ of A, such that
Cy = 0. This entails that −iJΩy = λy. Hence using the self-adjointness of Ω, we
have (
y†J
)
(iJΩ) = λ
(
y†J
)
(3.25)
Furthermore,
(y†J)(C[C) = 0 (3.26)
from Cy = 0. Combining (3.25) and (3.26) implies that
(
y†J
)
A = − (y†J)λ. So in
summary λ and −λ are eigenvalues of A, which cannot be under stability.
Note that an alternative proof of this Lemma is given in [26].
Example 5. Consider a general one-mode SISO QLS, which is parameterised by Ω =
∆(ω−, ω+) and C = ∆ (c−, c+). The system is Hurwitz stable (i.e. the eigenvalues
of A have strictly negative real part) if and only if
(1) |c−| > |c+| and |ω−| ≥ |ω+|, or
(2) |ω+| > |ω−| and
√|ω+|2 − |ω−|2 < 12 (|c−|2 − |c+|2).
A system is non-minimal if and only if the following matrix has rank less than two:
[
C
CJnΩ
]
=

c− c+
c+ c−
c−ω− − c+ω+ c−ω+ − c+ω−
c+ω− − c−ω+ c+ω+ − c−ω−
 .
For a counterexample to the statement: [minimal =⇒ Hurwitz] consider for example
|c+| > |c−| with ω+ = ω−.
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In light of the previous example, we make the physical assumption that all sys-
tems considered throughout this paper are Hurwitz (hence minimal). Note that the
ergodic assumption in Sec. 3.3 is equivalent to the system being Hurwitz. Notice
that if t|Re(λs(A))|  1, where λs(A) is the eigenvalue of A lying closest to the
imaginary axis, then the first term in Eq. (3.14) contributes negligibly. Therefore
λs(A) determines the time taken for the system to stabilise. We call |Re(λs(A))| the
spectral gap and will be useful in Ch. 8. Moreover, in the case of stationary inputs
the relaxation of the system to stationary state is related to the spectral gap. That
is, ||ρ(t) − ρss|| ∼ et|Re(λs(A))| [78], where ρ(t) and ρss are the state of the system at
time t and the stationary state of the system, respectively.
Finally we remark that minimality is a reasonable assumption to make in the
quantum regime too. For if a system is non-minimal, then there exists a minimal
system that has the same transfer function as the original system and crucially it
satisfies the PR conditions [79]. Such a system can be obtained by using the quan-
tum Kalman decomposition [79]. This result was essentially obtained by combining
the classical Kalman decomposition [48] with the FPR condition (see Sec. 3.4).
As the transfer function contains maximal information about the system, therefore
minimality ensures the simplest description of the input-output behaviour.
3.9 Operations on QLSs
The network rules discussed in Sec 2.5 for CLSs, i.e the concatenation and series
connections, also hold for QLSs. Notice the simplicity of the frequency domain
in dealing with cascaded systems - their transfer functions multiply. Note that if
(S1, C1,Ω1) with transfer function Ξ1(s) is fed into system (S2, C2,Ω2) with transfer
function Ξ2(s) the overall transfer function is given by Ξ(s) = Ξ2(s)Ξ1(s), rather
than Ξ1(s)Ξ2(s).
Remark 2. A remark that these rules are valid provided that the delays in the circuits
between the components are negligible compared with the interaction times within the
QLS. Treating the case of finite time delays leads to a non-Markovian model and as
such is often not tractable. However, we would like to make the reader aware of [80],
where a novel application of tensor networks is used for non-negligible time-delays.
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Chapter 4
Quantum Fisher-Information and the
Heisenberg Limit
4.1 Estimation Theory
In this section we review the relevant aspects of quantum estimation theory that are
used in this thesis. Let ρθ be a quantum state which depends on a d-dimensional
unknown parameter θ = [θ1, θ2, . . . , θd]T . In quantum estimation theory the goal is
to estimate θ by performing a measurement M and constructing an estimator θˆ(X)
based on the measurement outcome X. Suppose for simplicity that X takes values
in a discrete set {1, . . . , p}. Then the probability distribution of the outcomes is of
the form Pθ(X = i) = Tr(ρθMi) where {M1, . . . ,Mp} is the positive operator valued
measure associated to M. The (classical) Cramér-Rao bound gives a measure of the
performance of a given measurement [81]; if θˆ is an arbitrary unbiased estimator
(E(θˆ) = θ) then its error covariance matrix is lower bounded as
Cov(θˆ) := Eθ
[(
θˆ − θ)(θˆ − θ)T] ≥ I(M)(θ)−1. (4.1)
The right side is the inverse of the (classical) Fisher information matrix I(M)(θ)
(CFI), associated to the outcome X of M, whose matrix elements are given by
I(M)(θ)i,j = Eθ
[
∂Pθ(X)
∂θi
∂Pθ(X)
∂θj
]
. (4.2)
If one considers arbitrary measurements, an additional level of optimization is
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required. The quantum Cramér-Rao bound (QCRB) establishes that any CFI matrix
is upper bounded as
I(M)(θ) ≤ F (θ). (4.3)
On the right side, F (θ) is the quantum Fisher-information (QFI) matrix for the
family ρθ, whose elements are defined by [82]
F (θ)lm =
1
2
Tr [ρθ{Ll,Lm}] ,
where Lm is the symmetric logarithmic derivative (SLD) defined implicitly by
∂ρθ/∂θm = (ρθLm + Lmρθ) /2.
For families of pure states ρθ = |ψθ〉 〈ψθ| the QFI has an explicit expression
F (θ)lm = 4Re (〈∂lψθ | ∂mψθ〉 − 〈∂lψθ |ψθ〉 〈ψθ | ∂mψθ〉) , (4.4)
where |∂mψθ〉 := ∂ |ψθ〉 /∂θm. In particular, if |ψθ〉 = exp(−iGθ) |ψ0〉 is a one dimen-
sional unitary rotation model with generator G, the QFI is
F (θ) = 4Var (G) = 4
[〈ψ0|G2|ψ0〉 − 〈ψ0|G|ψ0〉2] . (4.5)
The QCRB provides a lower bound for the risk of unbiased estimators, for instance
the mean square error. By taking trace on both sides of Eq. (4.1) and using Eq.
(4.3) we have
E‖θˆ − θ‖2 ≥ Tr (F (θ)−1) . (4.6)
The above bounds are generally not tight, for reasons which are both classical and
quantum. The classical Cramér-Rao bound (4.1) is achievable only for special “ex-
ponential models"; it is however asymptotically achievable for any model, in the
limit of large numbers of independent samples from the distribution Pθ, which could
be obtained by performing repeated measurements on identically prepared systems.
The QCRB (4.3) is in general not achievable, even asymptotically, i.e. when the
experimenter is allowed to perform arbitrary measurements on the ensemble ρ⊗nθ
of n identically prepared systems. Indeed, it can be shown [83] that in order to
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optimally estimate the component θi one needs to measure the collective observable
Lni :=
∑n
j=1 L
(j)
i where L
(j)
i is the symmetric logarithmic derivative of the jth system
with respect to θi. These observables are generally incompatible unless the following
commutativity condition holds: Tr(ρθ[Li,Lj]) = 0, for all i = 1, . . . , d. In the special
case of one-dimensional parameter, the QCRB is asymptotically achievable for large
sample numbers, by separately measuring the SLD L(j) of each system.
4.2 Quantum Metrology and the Heisenberg Limit
Quantum metrology is the ingenuity of exploiting powerful properties of quantum
theory, such as entanglement and squeezing, in order to develop high-resolution mea-
surements of physical parameters [81]. Such properties have no classical analogue,
and as a result one is able to develop measurement techniques that give better preci-
sion (i.e. the so-called Heisenberg limit) than is possible in the classical framework.
Already, various aspects of quantum metrology for system identification have been
considered in the recent literature [84–88].
Above, we considered the case of a single, or several independent, identically
prepared systems. In quantum metrology we often encounter a scenario in which
a single unknown parameter θ is encoded by means of a unitary transformation
Uθ = e
−iθG acting in parallel on an ensemble of N quantum systems (probes). We
distinguish two set-ups, as illustrated in Fig. 4.1; either the probes are prepared in
the product state |ψ〉⊗N (or more generally a separable state), or they are prepared
in a general entangled state.
The first case corresponds to a classical procedure in which N identical experi-
ments are repeated. As shown in Eq. (4.5), in this case the QFI is 4NVar(G). This
can be maximised by choosing a probe that is an equal superposition of the largest
and smallest eigenstates of the generator G, namely (|λmin〉+ |λmax〉) /
√
2 [89], so
that Fmax(θ) = N(λmax − λmin)2. The linear scaling in N is called the standard
quantum limit (SQL), and is the best one can achieve with separable states.
In the second case, the unitary transformation is applied to the joint state
|ψN〉 such that |ψNθ 〉 := U⊗Nθ |ψN〉. In this case, the best probe state is an equal
superposition of the maximum and minimum eigenvectors of the global operator
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1. Input 2. Evolution 3. Measurement
(a) Separable input state
.
.
.
.
.
.
.
.
.
U✓
U✓
U✓
(b) Entangled input state
2. Evolution 3. Measurement
.
.
.
.
.
.
.
.
.
U✓
U✓
U✓
1. Input
Figure 4.1: This figure compares the classical and quantum estima-
tion strategies discussed in Sec. 4.2. In panel (a) one inputs a product
state. The upshot is that each channel corresponds to an identical and
independent experiment. In panel (b) the input is entangled over N
channels. In each setup, there are three stages for the estimation pro-
cedure, which are: 1) preparing an input, 2) evolution of the state,
and 3) measurement of the output.
GN :=
∑
i G
(i). That is, choosing |ψ⊗N〉 =
(
|λmin〉⊗N + |λmax〉⊗N
)
/
√
2 leads to the
QFI F (θ) = N2 (λmax − λmin)2. Therefore, by exploiting quantum resources such
as entanglement, we obtain an O(N) improvement over purely classical schemes.
This O(N2) scaling is referred to as the Heisenberg limit and for a fixed number of
systems has been claimed as fundamental as it is brought about by Heisenberg-like
uncertainty relations [90]. It is worth mentioning here that in general Heisenberg
scaling holds for unitary channels, while for noisy channels one typically recovers the
standard scaling [6].
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Chapter 5
Transfer Function Identification
The purpose of this chapter is to investigate system identification for QLSs using
time-dependent inputs and by observing the output fields. In particular, we
address the following questions:
(1) Which parameters can be identified by measuring the output?
(2) How can we construct a system realisation from sufficient input-output data?
We saw in Sec. 3.7.1 that the input-output dynamics is completely characterised
by the transfer function for the case of time-dependent inputs. The first question
above reduces to finding all equivalent systems with the same transfer function. We
call two QLSs with the same transfer function, transfer function equivalent (TFE).
We answer this in Sec. 5.1 by finding the quantum analogue of the classical result
in Theorem 3. Note that this problem has been addressed for the special class of
passive QLSs in [5]. The tricky part in answering the second question is in ensuring
that the realisation of the transfer function corresponds to a physical QLS in the
sense that it satisfies the physical realisability conditions (3.15). We give two two
such realisation methods in Secs. 5.3 and 5.4.
Finally, we consider these identifiability problems in the context of noisy QLSs in
Sec. 5.5. Noise may be modelled with the use of additional channels that cannot be
accessed (i.e., measured or observed) [13]. As a result, when restricting the output
to only a subset of the channels the equivalence classes from Sec. 5.1 grow larger.
Finally, in Sec. 5.5.2 we investigate the notion of noise unobservable subspaces where
part of the system is shielded from the noise. Noise unobservable subspaces could
potentially offer applications to metrology or control.
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5.1 Identifiability
In this section we address the first identifiability question above for general QLSs.
Before giving our main result let us review the case of passive QLSs considered in [5].
Firstly, the transfer function can be identified for example by following the method
in example 4. For PQLS it is known that two minimal systems with parameters
(Ω, C, S) and (Ω′, C ′, S ′) are equivalent if and only if their parameters are related
by a unitary transformation, i.e. C ′ = CT and Ω′ = TΩT † for some n × n unitary
matrix T , and S = S ′. The first part of this result was shown in [77]; the fact that the
scattering matrices must be equal follows by choosing s = −iω and taking the limit
ω →∞ in Eq. (3.19). Physically, this means that at frequencies far from the internal
frequencies of the system, the input-output is dominated by the scattering/squeezing
between the input fields.
Our main identifiability result for this section is given in the following theorem.
Theorem 5. Let (S,C,Ω) and (S ′, C ′,Ω′) be two minimal and stable QLSs. Then
they have the same transfer function if and only if there exists a symplectic matrix
T (see Definition 6) such that
JnΩ
′ = TJnΩT [, C ′ = CT [ S = S ′. (5.1)
Proof. Firstly, using the same argument as above, the scattering/squeezing matrices
S and S ′ must be equal.
It is known [38] that two minimal classical linear systems
dx(t) = Ax(t)dt+Bu(t)dt, dy(t) = Cx(t)dt+Du(t)dt (5.2)
and
dx(t) = A′x(t)dt+B′u(t)dt, dy(t) = C ′x(t)dt+D′u(t)dt (5.3)
for input u(t), output y(t) and system state x(t) have the same transfer function if
and only if
A′ = TAT−1 B′ = TB C ′ = CT−1 D′ = D
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for some invertible matrix T . Therefore C (s1− A)−1C[ = C ′ (s1− A′)−1C ′[ if and
only if there exists an invertible matrix T such that
A′ = TAT−1 C ′[ = TC[ C ′ = CT−1. (5.4)
Note that at this stage T is not assumed to be symplectic; we show that by imposing
the restriction that the two systems (5.2) and (5.3) be quantum implies that T must
be symplectic. Now, the second and third conditions in (5.4) implies C = C
(
T [T
)
,
which further implies that [T [T,C[C] = 0. Also, by earlier definitions A = −1
2
C[C−
iJnΩ, so that the second and third conditions applied to the first condition (in (5.4))
implies that JnΩ′ = TJnΩT−1. Next, using this and the observation (JnΩ)
[ = JnΩ
it follows that [T [T, JnΩ] = 0.
Now, C (JnΩ)
k = C
(
T [T
)
(JnΩ)
k = C (JnΩ)
k (T [T) which means that the ob-
servability matrix O satisfies O = OT [T . Because the system is minimal O must be
full rank, hence T [T = 1.
Finally, it remains to show that the matrix T generating the equivalence class is
of the form
T =
(
T1 T2
T#2 T
#
1
)
.
To see this, observe that CAk, C ′A′k must be of the of this doubled up form for k ∈
{0, 1, 2, ...}. Writing CAk, C ′A′k and T as
(
P(k) Q(k)
Q#
(k)
P#
(k)
)
,
(
P ′
(k)
Q′
(k)
Q′#
(k)
P ′#
(k)
)
and T =
(
T1 T2
T3 T4
)
,
and using the above result, C ′A′k = CAkT [, it follows that
P(k)(T
†
1 − T T4 ) +Q(k)(T T3 − T †2 ) = 0
and
Q#(k)(T
†
1 − T T4 ) + P#(k)(T T3 − T †2 ) = 0.
Hence
O
[
T †1−TT4
TT3 −T †2
]
= 0
and so using the fact that O is full rank gives the required result.
Therefore, without any additional information, we can at most identify the equiv-
alence class of systems related by a symplectic transformation (on the system). Note
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that the above transformation of the system matrices is equivalent to a change of
co-ordinates a˘ 7→ T [a˘ in Eq. (3.12).
We can obtain the result for PQLSs from [5] as a Corollary to Theorem 5.
Corollary 1. Let (S,C−,Ω−) and
(
S ′, C ′−,Ω
′
−
)
be two minimal PQLSs. Then they
have the same transfer function if and only if there exists a unitary transformation
U such that
Ω′− = UΩ−U
† C ′− = C−U
† S = S ′. (5.5)
Proof. Firstly the scattering matrix S and S ′ must be equal using the argument
above Theorem 5.
Write the two PQLSs in doubled-up form so that A =
(
A− 0
0 A#−
)
, C =
(
C− 0
0 C−#
)
,
A− = −iΩ− − 12C†−C− and similarly for the primed matrices.
Since PQLSs are special cases of QLSs, we can apply Theorem 5 so that the two
systems are related via:
A′ = UAU [ C ′ = CU [, (5.6)
where U is symplectic. The relations (5.6) imply that C ′A′k = CAkU † for all k ∈ N0.
Therefore, writing U = ∆(U1, U2) and using the block diagonality of C,C ′, A,A′
implies that C−Ak−U2 = 0 for all k. Hence U2 = 0 by minimality. Therefore U is
unitary and symplectic, which is equivalent to the statement in the Theorem on the
non-doubled-up space.
It is worth noting that while in the classical set-up equivalent linear systems are
related by similarity transformations (see Theorem 3), in both quantum scenarios
described above the transformations are more restrictive due to the unitary nature
of the dynamics.
In light of these results, we make the following definition [5].
Definition 8. Let (S(θ), C(θ),Ω(θ)) be a minimal system and θ ∈ Θ an unknown
parameter. Then θ is identifiable if and only if
S(θ′) = S(θ) C(θ′) = C(θ)T [ JnΩ(θ′) = TJnΩ(θ)T [,
where T is a symplectic matrix, implies θ = θ′.
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5.2 Cascade Realisation of QLS
Recently, a synthesis result has been established showing that the transfer function
of a ‘generic’ QLS has a pure cascade realisation [15]. Translated to our setting, this
means that given an n-mode QLS (C,Ω), one can construct an equivalent system (i.e.
with the same transfer function) which is a series product of single mode systems.
The result holds for a large class of systems, including all PQLSs [74]. At the
heart of the construction of the cascade realisation for a generic QLS is a sort of
symplectic Schur decomposition [15] (using symplectic similarity transformations,
rather than unitary ones). Just like the ordinary Schur decomposition, one is free
to reorder the elements on the main diagonal by applying a suitable symplectic
transformation (in the ordinary Schur decomposition, this is would be a unitary
transformation). By Theorem 5 this leaves the transfer function invariant. It turns
out that this degeneracy exactly corresponds to the ordering of the systems. It should
be stressed though that the one-mode systems in each Schur decomposition may be
different, which is a signature of non-commuting systems in the cascade realisation
(see example 6 below). We remark that the cascade realisation is an example of
one type of realisation for QLSs. Other realisations are the independent oscillator
representation and the chain-mode realisation for example [17]. The underlying
feature of any good realisation is that they provide a simple model for the system’s
behaviour.
Example 6. Consider a two mode cascaded PQLS, where the system (C1,Ω1) =
(( 20 ) , 0) is fed into the system (C2,Ω2) = (( 63 ) , 4) and denote their transfer functions
by Ξ(1)(s) and Ξ(2)(s) respectively. The combined transfer function is given by Ξ(s) =
Ξ2(s)Ξ1(s).
Now the pair of cascaded systems
(
C˜1, Ω˜1
)
=
((
(2−6x)/(1+|x|2)
−3x/(1+|x|2)
)
, 4
)
with transfer
function Ξ˜1(s) and
(
C˜2, Ω˜2
)
=
((
(2x+6)/(1+|x|2)
3/(1+|x|2)
)
, 0
)
with transfer function Ξ˜2(s),
where x = 41/24 − 1/3i, also has the same combined transfer function. Notice that
Ξ1(s) 6= Ξ˜1(s) and Ξ2(s) 6= Ξ˜2(s).
In this remainder of this subsection we shall assume that the QLS is SISO. If
such a cascade realisation is possible, then the transfer function can be written as a
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product of n transfer functions of single mode systems, which are given by
Ξi(s) =
(
Ξi−(s) Ξi+(s)
Ξi+(s)
# Ξi−(s)#
)
.
Further, we can stipulate that the coupling to the field is of the form C = ∆(C−, 0),
with each element of C− being real and positive. Indeed, since the system is as-
sumed to be stable, there exists a local symplectic transformation on each mode so
that coupling is purely passive. The point of this requirement is that it fixes all
the parameters, so that under these restrictions each equivalence class from Sec. 5
contains exactly one element. Note that the Hamiltonian may still have both active
and passive parts. Therefore, each one mode system in the series product is charac-
terised by three parameters, ci,Ωi− ∈ R with ci 6= 0, and Ωi+ ∈ C. If Ωi+ = 0 then
the mode is passive. Actually, it is more convenient for us here to reparameterize
the coefficients so that
Ξi−(s) =
s2 − x2i − y2i + 2ixiθi
(s+ xi + yi) (s+ xi − yi) , (5.7)
Ξi+(s) =
−2ixieiφi
√
y2i + θ
2
i
(s+ xi + yi) (s+ xi − yi) , (5.8)
where xi = 12c
2
i , yi =
√|Ωi+|2 − Ω2i−, θi = Ωi− and φi = arg(Ωi+). Therefore, from
the properties of the individual Ξi±(s), Ξ−(s) and Ξ+(s) can be written as
Ξ−(s) =
n∏
i=1
(s− λi) (s+ λi)
(s+ xi + yi) (s+ xi − yi) (5.9)
Ξ+(s) = γ
j∏
i=1
(s− γi) (s+ γi)
n∏
i=1
(s+ xi + yi) (s+ xi − yi)
, (5.10)
with γ, γi, λi ∈ C, xi ∈ R, and yi either real or imaginary, while j is some number
between 1 and n − 1. In particular, the poles are either in real pairs or complex
conjugate pairs.
Furthermore, there is a possibility that some of the poles and zeros may cancel
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in (5.9) and (5.10), and as a result some of these poles and zeros could be fictitious
(see proof of Theorem 10 later where this becomes important).
For PQLSs such a cascade realisation is always possible [17, 73] and each single
mode system is passive. We see an example of this.
Example 7. Consider a SISO PQLS (C,Ω) and let z1, z2, . . . , zm be the eigenvalues
of A = −iΩ− 1
2
C†C. Then the transfer function is given by
Ξ(s) =
Det(s− A#)
Det(s− A)
=
s− z1
s− z1 ×
s− z2
s− z2 × ...×
s− zm
s− zm .
Now, comparing each term in the product with the transfer function of a SISO system
of one mode, i.e.,
Ξ(s) =
s+ iΩ− 1
2
|c|2
s+ iΩ + 1
2
|c|2 ,
it is clear that each represents the transfer function of a bona-fide PQLS with Hamil-
tonian and coupling parameters given by Ωi = −Im(zi) and 1/2|ci|2 = −Re(zi). This
realisation of the transfer function is a cascade of optical cavities. Furthermore,
we note that the order of the elements in the series product is irrelevant; in fact a
differing order can be achieved by a change of basis on the system space.
In actual fact this example enables us to find a system realisation directly from the
transfer function for SISO PQLSs, thus offering a parallel strategy to the realisation
method in [5]. We will see in the next subsection that a similar brute-force approach
for finding a cascade realisation of a geneic SISO active QLS is also possible.
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5.3 Identification Method 1: Direct Method (SISO
Systems)
Suppose that we have constructed the transfer function from the input-output data,
using for instance one of the techniques of [38]1. Here we outline one system identi-
fication method, which gives a cascaded system realisation of the transfer function,
and is possible for all generic2 minimal SISO QLSs.
The work outstanding here is to identify xi,Ωi−, yi, θi, φi in (5.7) (5.8) from the
expressions for Ξ−(s) and Ξ+(s) [(5.9) and (5.10)]. We use a brute-force algorithm
to do this, which goes as follows:
(1) Consider a bipartition of the system as 1|n− 1 and identify the parameters of
the first system (see Fig. 5.1).
(2) Since the transfer function is [-unitary, divide through to obtain an n−1-mode
transfer function and repeat the procedure with the remaining n − 1 modes
until one mode is left.
(3) Identify the one remaining mode.
Let us now explain in more detail step (1) of the algorithm (steps (2) and (3) are self-
explanatory). We shall assume for simplicity that none of the poles of the transfer
function lie on the real axis, i.e. they are in complex conjugate pairs.
Firstly, since the transfer function is known, therefore the locations of all poles
and zeros of Ξ−(s) and Ξ+(s) are too. Note that the transfer function has up to 2n
poles. However, without loss of generality we may assume that there are exactly 2n.
Moreover, we may assume that we also have the full list of zeros in (5.9) and (5.10).
Indeed, since all poles are in the left complex plane and the zeros appear in pairs,
±z, then if there is a zero at z in the right-plane but no zero at −z then there must
have been a pole-zero cancellation at −z. Therefore we can identify any “missing”
poles or zeros.
1Typically this can be done by probing the system with a known input (e.g a coherent state
with a time-dependent amplitude) and performing a measurement (e.g homodyne or heterodyne
measurement) on the output field and post-processing the data (e.g using maximum likelihood or
some other classical method [38].
2The QLS is generic in the sense that the cascade exists (see Sec. 5.2)
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Now write Ξ−(s) and Ξ+(s) as
Ξ−(s) = Ξ
(n−1)
− (s)Ξ1−(s) + Ξ
(n−1)
+ (s)Ξ1+(s
∗), (5.11)
Ξ+(s) = Ξ
(n−1)
− (s)Ξ1+(s) + Ξ
(n−1)
+ (s)Ξ1−(s∗), (5.12)
with
Ξ
(n−1)
− (s) =
s2(n−1) + an−2s2(n−2) + ...+ a1s2(1) + a0
n∏
i=2
(s+ xi + yi) (s+ xi − yi)
,
Ξ
(n−1)
+ (s) =
bn−2s2(n−2) + bn−3s2(n−3) + ...+ b1s2(1) + b0
n∏
i=2
(s+ xi + yi) (s+ xi − yi)
,
Ξ1−(s) =
s2 + e
(s+ x1 + y1) (s+ x1 − y1) ,
Ξ1+(s) =
f
(s+ xn + yn) (s+ xn − yn) ,
where e = −x21 − y21 + 2ix1θ1 and f = −2ix1Ω1+ (see Sec. 5.2).
For step (1) of the algorithm choose a pair of complex conjugate poles, which
must belong to one of the systems in the cascade. We can take this system to be
the one system in the partition, i.e., Ξ1(s). As alluded to above, let us identify this
system in the cascade.
Firstly, we can identify the quantities x1, y1 from the poles. It is clear at this
stage that it remains to identify θ1,Ω1+. Note that we already know the value of
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|Ω1+|2 − θ21, which is y21.
Now from the numerators of (5.11) and (5.12) we can identify the following: From
(5.11):
s0 : a0e+ b0f =: α0
s2 : a1e+ b1f + a0 =: α1
...
s2(n−2) : an−2e+ bn−2f + an−3 =: αn−2
s2(n−1) : 1 · e+ an−2 =: αn−1
From (5.12):
s0 : a0f + b0e =: β0
s2 : a1f + b1e+ b0 =: β1
...
s2(n−2) : an−2f + bn−2e+ bn−3 =: βn−2
s2(n−1) : 1 · f + bn−2 =: βn−1.
We now work recursively in decreasing powers of s to obtain expressions for ai and
bi (for i = n − 2, ..., 0). We see that at each stage of the recursion the expression
we obtain is written in terms of known quantities and is linear in the two unknowns
θ1,Ω1+. Clearly, this is true for an−2 and bn−2. That is, take the s2(n−1) equations:
an−2 = αn−1 − e
bn−2 = βn−1 − f
and observe that e, f are linear in θ1, φ1. To see that this is true for all ai bi, we
proceed by induction. Suppose that after the k−1 step we have expressions for an−k
and bn−k that are linear in θ1, φ1 and are of the form:
an−k = s1 + s2Ω1+ − s3θ1
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bn−k = s4 − s2θ1 + s3Ω1+,
where the si are known quantities. Note that it shouldn’t be too hard to see that
an−2, bn−2 were also of this form. We will now show that an−(k+1) is of this form (the
proof for bn−(k+1) is similar).
an−(k+1) = αn−k − an−ke− bn−kf
= αn−k −
(
s1 + s2Ω1+ − s3θ1
) (−x21 − y21 + 2ix1θ1)− (s4 − s2θ1 + s3Ω1+) (2ix1Ω1+)
= s˜1 + s˜2Ω1+ − s˜3θ1,
where
s˜1 := αn−k + s1(x21 + y
2
1) + 2is3x1(θ
2 + |Ω1+|2)
s˜2 := s2(x
2
1 + y
2
1)− 2is4x1
s˜3 := −s3(x21 + y21)− 2ix1s1.
Therefore s˜i are known, so we are done.
Finally take the expressions for a0 and b0 that we have just obtained and substi-
tute them into the two remaining equations coming from the s0 powers. The result
of this is again two linear equations in θ1,Ω1+. A consequence of the fact we ob-
tain linear expressions at each stage is that the final solution will be unique. This
uniqueness should not be surprising because of the constraints that we placed on
the realisation in Sec. 5.2, i.e., that each element of the equivalence class contains
exactly one element.
Example 8. We now give an example of the above procedure. Suppose that we have
the following two-mode SISO QLS:
C− = (8, 12) , C+ = (0,−1) , Ω− =
(
6 −1
−1 2
)
and Ω+ = ( 0 ii 0 ) .
Chapter 5. Transfer Function Identification 43
Its transfer function is given by
Ξ−(s) =
s4 + (−10672.25 + 482)s2 + (338313− 12284i)
s4 + 207s3 + 10752.25s2 + 6940s+ 338505
(5.13)
Ξ+(s) =
(−192 + 32i)s2 + (−4276 + 1632i)
s4 + 207s3 + 10752.25s2 + 6940s+ 338505
. (5.14)
We will now find a cascade realisation directly from the transfer function using
the above procedure. Firstly, the poles of the transfer function are given by −103.48−
2.12i,−103.48 + 2.12i and −0.0187 + 5.62i,−0.0187−5.62i. Let us identify the poles
−103.48 − 2.12i,−103.48 + 2.12i as belonging to the first system. Using x1 = 12c21
and the recursive procedure above, we obtain c1 = 14.39,Ω1− = 2.33 and Ω1+ =
−0.15− 0.93i. Finally, we may identify the second system by Ξ2(s) = Ξ(s)Ξ1(s)[, so
that c2 = 0.2,Ω2− = 7.38 and Ω2+ = −1.48− 4.55i.
On the other hand we may identify the poles −0.0187 + 5.62i,−0.0187 − 5.62i
as the first system and −103.48 − 2.12i,−103.48 + 2.12i as the second system. As
a result we obtain c1 = 0.2,Ω1− = 7.30,Ω1+ = 1.61 − 4.37i and c2 = 14.39Ω2− =
2.33,Ω2+ = −0.15− 0.93i.This degeneracy corresponds corresponds to the (symplec-
tic) Schur decomposition degeneracy mentioned above. Notice that the subsystems in
both constructions are different, which is a signature of the fact that the subsystems
in each don’t commute.
The brute-force approach in this section gets too cumbersome for MIMO systems
so we need an alternative method, which is the subject of the next subsection.
5.4 Identification Method 2: Indirect Method
Here, the realisation is obtained indirectly by first finding a non-physical realisation
and then constructing a physical one from this by applying a criterion developed in
[17]. The construction follows similar lines to the method described in [5, 77] for
PQLSs.
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Let (A0, B0, C0) be a triple of doubled-up matrices which constitute a minimal
realisation of Ξ(s), i.e.
Ξ(s) = 1 + C0(sI − A0)−1B0. (5.15)
The identification method here is applicable to generic (not necessarily SISO) QLSs,
provided such a classical realisation can be found beforehand. For example, in Ap-
pendix A such a classical realisation is found for an n-mode minimal QLS, with
matrices (A,C), possessing 2n distinct poles each with non-zero imaginary part.
Any other minimal realisation of the transfer function can be generated via a
similarity transformation:
A = TA0T
−1 B = TB0 C = C0T−1. (5.16)
The problem here is that in general these matrices may not describe a genuine
quantum system in the sense that from a given A,B,C one cannot reconstruct the
pair (Ω, C). Our goal is to find a special transformation T mapping (A0, B0, C0) to
a triple (A,B,C) that does represent a genuine quantum system. To this end, a
triple (A,B,C) corresponds to a quantum linear system if and only if it satisfies the
physical realisability conditions [17]:
A+ A[ + C[C = 0 and B = −C[. (5.17)
Therefore, substituting (5.16) into the left equation of (5.17) one finds
(
T †JT
)
A0 + A
†
0
(
T †JT
)
+ C†0JC0 = 0, (5.18)
where the matrices J here are of appropriate dimensions. The goal here is to find a T
satisfying (5.18), for then the triple (A,B,C) obtained via (5.16) will be a minimal
QLS realisation of the transfer function.
Next, because A and A0 are similar and the system is assumed to be stable, A0
will have eigenvalues in the left-half plane. Hence it follows from [48, Lemma 3.18]
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that (5.18) has a unique solution, given by
T [T = J
(
T †JT
)
=
∫ ∞
0
J
(
C0e
A0t
)†
J
(
C0e
A0t
)
dt. (5.19)
We now need to use a result from [16], which is a sort of singular value de-
composition for symplectic matrices. We state the result in a slightly different way
here.
Lemma 2. Let N2n×2n be a complex, invertible, doubled-up matrix and let N = N [N .
(1) Assume that all eigenvalues of N are semisimple. Then there exists a symplec-
tic matrix W such that N = WNˆW [ where Nˆ =
(
Nˆ1 Nˆ2
Nˆ#2 Nˆ
#
1
)
with
Nˆ1 = Diag
(
λ+1 , ..., λ
+
r1
, λ−1 , ..., λ
−
r2
, µ112, ..., µr312
)
Nˆ2 = Diag (0, ..., 0, 0, ..., 0,−ν1σ, ...,−νr3σ) .
Here λ+i > 0, λ
−
i < 0 and λci := µi + iνi (with µi, νi ∈ R νi > 0) are the
eigenvalues of N . The matrix σ = ( 0 −ii 0 ) is one of the Pauli matrices.
(2) There exists another symplectic matrix V such that N = V N¯W [ where N¯ is
the factorization of Nˆ
(
Nˆ = N¯ [N¯
)
given by N¯ =
(
N¯1 N¯2
N¯#2 N¯
#
1
)
with
N¯1 = Diag
(√
λ+1 , ...,
√
λ+r1 , 0, ..., 0, α112, ..., αr312
)
Nˆ2 = Diag
(
0, ..., 0,
√
|λ−1 |, ...,
√
|λ−r2|,−β1σ, ...,−βr3σ
)
.
The coefficients αi and βi are determined from µi and νi via
• If µi ≥ 0, then αi = √µicoshxi, βi = √µisinhxi, with xi = 12sinh−1 νµ .
• If µi ≤ 0, then αi =
√|µi|sinhxi, βi = √|µi|coshxi, with xi = 12sinh−1 ν|µ| .
• If µi = 0, then αi = βi =
√
νi
2
.
The Lemma can be extended beyond the semisimple assumption, but since the
latter holds for generic matrices [16], it suffices for our purposes.
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We can therefore use Lemma 2 together with equation (5.19) in order to write
the ‘physical’ T as T = V T¯W [, where W and T¯ can be computed as in the Lemma
above, and V is a symplectic matrix. However, since the QLS equivalence classes are
characterised by symplectic transformation, this means that T0 = T¯W [ transforms
(A0, B0, C0) to the matrices of a quantum systems satisfying the realisability condi-
tions. Finally, we can solve to find the set of physical parameters (Ω, C), which are
given in terms of (A0, B0, C0), as
C = C0WT¯
−1
Ω = i
(
T¯W [A0WT¯
−1 +
1
2
(
T¯ [
)−1
W [C[0C0WT¯
−1
)
.
Remark 3. Note that by assumption Ξ(s) is the transfer function of a QLS. Since the
original triple (A0, B0, C0) is minimal, this implies that there exists a non-singular T
satisfying (5.19), so the right side of (5.19) is non-singular, which eventually leads
to a non-singular transformation T computed using Lemma 2.
5.5 Noisy Transfer Function Identification
We will now discuss the situation where there is noise in the system. Recall that
the system in our QLSs model is an example of an open quantum system. In open
quantum systems theory information is dissipated to the environment [91], which is
typically modelled as (bosonic) quantum bath (see Sec. 3.2). Therefore noisy QLSs
may be modelled with additional channels that we cannot access [13](see Fig. 5.2).
Throughout this section we shall work with passive QLSs.
5.5.1 Identifiability
Suppose that we have an unknown PQLS with n internal modes and m channels.
We assume that we can only access m1 of them. We call the m1 channels that we can
access the accessible channels and the remaining channels the noise channels. We
would like to ask the following question: what is identifiable from measurements on
the accessible channels? That is, we seek to identify the system G := (C = (c1, c2),Ω)
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Figure 5.2: Illustration of how to model noise in QLSs.
where c1 is supported on the accessible channels and c2 on noise channels. Write the
transfer function for G as
Ξ(s) =
(
Ξ11(s) Ξ12(s)
Ξ21(s) Ξ22(s)
)
,
where, for example, Ξ12(s) represents the transfer function from the accessible chan-
nels to the noise channels. We assume throughout Sec. 5.5.1 that the input on
the noise channels is vacuum. Therefore, we have access to only the quantity
Ξ11(s) = 1− c1 (s− A)−1 c†1 from the full transfer function Ξ(s).
Under the assumption of minimality and because Ξ11(s) is a classical transfer
function, then the worst case scenario is that we may identify (c1,Ω) up to a similarity
transformation. On the other hand, the best case to hope for is that we can identify
(C,Ω) up to a unitary transformation as in Corollary 1. We give a simple example
illustrating that the actual level of identifiability lies somewhere between these two
extremes.
Example 9. Suppose that we have a one-mode PQLS with two channels, of which
we only have access to one. The full transfer function is given by
Ξ(s) =
(
1− |c1|2
s+iΩ+ 12 (|c1|2+|c2|2)
c1c2
s+iΩ+ 12 (|c1|2+|c2|2)
c2c1
s+iΩ+ 12 (|c1|2+|c2|2)
1− |c1|2
s+iΩ+ 12 (|c1|2+|c2|2)
)
.
Clearly from the full transfer function the most that we can hope to identify are the
quantities |c1|, |c2|Ω and c1c2. This corresponds exactly to the equivalence classes in
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Corollary 1.
However, from just the top-left element of Ξ(s) we an only identify |c1|, |c2|, and
Ω. That is, we have no information about the relative phase of the coupling between
the two channels; this should not be a surprise.
Also, restricting to accessible channels observability and controllability are not
equivalent in general, unlike the noiseless case. We show give a counterexample for
this.
Example 10. Consider a two mode system SISO system with an additional noisy
channel. Let Ω = Diag(4, 1) and c1 = (2, y), c2 = (−1, 3), where y is a variable to be
specified later. Therefore,
A =
(
−4i−4 3−2y
3−2y −i−|y|2−9
)
.
Using condition (2) in Theorem 2 the system (c1, A) is observable iff the matrix
( c1c1A )
has full column rank. After some algebra it turn out that this condition is equivalent
to
y2 + y
(
−2i+ 16
3
)
− 12 = 0. (5.20)
On the other hand, by using (2) from Theorem 1, (c†1, A) is controllable iff
y2 + y
(
+2i+
16
3
)
− 12 = 0. (5.21)
The equations (5.20) and (5.21) cannot be satisfied simultaneously, hence we have
counterexamples to the statements [observability =⇒ controllability] and [controllability =⇒
observability].
The previous two examples indicate that the identifiability problem for noisy sys-
tems is more complicated than the noiseless case. To recap, the following statements
no longer hold:
• Observability ⇐⇒ controllability.
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• Minimal =⇒ TFE PQLSs are related by a unitary transformation.
We will now understand what is identifiable in the noisy case.
First construct a minimal classical realisation for the transfer function, Ξ11(s),
given by (A0, B0, C0), by using (for instance) the Gilbert realisation method [48].
Here A0 is of size n× n, B0 is of size n×m1 and C0 is of size m1 × n. That is,
Ξ11(s) = 1 + C0 (s− A0)−1B0.
Under assumption of minimality this realisation will be unique up to a similarity
transformation (see Theorem 3).
Now we must find a pair of matrices B1 ∈ Cn×(m−m1) and C1 ∈ C(m−m1)×n such
that the extended system (
A0, ( B0 B1 ) ,
(
C0
C1
)
, 1
)
represents a physical quantum system. Note that there may be many such matrices
B1 and C1; this would correspond to PQLSs with the same transfer function on
the accessible channels but different transfer function on the extended space. Let
us put this non-uniqueness issue to one side for the moment and proceed to find a
realisation. Also note that the extended system (once found) is guaranteed to be
minimal because (A0, B0, C0) is. Now the requirement that the extended system be
physical means that there exits a similarity transformation T such that the matrices
A := TA0T
−1, B := T ( B0 B1 ) C :=
(
C0
C1
)
T−1 (5.22)
correspond to a genuine PQLS, i.e., (see Sec. 3.3 or [5])
A+ A† + C†C = 0 and B = −C†. (5.23)
Crucially such a similarity transformation preserves the transfer function Ξ11(s). It
follows that
(
T †T
)
A0 + A
†
0
(
T †T
)
+ C†0C0 + C
†
1C1 = 0 (5.24)(
T †T
)
(B0, B1) = −(C†0, C†1). (5.25)
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As A0 is Hurwitz, Eq. (5.24) is equivalent to
T †T =
∫ ∞
0
eA
†
0t
(
C†0C0 + C
†
1C1
)
eA0t. (5.26)
Note that T †T must be invertible for any choice of C1 by minimality [48]. Finally,
combining this expression with (5.25), one obtains
B0 = −
(∫ ∞
0
eA
†
0t
(
C†0C0 + C
†
1C1
)
eA0t
)−1
C†0 (5.27)
B1 = −
(∫ ∞
0
eA
†
0t
(
C†0C0 + C
†
1C1
)
eA0t
)−1
C†1. (5.28)
In summary in order to find a physical realisation from (A,B,C) one begins by
finding a C1 (perhaps numerically) satisfying (5.27). The matrix B1 is then fixed
by the physicality condition (5.28). From these one can obtain a unique (given
a particular solution B1, C1) T †T from (5.26). As T is a normal matrix, we can
diagonalise T †T , i.e. T †T = U0Λ0U †0 , so that T = U
†
0
√
Λ0. Finally, the physical
system is given by (A,C) satisfying (5.22).
As mentioned earlier B1 and C1 are not unique here (although B1 is fixed by C1).
This freedom appears in Eq. (5.27). However, given a particular solution B1 and
C1 the matrix T is unique up to a unitary matrix in Corrolary 1, as the problem
simply reduces to the noiseless case. Therefore, the non-uniqueness in the choice
of C1 represents the relaxation of the unitary equivalence classes from the noiseless
to the noisy case. Moreover, the conditions (5.22) reduce to the classical similar-
ity transformations on (A0, B0, C0), whereas the condition that the full system be
physical (i.e. (5.23)) imposes restrictions on the admissible similarity transforma-
tions. Therefore, identifiability does indeed lie somewhere between the similarity
and unitary transformation extremes, as mentioned above.
Furthermore, there is no guarantee that the transfer function Ξ˜(s) is equal to
the original transfer function Ξ(s). Moreover, as minimality on the extended space
of channels m does not imply minimality on the channels m1, the transfer function
Ξ˜(s) may be simpler than Ξ(s) in the sense that less modes are required to describe
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it.
We now give an example of this method in action.
Example 11. Consider a one mode SISO system with an additional noisy channel.
Suppose that the coupling is given by C1 = 6i, C2 = 3 + 2i and the Hamiltonian is
Ω = 3. The question that we intend to answer is the following: can we recover these
parameters from the part of the transfer function that we have access to, namely
Ξ11(s) = 1− 36s+3i+39/2?
Firstly, suppose that we obtain the classical realisation (A0 = −392 , B0 = −1, C0 =
36) for this transfer function, Now solving the integral in (5.27) leads to the condition
1 = (39)(36)|C˜0|2+362 . Hence |C˜0| = 6
√
3. From (5.28) we also obtain B˜0 = − C˜036 . As
there are no further constraints on B˜0 and C˜0, we can take them to be real. Hence
C˜0 = 6
√
3 and B˜0 = −
√
3
6
. Therefore, from (5.26) one obtains
(
T †T
)
= ( 36 00 36 ).
Hence T = ( 6 00 6 ). Finally, from these we can obtain the physical system C1 = 6, C2 =√
3,Ω = 3. One can verify that this realisation has noisy transfer function Ξ11(s).
However, the transfer function of the extended system characterised by matrices C1 =
6, C2 =
√
3,Ω = 3 is not the same as the full transfer function of the original system
C1 = 6i, C2 = 3 + 2i,Ω = 3, but nevertheless remains consistent with Example 9.
Throughout this subsection we have implicitly assumed that we know the num-
ber of noise channels. In fact we may remove this assumption using the following
observation: for a system with n modes, it is always possible to find B˜0 and C˜0 of size
n× n satisfying the requirements above. This means that we can model our MIMO
n mode system as having (at most) n noisy channels and a solution is guaranteed
to exist; any additional channels will result in superfluous parameters. Therefore,
we don’t need to know m in our analysis above. To see why this statement is true,
suppose as above that we have an n mode system with m1 accessible channels and
m−m1 > n noise channels, which can be written as a cascade of one-mode systems
[74]. Suppose that the cascaded system is given by
(( c1nc2n ) ,Ωn) / ... / ((
c11
c21 ) ,Ω1) .
Now we can change basis on the noise fields 1, ....m−m1 (hence the accessible field
remains unchanged) so that the noisy coupling to the first mode in the cascade is
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supported on only the first noisy channel. Next perform a change of basis on the
noise fields 2, ....m−m1 so that the noisy coupling to the second mode in the cascade
is supported on only the first two noisy channels. Repeat this procedure a further
n − 2 times leads to an accessible channel TFE system which couples with only n
noise channels (there will be m−m1 − n redundant noise channels) (see Fig. 5.3).
5.5.2 Noise Unobservable Subspaces
Here we consider a modified problem to the one in the last subsection, where we sup-
pose that we also have access to the quantity Ξm1,m−m1(s). This could be achieved
for example under the assumption that the input on the noise channel is known (and
is different from vacuum). The question of identifiability comes down to understand-
ing what is identifiable from Ξm1,m1(s) and Ξm1,m−m1(s), and can be answered in a
similar way to the problem in Sec. 5.5.1. However, this problem is not our primary
concern here. Instead we discuss an interesting phenomenon when part of the system
is not visible in the noise output.
Suppose that we have the PQLS G := (C = (c1, c2),Ω) where c1 is supported
on the first m1 channels and c2 on the remaining m − m1 channels. The transfer
function that we can access is given by
Ξacc(s) := (1, 0)− c1 (s− A)−1
(
c†1, c
†
2
)
,
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whereas the transfer function on the noisy output is given by
Ξnoi(s) := (0, 1)− c2 (s− A)−1
(
c†1, c
†
2
)
.
Note that the “(A,B,C,D) forms” for the accessible and noisy channels are given
by
(
A,−
(
c†1, c
†
2
)
, c1, 1
)
and
(
A,−
(
c†1, c
†
2
)
, c2, 1
)
, respectively.
Definition 9. We say that a PQLS is observable or controllable on the accessible
(noisy) channel if the system is observable or controllable, respectively, when re-
stricted to the accessible (noisy) channel.
Theorem 6. Suppose that a PQLS is observable on the accessible (noisy) channel,
then it is controllable on the accessible (noisy) channel.
Proof. Suppose that the system is observable on the accessible channel. By Theorem
2 this is equivalent to the statement: if y is a (right) eigenvector of A with eigenvalue
λ then c1y 6= 0. We need to show that
(
A,−
(
c†1, c
†
2
))
is controllable, or equivalently(
A†, (c1, c2)
)
is observable. Suppose for a contradiction that
(
A†, (c1, c2)
)
is not
observable. Therefore there exists a (right)-eigenvector, z, of A† with eigenvalue µ
such that c1z = 0 and c2z = 0. Using these conditions we have
µz = A†z
= −
(
A+ c†1c1 + c
†
2c2
)
= −Az
However, controllability would imply that c1z 6= 0, which is a contradiction. The
proof of the statement on the noisy channel can be obtained in a similar way.
Note that the reverse direction in this theorem is not necessarily true and is a
fact we look to exploit in the following.
Definition 10. We say that a subspace of a PQLS is noise unobservable if it is unob-
servable from the noise channel. That is, there exists a series of (left)-eigenvectors of
A, denoted by y1, ...yk, such that c2yi = 0 for all i. The noise unobservable subspace
(NUS) is given by Span{y1, ...yn}.
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The motivation behind the definition of a NUS is that there will be modes that
are not visible from the noise output channel. However, these modes may still be
controllable from the noise input. Note that the there are similarities between our
definition of an NUS and that of a protected subspace in [92], in the sense that
information flows from this subspace to the accessible channel(s) without loss to
the noise channel(s). However, our emphasis here is on identification, rather than
information flow, and their setup is also different to ours.
We have the following result, which says that the NUS can be identified as in the
noiseless case (see Theorem 5).
Theorem 7. Suppose that we have a PQLS
(
A,−
(
c†1, c
†
2
)
, ( c1c2 ) , 1
)
, where:
• The accessible system,
(
A,−
(
c†1, c
†
2
)
, c1, 1
)
, is observable (hence minimal)
• The PQLS has a NUS.
Then on the NUS the transfer function equivalent systems (TFEs) are related by a
unitary transformation, as in Theorem 5.
Proof. Suppose that
(
A,−
(
c†1, c
†
2
)
, c1, 1
)
and
(
A′,−
(
c
′†
1 , c
′†
2
)
, c′1, 1
)
are minimal
and have the same transfer function Ξacc(s). Therefore, they must be related via
A′ = UAU−1
(
c
′†
1 , c
′†
2
)
=
(
Uc
′†
1 , Uc
′†
2
)
c′1 = c1U
−1 (5.29)
for some invertible matrix U (see Theorem 2.7). Now, using a similar technique as
in the proof of Theorem 5 it is easy to show from these conditions that c1 = c1U †U .
We also have
A′ = −A′† − c′†1 c′1 − c
′†
2 c
′
2
= − (U †)−1A†U † − Uc†1c1U † − c′†2 c′2
=
(
U †
)−1
AU † +
(
U †
)−1
c†1c1U
† +
(
U †
)−1
c†2c2U
† − Uc†1c1U † − c
′†
2 c
′
2
=
(
U †
)−1
AU † +
(
U †
)−1
c†2c
′
2 − c
′†
2 c
′
2, (5.30)
where we have used the conditions (5.29) as well as the physical realisation conditions
(Eq. (3.15)). Under the assumption that
(
A′,−
(
c
′†
1 , c
′†
2
)
, c′1, 1
)
has a NUS, then
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(5.30) implies that
A′y =
(
U †
)−1
AU †y (5.31)
for all vectors y in the NUS. Combining (5.31) with c1 = c1U †U , it follows that
c1AU
−1y = c1AU †y. (5.32)
It is not too difficult to show that this condition may be extended to
c1A
kU−1y = c1AkU †y (5.33)
for all k = 0, 1, 2, .... Therefore, by observability we have that U †y = U−1y. Hence
on the NUS the equivalence class of systems (5.29) are related by a unitary trans-
formation, as in Theorem 5.
We have seen in the previous subsection how noise decreases identifiability. In
quantum mechanics, the inclusion of noise in models also has a detrimental effect
on many other problems, for example metrology [6] or control [7]. In some cases
this can be catastrophic, for example the use of N00N states in quantum metrology
has the effect of destroying the enhanced level of Heisenberg scaling. Therefore, the
fact that part of the system can be identified as if there is no noise present is very
interesting. It can also be shown that an identical result holds for general QLSs.
A consequence of this theorem, which was apparent from the proof but not writ-
ten in the theorem, is that if one system,
(
A,−
(
c†1, c
†
2
)
, c1, 1
)
, has a NUS and(
A′,−
(
c
′†
1 , c
′†
2
)
, c′1, 1
)
has the same transfer function then this second system must
also have a NUS.
If a NUS is also uncontrollable with respect to the noise channel, then it becomes
a decoherence-free subsystem (DFS) [92, 93]. A DFS is a subsystem of the QLS that
is completely isolated from the noise; that is whose variables are not affected by the
input and do not appear in the output. To see this observe that the transfer function
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of the combined accessible and noise outputs is in this case given by:
Ξ(s) = 1− ( c1c2 ) (s− A)−1
(
c†1, c
†
2
)
(5.34)
= 1− ( c1c2 )
∑
i
RiLi
(s− λi)
(
c†1, c
†
2
)
, (5.35)
where Li, Ri, λi are the left eigenvectors, right eigenvectors and eigenvalues of A.
Therefore if there is an unobservable-uncontrollable noise mode then c2Ri = 0 and
Lic
†
2 = 0 for some i and so only the (1, 1) block of the transfer function has a
contribution on that mode. This subsystem is clearly completely identifiable in this
case (in the sense of Corollary 1) from the accessible output. DFSs are trivially
NUSs, but interestingly Theorem 7 says that all NUSs (beyond the trivial case of
DFSs) are completely identifiable. We revisit DFSs later in Ch. 8.
5.6 Summary and Outlook
In summary we have addressed the system identification problem and characterised
all QLSs with the same transfer function. Such equivalent systems are related by a
symplectic transformation on the space of modes. Therefore we have extended the
result of [5] beyond the class of passive systems. We then outlined two methods
to construct a (minimal and physical) realization of the system from the transfer
function.
We also considered these same problems in the context of noisy QLSs, which are
modelled with the use of additional inaccessible channels. We have investigated the
notion of noise unobservable subspaces, where part of the system is shielded from
the noise. Interestingly, we found that such a subsystem can be identified as in the
noiseless case. An interesting topic of research is to understand more about noise
unobservable subsystems and how far reaching their applications could be.
Finally, given that we now understand what is identifiable, the next step is to
understand how well parameters can be estimated. This will be the subject of Chs.
7 and 8.
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Chapter 6
Power Spectrum Identification
In the previous chapter we addressed system identification problem from a time-
dependent input perspective. We are now going to change viewpoint and consider
a setting where the input fields are time-stationary pure1 Gaussian states as in Sec.
3.7.2. The output is uniquely defined by its power spectrum (3.22). The power
spectrum identifiability is a natural and relevant setting in the quantum context, as
it is in the classical one, where it was treated in the references [46, 47]. This setup
is relevant when it may not be possible for the experimenter to use time-dependent
inputs, e.g. when identification is performed in conjunction with control.
Our aim is to answer the same identifiability questions as those outlined in the
time-dependent setting for this setting. That is:
(1) Which parameters can be identified by measuring the output for a given input
covariance matrix V (N,M) =: V (see Eq. (3.21))?
(2) How can we construct a system realisation from sufficient input-output data?
Notice that unlike the time-dependent case there is an explicit dependence on the
input. The characterisation of the equivalence classes in the first question boils
down to finding which systems have the same power spectrum, a problem which
is well understood in the classical setting [46] but has not been addressed in the
quantum domain. If two QLSs have the same power spectrum, then we call them
power spectrum equivalent (PSE). Moreover, since the power spectrum depends on
the system parameters via the transfer function, it is clear that one can identify
1The purity of the input state should be understood as that defined in Sec. 3.7.2
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‘at most as much as’ in the time-dependent setting discussed in Sec. 5. In other
words the corresponding equivalence classes are at least as large as those described
by symplectic transformations (5.1). However, recall that in the analogous classical
problem it was generally not possible to reconstruct the transfer function from the
power spectrum uniquely (see Sec. 2.4.2) even under global minimality [46, 47, 49],
which requires one to reconstruct the transfer function with the smallest dimension.
Consider the system’s stationary state and note that it can be uniquely written
as a tensor product between a pure and a mixed Gaussian state (see Sec. 3.1). We
see in Sec. 6.1 that by restricting the system to the mixed component leaves the
power spectrum unchanged. Furthermore, the pure component is passive, which ties
in with previous results of [32]. Conversely, if the stationary state is fully mixed,
there exists no smaller dimensional system with the same power spectrum. Such
systems will be called globally minimal, and can be seen as the analogue of minimal
systems for the stationary setting.
The main result of this chapter is to show that under global minimality the power
spectrum determines the transfer function, and therefore the equivalence classes are
the same as those in the transfer function (i.e Theorem 5). We give three proofs for
this. The first is given in Sec. 6.3 for a generic class of SISO QLSs and is obtained by
using a brute force argument to identify the poles and zeros of the transfer function
from those of the power spectrum. The second proof, given in Sec. 6.4, holds for
general QLSs and the key there is in reducing the power spectrum identifiability
problem to an equivalent transfer function identifiability problem. Both of these
methods use tools from classical systems theory. Our final method in Sec. 6.11
is a purely quantum one. In particular, we use the observation that unidentifiable
directions will have zero QFI rate (infinitesimal) directions in the parameter space
with the same power spectrum. We also give an identification method in Sec. 6.5
to reconstruct a system realisation of the power spectrum and discuss an example in
Sec. 6.6.
In Sec. 6.8 we restrict our attention to PQLSs (with non-vacuum inputs). In
particular, the identifiability problems turn out to have a much simpler solution
for SISO PQLSs (Sec. 6.8.1). We investigate global minimality in more detail and
understand which systems are globally minimal for both SISO and MIMO PQLSs.
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We also see in Sec. 6.9 we show that by using additional ancillary channels with
an appropriately chosen entangled input ensures that one can identify the transfer
function from the power spectrum for all minimal systems. The key point is that
we are changing the input, which matters for the power spectrum, in order to create
a globally minimal system-input pair that is identifiable.
All of these identifiability problems have been discussed for pure inputs only.
Finally, in Sec. 6.10 we extend the identifiability results to thermal inputs, which
are an interesting class of mixed inputs.
6.1 Global Minimality
We now formally introduce the definition of global minimality, which is analogous
to the classical definition (see Definition 5).
Definition 11. A system (S,C,Ω) is globally minimal for (pure) input covariance,
V , if there exists no lower dimensional system with the same power spectrum, ΨV .
To see why this definition important, consider for example a passive system with
vacuum input. In this case the power spectrum will be vacuum, which is the same
as that of a zero-dimensional system.
In fact, we can assume without loss of generality that the input is vacuum, i.e.,
V = ( 1 00 0 ) =: Vvac. Essentially, as the input is known (i.e the choice of the ex-
perimenter) and pure, we can change the basis of the field so that the input is
vacuum and the system and output covariance (power spectrum) are modified as(
S˜, C˜, Ω˜
)
:=
(
S[inSSin, S
[
inC,Ω
)
and Ψ˜(s) = S[inΨ(s)
(
S†in
)[
, respectively (recall the
definition of [-adjoint from the Nomenclature). Here Sin is given by Eq. (3.4) in Sec.
(3.1).
The stationary state of the system is characterised by it’s covariance matrix, P ,
which from (3.12) is the unique solution of the Lyapunov equation [1]
AP + PA† + C[Vvac(C[)† = 0. (6.1)
The following theorem links global minimality with the purity of the stationary
state of the system.
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Pure input Output
Modes connected 
pairs
Pure component
Maximally mixed 
component entangled 
with output
System modes
Pure component
Maximally mixed 
component
Series productGaussian Schmidt decomposition 
Figure 6.1: Pure and maximally mixed components connected in
series.
Theorem 8. Let G := (S,C,Ω) be a minimal QLS with pure input Vvac.
1. The system is globally minimal if and only if the (Gaussian) stationary state
with covariance P satisfying the Lyapunov equation (6.1) is fully mixed.
2. A non-globally minimal system is transfer function equivalent (TFE) (see Sec.
5) to a QLS which is a series product of two systems; the first system has a pure
stationary state, whereas the second has a fully mixed stationary state (see Fig. 6.1).
We call these systems the pure component and mixed component, respectively.
3. The reduction to the mixed component is globally minimal and has the same
power spectrum as the original system.
Proof. Let us prove the result first in the case S = 1.
Firstly, perform a change of system coordinates2 as described in Sec. 3.1, so
that the input is in the vacuum state, while the system modes decompose into its
2Note that such a symplectic transformation on the system is of form prescribed by Theorem 5,
but the interpretation here is that we are dealing with the same system seen in a different basis,
rather than a different system with the same transfer function.
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‘pure’ and ‘mixed’ parts a′T = (aTp , aTm). Note that this transformation will alter the
coupling and Hamiltonian matrices accordingly, but we still denote them Ω and C
to simplify notations.
Therefore, in this basis the stationary state of the system is given by the covari-
ance
P =
(
R+1 0
0 R
)
, R = ( 0 00 Rm )
and satisfies the Lyapunov equation (6.1).
( =⇒ ) We show that if the system has a pure component, then it is globally
reducible. Let us write A± and C± as block matrices according to the pure-mixed
splitting
A± =
(
App± A
pm
±
Amp± A
mm
±
)
, C± =
(
Cp±, C
m
±
)
,
so that the Lyapunov equation (6.1) can be seen as a system of 16 block matrix
equations. Taking the (1,1) and (1,3) blocks, which correspond to the
〈
apa
†
p
〉
and
〈apap〉 components of the stationary state, one obtains
App− + A
pp†
− + C
p†
− C
p
− = 0 (6.2)
AppT+ − Cp†− Cp+ = 0. (6.3)
Since App− = −iΩpp− − 1/2(Cp†− Cp− − CpT+ Cp#+ ), Eq. (6.2) implies that CpT+ Cp#+ = 0,
hence Cp+ = 0. Therefore, using this fact in Eq. (6.3) gives A
pp
+ = 0, hence Ω
pp
+ = 0.
These two tell us that the pure part contains only passive terms.
Consider now the (1, 2) and (2, 3) blocks, which correspond to the
〈
apa
†
m
〉
and
〈amap〉 components of the stationary state. From this, we get
Apm− (Rm + 1) + A
pm†
− + C
p†
− C
m
− = 0 (6.4)
(Rm + 1)A
pmT
+ = 0. (6.5)
Since Apm− +A
pm†
− +C
p†
− C
m
− = 0, and Rm is invertible, equation (6.4) implies A
pm
− = 0.
Similarly, Eq. (6.5) implies that Apm+ = 0.
Let Gp := (1,Ωpp, Cp) be the system consisting of the pure modes, with Ωpp =
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∆(Ωpp− , 0) and Cp = ∆(C
p
−, 0). Let Gm := (1,Ωmm, Cm) be the system consisting of
the mixed modes with Ωmm = ∆(Ωmm− ,Ωmm+ ) and Cm = ∆(Cm− , Cm+ ). We can now
show that the original system is the series product (concatenation) of the pure and
mixed restrictions
G = Gm / Gp.
Indeed, using the fact that Cp+ = Ω
pp
+ = A
pm
− = A
pm
+ = 0, one can check that the
series product has required matrices [22]
Cseries = C˜
p + C˜m = C
and
Ωseries = Ω˜
pp + Ω˜mm + Im[(C˜
[
mC˜p)
where the ‘tilde’ notation stands for block matrices where only one block is non-zero,
e.g. C˜p = (Cp, 0), and Im[X := (X −X[)/2i.
Now, let Ξp,m(s) denote the transfer functions of Gp,m; since the transfer function
of a series product is the product of the transfer functions, we have Ξ(s) = Ξm(s) ·
Ξp(s). Furthermore, since Gp is passive and the input is vacuum, we have ΨpV (s) =
Ξp(s)V Ξp(−s)† = V so that
ΨV (s) = Ξ(s)V Ξ(−s)† = Ξm(s)V Ξm(−s)†
which means that the original system was globally reducible (not minimal).
(⇐= ) We now show that if the system’s stationary state is fully mixed, then it is
globally minimal. The key idea is that a sufficiently long block of output has a finite
symplectic rank (number of modes in a mixed state in the canonical decomposition)
equal to twice the dimension of the system. Therefore the dimension of a globally
minimal system is “encoded” in the output. This is the linear dynamics analogue of
the fact that stationary outputs of finite dimensional systems (or translation invariant
finitely correlated states) have rank equal to the square of the system dimension
(or bond dimension) [42]. To understand this property consider the system (S)
together with the output at a long time 2T , and split the output into two blocks:
A corresponding to an initial time interval [0, T ] and B corresponding to [T, 2T ].
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If the system starts in a pure Gaussian state, then the S + A + B state is also
pure. By ergodicity, at time T the system’s state is close to the stationary state
with symplectic rank dm. At this point the system and output block A are in a
pure state so by appealing to the ‘Gaussian Schmidt decomposition’ [69] we find
that the state of the block A has the same symplectic eigenvalues (and rank dm) as
that of the system (see Fig. 6.1). In the interval [T, 2T ] the output A is only shifted
without changing its state, but the correlations between A and S decay. Therefore
the joint S+A state is close to a product state and has symplectic rank 2dm. On the
other hand we can apply the Schmidt decomposition argument to the pure bipartite
system consisting of S + A and B to find that the symplectic rank of B is 2dm. By
ergodicity, B is close to the stationary state in the limit of large times, which proves
the assertion.
To extend the result to S 6= 1, instead perform the change of field co-ordinates
V 7→ SinSbV
(
SinS
b
)† in (3.4). The proof then follows as above because in this basis
S = 1.
This result has no classical analogue and is particularly interesting because it
relates a classical concept, i.e, global minimality, with the quantum concept of purity.
This theorem enables one to check global minimality by computing the symplectic
eigenvalues of the stationary state (see Sec. 3.1). If all eigenvalues are non-zero, then
the state is fully mixed and the system is globally minimal. We emphasise that the
argument relies on the fact that the input is a pure state. For mixed input states,
the stationary state may be fully mixed while the system is non globally minimal
(see Sec. 6.10 later).
The following Lemma will be of use later.
Lemma 3. Suppose that we have a QLS (S,C,Ω) with input Vvac, then the following
are equivalent:
(1) The system is globally minimal
(2)
(
A,C[SVvac
)
is controllable.
(3)
(
VvacS
[C,A[
)
is observable.
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Proof. For the equivalence between (1) and (2): Using Theorem 8, global minimality
is equivalent to a fully mixed stationary state, which is in turn equivalent to P > 0
in (6.1). Furthermore, by Theorem 3.1 in [48] P > 0 in Eq. (6.1) is equivalent to(
A,C[SVvac
)
being controllable.
It remains to show equivalence between (2) and (3). Firstly, by the duality condi-
tion (4) in Theorem 1
(
A,C[SVvac
)
controllable is equivalent to
(
VvacS
† (C[)† , A†)
observable. It therefore remains to show equivalence between the observability of(
VvacS
† (C[)† , A†) and (VvacS[C,A[).
Suppose that
(
VvacS
† (C[)† , A†) is observable. To show observability of (VvacS[C,A[)
we need to show that for all eigenvectors and eigenvalues of A[, i.e. A[y = λy, then
VvacS
[Cy 6= 0 Theorem 2. To this end suppose that A[y = λy, then A† (Jy) = λ (Jy),
which by the observability of
(
VvacS
† (C[)† , A†) implies that VvacS† (C[)† (Jy) 6= 0.
Therefore, VvacS[Cy 6= 0 and we are done. The reverse implication follows simi-
larly.
For simplicity we shall now assume (until Sec. 6.7) that there is no squeezing or
scattering in the field, i.e. S = 1. We discuss the case S 6= 1 in detail in Sec. 6.7.
6.2 Description of the Power Spectrum as Cascaded
CLSs
In this subsection we show that the power spectrum of our QLS can be treated as
a transfer function of a cascade of two classical systems (with the combined system
having twice as many modes). Furthermore, the resultant cascaded system will be
minimal iff the original system is globally minimal. This result will be particularly
important in Sec. 6.4 because the power spectrum identification problem reduces to
a transfer function identification problem, which is which is much simpler to solve.
Using Eq. (3.22) for the power spectrum, write Ψ(s)J as a transfer function of
the following two cascaded systems:
• The first system is (−A[,−C[,−VvacC, Vvac)
• The second system is (A,−C[Vvac, C, Vvac).
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It should be understood that the first system is fed into the second (see Fig. 6.2).
Note that the first system is unstable, whereas the second is stable. Using Eq. (2.9),
a representation for the resultant system with transfer function Ψ(s)J is(
A˜, B˜, C˜, D˜
)
:=
((
−A[ 0
C[VvacC A
)
,
(
−C[
−C[Vvac
)
, ( −VvacC C ) , Vvac
)
. (6.6)
⌅(s)Vvac
Combined transfer function:
System 1 System 2
⌅(s)Vvac⌅( s)† =  (s)
Vvac⌅( s)†
Figure 6.2: The setup in Sec. 6.2 where the power spectrum is
treated as two systems connected in series.
Now, A˜ has 4n eigenvalues. It is also lower block triangular (LBT) with the
following properties:
(1) It has 2n right-(generalised3)-eigenvectors of the form
(
0
y
(i)
2
)
with (possibly
non-distinct) eigenvalues λ(i), which satisfy Re(λ(i)) < 0. Note that y(i)2 and
λ(i) are right-(generalised) eigenvectors and eigenvalues of A.
3A matrix is diagonalisable iff it has a full basis of eigenvectors. Generalised eigenvectors are a
next best thing to eigenvectors enabling one to ‘almost diagonalise’ a matrix. More specifically, a
vector x is a generalised eigenvector of rank m with corresponding eigenvalue λ if
(A− λ1)m x = 0
(but (A− λ1)m−1 x 6= 0). For every matrix A there exists an invertible matrix M , whose columns
consist of the generalised eigenvectors, such that J = M−1AM where J is a matrix called the
Jordan normal matrix and is given by
J = Diag(J1, J2, ..., Jr) where Ji =
 λi 1λi 1. . . 1
λi
 .
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(2) It has 2n left-(generalised)-eigenvectors of the form ( x(i)1 , 0 ) with (possibly non-
distinct) eigenvalues µ(i), which satisfy Re(µ(i)) > 0. Note that x(i)1 and µ(i)
are left-eigenvectors and eigenvalues of −A[.
Definition 12. A matrix A is called proper ordered lower block triangular (proper
LBT) if it is it LBT and satisfies (1) and (2).
Lemma 4. If two proper LBT matrices, A˜ and A˜′, are related via A˜′ = TA˜T−1,
where T is invertible, then T is LBT.
The proof is in Appendix B. The final result of this subsection, which is another
equivalent formulation of global minimality, will be key to our main identifiability
result in this chapter.
Theorem 9. The quantum system (C,Ω) is globally minimal if and only if the system
(6.6) is minimal.
Proof. The reverse implication here is trivial. For the forward implication we need
to prove controllability and observability.
Firstly, the observability of
(
C˜, A˜
)
. Suppose that
(
−A[ 0
C[VvacC A
)
( y1y2 ) =
(
λy1
λy2
)
, (6.7)
then in order to show observability we require that ( −VvacC C ) ( y1y2 ) 6= 0. There are
two cases; either y1 = 0 or y1 6= 0.
• If y1 = 0 then (6.7) reduces to Ay2 = λy2 and so the observability of A tells us
that Cy2 6= 0. Hence ( −VvacC C )
(
0
y2
) 6= 0.
• For y1 6= 0, the proof is a little trickier. Suppose to the contrary that the
system is not observable. That is, there exists a vector ( y1y2 ) satisfying (6.7)
such that
VvacCy1 = Cy2 (6.8)
Firstly, from (6.7) it is clear that −A[y1 = λy1, hence VvacCy1 6= 0 by global
minimality (Lemma 3). We also have C[VvacCy1 +Ay2 = λy2 from (6.7), hence
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−A[y2 = λy2 using (6.8). On the other hand, letting y2 = ( u1u2 ), where u1, u2
are n dimensional complex vectors, then by the doubled-up properties of A[ it
follows that
(
u2
u1
)
is also an eigenvector of −A[ (with eigenvalue λ). Therefore,
VvacC
(
u2
u1
) 6= 0 by global minimality (Lemma 3). Finally, this condition implies
that C−u2 + C+u1 6= 0, which is a contradiction to (6.8). Hence the system is
observable.
Showing controllability of
(
A˜, B˜
)
can be achieved by similar means. Alterna-
tively, we can use the dual properties of observability and controllability to show
this. To this end, in order to show that
(
A˜, B˜
)
is controllable it is enough to
show that
(
B˜†, A˜†
)
is observable (see Theorem 1). In light of this, suppose that
A˜† ( z1z2 ) = λ (
z1
z2 ), which, by using the definition of A˜, is equivalent to
−JAJz1 + C†VvacCJz2 = λz1 and A†z2 = λz2.
These equations can be written in matrix form as
A˜
(
Jz2
−Jz1
)
= −λ ( Jz2−Jz1 ) .
Now, because
(
C˜, A˜
)
is observable, it follows that
−C (Jz1)− VvacC (Jz2) 6= 0.
This condition is equivalent to B˜† ( z1z2 ) 6= 0.
6.3 Power Spectrum Identification of SISO QLSs
The following theorem shows that two generic4 globally minimal SISO QLSs have
the same power spectrum if and only if they have the same transfer function. In
particular are related by a symplectic transformation, as described in Theorem 5.
4Under the conditions discussed in Sec. 5.2 allowing the transfer function to be realised as a
cascade of one mode systems.
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Theorem 10. Let (C1,Ω1) and (C2,Ω2) be two globally minimal SISO systems for
fixed pure input with covariance Vvac, which are assumed to be generic in the sense
of [15]. Then
Ψ1(s) = Ψ2(s) for all s ⇔ Ξ1(s) = Ξ2(s) for all s
Proof. Recall that the power spectrum of a system (C,Ω) is given by Ξ(s)VvacΞ(−s)†.
Therefore, if Ξ1(s) = Ξ2(s) then Ψ1(s) = Ψ2(s). We will now prove the converse.
The power spectrum in the SISO case is given by Ξ−(s)Ξ−(−s)# Ξ−(s)Ξ+(−s)
Ξ+(s)
#Ξ−(−s)# Ξ+(s)#Ξ+(−s)
 . (6.9)
The transfer function is completely characterised by the elements in the top row
of its matrix, i.e., Ξ−(s) and Ξ+(s). Also, Ξ−(s) and Ξ+(s) must be of the the form
(5.9) and (5.10). Our first observation is that Ξ−(s) and Ξ+(s) in (5.9) and (5.10)
cannot contain poles and zeros in the following arrangement: Ξ−(s) has a factor like
(s− λi)(s+ λi)
(s− λi)(s− λi)
=
(s+ λi)
(s− λi) (6.10)
and Ξ+(s) contains a factor like
(s− λi)(s+ λi)
(s− λi)(s− λi)
=
(s+ λi)
(s− λi)
. (6.11)
For if this were the case and assuming that this could be done k times, then our
original system could be decomposed as a cascade (series product) of two systems.
• The first system is an k-mode passive system with transfer function
Ξ(1)(s) =
(
Ξ
(1)
− (s) 0
0 Ξ
(1)
− (s)
#
)
, (6.12)
where
Ξ
(1)
− (s) =
k∏
i=1
(s+ λi)
(s− λi) , Ξ
(1)
− (s)
# =
k∏
i=1
(s+ λi)
(s− λi)
.
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Note that by Example 7 it is physical.
• The second system has transfer function
Ξ(2)(s) =
(
Ξ
(2)
− (s) Ξ
(2)
+ (s)
Ξ
(2)
+ (s)
# Ξ
(2)
− (s)
#
)
, (6.13)
where
Ξ
(2)
− (s) = Ξ−(s)
k∏
i=1
(
s+ λi
)
(s− λi) ,
Ξ
(2)
+ (s) = Ξ+(s)
k∏
i=1
(s+ λi)(
s− λi
) .
It can be shown that there exists an n − k mode minimal physical quantum
system with this transfer function (see Appendix C).
Since Ξ(1)(s) is passive,
Ξ(1)(s)VvacΞ
(1)(−s)† = Vvac
and hence this k-mode system is not visible from the power spectrum, while the power
spectrum is the same as that of the lower dimensional system Ξ(2)(s). Therefore we
have a contradiction to global minimality.
We will now construct Ξ−(s) and Ξ+(s) directly from the power spectrum. This
is equivalent to identifying their poles and zeros 5. To do this we must identify all
poles and zeros of Ξ−(s) and Ξ+(s) from the three quantities:
Ξ−(s)Ξ−(−s)# (6.14)
Ξ−(s)Ξ+(−s) (6.15)
Ξ+(s)
#Ξ+(−s). (6.16)
Firstly, all poles of Ξ−(s) and Ξ+(s) may be identified from the power spectrum.
Indeed, due to stability, each pole in (6.14), (6.15), (6.16) can be assigned unam-
biguously to either Ξ−(s) or Ξ+(−s). However, cancelations between zeros and poles
of the two terms in the product may lead to some transfer function poles not being
5Note that some of the poles and zeros in (5.9) and (5.10) may be “fictitious” and so will not be
required to be identified.
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identifiable, so we need to show that this is not possible. Suppose that a pole λ of
Ξ−(s) is not visible from the power spectrum. This implies
• From (6.14), λ is a zero of Ξ−(−s)# (equivalently −λ is a zero of Ξ−(s)), and
• From (6.15), λ is a zero of Ξ+(−s) (equivalently −λ is a zero of Ξ+(s)).
We consider two separate cases: λ non-real or real.
• If λ is non-real then from the symmetries of the poles and zeros in (5.9) and
(5.10), Ξ−(s) will contain a term like (6.10) and Ξ+(s) will contain a term
like (6.11). By the argument above, the system is non-globally minimal as
there will be a mode of the system that is non-visible in the power spectrum.
Therefore all non-real poles of Ξ−(s) may be identified. A similar argument
ensures that all poles of Ξ+(s) are visible in the power spectrum.
• If λ is real, then Ξ−(s) must have a zero at −λ for it not to be visible in (6.14).
The symmetries of the zeros in (5.9) would suggest that there is another zero
at λ. However this would cancel our original pole. Therefore, there must be
a second pole at λ in (5.9) (and thus we have a fictitious pole-zero pair in
Ξ−(s)). In summary Ξ−(s) has a term like (6.10). Also, Ξ+(s) must also
have an arrangement of poles and zeros as in (6.11), otherwise |Ξ−(−iω)|2 −
|Ξ+(−iω)|2 = 1 could not hold. Hence we have a contradiction to global
minimality.
Therefore we conclude that all poles of Ξ±(s) can be identified from the power
spectrum, and we focus next on the zeros. Unlike the case of poles, it is not clear
whether a given zero in any of these plots belongs to the factor on the left or the
factor on the right in each of these equation (i.e., to Ξ−(s) or Ξ−(−s)# in (6.14),
etc).
Since the poles of Ξ−(s) and Ξ+(s) may be different due to cancellations in (5.9)
and (5.10), it is convenient here to add in “fictitious” zeros into the plots (6.14), (6.15)
and (6.16) so that Ξ−(s) and Ξ+(s) have the same poles. Note that these fictitious
poles and zeros would have been present in (5.9) and (5.10) before simplification.
From this point onwards, the zeros in (6.14), (6.15) and (6.16) will refer to this
augmented list which includes the additional zeros.
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Real zeros:
In general the real zeros of Ξ−(s) and Ξ+(s) come in pairs ±λ (see equations
(5.9), (5.10)), unless a pole and zero (or more than one) cancel on the negative real
line. Our task here is to distinguish these two cases from the plots (6.14) (6.15) and
(6.16). Ξ−(s) has either
• i) zeros at ±λ, or
• ii) a zero at λ > 0 but not at −λ.
In case i) (6.14) will have a double zero at each ±λ, whereas in case ii) (6.14) will
have a single zero at ±λ. We need to be careful here in discriminating cases i) and
ii) on the basis of the zeroes of (6.14). For example, a double zero at λ in (6.14)
could be a result of one case i) or two case ii) in Ξ−(s). More generally, we could
have an nth order zero at λ and as a result even more degeneracy is possible. A
similar problem arises for the zeros of Ξ+(s) in (6.16).
Our first observation here is that it is not possible for both Ξ−(s) and Ξ+(s) to
have zeros at ±λ (taking λ > 0 without loss of generality). If this were possible then
by using the symplectic condition |Ξ−(−iω)|2 − |Ξ+(−iω)|2 = 1 and the fact that
we are assuming that Ξ−(s) and Ξ+(s) have the same poles tells us that Ξ−(s) and
Ξ+(s) must both have had double poles at −λ. The upshot is that Ξ−(s) and Ξ+(s)
will have terms of the form (6.10) and (6.11), which is a contradiction.
Now, suppose (6.14) has n zeros at λ > 0 and (6.16) has m zeros at λ > 0. Then
we know that Ξ−(s) must have n−p2 zeros at −λ and n+p2 zeros at λ. Also, Ξ+(s)
must have m−q
2
zeros at −λ and m+q
2
zeros at λ. The goal here is to find p and q
because if these are known then it is clear that there must be n−p
2
(m−q
2
) type i) zeros
and p (q) type ii) zeros in Ξ−(s) (Ξ+(s)).
By the observation above it is clear that either p = n or q = m. Also, in
(6.15) there will be n+m+p−q
2
zeros at λ and n+m+q−p
2
zeros at −λ. Hence q − p is
known at this stage. Finally, it is fairly easy to convince ourselves that if p = n but
one concludes that q = m (or vice-versa) and using the value of q − p leads to a
contradiction. Hence p and q can be determined uniquely. For example, if n = 2,
m = 5, q = 2 and p = 3 so that q = n and q − p = −1. Then assuming wrongly
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that p = 5 and using q − p = −1 it follows that q = 4 and so n must be 6, which is
incorrect.
Having successfully identified all real zeros, we now show how to identify the
zeros of Ξ−(s) and Ξ+(s) away from the real axis.
Complex (non real) zeros:
Comparing the zeros of (6.14) with those of (6.15) we find two cases in which the
zeros can be assigned directly
• Case 1: Let z be a zero of (6.14) that is not a zero of (6.15). Then z must be
a zero of Ξ−(−s)#. Hence −z is a zero of Ξ−(s).
• Case 2: Let w be a zero of (6.15) that is not a zero of (6.14). Then w must be
a zero of Ξ+(−s)#. Hence −w is a zero of Ξ+(s).
The question now is whether this procedure enables one to identify all zeros? Suppose
that there is a zero v that is common to both of these plots. Then −v must also be
a zero of (6.14). Now, if −v is not a zero of (6.15) then v is identifiable as belonging
to Ξ−(s).
Therefore we can restrict our attention to the case that the zero pair {v,−v} is
common to both plots. Note that in this instance the list of zeros of (6.16) will also
contain {v,−v}. Assume without loss of generality that v is in the right half complex
plane. Note that there cannot be a second zero pair {u,−u} such that u = v. If this
were the case then either {v,−v} will be zeros of Ξ−(s) and {−v, v} will be zeros of
Ξ+(s), or {u,−u} will be zeros of Ξ−(s) and {−u, u} will be zeros of Ξ+(s). In either
case by using the condition |Ξ−(−iω)|2 − |Ξ+(−iω)|2 = 1 for all ω and the fact that
Ξ−(s) and Ξ+(s) have the same poles by assumption, it follows that Ξ−(s) and Ξ+(s)
will have terms of the form (6.10) and (6.11), which contradicts global minimality.
Finally, under the assumptions that the zero pair {v,−v} is common to both (6.15)
and (6.14) with no second pair at {u,−u} such that u = v, then we can conclude
that v must be a zero of Ξ−(s). For if this were not the case and so −v were a zero
of Ξ−(s) then there must be another zero of Ξ−(s) at v (since pole-zero cancellation
cannot occur in the right-half plane). Also from (6.15) this would require that Ξ+(s)
has a zero at −v (hence also v). Therefore we have a contradiction to the fact that
there is no second pair at {u,−u} such that u = v.
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Therefore we have successfully identified all zeros of the transfer function away
from the real axis, which completes the proof.
In light of this Theorem two globally minimal SISO systems are related by a
symplectic transformation as described in Theorem 5. Further it enables one to
construct the transfer function of the systems globally minimal part. From this, one
can then construct a system realisation of this globally minimal restriction, using
the results from Sec. 5.3 or 5.4. We call this realisation method indirect because
one first finds a transfer function fitting the power spectrum before constructing the
system realisation.
Corollary 2. Let (C,Ω) be a SISO QLS with pure input V (N,M). Then one can
construct a globally minimal realisation, (C ′,Ω′) indirectly from the power spec-
trum generated by the QLS (C,Ω). The realisation (C ′,Ω′) will be unique up to the
symplectic equivalence in Theorem 5.
6.4 Power Spectrum Identification of General QLSs
We now give an alternative argument for the identifiability result in the previous
subsection. The argument holds for all QLSs, rather than just the generic SISO
class in the last subsection. Our method uses the work in Sec. 6.2 to reduce the
power spectrum identifiability problem to an equivalent (yet simpler) transfer func-
tion identifiability problem.
Theorem 11. Let (C1,Ω1) and (C2,Ω2) be two globally minimal and stable QLSs
for input Vvac, then
Ψ1(s) = Ψ2(s) for all s ⇔ Ξ1(s) = Ξ2(s) for all s
Proof. To prove this result, we use the results of Sec. 6.2 to write our globally
minimal power spectrum identification problem as a minimal transfer function iden-
tification problem. That is, by Theorem 9 the system (6.6) is minimal. Therefore,
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from the classical literature TFE systems are related via
A˜′ = TA˜T−1, B˜′ = TB˜, C˜ ′ = C˜T−1, D˜′ = D˜. (6.17)
Moreover, its observability and controllability matrices, O and C, will have full rank.
Additionally, by Lemma 4 such a similarity transformation must be lower block
triangular.
Now writing T as (
T1 0
T3 T4
)
,
to complete the proof it remains to show that (a) T3 = 0, (b) T1 = T4, (b) T [1T1 = 1
and (d) T1 is doubled up. This is sufficient because it tells us that the equivalence
classes of the power spectrum are related via symplectic similarity transformations
(and they are the same gauge transformations as those obtained from the transfer
function (see Ch. 5)). The outline of how we show (a)-(d) is given in the following
three steps. The complete proof can be found in Appendix D.
(1) Firstly, using the pattern in the A˜, B˜ and C˜ matrices defined above, we show
that the following holds:
O = O
(
T [4 0
−T [3 T [1
)
T.
And so because O has full rank, we have(
T [4 0
−T [3 T [1
)
T = 1.
(2) We will then show that:
O
(
T [4−T [1
−T [3
)
= 0.
This implies that T3 = 0 and T1 = T4.
(3) Combing Steps (1) and (2) it is clear that T must be of the form
T =
(
T1 0
0 T1
)
with T [1T1 = 1. Finally we show that T1 is doubled-up.
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Remark 4. For general input V = S0VvacS†0, clearly PQLSs of the form G =
(S0∆((C−, 0) ,∆ (Ω−, 0)) will have trivial power spectrum. Theorem 10 says that
these are the only such systems (up to symplectic equivalence in Theorem 5).
6.5 Identification Method
Suppose that we have constructed the power spectrum from the input-output data,
for instance by treating it as a transfer function and using one of the techniques of
[38]. Here we outline a method to construct a globally minimal system realisation
from the power spectrum. This method will provide us with a system realisation
directly, rather than indirectly via the transfer function (see Sec. 6.3). The realisation
is obtained by first finding a non-physical realisation and then constructing a physical
one from this by applying a criterion developed in [48]. The identification method is
similar to the one used in Sec. 5.4 for the transfer function realisation problem.
We have seen many times that the power spectrum may be treated as if it were a
transfer function. Therefore, let
(
A˜0, B˜0, C˜0, Vvac
)
constitute a minimal realisation
of Ψ(s), i.e.,
Ψ(s)J = Vvac + C˜0
(
s− A˜0
)−1
B˜0.
Further, let us assume that A˜0, B˜0, C˜0 are of the form
A˜0 =
(
−A[0 0
0 A0
)
B˜0 =
(
B1
B2
)
C˜0 =
(
C1
C2
)
,
with, A0, B1 and C2 doubled up and A0 is stable. For example, in Appendix E such
a realisation is found for an n-mode globally minimal system, with matrices (A,C),
possessing 2n distinct poles each with non-zero imaginary part.
Now, by minimality, any other realisation of the transfer function can be gener-
ated by the similarity transformation
A˜ = TA˜0T
−1 B˜ = TB˜0 C˜ = C˜0T−1. (6.18)
The problem here is that in general these matrices may not describe a genuine quan-
tum system in the sense that from a given
(
A˜, B˜, C˜
)
one cannot reconstruct the pair
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(Ω, C) describing the power spectrum. Our goal is to find a special transformation
T mapping (A˜0, B˜0, C˜0) to a triple (A˜, B˜, C˜) that is physical.
Firstly, as A˜0 and the physical A˜ we seek are both proper LBT, then by Lemma
4 we may restrict T to be of the form
T =
(
T1 0
T2 T3
)
, T−1 =
(
T−11 0
−T−13 T2T−11 T−13
)
.
Using this together with (6.18) and (A˜, B˜, C˜) in (6.6) gives:
A[ = T1A
[
0T
−1
1 and − C[ = T1B1 (6.19)
A = T3A0T
−1
3 and C = C2T
−1
3 (6.20)
C[VvacC = −T2A[0T−11 − T3A0T−13 T2T−11 (6.21)
−VvacC = C1T−11 − C2T−13 T2T−11 . (6.22)
−C[Vvac = T2B1 + T3B2 (6.23)
For (A,C) to correspond to a quantum system it must satisfy the physical realisabil-
ity conditions: A + A[ + C[C = 0 (Sec. 3.3). Applying this condition to (6.19) and
(6.20) gives:
A[0
(
T [1T1
)−1
+
(
T [1T1
)−1
A0 +B1B
[
1 = 0 (6.24)(
T [3T3
)
A0 + A
[
0
(
T [3T3
)
+ C[2C2 = 0. (6.25)
Next as quantum system is stable, A0 must be Hurwitz (because it is similar to A).
Therefore (6.24) and (6.25) have unique solutions, given by
(
T [1T1
)−1
=
∫ ∞
0
J
(
B†1Je
A0t
)†
J
(
B†1Je
A0t
)
dt (6.26)(
T [3T3
)
=
∫ ∞
0
J
(
C2e
A0t
)†
J
(
C2e
A0t
)
dt. (6.27)
Moreover, these solutions will necessarily be of doubled-up form due to the fact
A0, B1 and C2 were. Therefore, using Lemma 2 from Sec. 5.4 we can find doubled-
up T1 and T3 from these uniquely (up to the non-identifiable symplectic equivalence
class in Theorem 11).
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The upshot of these results is that we may ultimately write down a realisation
of the system (A,C) using (6.19) or alternatively from (6.20). By Theorem 11 both
solutions are guaranteed to coincide (bar any unidentifiable symplectic matrix) and
give a unique (up to such a symplectic transformation) realisation of the power
spectrum, hence we are done.
For completeness we may write down the unique solution T2 given the solutions
T1 and T3 so to obtain the full realisation (6.6) of the power spectrum. To this
end, suppose that the solutions T1 and T2 from (6.26) and (6.27) lead to (physical)
realisations (A,C) and (Aˆ, Cˆ) that differ by an (unidentifiable) symplectic. That is,
A = SAˆS[ and C = CˆS[. Then from (6.21) we have
SCˆ[VvacCˆ +
(
T2T
−1
1 S
)
Aˆ[ + Aˆ
(
T2T
−1
1 S
)
= 0,
which has been obtained by substituting (6.19) and (6.20) into (6.21). This solution(
T2T
−1
1 S
)
can be found uniquely, hence T2 can be found uniquely from this. Note
that T2 will not be of doubled-up type, which is to be expected.
6.6 Realisation Example
We now give an example of the identification method above. Suppose that we have
a one-mode QLS characterised by the matrices:
(Ω, C) = (∆(2, i),∆(7,−1))
We will now construct a realisation of this system directly from the power spectrum.
That is, we will pretend that we didn’t have this realisation beforehand and are given
only the following power spectrum:
Ψ(s)J =
1
16s4 + 1464s2 + 40401
(
16s4+1464s2+53084 s2(−448+48i)−22176−13484i
s2(448+48i)+22176−13484i −12688
)
.
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Finding the classical realisation: The power spectrum may be expanded as in
(E.2) where n = 1 λ1 = −24 + 1.732i and
I1 =
( −0.0278−0.3849i 1.0496−0.2582i
0.1051+0.0516i 0.0278+0.3849i
)
K1 =
( −0.0278+0.3849i −0.1051+0.0516i
−1.0496−0.7182i 0.0278−0.3849i
)
.
T1 =
(
0.0278+0.3849i +0.1051−0.0516i
1.0496+0.7182i −0.0278+0.3849i
)
W1 =
(
0.0278+0.3849i −1.0496+7182i
−0.1051−0.0516i −0.0278−0.3849i
)
.
Therefore, we can write A˜0, B˜0 and C˜0 as
A˜0 = Diag(24 + 1.732i, 24− 1.732i,−24 + 1.732i,−24− 1.732i)
B˜0 =
(
1 1.6603+2.8463i
1.6603−2.8463i 1
0.0278+−0.3849i 0.1051−0.0516i
−0.1051−0.0516i −0.0278+−0.3849i
)
C˜0 =
( −0.0278−0.3849i −0.1051i+0.0516i 1 −1.6619−2.8463i
0.1051+0.0516i 0.0278−0.3849i −1.6619+2.8463i 1
)
.
Note that B1 and C2 as defined in the previous subsection are doubled-up and further
observe that B1 = −C[2.
Finding the quantum realisation From (6.26) and (6.27) we have
(
T [1T1
)−1
= T [3T3 =
( −0.2054 0
0 −0.2054
)
.
Therefore, we can let
T3 = −
(
T [1
)−1
= ( 0 −0.4532i0.4532i 0 ) .
In particular, the choice T3 = −
(
T [1
)−1 and the condition B1 = −C[2 ensures that
the physical realisations coming from (6.19) and (6.20) are the same (rather than
differing by a symplectic). Therefore from (6.21) we have
T2 =
(
0.6604+0.3243i −2.4312i
−0.2238i −0.6604+0.3243i
)
.
In summary, the realisation of the power spectrum is given by
A =
( −24−1.732i 0
0 −24+1.732i
)
and C =
(
6.2803−3.6669i −2.2065i
2.2065i 6.2803+3.6669i
)
.
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6.7 Scattering and Squeezing
We now show how to extend our power spectrum identifiability results to allow for
scattering and squeezing in the field. As in Sec. 6.2 we can represent the power
spectrum Ψ(s)J of the system (S,C,Ω) as a (classical) cascaded system:(
A˜, B˜, C˜, D˜
)
:=
((
−A[ 0
C[SVvacS[C A
)
,
(
−C[
−C[SVvacS[
)
, ( −SVvacS[C SC ) , SVvacS[
)
(6.28)
(see (6.6)). Note that if S is a purely scattering transformation, i.e, it is a unitary
symplectic matrix, then system (6.28) reduces to system (6.6).
Now, Theorem 9 also holds in the case of non-trivial S, i.e. system (6.28) is
minimal iff (S,C,Ω) is globally minimal. The proof is very similar to the proof of
Theorem 9.
We can also prove a modified version of Theorem 11.
Theorem 12. Let (S1, C1,Ω1) and (S2, C2,Ω2) be two globally minimal and stable
QLSs for input Vvac, then
Ψ1(s) = Ψ2(s) for all s⇔ S1VvacS†1 = S2VvacS†2, C1 = C1T [, JΩ1 = TJΩ2T [
for some symplectic matrix T .
Proof. Firstly, the condition S1VvacS†1 = S2VvacS
†
2 follows by choosing s = −iω and
taking the limit ω 7→ ∞. By following the method with identical steps to those in
Theorem 11 the remainder of the proof may be obtained. The proofs of each step
are almost identical to those in Appendix D, except for keeping track of the matrix
S, which offers little additional complication.
Therefore the consequence of allowing for a non-trivial scattering is an extra
condition on the classes of equivalent systems, namely S1VvacS†1 = S2VvacS
†
2. An
equivalent formulation of this result can be stated in the following Corollary.
Corollary 3. Suppose that the system G = (1, C, A) has power spectrum Ψ(s), then
all other systems with the same power spectrum are given by
G ′ := (S ′, C ′, A′) := (S,CT [, TAT [) ,
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where T is symplectic and S is unitary and symplectic.
This should be seen as the main result of this chapter. Notice the subtlety here
that the transfer function of the systems G and G ′ differ slightly, that is, ΞG′(s) =
ΞG(s)S. Therefore, one is able to recover the transfer function from the power
spectrum uniquely up to a passive transformation on the field.
Finally, an identification method similar to the one in Sec. 6.5 may be developed
to include non-trivial S, but we do not discuss this any further here.
6.8 Passive Quantum Linear Systems
In this section we restrict our attention to passive QLSs (see Sec. 3.5). As we
mentioned earlier, we drop the doubled-up notation for PQLSs and work with the
triple (S−, C−,Ω−). For simplicity we only consider the case S− = 1 here and we
drop the subscript minus for convenience. If the input state is vacuum then the
power spectrum is trivial (ΦV = V ) and the only globally minimal systems are the
trivial ones (zero internal modes). For this reason we consider squeezed inputs, with
pure input V (N,M).
We first discuss SISO PQLSs in Sec. 6.8.1 and then MIMO PQLSs in Sec. 6.8.2.
6.8.1 SISO
The main identifiability problems that we have considered throughout this chapter
turn out to have a much simpler solution for SISO PQLSs.
Now, the transfer function is given by
Ξ(s) = 1− C(s1n − A)−1C† =
Det
(
s1n + A
#
)
Det (s1n − A)
where A = −iΩ − 1
2
C†C and its spectrum is σ(A) := {λ1, . . . , λn}. It is a monic
rational function in s (see Nomenclature), with poles pi = λi in the left half plane,
and zeros zi = −pi = −λi in the right half plane.
Theorem 13. Consider a general SISO PQLS G = (C,Ω) with pure input V (N,M),
such that M 6= 0.
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1) The following are equivalent:
i) the system is globally minimal
ii) the stationary state of the system is fully mixed
iii) A and A† have different spectra, i.e. σ(A) ∩ σ(A†) = ∅
iv) A does not have real, or pairs of complex conjugate eigenvalues.
2) Let P be the set of all eigenvalues of A that are either real or come in complex
conjugate pairs. A globally minimal realisation of the system is given by the series
product of one mode systems Gm,i = (ci =
√
2|Reλi|,Ωi = −Imλi) for indices i such
that λi /∈ P.
Proof. 1) For passive SISO systems the only non-trivial contribution to the power
spectrum is from off-diagonal element
Ξ(s)Ξ(−s) = Det
(
s1n + A
†)
Det (s1n − A) ×
Det
(
s1n − A†
)
Det (s1n + A)
=
n∏
i=1
s+ λi
s− λi ·
s− λi
s+ λi
.
In the above expression, zero-pole cancellations occur if and only if σ(A)∩σ(A†) 6=
∅, or equivalently if A has a real eigenvalue or a pair of complex conjugate eigenvalues
(see Fig. 6.3).
If no zero-pole cancellations occur, then σ(A) can be identified from Ξ(s)Ξ(−s)
and the transfer function can be reconstructed. In this case the system is globally
minimal.
If cancellations do occur then this happens in one of the two types of situations:
a) real eigenvalue: if λi ∈ R then the corresponding term in the above product
cancels
b) complex conjugate pairs: if λi = λj then the i and j terms in the product
cancel against each other.
In both cases, the remaining power spectrum has the same form, and can be seen
as the power spectrum of a series product of one dimensional passive systems, with
dimension smaller than n, and therefore the system is not minimal.
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Figure 6.3: There are two types of cancellations in Ξ(s)Ξ(−s). Ei-
ther (i) when Ξ(s) has a real pole or (ii) when there is a pole, p, and
zero, z, of Ξ(s) such that p = −z. Both are illustrated here.
This shows the equivalence of i), iii) and iv) while the equivalence of i) and ii)
follows from Theorem 8.
2) The discussion so far shows that the transfer function factorises as the product
Ξ(s) = Ξm(s)Ξp(s) of a part corresponding to eigenvalues λi ∈ P , which has trivial
power spectrum due to zero-pole cancellations, and the part corresponding to the
complement which does not exhibit any cancelations. A system with transfer function
Ξ(s) can be realised as series product Gm / Gp of two separate passive systems with
transfer functions Ξm(s) and Ξp(s). As argued before, Gp has a pure stationary state
which is uncorellated to Gm or the output, while Gm has a fully mixed state which is
correlated to the output.
Since Gp does not contribute to the power spectrum, a globally minimal realisation
is provided by Gm
Ξm(s) =
∏
i/∈P
s+ λi
s− λi (6.29)
Each fraction in (6.29) represents a bona-fide PQLS Gm,i with Hamiltonian and
coupling parameters Ωi = −Imλi and 1/2|ci|2 = −Reλi.
With this Theorem it is now possible to construct a globally minimal realisation of
the PQLS directly from the power spectrum. Moreover, global minimality of PQLSs
may be completely understood in terms of the spectrum of the system matrix A,
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just as was the case for minimality, stability, observability and controllability [5, 17].
An immediate corollary of this is the following:
Corollary 4. A SISO PQLS G = (C,Ω), with pure input V (N,M) has a pure
stationary state if and only if either holds
(1) The input is vacuum
(2) The eigenvalues of A are real or come in complex conjugate pairs.
From Theorem 13 there are two types of ‘elementary’ systems that are non-
identifiable from the power spectrum for arbitrary input V (N,M). Written in the
doubled up notation, these are either:
a) one mode systems of the form G1 = (∆(c, 0), 0)
b) two mode systems of the form
G2 = (∆(c, 0),∆(Ω−, 0)) / (∆(c, 0),∆(−Ω−, 0)).
The system G2 having trivial power spectrum could be interpreted as destructive
interference between the first and the second system. That is, the first system is
cancelling or absorbing the second. We discuss this idea further in Ch. 9, where we
develop the notion of quantum absorbers.
Now it is not immediately obvious that these systems are consistent with the
non-identifiable systems in Theorem 10. As an example we will show that this is
indeed the case in the case for G1 (G2 is similar).
Example 12. Consider system G1 for input V (N,M), which has trivial power spec-
trum V (N,M). Viewed in the vacuum basis of the field the system will be
G˜1 =
(
S[in∆(c, 0), 0
)
(6.30)
(see Sec. 3.1)) and the power spectrum will be vacuum. As S[∆ (c−, 0) = ∆ (c−, 0)S[,
it follows that G˜1 must be TFE to the system (∆(c, 0), 0) in the vacuum basis. There-
fore, because this system is passive, we have consistency with Theorem (10).
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Figure 6.4: Eigenvalues of A and A† as function of x.
In fact we can even see that (6.30) is passive by directly computing its transfer
function. One can check that
Ξ−(s) =
s− |c|2/2
s+ |c|2/2 and Ξ+(s) = 0.
Finally, it seems that the assumption of global minimality seems to be not very
restrictive; we illustrate this in the form of an example.
Example 13. Consider the following SISO PQLS with two internal modes:
G =
(
(0, 2
√
2),
1
2
(
4+x 4−x
4−x 4+x
))
,
where x ∈ R. We examine for which values of x the system is globally minimal for
squeezed inputs. One can first check that the system is minimal if and only if x 6= 4.
In Fig. 6.4 we plot the imaginary parts of the eigenvalues of A and A†. By Theorem
13, the system is non-globally minimal if any of the lines representing the eigenvalues
of A intersect those of A†. There are 4 points of interest that have been highlighted
in the figure
1© x = 0: crossing of eigenvalues of A but not with eigenvalues of A†; system is
globally minimal.
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2© x = 8: crossing of eigenvalues A but not with eigenvalues of A†; system is
globally minimal.
3© x = −1: An eigenvalue of A coincides with one of A†. Therefore the dimension
of the pure component is 1. This occurs when one eigenvalue is real.
4© x = −4: Both eigenvalues of A coincide with those of A†, and form a complex
conjugate pair. Therefore the dimension of the pure space is 2.
In summary, there were only two values of x for which the system is non-globally
minimal.
The diagrammatical method used in this example is rather neat, as it not only
highlights clearly whether or not a system is globally minimal but also the size of
the globally minimal subsystem that is transfer function-identifiable.
6.8.2 MIMO
We now extend our understanding of global minimality to MIMO PQLSs. Recall
from Sec. 6.4 that under global minimality PSE systems are related via a symplectic
transformation on the system. Therefore, given a pure input V (N,M) and a system
(C,Ω) it remains to understand when it is globally minimal.
The MIMO case is more involved than the SISO case because the input correla-
tions between channels become important, which wasn’t the case for SISO. Conse-
quently we don’t get such a simple condition on the system matrix, A, determining
global minimality (as in the SISO case). The information available about the system
is given by the quantities
Ξ(−iω)(NT + 1)Ξ(−iω)† (6.31)
Ξ(−iω)MΞ(iω)T . (6.32)
Note that (6.31) wasn’t present in the SISO case.
We will investigate global minimality first for n = 1 modes, then n = 2 and
finally for arbitrary n. The reason for doing it this way is because, as we shall see,
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the non-globally minimal part turns out to be decomposable into one and two mode
blocks connected in series. For n = 1 mode we have the following result:
Lemma 5. A MIMO PQLS, (C,Ω), with one internal mode is non-globally minimal
for field input, V (N,M), if and only if either of the following conditions hold:
(i) Ω = 0 and
[
CC†, NT
]
= 0 and CC†M −M (CC†)T = 0, or
(ii) CC†M = 0
Proof. For a one-internal mode system to be non-globally minimal, its power spec-
trum must be trivial. This implies the following:
Ξ(−iω)NT = NTΞ(−iω) and Ξ(−iω)M = MΞ(+iω)
from (6.31) and (6.32). In particular, the second of these requires that either
CC†M = 0 or Ω = 0, otherwise the poles on the left-hand side and the right-hand
side will differ. Note that if CC†M = 0 then CC†M is also zero, hence the power
spectrum is trivial. The remaining condition in case (i) follows from the thermal
part of the power spectrum.
Note that case (i) in Lemma 5 is the MIMO extension of the one mode SISO
elementary system from Sec. 6.8.1. In fact, by an appropriate change of basis a
one-mode MIMO system can be viewed as a one mode SISO system (with m − 1
ancila channels). In this basis, case (i) corresponds to an input supported only on
the SISO channel, whereas case (ii) may be interpreted as an input supported only
on the ancilla channels.
We have the following result for n = 2 modes.
Theorem 14. A MIMO PQLS, (C,Ω), with two internal modes (n = 2) is non-
globally minimal for input field, V (N,M), if and only if there exists a TFE cascaded
system6, G = (d,Ω2) / (c,Ω1), such that any of the following conditions hold:
(1) Ω2 = 0 and
[
dd†, NT
]
= 0 and dd†M −M (dd†)T = 0,
6Note that a MIMO PQLS can always be realised as a cascade (see Sec. 5.2). For a two mode
PQLS there will be two ways to reorder the modes, corresponding to reordering the elements in
the Schur decomposition of the system matrix, A [73].
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(2) dd†M = 0
(3) Ω1 = −Ω2 6= 0 and c†c = d†d, and
cc†NT = NT cc† dd†NT = NTdd† cc†dd†NT = NT cc†dd†
.
cc†M = Mcc† dd†M = Mdd† cc†dd†M = Mcc†dd†
.
(4) Ω1 = −Ω2 = 0, and (
cc† + dd†
)
NT = NT
(
cc† + dd†
)
(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
NT = NT
(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
(
cc† + dd†
)
M = M(cc† + dd†)(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
M = M
(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
.
The proof of this theorem is given in Appendix F. Let us understand the in-
terpretation of the conditions required for non-global minimality from Theorem 14.
Firstly, case (1) and (2) are the same as Lemma 5, being one mode cancellations.
Let us understand cases (3) and (4) in the following example.
Example 14. Suppose that we have two input channels and work in the field basis
where there are two independent squeezed modes (see Sec. 3.2). That is,
N =
(
N1 0
0 N2
)
and M =
(
M1 0
0 M2
)
.
Let c = (c1, c2)T and d = (d1, d2)T in this diagonal basis
Let us look at case (3). If N1 6= N2 then conditions (3) imply that c2 = d2 = 0
or c1 = d1 = 0. That is, we have a SISO series product of two one-mode systems
satisfying the conditions of Corollary 4, and an ancilla channel. Now, if N1 = N2,
and taking M1 = M2 (in general M1 and M2 differ by a phase, which can be undone
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by changing basis of the input), then conditions (3) imply that cc† = dd† = cc†.
Therefore, CC† = 2cc† and so CC† is rank one. The upshot is that this system
is also a SISO system with ancilla, this time viewed in a different (rotated) basis.
Following this analysis we can conclude that case (3) is the MIMO analogue of the
two-mode elementary SISO system from Sec. 6.8.1.
Case (4), where Ω1 = −Ω2 = 0, reduces to the following subcases:
• N = N11 and taking M1 = M2, then cc† = cc†, dd† = dd†.
• CC† is a multiple of identity and either i)|c1|2 = |d1|2 and |c2|2 = |d2|2 or
ii)|c2|2 = |d1|2 and |c1|2 = |d2|2.
The first subcase consists of two SISO one-mode cancellations, i.e the stationary state
is pure and separable. The second is a concatenation of two identical single mode
SISO systems. In summary in this choice of field basis where there is no entanglement
between the channels, all of the cases of non-global minimality in Theorem 14 reduce
to SISO cancellations (Sec. 6.8.1).
Note that in Theorem 14 and Lemma 5 we didn’t use the purity assumption.
Theorem 15. Suppose that an n mode MIMO PQLS, (C,Ω), with pure input field
V (N,M) has a pure stationary state. Then there exists a TFE cascade realisation
G = (c1,Ω1) / (c2,Ω2) ... / (cn,Ωn) such that either
• (c1,Ω1) has trivial power spectrum (Ψ(ω) = V ), or
• (c1,Ω1) / (c2,Ω2) has trivial power spectrum (Ψ(ω) = V ).
By repeating this statement iteratively, then a system, (ci,Ωi), within the cascade
either has trivial power spectrum or (ci+1,Ωi+1) / (ci,Ωi) does.
Proof. For any PQLS there exists TFE cascaded system [15]. There are two cases;
either the stationary state of the first system in the cascade is pure, or it is mixed.
If it is pure then case the first bullet point in the theorem follows immediately. If
it is mixed case then the second bullet point follows; the proof of this requires more
theory, which we postpone until Ch. 9. In particular, the proof follows as a direct
application of a Theorem 20.
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This result says that a PQLS with a pure stationary state can be decomposed into
smaller systems of one or two modes each with a pure stationary state, connected
via the series product. Note that if there is to be a two-mode pure stationary
state then this theorem says that the two modes must be adjacent in (one of) the
cascade realisation(s). It also enables us to write the following corollary, which shows
that determining whether or not a system is global minimality can be answered by
considering only the first two modes in (every) cascade realisation.
Corollary 5. A MIMO PQLS, (C,Ω), with n internal modes is non-globally minimal
for pure input field, V(N,M), if and only if there exists a cascade realisation, G =
(c1,Ω1) / (c2,Ω2) ... / (cn,Ωn) such on the first two modes any of the conditions in
Theorem 14 hold.
Proof. Firstly, by Theorem 8 the system may be realised as a series product of a
system with a pure stationary state and one with a mixed stationary state. Applying
Theorem 15 to the pure part, it can be realised as a series of one or two mode systems,
each with pure stationary state. Finally, applying Theorem 14 to the first two mode
system in the cascade gives the result.
We now give an algorithm enabling one to find the globally minimal restriction
of a given MIMO PQLS (c,Ω) with n internal modes. We assume that its system
matrix A has discrete spectrum for simplicity,
Algorithm:
(1) Calculate the matrix A and its eigenvalues.
(2) Perform a Schur diagonalisation, that is, find a unitary U and lower triangu-
lar matrix A′ such that A′ = UAU † using known algorithms. Note that the
eigenvalues of A lie along the main diagonal.
(3) Check the conditions in Theorem 14 for the first two systems of the cascaded
system (C ′, A′) :=
(
CU †, UAU †
)
. If any are satisfied, then the system is not
globally minimal and that particular subsystem has a pure stationary state. If
they aren’t then move to step (5).
(4) Remove the non-globally minimal subsystem and repeat step (3).
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(5) Repeat steps (2) and (3) with a different pair of eigenvalues in the first two
slots of A′ (order matters).
(6) When all orders of modes have been exhausted, stop and conclude that the
remaining system is globally-minimal.
Remark 5. Finding an equivalent cascade realisation of a QLS requires performing
a Schur decomposition on the system matrix, A. This algorithm uses the fact that
the transformation to the lower triangular matrix in the Schur diagonalization, A′,
is unique up to a diagonal unitary matrix for a given fixed order of elements on the
main diagonal of A′.
Example 15. Consider the two-mode PQLS
(C,A) =
(( −4 8
−3 3
)
,
( − 45
4
−2i 65
4
+2i
17
4
+2i − 73
4
−2i
))
with input V (N,M), where N,M are diagonal.
The two TFE cascade realisations of this system are those given in example 6;
they correspond to the the two possible orderings of the eigenvalues in the Schur
decomposition of A. Now, one can verify that the system (C˜2, Ω˜2) / (C˜1, Ω˜1) doesn’t
satisfy any of the conditions in Theorem 14. However, the system (C1,Ω1) in the
cascaded system (C2,Ω2) / (C1,Ω1) satisfies condition (1) in Theorem 14. Hence the
globally minimal restriction is given by (C2,Ω2).
6.9 Entangled Inputs
Here we show that by using an additional ancillary channel with an appropriate
design of input makes it possible to identify the transfer function from the power
spectrum for all minimal systems.
Consider the set-up in Fig. 6.5, where a pure entangled input state is fed into a
QLS with m channels and concatenate with an additional m ancillary channels. We
assume that the input is non-vacuum and is characterised by V (N,M), which has
2m× 2m blocks
N =
(
N1 N2
N2
† N3
)
M =
(
M1 M2
MT2 M3
)
.
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Entangled Input Entangled Output
B(t) Bout(t)
(S,C,⌦)
Ancilla channel
Figure 6.5: Entangled setup discussed in Sec. 6.9. There are two
channels, which are our PQLS and an additional ancilla channel. In-
puts are entangled over the two channels.
Each Ni and Mi are of size m × m. The doubled-up transfer function is given (in
n× n blocks) by
Ξ(s) =
(
Ξ−(s) 0 Ξ+(s) 0
0 1 0 0
Ξ+(s)
# 0 Ξ−(s)# 0
0 0 0 1
)
. (6.33)
Now calculating the (2, 1) and (1, 4) blocks of the power spectrum using (3.22), we
obtain:
NT2 Ξ−(s)
† +MT2 Ξ+(s)
† := α(s)
and
Ξ−(s)M2 + Ξ+(s)N2 := β(s).
To be clear, α(s) and β(s) are known at this stage from the power spectrum. Equiv-
alently we may write these in matrix form as
( Ξ−(s) Ξ+(s) ) ∆(M2, N
#
2 ) = ( β(s) α(s)
† ) .
Hence if we choose N2 and M2 such that the matrix ∆(M2, N#2 ) is non-singular
we may identify the transfer function of our system uniquely. For example, such a
choice of input would be N = x1 and M =
(
0 y1n
y1n 0
)
with x(x+1) = |y|2 (the purity
assumption). As one can see there are no requirements on the actual QLS other than
minimality.
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Remark 6. Recall from the previous subsections that the maximum amount of in-
formation we may obtain about a PQLS from the power spectrum without the use of
ancilla is that of the restriction to its globally minimal subspace. However, we have
seen here that it is possible to construct a globally minimal pair, and hence obtain
the whole transfer function simply by embedding the system in a larger space. The
crucial point is that we have used a different input, which matters for the power
spectrum.
From the analysis above, purity was not necessary to identify the transfer func-
tion. In fact, one didn’t even require any squeezing. We investigate relaxing the
assumption of purity in more detail in the next subsection.
6.10 Thermal Inputs
An interesting open question is whether the identifiability results of this chapter
may be extended to mixed inputs. In this section we study identifiability for the
subclass of PQLSs with mixed, and in particular thermal inputs (see Sec. 3.2).
This problem is particularly interesting because neither the input nor the system
require any squeezing. For simplicity, we shall assume that S = 1 throughout this
subsection.
Consider a general PQLS, which has coupling matrix C and system Hamiltonian
Ω. Suppose we probe the system with known input V (N, 0) (N ≥ 0 in order to be
physical). The power spectrum of this system is
Ψ(s) =
(
Ξ−(s)(NT+1)Ξ−(−s)† 0
0 Ξ−(s)NΞ−(−s)T
)
,
where Ξ−(s) = 1−C (s− A)−1C† and A = −iΩ− 12C†C. Therefore our basic iden-
tifiability problem for the power spectrum reduces to identifiability of the quantity
Ξ−(s)NTΞ−(−s)† =: Υ(s).
Firstly observe that if the PQLS is SISO then the power spectrum is always trivial
because the transfer function is unitary. This should not be too surprising because,
as the system is passive, the effect of the system on a given frequency mode is to
rotate the input covariance in the (X,P) phase space. Since a one mode thermal
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state is centred and circularly symmetric in phase space, such a rotation will not be
visible, i.e., the input and output will appear the same. However, in the MIMO case
one can choose a thermal input so that it is not symmetrical with respect to the
different channels. We shall see that this allows for identifiability.
Before answering our identifiability problem for this scenario, let us consider a
situation where we are free to modulate the input. That is, suppose we have access
to the power spectrum for all input covariances in a small neighbourhood (rather
than for a specific input). This assumption is of course quite strong, but it is still
nevertheless an interesting starting point for identifiability.
Theorem 16. Let (C1,Ω1) and (C2,Ω2) be two PQLSs which are globally minimal
for all noise covariances in a neighbourhood of V =
(
NT+1 0
0 N
)
. If Υ1(s) = Υ2(s)
for all thermal covariances V ′ in a neighbourhood of V , then the systems are TFE:
Ξ1(s) = Ξ2(s).
Proof. If Υ1(s) = Υ2(s) for all V ′ in a neighbourhood of V then Ξ(s) = eφ(s)Ξ2(s) for
some φ(s). This is because knowing the action on all V ′ means that you know the
action on all matrices. Two actions are the same if and only if Ξ1(s)Ξ2(s)† commutes
with all V ′, so they must differ by a phase. Finally as the transfer function is rational
and monic, then the phase must be trivial.
Now back to our original identifiability problem. Just like in Sec. 6.2, we can
treat Υ(s) as a transfer function realised by the resultant cascaded system:(
A˜, B˜, C˜, D˜
)
:=
((
−A† 0
C†NC A
)
,
(
−C†
−C†N
)
, ( −NC C ) , N
)
. (6.34)
Notice that A has 2n eigenvalues, rather than 4n, and is proper LBT (it should be
understood that each block is of size n× n).
Theorem 17. Let (C1,Ω1) and (C2,Ω2) be two PQLS with minimal representations
(6.34) for input V (N, 0), then
Υ1(s) = Υ2(s) for all s ⇔ Ξ1(s) = Ξ2(s) for all s
Remark 7. Notice that unlike Theorem (11), the stable assumption is not required
as stablility and minimality are equivalent for PQLSs [5].
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Proof. The proof of this statement can be obtained almost identically to that of
Theorem 11. That is, by firstly using the properties of proper LBT matrices to
reduces the admissible set of equivalent transformations to lower block triangular
similarity transformations. We then show the following two steps
(1) Firstly, (
T †4 0
−T †3 T †4
)
T = 1.
(2) Finally, (
T †4−T †1
−T †3
)
= 0.
Notice that step (3) in Theorem 11 is not required. The proofs of steps (1) and (2)
here are identical to those in Appendix D, except that K is now replaced with ( 1 00 −1 )
and Vvac is replaced with N .
This theorem says that if the cascaded system (6.34) is minimal then the trans-
fer function of the QLS is identifiable. However, what does minimality mean here?
Recall how we saw in Sec. 6.2 that minimality of the analogous cascaded system
was equivalent to global minimality of the QLS (recall that we had Theorem 9). We
would like to investigate whether this holds here. In fact, proving this equivalence is
much trickier here because Theorem 9 was derived via an intermediate result that,
i.e., that global minimality is equivalent to the system possessing a fully mixed sta-
tionary state. Such an intermediate result does not hold in the case of mixed inputs.
That is, although the statement [global minimality implies (full)-mixed stationary
state] is true (we do not give the proof here), the converse statement [(full)-mixed
stationary state implies global minimality] no longer holds. In fact, because the term
C[V
(
C[
)†
> 0 in the Lyapunov equation (6.1) (with V (N,M) replaced with Vvac)
for all mixed inputs, then it follows from [48, Theorem 3.18] that P > 0; hence the
stationary state is always fully mixed.
Despite the problems above, can we still prove the equivalence between minimal-
ity of the cascaded system and global minimality of the PQLS? Firstly, the statement
[(6.34) minimal implies (C,Ω) globally minimal] is trivial. However, we are more in-
terested in whether the reverse statement is true. Let us now understand when this
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is the case. The requirement (6.34) be minimal, entails it to be both observable and
controllable.
Lemma 6. The cascaded system (6.34) is observable iff it is controllable.
Proof. Suppose that (6.34) is observable, which is equivalent to (A˜†, C˜†) control-
lable. It therefore remains to show that (A˜†, C˜†) controllable is equivalent to (A˜, B˜)
controllable. Firstly, suppose that (A˜†, C˜†) is controllable. This is equivalent to the
statement: for any (left)-eigenvector and eigenvalue, X,λ, of A˜†, then XC˜† 6= 0.
Equivalently,
(X1 X2 )
(
−A C†NC
0 A†
)
= λ (X1 X2 ) implies −X1C†N +X2C† 6= 0.
This in turn is equivalent to the statement:
(X2 −X1 )
(
−A† 0
C†NC A
)
= λ (X2 −X1 ) implies X2C† + (−X1)C†N 6= 0,
which is equivalent to (A˜, B˜) controllable.
In light of Lemma 6, understanding when (6.34) is minimal reduces to under-
standing when (6.6) is observable. Observability is equivalent to the statement: "for
any eigenvector and eigenvalues y, λ of A˜, then C˜y 6= 0". Therefore, by using the
definition of A˜ and C˜ above, the system being not observable reduces to the following
cases:
(1) There exists a pair of (right)-eigenvectors of A†, y1, y2, with the same eigenvalue
such that
NCy1 = Cy2
and Cy1 6= 0.
(2) There exists a (right)-eigenvalue
(
0
y
)
of A†, where y is of size n such that
Cy 6= 0.
The second case may be excluded if one assumes our system (C,Ω) is minimal. Let
us assume for simplicity that the eigenvalues of A˜ are distinct so that in case (1)
above we must have y1 = µy2 for some µ 6= 0. Therefore, Cy1 is an eigenvector
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of N and must necessarily have a real eigenvalue (as N ≥ 0). In summary, for
the cascaded system to be non-observable the minimal system (A,C) must have
an input N such that one of the eigenvectors of A†, y1, is such that Cy1 is an
eigenvector of N . This condition is quite generic. Moreover, it can be shown that
when this non-observability condition holds, then the system is non-globally minimal
(see Appendix G). Therefore, when A has distinct eigenvalues global minimality
implies identifiability, which extends Theorem (11) to this subclass of mixed inputs.
The interpretation of the non-identifiable (sub-)systems (2) can be seen to be
essentially a SISO system viewed in a different field basis. In this canonical basis the
inputs also must not be entangled, otherwise the system would be identifiable as in
Sec. 6.9. Hence these systems are non-identifiable due to the perfect symmetry of
the input.
6.11 Quantum Fisher Information
We now find an explicit expression for the QFI at stationarity and show that if one
assumes global minimality, the zeros of it exactly correspond to the set of gauge
transformation of the power spectrum that we saw in Theorem 11. The proof of
Theorem 11 was obtained by using mainly classical system theoretic concepts; the
results here give an alternative proof, this time using quantum mechanical arguments.
Throughout this section we work with the raw (pure) field input, rather than
performing the trick in Sec. 6.1 and treating the field as vacuum. The reason for
this is that we shall be working with stochastic integrals in the following, where one
must a little careful performing static squeezing operations on the field [11].
6.11.1 Preliminaries
We need a few preliminaries in this section. First of all denote the Heisenberg evolved
system operator by jt(X) = U†(t) (X⊗ 1field) U(t). It follows that jt(X) satisfies the
QSDE
djt(X) =
∑
i
(
jt ([X,Li]) dB
†
i (t) + jt
([
L†i ,X
])
dBi(t)
)
+ jt(L(X)),
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where L(·) = −i[(·),H] + ∑i (L†i (·)Li − 12L†iLi(·)− 12(·)L†iLi) is called the Lind-
blad generator and Li are the elements of the coupling operator (3.7). Also, define
Tt(X) := 〈ξ|jt(X)|ξ〉, which is the Heisenberg evolution of X restricted to the system.
The operator Tt(X) satisfies the following properties [42, 94]:
• Firstly, dTt(X) = Tt(L(X)) and so Tt(·) is a completely positive trace preserv-
ing semigroup with generator L(·).
• Also, limt→∞ Tt(X) = limt→∞ 1t
∫ t
0
Ts(X)ds = 〈X〉ρss 1, where ρss is the station-
ary state of the system and 〈·〉ρss is the (quantum) expectation on the system
with respect to the state ρss.
We can also calculate the evolution of the operators Tt(a˘) and Tt(a˘†Xa˘) for some
matrix X. Firstly, from Eq. (3.14) the Heisenberg system evolution for the system
operator a˘ has solution Tt(a˘) = eAta˘. Notice that limt→∞ Tt(a˘) = 0, as the system
is assumed to be Hurwitz. Also, it follows from the Ito rules (see Appendix H) that
dTt(a˘
†Xa˘) = 〈ξ| |a˘†(t)X (Aa˘(t)dt |ξ〉 − CbdB(t) |ξ〉)
+
(
〈ξ| a˘†(t)A†dt− 〈ξ|C#dB˘†(t)
)
Aa˘(t) |ξ〉+ J(t)1dt
= 〈ξ| a˘†(t) (XA+ A†X) a˘(t) |ξ〉 dt+ J(t)1dt,
for some matrix J(t), which we do not specify here. Therefore
Tt(a˘
†Xa˘) = a˘†eA
†tXeAta˘ +K(t)1 (6.35)
for some K(t). The particular form of K(t) is not important, but just observe that
limt→∞K(t) =
〈
a˘†Xa˘
〉
ρss
.
6.11.2 QFI Calculation
We consider a quantum statistical model over a parameter space Θ ∈ C, which is a
family of QLSs (Cθ,Ωθ) indexed by an unknown parameter θ ∈ Θ. We denote the
dependence on θ in the unitary operator U(t) by Uθ(t). Recall from Ch. 4 that the
most information that one can hope to obtain from any measurement is given by the
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quantum Fisher information (QFI). In this subsection we calculate the QFI for our
QLS in the stationary approach. We assume for the moment that we have full access
to the (pure) output state, which is given by |ψθ(t)〉 := Uθ(t) |φ⊗ ξ〉 where |φ〉 is
the initial state of the system, |ξ〉 is the pure (stationary) input corresponding to
V (N,M) on the field and Uθ(t) is the unitary operator describing the joint evolution
of the system and field (see Eq. (3.8)). Note that the reduced state of the field,
ρout(t), may be obtained by taking the partial trace:
ρout(t) = Trsys (|ψθ(t)〉 〈ψθ(t)|) .
Theorem 18. The QFI for pure state Uθ(t) |φ⊗ ξ〉 scales linearly with time, with
asymptotic rate constant:
fθ := lim
t→∞
Fθ
t
.
Moreover, the QFI rate is given by
fθ = 4
m∑
i=1
〈(
˙˜Li − i
[
L˜i,W
])† ( ˙˜Li − i [L˜i,W])〉
ρss
(6.36)
where 〈·〉ρss is the quantum expectation of the system at stationary state ρss and
W :=
∫ ∞
0
Ts(R0)ds,
R0 := H˙ + Im
m∑
i=1
˙˜L†i L˜i −
〈
H˙ + Im
m∑
i=1
˙˜L†i L˜i
〉
ρss
1
for modified coupling operator L˜ :=
√
NT + 1L−
(√
NT + 1
)−1
ML#. Note that by
definition R0 is hermitian.
The proof of this theorem follows the same method as the proof for non-linear
systems from [42] and is given in Appendix H. The reader may have noticed that so
far we have assumed access to both system and field. Typically, in QLS theory we
are of course only allowed access to the field. So the result is actually weaker than we
require. However, we can argue that Eq. (6.36) represents the QFI for the field only
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because as the system reaches stationarity, the rate at which information content is
extracted from the system goes to zero, which is evidenced by the fact that power
spectrum contains no terms from the system. This of course is not a proof; to prove
that Eq. (6.36) represents the QFI for the field only we can employ the following
argument: consider the joint system-output state |ψθ(t)〉 as above. By performing a
Gaussian Schmidt Decomposition [69], we can write
|ψθ(t)〉 =
∑
i
√
λi |φi〉 ⊗ |ηouti (t)〉 ,
where |ηouti (t)〉 and |φi〉 represent eigenbases of states of the output and stationary
state, respectively (see Fig. 6.1). The output components |ηouti (t)〉 are orthogonal
(approximately, for large times) and their mixture is the output state. The proof
that they are almost orthogonal should follow from the gap properties of the coupling
operator L (or equivalently the eigenvalues of the system matrix A), but we do not
have this yet. However, it has been proven in [42] for the non-linear setup, so we
expect it to hold here too. The fact that the |ηouti (t)〉 are almost orthogonal (even
when you take different local parameters) means that you can distinguish them in the
output without destroying the pure state |ηouti (t)〉. Then each of these components
has QFI with rate given by (6.36) and we are back in the case where we had access
to the system and output.
We are now in a position to prove the claim at the beginning of this section.
6.11.3 Unidentifiable Directions in the Tangent Space
Theorem 19. If a one-dimensional family of QLSs (Cθ,Ωθ) has QFI equal to zero,
then the components of the tangent vector T := (C˙θ, Ω˙θ) satisfy
C˙θ = −iCθJR and A˙θ = i [JR,Aθ] (6.37)
where R is some Hermitian matrix of the form
R =
(
R1 R2
R†2 R
T
1
)
,
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with R1 = R†1 and R2 = RT2 [95].
Proof. The reverse implication can be straightforwardly verified, so it remains to
prove the forward implication. We drop the subscript θ for ease of notation.
Firstly, as the system is globally minimal ρss must be of full rank, the zero QFI
rate implies
˙˜Li = i
[
L˜i,
(∫ ∞
0
Ts(R0)
)]
(6.38)
or all i.
Now, let us calculate W =
∫∞
0
Ts(R0)ds. We can write R0 as
R0 = a˘
†Xa˘− 〈a˘†Xa˘〉
ρss
1,
where the hermitian matrix X is given by
X = ∆
(
Ω˙−
2
+
1
4i
((
C˙†−C− − C†−C˙−
)
+
(
C˙†+C+ − C†+C˙+
)T)
,
Ω˙+
2
+
1
4i
((
C˙†−C+ − C†−C˙+
)
+
(
C˙†−C+ − C†−C˙+
)T))
.
Note that here and in the following C− and C+ are the modified coupling coefficients
(i.e. L˜ = C−a + C+a†). In fact one can easily verify that X = Ω˙2 +
1
2
Im
(
C˙†JC
)
.
Using (6.35) we can show that
Tt(R0) = Tt(R)−
〈
a˘†Xa˘
〉
ρss
1
= a˘†eA
†tXeAta˘ +
〈
a˘†Xa˘
〉
ρss
1− 〈a˘†Xa˘〉
ρss
1
= a˘†eA
†tXeAta˘.
The second line follows if t is taken to be sufficiently large, which is a valid assumption
as we are working at stationarity. Notice that one is not required to calculate the
stationary mean here. Hence,∫ ∞
0
Ts(R)ds = a˘
†
(∫ ∞
0
eA
†tXeAtdt
)
a˘ := a˘†Ba˘ (6.39)
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Observe that B satisfies the properties of a local symplectic transformation (i.e it is
hermitian and doubled-up (see (6.37)) because X does.
Now Li = C−ia + C+ia† where C±i is the ith row of C±. Define the following
matrix
Ci =
(
C−i C+i
C#+i C
#
−i
)
,
which describes the coupling to the ith field. Now from Eq. (6.38), by calculating
the RHS and equating coefficients of a and a†, it follows that
C˙i = −iCiJ2B,
hence
C˙ = −iCJ2B. (6.40)
Eq. (6.40) is the desired gauge transformation on the coupling matrix.
To find the Hamiltonian relation, consider B =
∫∞
0
eA
†tXeAt. This is formally
equivalent to the Lyapunov equation [38]:
A†B +BA+X = 0. (6.41)
As A = −iJΩ − 1
2
JC†JC, it follows that A† = −JAJ − C†CJ . Thus taking the
Lyapunov equation (6.41) and multiplying by J one obtains
0 = JA†B + JBA+ JX
= [JB,A]− JC†JCJB + JX
= [JB,A] +
i
2
A˙.
The last step here is understood by using the substitution C˙ = −iCJ2B into JX =
1
2
JΩ˙ + 1
2
Im
(
JC˙†JC
)
. Hence
A˙ = i [J2B,A] (6.42)
as required.
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Remark 8. Eq. (6.40) is written in terms of the modified coupling matrix. One
can obtain the result for the unmodified coupling matrix by multiplying both sides of
(6.40) by S[ (defined in Eq. (3.4)). As the input is independent of any unknown
parameter, the result will be the same as in the modified situation.
Hence the infinitesimal gauge transformations (6.37) are indistinguishable from
any measurement of the field. Notice that these transformations can be generated
from the unidentifiable transformations, C 7→ CS[,Ω 7→ SΩS[. Therefore, this
result says that the infinitesimal transformations in tangent space given by zero QFI
rate, are exactly those generated by the unidentifiable symplectic transformations in
Theorem 11.
Remark 9. Notice that the transformations (6.37), which have been derived directly
from unidentifiable directions in the QFI, don’t leave the system unchanged. This
further justifies our argument that equation (6.36) is the quantum Fisher information
rate for the field only (and not the field and system).
6.11.4 Equivalent Expressions for the QFI in the Stationary
Approach
The following expression for the QFI rate can be derived from (6.36):
fθ|time = 4Eρss
[
a˘†D†JV (N,M)JDa˘
]
, (6.43)
where D := C˙ − iCJ2B with B as in eq. (6.39). Notice that D = 0 corresponds to
the unidentifiable directions in Theorem 19. We denote the QFI rate here by fθ|time
to signify that it was derived from the time-domain.
We can also obtain an expression for the QFI in the frequency domain. Since all
frequency modes are independent at stationarity, the QFI per unit time is given by
the following Parseval’s theorem type result:
fθ|freq =
1
2pi
∫ ∞
−∞
fθ(ω)dω, (6.44)
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where fθ(ω) is the QFI per unit time in frequency ω, i.e., the QFI of the Gaussian
state with covariance matrix Ψ(ω). To obtain the QFI rate on frequency ω, we use
the known Gaussian state result [96], which gives the QFI in terms of its moments:
fθ(ω) = −1
4
Tr
(
JΨ˙(ω)JΨ˙(ω)
)
. (6.45)
Clearly (6.43) and (6.44) must be equivalent. We show this in an example.
Example 16. Consider the SISO quantum cavity as in example 1, parameterised
by (passive) coupling c ∈ R and Hamiltonian Ω and suppose that we would like to
estimate Ω.
First let us calculate fΩ|time at Ω = 0. In this case D|θ=0 is given by D = i/c.
Also, the covariance of the stationary state of the system, P := Eρss
[
a˘a˘†
]
, can be
obtained from the Lyapunov equation (6.1). It turns out that P = V (N,M) at θ = 0.
Notice that the stationary state of the system in this case is pure because at θ = 0
the system is no longer globally minimal (see Theorem 13). Therefore,
fΩ=0|time =
16N(N + 1)
c2
(where we have use the purity condition N(N + 1) = |M |2 here).
On the other hand we can calculate fΩ=0|freq. It is a simple exercise to obtain
fΩ=0|freq =
N(N + 1)√
2pi
∫ ∞
−∞
8c4(
ω2 + 1
4
c4
)2dω.
Finally, by performing the change of variables ω = 1
2
tanα or otherwise, we obtain
fΩ=0|freq =
16N(N+1)
c2
.
6.12 Conclusion
Our main result is that under global minimality and pure stationary inputs the power
spectrum contains as much information as the transfer function, i.e., their classes of
equivalent systems are the same in both functions. Therefore, no information is lost
by utilising stationary inputs rather than time-dependent inputs. It is interesting
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to note that this equivalence between the power spectrum and transfer function is
a consequence of the unitarity and purity of the input state, and does not hold for
general CLSs ([43, 46]).
We also extended these results to a class of mixed inputs, that is, thermal inputs
for PQLSs. Identifiability in the case of general mixed input states (for general
QLSs) remains an open question. The difficulty arises due to the failure of the [fully
mixed stationary state ⇐⇒ globally minimal] result. Nevertheless, we expect that
the transfer function can be recovered uniquely from the power spectrum generally.
Not only does our analysis with thermal states for PQLSs supports this, but also
because the inputs here are mixtures of pure states, on which the result holds. This
problem will be a focus for us in future works.
Given that we now understand what is identifiable, the next step is to understand
how well parameters can be estimated. This requires a two step approach. Firstly,
one finds the best input state giving the largest QFI in (6.43) or (6.44) in terms of
some resource (e.g. time or energy). Secondly, is there a simple measurement choice
that enables one to attain the optimal estimation precision from the QFI? In these
problems there could be one or many unknown parameters. We discuss one such
estimation problem in Sec. 8.
Lastly, it would be interesting to consider these identifiability problems in the
more realistic scenario of noisy QLSs. That is the analogous problem to the one in
Sec. 5.5 for time-dependent inputs.
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Chapter 7
Quantum Enhanced Estimation of
PQLSs
The goal of this chapter is to understand how well we can estimate the parameters
governing the dynamics in a PQLSs. We consider the time-dependent approach in
this chapter (see Sec. (3.7.1)). The first crucial question that one must ascertain
before any statistical estimation can begin, is to understand what one could possibly
hope to identify. We saw in Sec. 5.1 that two minimal systems with parameters
(Ω, C, S) and (Ω′, C ′, S ′) are equivalent if and only if their parameters are related
by a unitary transformation, i.e. C ′ = CT and Ω′ = TΩT † for some n × n unitary
matrix T , and S = S ′. Therefore, without any additional information, we can
only identify the equivalence class of systems related by a unitary transformation as
above. We consider now that some prior information is available, which is encoded in
a parametrisation θ → (Ωθ, Cθ, Sθ) in terms of an unknown parameter θ ∈ Θ ⊂ Rd.
Under this assumption, the system is identifiable if each equivalence class contains
at most one element (Ωθ, Cθ, Sθ) of the model (see Definition 8).
Our objective reduces to performing a measurement on the output and finding an
estimator θˆ of θ based on the measurement outcome. The optimization is two-fold;
over the choice of input state and the measurement. We identify three properties
that are desirable for a ‘good’ probe states and measurements pairs:
(1) Realistic states: the input states can be prepared with current technology;
(2) Sensitivity: the input states are sensitive to the change θ;
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(3) Simple measurements: The scaling from (ii) may be achieved with realistic
output measurements.
The setup is similar to the standard quantum metrology setup (see Sec. 4.2), where
one also has access to an input and performs measurements on the output to infer
information about the black-box. However, the added difficulty in our setup is that
we work in continuous time and therefore the output quantum signal can be mea-
sured to produce a (continuous) classical stochastic process, whereas in traditional
quantum metrology one works in discrete time. This requires a different analysis
of the behaviour [50]. As a consequence, the theory of quantum enhanced system
identification has not yet been fully developed. The purpose of chapter is to strive
towards this by building on the results of [5].
In the first half of this chapter (Sec. 7.1) we provide a realistic scheme to identify
a single unknown parameter of a PQLS at the Heisenberg limit. We consider an
interferometric approach, where the essential idea is to detect an unknown variation
between two almost identical systems. The technique used here is the same as that
used to detect gravitational waves [52, 53]. We show that it is possible to achieve op-
timal scaling using squeezed input states in terms of the quantum Fisher-information
[97]. The action of the interferometer is to displace a squeezed state by an amount
proportional to the unknown parameter in a known direction in quadrature phase
space. Then performing a simple homodyne measurement of this quadrature pro-
vides an estimate of the unknown parameter at the fundamental limit. The scheme
is physically realistic as those non-classical states may be prepared with current tech-
nology. A physical example of a MIMO PQLS is given for estimating entanglement
in two atomic ensembles.
In Sec. 7.2 we consider the multiple parameter problem. The optimal states
in the single parameter case in terms of fixed photon number are (shown to be)
of a single frequency. However, for SISO multi-parametric models the situation is
more complicated as it is impossible to identify more than one parameter using a
monochromatic input state. We discuss how to extend the interferometric approach
using squeezed-coherent states to the case of multiple parameters. We see that
Heisenberg scaling is also possible in this case and a simple measurement presents
itself, which again comes down to detecting an unknown displacement in a known
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direction using homodyne measurements. We also show that a result from [98],
i.e., that there is an O(d) enhancement to be had for states with a fixed number
of photons by estimating the multiple parameters using entangled states, can be
extended to SISO PQLSs, Here, d is the number of parameters.
7.1 Quantum Enhanced Estimation of PQLSs; Sin-
gle Parameter Estimation
In this section let (S,C,Ω) = (Sθ, Cθ,Ωθ) be a PQLS, whose dynamics depend on a
one-dimensional parameter θ ∈ R. We describe the estimation precision for several
choices of input state.
7.1.1 Previous Results for PQLSs
Product States
Suppose that the input is given by a pure state |ψ〉, and the energy is approximately
spread over a finite number of frequencies, ω1, . . . , ωp so that |ψ〉 can be represented
as a tensor product over the chosen frequency modes (all other modes are in the
vacuum state):
|ψ〉 = |ψ1;ω1〉 ⊗ |ψ2;ω2〉 ⊗ · · · ⊗ |ψp;ωp〉 , (7.1)
subject to the energy constraint
E =
p∑
i=1
〈
ψi;ωi
∣∣b†(ωi)b(ωi) ∣∣ψi;ωi〉 . (7.2)
Due to linearity, each input frequency mode is affected by the PQLS independently
of the others. Considering the optimization over input state first, the objective is
to find a state with a large QFI, which will provide a low QCRB for the mean
square error. Since the QFI is additive for product states, it follows that I(θ) =∑p
i=1 Ii(θ), where Ii(θ) is the QFI for frequency ωi. Combining these facts, it follows
that for one-dimensional parameter and product input states, the optimal input
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is a monochromatic signal. Note that the optimal frequency may depend on the
unknown parameter. In practice one could use an adaptive procedure to tune the
input frequency in order to obtain better estimation precision [38]. Based on this
argument, we can ignore the optimal frequency’s dependence on θ in the limit of
large input energies.
Example 17 (Coherent state input [5]). Suppose that we probe the system with a
(monochromatic) coherent state of amplitude α ∈ Cm and frequency ω, i.e. |ψ〉 =
|α;ω〉, with energy, E, given by E = ‖α‖2. The output state is obtained by rotating
the amplitude vector α by the θ-dependent transfer function, i.e. it is the coherent
state |Ξθ(−iω)α;ω〉. Using Eq. (4.5), it follows that the QFI is given by [5]
F (θ|α) =
∥∥∥∥dΞθ(−iω)dθ α
∥∥∥∥2 . (7.3)
This is maximized when α is the eigenvector of the selfadjoint operator L(ω, θ) :=
iΞ∗θ(−iω) · dΞθ(−iω)/dθ whose eigenvalue has the largest absolute value. Thus the
optimum QFI over frequencies and coherent amplitudes is
F (θ) = E · sup
ω
‖L(ω, θ)‖2 .
Since the QFI scales linearly in E, this is the standard scaling or “shot noise" regime.
Furthermore, it can be shown that by measuring an appropriate output quadrature
one can achieve the above scaling for the optimal frequency, essentially by following
the techniques of [99].
Non-Gaussian States.
We now replace the coherent state of the previous example by more general state
supported by a single monochromatic input mode of frequency ω. In the space of
input modes Cm we choose the mode corresponding to the eigenvalue of L(ω, θ)
with the largest absolute value. We prepare this mode in a “cat state” [100] , i.e. a
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coherent superposition of Fock states of energy E
|CAT ;ω〉 := |0;ω〉+ |N ;ω〉√
2
, N = 2E
The QFI is [5]
F (θ) = 4E2 · ‖L(ω, θ)‖2 ,
which exhibits a quadratic or Heisenberg scaling in energy. Therefore these states
are optimal for monochromatic inputs with a fixed number of photons. There are
several (physical and mathematical) problems associated with this choice of input
states. Firstly, it is not clear how to achieve the Heisenberg scaling with a realistic
measurement. Secondly, the output signal has a period of 2pi/N with respect to θ.
A consequence of this is that one will only be able to determine the phase modulo
2pi/N . In order for the result to be unambiguous, it would appear that the phase
must already be localised within a 2pi/N interval beforehand (i.e. the variance of
the prior distribution is of order O(1/N2)). This situation may be resolved by
adaptive procedures based on varying the number of photons in the input state
[101]. Finally, these highly non-classical states are difficult to create in practice;
with present technology they are limited to very small N [102].
Interferometric Approach
We now briefly discuss an alternative setup to the one in Sec. 7.1.1 for the standard
metrology protocol, as it will be useful for our estimation method. Consider the
setup in Fig. 7.1 where we estimate the phase difference between the two arms of
the interferometer. For a fixed number of particles N , the optimal states to use are
N00N states [90] for which the QCRB reaches the fundamental limit on precision
given by the Heisenberg limit 1/N2. Moreover, it can be shown that the QCRB is
attained by performing photon counting measurements [101]. Just like “cat states”,
the N00N states have a large QFI is because of the large number variance between
the two interferometer modes, but are similarly difficult to prepare in practice.
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Figure 7.1: This figure shows the quantummetrology interferometric
set-up. Two input channels are fed into the interferometer, acquiring
a phase difference between the two beam-splitters. This phase dif-
ference is the result of a SISO PQLS. There are three stages to the
interferometer, an input stage, an evolution stage and a measurement
stage.
States Entangled in the Frequency Domain?
Let us discuss briefly the possibility of using input states entangled over many fre-
quencies. We have seen above that monochromatic states are optimal for coherent
inputs. In Appendix I we argue for fixed photon input states that there is little
advantage in considering frequency-entangled inputs. Based on this evidence and
the fact that this paper focuses on realistic metrology, we will assume that all inputs
are monochromatic for one parameter models. Clearly, multiple frequencies must be
considered in finding optimal states in the multi-parameter case (cf. Sec. 7.2).
Indefinite Photon-Number States
Here we consider using indefinite photon-number states [103] as a resource for quan-
tum metrology. The difference with the above is that we fix only the average photon
number (or equivalently average energy) rather than demand that photon number is
fixed.
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7.1.2 Estimation of a One-Dimensional Parameter in a PQLS
In this section we will describe an interferometric approach for identifying the un-
known parameter in our system (Sθ, Cθ,Ωθ). Crucially our choice of input state will
have all of the desirable features suggested above. The scheme is inspired by a phase
estimation scheme proposed in [51]. We will show that the performance of these
states in terms of sensitivity are as good as the best fixed particle number strategy
(N00N states). We first treat the case of SISO systems after which we extend to the
case of MIMO systems.
The SISO Case
Consider the interferometric setup as in Sec. 7.1.1, where we have replaced the
standard phase shifter with our SISO PQLS (Sθ, Cθ,Ωθ). Consider also feeding two
(quasi)-monochromatic light pulses of frequency ω into the input channels, whose
frequency-domain modes are denoted by b0 and c0; the first pulse is a coherent
state |α〉 = exp(i(αc0 + α¯c∗0)|Ω〉 of amplitude α := |α|eiψ ∈ C while the second is a
squeezed state |Sφr 〉 := exp(iφb∗0b0) exp(r(b20 − b∗20 )/2)|Ω〉, where φ and r represent
the angle and respectively magnitude of squeezing. The (average) energy of the input
is given by E := 〈Sφr |b∗0b0|Sφr 〉+ 〈α|c∗0c0|α〉 = sinh2(r) + |α|2.
Remark 10. It can be seen [89, 104] that the N th-particle component of the output
of the first beam splitter for these squeezed/ coherent input states have a very large
N00N component, which is essentially why they turn out to be so advantageous for
quantum metrology.
Firstly, these states are physically realistic. The creation and use of such states
for metrology purposes has been demonstrated in [52, 53, 103, 105]. Rather than
producing a squeezed state of a given frequency, a more realistic approach is to
send a squeezed state containing a continuum of frequencies and post-process (take
the Fourier-transform) the output signal of the measured time-domain momentum
quadrature. Choosing a larger bandwidth of frequencies will result in a shorter
experiment time but will decrease the energy of a given frequency. The frequency
domain profile of the input state can be shifted so that it centres on a particular
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frequency [29]. One is also able to tune the degree and direction of squeezing in the
frequency domain [71].
Since we deal with a SISO system, the transfer function at frequency ω is a
complex phase Ξθ(−iω) := e−iλ(ω,θ). Taking into account the action of the two
beamsplitters we find that the input-output map in the Schrödinger picture is (see
for example [103])
|Sφr ⊗ α〉 7→ e−iλ(ω,θ)(b
∗
0b0−c∗0c0)/2|Sφr ⊗ α〉 =: |ψθ〉 (7.4)
Now, using formula (4.5) we find that the QFI depends only on the difference ψ−φ, so
without loss of generality we may set φ = 0; in this case, the QFI is maximized when
ψ = 0 and is explicitly given by F (θ) = |∂λ(ω, θ)/∂θ|2 (α2e2r + sinh2 r) [103]. This
situation corresponds to momentum-squeezing in one arm and position displacement
in the other. We note that putting all of the energy into one of the two arms (i.e.
either α = 0 or r = 0) will result in F (θ) ∝ E, which is the standard precision
scaling. The optimal QFI subject to the energy constraint E = |α|2 + sinh2(r) is
achieved when equal energy is put into both arms: α2 = sinh2(r) = E/2; then
F (θ) =
∣∣∣∂λ(θ)
∂θ
∣∣∣2(E
2
· e2r + E
2
)
≈
∣∣∣∂λ(θ)
∂θ
∣∣∣2E2. (7.5)
Therefore, this strategy is (asymptotically) as good as the one using N00N states
[103].
Finally we will see that this QFI scaling can be achieved experimentally by using
a homodyne measurement. Since we are interested in the asymptotic regime of
large energy, we assume that the parameter θ is known up to at least the standard
uncertainty E−1/2, so we can write θ = θ0 + h/
√
E where θ0 is known and h is an
unknown “local parameter". The reference parameter θ0 could be obtained by using
iterative adaptive procedures while using a small proportion of the input energy
[106]. Using the knowledge of θ0, we slightly modify the set-up by adding a second
linear system in the other arm of the interferometer, denoted by θ0 in Fig. 7.2. This
can be a static phase rotation element with phase e−iλ(ω,θ0), or another PQLS with
matrices (S,C,Ω) = (Sθ0 , Cθ0 ,Ωθ0), and its purpose is to “balance" the action of the
PQLS and simplify the structure of the final measurement as shown below. Later,
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Figure 7.2: Figure showing the interferometric set-up for SISO
PQLS with a squeezed state |Sr〉 incident upon one arm of the in-
terferometer and a coherent state |α〉 in the other. The set-up is the
same as before except that a phase shifter or a second known PQLS
has been placed in the other interferometric arm.
we see another instance of balancing the action of the QLS when we discuss quantum
absorbers in Ch. 9. Now, the output operators of the interferometer are given by
bout0 =
1
2
(
b0(e
−iλ(ω,θ) + e−iλ(ω,θ0)) + c0(e−iλ(ω,θ) − e−iλ(ω,θ0))
)
,
cout0 =
1
2
(
b0(e
−iλ(ω,θ) − e−iλ(ω,θ0)) + c0(e−iλ(ω,θ) + e−iλ(ω,θ0))
)
.
By expanding e−iλ(ω,θ) = e−iλ(ω,θ0)(1− ihλ′θ(ω, θ0)/
√
E) +O(E−1) we find that in the
optimal setting of equal energy in the input channels (|α|2 = E/2) the action of the
output annihilator is
bout0 |Sr〉 ⊗ |α〉 ≈ e−iλ(ω,θ0)
(
b0 − ihλ′θ(ω, θ0)
α
2
√
E
1
)
|Sr〉 ⊗ |α〉 .
Hence when the energy is large we have bout0 ≈ e−iλ(ω,θ0)
(
b0 − ihλ
′
θ(ω,θ0)α
2
√
E
1
)
and the
action of the Mach-Zehnder interferometer is to first displace the squeezed mode
b0 along the momentum axis by hλ′θ(ω, θ0)α/
√
2E, followed by a e−iλ(ω,θ0) phase
rotation. Let X denote the outcome of measuring the following quadrature of the
mode b0:
Xpi/2+λ(ω,θ0) = − sin(λ(ω, θ0))Q + cos(λ(ω, θ0))P.
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Figure 7.3: This figure shows the MIMO PQLS system identification
setup. In this diagram the number of field modes, m, is equal to three.
As Eθ [X] = −hλ′θ(ω, θ0)/2 we choose the (locally) unbiased estimator of θ given by
θˆ = θ0 − 2
λ′θ(ω, θ0)
√
E
X
and obtain the mean square error
E
[
(θˆ − θ)2
]
=
4
Eλ′θ(ω, θ0)2
Var (X) =
2
Eλ′θ(ω, θ0)2e2r
≈ 1
λ′θ(ω, θ0)2E2
, (7.6)
hence the Heisenberg-limited estimation is achieved.
The MIMO Case
In this section we extend the SISO case to MIMO PQLSs . The strategy that we use
for MIMO is a direct extension of the SISO strategy and is illustrated in Fig. 7.3.
The input channels b = [b1, . . . ,bm]T are prepared in a monochromatic multi-mode
squeezed state [67] of frequency ω; these channels are mixed by means of separate
50:50 beamsplitters with the corresponding ancilla channels c = [c1, . . . , cm]T pre-
pared in coherent states of the same frequency. One of the outputs of each beam
splitter is then passed through the PQLS and the other through a second known
PQLS (to be specified shortly) before recombining at another 50:50 beam-splitter.
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Just as in the SISO case, we assume that we already computed a rough estimate
θ0 with standard deviation of order 1/
√
E, such that the parameter can be written
as θ = θ0 +h/
√
E for some local parameter h. This could be achieved for instance by
performing appropriate homodyne measurements on the output for a monochromatic
input. Then the transfer function can be expanded as
Ξθ(−iω) = Ξθ0(−iω)
(
1m − ihL(ω, θ0)/
√
E
)
+O (E−1)
where L(ω, θ0) is a m × m Hermitian matrix. The second system to be placed in
lower arm of the interferometer (see Fig. 7.3) is either the PQLS (Sθ0 , Cθ0 ,Ωθ0) or a
static configuration of beam splitters giving the phase element Ξθ0(−iω). It follows
that the 2m input channels transform according to[
bout0
cout0
]
≈
[
Ξθ0 0
0 Ξθ0
]{
12m − ih
2
√
E
[
L(ω, θ0) L(ω, θ0)
L(ω, θ0) L(ω, θ0)
]}[
b0
c0
]
.
where bout0 = bout(ω) and cout0 = cout(ω) are the frequency modes we are interested
in. As in the SISO case we prepare the probe mode b0 in a squeezed state and c0
in a coherent state with amplitude α = [α1, . . . , αm]T such that αi = O(
√
E/2m).
Then
bout0 |Sr〉 ⊗ |α〉 ≈ Ξθ0
{
b0 − ih
2
√
E
L(ω, θ0)α1
}
|Sr〉 ⊗ |α〉 . (7.7)
which means that the local parameter h is imprinted into the output state via a
displacement of the squeezed mode b0.
Now, let us find the optimal state of squeezed-coherent type. Since Ξθ0 is known,
we will ignore its effect which can be undone by performing a phase transformation
on the output modes. The output state is therefore a displaced squeezed state whose
mean is given by
〈Q〉 = h√
2E
Im [L(ω, θ0)α] =
h√
E
µq, 〈P〉 = −h√
2E
Re [L(ω, θ0)α] =
h√
E
µp
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where Q and P are the vectors of canonical coordinates of the m modes. We denote
by V the covariance matrix
V := Re
(
〈QQT 〉 〈QPT 〉
〈PQT 〉 〈PPT 〉
)
The QFI for the parameter θ = θ0 + h/
√
E is given by [107]
I(θ0) = µ
TV −1µ, µ :=
(
µq
µp
)
=
1√
2
(
Im [L(ω, θ0)α]
Re [L(ω, θ0)α]
)
We will now argue that the best strategy is to squeeze in one mode (or quadrature)
only. Since Fisher information is independent of the chosen basis in the space of
modes, we will choose the latter to be the eigenbasis of the selfadjoint matrix L(ω, θ0)
such that (1, 0, . . . , 0) is the eigenvector whose eigenvalue has the largest absolute
value equal to ‖L(ω, θ0)‖. Then the following inequality holds
I(θ0) ≤ ‖V −1‖ · ‖µ‖2 ≤ ‖V −1‖ · ‖L(ω, θ0)‖2 · ‖α‖2/2.
The second inequality becomes equality by setting α =
√
Ec(1, 0 . . . , 0) where Ec is
the energy of the coherent state. The first inequality is saturated by choosing V to
be the covariance of a squeezed state in which the first mode is squeezed along the
Q quadrature, while all other modes are in the vacuum. In the leading order in the
energy of the squeezed state we have ‖V −1‖ = 8Esq, and by imposing the constraint
Ec + Esq = E we find that the optimal energy distribution is Ec = Esq = E/2.
Therefore the maximum value of the QFI is
I(θ0) = E
2‖L(ω, θ0)‖2 (7.8)
Finally, the left hand side can be further optimised over the frequency ω to obtain
the highest QFI in this setting. As in the SISO case, the QFI can be achieved by
measuring the displaced squeezed quadrature.
Remark 11. The expression (7.8) is the QFI from the modes bout0 only (rather than
bout0 and cout0 ), however it is equal to (7.5), which is the QFI from both channels.
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Note also the consistency between the expressions (7.6) and (7.8), corresponding to
the SISO and MIMO cases.
7.1.3 Example: Two Atomic Ensembles
Consider the two coupled atomic ensembles setup from example 3. In particular,
assume that we would like to investigate θ, which we assume to be small.
First, the transfer function matrix of this system, at s = −iω, is given by
Ξ(−iω) = I − C(−iωI − A)−1C† = I − κ
√
Y
(
− iωI + κ
2
Y
)−1√
Y
=
1
κ2/4− iωκ cosh(2θ)− ω2
[
−ω2 − κ2/4 −iωκ sinh(2θ)
−iωκ sinh(2θ) −ω2 − κ2/4
]
.
If θ = 0, we have
Ξ0(−iω) = iω + κ/2
iω − κ/2
[
1 0
0 1
]
,
which can be represented as
Ξ0(−iω) = e−iG0(ω), G0(ω) =
[
g0(ω) 0
0 g0(ω)
]
,
with g0(ω) = 2 arctan(−2ω/κ)−pi. This corresponds to the transfer function matrix
of two independent cavities coupled to probe fields with strength κ. Note that the
small unknown parameter θ brings a small deviation from Ξ0 and yields Ξ in the
form
Ξ(−iω) = Ξ0(−iω)Ξ˜(−iω).
By calculating Ξ−10 Ξ, we obtain Ξ˜(−iω) = e−iG˜(ω) ≈ I − iG˜(ω) and find
G˜ = −f(ω)θ
[
0 1
1 0
]
, f(ω) =
2κω
ω2 + κ2/4
.
To identify θ we use the interferometric technique presented above, illustrated
in Fig. 7.3. In our context the nominal system is given by the independent pair of
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cavities with generator G0. Now the input fields into the interferometer are given by
b = [b1,b2]
T and c = [c1, c2]T ; as described before, b1 (b2) and c1 (c2) are combined
at the first beam splitter, hence they have the same frequencies. The output fields
of the interferometer are related to b and c as[
bout
cout
]
= e−iG0
{
I2 − i
2
[
G˜ G˜
G˜ G˜
]}[ b
c
]
.
Thus by setting the c modes to coherent fields with amplitudes α = [α1, α2]T , in
good approximation we have
bout = e−iG0
(
b− i
2
G˜α1
)
.
Now because G˜ has elements only in the off-diagonal terms, we should set:
• b1 to be a momentum-squeezed vacuum field with squeezing level r, while b2
to be a vacuum,
• c2 to be a coherent field with amplitude α2 = α, while c1 to be a vacuum,
• and measure bout1 .
Interestingly, in this example the best input is one where energy is inputted into only
one arm of each of the two interferometers. Actually we then have
bout1 = e
−ig0(ω)
(
b1 +
i
2
f(ω)αθ1
)
,
implying that we can estimate θ by measuring the phase-shifted P-component of
bout1 . But before writing the output signal equation for identification we should note
that f(ω)2 takes the maximum value f(ωopt)2 = 4 at ωopt = ±κ/2; this is the optimal
measurement frequency we should take. Thus the optimal homodyne measurement
is given by setting the phase of the local oscillator to g0(ωopt), and it generates the
following signal for estimating θ:
y =
√
2
f(ωopt)α
P
(g0)
1 =
√
2
f(ωopt)α
· e
ig0(ωopt)bout1 − e−ig0(ωopt)(bout1 )∗√
2i
=
√
2
f(ωopt)α
P1 + θ,
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Figure 7.4: Configuration of the one-parameter system identifi-
cation method for a MIMO system composed of atomic ensembles
denoted by G. G0 is a Fabri-Perot cavity having the same decay rate
as that of G.
where P1 = (b1 − b∗1)/
√
2i. 1 Clearly the expectation of y yields θ with variance
Var(y) =
2
f(ωopt)2
· 1
2α2e2r
≈ 1
f(ωopt)2E2
,
which is the Heisenberg scaling.
A possible experimental setup is depicted in Fig. 7.4. We here consider a Michelson-
type interferometer composed of two optical paths. The input field b is injected from
the bottom arm, while c comes from the left arm. Although in [75] b1 and b2 are
taken as two bosonic modes with different frequencies, here they are represented
as those with different polarizations (same as for c). The system G is placed in
the upper part of the interferometer; as seen in [75] this system is composed of the
cascade of two chambers containing atomic ensembles. The nominal system G0, on
the other hand, is now given by an optical cavity having the same coupling strength
κ, and it is now placed in the right end of the interferometer. As described above,
our identification strategy is that we create a squeezed state in the mode b1 and a
1 Note that this is not a frequency-dependent homodyne measurement, i.e. the so-called varia-
tional measurement found in the proposal for gravitational wave detection, which requires imple-
menting additional filter cavities. Also note that f(ω) takes zero at ω = 0, i.e. the center frequency,
in which case clearly we cannot obtain any information about θ. Optimization of ω is essential in
these sense.
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coherent state in the mode c2; the former can be realized by constructing an optical
parametric oscillator (OPO) and the latter can be realized by placing an electric
optical modulator (EOM) along the input path of c2.
7.2 Estimation of Multi-Dimensional Parameters in
a PQLS
In this section we discuss how to extend the interferometric approach using squeezed-
coherent states to the case of multiple parameters.
7.2.1 General Multiple Parameter Setup
Suppose that we have a PQLS with m input channels and that we would like to
estimate multiple parameters θ1, . . . , θd. Consider the metrology setup with inputs
supported on d/m ∈ Z frequencies and a MIMO PQLS withm channels. By thinking
of the different frequencies as parallel channels, we have d input channels on which
to support our input state. Based on the successes of the interferometric setup using
squeezed-coherent state in the single parameter case we consider a generalisation of
this here. That is, the input channels b = [b1, . . . ,bd]T are prepared in a multi-
mode squeezed state [67]; these channels are mixed by means of separate 50:50
beamsplitters with the corresponding ancilla channels c = [c1, . . . , cd]T prepared in
coherent states. One of the outputs of each beam splitter is then passed through
the PQLS and the other through a second known PQLS (to be specified shortly)
before recombining at another 50:50 beam-splitter. We assume that the frequencies
ω1, ...ωd/m have been chosen beforehand and we drop the reference to frequency in
the following (we will consider the problem of varying these in Sec. 7.4).
As in the single parameter case, we assume that we already computed a rough
estimate of the parameters each with standard deviation of the order 1/
√
E, such
that the parameters can be written as θi = θ0i +hi/
√
E for some local parameter hi.
Then the transfer function (of the frequency concatenated system) may be expanded
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as
Ξθ = Ξθ0
(
1m − i
∑
i
hiL
(i)(θ0)√
E
)
+O (E−1)
where L(i)(ω, θ0) are d×d Hermitian matrices and θ0 = (θ01, . . . , θ0d). Now, place the
PQLS (Sθ0 , Cθ0 ,Ωθ0) in the lower interferometer arms. Also, prepare the probe mode
b0 in a squeezed state and c0 in a coherent state with amplitude α = [α1, . . . , αd]T
such that αi = O(
√
E/2m). We will assume that αi ∈ R for all i. It follows that
bout0 |Sr〉 ⊗ |α〉 ≈ Ξθ0
{
b0 − i
∑
i hiL
(i)(ω, θ0)
2
√
E
α1
}
|Sr〉 ⊗ |α〉 . (7.9)
Since Ξθ0 is known we will ignore its effect like in the single parameter case. Therefore
the local parameter hi is imprinted on the output via a displacement of the squeezed
mode; on mode bj the displacement is along the (unnormalized) quadrature
X(i) := bj
∑
k
(
iL
(i)
jkαk
)
− b†j
∑
k
(
iL
(i)
jkαk
)
.
Therefore the generator belonging to θi is thus G(i) :=
∑
jk
(
bjL
(i)
jk + b
∗
jL
(i)
jk
)
αk.
The difference with the single parameter case is that here there are d parameters
each displacing the input additively in different directions. Further, notice that
the generators of the displacement for each parameter, G(i), depend on the coherent
input, and change according to variations in this input. Finding the optimal scaling
or even whether Heisenberg scaling is possible in the multi-parameter case is more
involved.
In order to infer the d parameters with high accuracy from measuring quadra-
tures, it is clear that we must measure at least d quadratures. Moreover these
quadratures Y1, ...Yd must satisfy the following properties:
(1) They must contain sufficient information about all parameters. This can only
happen if at least one of them does not commute with each displacement gener-
ator. That is, for each parameter θk, there exists an i such that [G(k),Yi] 6= 0.
This condition is necessary because if it didn’t hold then measurements of the
output will not contain any information about θk on average because in the
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Heisenberg picture 〈Yi〉 =
〈
eiθkG
(k)
Yie
iθkG
(k)
〉
for all i.
(2) To get Heisenberg scaling we must be able to measure at least d quadratures
with small variance. If these quadratures are to be measured then they must
all commute, that is, [Yi,Yj] = 0 for all i and j.
If the system is identifiable (see Def. 8), we see that there always exists a coherent
input such that conditions (1) and (2) hold. We then show how to achieve the
Heisenberg scaling in this case.
7.2.2 SISO PQLS
Consider a SISO system with inputs supported on d frequencies (i.e m = 1). There
is a simplification in this case because the generators for parameters θk are given by
G(k) = Q1L
(k)
11 α1 + . . .+ QdL
(k)
dd αd. Therefore, as the αi ∈ R and L(k) are Hermitian
and diagonal, the action of all generators is a displacement in the same direction, i.e
each mode bi, is translated along the momentum axis.
Consider a squeezed input consisting of a product of d momentum-squeezed one
mode states over the modes b0 each with energy Ei = O(E/2d) and the coherent
state as above. Since the action of the system is a displacement along the momentum
axis (as this direction is canonically conjugate to the generator), we will measure the
momentum quadrature of each mode. Clearly conditions (1) and (2) hold under
identifiability. We will now show that Heisenberg scaling is achievable under the
assumption that the parameters are identifiable. The (classical) Fisher information
in this case is given by [107]
Fmn(θ0) = 8µ
T
mDiag(E1, ...Em)µn, µm =
1√
2
∑
i
L
(m)
ii αi.
Hence
F (θ0) = 4
∑
i
Eiα
2
i
 L(1)ii...
L
(d)
ii
 ( L(1)ii ... L(d)ii ) . (7.10)
Therefore the MSE, which is equal to Tr (F (θ0)−1) (see Eq. (4.6)), will scale quadrat-
ically with E iff the vectors vi := ( L(1)ii ... L(d)ii )
T form a basis. Writing the transfer
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function as a phase Ξθ(−iωi) = e−iλi , then this condition is equivalent to the invert-
ibility of the Jacobean of the map f : Rd 7→ Rd
f : (θ1, . . . , θd) 7→ (λ1, λ2, . . . , λd).
Assuming that the parameters θ are identifiable as in Def 8, then the Jacobian must
be invertible and we have Heisenberg scaling.
7.2.3 MIMO PQLS
Proving that Heisenberg scaling is possible for a MIMO PQLS is not as straightfor-
ward because the the (displacement) generators of each parameter could potentially
be along different directions, rather than all in the same direction. Nevertheless it is
possible, as we see now.
Consider a squeezed input consisting of a product of d mode states each with
energy Ei = O(E/2d), squeezed in the quadratures
Yi = e
iφibi + e
−iφib†i ,
where φi will be chosen later, and the coherent state as above. Our measurement
will be the quadratures Yi. Clearly condition (2) is satisfied here. Let us see that
there exist a choice of α such that condition (1) is also. We have
[G(k),Yi] =
∑
j
(
e−iφiL(k)ij − eiφiL(k)ij
)
αj
:=
∑
j
β
(k)
ij αj. (7.11)
For a given k we require that there exists at least one Yi such that (7.11) is non-zero.
Since we have freedom over the choice of αis then it is clear that (7.11) can be made
to be non-zero if at least one of the terms β(k)ij is non-zero, which, given that we
have choice over φi, is always possible if one of the L
(k)
ij is non-zero for a given j.
Therefore the only way that we will not be able to to choose a measurement and
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input, α, such that condition (1) is satisfied would be if for a given k, L(k)ij = 0 for
all i and j, which is a contradiction to the fact that θi is identifiable.
Now let us show that Heisenberg scaling is possible here and show how to achieve
it. The Fisher information of this measurement is thus [107]
Fmn(θ0) = 8µ
T
mDiag(E1, ...Em)µn, µm =
1√
2
Re(ieiφL(m)α).
Hence
F (θ0) = 4
∑
i
Ei
K(1)i...
K
(d)
i
 (K(1)i ... K(d)i ) , (7.12)
where K(i)j = Re
(
eiφj
∑
l L
(i)
jl αl
)
. Because α2i are of order E, then clearly if F (θ0)
is invertible then the MSE, which is equal to Tr (F (θ0)−1) (see Eq. (4.6)), will scale
quadratically with E. It therefore remains to show that there exists a choice of α
such that this matrix is invertible. Suppose that m = d for simplicity. The Fisher
information matrix is invertible iff the vectors in Eq. (7.12) are linearly independent.
Suppose that for a particular choice of α and φi they are not linearly independent.
That is,  Re
(
eiφj
∑
l L
(1)
il αl
)
...
Re
(
eiφj
∑
l L
(d)
il αl
)
 = γ
 Re
(
eiφj
∑
l L
(1)
jl αl
)
...
Re
(
eiφj
∑
l L
(d)
jl αl
)
 (7.13)
for some i and j and constant γ. Since we have freedom over the choice of α and
φis, then it is always possible to vary these so that the two vectors in Eq. (7.13) are
not multiples of one another if and only if L(i) 6= aL(j) for some constant a, which is
true under identifiability.
Therefore in conclusion we can always identify d ≤ m parameters of a PQLS at
Heisenberg level using this method iff the parameters are identifiable. The trick is
in choosing the α and φi such that we have at least d linearly independent vectors(
K
(1)
i , ..., K
(d)
i
)T
.
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7.2.4 Optimisation Problem
Still unanswered is what is the optimal squeezed-coherent state (and measurement)
giving the smallest MSE? That is, we would like to minimise the quantity Tr(F−1),
where F (θ0) is the (classical) Fisher information given by,
Fij(θ) = 8µ
T
i Diag(E1, . . . , Em)µj, µm =
1√
2
Re (ULmα) .
Here U is a m ×m unitary matrix characterising the direction of squeezing for our
squeezed input state and as a result we are measuring the quadratures Ub + Ub†
here. Thus the problem is a minimisation over all choices of U,E1, ...Em and α1, ...αm
subject to total energy constraint E ≈ E1 + ... + Em + |α1|2 + ... + |αm|2. This
minimisation proves to be very difficult, even in the SISO case. Moreover, it is
not even even clear how many channels should be used; recall we saw in the one
parameter case that the optimal number is one, so perhaps here it is d? In the one
extreme consider a “broadband squeezing” in the frequency domain, which would
make sense practically and metrologically. Some simple calculations seem to indicate
that squeezing lots of frequency modes independently decreases the accuracy since
you need to spread energy over all of them. This would be an interesting question for
future work; perhaps it may be that it’s optimal to squeeze only a number of modes
of the order of the number of parameters. Furthermore, is there any advantage in
considering entanglement between the squeezed modes? We consider a particular
instance of this problem in Sec. 7.3. Creating frequency entangled squeezed states
can be achieved using a synchronously pumped optical parametric oscillator (SPOPO)
[108, 109].
7.3 Using Entanglement Between Frequencies
In this section we extend the work of [98], which deals with the problem of estimating
d-dimensional parameters. For a SISO PQLS we show there is an O(d) advantage
to be had by using probe states with entanglement between frequencies, over d
repetitions of optimal single parameter identification experiments.
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(b) Entangled input state
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1. Input
U✓
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Ancilla channel
Ancilla channel
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Figure 7.5: A multi-parameter model with a local Hamiltonian
structure and d independent phases to estimate. Strategy (i): esti-
mate the phases separately. Strategy (ii): estimate the phases using
entangled states between the phase channels and a non-local measure-
ment. Note that the setup is different from that of Fig. 4.1, as there
each channel evolves with the same unitary.
7.3.1 The Analogous Quantum Metrology Result
We begin by reviewing the result [98]. Consider the quantum metrology set-up
in Fig. 7.5, which consists of a (d + 1)-mode interferometer with d independent
phases θ1, θ2, . . . , θd and an ancilla channel. The total unitary operator is given by
U := 1⊗ exp
(∑d
i=1 iNmθm
)
, where Nm is the number operator of the mth mode.
The following strategies using states with the same fixed photon number (hence
energy) were compared in [98]:
(1) Estimating the d phases using d separate interferometers, each with a N/d-
photon N00N state, or equivalently using a single product of N00N states for
each mode.
(2) Estimating d phases using an N -photon (d+ 1)-mode entangled state.
We know that the best N -photon probe state for estimating a single phase is
the N00N state. In light of this we consider using d repetitions of these states to
estimate the parameters, which turns out to be the optimal fixed photon number
state of type (1) [110]. Moreover, using the results from the previous subsection the
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QFI scales as N2/d2 for each phase. Combining these, the total mean square error
is d3/N2.
On the other hand, based on the intuition that N00N states are the best for single
phases, the authors considered the following (d+ 1)-mode generalization
|ψ〉 = α |0〉 ⊗
(
|N, 0, . . .〉+ |0, N, 0, . . . , 0〉+ · · ·+ |0, . . . , 0, N〉
)
+ β |N, 0, . . . , 0〉 .
It was found that the optimal Cramer-Rao bound for the mean square error over
these states is (1+
√
d)2d
4N2
corresponding to α = 1/
√
d+
√
d. This shows a possible
O(d) improvement by using entangled states. A similar result was found in [111]
by using entangled coherent states (ECSs). The caveat here is that it is not clear
whether the Cramer-Rao bound in strategy (ii) is achievable [110]. While it is true
that a certain “commutativity of the SLDs in expectation” condition holds, this
only guarantees the achievability of the CRB in the asymptotic sense where a large
number of identically prepared copies of the state are available. However, by using
independent probes, the Heisenberg scaling in energy is lost. Therefore, a more
careful analysis of the scaling is necessary, but is beyond the scope of this thesis. We
will restrict ourselves to the optimisation of the QCRB here.
We will now see that this sort of simultaneous estimation strategy is well-suited
to to estimating multiple parameters simultaneously in PQLSs.
7.3.2 O(d) Enhancement Using Frequency-Entangled States
Suppose that we have a SISO PQLS whose transfer function Ξθ(s) depends on un-
known parameters θ = (θ1, θ2, ..., θd). In particular, for a fixed frequency s = −iω
it can be represented as Ξθ(−iω) = e−iλ(θ). Firstly, a fairly trivial but nonetheless
important fact is that, for a SISO PQLS, it is impossible to identify more than one
parameter using only a monochromatic frequency input. That is, the inverse prob-
lem is under-constrained. We now give an example of this fact for the case of two
unknown parameters.
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SISO PQLS
(✓1, ✓2)
N00N input
1p
2
(|0, N(!)i+ |N(!), 0i)
Figure 7.6: This figure shows the set-up in Example 18, where a
N00N state is passed through a two parameter SISO PQLS. We con-
sider an interferometric set up, where the two parallel channels meet
at a beam-splitter.
Example 18. Consider the set-up in Fig. 7.6, where a N00N state of fixed frequency
ω is used as a probe for our two-parameter SISO PQLS. The state acts on two
channels: one with the system and another ancilla channel. Denote the two unknown
parameters by θ1 and θ2. The action of the PQLS on the input is thus
1√
2
(|0, N〉+ |N, 0〉) 7→ 1√
2
(|0, N〉+ e−iλ(θ1,θ2) |N, 0〉) .
Using Eq. (4.4), given earlier for pure unitary families, the QFI is given by
F (θ1, θ2)l,m = N
2 dλ
dθl
dλ
dθm
.
Recall that the MSE is bounded below by the trace of the inverse of the QFI matrix.
However, here the QFI is singular. Therefore we are unable to identify both parame-
ters. From this example it follows that we must allow for inputs supported over more
frequencies if we are to identify parameters in a multi-parametric model.
Consider the set-up in Fig. 7.7 where an input state, supported over (fixed)
frequencies ω1, ω2, . . . , ωd, is passed through a SISO PQLS. Note that, due to the
linear nature of PQLSs, each input with frequency ωi acts independently and so can
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Figure 7.7: We consider a d-parameter model and pass an input state
supported over d frequencies through our PQLS. We compare here two
strategies: Strategy (i) corresponds to performing d separate single
frequency experiments and Strategy (ii) is a simultaneous estimation
scheme using inputs entangled over the frequencies.
be thought of as separate phase rotation channels with phase Ξθ(−iωi) := e−iλi(θ).
Therefore, the relevant total unitary operator is given by
U := 1⊗
d⊗
i=1
exp (−iλ(ωi, θ)b∗(ω1)b(ω1))
where 1 is the identity on the ancillary system. As in the Sec. 7.3 we compare the
following two strategies which uses the same energy resources:
(1) Estimating the d parameters using d separate interferometers, each with N/d-
photon N00N state.
(2) Estimating the d unknown parameters using anN -photon (d+1)-mode frequency-
entangled state.
In both strategies we assume for simplicity that the input frequencies, ω1, . . . , ωd,
have been chosen beforehand and the same resources have been given to each channel
(system) channel.
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This problem is similar to the metrology one from Sec. 7.3 with the difference
that the phase of each interferometer arm depends on all of the unknown parameters,
rather than a single one. Note that we could choose to estimate the θ’s by first
estimating the λ’s and then calculating θ = f(λ) for some continuously differentiable
function f . However, this method will not generally provide an optimal estimate for
θ. Nevertheless it can be verified that the “commutativity in expectation” condition
for the SLDs holds and the QCRB is achievable in the asymptotic sense discussed
in Sec. 7.3. Our task will be to analyse the upper bound to the MSE given by
Tr (F (θ)−1), where F (θ) is the QFI for a specific input state.
Performance of Strategy 1
Recall from Sec. 7.1.1 that the optimal state for estimating a single parameter was a
single frequency N00N state. For the multiple parameter case it is therefore natural
to consider the input state:
|ψ〉 = 1√
2
(∣∣∣∣0, N(ω1)d
〉
+
∣∣∣∣N(ω1)d , 0
〉)
⊗ . . .⊗ 1√
2
(∣∣∣∣0, N(ωd)d
〉
+
∣∣∣∣N(ωd)d , 0
〉)
,
which corresponds to d separate “frequency channels” with N/d particle N00N states
as inputs for each of the d channels. Let us now, understand how accurate this
strategy is by calculating Tr (I(θ)−1). Defining ∂|ψθ〉
∂θl
:= |∂lψθ〉, as in Sec. 4, we may
firstly obtain
〈ψθ | ∂lψθ〉 = iN
2d
(
∂λ1
∂θl
+
∂λ2
∂θl
+ . . .+
∂λd
∂θl
)
,
〈∂lψθ | ∂mψθ〉 = N
2
d2
12
d∑
i=1
∂λi
∂θl
∂λi
∂θl
+
1
4
d∑
i,j=1
i 6=j
∂λi
∂θl
∂λj
∂θl
 .
Then using 4.4, it follows that the QFI is given by
F (θ)l,m =
N2
d2
d∑
i=1
∂λi
∂θl
∂λi
∂θm
N2
d2
(J(θ)TJ(θ))l,m (7.14)
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where J(θ) is the Jacobian of the map f : Rd 7→ Rd
f : (θ1, . . . , θd) 7→ (λ1, λ2, . . . , λd),
Assuming the the parameter θ are identifiable, the Jacobian must be invertible and
therefore
Tr(F (θ)−1) =
d2
N2
Tr(J(θ)−1(J(θ)T )−1) =
d2H(θ)
N2|J(θ)|2 (7.15)
where |J(θ)| is the determinant of J(θ), and H(θ) := ‖P (θ)‖22 with P (θ) the cofactor
matrix of the Jacobian J(θ). Equation (7.15) provides the lower bound to the MSE
for strategy 1 which features the Heisenberg scaling with respect to N .
Performance of Strategy 2
Since N00N states are optimal for single phases, we consider the following generali-
sation:
|ψ〉 = |0〉 ⊗
(
α |N(ω1), 0, . . . , 0〉+ · · ·+ α |0, . . . , 0, N(ωd)〉
)
+β |N(ωA)〉 ⊗ |0, . . . , 0〉 . (7.16)
where α, β are real and dα2 + β2 = 1. The QFI matrix is given by
F (θ)l,m = 4N
2
[
α2
d∑
i=1
dλi
dθl
dλi
dθm
− α4
(
d∑
i=1
dλi
dθl
)(
d∑
i=1
dλi
dθm
)]
,
= 4N2α2J(θ)T
{
1− dα2Q} J(θ) (7.17)
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where Q is the orthogonal projection onto the vector 1/
√
d = (1, . . . , 1)/T
√
d. As in
the case of strategy 1 we can compute the Cramé-Rao bound as
Tr(F (θ)−1) =
1
4N2α2
Tr
(
J(θ)−1
(
1 +
dα2
1− dα2Q
)
(J(θ)T )−1
)
=
1
4N2α2
Tr
(
J(θ)−1(J(θ)T )−1
)
+
d
4N2(1− dα2)Tr
(
J(θ)−1Q(J(θ)T )−1
)
=
1
4N2α2
H(θ)
|J(θ)| +
d
4N2(1− dα2)Tr
(
J(θ)−1Q(J(θ)T )−1
)
=
H(θ)− α2K(θ)
4N2|J(θ)|2(1− dα2)α2 , (7.18)
where
H(θ) := ‖P (θ)‖22, K(θ) =
1
2
d∑
j=1
d∑
l,m=1
(P (θ)j,l − P (θ)j,m)2
with P (θ) the cofactor matrix of the Jacobian of f(θ). The minimum over α of the
lower bound in Eq. (7.18) can be evaluated as
min
α
Tr(F (θ)−1) =
(2dH(θ)−K(θ)) +√4dH(θ) (dH(θ)−K(θ))
4N2|J(θ)|2 ,
and is attained at
α2opt =
2dH(θ) +
√
4dH(θ) (dH(θ)−K(θ))
2dK(θ)
. (7.19)
By using the definitions of H(θ) and K(θ) one can check that dH(θ) − K(θ) =∑d
j=1(
∑d
i=1 Pji)
2 ≥ 0, and further that 2dH(θ) +K(θ) ≥√4dH(θ)(dH(θ)−K(θ)).
This implies
min
α
Tr(F (θ)−1) ≤ dH(θ)
N2|J(θ)|2 .
Comparison of Strategies 1 and 2
We summarise the two results on the quantum Cramer-Rao lower bounds obtained
with the two strategies
- with strategy 1: Tr(F (θ)−1) = d
2H(θ)
N2|J(θ)|2
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- with strategy 2: Tr(F (θ)−1) ≤ dH(θ)
N2|J(θ)|2 .
This indicates that by using entangled probe states one may be able to reduce the
MSE by a factor d compared with product states. This result extends that of [98]
(see Sec. 4.2). which can be regarded as a special case when H(θ) = d, K(θ) = d2−d
and |J(θ)| = 1.
Generalising the above results to MIMO systems is more involved. Entangling be-
tween modes is more difficult to analyse because these channels are not independent.
Alternatively, using only one of these channels for each frequency causes problems as
the setup behaves like the noisy setup as information is lost in the remaining chan-
nels. The most interesting question here is whether it is possible to use entanglement
between the channels to gain an estimation improvement.
7.3.3 Squeezing-Based Realization
Because the N00N states that we have used here aren’t very practical (for the reasons
discussed in Sec. 7.1.1), we would instead like to develop a realistic scheme to achieve
thisO(d) improvement in performance, which exhibits the properties of a good choice
of probe state (outlined in Sec. 7.1.2). We consider here the possibility of using
squeezed-coherent states like the ones in Sec. 7.1 to achieve this goal.
Firstly, a squeezing-based realization of the type-(1) strategy would need to
have squeezing and displacement operations in d experiments to estimate λ1, . . . , λd.
Therefore, let each experiment have power E/d, split equally between the squeezing
and displacement operations (i.e., E/2d). Hence through the d experiments the total
amount of energy is (E/2d+ E/2d)× d = E. Now, the variance 〈∆λ21 + . . .+ ∆λ2d〉
is of the order of
1
α2e2r
× d = 1
(E/2d)(4× E/2d) × d =
d3
E2
.
Therefore, the precision is of the order d3/E2.
On the other hand, if there is an O(d) improvement to be had we must consider
using entanglement between the frequency channels. Such entanglement, which is a
non-linear property can be achieved with current technology using a frequency-comb
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entangled state [108, 109]. A special OPO called the SPOPO can be used to generate
a multiple set of squeezed fields. In the squeezing-based realization of the type-(2)
strategy the goal is to estimate the d displacement operations λ1, . . . , λd (see Sec.
7.2) using a single squeezing operation. Suppose that the squeezing operation has
power E/2 while E/2d power is given to each displacement operation, so that the
total amount of energy is E/2 + (E/2d)× d = E. The variance 〈∆λ2k〉 will then be
of order 1/α2e2r = 1/(E/2d)(4 × E/2), hence the total variance 〈∆λ21 + . . .+ ∆λ2d〉
is of the order of
1
α2e2r
× d = 1
(E/2d)(4× E/2) × d =
d2
E2
.
Hence there will be an O(d) improvement over the type-(1) strategy. However the
difficulty here is in developing a squeezed state with the property that it can be used
to estimate d displacements each with variance E/2 under total energy E/2. Whilst
investigating this problem we became aware of the work [110]. The essential point
there was that if one goes beyond the class of fixed photon number input states (and
take average energy as the resource constraint) then for any type-(2) strategy there
will always exist a type-(1) strategy at least as good as it (in terms of MSE). This
suggests that such an O(d) enhancement in the class of squeezed and coherent states
is not possible. It also raises questions over the efficacy of the result [98], as well as
our results in Sec. 7.3. Frequency entangled states are seemingly only advantageous
within the class of fixed photon number states. The critical question is therefore:
is it physically relevant to consider only fixed total particle number probe state?
In quantum optics indefinite photon number states are very natural (e.g coherent
states), therefore the answer to this question is most likely negative.
7.4 Open Problem: Optimising the Input Over Fre-
quency
A problem for future research is the general multiple parameter set-up and how to
optimise over the frequency of input states. In the one-parameter case, it was under-
stood that the best strategy was a monochromatic probe state. For d-parameters,
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this problem is much more subtle. Although it is expected that it d-frequency probe
state is the best strategy it is not clear how to choose the frequencies. For example,
for each unknown parameter there is an optimal frequency in the single-parameter
model but when d of these are combined into a d-parameter model it may be the case
that a different choice of frequencies may indeed work better. We see an example of
this now.
Example 19. Consider the one-mode SISO PQLS characterised by unknown param-
eters (c,Ω), which we would like to estimate. Consider also the setup from Sec. 7.2.2
where the input is supported on two frequency modes, with frequencies ω1 and ω2.
Also, as in Sec. 7.2.2 suppose that the coherent inputs have real amplitudes and the
squeezed inputs are momentum-squeezed. We assume for simplicity that the energy of
the input supported on each frequency is the same (i.e. E/2) and Ecoherent = Esqueezed
on each channel. Let us optimise over the frequencies ω1 and ω2 under a fixed energy
constraint using a momentum measurement on each mode.
Firstly, the optimal frequencies for the single parameter experiments to estimate
either c or Ω are given by ω = Ω± 1
2
|c|2 or ω = Ω, respectively (i.e. minimising the
MSE (7.6) with respect to a total energy constraint as in Sec. 7.1.2).
On the other hand the Fisher Information for the setup here is given by
F (|c|2,Ω|ω1, ω2) = E
2
4
(
p21+p
2
2 p1q1+p2q2
p1q1+p2q2 q21+q
2
2
)
,
where
pi :=
−|c|2
(Ω− ωi)2 + 14 |c|4
and qi :=
(Ω− ωi)
(Ω− ωi)2 + 14 |c|4
.
We have also chosen for convenience to estimate |c|2, which can be done without
loss of generality because the phase is not identifiable from the transfer function (see
Example 9 or Corollary 1). It follows that the MSE in this case is given by
M(|c|2,Ω|ω1, ω2) := Tr(F (|c|2,Ω)−1)
=
4
E2
× (|c|
4 + (Ω− ω1)2)
(
1
4
|c|4 + (Ω− ω2)2
)
+ (|c|4 + (Ω− ω2)2)
(
1
4
|c|4 + (Ω− ω1)2
)(
1
4
|c|4 + (Ω− ω1)2
)2 (1
4
|c|4 + (Ω− ω2)2
)2 .
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(a)
(b) 
Figure 7.8: (a): Plot of the MSE as a function of frequencies (ω1, ω2).
(b) Plot of MSE with one of frequencies fixed at ω = 3.
Suppose that the true values of the parameters are |c|2 = 1 and Ω = 3. A plot of
M(1, 3|ω1, ω2) is given in Fig. 7.8 (a) as a function of the frequencies (ω1, ω2). It is
clear from the diagram that the minimum values of the MSE is not at (3, 3± 0.5), as
would be the case for the single parameter experiments. In fact, using a numerical
solver a global minimum can be found at (3.4278, 2.5722) (note that another can be
found by switching ω1 ←→ ω2). Furthermore, suppose that we fix the parameter
ω1 = 3, which recall is the optimal choice in the single parameter experiment for
estimating Ω. A plot of the function M(1, 3|3, ω) as a function of frequency ω is
given in Fig. 7.8 (b). Observe that the minima deviate from ω = 3 + 0.5; they are
actually given by ω = 3± 2−3/4.
7.5 Conclusion
In this chapter we have developed a method allowing us to identify unknown param-
eters (i.e., single and multiple parameters) of a given PQLS at the Heisenberg limit
using squeezed states. The emphasis was on realistic Heisenberg detection schemes.
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In order to achieve such large estimation precision one exploits the decreased un-
certainty in one of the quadratures that squeezed states possess. The action of the
PQLS is a displacement, which can be detected by performing homodyne detection
at the output. We are not currently aware of any other strategy in the literature
achieving the Heisenberg limit for general PQLSs (other than the single parameter
SISO case, which is essentially equivalent to the the standard metrology scheme).
We found the optimal state of squeezed-coherent type for the single parameter case.
Also for the the single parameter case a MIMO example for two atomic ensembles
was given, where a particular parameter determines whether or not a macroscopic
system possesses entanglement. The parameter values are typically very small and,
as a zero value corresponds to no entanglement, distinguishing it from zero is crucial.
Therefore high precision is required. A possible experimental set-up was also given.
We have extended the result of [98] to SISO PQLSs, by showing there is an O(d)
advantage by estimating d parameters using frequency entangled states versus the
alternative of frequency separable states. We pointed out that their results and ours
are only valid under the assumption of fixed photon inputs, which ultimately led to
our failure in developing an analogous realistic scheme using Gaussian states. It still
remains an open problem whether frequency entangled states offer any advantage
from a metrological point of view, even in the SISO case. By the results of [110]
it is clear that simply estimating the phases at different frequencies (i.e the λ(ω|θ)s
rather than the θs) there is no advantage. However this does not necessarily imply
that there cannot be an advantage in estimating the θs.
We outlined various open problems in Secs. 7.3.3 and 7.4 concerned with the
optimisation problem in the multiple parameter case and allowing for optimisation
over frequency, respectively. Finally another interesting open problem is to extend
this work to active quantum linear systems (AQLS), where system identification
remains an open problem to-date.
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Chapter 8
Feedback Control Methods for
Parameter Estimation in QLSs
In Ch. 7 we considered parameter estimation for PQLS under an energy resource
constraint. In this chapter, we take time as our main resource and consider the same
estimation goals.
In general, information about a QLS (or a parameter therein) is obtained at a
linear rate with respect to time, as evidenced by the result in Sec. 6.11. However,
we shall see that when the eigenvalues of the system matrix A (or equivalently the
poles of the transfer function) are close to the imaginary axis, so that the system
destabilises, the QFI is enhanced and scales quadratically with the observation time.
Being more precise the QFI scales as T 2(1−)tot and is valid for observation times of
the order Ttot = τ
1
1− , where τ is the correlation time (or stabilisation time). The
constant  > 0 essentially ensures that the system can be considered stationary
during the experiment (see Sec. 8.1.3). For times much longer than the correlation
time the linear scaling will be restored.
In our setup the enhancement in precision arises from the internal system being
almost decoherence-free. More generally, a decoherence-free subsystem [32, 78] is
part of the system that doesn’t feel the effect of the environment (noise) and evolves
as a closed system. The study of DFSs has been a fruitful subject in recent years;
there are a vast array of applications, such as quantum computation [112], quantum
memories [36, 113] and quantum metrology [114, 115] (see also [32] for a study in the
context of QLSs). Our results highlight further the importance of DFSs as a resource
for quantum metrology. This Heisenberg-level scaling with respect to time was also
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observed in [78, 114] for non-linear quantum systems when the system undergoes
a dynamical phase transition (DPT). A DPT is a singular change in the dynamics
associated with the vanishing of the spectral gap. In particular, the system displays
an intermittent behaviour, switching between periods of high and low emission rates.
We discuss this in greater detail in Sec. 8.2.6.
Firstly, we consider using time-dependent inputs in PQLSs and give an adaptive
procedure to obtain the ‘Heisenberg level’ scaling when one (or more) of the poles
are very close to the imaginary axis (Sec. 8.2). An adaptive procedure is necessary
because at each stage the optimal frequency of the input depends on the unknown
parameter. We give two feedback methods enabling one to destabilise a PQLS. The
feedback methods are based on either isolating one mode in the system or even the
entire system (so that all poles are close to the imaginary axis in this case). The
method of isolating the entire system is the most straightforward and is achieved
by increasing the reflectivity of the mirrors coupling the field(s) to the system using
beam-splitters, which should be achievable in practice. The method of destabilising
one mode is perhaps more ambitious and is facilitated with coherent feedback. The
final ingredient in a metrological protocol is a suitable choice of measurement. We
show that simple (adaptive) homodyne detection works here.
Finally, we consider using stationary inputs as a resource for quantum metrology
for PQLSs in Sec. 8.3. We show again that an unstable PQLS results in Heisenberg
time scaling with respect to the QFI.
8.1 Problem Formulation and Preliminary Investi-
gation
We saw in Ch. 3 that in linear systems theory one can only access the system using
probe states and measurements via the field. Therefore, any metrological scheme will
be indirect in this sense. This situation is contrary to the quantum metrology setup
in Sec. 4.2, where one is able to directly estimate system parameters with states and
measurements on the system (see Fig. 8.1). Let us now undertake a preliminary
investigation to draw comparisons between direct and indirect metrology.
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Figure 8.1: Comparison between direct and indirect metrology se-
tups. In the direct setup, (a), the state evolution is closed and evolves
unitarily. In the indirect metrology setup, (b), the system in (a) is
coupled with an ancillary system, which can be prepared in an arbi-
trary state. As the information about θ leaks into the ancilla it can
be measured. Here the ancilla system is a Bosonic bath.
8.1.1 Direct Metrology
Firstly we look at the direct metrology protocol.
Consider the following closed system evolution: suppose that we have a contin-
uous variables system, which is represented by a mode a satisfying the usual CCR[
a, a†
]
= 1. Also, assume that system evolves under the Hamiltonian Hθ := θa†a
for a period of time t. In other words the evolution of the system is described by the
unitary operator
Uθ = e
−iθta†a.
Suppose that the parameter θ is unknown and we would like estimate it (see Fig.
8.1).
Let us probe the system with a coherent state of amplitude α, hence energy
E = |α|2. After time t, the state evolves to a coherent state of amplitude αe−iθt,
i.e, the action is a rotation in the complex plane. How sensitive this rotation is to
changes in θ characterises the eventual performance of any measurement. We can
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calculate this performance using the QFI (see Sec. 4.1), hence by Eq. (4.4) we have
Fd(θ) = 4Var
(
ta†a
)
= 4t2E. (8.1)
Notice that Fd(θ) scales quadratically with time1. Furthermore, adaptive homodyne
measurements can be shown to attain the QFI bound asymptotically.
8.1.2 Indirect Metrology
If instead we perform an indirect measurement by coupling with a Bosonic field
and performing measurements on the field to estimate θ, then it is expected the
the QFI in this case will be worse. That is, not all information is expected to be
transferred to the field and we get information loss. The restriction that we must
measure indirectly, rather than directly, is one that is encountered generally in linear
quantum systems theory as direct access to the system is not possible. In fact in
this instance we have a passive QLS (under the usual rotating wave and Markov
approximations) and in particular a cavity (see Example 1).
Now let us show explicitly that the indirect strategy is worse than the direct
one. Suppose that we have a QLS that is characterised by coupling parameter c ∈ R
and Hamiltonian Ω ∈ R. Note that both parameters are identifiable in the sense
of Definition 8. Suppose that we would like to estimate Ω (with c assumed to be
known). Using a coherent probe state of one frequency2 then the QFI is given by
(see Eq. (7.3))
Find(Ω|ωopt) = 4Emax
ω
∣∣∣∣dΞ(−iω)dΩ
∣∣∣∣2
= 4Emax
ω
c4(
(ω − Ω)2 + 1
4
c4
)2 (8.2)
= 64E
1
c4
, (8.3)
1We are not interested in the scaling with energy here, but just note that this precision can be
further improved by using CAT states for example (see Sec. 4.2)).
2Recall from Sec. 7.1.1 that one frequency is optimal [5]
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which is less than (8.1) in general3. We now discuss a toy model that suggests that
it may be possible to do considerably better than (8.3) using an adaptive approach
facilitated by feedback.
8.1.3 Toy Model
Consider again the one mode passive SISO system above. Suppose that we have a
fixed energy resource, E and time resource, Ttot, for metrology. Further, suppose
that we are also allowed to choose the value of c. Although this may seem artificial,
later we will give two feedback schemes designed to implement this.
Choose c such that c2 = O(T−(1−)tot ), and consider running the experiment for
a time Ttot. Observing the experiment over the time interval [T 1−tot , Ttot] (note here
we are taking Ttot to be sufficiently large so that the width of the interval [T 1−tot , T ]
is much greater than the width of the interval [0, T 1−tot ] and the system has reached
stationarity over [T 1−tot , Ttot] (see Sec. 3.8). It follows from Sec. 8.1.2 that the optimal
QFI is proportional to ET 2(1−)tot . The upshot is that one achieves (almost) the same
scaling for estimation of the Hamiltonian parameter as when you have direct access
to the closed system. The advantage here is that it achieves this scaling indirectly
(via the field).
A potential caveat here is that we need to prepare an input state (of coherent-
type) on a frequency that is unknown. We can overcome this difficulty by using an
adaptive procedure.
Adaptive procedure:
• Step 1 (Initial experiment): Run a prior experiment using the QLS to obtain
a rough estimator for our unknown parameter using time resources T1 = Ttot3 .
That is, probe the system with a monochromatic coherent state (of any fre-
quency) with total energy E1 := E˜T1, where E˜ is the energy density. It follows
from above that the QFI is given by
F (1)(Ω) ∝ E˜Ttot
3Note that in order to obtain this large QFI one must run the experiment for a time t  1/c2
so that the system stabilises (see Sec. 3.8). On this long time scale the input-output dynamics
become unitary in the frequency domain.
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Perform a measurement to obtain an estimator of Ω with error E
[
(Ω− Ωˆ1)2
]
=
O
(
1
Ttot
)
.
• Step 2 (Feedback 1): Now run a second experiment using the QLS for a time
T2 =
Ttot
3
. Choose the coupling parameter to be cˆ2 so that |cˆ2|2 = O
(
1√
Ttot
)
.
Probe the system with a monochromatic coherent state of frequency Ωˆ1 with
total energy E2 := E˜T2 = E1. Since Ωˆ1 varies form the true value of Ω by
O
(
1
Ttot
)
, then the QFI at this stage is
F (2)(Ω) = 4E2
∣∣∣∣dΞ(−iω)dΩ
∣∣∣∣2
∣∣∣∣∣
ω=Ωˆ1
∝ E˜ · T 2Tot
Perform a measurement to obtain an estimator of Ω with error E
[
(Ω− Ωˆ2)2
]
=
O
(
1
T 2Tot
)
.
• Step 3 (Feedback 2): Now run a third experiment using the QLS for a time T3 =
Ttot
3
. Choose the coupling parameter to be cˆ3 so that |cˆ3|2 = O
(
1(√
T 2Tot
)1−
)
.
Probe the system with a monochromatic coherent state of frequency Ωˆ2 with
total energy E3 := E˜T3 = E1 = E2. Since Ωˆ2 varies form the true value of Ω
by O
(
1
T 2Tot
)
, then the QFI at this stage is
F (3)(Ω) = 4E3
∣∣∣∣dΞ(−iω)dΩ
∣∣∣∣2
∣∣∣∣∣
ω=Ωˆ2
∝ E3 · T 2(1−)Tot
Perform a measurement to obtain an estimator of Ω with error E
[
(Ω− Ωˆ3)2
]
=
O
(
1
E3T 2Tot
)
.
In this procedure we have split the total time into three experiments of equal
lengths. In each experiment we have chosen the coupling so that |c2| is proportional
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to the square root of the MSE from the previous step (we discuss this relationship
shortly). By adaptively tuning the frequency in each step, one is able to increase
the sensitivity of the current step; at each stage the sensitivity is improved by a
polynomial factor of Ttot. Crucially this procedure doesn’t rely on the (circular)
assumption about prior knowledge of the unknown parameter at the start of the
subsection. The reader may be wondering whether this procedure can be continued
to any power of Ttot. However, any further stage would require a smaller coupling to
have any hope of improving precision, which in turn would require a longer time to
stabilise (see Sec. 3.8 for the definition of stabilisation time) and so any improvement
would therefore be lost (see Sec. 8.2.6 for a further discussion). Indeed, in each stage
the coupling is decreased until in stage 3 when it reaches the smallest possible level
so that the experiment still stabilises in time Ttot (recall that the system is stationary
over the interval [T 1−tot , Ttot]). It shouldn’t be too surprising that we cannot improve
the precision any further given our discussion on indirect metrology versus direct
metrology. Finally, the reason why the coupling is chosen so that |c2| is proportional
to the square root of the MSE from the previous step is because
∣∣∣dΞ(−iω)dΩ ∣∣∣2 is largest
when ω is chosen to that (ω − Ω) and |c|2 are of the same order (see Eq. (8.3)).
In summary, we have seen one example of an enhancement in precision arising
from the internal system being almost decoherence-free. This method will work
provided there exists a feasible method to vary the coupling and that a measurement
can be found at each step realising the QFI scaling (we see both in the following).
8.2 Feedback Method for PQLSs; Time-Dependent
Approach
In the following, we will extend the adaptive approach from Sec. 8.1 to general
PQLSs. We will design two feedback methods allowing implementation of this toy
model and the one we develop for PQLSs in a physically meaningful way. Finally, we
show that a homodyne measurement will enable us to achieve the desired bounds.
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Figure 8.2: In a) the entire system has a small coupling with the
field, whereas in b) one mode is weakly coupled with the field.
8.2.1 Adaptive Procedure
Recall that in the example given in Sec. 8.1 the main idea was to destabilise the
system and create a system that is almost isolated from the field. We now discuss
two possible generalisations of this to arbitrary PQLSs.
Isolating the Entire System
One was to generalise this is the following: consider the system
G = (C = (δ1, ..., δn) ,Ω) , (8.4)
where all parameters depend implicitly on one unknown parameter, θ, that we would
like to estimate (see Fig. 8.2 (a)). We assume that all column vectors δi are suf-
ficiently small (in a sense to be defined later). The result is that all poles of the
transfer function of this system will be close to the imaginary axis.
Isolating One Mode
Alternatively, a more interesting setup is to isolate and destabilise one mode within
the subsystem. Consider the setup in Fig. 8.2 (b). We assume that one of the n
modes has both small direct (mode-field) and indirect (mode-mode) couplings. The
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Figure 8.3: The setup in Sec. 8.2.2 where the PQLS (in this figure
shown with three input channels) is placed in a circuit with beam-
splitters in reduce the overall coupling
notion of ‘small’ will be made more precise later. Such a system is characterised by
G =
(
C = (c1, ..., cn−1, δ1) := (c, δ1) ,Ω =
(
Ω1 δ2
δ†2 Ω2
))
, (8.5)
where all parameters depend implicitly on one unknown parameter, θ, that we would
like to estimate. Here Ω1, δ2,Ω2, δ1 and ci are n−1×n−1, n−1×1, 1×1,m×1 and
m × 1 matrices, respectively. Note the similarities with the independent oscillator
canonical form in [17].
In both of these setups the key feature is that there is a quasi-DFS within the
system [32]. We saw one example in Sec. 8.1 where this sort of scenario was advan-
tageous for estimation; we see shortly that this is also true in general.
8.2.2 Feedback Method 1
We now design a feedback method enabling us to isolate the whole system, that is,
drive it to the form (8.4). Our method is basically to increasing the reflectivity of
the mirrors coupling the field(s) to the system using beam-splitters.
Consider the setup in Fig. 8.3 where each input and corresponding output are
one of the outputs and inputs respectively of a beam-splitter. Also there is a phase
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transformation on each channel as in the diagram. The result of adding these beam-
splitters is the transformation
C 7→ C × (T12(T22 + 1)−1) (8.6)
S = 1 7→ (T11 − T12(T22 + 1)−1T21) 1 (8.7)
and Ω remains unchanged. We have assumed here that all m beamsplitters are
identical and are described by a 2 × 2 unitary (Tij) and all phases are given by
S0 = −1 see [21, Chapter 5]. To calculate this, one uses the Feedback reduction rule
[116] (see [21] for the calculation in the SISO case).
Now letting
T =
(
cos(φ) sin(φ)
− sin(φ) cos(φ)
)
it follows that in the limit of φ small the overall result of the beam-splitters is
Cij 7→ Cij × φ/2. Hence we are free to make C as small as we like.
Remark 12. As a result of the feedback there is a nuisance phase scattering in the
field (see Eq. 8.7). However, since it is known (as it is the choice of the experimenter)
it can be removed with a phase shifter in the field.
Now let us show how the adaptive procedure in Sec. 8.1.3 can be used with this
feedback method. For simplicity, let us assume that the system is SISO (if it isn’t
then one can obtain a SISO system by setting φ = 0 in n− 1 of the beam-splitters).
As in Sec. 8.1.3, split the time into three equal parts and choose φ so that the
all coupling parameters are proportional to the fourth root of the MSE from the
previous step. Therefore, after step 1 we have E
[(
θ − θˆ1
)2]
= O
(
1
Ttot
)
and we
choose the coupling in step 2 as C2 = O(T−1/4tot ). Writing the transfer function in
terms of the poles as
Ξθ(−iω) = (−iω + z1)
(−iω − z1) × ..×
(−iω + zn)
(−iω − zn) , (8.8)
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this means that the n poles of the transfer function are at distances O
(
1√
Ttot
)
from
the imaginary axis. Furthermore, given that our estimate of θ is known with error
variance O
(
1
Ttot
)
it follows each of the pole locations are known (or can be estimated
using our current estimate of θ) to the same error; we denote such estimates by zˆi.
Now to calculate the QFI we need to evaluate dΞ(−iω)
dθ
at some particular choice
of input frequency. If we take the input frequency to be Im(−zˆ1) it follows that
dΞ(−iω)
dθ
∣∣∣∣
ω=Im(−zˆi)
= O
(√
Ttot
)
. (8.9)
This result follows immediately from the observation that the term
d
dθ
(−iω + z1
−iω − z1
)
=
z˙1(−iω − z1) + z˙1(−iω + z1)
(−iω − z1)2 , (8.10)
in the derivative is of order O (√Ttot), which follows because
(−iω − z1)|ω=Im(−zˆ1) = (Im(zˆ1)− Im(z1))− Re(z1) = O
(
1√
Ttot
)
.
The QFI is thus identical to step 2 in Sec. 8.1.3. Step 3 can be developed
similarly. Note that evaluating these functions at ω = Im(−zˆ1) corresponds to a
coherent state of frequency Im(−zˆ1) and this choice of frequency is crucial here.
Note that in calculating Eq. (8.10) it is important that z˙1 6= 0, otherwise Eq. (8.9)
will be O(1) and the adaptive enhancement is lost.
8.2.3 Feedback Method 2
We now design a feedback method enabling us to isolate one mode within the system;
that is, drive it to the form (8.5).
SISO
Consider an arbitrary SISO PQLS (C,Ω) in the setup in Fig. 8.4. We have adapted
this into a 2I2O model by adding a new control channel and added a feedback loop
(which is assumed to take negligible time). Assume that in this additional control
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Figure 8.4: Feedback setup for method 2.
channel we are able to choose the parameters. A remark that the feedback loop is
necessary as it ensures that the resultant model remains SISO. Note that this is an
example of a coherent feedback scheme [13, 14] as all connections here are quantum.
In particular, there is no measurement on the output of the second channel, but
rather it is connected to the first input channel. Coherent feedback strategies such
as the one here have been discussed in [14].
Using the feedback reduction rule [21] the resultant model after connecting the
feedback loop is given by(
C +D,Ω +
1
2i
(
D†C − C†D)) ,
where D is the 1×n matrix of control parameters corresponding to the extra channel.
In our method, the goal is to choose the n control parameters in D so that the
resultant SISO model is of the form (8.5). This means that both
Ωjn +
1
2i
(
djcn − cjdn
)
for 1 ≤ j ≤ n− 1, (8.11)
cn + dn (8.12)
need to be small.
Let us understand how the adaptive method in Sec. 8.1.3 can be combined with
this feedback method to obtain enhanced scaling. As in Sec. 8.1.3 split time into
three equal parts. Step 1 is the same as Sec. 8.1.3, meaning that we can estimate θ
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with MSE O
(
1
Ttot
)
. Consider the following choice of feedback:
dn = −cˆn (8.13)
dj =
cˆj(−cˆn)− 2iΩˆjn
cˆn
for 1 ≤ j ≤ n− 1, (8.14)
where cˆn and Ωˆjn are estimators of the cn and Ωjn, which describe the direct and
indirect coupling to the nth mode. Also label cˆi for i 6= n as the estimators of the
couplings ci to the other modes. These can be estimated to a MSE O
(
1
Ttot
)
because
they are determined by θ. Recall our adaptive procedure for the toy example where
it was best to choose |c|2 and (ω − Ω) to be of the same order (rather than c and
(ω − Ω)). In light of this, in step 2 of the adaptive procedure we choose the direct
and indirect coupling to the nth mode (eq. (8.11) and (8.12)) to be proportional to
O
(
1
T
1/4
Tot
)
. This entails using our estimates cˆn and Ωˆjn (for j 6= n), which have MSE
O
(
1
Ttot
)
, and modifying them as cˆn 7→ cˆn + 1
T
1/4
Tot
, Ωˆjn 7→ Ωˆjn + 1
T
1/4
Tot
. The upshot is
that cˆn and Ωˆjn will have MSE O
(
1√
Ttot
)
and the couplings (8.11) and (8.12) will
be small and of the order O
(
1
T
1/4
Tot
)
.
Now, consider the transfer function of the resultant system given by (8.5), which
is
Ξθ =
Det
(−iω + iΩ− 1
2
C†C
)
Det
(−iω + iΩ + 1
2
C†C
) := Det(A)
Det(B)
.
This has derivative:
dΞθ
dθ
=
Det(A)′Det(B)−Det(A)Det(B)′
Det(B)2
.
Observe that Det
(−iωˆ + iΩ± 1
2
C†C
)
= const × 1√
Ttot
, where ωˆ is the estimator of
Ω2 in Eq. (8.5), which has MSE O
(
1
Ttot
)
from step 1 (see remark 13). This can be
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seen by writing
Det
(
−iω + iΩ± 1
2
C†C
)
=
(
−iω + iΩ2 ± 1
2
δ†1δ1
)
×
Det
−iω + iΩ1 ± 1
2
c†c−
(
iδ2 ± 12c†δ1
) (
iδ†2 ± 12δ†1c
)
−iω + iΩ2 ± 12δ†1δ1
 .
(8.15)
Therefore it follows that
∣∣dΞθ
dθ
(−iωˆ)∣∣2 = O (Ttot)4, as in step 2 of the adaptive proce-
dure. Step 3 can be developed similarly.
Remark 13. As a result of the feedback there is a second term contributing to the
Hamiltonian. That is, we have Ω2 = Ωnn + 12i
(
dncn − cndn
)
. Therefore, our es-
timator should be chosen as Ωˆnn + 12i
(
dncˆn − cˆndn
)
, rather than simply Ωˆnn. As
cn and Ωnn can be estimated with a MSE O
(
1
Ttot
)
from step 1, therefore the term(−iω + iΩ2 ± 12 |δ1|2) will be of order O ( 1√Ttot), as required.
Remark 14. This method of feedback can also be used to implement the toy example
in Sec. 8.1.3. In that case the extra channel is used to modify the coupling only.
MIMO
The above theory also holds in the case of MIMO systems, but there are a few
subtleties to be aware of.
Consider a PQLS (C,Ω) coupled to m fields. The coupling matrix to the nth
mode is now a column vector of sizem, so there are nowm direct coupling parameters
and n − 1 indirect coupling parameters to control. To account for the increase in
direct parameters we use m control channels (rather than one).
Using the feedback reduction rule [21], the resultant model following feedback is
given by (
C +D,Ω +
1
2i
(
D†C − C†D)) ,
4Provided that Ω2 depends on θ.
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where D is an m × n matrix of control parameters. This is identical to the SISO
case except that the number of rows in D has increased to m. The goal, as before,
is to make the (direct and indirect) coupling to the nth mode small. Choosing the
feedback parameters to be
djn = −cˆjn for 1 ≤ j ≤ m (8.16)
d1j =
∑m
k=1 cˆkj (−cˆkn)− 2iΩˆjn
cˆ1n
for 1 ≤ j ≤ n− 1, (8.17)
it follows that the direct coupling to the weak mode will be given by
cjn − cˆjn for 1 ≤ j ≤ m (8.18)
and the indirect coupling is given by
Ωjn − Ωˆjn c1n
cˆ1n
+
1
2i
(
c1n
(
c1j − cˆ1j
)
+ c1j (cˆ1n − c1n) +
m∑
k=2
cˆkn
(
ckj − cˆkj c1n
cˆ1n
))
.
(8.19)
The adaptive procedure is then similar to the SISO case (see Appendix J).
Physical Meaning of this Feedback Setup
One question that remains is to understand what it means physically to add an
extra control channel? Consider the simplest possible physical example of a linear
system, which is an optical cavity. It consists of two mirrors; one that is partially
transmitting and one that is perfectly reflecting. Between these mirrors a trapped
electromagnetic mode is set up, whose frequency depends on the separation of the
mirrors [22]. This can be characterised in the SLH model by a coupling parameter
corresponding to the reflectivity of the mirror and a Hamiltonian representing the
Hamiltonian of the internal cavity system. This is nothing more than a damped
QHO [29]. Now, replacing the reflective mirror with a second partially transmitting
mirror where we are able to control it’s reflectivity, corresponds mathematically to
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adding an extra (control) channel. It is expected that a similar procedure would
work for more than one mode.
8.2.4 Other Methods for Synthesising DFSs
Other methods have been given for synthesising DFSs. For instance, in [117] they
consider using Hamiltonian control or system-environment coupling control. Further
DFSs are considered in detail in [93] and in particular the use of similar coherent
feedback methods to ours for driving the system to a DFS; it is shown that for a
given QLS there exists a coherent feedback controller achieving the task.
8.2.5 Measurement
Consider a SISO PQLS, we will now show that a homodyne measurement enables
one to realise the QFI level of scaling in steps 2 and 3 of our adaptive procedure
(homodyne measurements also work for step 1 [5]). Let us look at step 2 (step 3
is similar). Working in the time domain, our coherent input of frequency Ωˆ1 has
time-dependent amplitude α(t) = αe−iΩˆ1t, where α is a constant. It follows from
Eq. (3.13) and (3.14) that the output in the time-domain is a coherent state with
amplitude
αout(t) := Ξ(−iΩˆ1)α(t) + CeAtα0 − CeAt(A+ iΩˆ1)−1C†α. (8.20)
Here α0 is the initial state of the cavity. Consider performing a homodyne measure-
ment on the integrated mode
1√
Ttot − T1
∫ Ttot
T1
eiΩˆ1tbout(t)dt,
which is equivalent to a homodyne measurement of the Ωˆ1 frequency mode. On
this mode there is a coherent state with amplitude 1√
Ttot−T1
∫ Ttot
T1
eiΩˆ1tαout(t)dt. Now
choosing T1 to be T
1− 
2
tot , then the second and third terms in (8.20) will offer little
contribution to the integral. The meaning of this is that the system has stabilised
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and, as a result, the output is
1√
Ttot − T1
∫ Ttot
T
1− 2
tot
αout(t)dt = Ξ(−iΩˆ1)α
√
Ttot − T 1−

2
tot ≈ Ξ(−iΩˆ1)α
√
Ttot. (8.21)
The action of the system on this mode is thus a unitary rotation, so that homodyne
detection would be suitable [99]. Note that we are monitoring the system over the
interval [T1, Ttot] rather than the entire time interval [0, Ttot]. Therefore, we are not
using all available information, which begs the question whether it may be possible to
do even better; we discuss this shortly. Finally, note that homodyne measurements
can also be used in the MIMO case, although we do not discuss this here.
Let us now understand why decoherence-free subsystems lead to enhanced scaling.
For this we consider the simplest possible model, that is, the cavity setup from Sec.
8.1.2. Let us simplify things further by considering the non-adaptive procedure,
which we saw in Sec. 8.1.3. That is, consider a coherent probe with frequency
equal to the one unknown parameter Ω and choose the coupling as |c|2 = T−(1−)tot
(so that the system has (approximately) stabilised for t ∈ [T 1−

2
tot , Ttot]). For time
t ∈ [T 1−

2
tot , Ttot], the state of the system is a coherent state with mean amplitude
αsys(t) ≈ −2α
c
e−iΩt, (8.22)
which has been obtained by using Eq. (3.14). Here α is the amplitude of the input.
Therefore by decreasing c we push the poles of the transfer function closer to the
origin, essentially destabilising the system. Moreover, as the coupling constant goes
to zero we create states of large amplitude in the system. As a result, these increasing
amplitude states in the system oscillate for a longer and longer time, so that better
information from the signal may be deduced. Furthermore, by writing the transfer
function as Ξ(−iω) = eiφ(Ω) where φ(Ω) = pi − 2arctan
(
2(Ω−ω)
|c|2
)
and performing a
Taylor expansion with respect to Ω and setting ω = Ω, we have φ ≈ pi − 4ΩT 1−tot .
Therefore, according to (8.21) the output over the interval [T 1−

2
tot , Ttot] is a coherent
state with amplitude (αeipi)
√
Ttote
−4iΩT 1−tot = (Eeipi)e−4iΩT
1−
tot . Hence the phase of the
output is very sensitive to changes in Ω, just like the direct metrology example from
Sec. 8.1.1.
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8.2.6 Discussion
Recall our measurement strategy in the previous subsection, where we neglected the
outcome of the experiment over the time interval [0, T 1−/2tot ]. Can we improve our
precision by considering this interval within the measurement too? More generally,
what is the optimum time to run the experiment for?
Consider again estimating the Hamiltonian parameter in a quantum cavity. Let
us calculate the QFI over the entire time interval [0, Ttot]. Assuming for simplicity
that the system initially starts in vacuum and using (8.20), the output state at time
t is a coherent state with amplitude
αout(t, ω) = (Ξ(−iω)αeiωt − eAt|c|2(A+ iω)−1)α, (8.23)
where αe−iωt is the amplitude of the coherent input with frequency ω. Now, com-
bining (8.23) with the result in Appendix K and setting ω = Ω, it follows that the
QFI over [0, Ttot] is
F (θ) =
∫ T
0
∣∣∣∣dαout(t, ω)dΩ
∣∣∣∣2
∣∣∣∣∣
ω=Ω
dt. (8.24)
Let us suppose that |c|2 = k
Ttot
for some positive k. Calculating the QFI (8.24) as a
function of k gives
F (θ) = 64|α|2T 3tot
1
k2
[
1 +
1
k
(
e−k(−1
4
k2 − 3
2
k − 2.5)− 2e− 12k(−k − 4)− 11
2
)]
.
(8.25)
A plot of this function is given in Fig. 8.5. Firstly, observe that the choice k = 1
is optimal and gives a value F (θ) ≈ 93.26|α|2T 3tot = 93.26ET 2tot, which corresponds
to an experiment length equal to the reciprocal of the spectral gap. Therefore there
is an improvement by a factor of T tot over our method. Can we take advantage of
this for more general PQLSs? That is, can we adapt our measurement and adaptive
strategies? The problem with this is that when Ttot = 1|c|2 , the output state has
another contribution (which was not present in our calculations) due to the fact that
system has not stabilised (see Eq. (8.23)). Therefore, the input-output map will no
longer be a unitary rotation so it’s not clear how to perform the measurement in
practice. That is, will Homoodyne measurement still work or do we need to consider
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Figure 8.5: This figure shows a plot of the QFI as a function of
(rescaled) experimental time for the estimation example in Section
8.2.6.
more general general Gaussian measurements, such as Heterodyne [29], to realise
this level of precision? This problem is something to consider in future works. Now,
the QFI in (8.25) decreases rather quickly with k until
F (θ) ≈ 64ET 2tot
(
1
k2
− 11
2
1
k3
)
.
In particularly the choice k = T  recovers the work from the earlier subsections.
8.2.7 Non-Linear DFS Example
The use of decoherence-free subsystems (DFSs) as a resource for parameter estima-
tion has been seen recently in a non-linear context [114]. Let us discuss a very simple
example of this. An open quantum system evolves according to the system and field
unitary U(t), which is identical to the one in eq. (3.8). However, the difference with
the linear setup is that the system is no longer constrained to be a QHO (note that
the field is generally assumed to be a Bosonic bath as in the linear setup). Suppose
that we have a is a 2-level system with levels |0〉 and |1〉. Let the system Hamiltonian
be H = θ |0〉 〈0| and suppose we have two Bosonic channels with respective coupling
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operators L1 = c |1〉 〈0| and L2 = c |0〉 〈1| with c ∈ R. We assume that the field
initially starts in vacuum and the initial state of the system is ρsys = |0〉 〈0|. For
more information about the non-linear setup see for example [91].
Now, at some time t1 the system state will change from |0〉 to |1〉 and simulta-
neously a photon will be emitted into channel 1. Next, the system will change from
|1〉 back to |0〉 and simultaneously a photon will be emitted into channel 2. This
process will repeat indefinitely. We can now fairly straightforwardly write down the
joint system-field state as a superposition of all such events. Assuming that the
experiment is run for time Ttot equal to the inverse of the spectral gap (i.e 1/c2), we
have
|Φ〉sys⊗field = |0〉 ⊗ e−iθTtot− 12 |vac〉 |vac〉
+ |0〉 ⊗
∞∑
k=1
1
T ktot
e−
1
2
∫
R2k
e−iθ(t1−t2+t3−...+t2k−1) |t1, t3, ...t2k−1〉 |t2, t4, ...t2k〉
+ |1〉 ⊗
∞∑
k=1
1
T
k− 1
2
tot
e−
1
2
∫
R2k−1
e−iθ(t1−t2+t3−...+t2k−1) |t1, t3, ...t2k−1〉 |t2, t4, ...t2k−2〉 ,
(8.26)
where |t1, t3, ...t2k−1〉 represents the (unnormalised) state of channel 1, with the tis
indicating the photon emission times, (similarly for |t2, t4, ...t2k〉) and |vac〉 indicates
vacuum in the field. Note that the integrals here are taken over the times ti. Observe
that the state has acquired a phase for the times when the system was in state |0〉.
The factor e−
1
2 is the normalisation factor. The expression (8.26) is called a Dyson
series expansion [118]. The result of measuring the two output channels will be a
series of clicks (see Fig. 8.6) obeying a Poissonian distribution with unit mean and
variance.
Suppose that we would like to estimate θ. Depending on parity of the output
state the internal system state will be known. Let us calculate the QFI given an
even number of photons have been detected. The even output state is given by
|Φ〉even = 1√
peven
∞∑
k=1
1
T ktot
e−
1
2
∫
R2k
e−iθ(t1−t2+t3−...+t2k−1) |t1, t3, ...t2k−1〉 |t2, t4, ...t2k〉 ,
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where peven is the probability that there is a non-zero even number of photons emitted
(we have neglected the case of zero photon detections). Now since this state is pure
we can use formula (4.4) to compute the QFI. After some straightforward algebra
we have
F even(θ) = 4T 2tot
 ∞∑
k=1
e−1
k(k + 1)
(2k + 2)!
−
( ∞∑
k=1
e−1
k(2k)
(2k + 2)!
)2 . (8.27)
In particular the QFI scales quadratically with time, just as in the linear case.
Suppose now that we know that two photons have been detected (one in each
channel). The (normalised) two-photon (2p-)output state is therefore given by
|Φ〉2p =
√
2
T 2tot
∫
R2
e−iθt1 |t1〉 |t2〉 .
Notice that the photon detection time of the photon in the second channel (C2)
doesn’t contain any information about θ. Therefore, given a photon detection at
time t2 the output state on channel one (C1) is thus
|Φ〉C1 =
√
1
t2
∫ t2
0
e−iθt1 |t1〉 dt1.
We now see that a frequency measurement on C1 enables one to achieve the T 2
scaling. To see this we calculate the CFI for this measurement. Since the probability
density function (pdf) for detection at frequency ω is given by
p(ω) =
1
2pit2
[
1− cos((ω − θ)t2)
(ω − θ)2
]
.
it follows (by using (4.2)) that the CFI is given by
IC1(θ|t2) = t
2
2
6
.
Finally, to obtain the full Fisher Information for the measurement we must average
over all detection times in C2, corresponding to the photon measurement there, and
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Figure 8.6: Timeline of photon detections is two output channels
for example in Sec. 8.2.7.
then weight the total with the probability of obtaining two photons. Hence
IC1(θ) =
e−1T 2tot
36
.
On the other hand it turns out that FC1(θ) = e
−1T 2tot
9
, so this measurement is only
a factor of 4 worse than the optimal one under the assumptions here. Moreover, much
of the information in the field is contained in the first photon, which is evidenced
by the fact that FC1(θ)/F even(θ) ≈ 31%. Therefore, our measurement choice here
seems to be very good and so there is not much to be gained from measuring the
other photons5.
It was also shown in [114] that at a first-order DPT the QFI of a general non-
linear system become quadratic in time. However, in that context it remains an open
problem how to exploit the large QFI scaling (i.e find a physical measurement).
8.2.8 Noise
We briefly discuss an example, which attempts to understand how noise affects the
theory in this chapter.
Consider the quantum cavity from example 9, where there is one accessible chan-
nel and one noise channel (see Sec. 5.5). Suppose that we are to estimate Ω from
the accessible channel.
Suppose that, as above, we use a monochromatic coherent input state with time
dependent amplitude α(t) = αeiωt (i.e a frequency ω coherent state of amplitude
5However, it is possible to compute the CFI for this case because there is a simplification where
for a given number of emissions the distribution of each photon is iid. We don’t do this here though.
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α
√
Ttot). Then provided that Ttot  (|c1|2 + |c2|2) the output will be a coherent
state of frequency ω and amplitude(
1− |c1|
2
−iω + iΩ + 1
2
(|c1|2 + |c2|2)
)
α
√
Ttot.
Now, we can use the result of Appendix K to calculate the QFI:
F (Ω) = E
|c|4(
(ω − Ω)2 + 1
4
(|c|21 + |c2|2)2
)2 ,
where E is the energy of the input given by E = |α|2Ttot. Notice the similarities
with the expression for the noiseless case in Eq. 8.2. Therefore, the results in this
noiseless case are valid so long as c2 is not too big (i.e so that Ttot  (|c1|2 + |c2|2))
so that the system is able to stabilise. It is expected that this conclusion will be
true for arbitrary noisy PQLSs too. Therefore the difficulty will be in designing a
feedback method to reduce the coupling in the noisy channel without having access
to it, which would probably need further assumptions on the accessibility of this
channel.
An interesting question to consider is in what circumstances it is possible for
noisy PQLS (or more generally QLSs) to achieve Heisenberg scaling. From the
above it seems that in order to get Heisenberg scaling we would need a spectral gap
of order O (T−1tot ). This might be true only if the system can be separated as two
subsystems, such that one is coupled with the accessible channel and the second with
the noise channel. Then the noisy channel would not affect the dynamics of the first
subsystem and we can estimate parameters within to Heisenberg level. On the other
hand, perhaps Heisenberg scaling is possible for a more general class of QLS, such
as those with noise unobservable subspaces (see Sec. 5.5.2)?
8.3 Feedback Method for QLSs; Stationary Approach
Decoherence-free subsystems are also advantageous for estimation in the stationary
approach. We shall study this here for SISO PQLSs (we revisit this in the following
chapter for general SISO QLSs). Assume, by the feedback methods in Sec. 8.2 or
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otherwise, that we have a SISO PQLS with (at least) one eigenvalue that is O(τ−1)
from the imaginary axis, where τ = T 1−tot with Ttot large enough so that the system
has reached stationarity.
8.3.1 QFI Scaling
Let us show that there is an enhancement in the QFI in terms of time resources,
Ttot, in the stationary approach. Recall that the input to our system is a series
of iid Gaussian stationary quantum noise field processes characterised by the co-
variance, V (N,M) (see Eq. (3.21)). Therefore, the output will also be series of
Gaussian stationary quantum noise field processes with mean zero and covariance
E
[
b˘out(t)b˘
†
out(s)
]
= Vθ(t, s).
To calculate the QFI it is simpler to work in the frequency domain because all
frequency modes are independent and therefore the action of the system is a series
of rotations on the squeezed input states. The QFI per unit time from frequency
ω is (see Sec. 6.11.4)
fθ(ω) = −Tr
(
JΨ˙(ω)JΨ˙(ω)
)
= |M |2
∣∣∣∣dΞ(−iω)Ξ(+iω)dθ
∣∣∣∣2 (8.28)
assuming Ttot >> τ . By writing the transfer function in terms of its poles as in Eq.
(8.8) where −Re(z1) = O(τ−1), it follows that
dΞ(−iω)
dθ
=
O(τ) if |ω − Im(z1)| ∼
1
τ
O
(
1
τ(ω−Im(z1))2
)
otherwise
(8.29)
Now the QFI per unit time is obtained by integrating (8.28) over ω. Using (8.29)
it follows that that the only significant contributions to the integral come from the
intervals |ω− Im(z1)| ∼ 1τ and |ω+ Im(z1)| ∼ 1τ . Therefore fθ ∝ τ 2× 1τ = τ (see Fig.
8.7). Hence the QFI scales as O(Ttotτ). This suggests that DFSs are advantageous
in the stationary regime too. Note that unlike the time-domain approach (Sec. 8.2),
no adaptive strategy is necessary.
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Figure 8.7: There are two frequency bands contributing to the QFI.
Example 20. Let us calculate the QFI explicitly for estimating Ω in the cavity
example from Sec. 8.1.2. The spectral gap is given by |c|2. As
dΞ(−iω)
dΩ
=
i|c|2
i(Ω− ω) + 1
2
|c|2 ,
then
fΩ(ω) = |M |2|c|4
(
1(
(Ω− ω)2 + 1
4
|c|4)2 + 1((Ω + ω)2 + 1
4
|c|4)2
+ 2
1
(Ω− ω)2 + 1
4
|c|4
1
(Ω + ω)2 + 1
4
|c|4
)
≥ |M |2|c|4
(
1(
(Ω− ω)2 + 1
4
|c|4)2 + 1((Ω + ω)2 + 1
4
|c|4)2
)
.
Therefore, by using Eq. (6.44),
fΩ ≥ 1
pi
∫ ∞
−∞
|M |2|c|4 1(
ω2 + 1
4
|c|4)2dω.
Finally, using the substitution ω = 1
2
tan(θ), or otherwise, one obtains fΩ ≥ 4|M |2|c|2 =
4|M |2τ .
The next step is to find a measurement enabling this heightened scaling. We shall
return to this problem in the following chapter with the help of coherent quantum
absorbers.
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8.4 Conclusion
In this chapter we have seen that when the system is almost dynamically unstable,
i.e., the poles of the transfer function are close to the imaginary axis the sensitivity
is increased to a quadratic scaling with time if the total time is of the order of the
correlation time. We gave two feedback schemes designed to exploit this enhance-
ment. The common theme in both of these was that the poles of the transfer function
were driven to the imaginary axis. The first feedback scheme used a beam-splitter
with a large reflectivity to weaken the coupling of the field to the system. The sec-
ond method used a coherent feedback scheme and an addition of a second (set of)
control channel(s) connected in a feedback loop. We explained that the meaning of
adding a second control channel was to add a set of reflective mirrors in the cavity
that one is able to control. In all honesty this second scheme could potentially still
be very challenging experimentally, as it would require some access to the system.
Nevertheless it is still interesting mathematically.
In the regime of time-dependent inputs we developed an adaptive procedure to
realise the T 2 level of scaling. The key step was that the frequency of the input is
chosen as an estimator from the previous step and one mode (or the entire system) is
destabilised step by step. Note that we worked with coherent states here, hence the
scaling with with energy is linear. It is expected that all results could be enhanced
by a further factor of E, for example by using squeezed-coherent states, provided
that a suitable measurement and estimator exists achieving the scaling.
We also considered the case of stationary inputs and showed that the same en-
hancement was possible.
8.5 Outlook
There are various directions to extend this work. Firstly, preliminary investigations
indicate that these methods would also work for multiple parameters by isolating
more modes in the feedback method in Sec. 8.2.3. Another direction is to the prob-
lem from Sec. 8.2 for the case of time-dependent inputs to active QLSs. It is our
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expectation that the ideas would transfer over directly. It would be an interest-
ing problem for the experimental community to confirm the ideas here, i.e., that
Heisenberg scaling is obtainable in practice from an experiment.
It remains an open problem to investigate the general parameter estimation prob-
lem (i.e. beyond this quasi-DFS setup) in the stationary inputs approach. That is,
what are the optimal inputs and measurements to use with either time or energy
(or both) as a resource for quantum metrology. This problem would be particularly
interesting in the MIMO case.
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Chapter 9
Quantum Absorbers
Environment (or reservoir) engineering has increased in popularity in recent years [26,
54–56]. This innovative technique is a way of designing a system’s master equation in
order to drive the system into a desired pure stationary state using dissipative field
dynamics [57] or performing continuous measurement on the field. It has prominent
applications in laser cooling or optical pumping. This topic has also been studied
in QLS theory. Specifically in [26] necessary and sufficient conditions were given
for a general QLS to have a unique pure steady state. This leads to a dissipative
procedure enabling one to engineer an arbitrary pure gaussian state.
In this work we consider the following environment engineering problem: given
a QLS our goal is to design a second QLS, called the dual system so that radiation
emission from the QLS is coherently reabsorbed by the dual. That is, the dual system
acts as a coherent quantum absorber for the first. In other words the stationary state
of the combined system is pure and therefore the output is equal to the input. We
shall use the terms dual and quantum absorber synonymously in the following. We
show here that for a stable QLS it is always possible to find a stable QLS coherent
absorber. One reason why this setup is so interesting is because it provides a natural
purification of the stationary state. Purifications with the use of larger Hilbert
spaces have found widespread use in quantum information theory, as generally they
are much easier to work with than mixed states [3]. Obtaining a purification is
well-known to be a hard problem and was the main reason prompting the study of
the parallel problem to ours for non-linear quantum systems [55]. In particular it
was shown there that such a quantum absorber always exists for SISO non-linear
systems.
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In Sec. 9.1 we solve the environment engineering problem for general (MIMO as
well as SISO) QLSs. A corollary of our work is given in Sec. 9.2, which enables the
proof of Theorem 15, as promised in Ch. 6.8.2.
Finally, we discuss an application of quantum absorbers to quantum estima-
tion, and in particular how to devise optimal measurements and estimators for the
Heisenberg level stationary input setup from Sec. 8.3. We begin by revisiting the
QFI calculation from Sec. 8.3.1, which demonstrated the scaling enhancement when
the system destabilises. We recalculate the QFI in the time domain, which simplifies
considerably with the help of the dual absorber system. The essential point is that
the useful information about the system is contained only within output correlations
between times t and s such that |t−s| < τ , where τ is the inverse of the spectral gap.
We then consider a homodyne measurement on the output. We recognise that in
post-processing the measurement it is useful to devise estimators placing weight only
on these correlation lengths. For example, total integrated current is not very useful
as the noise and signal contribution will be comparable. That is, although the mean
of the estimator will be large, so will the variance and therefore all information about
the signal is lost. Using such clever weighted estimators overcomes this problem and
ensures that the variance is not be too large while the mean can still be large (see
Sec. 9.3.2). Our estimator has a simple interpretation when viewed in the frequency
domain as a frequency band-limited measurement. Lastly, we consider whether it
is possible to devise an optimal strategy realising the QFI in the simpler case of a
PQLS. That is, we would like to improve the constant in front of the τTtot level of
scaling. It is for this problem that the use of quantum absorbers become particularly
useful. Generally in a PQLS the action of the system in the frequency domain is to
rotate the squeezed input by an angle which depends on the unknown parameter.
Therefore in general each frequency will rotate by a different phase. This is poten-
tially problematic because the optimal quadrature to measure in each frequency is
different. Our trick to overcome this and obtain optimality is to proceed adaptively
by first obtaining a rough estimate of the system (with suboptimal scaling) and then
use a quantum absorber. The effect of the absorber is to make all of the rotations in
the frequency domain very small. The upshot is that the best quadrature to measure
will be the same for all frequencies. This quadrature is the best measurement and
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Figure 9.1: QLS (C2, A2) is a quantum absorber for QLS (C1, A1).
The input and output states are identical
realises the optimal QFI scaling following the results in [119].
We discuss other potential applications of quantum absorbers in Sec. 9.4.
9.1 Finding the Dual System
Consider a globally minimal QLS characterised by (C1, A1) for vacuum input, Vvac.
Our goal is to find a second system (C2, A2) such that the combined system resulting
from connecting them in series (see Sec. 3.9) has trivial power spectrum, i.e., Ψ(s) =
Vvac. Label the system modes of the first system as a˘1 and the modes of the second
system by a˘2 (see Fig. 9.1).
The combined system may be represented by1
(Cseries, Aseries) :=
(
(C1, C2),
(
A1 0
−C[2C1 A2
))
.
1In this representation the modes are ordered as
[
a˘1
a˘2
]
, rather than the doubled-up form a˘ where
a = [ a1a2 ].
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Let us change basis on our system (C1, A1) by applying a symplectic transformation
so that its (reduced) stationary state, P , is given by〈
a˘1a˘
†
1
〉
:=
(
Diag(N1+1,...,Nn+1) 0
0 Diag(N1,...,Nn)
)
(recall that P is the solution of the Lyapunov equation for the first system). That is,
all modes are independent of each other and are thermal states (see Sec. 3.1). Note
that Ni 6= 0 for all i by global minimality (see Theorem 8). Such a transformation
will alter the matrices (C1, A1), but we still denote them (C1, A1) so to not convolute
the notation.
Now the requirement that (Cseries, Aseries) has a trivial power spectrum is equiv-
alent to that its stationary state be pure (Theorem 8). In light of this, we consider
the pure extension of P onto the modes a˘2 given by〈(
a˘1
a˘2
)
( a˘†1 a˘
†
2 )
〉
:=
(
P Q
Q P
)
,
where
P =
(
Diag(N1+1,...,Nn+1) 0
0 Diag(N1,...,Nn)
)
:=
(
N+1 0
0 N
)
,
Q =
(
0 Diag(M1,...,Mn)
Diag(M1,...,Mn) 0
)
:= ( 0 MM 0 )
with Ni,Mi ∈ R, Ni(Ni + 1) = M2i (or equivalently P,Q are real matrices satisfying
P = QP−1Q). That is, we have a product of two-mode squeezed states, as in
Theorem 4, so that entanglement is localised to one mode at each site. The solution
to our problem (should one exist) is therefore given by the matrices (C2, A2) satisfying
the Lyapunov equation
(
A1 0
−C[2C1 A2
) (
P Q
Q P
)
+
(
P Q
Q P
)( A†1 −(C[2C1)†
0 A†2
)
+
(
C[1Vvac(C[1)
†
C[1Vvac(C[2)
†
C[2Vvac(C[1)
†
C[2Vvac(C[2)
†
)
= 0. (9.1)
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Equation (9.1) leads to the following three equations:
A1P + PA
†
1 + C
[
1Vvac
(
C[1
)†
= 0 (9.2)
A1Q+QA
†
2 − P
(
C[2C1
)†
+ C[1Vvac
(
C[2
)†
= 0 (9.3)
A2P + PA
†
2 − C[2C1Q−Q
(
C[2C1
)†
+ C[2Vvac
(
C[2
)†
= 0. (9.4)
Now, rearranging (9.3) and substituting this into (9.4) gives
− C[2Vvac
(
C[1
)†
Q−1P + C[2C1PQP
−1 −QA†1Q−1P − PQ−1C[1Vvac
(
C[2
)†
+ PQ−1P
(
C[2C1
)† − PQ−1A1Q− C[2C1Q−Q (C[2C1)† + C[2Vvac (C[2)† = 0.
Using the condition P = QP−1Q leads to cancellations of terms 2, 5, 7 and 8 in this
equation, thus
−C[2Vvac
(
C[1
)†
Q−1P−QA†1Q−1P−PQ−1C[1Vvac
(
C[2
)†−PQ−1A1Q+C[2Vvac (C[2)† = 0
(9.5)
Finally, we can use P = QP−1Q and Eq. (9.2) on the second and fourth terms in
this expression to obtain
(
PQ−1C[1 − C[2
)
Vvac
(
PQ−1C[1 − C[2
)†
= 0, (9.6)
hence
C[2Vvac = PQ
−1C[1Vvac. (9.7)
Because Vvac is not invertible, then it may appear that C2 in (9.7) is not unique.
However, upon closer inspection and in particular using Vvac = ( 1 00 0 ) allows one to
recover C2− and C2+ uniquely and, hence from this (using the doubled-up property),
C2. Furthermore, we can combine this solution with (9.2) and (9.3) to obtain an
expression for A2 in terms of C1, A1, P and Q. That is,
A2 = QP
−1A1PQ−1 + C[2C1PQ
−1, (9.8)
where C2 is implicitly a function of C1, A1, P and Q.
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Remark 15. Our dual system, (C2, A2), is unique up to the symplectic equivalence
in Theorem 5). This follows because the solution Eqs. (9.7) and (9.8) was unique in
the particular basis we chose (i.e. the one with the diagonal structure in the matrices
P and Q for the stationary state)
Now, at this stage it is not clear whether our solution, (C2, A2), is (i) physically
realisable and (ii) stable.
Firstly, let us show that (C2, A2) is physically realisable. There are two conditions
that must hold for this to be the case (see Sec. 3.3):
(a) the matrices are doubled-up
(b) the matrices satisfy (3.15) from Sec. 3.3.
We can ensure that C2 is doubled-up by construction from (9.7). Let us see that
A2 is also doubled-up. Begin by writing A2 in block form as A2 =
(
A
(11)
2 A
(12)
2
A
(21)
2 A
(22)
2
)
.
Therefore, we require that A(11)2 = A
(22)
2 and A
(12)
2 = A
(21)
2 ; we verify the first of
these here (the proof of the second is similar). Using (9.7) and (9.8) A(11)2 = A
(22)
2 is
equivalent to the following requirement:
M(N + 1)−1A1−(N + 1)M−1 +NM−1C
†
1−C1−(N + 1)M
−1 − (N + 1)−1M−1CT1+C1+(N + 1)M−1
= MN−1A1−NM−1 +NM−1C
†
1−C1−NM
−1 − (N + 1)−1M−1CT1+C1+NM−1
Now multiplying this expression by M on both sides and using the property N(N +
1) = M2 and the fact that N andM commute since they are diagonal matrices gives:
A1−N = NA1− +NC
†
1−C1− − (1 +N)CT1+C1+
(after some manipulation). Hence we require that
A1−N −N(A1− + C†1−C1− − CT1+C1+) + CT1+C1+ = 0.
This can be seen to be true by using the physical realisably of (C1, A1) (in particular
that that A1−+A†1−C
†
1−C1−−CT1+C1+ = 0) and condition (9.2), hence we are done.
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Finally, we prove condition (b) in order to complete the physical realisability proof.
Condition (b) is equivalent to
A
(11)
2 + A
(11)†
2 + C
†
2−C2− − CT2+C2+ = 0 (9.9)
A
(12)
2 + A
(12)T
2 + C
†
2−C2+ − CT2+C2− = 0. (9.10)
We show here that Eq. (9.9) is true (Eq. (9.10) is similar). Using (9.7) and (9.8) it
follows that (9.9) is equivalent to
N−1MA1−M−1N+NM−1A
†
1−MN
−1+M−1CT1+C1+M
−1+NM−1(C†1−C1−−CT1+C1+)M−1N = 0.
Multiplying this equation by M on both sides, we obtain the following equivalent
expression
N(A1− + A
†
1− + C
†
1−C1− − CT1+C1+)N + A1−N +NA†1− + CT1+C1+ = 0.
This is true by (9.2) and the physical realisability of the first system.
To see that the system (C2, A2) is stable observe that A2 can be shown to satisfy
the following:
A2 = QP
−1 (N 0
0 −(N+1)
)
A1
(
N−1 0
0 −(N+1)−1
)
PQ−1.
Therefore the eigenvalues of A2 are the same as those of A1, hence the system must
be stable.
Let us see the specific case of a one mode system (with a one mode dual system),
where the solution simplifies considerably. Firstly, from the Lyapunov equation (9.2)
we obtain the conditions:
N1 =
C†1+C1+
C†1−C1− − C†1+C1+
=
−A1 − C†1C1
2A+
. (9.11)
Note that this is not an over-constrained system of equations, instead they are a
necessary condition of our particular choice of basis. As M1 =
√
N(N + 1) and
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using (9.7), (9.8) and (9.11) it follows (after some careful algebra) that
C2− = −
√
C†1−C1−
C†1+C1+
C1,+, C2+ = −
√
C†1+C1+
C†1−C1−
C1,− and A2 = ∆
(
A1−,−A1+
)
.
Equivalently, A2 = JA1J . It is straightforward to check that this system is physi-
cal (i.e satisfies PR conditions (3.15)) and is stable (the eigenvalues of A1 and A2
coincide).
Example 21. We will now find the dual system for the following two-mode QLS:
C = ( 5 4 1 −i1 i 5 4 ) A =
( −12−2i 0.5i 1 −2−2.5i
−20−0.5i −7.5−6i −6−7.5i −2i
1 −2+2.5i −12+2i −0.5i
−6+7.5i 2i −20+0.5i −7.5+6i
)
.
The two-mode stationary state of this system has covariance matrix (given by the
solution to the Lyapunov equation (6.1)):
P =
(
1.1067 −0.0799−0.1952i −0.1680+0.0636i −0.3262−0.1575i
−0.0799+0.1952i 1.7835 −0.3262−0.1575i 0.8234−0.3690i
−0.1680−0.0636i −0.3262+0.1575i 0.1067 −0.0799+0.1952i
−0.3262+0.1575i 0.8234+0.3690i −0.0799−0.1952i 0.7835
)
.
Now, performing the change of basis
C 7→ CS[ A 7→ SAS[ P 7→ SPS†,
where the symplectic S is given by
S =
(
1.0132+0.0018i −0.0325−0.2069i −0.1418−0.0134i −0.2018−0.0969i
−0.0060−0.1457i 1.1105+0.0013i −0.1657−0.0058i 0.4286−0.2080i
0.1418+0.0134i −0.2018+0.0969 1.0132−0.0018i −0.0325+0.2069i
−0.1657+0.0058i 0.4286+0.2080i −0.0060+0.1457i 1.1105−0.0013i
)
,
we obtain the TFE system characterised by (C1, A1), where
C1 =
(
4.9055−0.3949i 4.2841−1.3610i −0.2132−0.0847i 0.6671−2.2200i
−0.2132+0.0847i 0.6671+2.2200i 4.9055+0.3949i 4.2841+1.3610i
)
A1 =
( −12.0838−3.5321i 0.0117+1.4452i −1.0080−0.4978i −0.5957−0.4592i
−21.5223−3.0091i −7.4162−3.4138i 4.4199−10.4105i 3.4092−4.9884i
−1.0080+0.4978i −0.5957+0.4592i −12.0838+3.5321i 0.0117−1.4452i
4.4199+10.4105i 3.4092+4.9884i −21.5223+3.0091i −7.4162+3.4138i
)
.
Importantly the two modes of (C1, A1) are independent at stationarity and have co-
variance matrix given by P = Diag (1.3623, 1.0022, 0.3623, 0.0022).
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We can now find the dual directly using Eqs. (9.7) and (9.8). Specifically, the
dual is characterised by
C2 =
(
4.5733+1.8180i −1.2936+4.3049i −0.2287+0.0184i −2.2092+0.7018i
−0.2287−0.0184i −2.2092−0.7018i 4.5733−1.8180i −1.2936−4.3049i
)
A2 =
( −12.0838+3.5322i 0.0412−21.7310i 1.0074−0.4989i 8.9136−6.9596i
−1.4331+0.1886i −7.4163+3.3866i −0.2533−0.6494i −3.3657−5.0183i
1.0074+0.4989i 8.9136+6.9596i −12.0838−3.5322i 0.0412+21.7310i
−0.2533+0.6494i −3.3657+5.0183i −1.4331−0.1886i −7.4163−3.3866i
)
.
One can indeed verify that the dual system (C2, A2) is both stable (i.e. the eigenvalues
of A2 have negative real part) and physical (it satisfies Eq. (3.15)).
9.2 Reducibility of the Power Spectrum
We now digress and use some of the results that we have just found in order to
develop a result that enables us to prove Theorem 15 earlier.
Theorem 20. Consider an n-mode cascaded QLS, G, with vacuum input that has a
pure stationary state. Also suppose that G is a cascade of two QLSs, G = (C2, A2) /
(C1, A1), where:
• the QLS (C1, A1) has one mode and is globally minimal.
• the QLS (C2, A2) has n− 1 modes.
Then there exists a TFE QLS to (C2, A2) given by (C ′2, A′2) = (C ′22 , A
′
22
) / (C ′21 , A
′
21
)
such that (C ′21 , A
′
21
) / (C1, A1) has a pure stationary state (hence trivial power spec-
trum), where
• the QLS (C ′21 , A′21) has one mode and is globally minimal and
• the QLS (C ′22 , A′22) has n− 2 modes.
The upshot is that the modes in the power spectrum are reducible in pairs.
Remark 16. Note that we have chosen to impose the requirement that (C1, A1) be
globally minimal, otherwise if it were not, then the mode would be reducible. There-
fore this assumption is necessary to rule out the trivial case.
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Proof. First, using Theorem 4 and considering a bipartition of modes between the
systems (C1, A1) and (C2, A2) there exists TFE systems (C ′1, A′1) and (C ′2, A′2) with
combined stationary state〈(
a˘1
a˘21
a˘22
)
( a˘†1 a˘
†
21
a˘†22 )
〉
:=
(
P Q 0
Q P 0
0 0 V
)
,
where
P =
(
N+1 0
0 N
)
Q = ( 0 MM 0 )
with N,M ∈ R such that P = QP−1Q. That is, the mode belonging to (C ′1, A′1) and
one mode of (C ′2, A′2) have an entangled pure stationary state. The matrix V here is
of size 2(n− 2)× 2(n− 2) and is the (pure) covariance matrix of the modes a˘22 .
Now write the matrices (C ′2, A′2) as(
(C ′21 , C
′
22
),
(
A′21 A
′
212
A′221 A
′
22
))
.
Note that the modes are ordered as
[
a˘1
a˘21
a˘22
]
in this representation.
Now, using the usual Lyapunov equation (6.1) for the stationary state, and by
writing it as a 3 × 3 block matrix equation with respect to the modes
[
a˘1
a˘21
a˘22
]
, it
follows that the (1, 1), (1, 2), (2, 1) and (2, 2) reduce to the Eq. (9.1) in Sec. 9.1,
hence (C ′21 , A
′
21
) are given by Eqs. (9.7) and (9.8); we will use this fact shortly.
It remains to show that A212 = 0 and A221 = −C ′[22C ′22 , for then this would imply
that the system (C ′2, A′2) is a cascade of the QLSs (C ′21 , A
′
21
) and (C ′22 , A
′
22
) (see Eq.
(2.9)). To see this, begin by observing that the (1, 3) and (2, 3) block entries of the
Lyapunov equation lead to the equations
A′221P + V A
′†
212
− C ′[22C ′1Q+ C
′[
22
VVac
(
C
′[
21
)†
= 0 (9.12)
A′221Q− C
′[
22
C ′1P + C
′[
22
VVac
(
C
′[
1
)†
= 0. (9.13)
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Now multiplying Eq. (9.13) by Q−1P and using (9.7) and the condition P = QP−1Q
gives
A′221P − C
′[
22
C ′1Q+ C
′[
22
VVac
(
C
′[
21
)†
= 0.
Finally, subtracting this equation from (9.12) gives A212 = 0, as required. Finally,
the condition A221 = −C ′[22C ′22 follows from the PR conditions (3.15).
The interpretation of the theorem is that the system, (C ′21 , A
′
21
) is absorbing the
energy emitted by the system, (C1, A1); or more precisely the overall effect of (C1, A1)
is nullified by (C ′21 , A
′
21
), which is analogous to destructive interference.
9.3 Application 1: Estimation
Quantum absorbers offer interesting opportunities for quantum estimation within
QLSs. In this subsection we discuss one instance of this. Suppose that there are a set
of unknown parameter(s), θ, that we would to estimate within a QLS. By using a dual
system at parameter θ0 (representing prior knowledge of the system) enables one to
focus on a much smaller neighbourhood of the unknown parameter space. Essentially
the dual system now constitutes part of the measurement and increases the available
class of realistic measurements (see Fig 9.2). Even in the standard metrology setup
(see Sec. 4.2) adaptive measurement procedures using some of the available resources
to obtain rough guesses for the parameter(s) are necessary [107] because the optimal
measurement choice itself may depend on the unknown parameter(s); for example
the optimal quadrature to measure in a homodyne measurement.
Consider the setup in Sec. 8.3 where we have a SISO QLS (note that in particular
we are going beyond the class of passive systems in Sec. 8.3) with (at least) one
eigenvalue that is O(τ−1) from the imaginary axis, where τ = T 1−tot and Ttot is large
enough so that the system has reached stationarity at time Ttot. Assume that the
input to our system is characterised by the covariance Vvac (we can assume this
WLOG by using the trick from Sec. 6.1). We also employ a quantum absorber
system characterised by θ0, so that at θ = θ0 the output of the combined system will
also be vacuum; we will use this observation many times in the following.
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Figure 9.2: Metrology setup with quantum absorber.
9.3.1 QFI Scaling Calculation Revisited
Recall from Sec. 6.11.4 that we can obtain an equivalent definition of the QFI by
working in the time domain. By using a dual system this expression simplifies and
enables us to understand the QFI enhancement from Sec. 8.3.1. Note that applying
a dual system to the output field does not change the QFI.
Let us simplify things by discretising the process and working with increments of
unit length. That is, consider B˘i =
∫ i
i−1 b˘out(t)dt for i = {1, 2, ...Ttot}. Denote the
covariance of this Gaussian process by the (quadrature picture) covariance matrix
V (θ) := Re
(
〈QQT 〉 〈QPT 〉
〈PQT 〉 〈PPT 〉
)
,
where Q and P are vectors canonical coordinates of the Ttot discrete modes. It
follows from [107] that the QFI of such a Gaussian model is given by
F (θ) = Tr
(
V (θ)−1
dV (θ)
dθ
V (θ)−1
dV (θ)
dθ
)
. (9.14)
Now let us evaluate the QFI at θ = θ0, where the output is vacuum (V (θ) =
1). Therefore the QFI may be written as F (θ = θ0) =
∑
i,j
(
dV
dθ
)2
i,j
∣∣∣
θ=θ0
. Now,(
dV (θ0)
dθ
)
i,j
∣∣∣∣
θ=θ0
is significant so long as 1
2
|i − j| < 1|Re(λmin)| := τ where λmin is the
eigenvalue of A closest to the imaginary axis. Therefore F (θ) ∝ Tτ . So at opposite
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ends of the spectrum we have:
(1) QFI of the order O(Ttot), when the time is much larger than one over the
spectral gap (standard scaling).
(2) QFI of the order O(T 2Tot), when the spectral gap is comparable with Ttot
(Heisenberg). In this case the useful information about the system is contained
only within output correlations between times, t and s such that |t − s| < τ ,
where τ is the inverse of the spectral gap. This observation will be key to
developing our measurement and estimator in the following subsection.
9.3.2 Signal-to-Noise Ratio (SNR) for Quadrature Measure-
ments
The Discrete Time Measurement
We now find a measurement and show how to construct an estimator enabling Heisen-
berg scaling. Initially it’s simpler to understand how to do this if one works in discrete
time. Consider the measurement
Y =
∑
i,j
αi,jXiXj, (9.15)
where Xi is the position quadrature of the Gaussian mode B˘i. The outcome can
obtained by measuring X and then post-processing by weighting with the factor αij.
Denote the outcomes of the operators Xi and Y by Xi and Y , respectively. The
weighting factor αij will be prescribed later. Now X1, ..., XTtot form a stationary
process with E [Xi] = 0 and E [XiXj] = Wij, where the law of X1, ...XTtot depends on
θ via the covarianceWij. The CFI of the whole process is typically hard to calculate,
so we seek a lower bound. A metric often used to characterise the performance of
precision measurements is the signal-to-noise ratio (SNR) [120], which is a lower
bound for CFI. The SNR of Y is defined as
SNRY =
(
dE[Y ]
dθ
)2
Var[Y ]
(9.16)
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The SNR gives the error in using a linear transformation of Y as an estimator for θ.
At θ = θ0 all of the Xis are independent (because we are using an absorber),
whereas at θ 6= θ0 the process has long correlation length τ . Therefore,
(
dV (θ0)
dθ
)
i,j
is
significant so long as |i− j| < τ . Hence
dE [Y ]
dθ
=
∑
ij
αijV˙ij ≈ τTtot. (9.17)
On the other hand evaluating the denominator of the SNR at θ = θ0 we obtain
Var[Y ] =
∑
ijkl
αijαklE [(XiXj − Vij)(XkXl − Vkl)]
=
∑
ijkl
αijαklE [(XiXj − δij)(XkXl − δkl)] .
Now,
• if i 6= k and j 6= l then the summand equals E [(XiXj − δij)]2 = 0;
• if i = k but j 6= l then the summand equals E [(XiXj − δij)(XkXl − δkl)] =
E[X2iXjXl]− δijδil = 0;
• if i 6= k but j = l, then the summand equals E [(XiXj − δij)(XkXl − δkl)] =
E[XiXkX2j ]− δijδkj = 0.
The upshot is that the only contribution to Var[Y ] is when (i, j) = (k, l). Therefore
Var[Y ] =
∑
ij
α2ijE
[
(XiXj − δij)2
]
=
∑
i
α2iiE
[
(X2i − 1)2
]
+
∑
i,j:i 6=j
αijE
[
X2i
]
E
[
X2j
]
=
∑
i
α2iiE
[
(X2i − 1)2
]
+
∑
ij:i 6=j
α2ijViiVjj. (9.18)
Now, both E [(X2i − 1)2] and Vii are constants independent of i. Therefore, the
variance depends on the shape of αij. Let αij = αi−j and consider the following two
cases: (i) αij = 1, (ii) αij = αi−j = e−
|i−j|
τ (see Fig. 9.3).
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Figure 9.3: The figure compares the two weights, αij , that we con-
sider here.
• Case (i) corresponds to a measurement of zero-frequency (or equivalently total
integrated current) i.e Y =
(∑
i Bi + B
†
i
)2
. In this case Var(Y ) ∼ Ttot+T 2tot ∼
T 2tot, so that SNRY ∼ (τTtot)
2
T 2tot
= τ 2.
• Case (ii) corresponds to placing more weight on mode correlations within the
stabilisation time (and less weight on longer autocorrelations) in accordance
with the QFI calculation from Sec. 9.3.1. In this case Var(Y ) ∼ τ+τTtot ∼ τT ,
so that SNRY ∼ (τTtot)2τTtot = τTtot.
Therefore, the SNR is enhanced when αij has width order of the correlation length.
The essential point is that if αij is not spread over all (i, j), as in the case of square
of total integrated current, then the variance is not too large while the mean can
still be large since the important contributions come from |i− j| < τ .
Returning to Continuous Time
Now returning to continuous time, the analogue of (9.15) is given by
Y =
∫ Ttot
0
∫ Ttot
0
k(t, t′)X(t)X(t′)dtdt′ (9.19)
where X(t) is the quadrature measurement X(t) := bout(t) + b†out(t) and we have
weighting factor K(t, t′) := e
−|t−t′|
τ
+iω0(t−t′). Notice that we have generalised our
estimator by allowing for a frequency shift ω0 ∈ R; the reason why we do this
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will become clear shortly. Denote the outcomes of X(t) and Y by X(t) and Y ,
respectively.
Let us consider explicitly calculating the SNR (9.16), where now Y is the continuous-
time version of the measurement. Firstly, since at θ = θ0 the input field is equal to
the output field (as we are using the dual), the calculation of the denominator of
the SNR is identical to the discrete time version above (i.e., case (ii)). Hence it is
of order O (τTtot). Computing the numerator of the SNR directly entails calculating
E [X(t)X(t′)] by using the following expression, which is obtained from [121]:〈
b˘out(t)b˘
†
out(t
′)
〉
= V δ(t− t′) (9.20)
+

∫ s
0
CeA(t−r)C[V
(
C[
)†
eA
†(t′−r)C†dr − CeA(t−t′)C[V if t > t′
0 if t = t′∫ t
0
CeA(t−r)C[V
(
C[
)†
eA
†(t′−r)C†dr − V (CeA(t′−t)C[)† if t < t′.
Let us see this in an example.
Example 22. Consider a one mode passive cavity, where this time the input is
V (N,M) rather than vacuum, as in example 20 from Sec. 8.3. Recall that τ = 1/c2
(assuming that c ∈ R) and let τ = T 1−tot as in example 20. For simplicity in the
following calculations, we observe the experiment over the interval t ∈ [T 1−/2tot , Ttot]
so that eAt ≈ 0 for all t and Ttot − T 1−/2tot ≈ Ttot. We shall explicitly compute the
SNR here in the case when Ω = 0. Firstly, we can compute Eq. (9.20); doing so and
summing over the elements of the resulting matrix we obtain:
E [X(t)X(t′)] =
〈
X(t)X†(t′)
〉
= (2N + 1 +M +M)δ(t− t′)
+

−Mc2
(
c2
2A
+ 1
)
eA(t−t
′) −Mc2
(
c2
2A
+ 1
)
eA(t−t
′) if t > t′
0 if t = t′
−Mc2
(
c2
2A
+ 1
)
eA(t
′−t) −Mc2
(
c2
2A
+ 1
)
eA(t
′−t) if t < t′.
Note that if Ω = 0 we have E [X(t)X(t′)] = (2N + 1 + M + M)δ(t − t′) and in
particular the input equals the output, which shouldn’t be surprising considering that
the system is non-globally minimal in this case (see Sec. 6). The significance of this
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is that we don’t require a dual system in order to simplify the calculation of Var[Y ].
In particular we have Var[Y ] = O(τTtot) here, for the same reason that we had it for
the case of vacuum input (see Eq. (9.18)).
Now, computing the numerator of the SNR (9.16) from this for the case of esti-
mating Ω gives∫ Ttot
0
∫ Ttot
0
k(t, t′)
dE [X(t)X(t′)]
dΩ
dtdt′ (9.21)
= 2c2Re
{
−MA˙c2
2A2
[
1
A+ u
(
Ttot − 1
A+ u
)
+
1
A+ u
(
Ttot − 1
A+ u
)]
− Ttot MA˙
(
c2
2A
+ 1
)[
1
(A+ u)2
+
1
(A+ u)2
]}
,
where u = −τ − iω0. Notice that Eq. (9.21) is invariant under u 7→ u. We evaluate
Eq. (9.21) at Ω = 0; we have a simplification since
(
c2
2A
+ 1
)
= 0. Setting also
ω0 = 0 and using τ = 1/c2, we obtain:
dE [Y ]
dΩ
∣∣∣∣
Ω=ω0=0
=
16
3
τ(Ttot +
2
3
τ)Re(iM) ≈ 16
3
τTtotRe(iM)
in the limit Ttot large. Hence the level of scaling as in case (ii) above is realised. One
can show that in the case Ω 6= 0 the frequency choices ω0 = ±Ω would equally realise
the O(τTtot) scaling.
Interpretation of our Measurement in the Frequency Domain
In general Eq. (9.20) (and hence the SNR) is difficult to calculate directly. Our choice
of measurement and the reason why the weighting factor K(t, t′) enhanced the SNR
may better understood in the frequency domain. Recall from Sec. 8.3.1 that since
the input-output map acts separately on different frequencies and the input state
is a product, the QFI is the integral of the QFI for each individual frequency with
respect to frequency. We saw how the main contributions to this integral came from
two small intervals |ω ± Im(z1)| ∼ 1τ where z1 is the eigenvalue of A closest to the
imaginary axis. Recall that the value of QFI rate in this interval was τ 2, so that the
overall QFI is of the order Ttot× τ2τ = Ttotτ . We shall now see that Y is similar to a
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frequency band-limited measurement of all frequency quadratures
X(ω) :=
∫ Ttot
0
eiωtX(t)dt
over a bandwidth of 1/τ centred on the frequency ω0. Therefore, the fact that there
are two frequency bands containing increased information about the parameter from
the calculation in Sec. 8.3.1 (see Fig. 8.7), explains why two frequency choices
ω0 = ±Ω in example 22 would have worked equally well.
Consider measuring X(ω), over frequency band |ω − Im(z1)| ∼ 1τ . Denote the
outcomes by X(ω). The information about θ is contained within the second order
moments, hence we consider the following as an estimator:
Z := 2τ
∫ Im(z1)+ 1τ
Im(z1)− 1τ
X(ω)X(ω)†dω. (9.22)
Note that the factor 2τ is a normalisation factor. Now
Z = 2τ
∫ Im(z1)+ 1τ
Im(z1)− 1τ
(∫ Ttot
0
∫ Ttot
0
eiω(t−t
′)X(t)X(t′)dtdt′
)
dω
≈ 2τ
∫ Ttot
0
∫ Ttot
0
(∫ ∞
−∞
eiω(t−t
′)e−|ω−Im(z1)|τX(t)X(t′)dω
)
dtdt′
=
∫ Ttot
0
∫ Ttot
0
eiIm(z1)(t−t
′) 4τ
2
τ 2 + (t− t′)2X(t)X(t
′)dtdt′
≈ Y |ω0=Im(z1)
Here we have (9.22) in the first equality and then switched the order integration in
the second.
Therefore, the estimator Z is approximately equal to the estimator Y . Hence,
as mentioned above, we can interpret our estimator Y in the frequency domain as
frequency band-limited measurement of width 1/τ centred on the frequency ω0. This
calculation allows us to calculate the numerator of the SNR (9.16) by using Z rather
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than Y and show that it is of the order in case (ii) above. To this end we have
dE [Z]
dθ
= 2τ
∫ Im(z1)+ 1τ
Im(z1)− 1τ
dE
[
X(ω)X(ω)†
]
dθ
dω
= O(τTtot), (9.23)
which follows by using the observation (8.29)2. Therefore, if we choose ω0 = ±iIm(zˆ1),
where zˆ1 is an estimator of z1 (the spectral gap of A), we can extract information
from either of the most informative frequency intervals |ω − Im(z1)| ∼ 1τ . Here, our
estimator zˆ1 has been obtained from a preliminary experiment with MSE O(τ−2).
Remark 17. Notice that our estimator, which claims Heisenberg level scaling, seem-
ingly requires Heisenberg level knowledge of the z1; that is the MSE of zˆ1 is O(τ−2).
However, an adaptive procedure like the one in Sec. 8.1.3 for the time-dependent
approach may be applied to overcome this problem and achieve Heisenberg scaling
(we do not discuss this any further here).
Remark 18. Notice that the scaling O(τTtot) in Eq. (9.23) is possible with or without
the absorber system. The action of the dual system in the frequency domain on the
independent modes is a frequency dependent rotation. That is, the absorber doesn’t
determine or shift the most informative frequency interval, but rather rotates phase
space on each particular frequency; the result of this on the scaling in Eq. (9.23) is
a constant factor. We discuss this is more detail in Sec. 9.3.3.
Now the quadrature, X(t), that we chose to measure above may not be the
best quadrature to measure. Moreover, since our measurement is very similar to a
frequency band-limited measurement above, where each frequency behaves indepen-
dently, it could be the case that the optimal quadrature may differ across frequencies.
If we were to measure these frequency domain quadratures with frequency dependent
phases, we would get the exact optimal measurement. However, this measurement
will not translate into one that can be done sequentially in time; for that we would
need to have equal phases for all frequencies, which happens in the measurement
(9.19).
2We originally only showed (8.29) for the case of passive QLS, but it is also true for general
QLSs.
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Figure 9.4: This figure shows the action of the system on the input
viewed in the frequency domain. The inputs are shown in red and the
output in blue for three choices of frequency. Note that the input is
the same for all frequencies. In a) the system rotates by a frequency
dependent angle. Part b) shows that the effect of the dual system is
to make all rotations smaller.
9.3.3 Optimal Estimation Using Adaptive Measurements
As mentioned above, our strategy in the previous subsection is by no means optimal;
it fails to be so by a constant factor. We now discuss a method based on the work
in [107, 119] to reach optimality (asymptotically in the limit of large times). In this
subsection we shall showcase the capability of the absorber system for estimation.
For simplicity, we consider a SISO PQLS in this subsection with input V (N,M)
(rather than vacuum), as in Sec. 8.3. In the frequency domain, all modes are inde-
pendent and the input-output map is a rotation of a squeezed state by a frequency
dependent parameter (see Fig. 9.4). The action of the absorber system will be to
make the rotation action smaller (on every frequency mode). This is the essence of
the trick to reach optimality; we will use some of our (time) resources to obtain a
rough estimate for the system and then perform a second experiment using the dual.
The effect of this will be to zoom in on the ‘interval of uncertainty’; that is, rather
than considering the whole of the parameter space the dual enables us to restrict our
analysis to the smaller unknown region of it.
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The above is all a bit hand wavy, so let’s be more precise. Let us consider one
frequency in the input-output map. The QFI per unit time of a particular frequency
was given by (8.28) (recall that all frequencies are independent so the QFI is additive
across all frequencies). The question of the optimal measurement on a particular
frequency mode is essentially a Gaussian estimation problem and has been solved
[107, 119]. The optimal measurement is homodyne (and realises the scaling in the
QFI), however the direction to measure depends on the true value [107, 119]. This
suggests that we need an adaptive strategy in order to attain optimal precision in
the limit of large time. That is, using information from previous steps in order to
attain bounds. Returning to our problem across all frequencies, this issue is further
complicated by the fact that the optimal quadrature to measure may be different for
each frequency.
The strategy that we take is as follows:
(1) Use the estimator from Sec. 9.3.2 to perform a preliminary estimate of θ, given
by θˆ0, using time resource Tpre that has MSE O (τTpre)−1.
(2) Use a dual system to ‘negate’ the original system with parameter θˆ0. The
upshot of this is that the input-output map has the action of a small rotation
(see Fig. 9.4). The rotation on frequency ω, denoted by λ(ω), will depend on
θ in the following way
λ(ω) ∼
θτ | ± ω − ω0| ∼ 1τθ otherwise
for some constant ω0 (see Fig. 8.7).
(3) Suppose that φ is the direction of squeezing of the input, then perform a
measurement of the quadrature with phase φ+ pi
2
+ φ(N). The function φ(N)
is just a constant function dependent on the level of squeezing in the input;
we do not state it here (see [119]). For example, if the input is momentum
squeezed then one should measure the quadrature with phase φ(N).
(4) Choose the estimator of θ as the maximum likelihood estimator.
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If the total time of the experiment, Ttot, is chosen so that Tpre = T tot for  >
1
2
then by [107] we obtain optimal precision. The key point is that working time
domain, the optimal scaling may be achieved (in the small gap approximation) by
measuring sequentially in time, i.e., performing a homodyne measurement and using
the estimator (9.19), where this time X(t) is the quadrature from (3).
Remark 19. In [107, 119] (i.e. the Gaussian estimation problem) they didn’t use a
dual system. Instead they negated the known part of the system in the measurement
by adding an extra phase to the measurement and measuring φ + θˆ0. However, in
the frequency domain this would require measuring a different quadrature for each
frequency. The power of using the dual is in that allows one to simplify the final
measurement so that the same quadrature can be measured across all frequencies.
9.4 Further Applications and Outlook for Quantum
Absorbers
In this chapter we have shown that for a given QLS there always exists a stable
coherent quantum absorber. We discussed how quantum absorbers can be advanta-
geous for quantum estimation for the estimation problem from Ch. 8. Let us now
discuss other potential applications.
We have seen in Sec. 9.1 that the dual QLS is unique up to symplectic equivalence
classes (see Theorem 5). Hence the transfer function belonging to this family of duals
is unique; we call this the dual transfer function. The dual system is in some sense
capturing the field output. This poses two interesting open questions.
Firstly, can the dual solution be used to find an alternative proof to the main
identifiability result in Ch. 6 (as in Theorem 11)? In fact this was our main reason
for studying quantum absorbers. Since the mapping between the transfer function
and dual transfer function is one-to-one then it remains to show that the mapping
between the dual transfer function and field output is one-to-one. However, this
problem turns out to be just as difficult as the original problem problem in Ch. 6,
as it still requires solving a spectral factorisation-type problem (this time with dual
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systems). This is because if
ΞD(s)Ξ(s)VvacΞ(−s)†ΞD(−s)† = Vvac
then
Ψ(s) = ΞD(−s)[Vvac
(
ΞD(s)
†)[ ,
where ΞD(s) is the dual transfer function.
Now the dual system capturing the output of the QLS also means that it char-
acterises the field output. That is, rather than the system being correlated with the
field it becomes correlated with the dual system. This is a considerable simplifica-
tion from working with an infinite number of modes in the field to a finite number
in the dual. Perhaps this simplification isn’t so surprising after all following the
Gaussian Schmidt Decomposition in [70] (see Theorem 4). It would be interesting
to investigate how precise we can make the above; for instance, is it the case that
there is an isomorphism between the modes in the dual and the important modes
in the output, i.e. those that are correlated with the internal system at stationarity.
Further, can notions such as entanglement (or more general geometrical distances)
or measurements be represented in an advantageous (due to their simplicity) way
on the dual. If so, this could lead to potential applications in quantum control and
metrology.
Quantum absorbers may also offer interesting applications to quantum commu-
nication, as they could enable sharing of entanglement at a distance [122].
Another application is to quantum control. In control theory a quantum observer
is a purely quantum system that is capable of mimicking the behaviour of the system.
The three characteristic properties of quantum observers are the following [123]:
• The observables of the observer should converge to the system variables (in
some limit).
• The observer should be a physically realisable
• The plant should feedforward to the observer, but not the other way around.
That is, there should be no back-action of the observer on the plant.
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Using observers in control problems is an example of a coherent feedback scheme. The
advantages of coherent feedback schemes are that they make use of non-commutative
quantum signals so that there is no loss of information or coherence, which is not the
as case in measurement-based feedback schemes. Despite recent results indicating
that coherent schemes typically perform better than measurement-based schemes for
some control objectives [124, 125], it is still in its incipient stage and is a very active
research area. Typically the goal of a quantum observer is to map the mean values
of the system. In classical control theory, the optimal way to do this is the Kalman
filter. In [123] they compare a quantum observer based scheme with a measurement-
based observer using the classical Kalman filter. The coherent scheme outperforms
the classical one in terms of the estimation error. However, the quantum observer
there is by no means optimal. The main difficulty with designing quantum observers
is the physical relizability requirement. Now our quantum absorbers in Sec. 9.1
make natural quantum observers for the second order moments. In the asymptotic
limit they map the covariance matrix of the system exactly. Our observers/absorbers
satisfy all the desirable properties of observers and are particular interesting as they
provide a purification of the system’s stationary state. Therefore, one can imagine
these being useful in certain control applications. However, one potential downside
of using absorbers as observers is that the system will be maximally entangled with
the observer and therefore share no entanglement with the field.
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Chapter 10
Conclusion
In this thesis we have discussed various aspects of system identification split into
two contrasting approaches: (1) Time-dependent input (or transfer function) identi-
fiability and (2) stationary inputs (or power spectrum) identifiability.
In Ch. 5 we considered the time-dependent approach, where equivalent systems
were characterised by the property that they have the same transfer function. We
answered the first two questions set out in the abstract for these inputs. We have also
addressed the same problems in the noisy scenario (recall that noise is modelled by
additional channels that we cannot access). Finally, we studied noise unobservable
subspaces, where part of the system is shielded from the noise, and found that such
systems can be identified as in the noiseless case. Our noise unobservable subspaces
work would make a great starting point for future research.
In Ch. 6 we considered the stationary approach. The characteristic quantity is
the power spectrum in this case, which itself depends quadratically on the transfer
function. Our main result was that under global minimality the power spectrum
implies the transfer function uniquely, which is contrary to the analogous classical
problem [44, 47, 48, 61]. We also developed identification methods, that is, how
to construct a system realisation of the transfer function. We considered several
extensions to our problem, including mixed inputs and the use of ancillary channels.
One possible direction to extend this work would be to noisy inputs (i.e the analogous
problem to the time-dependent input one discussed in Sec. 5.5).
The next main problem that we considered was parameter estimation for PQLSs
in the time-dependent approach (Ch. 7). The emphasis was on finding a realistic
scheme that can be implemented with current technology; our scheme is similar to
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the one used at LIGO to implement gravitational waves [52, 53]. We considered
both the single and multiple parameter scenario. An optimisation problem remains
in the multiple parameter passive case; although we have proved that Heisenberg
scaling is possible. We also extended a multiple quantum metrology result from
[98] to our domain; that there is a linear advantage with respect to the number of
parameters in terms of estimation accuracy by using entangled states between the
independent channels. However, we also expressed our concerns in that their result
(and indeed ours) is only valid under the assumption of a fixed total photon number.
We discussed in Ch. 7 the main avenues to extend these results, i.e., to active systems
or noisy inputs.
In the previous problem energy was the resource constraint. We also considered
an estimation problem in Ch. 8 under a time constraint. We saw that when the
system becomes dynamically unstable the scaling becomes quadratic (rather than
linear) in the observation time. Ch. 8 was devoted to investigating and exploiting
this phenomenon in both the time and stationary approaches.
Finally, we developed the notion of a quantum absorber for QLSs in Ch. 9.
A quantum absorber for a given QLS is another QLS such that the output of the
resultant system (obtained by combining the original with the absorber) is equal to
the input. They are particularly useful because they provide a natural purification for
the stationary state of the system. We showed that for any QLS, such an absorber
exists. There are potentially many applications for absorbers, such as quantum
control, quantum communication and quantum estimation [123, 124]. We discussed
one application of the latter in detail in Sec. 9.3.
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Appendix A
Finding a Minimal Classical
Realization
In this appendix a set of (nonphysical) minimal and doubled-up matrices (A0, B0, C0)
are found that realizes the transfer function (5.15), which describes a (minimal)
physical system (A,C).
We assume that the matrix A for the n-mode minimal system, (A,C), possesses
2n distinct eigenvalues each with a nonzero imaginary part. This requirement can
be seen to be generic in the space of all quantum systems [15]. Moreover, it can
also be shown that if λi is a complex eigenvalue of A with right eigenvector
(
Ri
Si
)
and left eigenvector (Ui, Vi), then λi is also an eigenvalue with right eigenvector(
S#i
R#i
)
= Σ
(
R#i
S#i
)
and left eigenvector
(
V #i , U
#
i
)
=
(
U#i , V
#
i
)
Σn, where Ri, Si ∈
C1×n, Ui, Vi ∈ Cn×1 and Σn :=
(
0n 1n
1n 0n
)
. That is, for each eigenvalue and eigenvector,
there exists a corresponding mirror pair. This property follows from the fact that A
has the doubled-up form A := ∆ (A−, A+).
We now construct a minimal realization called Gilbert’s realization [48]. The
only thing that we need to take care of is that the realization we obtain is of the
doubled-up form.
As the transfer function may be written as
Ξ(s) =
N(s)∏n
i=1(s− λi)(s+ λi)
.
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we can perform a partial fraction expansion, so that
Ξ(s) = 1 +
n∑
i=1
Pi
(s− λi) +
Qi(
s− λ#i
) .
As we show below, the matrices Pi, Qi are rank 1. Therefore there exist matrices
Bi ∈ C1×2, B′i ∈ C1×2, Ci ∈ C2×1, and C ′i ∈ C2×1 such that
CiBi = Pi and C
′
iB
′
i = Qi.
The Gilbert realization A0, B0, C0 is
A0 := Diag
(
λ1, . . . , λn, λ1, . . . , λn
)
,
B0 :=

B1
...
Bn
B′1
...
B′n

and
C0 :=
[
C1 . . . Cn C
′
1 . . . C
′
n
]
.
From the expression of the physical transfer function we have
C (s− A)−1C[ =
n∑
i=1
Wi
s− λi +
ΣW#i Σ
s− λ#i
where Wi are the rank-one matrices
Wi =
(
C−Ri+C+Si
C#+Ri+C
#
i Si
)
( UiC†−−ViC†+ UiCT++ViCT− ) .
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Having fixed Bi and Ci the matrices B′i and C ′i can then be chosen as
B′i = B
#
i Σ2 and C
′
i = Σ2C
#
i (A.1)
and so the matrices (A0, B0, C0) are of the doubled-up type.
Note that using Gilbert’s realization on MIMO systems can also be seen to give
a minimal doubled-up realization, but we do not discuss this any further here.
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Appendix B
Proof of Lemma 4
Proof. Firstly define {e1, ..., e4n} as the canonical basis of C4n. By property (6.2) of
proper LBT matrices it is clear that y(i) :=
(
0
y
(i)
2
)
∈ Span{e2n+1, ..., e4n}. Further,
as there are 2n of them they must form a basis of Span{e2n+1, ..., e4n}. Suppose y(i)
has generalised eigenvector rank mi, then as as A˜′ = TA˜T−1 we have(
A˜′ − λ(i)
)mi
Ty(i) =
(
TA˜T−1 − λ(i)
)mi
Ty(i)
= T
(
A˜− λ(i)
)mi
y(i)
= 0.
Therefore, Ty(i) are generalised eigenvectors of A˜′ associated to λ(i). Hence, because
A˜′ is also assumed to be proper LBT, it follows that Span{Ty(i)} ⊂ Span{e2n+1, ..., e4n}.
Finally,
TSpan{e2n+1, ..., e4n} = TSpan{y(i)}
= Span{Ty(i)}
⊂ Span{e2n+1, ..., e4n}.
The invertibility of T has been used in getting from the first to the second line. This
implies that T is LBT, as required.
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Appendix C
Showing Existence of a Minimal
Physical System with Transfer
Function (6.13)
Firstly, since we know that the system described by Ξ(s) is physical, then the result
of connecting it in series to another physical quantum system will be physical. To
this end, consider the system
G˜ = G / Gn / ... / G1,
where G was our original system and Gi is a single mode (unstable) active system
with coupling c− = 0, c+ =
√
2Reµi, and Hamiltonian Ω− = Imλi, Ω+ = 0. The
system G˜ is physical and is described by the transfer function Ξ(2)(s) (Eq. (6.13)).
Also G˜ must be stable because the transfer function Ξ(2)(s) has poles in the left-
complex plane only because Ξ(s) and Ξ(1)(s) do. However, it is not minimal.
To find a minimal system employ the quantum Kalman decomposition from [79].
The result is that this system may be written in the form of eq. (103) and (104) in
[79]. Hence the system is TFE to the minimal system with matrices (in quadrature
form)
(
A˜co, Bco, Cco
)
from [79]. This system gives a minimal realisation of the trans-
fer function Ξ(2)(s). It can also can be verified that it is physical (this either follows
because its transfer function is doubled-up and symplectic [13] or alternatively from
the results in [79]) and that the matrices
(
A˜co, Bco, Cco
)
are of doubled-up type, as
required.
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Finally, since two stable and minimal quantum systems connected in series is
always minimal (see a proof of this below), then it is clear that Ξ(2)(s) must neces-
sarily be of size n− k. To see the previous claim, suppose that we have two minimal
systems (C1, A1) and (C2, A2), where Ci is the coupling matrix of the system and
A1 is the usual system matrix. Connecting these systems in series ((C1, A1) into
(C2, A2)) we get the resultant coupling and system matrices:
(C,A) :=
(
( C1 C2 ) ,
(
A1 0
−C[2C1 A2
))
. (C.1)
Recall that in order to show that the QLS (C,A) is minimal it is enough to show
that the pair (A,−C[) is controllable [17]. Controllability of (A,−C[) is equivalent
to the statement: for all eigenvalues and left-eigenvectors of A, i.e. vA = vλ then
vC[ 6= 0. Letting v = (y1, y2) where yi are both of size 2n, then there are two cases
to consider; either y2 = 0 or y2 6= 0.
• If y2 = 0 then Eq. (C.1) implies that y1A1 = λy1. Therefore, by controlla-
bility of the first system we must have vC[ = y1C[1 6= 0 and so the system is
controllable.
• If y2 6= 0 then (y1, y2)A = (y1, y2)λ implies that y2A2 = y2λ. Note that by
stability Re(λ) < 0. Hence by controllability of the second system y2C[2 6= 0.
Suppose to the contrary that (A,−C[) is not controllable. Then y1C[1 +y2C[2 =
0, which together with (y1, y2)A = (y1, y2)λ would imply that
y1
(
A1 + C
[
1C1
)
= y1λ. (C.2)
Or equivalently
y1A
[
1 = −y1λ. (C.3)
This equation implies that Re(λ) > 0, which is a contradiction.
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Proof of Theorem 11
As outlined in the proof sketch, we need to show (1)-(3).
D.1 Step (1)
Firstly, the condition B˜′ = TB˜ is equivalent to(
−C′†Vvac
C′†
)
= KΣTΣK
(
−C†Vvac
C†
)
,
where
K =
(
J 0
0 −J
)
and Σ = ( 0 11 0 ) .
Hence
( −VvacC˜′ C˜′ ) = ( −VvacC˜ C˜ )KΣT †ΣK.
Therefore, combining this the condition C˜ ′ = C˜T−1 we have
C˜ = C˜KΣT †ΣKT. (D.1)
Now,
A˜′ = −KΣA˜′†ΣK
= −KΣ (T †)−1 A˜†T †ΣK
= KΣ
(
T †
)−1
ΣKA˜KΣT †ΣK, (D.2)
where A˜′ = TA˜T−1 has been used to obtain the second line.
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And so
C˜A˜T−1 = C˜ ′A˜′
= C˜ ′KΣ
(
T †
)−1
ΣKA˜KΣT †ΣK
=
(
C˜T−1KΣ
(
T †
)−1
ΣK
)
A˜KΣT †ΣK
= C˜A˜KΣT †ΣK,
where Eq. (D.1) has been used to obtain the fourth line. Thus
C˜A˜ =
(
C˜A˜
)
KΣT †ΣKT. (D.3)
Claim 1.
C˜A˜k =
(
C˜A˜k
)
KΣT †ΣKT. (D.4)
for all k ≥ 0.
Proof. We prove this by induction. Note that we already know it to be true for k = 0
and k = 1 (see Eq. (D.1) and (D.3)). To this end, suppose that it is true for k − 1.
Therefore,
C˜ ′A˜′k = C˜ ′
(
A˜′
)k−1
A˜′
= C˜ ′
(
A˜′
)k−1
KΣ
(
T †
)−1
ΣKA˜KΣT †ΣK
=
(
C˜A˜k−1T−1KΣ
(
T †
)−1
ΣK
)
A˜KΣT †ΣK
= C˜A˜kKΣT †ΣK.
by using Eqs. (D.2) and (6.17). Finally, using the observation C˜ ′A˜′k = C˜A˜kT−1
completes the proof.
Finally, following this claim we have:
O = OKΣT †ΣKT
= O
(
T [4 0
−T [3 T [1
)
T.
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D.2 Step (2)
For this step it is sufficient to prove the following claim.
Claim 2.
C˜A˜k
(
T [4−T [1
−T [3
)
= 0
for all k = 0, 1, 2, ....
Proof. Using the results of Appendix D.1 we know that equivalent systems are related
via
C˜ ′A˜′
k
= C˜A˜k
(
T [4 0
−T [3 T [1
)
. (D.5)
Also note that the condition C ′A′k = CAkT b1 holds.
We first see this result for k = 0. Eq. (D.5) for k = 0 reads
( −VvacC′,C′ ) = ( −VvacCT [4−CT [3 ,CT [1 ) .
Therefore, adding the first entry to Vvac times the second entry:
0 = −VvacC
(
T [4 − T [1
)
+ C
(−T [3) ,
which shows the result for k = 0.
The result for k ∈ N goes along the same lines, but is a little more involved.
Firstly, observe that A˜k may be written as
A˜k =
(
(−A[)k 0
ek A
k
)
,
where ek = A0C[VvacC
(−A[)k−1 + ... + Ak−1C[VvacC (−A[)0 (and similarly for the
primed matrices). Now, from Eq. (D.5) we have
(
−VvacC′(−A′[)k+C′A′k−1C′[VvacC′−C′e′k−1A′[, C′A′k
)
=
(− VvacC(−A[)kT b4 +CAk−1C[VvacCT [4−Cek−1A[T [4−CAkT [3 , CAkT [1 ) . (D.6)
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Again adding the first block to Vvac times the second block gives
H ′ = C˜A˜k
(
T [4−T [1
−T [3
)
+HT b1 , (D.7)
where
H : = −VvacC
(−A[)k + CAk−1C[VvacC − Cek−1A[ + VvacCAk
H ′ : = −VvacC ′
(−A′[)k + C ′A′k−1C ′[VvacC ′ − C ′e′k−1A′[ + VvacC ′A′k
Now, observe that
H ′ = VvacC ′A′k +
(
VvacC
′ (−A′[)k−1 − C ′e′k−1)A′[ + C ′A′k−1C ′[VvacC ′
= VvacC
′A′k +
(
VvacC
′ (−A′[)k−1 − C ′e′k−1) (−A′ − C ′[C ′)
+ C ′A′k−1C ′[VvacC ′
= VvacC
′A′k +
(
−VvacC ′
(−A′[)k−1 + C ′e′k−1)A′
+
(
−VvacC ′
(−A′[)k−1C ′[ + C ′e′k−1C ′[ + C ′A′k−1C ′[Vvac)C ′
= VvacC
′A′k +G′k−1A
′ − C˜ ′
(
A˜′
)k−1
B˜′C ′, (D.8)
where G′k := −VvacC ′
(−A′[)k + C ′e′k. Here we have used the realisability condition
A+ A[ + C[C = 0 on the second line and then rearranged.
Now, let us obtain a recursive expression for Gk. Firstly, using the definition of
ek and the substitution A′ + A′[ + C ′[C ′ = 0:
G′k = −VvacC ′
(−A′[)k + k−1∑
j=0
C ′A′k−1−jC ′[VvacC ′
(−A′[)j
= −VvacC ′
(−A′[)k−1 (A′ + C ′[C ′)
+
k−1∑
j=1
C ′A′k−1−jC ′[VvacC ′
(−A′[)j−1 (A′ + C ′[C ′)
+ C ′A′k−1C ′[VvacC ′
(−A′[)0
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Rearranging this and using the definition of ek again we obtain
G′k =
(
−VvacC ′
(−A′[)k−1C ′[ + C ′A′k−1C ′[Vvac
+C ′
[
k−2∑
j=0
A′k−2−jC ′[VvacC ′
(−A′[)j]C ′[)C ′
+
(
−VvacC ′
(−A′[)k−1 + C ′ k−2∑
j=0
A′k−2−jC ′[VvacC ′
(−A′[)j)A′
=
(
−VvacC ′
(−A′[)k−1C ′[ + C ′A′k−1C ′[Vvac + C ′e′k−1C ′[)C ′
+
(
−VvacC ′
(−A′[)k−1 + C ′e′k−1)A′
= −C˜ ′A˜′k−1B˜′C ′ +Gk−1A′.
Also note that
G1 = VvacC
′A′[ + C ′C ′[VvacC ′
= −VvacC ′A′ +
(−VvacC ′C ′[ + C ′C ′[Vvac)C ′
= −VvacC ′A′ − C˜ ′B˜′C ′.
Using our recursive expression for Gk, and continuing on from Eq. (D.8) we have
H ′ =VvacC ′A′k − C˜ ′A˜′k−1B˜′C ′ +G′k−1A′
= VvacC
′A′k − C˜ ′A˜′k−1B˜′C ′ − C˜ ′A˜′k−2B˜′C ′A′ +Gk−2A˜′2
...
...
...
...
= VvacC
′A′k −
k−1∑
j=1
C˜ ′A˜′jB˜′C ′A′k−1−j +G1A′k−1
= VvacC
′A′k −
k−1∑
j=0
C˜ ′A˜′jB˜′C ′A′k−1−j − VvacC ′A′k
= −
k−1∑
j=0
C˜ ′A˜′jB˜′C ′A′k−1−j. (D.9)
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Furthermore, as C˜ ′A˜′k−1B˜′ = C˜A˜k−1B˜ for all k and C ′A′k = CAkT b1 , then we may
conclude that
H ′ = −
(
k−1∑
j=0
C˜A˜jB˜CAk−1−j
)
T [1 . (D.10)
On the other hand, by using an identical argument to above,
H = −
k−1∑
j=0
C˜A˜jB˜CAk−1−j. (D.11)
Therefore, using Eqs (D.10) and (D.11) in (D.7) completes the proof.
D.3 Step (3)
To show that the system is doubled-up we use the observability of the quantum
system. Observe that C1Ak1, C2Ak2 must be of the of this doubled up form for
k ∈ {0, 1, 2, ...}. Writing C1Ak1, C2Ak2 and T1 as
(
P(k) Q(k)
Q#
(k)
P#
(k)
)
,
(
P ′
(k)
Q′
(k)
Q
′#
(k)
P
′#
(k)
)
and T1 =(
S1 S2
S3 S4
)
, and using the result, C1Ak1 = C2Ak2T [1 , it follows that
P(k)(S
†
1 − ST4 ) +Q(k)(ST3 − S†2) = 0
Q#(k)(S
†
1 − ST4 ) + P#(k)(ST3 − S†2) = 0.
Hence
O
[
S†1−ST4
ST3 −S†2
]
= 0
and by using the fact that O is full rank implies that
T1 =
(
S1 S2
S#2 S
#
1
)
.
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Appendix E
Finding a Classical Realisation of the
Power Spectrum
We assume that the matrix A for the n-mode minimal system, (A,C), possesses 2n
distinct eigenvalues each with non-zero imaginary part. This requirement cis generic
in the space of all quantum systems [15].
Firstly, observe that if λi is a complex eigenvalue of A with right eigenvector(
Ri
Si
)
and left eigenvector (Ui, Vi), then λi also an eigenvalue with right eigenvector(
Si
Ri
)#
= Σ
(
Ri
Si
)# and left eigenvector (Vi, Ui)# = (Ui, Vi)#Σn, where Ri, Si ∈ C1×n,
Ui, Vi ∈ Cn×1 and Σn :=
(
0n 1n
1n 0n
)
. This property follows from the fact that A has the
doubled-up form A := ∆ (A−, A+). Furthermore, from the system (6.6) A˜ may be
diagonalised as A˜ = PA˜0P−1 where
A˜0 =
(
−A[0 0
0 A0
)
and A0 is diagonal and doubled-up. Here P and P−1 are lower block triangular
(Lemma 4) written as
P =
(
P1 0
P2 P3
)
and P−1 =
(
P−11 0
−P−13 P2P−11 P−13
)
,
where
P3 =
(
R1 ... Rn S1 ... Sn
S#1 ... S
#
n R
#
1 ... R
#
n
)
and P−11 =

U1 V1
...
...
Un Vn
V #1 U
#
1
...
...
V #n U
#
n
 .
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Hence, the power spectrum, Ψ(s)J , of the system in Eq. (6.6) may be written
Vvac − (−VvacCP1 + CP2, CP3)
(
s+A[0 0
0 s−A0
)(
P−11 C
[
−P−13 P2P−11 C[+P−13 C[Vvac
)
. (E.1)
We can construct a minimal realisation called Gilbert’s realisation [48] by ex-
panding as partial fractions:
Ψ(s)J = Vvac +
n∑
i=1
Ii
(s+ λi)
+
Ki
(s+ λi)
+
Ti
(s− λi) +
Wi
(s− λi)
, (E.2)
with Re(λi) < 0. The matrices Ii, Ki, Ti,Wi are necessarily rank-one. Therefore
there exist matrices B1,i, B2,i, B′1,i, B′2,i ∈ C1×2m and C1,i, C2,i, C ′1,i, C ′2,i ∈ C2m×1 such
that
C1,iB1,i = Ii, C
′
1,iB
′
1,i = Ki and C2,iB2,i = Ti, C
′
2,iB
′
2,i = Wi
and are each uniquely determined from Ii, Ki, Ti,Wi up to a constant1. The Gilbert
realisation A˜0, B˜0, C˜0 is
A˜0 := Diag
(−λ1, ...,−λn,−λ1, ...,−λn, λ1, ..., λn, λ1, ..., λn) ,
B˜0 :=
[
B1
B2
]
, C˜0 := [C1, C2]
where
B1 :=

B1,1
...
B1,n
B′1,1
...
B′1,n
 B2 :=

B2,1
...
B2,n
B′1,1
...
B′1,n
 ,
C1 := [ C1,1 ... C1,n C
′
1,1 ... C
′
1,n ] ,
C2 := [ C2,1 ... C2,n C
′
2,1 ... C
′
2,n ] .
At the moment this Gilbert realisation doesn’t satisfy the properties required by Sec.
6.5, i.e., B1 and C2 are not doubled-up. We can take care of this in the following
way. Firstly, in this realisation Ii is equal to the ith column of (−VvacCP1 + CP2)
1For example 1νC1,i and νB1,i are also solutions to Ii, where ν is a constant.
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multiplied by the ith row of P−11 C[ and Ki is equal to the (n + i)th column of
(−VvacCP1 + CP2) multiplied by the (n+ i)th row of P−11 C[ (see Eq. (E.1)). There-
fore, the ith row of B1 differs from the ith row of the doubled-up matrix P−11 C[ by
an (unknown) multiplicative constant. Finally, by multiplying the rows of B1 in our
Gilbert realisation by suitable constants (and hence multiplying the corresponding
columns of C1 by the inverse of these constants so that the power spectrum remains
unchanged) we can obtain a doubled-up B1. A similar technique may be used to
obtain a doubled-up C2 by using the fact that CP3 is doubled-up.
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Appendix F
Proof of Theorem 14
In this section we prove Theorem 14.
Proof. Firstly, by Theorem 8, there exists a TFE basis whereby the system can be
split into a series product of a system with a pure stationary state and one with a
mixed (with the output) stationary state. Furthermore, we may assume that the
pure and mixed component may be decomposed as a series of one-mode PQLSs by
the results in Sec. 5.2. There are three cases to consider: (i) the system is globally
minimal and the stationary state is fully mixed, (ii) pure component is a one mode
PQLS or (iii) pure component is a two-mode PQLS and the power spectrum is trivial.
In this proof we are interested in cases (ii) and (iii). Firstly case( ii) is straight-
forward as it reduces to Lemma 5. Now for case (iii), let the first system in the
cascade be (c,Ω1) and the second be (d,Ω2). For the power spectrum to be trivial
it is required that
Ξ(−iω)NT = NTΞ(−iω) and Ξ(−iω)M = MΞ(+iω).
Now, considering the poles of Ξ(−iω)M = MΞ(+iω) we must have either:
(1) Ω1 = −Ω2 and c†c = d†d, or
(2) Ω1 = −Ω2 = 0, or
(3) Ω1 6= −Ω2
Case 1):
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In this case the denominators of Ξ(−iω)NT = NTΞ(−iω) and Ξ(−iω)M =
MΞ(+iω) are equal, therefore we may equate their numerators. Expanding in powers
of ω we obtain the following set of equations:
(
cc† + dd†
)
NT = NT
(
cc† + dd†
)
(F.1)
(
iΩ1 +
1
2
c†c− cc†
)(
−iΩ1 + 1
2
d†d− dd†
)
NT
= NT
(
iΩ1 +
1
2
c†c− cc†
)(
−iΩ1 + 1
2
d†d− dd†
)
(F.2)
(
cc† + dd†
)
M = M(cc† + dd†) (F.3)
(
iΩ1 +
1
2
c†c− cc†
)(
−iΩ1 + 1
2
d†d− dd†
)
M
= M
(
−iΩ1 + 1
2
c†c− cc†
)(
iΩ1 +
1
2
d†d− dd†
)
. (F.4)
The second equation here may be further split into real and imaginary parts. Using
also the condition c†c = d†d and the assumption Ω 6= 0 we obtain the following pair
of equations:
(
cc† − dd†)NT = NT (cc† − dd†) (F.5)(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
NT = NT
(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
(F.6)
Similarly, the fourth equation may be split into symmetric and antisymmetric parts,
i.e.,
(
cc† − dd†)M = −M(cc† − dd†) (F.7)(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
M = M
(
cc†dd† − 1
2
c†cdd† − 1
2
d†dcc†
)
(F.8)
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Therefore combing (F.1) (F.5) and (F.6) we obtain cc†NT = Ncc†, dd†NT = NTdd†
and cc†dd†NT = NT cc†dd†. Further, combining (F.3) (F.7) and (F.8) we obtain
cc†M = Mdd†, and cc†dd†M = Mcc†dd†. Hence we obtain conditions (3) in the
Theorem.
Case 2)
The result is equations (F.1) (F.6) (F.3) and (F.8). Hence we obtain conditions
(4) in the Theorem.
Case 3)
Because the poles are different in Ξ(−iω)M = MΞ(+iω) then it must be the case
that we have two one-mode cancellations as in Lemma (5). That is, Ξi(−iω)NTΞi(−iω)† =
NT and Ξi(−iω)MΞi(−iω)T = M for systems i = 1, 2. This gives either conditions
(1) or conditions (2) in the Theorem.
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Appendix G
Supplementary Proof for Sec. 6.10
We show here that non-observability of the cascaded system (6.34) implies that the
original system is non-globally minimal for the case of distinct eigenvalues. Re-
call from Sec. 6.10 that non-observability implies that there exists an eigenvalue-
eigenvector pair λ, y of A†, i.e., A†y = λy such that Cy is also an eigenvector of the
input N .
Now, list all the left and right eigenvectors of A as Li and Ri respectively. There-
fore we can write Υ(−iω) as
Υ(−iω) =
(
1−
∑
i
(CRi)(LiC
†)
−iω − λi
)
N
(
1−
∑
i
(CL†i )(R
†
iC
†)
iω − λi
)
Now, suppose that the cascaded system (6.34) is non-observable as per the as-
sumption above. This means that CL†i is an eigenvector of N for some i. Suppose
that this is true for i = k. It follows fairly straightforwardly by using the unitarity
of the transfer function that
Υ(−iω) =
(
1−
∑
i 6=k
(CRi)(LiC
†)
−iω − λi
)
N
(
1−
∑
i 6=k
(CL†i )(R
†
iC
†)
iω − λi
)
.
Moreover, the function
(
1−∑i 6=k (CRi)(LiC†)−iω−λi ) must also be unitary. Hence by [73]
there exist a physical QLS with this transfer function. Crucially, this system has one
less mode than the original system, which implies that the original PQLS cannot be
globally minimal.
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Appendix H
Proof of Theorem 18
Before proving this theorem we discuss a little theory.
The operators Bi(t) introduced in Sec. 3.2 are the quantum analogue of ‘classical’
Wiener process and can be used to define quantum stochastic integrals, such as
I(t) =
∫ t
0
dB†(s)M(s) + N†(s)dB(s) + P(s)ds
[9, 10, 42], where M(s),N(s),P(s) are time-adaptive operators. When multiply-
ing stochastic integrals, I1(t) and I2(t), the product is a stochastic integral with
increment
d (I1(t)I2(t)) = dI1(t) · I2(t) + I1(t) · dI2(t) + dI1(t) · dI2(t).
Notice the extra Ito correction term, which is not present in ordinary calculus. The
Ito term can be calculated by using the Ito rules [62]:
× dAk dA∗k
dAi (δik +Nki)dt Mikdt
dA∗j Mkidt Nikdt
Notice that the Ito rules depends on the input V (N,M).
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Proof of Theorem 18. The evolution of the system and field is described by the uni-
tary Uθ(t), which satisfies the QSDE
dUθ(t) =
(
m∑
i=1
LidB
∗
i (t)− L∗i dBi(t)− (K + iH)dt
)
Uθ(t), (H.1)
where K = 1
2
(
L#,LT
)
JV (N,M)J
(
LT ,L†
)
= 1
2
L˜†L˜ for modified coupling operator
given in the theorem. Note that these modified coupling operators in K are the
only difference between Eqs. (H.1) and (3.8) (the unmodified ones, as in Eq. (3.8)
correspond to the case of vacuum input).
Now by considering the generator Gθ(t) := U∗θ(t)U˙θ(t), the QFI, Fθ, in Eq. (4.4)
may be written as ( we drop the subscript θ here)
Fθ = 4Re (〈φ⊗ ξ|G∗(t)G(t)|φ⊗ ξ〉 − 〈φ⊗ ξ|G∗(t)|φ⊗ ξ〉 〈φ⊗ ξ|G(t)|φ⊗ ξ〉) .
The method we take is to show that the generator can be written as a QSDE, from
which it may be solved. From the QSDE (H.1) we have
dU∗(t) = U∗(t)
(
m∑
i=1
L∗i dBi(t)− LidB∗i (t)− (K− iH)dt
)
,
dU˙(t) =
(
m∑
i=1
LidB
∗
i (t)− L∗i dBi(t)− (K + iH)dt
)
U˙(t)
+
(
m∑
i=1
L˙idB
∗
i (t)− L˙∗i dBi(t)− (K˙ + iH˙)dt
)
U(t).
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Hence by applying the Ito rules we obtain (dropping the subscript θ)
dG(t) = (dU∗(t)) U˙(t) + U∗(t)
(
dU˙(t)
)
+ (dU∗(t))
(
dU˙(t)
)
=
m∑
i=1
(
jt(L˙i)dB
∗
i (t)− jt(L˙∗i )dBi(t)
)
+ U∗(t)
(
−2Kdt+
[
m∑
i=1
L∗i dBi(t)− LidB∗i (t)
][
m∑
i=1
LidB
∗
i (t)− L∗i dBi(t)
])
U˙(t)
+ jt
(
−(K˙ + iH˙) +
[
m∑
i=1
L∗i dBi(t)− LidB∗i (t)
][
m∑
i=1
L˙idB
∗
i (t)− L˙∗i dBi(t)
])
dt
As K = 1
2
L˜†L˜ , the second term above is zero and so we may write
dG(t) =
m∑
i=1
(
jt(L˙i)dB
∗
i (t)− jt(L˙∗i )dBi(t)
)
− ijt(R)dt,
where the operator R is given by
R = H˙ + Im
m∑
i=1
˙˜L†i L˜i. (H.2)
In the following we work with the centred generator, G0(t), given by
dG0(t) =
m∑
i=1
(
jt(L˙i)dB
∗
i (t)− jt(L˙∗i )dBi(t)
)
− ijt(R0)dt,
where R0 := R − 〈R〉ρss 1, so that (by ergodicity) its rescaled mean converges to
zero, i.e.,
lim
t→∞
1
t
〈φ⊗ ξ|G0(t)|φ⊗ ξ〉 = 0.
Such centred operators are examples of a more general class of operators, called
output fluctuation operators (see [42]). Now, using this fluctuation operator the
QFI scales linearly with t by ergodicity and the leading contribution is given by the
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quantum Fisher-information rate
fθ := lim
t→∞
Fθ
t
= lim
t→∞
1
t
4Re 〈φ⊗ ξ|G∗0(t)G0(t)|φ⊗ ξ〉 .
For notational convenience, we absorb a factor of t−1/2 into G0, so that the rate is
given by
fθ = lim
t→∞
4Re
∫ t
0
〈φ⊗ ξ|d (G∗0(s)G0(s)) |φ⊗ ξ〉
for fluctuation operator
G0(t) =
1√
t
∫ t
0
(
m∑
i=1
(
jt(L˙i)dB
∗
i (s)− jt(L˙∗i )dBi(s)
)
− ijt(R0)ds
)
.
We will now calculate the rate. Firstly, the differential d (G∗0(s)G0(s)) can be
written
d (G∗0(s)G0(s)) = G
∗
0(s) · dG0(s) + dG∗0(s) ·G0(s) + dG∗0(s) · dG0(s). (H.3)
Let us calculate these terms in turn. For the last term∫ t
0
〈φ⊗ ξ|dG∗0(s) · dG0(s)|φ⊗ ξ〉
=
1
t
∫ t
0
〈φ⊗ ξ|
[
m∑
i=1
js(L˙
∗
i )dBi(s)− js(L˙i)dB∗i (s)
][
m∑
i=1
js(L˙i)dB
∗
i (s)− js(L˙∗i )dBi(s)
]
|φ⊗ ξ〉
(H.4)
=
1
t
∫ t
0
〈φ|Ts
(
˙˜L† ˙˜L
)
|φ〉 t→∞−→
〈
˙˜L† ˙˜L
〉
ρss
. (H.5)
The remaining two terms in Eq. (H.3) are slightly more involved and require the
following Lemma.
Lemma 7.
√
s 〈ξ|G∗(s)js(−iR0)|ξ〉 =
∫ s
0
Tr ◦Υ ◦ Ts−r(−iR0)dr, (H.6)
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where Υ(X) = iR0X +
∑m
i=1
˙˜L†i
[
X, L˜i
]
.
Proof. Label the LHS of Eq. (H.6) as Ks(−iR0)s then by using the Ito rules we have
dKs(−iR0) = 〈ξ|G∗(s)djs(−iR0)|ξ〉+ 〈ξ|js(iR0)∗js(−iR0)|ξ〉 ds
− i 〈ξ|
[
m∑
i=1
js(L˙
∗
i )dBi(s)− js(L˙i)dB∗i (s)
][
m∑
i=1
js([R0,Li])dB
∗
i (s)− js([R0,L∗i ])dBi(s)
]
ξ〉
= 〈ξ|G∗(s)djs(−iR0)|ξ〉+ 〈ξ|js(iR0)∗js(−iR0)|ξ〉 ds
− i 〈ξ|
m∑
i=1
js(
˙˜L∗i [R0, L˜i])ξ〉 ds
=
[
Ks ◦ L˜(−iR0) + Ts ◦Υ(−iR0)
]
ds,
where L˜(X) is the (modified) Lindblad generator. Finally, this first order differential
solution can be verified to have solution as stated in the lemma.
Following this result we are now able to calculate the expectations of the first
and second terms in Eq. (H.3). Thus∫ t
0
〈φ⊗ ξ|G∗(s)dG(s)|φ⊗ ξ〉 = 1
t
∫ t
0
ds 〈φ|
(∫ s
0
Tr ◦Υ ◦ Ts−r(−iR0)dr
)
|φ〉
=
∫ t
0
ds 〈φ|1
t
(∫ t−s
0
drTr
)
◦Υ ◦ Ts(−iR0)|φ〉
t→∞−→ −i 〈Υ ◦W〉ρss . (H.7)
A similar result holds for the second term, so that we have
fθ =
〈
˙˜L† ˙˜L− i
∑
i
˙˜Li[L˜i,W]
+i
(∑
i
˙˜Li[L˜i,W]
)†
+ WR0 + R0W
〉
.
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The first 3 terms are consistent with the statement (6.36) in the Theorem. Hence to
complete the proof it remains to show that
WR0 + R0W =
(
[L˜i,W]
)†
[L˜i,W],
which can be seen in [42, pg. 25].
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Appendix I
Using Frequency-Entangled States to
Improve Estimation
In this section we show that there is only a small advantage to be had in terms of
estimation precision by using frequency-entangled states for one parameter models of
a fixed photon input. It is illustrated in the form of an example that this advantage
is difficult to exploit in practice.
Let us consider a SISO PQLS to begin with. As we have seen above, the optimal
QFI for fixed photon input states of one frequency is given by
F (θ) = N2 · sup
ω
∥∥∥∥dΞθ(−iω)dθ
∥∥∥∥2 . (I.1)
Now, suppose we are to generalise our class of probe states by allowing for N -
photon inputs spread over d frequencies. Denote our d-frequency entangled state as
|ψ〉. Since we are dealing with linear systems, each frequency evolves independently,
so that the action of the PQLS on |ψ〉 is given by
|ψ〉 7→ Ξθ(−iω1)⊗ Ξθ(−iω2)⊗ ...⊗ Ξθ(−iωd) |ψ〉 .
Hence the QFI is given by
F (θ) = 4Var
(
dΞθ(−iω1)
dθ
a†(ω1)a(ω1) + . . .+
dΞθ(−iωd)
dθ
a†(ωd)a(ωd)
)
.
Now, the maximum of this variance corresponds to a |ψ〉 which is an equally weighted
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superposition of eigenvectors, whose eigenvalues are the maximum and minimum
of this generator. These eigenvalues are given by N × λmax and N × λmin where
λmax = max
{
maxi
dΞ(−iωi)
dθ
, 0
}
and λmin = min
{
mini
dΞ(−iωi)
dθ
, 0
}
. There are two
cases to consider:
(1) If dΞθ(−iω)
dθ
has the same sign for all ω, then the largest and smallest eigenvalues
are given by 0 and maxi dΞθ(−iωi)dθ × N . To optimise over all probe states, one
must select as one of the probe frequencies ωopt = arg supω
∥∥∥dΞθ(−iω)dθ ∥∥∥2. In this
case, a single frequency probe, and in particular the cat-state, is optimal as it
has the required eigenvalues.
(2) If dΞθ(−iω)
dθ
has differing sign then it is possible to obtain a factor of 4 im-
provement in the QFI by using frequency-entangled states. To see this, let
ωsup = arg supω
dΞθ(−iω)
dθ
and ωinf = arg infω dΞθ(−iω)dθ then the optimal probe
state is seen to be given by
|ψ〉 = 1√
2
(|0, N(ωsup)〉+ |0, N(ωinf )〉)
and in which case the QFI is
F (θ) = N2
(
dΞθ(−iω)
dθ
∣∣∣∣
ωsup
− dΞθ(−iω)
dθ
∣∣∣∣
ωinf
)2
.
Now if dΞθ(−iω)
dθ
∣∣∣
ωsup
= − dΞθ(−iω)
dθ
∣∣∣
ωinf
then the QFI here is four times larger
than the best single frequency input state.
In conclusion it is possible to get (up to) a factor of 4 improvement in estimation
precision for a fixed photon input to a SISO PQLS by using two-frequency-entangled
inputs. However, this improvement is intrinsically dependent on the system and
on the unknown parameter. For example, the requirement that dΞθ(−iω)
dθ
∣∣∣
ωsup
=
− dΞθ(−iω)
dθ
∣∣∣
ωinf
is highly restrictive and so this factor of 4 improvement should be
correctly interpreted as an upper bound that may in general not be achievable for a
given system and unknown parameter.
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Example 23. To see an example where this condition does hold, consider a SISO
PQLS with one internal mode (n = 1) characterised by (C = c,Ω = a) and assume
that c is unknown and a is known. We may write the phase in the transfer function
as λ = 2arctan
(−2ω+2a
c2
) − pi. It follows that dλ
dc
= 4(−ω+a)c
c4+4(−ω+a)2 . Maximising this
over frequency we find the single frequency N00N state with the largest QFI will have
frequency ωopt = a±c2/2. In which case dλdc |ω=ωopt = ∓1c . Assuming that |a±c2/2| ≥ 0
(so that the following frequency choices are physical), then an input state entangled
over these two frequency choices would be four times more informative than the best
monochromatic probe. However, note that estimating the other parameter in this
system would not satisfy this condition.
For MIMO PQLSs the result is similar, except for a slight subtlety due to the
possibility of mode-entanglement in addition to frequency-entanglement. We don’t
discuss this further here.
Practically, since our search is for realistic metrology methods for PQLSs, the cost
or complexity involved in the creation of these highly-frequency-entangled states far
outweigh the benefit in terms of enhanced precision for one parameter systems (note
that this is not the case for multi-parameters). Coupled with the fact that the
advantage of using them may only be seen for ‘special’ PQLSs leads us to neglect
these types of states from our considerations for one-parameter models.
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Appendix J
Adaptive Procedure for Feedback
Method 2 (MIMO PQLSs)
Split the time into three and obtain a rough estimate for θ with MSE O
(
1
Ttot
)
in
step 1. In step 2 choose cˆi,n and Ωjn, so that the direct and indirect couplings in
(8.18) and (8.19) are of the order O
(
1
T
1/4
Tot
)
(in a similar way to the SISO case).
Considering the transfer function of the resultant system given by (8.5), this entails
that all matrix elements of dΞθ
dθ
(−iωˆ) are of order O (√Ttot), where ωˆ is the estimator
of Ω2 in Eq. 8.5, which has MSE O
(
1
Ttot
)
from step 1 (see remark 13). To see this,
firstly write ci = [c1,i, ..., cmi]
T and δ1 = [δ1,1, ..., δmi]
T , then the (i, j)-component of
the matrix C
(−iω + iΩ + 1
2
C†C
)−1
C† may be written as
Det
−iω + iΩ + 1
2
C†C −
 cj1...
cj,n−1
δj,1
 [ ci1 ... ci,n−1 δi,1 ]

Det
(−iω + iΩ + 1
2
C†C
) − 1 (J.1)
using standard matrix results. Now Det
(−iωˆ + iΩ + 1
2
C†C
)
= O
(
1√
Ttot
)
using
(8.15). Similarly the term in the numerator of (J.1) is also of order O
(
1√
Ttot
)
, which
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can be seen by writing it as(
−iω + iΩ2 ± 1
2
δ†1δ1 − δj1δi1
)
Det
(
−iω + iΩ1 ± 1
2
c†c−
[
cj1
...
cj,n−1
]
[ ci1 ... ci,n−1 ]
−
(
iδ2 ± 12c†δ1 −
[
cj1
...
cj,n−1
]
δi1
)(
iδ†2 ± 12δ†1c− δj1 [ ci1 ... ci,n−1 ]
)
−iω + iΩ2 ± 12δ†1δ1 − δj1δi1
 .
Hence, by using the quotient rule, each element of dΞθ
dθ
(−iΩ2) is of order
√
Ttot.
Finally, we have ∣∣∣∣∣∣∣∣dΞθdθ (−iΩ2)
∣∣∣∣∣∣∣∣2 = O (Ttot) (J.2)
(spectral norm), as in the SISO case.
Remark 20. In the MIMO case the optimal coherent input is the one with amplitude
given by the largest eigenvector of dΞθ
dθ
(−iΩ2) [5]. However this optimisation is not
important as we are primarily interested in the scaling with time (this optimisation
will only improve the precision by a constant factor) and so any vector will suffice.
Remark 21. Notice that we have more control parameters than we actually require.
One could of course optimise over these but for simplicity we have set them all to be
zero (djk = 0 for 2 ≤ j ≤ m, 1 ≤ k ≤ n− 1).
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Appendix K
A QFI Proof for Coherent States
We now prove that for a coherent state, with amplitude α(θ) ∈ R, the QFI is given
by
F (θ) = 4
∣∣∣∣dα(θ)dθ
∣∣∣∣2 .
Firstly, write the coherent state as |α(θ)〉 =
(
e−
|α(θ)|2
2 eα(θ)a
†
)
|0〉 it follows that
d
dθ
|α(θ)〉 =
(
dα(θ)
dθ
a† − |α(θ)|d|α(θ)|
2
dθ
)
|α(θ)〉 .
Therefore,
〈α(θ)|α(θ)′〉 = α(θ)dα(θ)
dθ
− |α(θ)|d|α(θ)|
dθ
and
〈α(θ)′|α(θ)′〉 =
(
|α|d|α(θ)|
dθ
)2
+ (1 + |α(θ)|2)
∣∣∣∣dα(θ)dθ
∣∣∣∣2
− |α(θ)|d|α(θ)|
dθ
(
α(θ)
dα(θ)
dθ
+ α(θ)
dα(θ)
dθ
)
.
Finally, the result follows immediately from Eq. (4.4).
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