A method for progressively upgrading microservice versions in cloud native environment by Krajnc, Jaka
Univerza v Ljubljani
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6.2 Nadgradnja nazaj združljive mikrostoritve . . . . . . . . . . . 72
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Naslov: Metoda za postopno nadgrajevanje verzij mikrostoritev v oblačnem
okolju
V mikrostoritveni arhitekturi pogosto prihaja do potrebe po nadgradnjah.
Ker gre za distribuiran sistem, nadgradnje predstavljajo tveganje, da z novo
verzijo mikrostoritve povzročimo napako v obstoječi komunikaciji ali nesta-
bilnost sistema. Zmanǰsanje tveganja za vnos napak je še posebej pomembno
pri sistemih, ki zahtevajo zelo visoko razpoložljivost. S predlagano metodo
želimo podpreti zahtevo po visoki razpoložljivosti ter zmanǰsati delež in vpliv
napak ob nadgradnjah. K problemu smo pristopili z definiranjem lastnosti
metode za postopno nadgradnjo in osnovali konceptualno rešitev namesti-
tve, ki podpira omenjeni način nadgradnje. Namestitev smo izvedli v okolju
Kubernetes z uporabo storitvene mreže Istio. Za realizacijo samodejnih nad-
gradenj smo uporabili orodje Flagger. Metodo smo primerjali s klasičnim
načinom nadgradnje v različnih scenarijih nadgrajevanja. Predlagana me-
toda pokaže manǰsi delež napak, ki so vnesene v sistem in omogoči samo-
dejno postopno nadgradnjo. Prav tako omogoča nadgradnjo mikrostoritev,
ki niso združljive za nazaj, in postopen prehod odjemalcev mikrostoritve na
novo, nazaj nezdružljivo verzijo.
Ključne besede
oblačna aplikacija, postopna nadgradnja mikrostoritve, zagotavljanje visoke
razpoložljivosti sistema, storitvena mreža, progresivna nadgradnja

Abstract
Title: A method for progressively upgrading microservice versions in cloud
native environment
In microservice architecture, there is a constant need for upgrading. Due
to the characteristics of the distributed system, upgrades pose a risk that a
new version of the microservice will cause an error in the existing communica-
tion or system instability. Reducing the risk of errors is especially important
for systems that require high availability. With the proposed method, we
want to meet the requirement for high availability and reduce the number as
well as the impact of errors during upgrades. We have approached the prob-
lem by defining the properties of the method for the progressive upgrade and
we have established a conceptual deployment solution that supports such an
upgrade. The deployment was performed in the Kubernetes environment us-
ing the Istio service mesh. Flagger tool was used to automate the upgrades.
We compared the proposed method with the classic upgrade method in dif-
ferent upgrade scenarios. The proposed method shows a smaller proportion
of errors entering the system and allows automatic progressive upgrades. The
method also allows us to upgrade microservices that are not backward com-
patible, and it allows a gradual transition of the microservice clients to a new
backward incompatible version.
Keywords
cloud-native application, progressive microservice upgrades, ensuring high





Mikrostoritvena arhitektura je oblačna arhitektura, ki si prizadeva program-
ske sisteme izvesti kot paket storitev. Vsaka mikrostoritev je lahko neodvi-
sno nameščena na različne platforme ter razvita z različnimi tehnologijami.
Mikrostoritev nudi vsebinsko povezan nabor funkcionalnosti, za njen razvoj
in vzdrževanje pa skrbi lastna ekipa. Z arhitekturo mikrostoritev rešujemo
težavo klasičnih monolitnih aplikacij, pri razvoju katerih sodelujejo velike
ekipe, vsaka sprememba aplikacije pa zahteva veliko interne koordinacije,
kar poveča čas razvoja [1].
Ker mikrostoritvena arhitektura razgradi aplikacijo na manǰse storitve,
lahko bistveno lažje dosegamo visoko stopnjo razpoložljivosti sistema ozi-
roma tako imenovano konstantno razpoložljivost (angl. zero downtime) [2].
Razpoložljivost je nefunkcionalna zahteva, ki je določena z odstotkom časa,
ko mora biti storitev razpoložljiva. V nekaterih sistemih je lahko ta odstotek
zelo blizu sto, kar v praksi predstavlja le nekaj ur nerazpoložljivosti sistema
v celotnem koledarskem letu, vključno z rednim vzdrževanjem [3].
Zaradi nenehnega razvoja programske opreme prihaja do izdajanja novih
verzij programske opreme, ki vsebujejo nove funkcionalnosti ali popravke. V
arhitekturi mikrostoritev z novo verzijo pridobimo posodobljeno mikrosto-
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ritev, ki jo je potrebno nadgraditi v izvajalnem okolju. Vsaka nadgradnja
predstavlja tveganje, da bomo v obstoječ sistem vnesli nove napake [4], var-
nostne ranljivosti ali porušili obstoječo komunikacijo med povezanimi mikro-
storitvami. Običajne nadgradnje oblačnih aplikacij za kratek čas prekinejo
delovanje storitve, kar vpliva na razpoložljivost aplikacije [5]. Ker v arhitek-
turi mikrostoritev želimo tipično zagotoviti visoko stopnjo razpoložljivosti, je
pomembno, da nadgradnje ne ogrožajo stabilnosti in razpoložljivosti sistema.
1.2 Cilji
Glavni cilj magistrskega dela je definirati in implementirati metodo, ki bo
omogočala nadgradnjo mikrostoritev na način, ki zagotavlja visoko stopnjo
razpoložljivosti, pri tem želimo uporabiti koncept varneǰsih metod [6] nadgra-
dnje. Nadgradnjo mikrostoritev želimo podpreti tako, da bodo med nadgra-
dnjo mikrostoritve zmožne komunicirati z več verzijami druge mikrostoritve,
tudi v primeru, ko bo potrebno med verzijami posodobiti način komunika-
cije. Pri nadgradnji želimo preprečiti čim večji delež napak, do katerih lahko
pride med nadgradnjo, zato želimo uporabiti mehanizme za detekcijo napak
ter dinamično uravnavanje deleža prometa, ki bo usmerjan med različne ver-
zije mikrostoritve. Najprej želimo zasnovati konceptualni načrt nadgradnje
in nadgradnjo avtomatizirati na način, da bo potrebno čim manj nadzora
ter upravljanja nadgradnje. Metodo želimo analizirati v različnih scenari-
jih nadgradnje in primerjati s klasičnim načinom nadgradnje, brez uporabe
konceptov [6] varnih načinov nadgradnje.
1.3 Struktura
V delu bomo najprej predstavili področje oblačnega računalnǐstva, arhitek-
turo mikrostoritev ter njene ključne komponente. Nato bomo pregledali po-
dročje komunikacije med mikrostoritvami, pregledali bomo, kako se mikrosto-
ritve zavedajo preostalih mikrostoritev v okolju, in se dotaknili protokolov za
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komunikacijo med mikrostoritvami ter evolucije aplikacijskih vmesnikov, ki
jih mikrostoritve izpostavljajo. Sledi pregled področja vsebnǐstva in orkestra-
cije vsebnikov ter področje storitvenih mrež. Ko se seznanimo z osnovnimi
pojmi, bomo predstavili področje nadgradenj programske opreme. Opisali
bomo obstoječe prakse nadgradnje programske opreme ter tveganja, ki jih
prinesejo nadgradnje. V četrtem poglavju bomo opisali lastnosti predlagane
metode in predstavili konceptualno zasnovo rešitve. Omenjeno rešitev bomo
eksperimentalno namestili v okolje in jo v različnih scenarijih nadgradnje
evalvirali ter primerjali s klasično metodo nadgradnje.




V zadnjih letih s pojavom računalnǐstva v oblaku in njihovih potencialov
mnoga podjetja razmǐsljajo o migraciji svojih aplikacij v oblak. Kljub moti-
vacijam za selitev aplikacij v oblak večina obstoječih aplikacij od oblaka ne bi
mogla imeti posebnih koristi, če bi bil namen migracije le opustiti obstoječo
arhitekturo in jo nadomestiti z virtualiziranim oblačnim okoljem, ki bi ga
imenovali oblačna aplikacija [7]. Namenske oblačne aplikacije (angl. Cloud-
native applications) so aplikacije, ki so zasnovane za izvajanje v oblaku.
Takšna arhitektura v splošnem vključuje storitveno usmerjene arhitekturne
pristope. To vključuje razgradnjo aplikacije na majhne storitve in neodvisno
namestitev vsake enote v svoj vsebnik (angl. Containter) [8]. Namenske
oblačne aplikacije so tesno povezane s podporo zvezne dostave programske
opreme (angl. Continuous Delivery) ter kulturo DevOps. Zvezna dostava
programske opreme je disciplina, ki na zahtevo omogoča namestitev pro-
gramske opreme v katero koli okolje. Z omogočanjem zvezne dostave po-
stane proces dostave programske opreme avtomatiziran v največji mogoči
meri. DevOps je kultura, ki od samega začetka razvoja poudarja sodelova-
nje med razvijalci in skupinami, ki skrbijo za nameščanje aplikacije. S tem
pohitrimo čas razvoja in prinesemo agilnost v vse faze razvoja programske
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opreme [7].
2.2 Arhitektura mikrostoritev
Identifikacija najprimerneǰse programske arhitekture je vedno pomembna in
zapletena naloga. Dandanes postaja mikrostoritvena arhitektura čedalje bolj
popularna in sprejeta. Med podjetji, ki implementirajo omenjeno arhitek-
turo, so tudi Amazon, Netflix, LinkedIn in mnogi drugi. Mnoga podjetja
še vedno oklevajo, saj ne morejo jasno oceniti prednosti in slabosti, ki jih
arhitektura prinese [9].
Arhitektura mikrostoritev je namenska oblačna arhitektura, katere cilj
je razgraditi sistem v množico majhnih storitev. Vsaka mikrostoritev je
nameščena na potencialno drugačni platformi, razvita z drugačnimi tehno-
logijami ter deluje v svojem procesu. Komunikacija med mikrostoritvami je
omogočena z mehanizmi, kot je arhitektura REST, popularni pa postajajo
tudi drugi protokoli z uporabo asinhrone komunikacije. Vsaka mikrostoritev
tako predstavlja poslovno sposobnost, ki lahko uporablja različne program-
ske jezike in podatkovne zbirke, za njen razvoj je zadolžena majhna ekipa
[1]. Arhitektura mikrostoritev rešuje slabosti monolitne arhitekture, kjer je
aplikacijska logika prisotna znotraj ene namestitvene enote. Za majhne sis-
teme je monolitna arhitektura lahko najprimerneǰsa rešitev, vendar ko sistem
začne rasti, se začnejo pojavljati težave z razumevanjem kode, povečanim
časom nameščanja, skaliranjem obremenjenih enot ter dolgoročno zavezano-
stjo izbrani tehnologiji. Mikrostoritvena arhitektura omogoča lažje horizon-
talno skaliranje, saj lahko v aplikaciji skaliramo le mikrostoritve, ki so bolj
obremenjene, medtem ko v monolitni arhitekturi skaliranje povzroči doda-
tno namestitev aplikacije v celoti, čeprav določene funkcionalnosti niso tako
obremenjene, da bi potrebovale skaliranje. Prav tako mikrostoritvena arhi-
tektura prinaša prednosti, kot so kraǰsi razvojni cikli, lažji in varneǰsi vnos
sprememb v sistem, lažja je refaktorizacija obstoječe kode, lažja uporaba več
različnih tehnologij in bolǰsa razumljivost kode [10]. Arhitektura mikrosto-
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ritev v praksi prinese tudi nekaj slabosti. To je večja kompleksnost sistema,
saj gre za distribuiran sistem, katerega testiranje je težje. Prav tako dodatno
kompleksnost predstavlja komunikacija med mikrostoritvami ter morebitne
distribuirane transakcije [11]. Slika 2.1 prikazuje arhitekturo monolitne apli-
kacije. Na sliki 2.2 je prikazan primer mikrostoritvene arhitekture.
Slika 2.1: Tipična monolitna arhitektura s tremi nivoji [10].
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Slika 2.2: Primer mikrostoritvene arhitekture [10].
2.2.1 Komponente mikrostoritvene arhitekture
Da bi dosegli polno funkcionalnost in vse prednosti mikrostoritvene arhi-
tekture, moramo predvsem zaradi zapletenosti distribuirane arhitekture v




• odpornost na napake,
• robni strežnik.
Konfiguracijski strežnik (angl. Configuration Server)
Predstavlja enega izmed principov zvezne dostave (angl. Continuous Deli-
very) - ločiti izvorno kodo od njene konfiguracije. Omogoča nam spremembo
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konfiguracije aplikacije brez ponovnega nameščanja. Ker mikrostoritvena
arhitektura vsebuje veliko storitev, je namesto ponovnega nameščanja stori-
tev ob spremembi njene konfiguracije bolje, da lahko storitve same pridobijo
ustrezno konfiguracijo iz konfiguracijskega strežnika.
Odkrivanje mikrostoritev (angl. Service Discovery)
V praksi je težko doseči, da bi imela mikrostoritev v določenem času statični
naslov. Razlog za to je postavitev v oblačni sistem, kjer se mikrostoritve
lahko replicirajo ali premeščajo kadarkoli tekom izvajanja in tako pridobijo
različne naslove. Mehanizem odkrivanja mikrostoritev nam omogoča prido-
biti razpoložljive primerke mikrostoritev v izvajanju. Tako za vsako mikro-
storitev iz registra storitev pridobimo naslov in številko vrat, na katerih se
mikrostoritev izvaja. Vsaka mikrostoritev se mora ob zagonu registrirati regi-
stru storitev. Mikrostoritev na sliki 2.3 izvaja odkrivanje preko centralnega
registra storitev. Glede na pridobljene naslove mikrostoritev izvaja ustre-
zno razporejanje zahtevkov med razpoložljivimi primerki in s tem poskrbi za
enakomerno obremenjenost vseh primerkov.
Izenačevalnik obremenitve (angl. Load Balancer)
Za namene prilagodljivosti aplikacije in skaliranja mora biti aplikacija zmožna
izenačevati obremenitev med posameznimi primerki mikrostoritev. Izenačeva-
lnik obremenitve je zadolžen za pridobivanje razpoložljivih primerkov določene
mikrostoritve ter porazporeditev prometa med njimi. Izenačevanje obremeni-
tve lahko dosežemo tudi na odjemalski strani s pomočjo odkrivanja storitev,
v tem primeru moramo v vsako mikrostoritev vključiti implementacijo logike
za odkrivanje mikrostoritev, kot je prikazano na sliki 2.3 [12]. Slika 2.4 pri-
kazuje odkrivanje storitev na strani izenačevalnika obremenitve. Pri tem mi-
krostoritev svoj zahtevek pošlje na izenačevalnik obremenitve, ta pa poskrbi,
da se zahtevek posreduje naprej na ustrezno mikrostoritev. Mikrostoritvi se
pri tem ni potrebno zavedati obstoja več primerkov klicane mikrostoritve.
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Slika 2.3: Odkrivanje storitev s pomočjo registra storitev in porazdelitev
bremena na odjemalčevi strani [12].
Slika 2.4: Odkrivanje storitev s pomočjo registra storitev in izenačevalnika
obremenitve [12].
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Odpornost na napake (angl. Fault Tolerance)
Odpornost na napake mora biti vgrajena v vsako oblačno aplikacijo, še pose-
bej v mikrostoritveno arhitekturo, kjer je prisotnih več med seboj povezanih
mikrostoritev. Ob velikem številu dohodnih zahtev se tudi najzanesljiveǰsim
sistemom zgodi, da se izčrpajo in padejo. Napake v mikrostoritveni arhitek-
turi so neizogibne in jih je potrebno obravnavati previdno in ne ignorirati.
Napaka na kateri koli storitvi lahko povzroči okvaro celotnega sistema, zato
je pomembno uporabiti vzorce odpornosti na napake, kot je prekinjevalec
tokov (angl. Circuit Breaker). Ta skrbi, da ob presegu določenega praga
pojavljanja napak pri klicu na oddaljeno storitev začasno prekine nadaljnje
klice na to storitev ter nato postopoma poskuša vzpostaviti prvotno stanje
in s tem ponovno prepuščati klice. V skupino odpornosti na napake spada
tudi več drugih konceptov [13], kot sta preverjanje vitalnosti mikrostoritve
na izpostavljeni končni točki in ponovno poskušanje ob neuspelem zahtevku.
Robni strežnik (angl. Edge Server)
Robni strežnik je implementacija vzorca aplikacijskega prehoda (angl. API
Gateway) in predstavlja steno za izpostavljanje javnih aplikacijskih vme-
snikov. Ves javni promet je v notranje storitve usmerjen preko robnega
strežnika. Na ta način na odjemalce ne vplivajo spremembe notranje struk-
ture sistema. Prav tako lahko strežnik agregira več klicev na notranje stori-
tve in odjemalcu olaǰsa poznavanje načinov komunikacije s preostalimi stori-
tvami. Robni strežnik lahko skrbi tudi za avtentikacijo zunanjih uporabnikov.
2.2.2 Vzpostavitev sistema zvezne dostave (CI/CD)
Mikrostoritve omogočajo hitre cikle izdaje programske opreme s pomočjo
procesov zvezne integracije in zvezne dostave. To zajema naslednje procese:
[14].
• Zvezna integracija (angl. Continuous Integration - CI ) nam
omogoča, da so spremembe kode pogosto združene v glavno vejo. Po-
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stopki samodejne gradnje in testiranja programske kode nam omogočajo,
da je koda v glavni veji vedno kakovostna.
• Zvezna dostava (angl. Continuous Delivery - CD) nam omogoča,
da so vse spremembe kode, ki preidejo postopek CI, samodejno obja-
vljene v produkcijsko ekvivalentnem okolju. Namestitev v produkcijsko
okolje lahko zahteva ročno odobritev. Cilj je, da je koda vedno pripra-
vljena za uporabo v produkciji.
• Zvezno nameščanje (angl. Continuous Deployment - CD)
zagotavlja, da so spremembe, ki uspešno preidejo preǰsnja dva procesa,
samodejno nameščene v okolje.
V mikrostoritveni arhitekturi se za vsako mikrostoritev vzpostavi svoj
cevovod CI/CD. V tradicionalnih monolitnih aplikacijah je prisoten le en
cevovod, kar pomeni, da je nanj vezan ves razvoj. Z naraščanjem velikosti
monolitne aplikacije naraščata kompleksnost in vzdrževanje, izdajanje no-
vih verzij pa je vse težje. V mikrostoritveni arhitekturi lahko s pristopom
CI/CD vsaka ekipa gradi in namešča storitev neodvisno od preostalih ekip,
morebitne težave na enem izmed cevovodov ne vplivajo na izdajanje drugih
mikrostoritev [14].
2.3 Komunikacija med mikrostoritvami
Ker mikrostoritvena arhitektura velja za distribuiran sistem, se pojavi po-
treba po medsebojnih interakcijah med mikrostoritvami. Mikrostoritev ne
sme neposredno dostopati do podatkovne baze druge mikrostoritve, zato je
potrebna vpeljava mehanizma za medsebojno komunikacijo oziroma izposta-
vljenost aplikacijskega vmesnika (v nadaljevanju vmesnik API) [15]. Tipično
se za komunikacijo uporablja arhitekturni slog REST ali tehnika klica od-
daljene metode (angl. Remote procedure call - RPC ) [16]. RPC ima kore-
nine v začetku gibanja distribuiranih sistemov, ko so ti začeli nadomeščati
sporočanje med procesi s sporočanjem preko omrežja. Strežnik RCP ponuja
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množico metod, ki jih lahko kličejo odjemalci [17]. Arhitektura REST je po-
stala alternativa klasični arhitekturi RPC, njena glavna prednost je enostav-
nost, zato je postala tudi bolj sprejeta [17]. Arhitekturni slog REST je pogo-
sto uporabljen za načrtovanje sodobnih aplikacijskih vmesnikov. Če je aplika-
cijski vmesnik načrtovan skladno z arhitekturnim slogom REST, takšnemu
aplikacijskemu vmesniku pravimo REST API. Če je v storitvi uporabljen
REST API, lahko spletni storitvi pravimo tudi storitev RESTful. REST
API je sestavljen iz množice virov (angl. Resources), kjer vir predstavlja
koncept, na katerega se lahko sklicujemo na podlagi unikatnega identifika-
torja in ga manipuliramo preko enotnega vmesnika [18]. V obeh načinih gre
tipično za sinhron način komunikacije, ki je sestavljen iz zahteve in odgovora
(angl. Request/Response). V tem primeru odjemalec pokliče storitev ter
počaka na odgovor. Mikrostoritve lahko za komunikacijo uporabljajo tudi
asinhron način komunikacije na podlagi dogodkov (angl. Event-based), v
tem primeru storitev le ustvari dogodek in se ne ozira na to, kaj se bo z njim
zgodilo. Uporaba takšne komunikacije ustvari v mikrostoritveni arhitekturi
visoko stopnjo neodvisnosti (angl. Highly decoupled system) [19]. Eden izmed
predstavnikov za podporo asinhrone komunikacije je Apache Kafka [20].
Ker je v mikrostoritveni arhitekturi velik del komunikacije večinoma im-
plementiran z vmesniki REST API [16], se bomo v nadaljevanju navezovali
na omenjen tip implementacije aplikacijskih vmesnikov.
2.4 Aplikacijski vmesniki
Aplikacijski vmesnik (API) definira pogodbo za komunikacijo med odjemal-
cem in strežnikom, ki ponuja operacije nad podanimi viri. Odjemalec lahko
preko aplikacijskega vmesnika ustvari, prebere, posodobi ali izbrǐse vir, ki je
opredeljen v pogodbi [21].
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2.4.1 Evolucija aplikacijskih vmesnikov
Aplikacijski vmesniki se skozi čas razvijajo, kar prinaša nove in izbolǰsane
funkcionalnosti. Nekatere spremembe vira lahko zahtevajo spremembo v po-
godbi, medtem ko druge tega ne zahtevajo. Na primer majhne spremembe v
aplikaciji ne bodo zahtevale spremembe pogodbe, medtem ko bo sprememba
v strukturi vira ali načina komunikacije morda zahtevala posodobitev po-
godbe. Prav tako so nekatere spremembe združljive za nazaj (angl. Back-
ward compatible) in zaradi teh razvijalcem odjemalne aplikacije ni potrebno
spremeniti načina komunikacije. Pri spremembah, ki niso združljive za nazaj,
moramo za API uvesti novo verzijo. To pomeni, da bodo morali odjemalci
prilagoditi način komunikacije z novo verzijo vmesnika. Razvijalci odjemalne
aplikacije bodo tako morali posodobiti kodo oziroma način komunikacije [21].
Odjemalne aplikacije velikokrat nimajo možnosti, da bi za prehodno obdobje
lahko vzporedno uporabljale staro verzijo vmesnika. V tem primeru postane
selitev odjemalcev na novo verzijo vmesnika bolj kritična naloga [22].
2.4.2 Spremembe vmesnika
Sprememba aplikacijskega vmesnika je specifična sprememba dela elementa
vmesnika. Spremembe lahko razvrstimo v prelomne (angl. breaking chan-
ges) ali neprelomne (angl. non-breaking changes). Prelomne spremembe so
spremembe, ki bodo povzročile napake na odjemalski strani (na primer spre-
memba imena metode), medtem ko neprelomne spremembe ne bodo vplivale
na odjemalce (na primer dodajanje nove metode) [22]. V nadaljevanju bomo
našteli nekaj najpogosteǰsih sprememb vmesnika [22, 23].
Neprelomne spremembe
• Dodajanje nove metode. Ob dodajanju nove metode vmesniku API
odjemalci ne bodo prizadeti.
• Dodajanje polja sporočilu zahtevka. Dodajanje polja v zahtevku
je lahko neprelomno, če so odjemalci, ki ne podajo polja v novi verziji,
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obravnavani enako kot v preǰsnji verziji.
• Dodajanje polja v sporočilu odgovora. Odgovor je lahko razširjen
z novim poljem brez vpliva na obstoječe odjemalce, če to ne spremeni
pomena preostalih polj.
Prelomne spremembe
• Odstranitev ali preimenovanje polja ali metode. Če se odjema-
lec sklicuje na nekaj, kar je bilo odstranjeno ali preimenovano, gre za
prelomno spremembo. Koda, ki se bo sklicevala na staro vrednost, bo
povzročila napako.
• Sprememba tipa polja. Tip parametra v vmesniku je spremenjen.
Običajno lahko parameter oblikujemo iz stare vrednosti.
• Sprememba tipa vrnjene vrednosti. Gre za podobno spremembo,
kot je sprememba tipa polja.
• Sprememba v formatu URL. Ob spremembi v formatu URL pov-
zročimo prelomno spremembo za odjemalce, na primer sprememba imena
metode po meri.
2.4.3 Verzioniranje aplikacijskih vmesnikov
Vsaka programska oprema naj bi bila verzionirana. Prav tako obstaja želja
po ohranitvi združljivosti za nazaj. Standardna oblika verzioniranja je sesta-
vljena iz treh delov [24].
• Glavna verzija (angl. Major). Število v glavni verziji se poveča, kadar
spremembe ne ohranjajo združljivosti za nazaj.
• Manǰsa verzija (angl. Minor). Število v manǰsi verziji se poveča, kadar
je dodana nova funkcionalnost, ki podpira združljivost za nazaj.
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• Popravek (angl. Patch). Popravek se poveča, kadar se odpravi pro-
gramski hrošč, ki zagotavlja združljivost za nazaj.
Vsi trije deli verzije se običajno uporabljajo za točno identifikacijo verzije.
Če se ena od verzij spremeni, to pomeni, da je verzija različna. Vendar
ta pristop ni dober za verzioniranje aplikacijskega vmesnika. Če za vsako
manǰso spremembo ali popravek, ki ohranja združljivost za nazaj, uvedemo
novo verzijo vmesnika, to lahko povzroči veliko verzij in težko vzdrževanje
[21]. Dobra praksa pravi, da naj verzija vmesnika ustreza verziji storitve in
ne programski opremi, ki storitev izvaja. Vsaka nova verzija implementacije
storitve ne sme vplivati na verzijo storitve oziroma vmesnika, ki ga storitev
izpostavlja. Novo verzijo vmesnika ustvarimo samo, če pride do spremembe
vmesnika oziroma pogodbe, ki jo uporablja odjemalec [21].
Pri verzioniranju aplikacijskih vmesnikov je potrebno upoštevati nasle-
dnje napotke [21]:
• nova verzija vmesnika ne sme uničiti komunikacije z obstoječimi odje-
malci;
• število glavnih verzij naj bo minimalno;
• izogibanje izdajanja novih verzij, spremembe naj ohranjajo združljivost
za nazaj;
• verzioniranje vmesnika naj ne bo neposredno vezano na verzijo pro-
gramske opreme.
Načini verzioniranja
Obstaja več pristopov k verzioniranju aplikacijskih vmesnikov [21]:
• Verzioniranje na podlagi naslova URL. Verzija API je izposta-
vljena preko naslova URL. V tem primeru je glavna verzija izposta-
vljena kot identifikator verzije vmesnika. Ob spremembi identifikatorja
verzije se predpostavi, da so se vsi viri verzije spremenili, v primeru
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slike 2.5 vir customers. Takšen pristop verzioniranja uporabljajo tudi
podjetja, kot je Google ter mnogi drugi [21]. Prav tako je pogosta
praksa, da v verzijo API dodamo tudi manǰso (angl. Minor) verzijo




Slika 2.5: API z oznakama verzije v1 in v2.
• Verzioniranje z uporabo glave HTTP. S tem pristopom v glavo
zahtevka HTTP podamo verzijo storitve, ki jo želimo klicati. Prednost
tega pristopa je, da verzijo umaknemo iz naslova URL. Druga prednost
pristopa je, da lahko verzijo enostavno prezremo ali tiho nadgradimo,
če odjemalec ne poda nobene ali poda zastarelo verzijo vmesnika API.
Številka verzije se poda v glavo pod oznako Accept ali X-API-Version.
Prav tako ima omenjen pristop nekaj slabosti. Potrebno je upoštevati
scenarije, ki se bodo zgodili, če odjemalec ne poda verzije API, ter
določiti privzeto obnašanje.
• Verzioniranje na podlagi naslova. Naslednji pristop verzioniranja
vmesnika API je uporaba različnega naslova storitve. Na primer prva
verzija vmesnika API je dostopna na naslovu api.service.com, medtem
ko je druga verzija dostopna na naslovu new.service.com. Poleg spre-
membe naslova URL je slabost takšnega pristopa tudi dostop do vira,
saj lahko to zahteva spremembe v varnostnih nastavitvah na strani
odjemalca zaradi spremembe naslova. Prednost takšnega pristopa je,
da lahko popolnoma spremenimo strukturo URI in preusmerimo od-
jemalčeve zahteve na drug strežnik brez potrebe po spremembah na
stareǰsi verziji.
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2.5 Vsebnǐstvo
Z arhitekturo mikrostoritev se število storitev kmalu poveča, prav tako sto-
ritve lahko tečejo v več primerkih, zato njihovo nameščanje s klasično vir-
tualizacijo ni stroškovno učinkovito. Vsebnǐstvo (angl. Containerization)
je nov trend, ki je zelo primeren za mikrostoritve. Z uporabo vsebnikov
(angl. Containers) lahko namestimo primerke storitev z manǰsimi režijskimi
stroški, kot jih ima virtualizacija, ter kljub temu ohranimo izolacijo. Vsebnik
je programska enkapsulacija procesa operacijskega sistema, ki omogoča svoj
zasebni imenski prostor in omejitev računskih virov vključno s pomnilnikom
in procesorsko močjo [25]. Vsebnik omogoča, da v vseh napravah upora-
bljamo natančna okolja in artefakte. Druga velika prednost je prenosnost,
saj jih lahko brez kakršne koli spremembe v kodi ali slikah vsebnikov (angl.
Container Images) namestimo na katero koli okolje, ki podpira vsebnǐstvo.
Docker je orodje za vsebnǐstvo in postaja standard de-facto za vsebnǐstvo. S
posebnimi ukazi Docker v datoteki Dockerfile se zgradi slika, ki vsebuje kodo
mikrostoritve, in jo lahko kasneje namestimo v okolje. Platforma Docker
Hub ponuja repozitorij predpripravljenih slik, ki jih lahko prilagodimo po
svojih potrebah [7]. V procesu CI/CD tako zgradimo tudi vsebnǐsko sliko, ki
vsebuje izvedljivo kodo mikrostoritve, ki je bila zgrajena v preǰsnjih korakih
cevovoda CI/CD.
2.6 Orkestracija vsebnikov
Vsebnǐstvo nam omogoča hitro in enostavno namestitev mikrostoritve v oko-
lje. Vsebniki so dober način za združitev in zagon aplikacij in tudi za izo-
lacijo aplikacij ene od druge. V produkcijskem okolju se pojavi potreba po
upravljanju vsebnikov, prav tako se je potrebno izogniti izpadom. Na pri-
mer, če eden izmed vsebnikov postane neodziven, je potrebno zagnati nov
vsebnik. V takšnih primerih je lažje, če za to poskrbi sistem sam. Zaradi
večjega števila mikrostoritev in izvajanja v več primerkih prihaja do potrebe
po orodju oziroma platformi za orkestracijo vsebnikov [26, 27]. Platforme
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za orkestracijo vsebnikov lahko opǐsemo kot sistem, ki zagotavlja ogrodje za
integracijo in upravljanje vsebnikov. Te platforme poenostavljajo upravlja-
nje vsebnikov in omogočajo ogrodja ne le za določanje začetne namestitve
vsebnikov, ampak tudi za upravljanje več vsebnikov kot enega subjekta - za
namene razpoložljivosti, skaliranja in omrežnega komuniciranja [25]. Obstaja
mnogo platform za orkestracijo vsebnikov, ene najpogosteje uporabljenih so
Kubernetes, Amazon Elastic Container Service, Google Container Engine in
Docker Swarm [25].
2.6.1 Kubernetes
Kubernetes je odprtokodna platforma, katere namen je upravljanje vsebni-
kov. Kubernetes omogoča samodejno nameščanje in skaliranje vsebnikov.
Zagotavlja tudi ponovne zagone vsebnikov, na katerih se je morda zgodila
napaka in niso več stabilni. Te in še mnogo več drugih lastnosti platforme
Kubernetes nam bistveno izbolǰsajo razpoložljivost aplikacije [26].
Gruča Kubernetes je sestavljena iz množice delovnih vozlǐsč, ki izvajajo
vsebnǐske aplikacije. Vsaka gruča ima vsaj eno delovno vozlǐsče. Delovna
vozlǐsča gostijo stroke (angl. Pods). Strok je najmanǰsa namestitvena enota,
ki jo lahko ustvarimo in upravljamo znotraj gruče Kubernetes. Strok je sku-
pina enega ali več vsebnikov, ki si delijo pomnilnǐske in mrežne vire. Vsebniki
znotraj stroka so nameščeni skupaj in tečejo v deljenem kontekstu. Tipično
strokov ni potrebno ustvarjati neposredno. Namesto tega jih ustvarimo z
definiranjem namestitvene enote Kubernetes (angl. Deployment) [28].
Stroki so lahko uporabljeni na dva glavna načina [29]:
• Strok, ki poganja en vsebnik. To je najpogosteǰsi primer uporabe
strokov znotraj platforme Kubernetes. V tem primeru si lahko pred-
stavljamo strok kot ovoj okoli vsebnika; Kubernetes namreč upravlja
stroke in ne neposredno vsebnikov.
• Strok, ki poganja več vsebnikov. Strok lahko enkapsulira aplika-
cijo oziroma storitev, sestavljeno iz več vsebnikov, ki so tesno povezani
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in potrebujejo deljene vire. Primer je vsebnik, ki servira podatke, shra-
njene v skupnem pomnilniku, poleg njega pa je v stroku nameščen še
vsebnik, ki osvežuje podatke v skupnem pomnilniku. V tem primeru
strok predstavlja ovoj okoli teh dveh vsebnikov in pomnilnika v eno
samo enoto.
Glavne lastnosti platforme Kubernetes [27]:
• Odkrivanje storitev in razporejanje bremena (angl. Service discovery
and load balancing). Kubernetes lahko izpostavi vsebnik (strok) preko
imena DNS ali z dodelitvijo lastnega naslova IP. Če je omrežni promet
do vsebnika velik, lahko Kubernetes promet razporeja med vsebniki,
vsebnike lahko tudi replicira.
• Orkestracija shranjevanja (angl. Storage orchestration). Kubernetes
omogoča avtomatsko nameščanje shranjevalnega sistema po lastni iz-
biri, kot je lokalno ali oblačno shranjevanje.
• Samodejno uvajanje in vračanje v preǰsnje stanje (angl. Automated
rollouts and rollbacks). Platforma Kubernetes omogoča nadgradnjo
aplikacij z opisom želenega stanja. Ko posodobimo konfiguracijo na-
mestitev, Kubernetes poskuša samodejno realizirati želeno stanje, tako
da k obstoječi namestitvi ustvari nove vsebnike ter ob uspešni posodo-
bitvi novega vsebnika odstrani stari vsebnik.
• Samodejno pakiranje (angl. Automatic bin packing). Platformi Ku-
bernetes nudimo gručo vozlǐsč, ki jih uporablja za izvajanje vsebnǐskih
opravil. Ob namestitvi vsebnikov Kubernetesu povemo, koliko virov
vsak vsebnik potrebuje za izvajanje, kar platforma Kubernetes upo-
rabi za razvrščanje vsebnikov na vozlǐsča. Pri razvrščanju Kubernetes
poskrbi za čim enakomerneǰso obremenitev med vozlǐsči.
• Samodejno zdravljenje (angl. Self-healing). Kubernetes znova zažene
vsebnike, ki povzročajo napake ali pa so neodzivni. Mikrostoritev zno-
traj vsebnika lahko na standardno določenem naslovu vrača podatke
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o svoji vitalnosti. Kubernetes periodično izvaja preverjanje vitalnosti
(angl. Health checks) in na podlagi teh podatkov znova zažene vseb-
nike, ki se ne odzivajo oziroma vrnejo status nevitalne storitve.
• Upravljanje konfiguracije in skrivnosti (angl. Secret and configura-
tion management). Kubernetes omogoča shranjevanje in upravljanje
občutljivih informacij, kot so gesla, avtentikacijski žetoni in drugi ključi.
Konfiguracijo in skrivnosti lahko namestimo in posodobimo brez po-
novne gradnje vsebnǐskih slik in brez potrebe po izpostavljanju skriv-
nosti v konfiguraciji storitev.
Viri Kubernetes
Vire Kubernetes uporabljamo za predstavitev stanja gruče. Vir Kubernetes
je zapis “namere”. Ko enkrat ustvarimo vir, bo Kubernetes nenehno delal
za to, da bo vir obstajal. Z ustvarjanjem vira sistemu povemo, v kakšnem
stanju želimo videti gručo. Za delo z viri Kubernetes (ustvarjanje, urejanje,
brisanje) moramo uporabiti vmesnik Kubernetes API. To si lahko olaǰsamo
z uporabo ukazov orodja kubectl, ki ga ponuja Kubernetes. Omenjeni ukazi
bodo izvedli ustrezne klice na vmesnik Kubernetes API. Vire Kubernetes
definiramo s sintakso YAML. Zahtevana polja so naslednja [30]:
• apiVersion - katero verzijo vmesnika Kubernetes API bomo uporabili
za ustvarjanje vira;
• kind - kateri tip vira želimo ustvariti;
• metadata - podatki, s katerimi lahko unikatno identificiramo vir, vključno
z imenom, enoličnim identifikatorjem UID in opcijskim imenskim pro-
storom;
• spec - opǐsemo stanje, ki ga želimo za želeni vir; format polja spec je
različen glede na tip vira, ki ga želimo ustvariti, prav tako vsebuje
gnezdena polja, ki so odvisna od tipa vira.
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Viri Kubernetes po meri
Vir po meri (angl. Custom Resource) je razširitev vmesnika Kubernetes
API, ki ni nujno na voljo v privzeti namestitvi Kubernetes. Predstavlja
prilagoditev določene namestitve gruče Kubernetes. Definiranje vira po
meri (angl. Custom Resource Definition) ustvari nov vir z imenom in
shemo, ki ju določimo. Vir po meri se po namestitvi obnaša enako
kot standardni viri Kubernetes, do njih lahko dostopamo preko ukazov
orodja kubectl [30].
Za lažje razumevanje tematik v nadaljevanju bomo predstavili nekaj glav-
nih virov, ki jih ponuja platforma Kubernetes [30]:
• Namestitev Kubernetes (angl. Deployment). Z definiranjem na-
mestitve Kubernetes opǐsemo želeno stanje na platformi. Pomembneǰsi
atributi, ki jih definiramo v namestitvi, so želeno število strokov v iz-
vajanju, ime in slika vsebnika ter vrata, na katerih je storitev vsebnika
izpostavljena. Stroke, ki pripadajo namestitvi, tipično tudi označimo,
da se lahko nanje sklicujemo ob definiranju storitve Kubernetes. Upra-
vljalnik namestitve (angl. Deployment Controller) spremeni dejansko
stanje gruče v želeno stanje.
• Replikator (angl. ReplicaSet). Replikator zagotavlja, da se v
določenem trenutku izvaja točno določeno število replik strokov. Na-
mestitev Kubernetes je koncept na vǐsjem nivoju, ki upravlja replika-
tor. Priporočena je uporaba namestitve Kubernetes namesto uporabe
replikatorja.
• Storitev Kubernetes (angl. Service). Storitev je abstrakten način
izpostavitve aplikacije, ki se nad množico strokov izvaja kot omrežna
storitev. Množico strokov, nad katerimi se storitev izvaja, določimo
s kriterijem glede na označbe strokov. Te označbe, kot omenjeno, so
definirane ob ustvarjanju namestitve Kubernetes. Z uporabo platforme
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Kubernetes ni potrebe po podpori aplikacije za namen uporabe meha-
nizma odkrivanja storitev. Kubernetes dodeli strokom lastni naslov IP
in eno samo ime DNS, prav tako med stroki sam izvaja izenačevanje
obremenitve (angl. load balancing).
Na sliki 2.6 je prikazan primer enostavne namestitve v okolju Kubernetes.
Slika prikazuje dve namestitvi Kubernetes, vsaka namestitev gosti stroke.
Prav tako je pred vsako namestitev Kubernetes nameščena storitev Kuber-
netes, ki stroke izpostavlja.
Slika 2.6: Primer namestitve znotraj platforme Kubernetes [30].
2.6.2 Nadgradnje v okolju Kubernetes
Kubernetes omogoča, da nadgradimo stroke v obstoječih namestitvah. Takšen
primer je primer posodobitve slike vsebnika v stroku, kar tipično predstavlja
novo verzijo mikrostoritve. Posodobitev strokov znotraj namestitve lahko
poteka v dveh različnih načinih. Prvi način je ciklična nadgradnja (angl.
Rolling update). V tem primeru zamenjava strokov poteka postopoma, kar
pomeni, da se lahko sočasno izvajajo različne verzije strokov, dokler niso za-
menjani vsi stroki. Drugi način je ponovno ustvarjanje (angl. Recreate), v
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tem primeru so stari stroki ukinjeni in nadomeščenimi z novimi. Privzeto je
za namestitev določen način ciklične nadgradnje [30].
2.7 Storitvene mreže
Storitvene mreže (angl. service mesh) omogočajo nadzor nad tem, kako si
različni deli aplikacije med sabo delijo podatke. Za razliko od drugih sistemov
za upravljanje te komunikacije je storitvena mreža namenska infrastrukturna
plast, ki je vgrajena v aplikacijo. Ta plast nam omogoča nadzor, kako dobro
medsebojno delujejo različni deli aplikacije, zato je lažje optimizirati komu-
nikacijo in se izogniti izpadom, ko aplikacija raste.
Vsak del aplikacije, imenovan storitev (angl. service), se opira na druge
storitve, da uporabnikom omogoči, kar želijo. Če želi uporabnik spletne
trgovine opraviti nakup, mora vedeti, ali je izdelek na zalogi. Tako mora
storitev, ki uporabniku prikazuje izdelke, komunicirati s storitvijo, ki v bazi
preveri zalogo izdelka. Prav tako lahko dodamo novo storitev, ki bo upo-
rabnikom priporočala izdelke, tudi ta bo komunicirala s storitvijo za izdelke.
Ugotovimo lahko, da v aplikaciji potrebujemo množico storitev, ki med sabo
potrebujejo komunikacijo.
Moderne aplikacije so tipično razvite v majhne storitve (mikrostoritve),
pri katerih vsaka opravlja specifično poslovno nalogo. Zaradi te razkroplje-
nosti se pojavi zahteva po komunikaciji med storitvami. Mikrostoritveno ar-
hitekturo omogoča komunikacija storitev - storitev (angl. Service-to-service
communication). Takšna komunikacija je lahko kodirana neposredno v vsako
storitev brez storitvene mreže, vendar ko število integracij narašča, narašča
tudi kompleksnost in obvladljivost teh integracij. Storitvena mreža lahko v
tem primeru postane zelo koristna, saj logika za upravljanje komunikacije ni
skrita v storitvah, ampak za to skrbi storitvena mreža. Za oblačne aplika-
cije, zgrajene v mikrostoritveni arhitekturi, je storitvena mreža način, kako
povezati veliko količino majhnih storitev v funkcionalno aplikacijo [31].
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2.7.1 Koncept storitvene mreže
Storitvena mreža prevzame logiko komunikacije med storitvami izven posa-
meznih storitev in jo prevzame na plast infrastrukture. S tem ne predstavlja
nove funkcionalnosti v izvajalnem okolju aplikacije. V ta namen je stori-
tvena mreža vgrajena v aplikacijo kot množica omrežnih posrednikov (angl.
proxies). Zahtevki med mikrostoritvami se usmerjajo preko posrednikov v
lastni infrastrukturni plasti. Zaradi omenjenega se posamezni posredniki, ki
sestavljajo storitveno mrežo, imenujejo stranski vsebniki (angl. sidecars) [31].
Slika 2.7 prikazuje stranske posrednǐske vsebnike, ki skupaj tvorijo storitveno
mrežo.
Brez storitvene mreže je potrebno vsako mikrostoritev implementirati z
logiko za upravljanje komunikacije med storitvami, kar pomeni, da so raz-
vijalci manj osredotočeni na poslovne cilje. Pomeni tudi, da je napake v
komunikaciji težje diagnosticirati, ker je logika, ki ureja medstoritveno ko-
munikacijo, skrita znotraj vsake storitve [31]. Vsaka nova storitev, dodana v
aplikacijo, ali nov primerek obstoječe storitve, ki se izvaja v vsebniku, zaplete
komunikacijsko okolje in uvede nove možnosti za morebitne napake. Znotraj
zapletene arhitekture mikrostoritev lahko odpravljanje komunikacijskih težav
brez storitvene mreže postane zelo težavno [31].
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Slika 2.7: Stranski posrednǐski vsebnik v stroku poleg mikrostoritve, ki
posreduje zahtevke do drugih posrednikov, skupaj ti stranski posrednǐski
vsebniki tvorijo storitveno mrežo [31].
2.8 Storitvena mreža Istio
Istio je odprtokodni projekt, ki ga soustvarjajo Google, IBM in Lyft. Istio
omogoča povezovanje, varnost in spremljanje mikrostoritev. Vključuje tudi
prispevke podjetij, kot so VMware, Cisco, Huawei in drugih. Istio je zgra-
jen na temeljih odprtokodnih projektov, kot so Envoy, Kubernetes, Jaeger
in Prometheus. Storitvena mreža Istio deluje nad platformo za orkestracijo
vsebnikov. Istio je uradno del storitvenih mrež, ki jih priznava fundacija
CNCF (angl. Cloud native computing foundation) [32], prav tako Istio po-
staja zelo priljubljen zaradi veliko funkcionalnosti in velike skupnosti, ki pro-
jekt hitro soustvarja [33]. Fundacija CNCF uradno priznava tudi nekatere
druge storitvene mreže, kot so Linkerd, Consul in Meshery.
2.8.1 Arhitektura Istio
Na najvǐsji ravni Istio sestavljata podatkovna ravnina (angl. data plane) ter
kontrolna ravnina (angl. control plane), prikazano na sliki 2.8. Podatkovna
ravnina je sestavljena iz posrednǐskih strežnikov Envoy, ki tečejo v istem
omrežnem prostoru kot vsaka izmed storitev. Posredniki Envoy skrbijo za
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Slika 2.8: Arhitektura storitvene mreže Istio [34].
nadzor vseh omrežnih komunikacij med storitvami. Kontrolna ravnina je
odgovorna za aplikacijske vmesnike, ki omogočajo konfiguracijo posrednikov
Envoy. Ključne komponente kontrolne ravnine so Pilot, Citadel ter Galley.
Te bomo opisali v nadaljevanju [32].
Envoy
Istio uporablja posrednǐski strežnik Envoy kot stranski vsebnik in prehod
(angl. gateway). Posrednǐski strežnik Envoy je bil razvit za razširjanje, zato
Istio uporablja razširjeno verzijo posrednǐskega strežnika Envoy. Znotraj
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okolja Kubernetes je Envoy nameščen kot ločen stranski vsebnik ob vsaki
storitvi znotraj ene namestitvene enote (stroka). Ves promet, ki vstopa v in
iz stroka storitve, je konfiguriran tako, da teče skozi posrednǐski strežnik En-
voy. Slednje storitveni mreži Istio omogoča enotno točko za pridobivanje me-
trik, kontrolo prometa, nadzor politik dostopa ter enkripcijo prometa. Istio
prav tako uporablja mnoge vgrajene funkcionalnosti posrednǐskega strežnika
Envoy, kot so izenačevanje obremenitve, prekinjevalec tokov, spremljanje vi-
talnosti storitev in veliko drugih [32].
Pilot
Pilot je ključna komponenta, ki konfigurira posrednǐske strežnike Envoy. Ta
pretvori sintakso konfiguracije storitvene mreže Istio v specifično sintakso,
razumljivo posrednǐskemu strežniku Envoy. Ta konfiguracija je nato raz-
množena na vse posrednǐske vmesnike, ki so prisotni kot stranski vsebniki
storitev. Pilot je odgovoren za odkrivanje storitev znotraj storitvene mreže.
Da lahko Pilot zagotovi odkrivanje storitev, abstrahira specifično implemen-
tacijo platforme za odkrivanje storitev in jo pretvori v standarden format, ki
je razumljiv aplikacijskemu vmesniku posrednǐskega strežnika Envoy (angl.
Envoy data plane API ). Pilot je prav tako namenjen za upravljanje pro-
meta in funkcionalnosti za odpornost sistema, kot so prekinjevalci tokov in
ponovno poskušanje ob neuspelih zahtevkih [32].
Citadel
Citadel znotraj storitvene mreže omogoča kritične varnostne zmogljivosti.
Njegova glavna naloga je upravljanje certifikatov in zagotavljanje avtenti-
kacije med storitvami ter končnimi uporabniki. Z njegovo uporabo lahko
znotraj storitvene mreže nadgradimo komunikacijo med storitvami iz pro-
stega besedila do popolno enkriptiranih podatkov z uporabo avtentikacije in
avtorizacije mTLS [32].
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Galley
Galley upravlja konfiguracijo storitvene mreže Istio. Galley konfiguracijo
preveri, prevzame, obdela in jo distribuira v preostale storitve kontrolne rav-
nine. Galley izolira preostale komponente storitvene mreže Istio o načinu
pridobivanja podatkov spodaj ležeče platforme, kot je Kubernetes [32].
2.9 Upravljanje prometa s storitveno mrežo
Istio
Istio ponuja pravila za usmerjanje prometa, ki nam omogočajo preprost nad-
zor pretoka prometa in klicev API med storitvami. Za usmerjanje prometa
storitve znotraj mreže mora Istio vedeti, kje so naše končne točke (angl.
endpoints) in katerim storitvam pripadajo. Za izpolnitev lastnega registra
storitev se Istio poveže s sistemom za odkrivanje storitev. Na primer, če se
Istio namesti na okolje Kubernetes, Istio samodejno zazna storitve in končne
točke. Z uporabo lastnega registra storitev lahko tako posredniki Envoy
usmerijo promet k ustreznim storitvam. Ker se mikrostoritve tipično izva-
jajo v več primerkih, posrednik Envoy razporeja promet med storitvami po
principu kroženja (angl. round-robin), kjer se zahtevki pošiljajo zaporedoma
med storitvami. Ko so bili zahtevki poslani na vse storitve, se krog ponovi.
Istio nam s tem zagotovi delujočo storitveno mrežo, vendar pa Istio omogoča
še veliko drugih načinov usmerjanja prometa. V mnogih primerih potrebu-
jemo bolj natančen nadzor nad dogajanjem z mrežnim prometom, prav tako
v nekaterih primerih želimo usmerjanje prilagoditi svojim potrebam. Tako
kot druge konfiguracije Istio je tudi vmesnik API za upravljanje prometa
določen z uporabo definicij virov Kubernetes po meri (CRD) [35].
2.9.1 Virtualna storitev (angl. Virtual service)
Virtualne storitve so skupaj s ciljnimi pravili (angl. Destination rules) ključni
sestavni deli usmerjanja prometa znotraj storitvene mreže Istio. Virtualna
30 POGLAVJE 2. PREGLED PODROČJA
storitev nam omogoča, da konfiguriramo usmerjanje zahtev do storitev zno-
traj storitvene mreže. Virtualne storitve igrajo ključno vlogo pri zagotavlja-
nju prilagodljivosti, ki jo omogoča Istio. To omogočajo z razčlenitvijo izvora,
kjer odjemalci zahtevek pošljejo, in ponora, kjer je zahtevek obdelan. Vir-
tualne storitve omogočajo bogat način določanja različnih pravil usmerjanja
prometa. S pravili usmerjanja posrednǐskemu strežniku Envoy povemo, kako
promet virtualne storitve pošiljati na ustrezne cilje. Cilji so lahko iste ali
popolnoma različne storitve [35].
2.9.2 Ciljno pravilo (angl. Destination rule)
Kot omenjeno, se ciljna pravila uporabljajo skupaj z virtualnimi storitvami.
Za lažjo interpretacijo si lahko predstavljamo virtualne storitve kot način
usmerjanja prometa do podanega ponora. Z uporabo ciljnih pravil določimo,
kaj se zgodi s prometom za podani ponor. Ciljna pravila uporabljamo za
poimenovanje podmnožic storitev, kot je združevanje vseh primerkov dane
storitve glede na verzijo [35].
2.9.3 Prehod (angl. Gateway)
Prehod uporabljamo za upravljanje vhodnega in odhodnega prometa sto-
ritvene mreže. Tako lahko določimo, kateri promet v storitveno mrežo je
dovoljen in kateri ne. Konfiguracija prehoda je podana samostojnim posre-
dnǐskim strežnikom Envoy, ki tečejo na robu storitvene mreže, in ne stranskim
vsebnikom Envoy, ki tečejo poleg storitev. Prehodi se uporabljajo predvsem
za upravljanje vhodnega prometa, lahko pa konfiguriramo tudi izhodni pro-
met. Prehod Egress omogoča konfiguracijo namenskega izhodnega vozlǐsča,
preko katerega promet zapušča storitveno mrežo, tako lahko omejimo, katere
storitve lahko dostopajo do zunanjih omrežij [35]. Istio ponuja uporabo vna-
prej pripravljenih prehodov za vhodni (prehod Ingress) in odhodni (prehod
Egress) promet.
V tem poglavju smo se seznanili z arhitekturo mikrostoritev in njenimi
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ključnimi komponentami. Predstavili smo način komunikacije med mikro-
storitvami ter potrebo po prilagoditvi komunikacije zaradi sprememb v vme-
sniku API. Spoznali smo tudi načine za verzioniranje vmesnika. V nada-
ljevanju smo se seznanili z nameščanjem mikrostoritev s pomočjo vsebnikov
ter spoznali orodje za orkestracijo vsebnikov Kubernetes. Seznanili smo se z
vlogo storitvenih mrež in podrobneje predstavili storitveno mrežo Istio.




3.1 Nadgradnja programske opreme
Razvoj programske opreme poteka kot vrsta sprememb v programski kodi.
Prej ali slej se pojavi potreba po nadgradnji programske opreme. Pri novih
projektih v začetni fazi teh sprememb še ni veliko, vendar se pri večini projek-
tov pojavi potreba po postopnih spremembah v obstoječi kodi. Razvijalci v
kodo spremembe vpeljejo iz različnih razlogov, kot so dodajanje novih funk-
cionalnosti, reševanje napak, izbolǰsanje učinkovitosti in zanesljivosti. Vsaka
sprememba v kodi s sabo prinaša tveganje za napake. Z izvedbo nadgra-
dnje ne želimo, da uporabniki ne bi bili zmožni dostopati do sistema oziroma
bi bil dostop omejen zaradi napak v novi verziji programske opreme, sploh
ko gre za kritične sisteme in sisteme, ki zagotavljajo visoko razpoložljivost.
Zmanǰsevanje števila napak v programski opremi je eden najzahtevneǰsih
problemov pri njenem razvoju. Še posebej je zahteven, kadar potrebujemo
hitro dostavo delujoče programske opreme v izvajalno okolje [36]. Pri uvaja-
nju sprememb v produkcijsko okolje vedno obstaja določeno tveganje. Tudi
če je sistem temeljito testiran, lahko v produkcijskem okolju pride do napak,
zato nikoli ne moremo trditi, da bodo testi ujeli vse pomanjkljivosti [6]. Pri
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34 POGLAVJE 3. NAČINI NADGRADNJE PROGRAMSKE OPREME
nadgradnji želimo minimizirati tveganja, ki bi negativno vplivala na delova-
nje sistema. Obstajata dva vidika tveganj, in sicer verjetnost, da pride do
napake, ter vpliv napake. Verjetnost napake lahko zmanǰsamo s testiranjem,
medtem ko lahko vpliv zmanǰsamo s postopnim uvajanjem nove verzije in
testiranjem le na določeni podmnožici uporabnikov [37]. V tem poglavju
bomo predstavili različne strategije nadgradnje programske opreme. Pred-
stavili bomo klasičen način nadgradnje ter načine postopne oziroma varneǰse
nadgradnje.
3.1.1 Vračanje v preǰsnje stanje in nameščanje s kon-
stantno razpoložljivostjo
Ključnega pomena je, da lahko hitro umaknemo novo namestitev, če gre
kaj narobe. Odpravljanje napak v produkcijskem okolju ni zaželeno, prav
tako bodo prizadeti uporabniki aplikacije. Zato je potrebno imeti način, da
se lahko vrnemo v stanje pred namestitvijo in mirneje odpravimo težavo.
Napredneǰsi metodi, ki omogočata vračanje v preǰsnje stanje, sta modro-
zelena namestitev (angl. Blue-green deployment) ter progresivna nadgradnja
(angl. Canary release). Z njima lahko dosegamo nameščanje nove verzije s
konstantno razpoložljivostjo [38].
3.2 Klasična nadgradnja
Klasična nadgradnja predstavlja najbolj naravno nadgradnjo. Ko je rešitev
razvita in testirana, v celoti nadomesti preǰsnjo verzijo. Takšen način ima več
pomanjkljivosti. Predpostavlja namreč, da je večino potencialnih napak moč
odkriti s testiranjem. Zaradi razlik med izvajalnimi okolji ter odvisnostmi
med storitvami bo v večjih sistemih tipično prej ali slej prǐslo do težave, ki se
bo odkrila šele ob namestitvi programske opreme v produkcijsko okolje ali se
bo odkrila po določenem času izvajanja v produkcijskem okolju. Prav tako
obstaja tveganje napak ob spremembah kode na več delih. V takšnih primerih
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se nam lahko vse te napake pojavijo v istem času. Pri večjih nadgradnjah
obstaja tudi večja možnost napake človeškega dejavnika. [37].
Glavne pomanjkljivosti klasične nadgradnje [37]:
• Kompleksnost. Klasična nadgradnja zahteva koordinacijo več ljudi ter
usklajevanje medsebojno povezanih storitev, obstaja veliko prostora za
človeško napako.
• Poraba časa. Tipično se za klasično nadgradnjo porabi več časa, kot je
bilo sprva načrtovano, prav tako lahko pride do dalǰsih izpadov storitve,
ko uporabniki ne morejo dostopati do sistema.
• Oteženo odpravljanje napak. Z več medsebojno povezanimi storitvami,
ki so se spremenile hkrati z infrastrukturo (medsebojnimi povezavami),
je izredno težko natančno določiti vir napak.
• Velik vpliv. Namestitev vsega za vse pomeni, da bo potencialna napaka
vplivala na vse uporabnike sistema.
• Dolg cikel. Po končanem razvoju je potrebno celotno testiranje, kar
zahteva veliko časa. Ta čas nove spremembe in popravki ne morejo
priti v produkcijsko okolje.
3.3 Modro-zelena namestitev
Modro-zelena namestitev je ena najmočneǰsih tehnik, ki jo poznamo pri upra-
vljanju novih izdaj programske opreme. Ideja je imeti hkrati nameščeni obe
verziji programske opreme, in sicer staro verzijo ter novo verzijo, vendar v
nekem trenutku le ena od njiju prejema promet. Z modro-zeleno namestitvijo
lahko ločimo namestitev nove verzije od dejanske uporabe v okolju. Za im-
plementacijo modro-zelene namestitve potrebujemo usmerjevalnik prometa,
preko katerega potuje ves promet, ta v vsakem trenutku ve, na katero ver-
zijo mora usmeriti promet, bodisi na modro ali zeleno [19]. Modro-zelena
namestitev poteka tako, da najprej ob bok stari verziji (modri) namestimo
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Slika 3.1: Modro-zelena namestitev [39].
novo verzijo (zeleno), prikazano na sliki 3.1. V začetni fazi promet preko
usmerjevalnika prometa poteka na staro verzijo, vendar lahko v katerem koli
trenutku ves promet preusmerimo na novo (zeleno) verzijo. Ob težavah na
zeleni verziji lahko promet ponovno preusmerimo nazaj na modro verzijo.
3.4 Progresivna nadgradnja (angl. Canary
release)
V splošnem je najenostavneǰsa predpostavka, da imamo na produkcijskem
okolju nameščeno le eno verzijo določene storitve. Na ta način je lažje upra-
vljati morebitne napake in infrastrukturo. Kot omenjeno, se tudi pri temelji-
tem testiranju lahko v produkcijskem okolju pojavijo nepričakovane napake.
Če gre za zelo veliko produkcijsko okolje, je praktično nemogoče ustvariti
smiselno testno okolje za preizkušanje zmogljivosti same aplikacije. Ob nad-
gradnji storitve si ne želimo, da bi se nova verzija izkazala za slabo. Te izzive
rešuje progresivna nadgradnja. Progresivna nadgradnja vključuje uvajanje
nove verzije na določeni podmnožici uporabnikov. Tako se hitro izkaže, ali je
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pri uvajanju nove verzije prǐslo do težav, pri tem so prizadeti le tisti uporab-
niki, ki so bili usmerjeni na novo verzijo. S tem zmanǰsamo vpliv potencialnih
težav pri nadgradnji [38].
Tudi pri progresivni nadgradnji je potrebno najprej namestiti novo ver-
zijo, šele nato lahko začnemo postopno usmerjati promet nanjo. Usmerjanje
na novo verzijo lahko določimo tudi samo posebni skupini uporabnikov. Pri-
mer progresivne nadgradnje je prikazan na sliki 3.2
Slika 3.2: Progresivna nadgradnja [38].
Prednosti progresivne nadgradnje:
• Omogoča enostavno vračanje v preǰsnje stanje. Za vrnitev v preǰsnje
stanje prenehamo usmerjati na novo verzijo.
• Postopoma lahko preverimo, ali aplikacija izpolnjuje zahteve glede zmo-
gljivost. To preverimo tako, da počasi usmerjamo vse več uporabnikov
na novo verzijo, pri tem merimo odzivne čase ter spremljamo metrike,
kot so poraba procesorja, pomnilnika in podobno.
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Pomembno je, da poskušamo v produkcijskem okolju vzdrževati čim manj
verzij, najbolje, če se omejimo le na dve verziji, saj je vzdrževanje večjega




V preǰsnjih poglavjih smo se seznanili s področjem mikrostoritvene arhitek-
ture in njenih ključnih komponent. Prav tako smo pregledali različne pristope
k nadgradnji programske opreme. V tem poglavju se bomo navezali na nad-
gradnjo oblačne aplikacije, sestavljene iz množice mikrostoritev. Posamezne
mikrostoritve želimo nadgraditi tako, da bo aplikacija kot celota zagotavljala
visoko razpoložljivost. Metodo bomo implementirali po principu progresivne
nadgradnje, saj z njo lahko pokrijemo tudi scenarij modro-zelene namesti-
tve. V tem poglavju bomo postavili zahteve, ki jih mora izpolniti predlagana
metoda za postopno nadgradnjo.
4.1 Lastnosti predlagane metode za postopno
nadgradnjo
4.1.1 Izvajanje več verzij mikrostoritve v okolju
Kot smo se seznanili v preǰsnjem poglavju, potrebujemo za progresivno nad-
gradnjo vzporedno ob stari verziji nameščeno tudi novo verzijo storitve. To
je prvi pogoj, da bomo lahko začeli pošiljati zahtevke na novo verzijo. Z
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namestitvijo nove verzije ne smemo vplivati na razpoložljivost sistema, kar
pomeni, da ob namestitvi nove verzije ne želimo, da bi bili zahtevki usmer-
jeni na novo verzijo. Prav tako ne želimo, da bi nova verzija na kakršen koli
način vplivala na trenutno stabilno verzijo.
4.1.2 Uravnavanje deleža prometa med različnimi ver-
zijami mikrostoritve
Da bo promet ustrezno usmerjen na pravo verzijo mikrostoritve, potrebujemo
ustrezen način odkrivanja storitev. Če se odločimo za odkrivanje storitev na
odjemalčevi strani, mora odjemalska mikrostoritev implementirati logiko, ki
bo poskrbela za ustrezno odkrivanje storitev in odkrivanje ustreznih novo
nameščenih verzij storitve. Prav tako mora odjemalec implementirati logiko,
ki bo ustrezno uravnavala delež prometa med verzijami. Ob odkrivanju sto-
ritev na strani izenačevalnika obremenitve mora ta poskrbeti za ustrezno
posredovanje zahtevkov med nameščenimi verzijami, na strani odjemalca v
tem primeru ni potrebe po spremembah.
4.1.3 Podpora klica odjemalske mikrostoritve na različne
nezdružljive verzije druge mikrostoritve
Če nova verzija nameščene mikrostoritve vsebuje popravke, ki ne vsebujejo
sprememb aplikacijskega vmesnika ali pa so te spremembe združljive za nazaj,
takšne spremembe ne bodo predstavljale večjih težav pri podpori klica na
novo verzijo storitve. Tipičen primer nove verzije brez takšnih sprememb so
razni manǰsi popravki, ki ne posegajo v spremembe aplikacijskega vmesnika
ali pa v aplikacijskem vmesniku uvedejo spremembe, ki so združljive za nazaj.
Če gre za večjo spremembo, ki posega v strukturo aplikacijskega vmesnika
na način, da ni več združljiv za nazaj, bo ob klicu storitve prǐslo do napake
v komunikaciji. V takšnih primerih se mora odjemalska storitev ob klicu
druge storitve zavedati, na kakšen način je potrebno določeno verzijo storitve
klicati.
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4.1.4 Postopen in samodejni prehod iz stare verzije na
novo verzijo mikrostoritve
Ob uvajanju nove verzije mikrostoritve želimo, da je prehod nanjo postopen,
po istem principu, kot smo to spoznali pri metodi progresivne nadgradnje.
Najprej želimo na novo verzijo storitve usmeriti le določen delež prometa,
ki bo razmeroma majhen, saj tako ob morebitnih težavah na novi verziji ne
bo prizadetih veliko uporabnikov. Prav tako želimo spremljati ali pri klicih
na novo verzijo prihaja do napak. Če se po določenem času uvajanja izkaže,
da ne prihaja do napak, bomo delež prometa povečevali. To bomo izvajali
tako dolgo, dokler se vsi zahtevki ne bodo posredovali na novo verzijo. Če ob
prehodu na novo verzijo opazimo pojavljanje napak, želimo, da se ponovno
vzpostavi prvotno stanje pred nadgradnjo, torej vsi zahtevki so posredovani
nazaj na staro verzijo. Mehanizem prehoda na novo verzijo, zaznavanja
napak ter vračanja na staro verzijo želimo avtomatizirati.
4.2 Konceptualna zasnova rešitve
Rešitev želimo zasnovati tako, da bo podpirala zgornje scenarije. Ker bomo
imeli opravka z več verzijami iste mikrostoritve, usmerjanjem ter progresivno
nadgradnjo, bomo konceptualno zasnovo rešitve prikazali po korakih.
4.2.1 Namestitev več verzij iste mikrostoritve
Najprej bomo naslovili namestitev več verzij mikrostoritve v okolje. Vsako
verzijo mikrostoritve želimo izvajati v poljubnem številu primerkov. Delež
prometa, ki bo usmerjen na določeno verzijo, je lahko poljubno velik in zah-
teva poljubno število primerkov mikrostoritve v izvajanju. Zato bomo pred
vsako množico enakih verzij mikrostoritve postavili izenačevalnik obreme-
nitve, ki bo skrbel za ustrezno in enakomerno posredovanje zahtevkov med
posameznimi primerki mikrostoritev. S takšno namestitvijo omogočimo izva-
janje več verzij v okolju, ohranimo zmožnost izenačevanja obremenitve med
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posameznimi primerki in omogočimo izvajanje mikrostoritev v poljubnem
številu primerkov. Namestitev več verzij iste mikrostoritve je prikazana na
sliki 4.1.
Slika 4.1: Namestitev več verzij iste mikrostoritve. Število primerkov posa-
mezne verzije je poljubno, pred vsako množico primerkov posamezne verzije
mikrostoritve je nameščen izenačevalnik obremenitve.
4.2.2 Usmerjanje med različnimi verzijami mikrostori-
tve
Naslednji korak je usmerjanje med različnimi verzijami mikrostoritve in skri-
vanje implementacije usmerjanja. Ob klicu odjemalca na mikrostoritev želimo
podati enotno vstopno točko ne glede na to, na katero verzijo mikrostoritve
bo kasneje odjemalec usmerjen. V shemo bomo dodali nov usmerjevalnik,
ki bo sposoben usmerjati promet med izenačevalniki obremenitve različnih
verzij mikrostoritev. Z usmerjevalnikom, ki je prikazan na sliki 4.2, bomo
zmožni uravnavati delež prometa, ki bo poslan na posamezno verzijo mikro-
storitve. Na novo verzijo bo lahko tako poslan ves promet, del tega ali nič.
Če ves promet uspešno usmerimo na novo verzijo, lahko sklepamo, da je mi-
krostoritev nadgrajena. Kljub temu nam v okolju sicer še vedno ostane stara
verzija, ki jo je potrebno umakniti skupaj z izenačevalnikom obremenitve.
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Slika 4.2: Usmerjevalnik prometa za mikrostoritev A, ki usmerja promet
na izenačevalnike obremenitve za posamezno verzijo mikrostoritve, ti promet
izenačujejo med posameznimi primerki mikrostoritev.
4.2.3 Ločevanje verzij mikrostoritev, ki niso združljive
za nazaj
Če gre za večje spremembe mikrostoritev, ki posegajo v vmesnik API in ne
omogočajo združljivosti za nazaj, moramo takšne mikrostoritve v procesu
usmerjanja prometa ločili od preostalih. Usmerjevalnik v korenu namreč
ne sme posredovati prometa na tiste izenačevalnike obremenitve, ki promet
naprej usmerjajo na verzije mikrostoritev, ki med sabo niso združljive za na-
zaj. Z drugimi besedami, usmerjevalnik v korenu lahko posreduje promet na
izenačevalnik obremenitve le, če izpostavlja skupno glavno verzijo mikrostori-
tve (angl. Major version) s preostalimi izenačevalniki, med katerimi promet
razporeja. Sicer bi ob usmerjanju na nezdružljivo verzijo storitve prǐslo do
napake odjemalca, saj pogodba za klic na vmesnik API ne bi bila ustrezna.
Glavna verzija mikrostoritve bo predstavljala združljivost vmesnika API za
nazaj.
V primeru na sliki 4.2 verziji 1.0.0 in 1.0.1 zastopata skupno glavno verzijo
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Slika 4.3: Prikaz namestitve, če verzije mikrostoritev med sabo niso
združljive za nazaj.
1. Če se pojavi verzija v obliki 2.x.x (na primer 2.0.0), takšne verzije ne
smemo uporabiti znotraj iste strukture, saj ta zastopa glavno verzijo 2 in ni
združljiva s predstavniki glavne verzije 1. V teh primerih ustvarimo ločeno
vejo. Na sliki 4.3 opazimo, da imamo za vsako glavno verzijo mikrostoritev
nameščen usmerjevalnik, ki usmerja le na tiste izenačevalnike obremenitve,
ki promet izenačujejo na mikrostoritve, ki implementirajo isto glavno verzijo.
4.2.4 Podpora klica mikrostoritve na različne verzije
vmesnika API
Nasloviti želimo tudi nadgradnjo, ko mikrostoritev spremeni vmesnik API na
način, ki ni združljiv za nazaj. V takšnih primerih je potrebna posodobitev
pogodbe vmesnika API na vseh odjemalskih storitvah. Scenarij omenjene
nadgradnje je za lažjo predstavo prikazan na sliki 4.4. V sivih okvirjih so
prikazani deli namestitve, ki so dodani ob nadgradnji. Omenjeni scenarij
želimo s predlagano metodo nasloviti na način, da se mikrostoritev, ki bo ne-
združljivo posodobila svoj vmesnik API (na sliki mikrostoritev A), namesti v
ločeno vejo z lastnim usmerjevalnikom. Mikrostoritev, ki je bila odjemalec na
stari verziji vmesnika API (mikrostoritev B), se izda v novi nazaj združljivi
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Slika 4.4: Prikaz nadgradnje v primeru nazaj nezdružljive spremembe vme-
snika API mikrostoritve A. Mikrostoritev B se posodobi z izdajo v novi verziji
1.0.1, ki podpira klic na novo verzijo vmesnika API mikrostoritve A.
verziji, kjer posodobi način komunikacije in klic usmeri na usmerjevalnik, ki
promet usmerja na novo nazaj nezdružljivo verzijo vmesnika API mikrosto-
ritve A. Nova verzija mikrostoritve B se preko usmerjevalnika uvaja na enak
način, kot smo ga opisali v preǰsnjih točkah.
4.2.5 Samodejno uvajanje novih verzij
Z opisano arhitekturo lahko sedaj postopoma uravnavamo delež prometa med
različnimi verzijami nazaj združljivih mikrostoritev. Slika 4.5 prikazuje delež
prometa (p) mikrostoritve A, ki je usmerjen na verzijo 1.0.0, in preostali
delež prometa (1-p), ki je usmerjen na verzijo 1.0.1. Uravnavanje prometa je
osnova za podporo progresivne nadgradnje. Z omenjeno namestitvijo lahko
sedaj podpremo tudi modro-zeleno namestitev, kjer verzija 1.0.0 predstavlja
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modro okolje ter verzija 1.0.1 zeleno okolje. V začetni fazi je konstanta p
enaka 1, kar pomeni, da ves promet teče na verzijo 1.0.0, v trenutku prehoda
na novo verzijo posodobimo vrednost konstante p na vrednost 0, ves promet
sedaj poteka na verzijo 1.0.1. Z uravnavanjem konstante p tako dosežemo
scenarij modro-zelene namestitve.
Ob nadgradnji želimo, da se delež prometa p postopoma manǰsa ter po-
sledično povečuje delež prometa, ki bo usmerjen na novo verzijo. Iz mikro-
storitev moramo ugotoviti, ali je ob nadgradnji prǐslo do napak. Če ob nad-
gradnji ni napak, je potrebno delež p manǰsati, dokler ni v uporabi izključno
nova verzija mikrostoritve, sicer če pride do napak, je potrebno nadgradnjo
prekiniti in ves promet ponovno usmeriti nazaj na staro verzijo. Za podporo
nadgradnje bomo v shemo dodali še dve komponenti, prikazani na sliki 4.5, to
sta sistem za spremljanje metrik, ki bo omogočal spremljanje in shranjevanje
napak, ter upravljalnik nadgradnje, ki bo upravljal delež prometa za posa-
mezno verzijo mikrostoritve glede na prisotnost zabeleženih napak v sistemu
za zbiranje metrik.
V poglavju smo definirali lastnosti, ki jih mora izpolnjevati predlagana
metoda, ter predstavili konceptualno zasnovo rešitve za samodejno posto-
pno nadgradnjo mikrostoritev. S prikazano konceptualno rešitvijo smo med
drugim naslovili postopen prehod na novo verzijo, tudi če mikrostoritev ni
združljiva za nazaj.
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Slika 4.5: Prikaz sheme koncepta, ki omogoča samodejno postopno nadgra-
dnjo nazaj združljive mikrostoritve.





Progresivno nadgradnjo bomo implementirali na platformi Kubernetes s pom-
očjo storitvene mreže Istio. Za uporabo storitvene mreže Istio moramo naj-
prej ustrezno pripraviti okolje Kubernetes, kamor bodo kasneje nameščene
storitvena mreža Istio ter mikrostoritve. Za potrebe eksperimentalne name-
stitve smo uporabili gručo Kubernetes z enim delovnim vozlǐsčem. Eno vo-
zlǐsče namreč popolnoma zadošča za našo eksperimentalno namestitev. Pri-
pravljeno okolje Kubernetes si lahko zagotovimo tudi kot storitev pri enem
izmed ponudnikov oblačnih storitev, kot so Amazon Web Services, Google
Cloud in Azure. Storitveno mrežo Istio namestimo v okolje Kubernetes s
pomočjo ukaza istioctl, ta nam ponuja več različnih predpripravljenih pro-
filov začetne namestitve. Ti se razlikujejo v številu nameščenih komponent
Istio ter v konfiguraciji. Prav tako lahko Istio namestimo tudi popolnoma
po meri [40]. Ukaz v okolju Kubernetes poskrbi za namestitev komponent
storitvene mreže, konfiguracijskih definicij po meri ter imenskih prostorov.
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5.2 Priprava vzorčnih mikrostoritev
Za izvedbo progresivne nadgradnje bomo implementirali dve mikrostoritvi
v več verzijah. Za lažjo predstavo bomo uporabili enostaven scenarij sple-
tne trgovine, kjer lahko brskamo med produkti ter izvajamo naročila. Tukaj
bomo izpustili vse preostale funkcionalnosti takšne trgovine, kot so prijava v
sistem, plačila ter podobno. Za podporo vseh funkcionalnosti bi sicer potre-
bovali še več dodatnih mikrostoritev, kar pa v našem primeru ni cilj. Prva
mikrostoritev bo storitev produkti (angl. products service), ki bo omogočala
iskanje med produkti, posodobitev produktov in pridobivanje informacij o
produktih. Druga mikrostoritev bo storitev, imenovana naročila (angl. or-
ders service), ta bo omogočala ustvarjanje naročila s podanimi produkti,
pridobivanje seznama naročil ter pridobivanje podrobnosti o naročilu. Mi-
krostoritve bomo implementirali v ogrodju KumuluzEE [41].
5.2.1 Delovni primer
Slika 5.1 prikazuje scenarije klicev v delovnem primeru. Z omenjeno shemo
bomo lahko simulirali naslednje vrste klicev:
• Klic zunanjega odjemalca na mikrostoritev. To sta primera prikaza
produktov in pridobivanja lastnih naročil.
• Klic mikrostoritve na drugo mikrostoritev znotraj okolja Kubernetes.
Gre za komunikacijo med storitvijo naročila in storitvijo produkti. Ob
ustvarjanju naročila mikrostoritev naročila kliče storitev produkti, kjer
preveri razpoložljivost. Naročilo je lahko ustvarjeno samo, če mikrosto-
ritev produkti vrne ustrezen status o razpoložljivosti vseh produktov
na naročilu.
5.2.2 Implementacija
Mikrostoritve smo implementirali v programskem jeziku Java z uporabo
ogrodja KumuluzEE. Vsaka mikrostoritev implementira aplikacijski vmesnik
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Slika 5.1: Shema delovnega primera za zagotovitev različnih vrst klicev ob
izvajanju nadgradnje.
za podporo klicev, prikazanih v shemi na sliki 5.1. Vsaka mikrostoritev je
implementirana in objavljena v ločen repozitorij na platformi GitLab, kjer
smo s pomočjo definicij v datoteki gitlab-ci.yml omogočili proces zvezne do-
stave. Ob vsakem prispevku na glavno vejo se koda mikrostoritve ponovno
zgradi, zgradi se tudi slika vsebnika, ki se objavi na lasten repozitorij slik
znotraj platforme GitLab. Zgrajene slike vsebnikov kasneje uporabimo v
fazi nameščanja aplikacije.
5.3 Namestitev
Mikrostoritve in preostale komponente bomo namestili v okolje Kubernetes
z ustvarjanjem objektov oziroma virov Kubernetes. V nadaljevanju bomo po
fazah navedli postopek namestitve. V okolje bomo namestili dve mikrosto-
ritvi, vsaka bo nameščena v več verzijah. Storitev naročila bo nameščena v
verzijah 1.0.6 in 1.0.7. Verzija 1.0.6 predstavlja stabilno verzijo mikrostori-
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tve naročila, medtem ko verzija 1.0.7 predstavlja novo verzijo mikrostoritve,
ki jo je potrebno uvesti. Obe verziji zastopata glavno verzijo 1. Naslednja
mikrostoritev je mikrostoritev produkti. Ta bo nameščena v dveh med sabo
nazaj nezdružljivih verzijah vmesnika API. Verziji 1.0.9 in 1.0.10 bosta za-
stopali glavno verzijo vmesnika API 1, medtem ko bosta verziji 2.0.1 in 2.0.3
zastopali glavno verzijo vmesnika API 2. V tem primeru verziji 1.0.9 in 2.0.1
predstavljata stabilni verziji, medtem ko verziji 1.0.10 in 2.0.3 predstavljata
verziji, ki ju je potrebno uvesti. Tipično bi se ob spremembi aplikacijskega
vmesnika izvajali le dve verziji mikrostoritve, torej ena za vsako glavno ver-
zijo, vendar bomo namestitev izvedli v več verzijah, saj bomo tako lahko
lažje evalvirali metodo v različnih scenarijih nadgradnje.
5.3.1 Namestitev več verzij mikrostoritev v okolje Ku-
bernetes
Namestitev Kubernetes
Najprej za vsako verzijo mikrostoritve ustvarimo vir namestitev Kubernetes
(angl. deployment). Najpomembneǰsi atributi, ki jih definiramo v namesti-
tvi, so ime namestitve, označbe, število replik stroka, v katerih se bo izvajala
namestitev, in vsebniki, ki bodo vsebovani v stroku. V odseku kode 5.1 je
prikazana namestitev mikrostoritve naročila v verziji 1.0.6. Namestitev de-
finira strok z enim vsebnikom, ki vsebuje sliko mikrostoritve naročila, ta se
pridobi iz centralnega registra slik. Za dostop do tega so v namestitvi de-
finirane poverilnice z imenom regcred, ki smo jih predhodno definirali in jih
lahko uporabimo v več namestitvah. Vse preostale mikrostoritve v okolje
namestimo enako, kot smo prikazali namestitev mikrostoritve naročila.
Z navedenimi akcijami smo v okolje Kubernetes namestili namestitve za



















# Število želenih strokov
replicas: 1
selector:
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- containerPort: 8082
imagePullPolicy: Always




Za namestitve v naslednjem koraku ustvarimo storitve Kubernetes, ki oprede-
ljujejo logični nabor strokov, do katerih bomo lahko dostopali preko določene
storitve. Storitve za vsako glavno verzijo mikrostoritve namestimo posebej.
V našem primeru eno storitev za mikrostoritev naročila (vmesnik API verzije
1) in dve storitvi za mikrostoritev produkti (eno za vmesnik API verzije 1
ter drugo za vmesnik API verzije 2).
Odsek kode 5.2: Ustvarjanje storitev Kubernetes za glavne verzije mikrosto-
ritev.
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5.3.2 Prehod Istio
Do sedaj smo za namestitev uporabili le standardne vire za nameščanje, ki
jih ponuja Kubernetes. Dostop do storitev znotraj gruče Kubernetes je sicer
omogočen preko nameščenih storitev, ni pa še omogočen dostop zunanjim
odjemalcem - odjemalcem zunaj gruče Kubernetes. Prav tako še ni kon-
figurirano ustrezno usmerjanje za omogočanje progresivne nadgradnje. Na
rob storitvene mreže bomo najprej namestili prehod, ki bo prejemal dohodne
povezave HTTP na privzetih vratih 80. Te bodo v nadaljnjih fazah preko vir-
tualnih storitev Istio usmerjene naprej do končnih storitev, kar bo omogočalo
dostop zunanjim odjemalcem. Konfiguracija prehoda je prikazana v odseku
kode 5.3.
















5.3.3 Virtualne storitve in ciljna pravila
Virtualne storitve bodo usmerjale promet na ustrezne verzije mikrostoritev in
hkrati služile kot izenačevalnik obremenitve. Promet bomo v splošnem delili
na dve vrsti, in sicer promet znotraj storitvene mreže (notranji promet) ter
5.3. NAMESTITEV 57
promet, ki vstopa v storitveno mrežo preko prehoda Istio (zunanji promet).
V testnem primeru bomo vse storitve izpostavili tako izven storitvene mreže
kot tudi znotraj storitvene mreže. Virtualne storitve bodo zastopane za vsako
glavno verzijo mikrostoritve, to pomeni dve virtualni storitvi za storitev pro-
dukti (vmesnik API verzije 1 in vmesnik API verzije 2) ter ena virtualna
storitev za storitev naročila (vmesnik API verzije 1). Za vsako virtualno
storitev definiramo prehod, iz katerega bo virtualna storitev promet spre-
jemala in ga usmerjala naprej. Prehod z imenom mesh predstavlja promet
znotraj storitvene mreže, prehod z imenom app-gateway v našem primeru
predstavlja prehod, ki sprejema zunanji promet. Prav tako so vsaki virtualni
storitvi podani gostitelji (angl. hosts). V testnem primeru imamo podana
dva gostitelja, enega za klic znotraj storitvene mreže in enega za primer klica
izven storitvene mreže. S ciljnimi pravili bomo definirali podmnožice verzij
mikrostoritev, na katere bo promet usmerjen. Na te podmnožice se bomo
sklicevali ob definiciji virtualne storitve. Za ciljno pravilo v odseku kode
5.5 smo definirali množico mikrostoritev produkti, ki predstavljajo stabilno
verzijo (angl. stable) ter množico mikrostoritev, ki predstavljajo novo ver-
zijo (angl. canary). Tako lahko sedaj v virtualni storitvi znotraj razdelka
spec.http.route definiramo cilje, kamor bo promet virtualne storitve usmerjen.
Ob tem navedemo gostitelja (angl. host), podmnožico mikrostoritev, ki je
definirana v ciljnem pravilu (angl. subset) ter utež prometa (angl. weight).
Z utežjo povemo, kolikšen odstotek prometa bo posredovan na posamezen
cilj. Virtualna storitev, prikazana v odseku kode 5.4, bo 99 odstotkov pro-
meta usmerjala na stabilno verzijo mikrostoritve produkti (verzijo 1.0.9) in
1 odstotek na novo verzijo (1.0.10). Enako namestimo še preostali virtualni
storitvi za mikrostoritev produkti (vmesnik API verzije 2) in naročila (vme-
snik API verzije 1). Z omenjenimi koraki pridobimo stanje, prikazano na
sliki 5.2.
Odsek kode 5.4: Virtualna storitev za verzije mikrostoritev produkti z vme-
snikom API verzije 1.
apiVersion: networking.istio.io/v1alpha3









































Slika 5.2: Namestitev več verzij mikrostoritev, ki omogoča progresivno nad-
gradnjo in uravnavanje deleža prometa med posameznimi verzijami.
5.3.4 Helm
Kubernetes ponuja veliko načinov za organiziranje in orkestracijo vsebnikov v
izvajalnem okolju, vendar mu manjka organizacija združevanja na vǐsji ravni
[42]. V procesu namestitve predlagane arhitekture nastane razmeroma ve-
liko virov, ki jih je potrebno namestiti. Da si proces namestitve olaǰsamo,
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smo uporabili rešitev Helm. Helm omogoča podporo za upravljanje kom-
pleksnosti, podporo za izvajanje nadgradnje in varno vračanje v preǰsnje
stanje namestitve. Paketi Helm (angl. charts) lahko opǐsejo tudi najbolj
kompleksne aplikacije. Ti paketi zagotavljajo ponovljivo namestitev aplika-
cije in še mnogo drugih lastnosti. Helm je sestavljen iz dveh delov, in sicer
strežnǐskega dela, ki teče na gruči Kubernetes, ter odjemalske komponente,
ki teče na lokalnem računalniku. Helm omogoča namestitev aplikacij preko
lastnega repozitorija, urejanje konfiguracije in posodobitve [42]. V našem
primeru se bomo osredotočili na ustvarjanje lastnega paketa Helm. Paket
Helm je zbirka datotek, ki opisujejo povezan nabor virov Kubernetes. Paket
je lahko uporabljen tako za enostavno namestitev, na primer enega stroka,
kot tudi namestitev kompleksne aplikacije s strežniki, podatkovnimi bazami
in medpomnilniki. Paketi Helm so ustvarjeni kot datoteke v drevesu ime-
nikov, ki so kasneje lahko zapakirane v verzionirane arhive za namestitev.
Ključna datoteka je datoteka Chart.yaml. Ta zahteva podani obvezni polji
ime ter verzijo, prav tako pa vsebuje mnogo opcijskih polj, kot je opis in
podobno [42]. Netrivialna aplikacija bo tipično potrebovala konfiguracijo in
prilagoditev za primer uporabe. Paketi Helm so predloge, ki jih Helm za-
polni z vrednostmi. Predloge so shranjene v podimeniku templates. Helm
s pomočjo orodja za izpolnjevanje predlog izpolni predloge z vrednostmi, ki
so podane v datoteki values.yaml [42]. Z definiranjem predlog in vrednosti
lahko tako ločimo konfiguracijo od dejanske namestitve. V našem primeru
lahko tako na enem mestu urejamo delež prometa brez potrebe po urejanju
več namestitvenih datotek za doseganje cilja. Ob spremembi vrednosti v
konfiguraciji uporabimo ukaz helm upgrade, ki nadgradi obstoječo namesti-
tev s posodobljenimi konfiguracijskimi vrednostmi, podanimi v datoteki va-
lues.yaml. Tako lahko na pregleden način uravnavamo delež prometa. Prav
tako Helm omogoča vračanje v preǰsnje stanje namestitve z ukazom helm roll-
back, kar pomeni, da lahko ob težavah na novi verziji enostavno povrnemo
stanje gruče v preǰsnje stanje.
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5.3.5 Zagotavljanje konstantne razpoložljivosti
Če želimo zmanǰsati vpliv cikličnih nadgradenj in skaliranja vsebnikov v pro-
dukcijskem okolju z veliko količino prometa, moramo za zagotavljanje kon-
stantne razpoložljivosti upoštevati naslednja priporočila [43]:
• Omejitev števila nedostopnih strokov v procesu ciklične nadgradnje.
Število nedostopnih strokov omejimo na vrednost 0 v polju spec.strategy.
rollingUpdate.maxUnavailable ob ustvarjanju vsake namestitve Kuber-
netes.
• Preverjanje vitalnosti (angl. Liveness health check). Mikrostoritev
mora izpostaviti končno točko, ki jo lahko pokliče Kubernetes in ugo-
tovi, ali je mikrostoritev prešla v nevitalno stanje, iz katerega se ne
more obnoviti in jo je potrebno ponovno zagnati.
• Preverjanje pripravljenosti (angl. Readiness health check). Enako kot
za preverjanje vitalnosti je tudi tukaj potrebna končna točka, kjer Ku-
bernetes lahko preveri, ali je mikrostoritev pripravljena za prejemanje
prometa.
5.3.6 Podpora za spremljanje metrik ob nadgradnji
Storitvena mreža Istio omogoča namestitev in integracijo z dodatki, kot so
Prometheus, Grafana, Kiali in drugi. Naštete dodatke lahko uporabimo za
nadzor in vizualizacijo storitvene mreže.
5.3.7 Prometheus
Prometheus je odprtokodni sistem za spremljanje in podatkovna baza časovnih
dogodkov (angl. Time series database). Lahko ga uporabljamo s storitveno
mrežo Istio za zajem metrik, ki spremljajo vitalnost storitvene mreže in apli-
kacij znotraj mreže. Za vizualizacijo metrik uporabimo orodja, kot sta Gra-
fana in Kiali [44].
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5.3.8 Grafana
Grafana je odprtokodna rešitev za nadzor, ki je lahko uporabljena za konfigu-
racijo nadzornih plošč (angl. dashboards) Istio. Grafana je lahko uporabljena
tudi za nadzor vitalnosti storitvene mreže Istio in aplikacij znotraj storitvene
mreže. Grafana nam omogoča, da si lahko ustvarimo lastno nadzorno ploščo,
poleg tega pa nam Istio že privzeto ponuja množico predpripravljenih nad-
zornih plošč za spremljanje najpomembneǰsih metrik storitvene mreže [44].
Te so naslednje:
• nadzorna plošča storitvene mreže (angl. Mesh Dashboard), ki omogoča
pregled vseh storitev znotraj mreže;
• nadzorna plošča za storitve (angl. Service Dashboard), ki ponuja po-
drobneǰse metrike za posamezno storitev;
• nadzorna plošča obremenitve (angl. Workload Dashboard), ki ponuja
podrobne metrike za nadzor delovne obremenitve;
• nadzorna plošča učinkovitosti (angl. Performance Dashboard ), ki spre-
mlja porabo virov storitvene mreže;
• nadzorna plošča kontrolne ravnine (angl. Control Plane Dashboard), ki
nadzoruje vitalnost in delovanje nadzorne ravnine Istio.
5.3.9 Kiali
Kiali omogoča spremljanje in nadzor povezav in mikrostoritev znotraj sto-
ritvene mreže Istio. Omogoča vizualizacijo topologije storitvene mreže in
zagotavlja vpogled v funkcije, kot so usmerjanje zahtev, prekinjevalce to-
kov, količino zahtev, zakasnitve in še mnogo več. Kiali ponuja vpogled v




Z namestitvijo, prikazano v preǰsnjem podpoglavju in na sliki 5.2, pridobimo
možnost izvajanja več verzij mikrostoritev v okolju. Nova verzija mikrosto-
ritve je vedno nameščena neodvisno od stare verzije. Za vsako verzijo vme-
snika API vsake mikrostoritve je prisotna virtualna storitev, ki usmerja pro-
met znotraj mikrostoritev manǰsih verzij (angl. minor) in popravkov (angl.
patch) določene glavne verzije. Kot smo omenili, se mora ob spremembi
vmesnika API določene mikrostoritve povečati glavna verzija mikrostoritve.
Takoj ko je v okolje nameščena vǐsja glavna verzija mikrostoritve, je po-
trebno za to namestiti novo virtualno storitev. Vsaka virtualna storitev tako
usmerja promet le med nazaj združljivimi verzijami mikrostoritve. S tem
smo zadostili pogoju izvajanja več verzij v okolju in uravnavanja deleža pro-
meta med različnimi verzijami preko virtualne storitve. Namestitev omogoča
tudi klic odjemalne mikrostoritve na različne nezdružljive verzije druge mi-
krostoritve, torej če gre za spremembo vmesnika API. Najprej je potrebna
namestitev obeh nezdružljivih verzij, nato mora odjemalna mikrostoritev pri-
lagoditi način komunikacije tako, da poleg sprememb v pogodbi vmesnika
API klic usmeri na virtualno storitev, ki usmerja promet na vǐsjo glavno ver-
zijo. Posodobljena odjemalna mikrostoritev bo najprej nameščena vzporedno
s staro verzijo in se bo začela progresivno uvajati. S tem ne ogrozimo sta-
bilnosti sistema, saj imamo v okolju še vedno prisotno staro verzijo, ki svoje
klice še vedno pošilja na preǰsnjo verzijo vmesnika API klicane mikrostoritve.
Omenjen scenarij je razviden iz slike 5.2, kjer je storitev produkti prisotna
v dveh nezdružljivih glavnih verzijah. Posledično zato obstajata dve virtu-
alni storitvi. Mikrostoritev naročila v stabilni verziji 1.0.6 kliče mikrostoritev
produkti (vmesnik API verzije 1). Klic je lahko usmerjen na mikrostoritev
produkti verzije 1.0.9 ali 1.0.10. Za nadgradnjo mikrostoritve naročila, ki
bo omogočala klice na mikrostoritev produkti z vmesnikom API verzije 2,
posodobimo mikrostoritev naročila na način, da bo ta zmožna klica na poso-
dobljen vmesnik API. Mikrostoritev, ki podpira posodobljen klic na vmesnik
API verzije 2, je mikrostoritev naročila verzije 1.0.7, ta sedaj velja za novo
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verzijo znotraj mikrostoritve naročila vmesnika API verzije 1. Promet na vir-
tualni storitvi naročila počasi začnemo spuščati tudi na mikrostoritev verzije
1.0.7, če napak ni, se lahko verzija popolnoma uvede, stara verzija 1.0.6 pa se
preneha uporabljati. S tem pridobimo posodobljeno mikrostoritev naročila,
ki kliče mikrostoritev produkti na vmesnik API verzije 2.
Z omenjeno namestitvijo pridobimo možnost postopne nadgradnje, ven-
dar nimamo samodejnega prehoda na novo verzijo, kot smo ga prikazali v
konceptualni zasnovi rešitve. Namestitev preko dodatkov Istio omogoča spre-
mljanje in vizualizacijo napak na povezavah ob nadgradnji preko nadzorne
plošče Kiali, vendar je potreben ročni nadzor. To pomeni, da je potrebno ob
nadgradnji spremljati morebitne napake in ustrezno ukrepati z uravnavanjem
prometa. Za povečevanje deleža prometa, ki je usmerjen med posameznimi
verzijami mikrostoritev, je potrebna posodobitev virtualnih storitev. Ta del
si lahko vseeno olaǰsamo z uporabo rešitve Helm. Če gre za večjo aplikacijo,
lahko število virtualnih storitev hitro naraste, prav tako za podporo zgornje
namestitve potrebujemo več namestitvenih virov kot pri klasični namesti-
tvi. Istio sicer omogoča zbiranje podatkov o napakah, vendar pri omenjeni
metodi nadgradnje ni avtomatike, ki bi ob napakah lahko regulirala delež
prometa, usmerjenega na posamezno verzijo. V zgornji namestitvi smo za
lažjo rekonfiguracijo uporabili rešitev Helm, s katero smo pregledneje in eno-
tneje uravnavali delež prometa, prav tako nam je omogočil, da smo lahko ob
težavah pri nadgradnji povrnili namestitev v preǰsnje stanje. Poleg tega po
uspešnem prehodu na novo verzijo obstaja potreba po umiku stare verzije,
saj nam lahko te po nepotrebnem ostajajo v izvajalnem okolju. Želimo av-
tomatiziran pristop uvajanja nove verzije znotraj glavne verzije, prav tako
želimo, da se obe verziji izvajata vzporedno le določen čas, saj bo dalǰse
vzporedno izvajanje povečalo porabo računskih virov.
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5.4 Avtomatizacija nadgradnje in postopnega
uvajanja
V namestitvi, prikazani v preǰsnjem podpoglavju, smo ugotovili, da bi bilo
metodo smiselno poenostaviti s samodejnimi nadgradnjami znotraj glavne
verzije mikrostoritve. Prav tako smo spoznali, da je ob namestitvi prisotnih
sorazmerno veliko namestitvenih virov v primerjavi s klasično namestitvijo,
ki jih moramo ustrezno konfigurirati in namestiti. Da bi bila metoda čim
enostavneǰsa za uporabo, bomo v nadaljevanju pregledali možnosti avtoma-
tizacije na način, ki bo skril posamezne dele nameščanja in uvajanja nove
verzije nazaj združljive mikrostoritve, hkrati pa ohranil lastnosti, ki smo jih
pridobili s prikazano namestitvijo.
Glavni cilji avtomatiziranja metode:
• poenostavitev nameščanja virtualnih storitev in odstranitev verzij mi-
krostoritev znotraj glavne verzije, ki so jih nadomestile vǐsje verzije;
• samodejna progresivna nadgradnja mikrostoritev znotraj virtualne sto-
ritve; želimo, da se delež prometa samodejno povečuje na novo verzijo;
• zaznavanje napak ob nadgradnji in v primeru napak vračanje na staro
verzijo mikrostoritve.
Potrebujemo torej orodje, ki bo avtomatiziralo del uvajanja za virtualno
storitvijo. Orodje mora biti zmožno pridobivati podatke o metrikah iz orodja
Prometheus in glede na metrike ustrezno uvajati novo verzijo mikrostoritve.
5.4.1 Flagger
Flagger je operater gruče Kubernetes, ki avtomatizira progresivno nadgra-
dnjo z uporabo storitvenih mrež, kot so Istio, Linkerd in App Mesh, ter
posrednǐskih strežnikov, kot sta Nginx in Skipper. Flagger implementira
kontrolni proces, ki promet postopoma preusmeri na novo verzijo, hkrati pa
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meri ključne kazalnike uspešnosti, kot so stopnja uspešnosti zahtevkov, pov-
prečno trajanje zahtev ter vitalnost strokov. Na podlagi te analize je nova
verzija promovirana ali preklicana [43]. Flagger je za uvajanje nove verzije
različno implementiran glede na izbrano storitveno mrežo oziroma posre-
dnǐski strežnik. Flagger je mogoče konfigurirati z viri Kubernetes po meri in
je združljiv z vsemi rešitvami za zvezno integracijo in zvezno dostavo.
Vir progresivne nadgradnje
Flagger je mogoče konfigurirati tako, da avtomatizira postopek izdaje s po-
dajanjem vira Kubernetes po meri, imenovanega Canary. Flagger sprejme
namestitev Kubernetes in opcijsko samodejni skalirnik (angl. Horizontal pod
autoscaler), nato ustvari vrsto virov. Med njimi so namestitve Kubernetes,
storitve Kubernetes, virtualne storitve ter ciljna pravila. Seveda je namesti-
tev odvisna od tipa storitvene mreže, nad katero se Flagger izvaja. Ti viri
izpostavijo aplikacijo znotraj storitvene mreže in omogočijo kasneǰso progre-
sivno nadgradnjo in analizo. Vir progresivne nadgradnje omogoča postopek
izdaje, ki se izvaja na gruči Kubernetes in je prenosljiv med gručami in sto-
ritvenimi mrežami [43]. Ob namestitvi nove verzije bo Flagger postopoma
promet preusmerjal na novo verzijo, hkrati pa meril uspešnost zahtevkov in
povprečni čas trajanja zahtevka. Analizo lahko poljubno razširimo z metri-
kami po meri.





































V odseku kode 5.6 je prikazan primer vira progresivne nadgradnje za na-
mestitev Kubernetes orders-service-v1, gre torej za mikrostoritev naročila v
glavni verziji 1 (vmesnik API verzije 1). V polje spec.targetRef definiramo
ime namestitve. Glede na podano konfiguracijo bo Flagger ustvaril name-
stitev Kubernetes (ang. deployment) z imenom <targetRef.name>-primary.
Primarna namestitev (angl. primary deployment) velja za stabilno verzijo.
Privzeto je ves promet preusmerjen na primarno verzijo. Flagger bo zaznal
vse spremembe ciljne namestitve, vključno s skrivnostmi in konfiguracijskimi
vrednostmi, in bo tako ob vsaki spremembi izvedel progresivno uvajanje,
preden bo novo verzijo promoviral kot primarno [43]. V razdelku service de-
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finiramo storitev, ki bo izpostavljena za namestitev. Flagger glede na podano




Flagger nam zagotavlja, da bo promet na storitev <service.name> usmer-
jen na zadnjo stabilno (primarno) verzijo aplikacije oziroma mikrostoritve.
Storitev <service.name>-canary je na voljo le med procesom uvajanja nove
verzije.
Prav tako v konfiguraciji vira določimo parametre za analizo vitalnosti
nove verzije. Najpomembneǰsi parametri, ki jih lahko upravljamo, so nasle-
dnji:
• interval - interval preverjanja vitalnosti nove verzije, privzeto ena mi-
nuta;
• threshold - maksimalno število napak, zaznanih s strani pridobljenih
metrik, preden se zgodi povratek v preǰsnje stanje in posledično neu-
spešno zaključi nadgradnja;
• maxWeight - maksimalen delež prometa, ki je usmerjen na novo verzijo,
preden se verzija v celoti nadgradi;
• stepWeight - delež prometa, ki se poveča ob vsaki uspeli iteraciji nad-
gradnje;
• metrics - metrike, ki se bodo preverjale ob nadgradnji.
Analiza se izvaja periodično, ob progresivni nadgradnji je to, dokler ni
dosežena meja največjega deleža prometa, ki smo ga definirali v konfiguraciji
(maxWeight). V vsaki iteraciji Flagger preveri metrike in ob napaki preveri,
ali je dosežen prag števila napak. Če je dosežen, se nadgradnja prekine in
aplikacija se povrne v preǰsnje stanje.
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5.4.2 KubeSphere
Alternativno lahko za uvajanje nove verzije uporabimo tudi funkcionalnosti,
ki jih ponuja KubeSphere. KubeSphere je porazdeljen operacijski sistem za
upravljanje oblačnih aplikacij, ki za svoje jedro uporabljajo Kubernetes. Ku-
beSphere je lahka platforma, ki je lahko nameščena na gručo Kubernetes ne
glede na to, na kateri infrastrukturi se gruča izvaja. KubeSphere razvijalcem
skriva podrobnosti osnovne infrastrukture in podjetjem pomaga pri moder-
nizaciji, selitvi, uvajanju in upravljanju obstoječih in vsebnǐskih aplikacij.
KubeSphere ponuja storitveno mrežo, ki temelji na storitveni mreži Istio.
Ponuja tudi enoten uporabnǐski vmesnik za upravljanje storitvene mreže in
s tem zmanǰsuje krivuljo učenja, saj ni potrebe po podrobnem poznavanju
upravljanja uporabljenih orodij [46].
KubeSphere omogoča podporo tudi modro-zeleni in progresivni nadgra-
dnji. Za to je potrebno ročno sprožiti proces uvajanja, kjer določimo verzije in
delež prometa, ki bo usmerjen na posamezno verzijo. Med nadgradnjo Ku-
beSphere omogoča spremljanje prometa in spreminjanje deleža zahtevkov,
poslanih na posamezno verzijo. Če smo z novo verzijo zadovoljni, lahko z ak-
cijo v uporabnǐskem vmesniku ves promet usmerimo na novo verzijo ter ročno
ukinemo staro verzijo [46, 47]. S trenutno podporo lahko KubeSphere olaǰsa
uvajanje nove verzije, saj ni potrebe po podrobnem poznavanju nameščanja,
kljub temu pa ne ponuja samodejne nadgradnje, ki bi znala spremljati napake
in na podlagi teh popolnoma uvesti verzijo.
5.5 Končna namestitev
Za samodejno nadgradnjo mikrostoritev znotraj glavne verzije bomo upora-
bili orodje Flagger. Tokrat bomo v začetni fazi namestili le tiste namestitve
Kubernetes (angl. deployments), ki predstavljajo trenutno stabilno verzijo
aplikacije. To pomeni, da bo za vsako glavno verzijo mikrostoritve priso-
tna le ena namestitev. Za dodatne vzporedne namestive med nadgradnjo bo
poskrbelo orodje Flagger. V končni namestitvi imamo v okolju nameščene
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naslednje namestitve Kubernetes:
• orders-service-v1 (predstavlja namestitev mikrostoritve naročila sta-
bilne verzije 1.0.6 - vmesnik API verzije 1);
• products-service-v1 (predstavlja namestitev mikrostoritve produkti sta-
bilne verzije 1.0.9 - vmesnik API verzije 1);
• products-service-v2 (predstavlja namestitev mikrostoritve produkti sta-
bilne verzije 2.0.1 - vmesnik API verzije 2).
Za vsako glavno verzijo mikrostoritve je potrebno ustvariti tudi vir pro-
gresivne nadgradnje (Canary), kjer se bomo sklicevali na pravkar navedene
namestive. Primer vira progresivne nadgradnje je bil prikazan v odseku kode
5.6. Podobno ustvarimo tudi vire za preostale glavne verzije mikrostoritev. Z
namestitvijo vira progresivne nadgradnje prav tako definiramo tudi storitev,
ki jo bo Flagger izpostavil znotraj storitvene mreže oziroma tudi navzven.
V poglavju smo predstavili ekperimentalno namestitev, ki omogoča pro-
gresivno nadgradnjo s pomočjo storitvene mreže Istio. Za ustrezno usmer-
janje prometa so bile uporabljene virtualne storitve in ciljna pravila, ki jih
ponuja storitvena mreža Istio. Za enostavneǰse nameščanje in posodabljanje
namestitve smo uporabili orodje Helm. Čeprav nam Istio omogoča spremlja-
nje napak ob nadgradnji, smo zaradi pomanjkanja avtomatizacije uporabili
orodje Flagger, ki nam omogoča samodejno progresivno nadgradnjo znotraj
glavne verzije mikrostoritve. S tem smo zmanǰsali število namestitvenih vi-





V nadaljevanju bomo analizirali in evalvirali učinkovitost predlagane metode
za postopno nadgradnjo. Zanima nas njena učinkovitost za zagotavljanje
visoke razpoložljivosti sistema ter primerjava s klasično metodo nadgradnje.
Analizo predlagane metode bomo izvajali v simuliranem okolju s scenariji iz
namestitve, ki smo jo prikazali v preǰsnjem poglavju. Za analizo potrebujemo
podatke o uspešnosti klicev, ki so poslani na mikrostoritve. Iz teh podat-
kov bomo lahko ugotovili delež napak, ki se pojavijo v sistemu in posledično
vplivajo na razpoložljivost. Zanima nas vpliv nadgradnje na razpoložljivost v
scenarijih, ko nadgradnja povzroči nestabilnost sistema (pojav napak ob nad-
gradnji) in scenarijih, ko nadgradnja ne povzroči nestabilnosti. Napake bodo
kontrolirano vnesene v mikrostoritve za simulacijo izpada nove verzije mi-
krostoritve ali napake pri klicu na novo verzijo mikrostoritve. Podatke bomo
zbirali z generiranjem klicev na mikrostoritve z orodjem Postman. Odgovori
zahtevkov bodo shranjeni in obdelani za pridobitev podatkov o uspešnosti
klicev. S tem pristopom bomo lahko ugotovili, kolikšen delež napak se pre-
nese v sistem ob posameznem tipu nadgradnje. Ločili bomo scenarije, ko gre
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za nazaj združljive nadgradnje in nadgradnje, ki od odjemalcev za uspešno
komunikacijo zahtevajo prilagoditev vmesnika API, torej nazaj nezdružljive
nadgradnje.
6.2 Nadgradnja nazaj združljive mikrostori-
tve
Najprej se bomo osredotočili na nazaj združljive nadgradnje, torej nadgra-
dnje, ki ne posegajo v vmesnik API ali pa so spremembe vmesnika API nazaj
združljive. V teh primerih na odjemalce nadgradnja ne vpliva, razen če novo
nameščena storitev ni stabilna oziroma povzroča napake. Nadgradnje bomo
izvedli z orodjem Helm, s katerim bomo v okolju posodobili verzije mikro-
storitev v strokih namestitev Kubernetes.
6.2.1 Predlagana metoda
Najprej bomo izvedli nadgradnjo s predlagano metodo. Na sliki 6.1 je prika-
zan scenarij nadgradnje mikrostoritve produkti v glavni verziji 1 (na sliki v
rdečem okvirju). Mikrostoritev bo po nadgradnji združljiva za nazaj, zato bo
nadgrajena verzija še vedno lahko nemoteno klicana s strani odjemalcev in
ne bo potrebe po prilagoditvi komunikacije. Obe mikrostoritvi se pred nad-
gradnjo izvajata v stabilnih verzijah, za vsako mikrostoritev je nameščen vir
progresivne nadgradnje Flagger, ki izpostavlja mikrostoritvi preko definirane
storitve. Na sliki lahko vidimo, da sta od mikrostoritve produkti odvisna
zunanji odjemalec preko prehoda Ingress ter mikrostoritev naročila. Pri po-
tencialnih napakah ob nadgradnji se lahko napake prenesejo na oba omenjena
odjemalca. Slika 6.2 prikazuje namestitev v času nadgradnje. V tem času
je del klicev iz vseh odjemalcev na mikrostoritev produkti usmerjen na tre-
nutno novo nameščeno verzijo. Delež klicev, usmerjenih na novo verzijo, se
začne pri petih odstotkih in se vsako minuto poveča za pet odstotkov, če v
tem času ni bilo napak. Če so v intervalu ene minute prisotne napake, se po
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skupno desetih neuspešnih intervalih uvajanje zaključi kot neuspešno. Sicer
se ob dosegu praga petdesetih odstotkov prometa na novo verzijo ta uvede
in nadomesti trenutno primarno verzijo. Nova verzija se samodejno odstrani
iz okolja in s tem sprosti prostor za bodoče nadgradnje.
Slika 6.1: Prikaz tarče za nadgradnjo nazaj združljive mikrostoritve v okolju
z uporabo predlagane metode.
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Slika 6.2: Prikaz namestitve med nadgradnjo nazaj združljive mikrostoritve
v okolju z uporabo predlagane metode.
Predlagana metoda - brez napak ob nadgradnji
V prvem scenariju smo izvedli nadgradnjo brez vnesenih kontroliranih napak.
To pomeni, da je nova verzija mikrostoritve stabilna in namestitev ter upo-
raba nove verzije nista povzročili napak na njenih odjemalcih. Na sliki 6.3
je prikazan graf uspešnosti poslanih zahtevkov med nadgradnjo s predlagano
metodo. Ker mikrostoritev produkti uporabljata dva odjemalca (zunanji od-
jemalec in mikrostoritev naročila), smo med nadgradnjo simulirali klice iz
obeh poti. Odgovori, skupaj z verzijo, na kateri je bil zahtevek uspešno
obdelan, so bili shranjeni za analizo in so na grafu prikazani združeno.
V začetni fazi lahko opazimo, da so vsi zahtevki usmerjeni na verzijo 1.0.9.
V času nadgradnje se začne promet postopoma usmerjati na novo verzijo.
Delež prometa na novo verzijo se postopoma povečuje, dokler ne doseže meje
za popolno uvedbo. Ker med nadgradnjo ni bilo napak, je verzija 1.0.10
popolnoma uvedena.
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Slika 6.3: Postopen prehod na novo verzijo mikrostoritve produkti z upo-
rabo predlagane metode. Scenarij brez dodanih kontroliranih napak.
Predlagana metoda - napake ob nadgradnji
V naslednjem scenariju je prikazana simulacija nadgradnje, če nova verzija
povzroči pojav napak v sistemu. Na sliki 6.4 graf prikazuje razporeditev
deleža zahtevkov, če mikrostoritev povzroča napake le na določenih končnih
točkah. V našem primeru gre za približno polovico zahtevkov, ki povzročajo
napake. Še vedno lahko opazimo zelo velik delež prometa, ki še vedno po-
teka na staro verzijo (1.0.9), preostali promet (približno pet odstotkov) pa je
usmerjen na novo verzijo. Ker približno polovica končnih točk v sistemu pov-
zroča napake, je tudi iz grafa razvidno, da je približno polovica zahtevkov,
ki so bili usmerjeni na novo verzijo, uspešnih, polovica pa povzroči napake.
Zaradi sorazmerno velikega deleža napak verzija ni uvedena in promet začne
ponovno v celoti teči na staro verzijo (1.0.9).
Na sliki 6.5 je prikazan scenarij, ko nova verzija povzroča napake na vseh
končnih točkah, kar pomeni, da nobeden od zahtevkov, ki je bil poslan na
novo verzijo, ni bil uspešen. Iz grafa je razvidno, da je tukaj delež napak še
večji, verzija ni bila uvedena.
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Slika 6.4: Postopen prehod na novo verzijo mikrostoritve produkti z upo-
rabo predlagane metode v primeru kontroliranih napak na novi verziji na le
določenih končnih točkah.
Slika 6.5: Postopen prehod na novo verzijo mikrostoritve produkti z upo-
rabo predlagane metode v primeru kontroliranih napak na novi verziji na
vseh končnih točkah.
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6.2.2 Klasična metoda
Za enak scenarij smo izvedli tudi simulacijo nadgradnje s klasično metodo,
tudi tokrat je tarča nadgradnje storitev produkti. Pri nadgradnji s klasično
metodo smo v okolje za vsako trenutno stabilno verzijo ustvarili namestitev
Kubernetes ter jo izpostavili preko storitve Kubernetes. Za lažje spremljanje
prometa smo tudi v tem primeru namestitev izvedli nad storitveno mrežo
Istio. Da smo storitve Kubernetes izpostavili navzven, smo v okolje dodali še
virtualno storitev, ki promet s prehoda Ingress usmerja do končnih storitev.
Stanje začetne namestitve je prikazano na sliki 6.6. Za doseganje nadgradnje,
smo posodobili namestitev Kubernetes z novo vrednostjo verzije mikrosto-
ritve. Posodobitev je bila izvedena s strategijo ciklične nadgradnje (angl.
rolling upgrade). Stanje pred in med nadgradnjo je prikazano na slikah 6.6
in 6.7. V testnih scenarijih klasične metode smo v primeru napak po preteku
določenega časa izvedli povratek v preǰsnje stanje z uporabo orodja Helm.
Stanje gruče smo tako povrnili v preǰsnje stabilno stanje in s tem stabilizirali
sistem.
Slika 6.6: Začetna namestitev za nadgradnjo s klasično metodo.
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Slika 6.7: Namestitev ob nadgradnji s klasično metodo.
Klasična metoda - brez napak ob nadgradnji
Graf na sliki 6.8 prikazuje potek nadgradnje s klasično metodo, če nova verzija
ne povzroča napak. Opazimo lahko sorazmerno hiter prehod na novo verzijo.
Rahel odklon od takoǰsnje nadgradnje predstavlja funkcionalnost ciklične
nadgradnje, saj ta obstoječe stroke zamenjuje postopoma.
Klasična metoda - napake ob nadgradnji
V naslednjem scenariju smo v sistem dodali kontrolirane napake. Na sliki
6.9 je prikazan scenarij, ko nova verzija povzroči napake na polovici končnih
točk. Zato lahko opazimo, da približno polovica zahtevkov na novi verziji ni
bilo uspešnih. Na sliki 6.10 je prikazan scenarij, ko nadgradnja mikrostoritve
povzroči napake na vseh končnih točkah. Po nadgradnji se takoj pojavijo
napake na vseh odjemalcih, delež napak pa strmo naraste. V testnem primeru
so povzročene napake vplivale na oba odjemalca, kar pomeni, da je bil sistem
le omejeno razpoložljiv, saj funkcionalnosti mikrostoritve produkti niso bile
na voljo.
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Slika 6.8: Prehod na novo verzijo mikrostoritve produkti z uporabo klasične
metode brez dodanih kontroliranih napak ob nadgradnji.
Slika 6.9: Prehod na novo verzijo mikrostoritve produkti z uporabo klasične
metode z dodanimi kontroliranimi napakami ob nadgradnji na določenih
končnih točkah.
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Slika 6.10: Prehod na novo verzijo mikrostoritve produkti z uporabo
klasične metode z dodanimi kontroliranimi napakami ob nadgradnji na vseh
končnih točkah.
6.3 Nadgradnja nazaj nezdružljive mikrosto-
ritve
Naslednji sklop scenarijev bo nadgradnja mikrostoritev, ki z novo verzijo
posegajo v spremembe vmesnika API. V teh primerih nadgradnja vpliva na
vse odjemalce. Ti morajo pogodbo vmesnika API ustrezno posodobiti, sicer
komunikacija z novo verzijo mikrostoritve ne bo uspešna.
6.3.1 Predlagana metoda
Ponovno bomo najprej nadgradnjo izvedli s predlagano metodo. Pri nadgra-
dnji nazaj nezdružljive verzije mikrostoritve s predlagano metodo v okolje
najprej namestimo novo verzijo mikrostoritve produkti, gre za verzijo 2.0.1 z
vmesnikom API verzije 2. Namestitev mora biti zaradi spremembe vmesnika
API ločena od stareǰse verzije, prav tako namestimo ločen vir progresivne
nadgradnje Flagger. Mikrostoritev naročila, ki trenutno še vedno komunicira
z mikrostoritvijo produkti preko vmesnika API verzije 1, je potrebno poso-
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dobiti tako, da bo podpirala klic na mikrostoritev produkti vmesnika API
verzije 2. S posodobitvijo mikrostoritve naročila Flagger prevzame uvajanje
nove verzije mikrostoritve. Na sliki 6.11 je prikazana namestitev ločene veje
mikrostoritve produkti z vmesnikom API verzije 2, ta je tudi že dosegljiva
zunanjim odjemalcem preko prehoda Ingress. Stara verzija vmesnika API se
izvaja vzporedno. Na sliki 6.12 je prikazano uvajanje nove verzije mikrosto-
ritve naročila, ki podpira klic na mikrostoritev produkti z vmesnikom API
verzije 2.
Slika 6.11: Nadgradnja nazaj nezdružljive verzije mikrostoritve produkti s
predlagano metodo. Najprej namestimo novo verzijo mikrostoritve produkti
(2.0.1) ločeno od preǰsnje verzije (1.0.9).
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Slika 6.12: Postopek nadgradnje nazaj nezdružljive verzije mikrostoritve
produkti s predlagano metodo. Mikrostoritev naročila se v verziji 1.0.7 po-
sodobi na način, da ta podpira komunikacijo z mikrostoritvijo produkti z
vmesnikom API verzije 2. Mikrostoritev naročila verzije 1.0.7 je v procesu
progresivne nadgradnje.
Predlagana metoda - brez napak ob nadgradnji
Če ob uvajanju nove verzije ne prihaja do napak, je graf prehoda podoben
grafu uvajanja nazaj združljive verzije. Promet se postopoma povečuje, do-
kler ne doseže praga za uvedbo nove verzije. S tem pridobimo posodobljeno
mikrostoritev naročila, ki sedaj podpira klice na mikrostoritev produkti z
vmesnikom API verzije 2. Graf uvajanja je prikazan na sliki 6.13.
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Slika 6.13: Postopen prehod na novo verzijo mikrostoritve produkti z nazaj
nezdružljivo spremembo vmesnika API. Graf prikazuje uspešnost klicev na
posamezno verzijo mikrostoritve produkti s strani mikrostoritve naročila, ki
je v procesu progresivne nadgradnje.
Predlagana metoda - napake ob nadgradnji
Pri nadgradnji nazaj nezdružljive verzije mikrostoritve pride do potrebe po
spremembi vmesnika API na vseh odjemalcih. Napake, ki se lahko zgodijo
ob omenjeni nadgradnji, smo identificirali v dve kategoriji, in sicer:
• Napaka na verziji, ki povzroča nezdružljivost za nazaj. V našem pri-
meru - mikrostoritev produkti (2.0.1) je nestabilna.
• Napaka na nadgrajeni verziji odjemalske mikrostoritve, teh je lahko
mnogo. V našem primeru - nova verzija mikrostoritve naročila (1.0.7)
ni pravilno prilagodila komunikacije ali pa je nestabilna.
Če se pojavijo napake na novi verziji mikrostoritve produkti (2.0.1), kjer
je prǐslo do spremembe vmesnika API, bodo zahtevki iz mikrostoritve naročila
verzije (1.0.7) deležni napak s strani mikrostoritve produkti, to bo preprečilo
uspešno uvajanje. Kljub temu bo mikrostoritev naročila v verziji 1.0.6 še ve-
dno izvajala uspešne klice na mikrostoritev produkti v preǰsnji verziji vme-
snika API mikrostoritve produkti (1.0.9). Če se pojavijo napake na novi
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verziji mikrostoritve naročila (1.0.7), bodo napake zaznane in bodo vplivale
na nadaljnje uvajanje nove verzije, gre za enak scenarij, ki je bil prikazan
pri nadgradnji nazaj združljive mikrostoritve, saj sta mikrostoritvi naročila
v verzijah 1.0.6 in 1.0.7 za odjemalce nazaj združljivi. V obeh primerih lahko
iz grafov na slikah 6.14 in 6.15 opazimo, da metoda ni uvedla novih verzij v
primeru omenjenih scenarijev.
Slika 6.14: Postopen prehod na novo verzijo mikrostoritve produkti z na-
zaj nezdružljivo spremembo vmesnika API. Graf prikazuje uspešnost klicev
s strani mikrostoritve naročila ob napakah na novi verziji mikrostoritve pro-
dukti.
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Slika 6.15: Postopen prehod na novo verzijo mikrostoritve produkti z na-
zaj nezdružljivo spremembo vmesnika API. Graf prikazuje uspešnost kli-
cev s strani mikrostoritve naročila ob napakah na novi verziji mikrostoritve
naročila.
6.3.2 Klasična metoda
Način izvedbe klasične nadgradnje pri nazaj nezdružljivi mikrostoritvi bo po-
tekal podobno, kot smo prikazali za nazaj združljivo nadgradnjo. Posebnost
je le ta, da je potrebno hkrati nadgraditi tudi odjemalske mikrostoritve, saj
če jih ne nadgradimo, komunikacija med storitvami ne bo uspešna. Začetna
namestitev je enaka, kot je bila uporabljena že v nazaj združljivi nadgradnji
za klasično metodo, in je prikazana na sliki 6.6, stanje po nadgradnji je pri-
kazano na sliki 6.16. Opazimo lahko, da verzija mikrostoritve produkti 2.0.1
nadomesti verzijo 1.0.9, prav tako je potrebno nadgraditi tudi odjemalsko
mikrostoritev naročila, kjer je verzija 1.0.6 nadomeščena z verzijo 1.0.7.
Klasična metoda - brez napak ob nadgradnji
Pri klasični nadgradnji brez dodanih kontroliranih napak lahko iz grafa na
sliki 6.17 razberemo, da je kljub temu prǐslo do nekaj napak med posoda-
bljanjem strokov obeh namestitev. Nadgradnja je bila izvedena s strate-
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Slika 6.16: Nadgradnja nazaj nezdružljive verzije mikrostoritve produkti z
uporabo klasične metode.
gijo ciklične nadgradnje. Ker ciklična nadgradnja stroke v namestitvi zame-
njuje postopoma, se je med nadgradnjo pojavilo nekonsistentno stanje obeh
nameščenih mikrostoritev, saj ti med sabo nista imeli enotnega vmesnika
API. Do podobne težave z nerazpoložljivostjo prihaja tudi ob uporabi stra-
tegije ponovnega ustvarjanja, saj so vsi stroki ugasnjeni in ponovno zagnani,
v tem času ni na voljo delujoče mikrostoritve.
Klasična metoda - napake ob nadgradnji
V naslednjem scenariju smo analizirali obnašanje sistema, če ena izmed nad-
grajenih mikrostoritev povzroči napake. V obeh primerih na slikah 6.18 in
6.19 lahko opazimo, da se v trenutku po nadgradnji začnejo v sistemu poja-
vljati napake. Potrebno je ročno vračanje v preǰsnje stanje namestitve.
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Slika 6.17: Postopen prehod na novo verzijo mikrostoritve produkti z ne-
združljivo spremembo vmesnika API. Uporaba klasične metode brez dodanih
kontroliranih napak.
Slika 6.18: Postopen prehod na novo verzijo mikrostoritve produkti z ne-
združljivo spremembo vmesnika API. Uporaba klasične metode s kontrolira-
nimi napakami na novi verziji mikrostoritve produkti.
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Slika 6.19: Postopen prehod na novo verzijo mikrostoritve produkti z ne-
združljivo spremembo vmesnika API. Uporaba klasične metode s kontrolira-
nimi napakami v komunikaciji med mikrostoritvijo naročila in mikrostoritvijo
produkti, mikrostoritev naročila ni ustrezno prilagodila vmesnika API.
6.4 Evalvacija rezultatov
Iz rezultatov lahko ugotovimo, da klasična metoda ni učinkovita v primerih,
ko nadgradnje povzročajo napake. Sicer težko ocenimo natančno količino
napak, saj je to pretežno odvisno od časa, kako dolgo je nestabilna verzija
nameščena, preden se izvede povratek v prvotno stanje. Klasična metoda je
enostavneǰsa in porabi manj namestitvenih konfiguracij in virov, saj se verzije
ne izvajajo vzporedno. Pri klasični metodi je nadgradnja izvedena v kraǰsem
času, saj ni potrebno čakati, da se verzija uvede. Z uporabo klasične metode
imamo lahko težave, če posodabljamo vmesnike API, ki niso združljivi za
nazaj, v tem primeru lahko pride do kraǰse nerazpoložljivosti sistema, prav
tako obstaja več možnosti, da pride do napak zaradi hkratne nadgradnje več
med sabo odvisnih mikrostoritev. Zaradi omenjenega lahko imajo napake
pri nadgradnji s klasično metodo sorazmerno velik vpliv na razpoložljivost
sistema. Predlagana metoda nam omogoča, da je sistem še vedno sorazmerno
stabilen, čeprav z novo verzijo v sistem vnesemo napake. Nadgradnja poteka
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progresivno in postopoma povečuje promet na novo verzijo. Ob napakah na
novi verziji niso nujno prizadeti vsi uporabniki, prav tako nova verzija ne bo
uvedena. Delež prometa in korak povečevanja prometa lahko uravnavamo
po meri. Če želimo varneǰso nadgradnjo, jo lahko konfiguriramo na način,
da ta začne z zelo majhnim odstotkom prometa, ki je usmerjen na novo
verzijo, in ta odstotek počasi povečujemo. S tem pristopom bo nadgradnja
na novo verzijo usmerila zelo malo zahtevkov, bo pa tudi čas uvajanja dalǰsi.
V našem primeru smo uporabili začetni petodstotni delež prometa, ki se je
vsako minuto povečeval s korakom pet odstotkov. Prav tako predlagana
metoda naslavlja težavo nazaj nezdružljivih sprememb vmesnika API. S tem
se izognemo, da bi vplivali na obstoječe odjemalce, ki še uporabljajo staro
verzijo vmesnika API. Odjemalce na stari verziji lahko postopoma migriramo
na novo verzijo vmesnika API in ni potrebe po hkratni prilagoditvi vseh
odjemalcev. Iz simulacije je razvidno, da ob nadgradnji odjemalca na nov
vmesnik API metoda uspešno razpozna napake, ki se lahko zgodijo na obeh
mikrostoritvah, in zavrne uvedbo nove verzije, če pride do napak. Predlagana
metoda zaradi vzporednega izvajanja porabi več računskih virov kot klasična.
Ocenjujemo, da je predlagana metoda varneǰsa od klasične, saj ob napa-
kah na novi verziji zmanǰsa delež napak, ki se prenesejo v sistem, in s tem tudi
zmanǰsa vpliv teh na razpoložljivost sistema. Omogoča tudi postopen pre-
hod odjemalcev na novo nazaj nezdružljivo verzijo vmesnika API nadgrajene
mikrostoritve. Prav tako predlagana metoda omogoča samodejni prehod na
novo verzijo in ni potrebe po ročni konfiguraciji usmerjanja in ročnem vzpo-
rednem nameščanju več verzij. Posledično s tem zmanǰsamo tudi dejavnik
človeškega vpliva na napake.
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6.5 Diskusija
V okviru predlagane metode smo za usmerjanje prometa uporabili funkcional-
nosti storitvene mreže Istio in posledično odkrivanje mikrostoritev z uporabo
storitev Kubernetes in izenačevalnika obremenitve. Med zasnovo metode smo
proučevali tudi možnost, da bi predlagana metoda izvajala odkrivanje stori-
tev in razporejanje prometa na strani mikrostoritve. V tem primeru bi morala
vsaka mikrostoritev implementirati dodatno logiko, ki bi znala usmerjati pro-
met na ustrezne verzije mikrostoritev. V primeru združljivosti za nazaj med
klicanimi mikrostoritvami bi morala mikrostoritev glede na odkrite verzije v
okolju ustrezno razporejati promet. Delež prometa in verzije, na katere naj
se promet usmerja, bi bilo potrebno definirati v konfiguracijo mikrostoritve,
ta bi se lahko urejala preko konfiguracijskega strežnika.
V primeru nezdružljivosti za nazaj bi morala mikrostoritev podpirati dva
različna načina klica na drugo mikrostoritev oziroma dve pogodbi za vmesnik
API. To pomeni, da bi morali v implementacijo vsake mikrostoritve vnesti
dodatno logiko za podporo več načinov klicev in obdelave odgovorov za enak
namen. Velja omeniti tudi to, da bi bilo potrebno odseke kode, ki kličejo
verzije, ki niso več v uporabi, sproti odstranjevati, saj bi drugače lahko v
kodi ostajali odseki kode, ki niso več aktualni.
S predlagano metodo smo ločili del usmerjanja prometa med različnimi
verzijami od same implementacije mikrostoritve in v mikrostoritve tako ni-
smo vnesli dodatne logike. Vsaka mikrostoritev za akcijo na drugi mikrosto-
ritvi podpira le en način klica na to mikrostoritev, postopen prehod na novo
verzijo pa je implementiran z ločeno namestitvijo druge verzije.
Poglavje 7
Zaključek in sklepne ugotovitve
V delu smo naslovili področje nadgradenj programske opreme in zahtevo po
visoki razpoložljivosti oblačnih aplikacij. Kot smo spoznali, se v vsakem sis-
temu prej ali slej pojavi potreba po nadgradnjah, zato je pomembno, da te
ne vplivajo na razpoložljivost sistema. Spoznali smo arhitekturo mikrostori-
tev in njene ključne komponente, prav tako smo spoznali način komunikacije
med mikrostoritvami ter potrebo po evoluciji aplikacijskega vmesnika mikro-
storitev. Spoznali smo, katere spremembe vmesnika zahtevajo prilagoditev
odjemalcev mikrostoritve, saj je to potrebno upoštevati v procesu nadgra-
dnje. Spoznali smo orodje za orkestracijo vsebnikov Kubernetes ter koncept
storitvenih mrež. Podrobneje smo se spoznali tudi s storitveno mrežo Is-
tio, ki smo jo uporabili v predlagani metodi nadgradnje. V delu prikažemo
obstoječe načine nadgradnje, za predlagano metodo uporabimo metodo pro-
gresivne nadgradnje, saj nam nudi veliko prilagodljivosti pri uravnavanju
deleža prometa in omogoča postopno nadgradnjo.
Za predlagano metodo definiramo zahteve, ki jih mora metoda izpolnje-
vati, in konceptualno zasnovo rešitve. Iz konceptualne zasnove izvedemo ek-
sperimentalno namestitev na okolju Kubernetes z uporabo storitvene mreže
Istio ter njenih ključnih komponent. Namestitev nam omogoča postopen
prehod na novo verzijo, vendar ji manjka samodejno izvajanje, zato v na-
mestitev vključimo operaterja gruče Kubernetes Flagger. Ta nam omogoča
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avtomatizacijo uvajanja posamezne nazaj združljive verzije mikrostoritve na
podlagi poročila o napakah na novi verziji.
Na podlagi definirane končne namestitve izvedemo posamezne scenarije
nadgradnje za predlagano metodo in klasično metodo. Scenarije izvajamo za
primere brez vnesenih kontroliranih napak in primere vnesenih kontroliranih
napak, prav tako ločimo scenarije glede na nazaj združljivost nove verzije.
Predlagana metoda se izkaže za varneǰso, saj je ob napakah na novi verziji
v sistem vnesen manǰsi delež napak, hkrati tudi niso prizadeti vsi uporabniki
mikrostoritve. Prav tako v primeru nazaj nezdružljive nadgradnje predlagana
metoda omogoča postopen prehod odjemalcev na novo verzijo in ne povzroči
izpada na odjemalcih, ki še vedno uporabljajo staro verzijo.
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