We study the velocity of the propagation of information for a class of local dissipative quantum dynamics. This finite velocity is expressed by the so-called Lieb-Robinson bound. Besides the properties of the already studied dynamics, we consider an additional relation that expresses the propagation of certain subspaces. The previously derived bounds did not reflect the dissipative character of the dynamics and yielded the same result as for the reversible case. In this article, we show that for this class the velocity of propagation of information is time dependent and decays in time towards a smaller velocity. In some cases the velocity becomes zero. At the end of the article, the exponential clustering theorem of general frustration free local Markovian dynamics is revisited.
I. INTRODUCTION
Locality and causality are two of the most fundamental concepts in physics. Measurements are realised in a small subset of space during a small interval of time. Two measurements far away from each other should not influence each other for a long period of time.
In other words, information propagates with a finite velocity. This is implied by the local Lorentz invariance or covariance. In 1972, Lieb and Robinson [1] showed that this finiteness is inherited by locality and not the property of local symmetry. This result was shown using local Hamiltonians and is known as the Lieb-Robinson bound. Since then the Lieb-Robinson bound has turned out to be a very useful tool in many areas of modern condensed matter such as the approximation of ground states [2] , the study of gapped Hamiltonians and area laws [3] [4] [5] [6] [7] , topological properties [8] , and others [9] [10] [11] [12] , and even linear algebra [13] . An overview of many applications such as the study of gapped systems can be found in [14] [15] [16] .
Such a light cone property in matter has been studied experimentally [17] . Local dissipative systems have been studied in the context quantum computing [18] [19] [20] or study of phase transitions [21, 22] .
Recently this bound was studied for systems with local dissipation [23, 24] . The derived bound was very similar to the original result for non-dissipative systems. In this article, we revisit and derive a class of local dynamics with a more refined bound. Local dissipation implies a local de-coherence of states in time. Imposing an additional constraint, we show that certain systems have a decaying velocity of propagation,i.e. the light cone closes with time. In the first part of the article, we define the subclass and prove the new bound. At the end, we give some examples. Finally, we discuss the exponential clustering theorem for frustration free local Markovian dynamics.
II. LOCAL DISSIPATIVE DYNAMICS

A. Propagation of Information
This section explains the connection between the Lieb-Robinson bound and propagation of information. Assume that a system is initially prepared in a state ρ. This state, then, evolves time under the dynamics Γ t . The fact that any system can be taken to be part of a larger one automatically implies that the map Γ t needs to be complete positive and trace-preserving. By the same argument, any change to a state of a system should be described by a complete positive trace-preserving map Φ. Any complete positive map has a special decomposition [25] ,
This decomposition interprets Φ as a change to ρ due to the different measurement outcomes
with probabilities Tr(V i V † i ρ). Any measurement can be described in a similar way using a set of matrices {V i } so that i V † i V i = 1. Let us now say that at t = 0, we apply some local change,Φ x , at some point x in space. After some time t, we make a local measurement, V † y , at another point y of space. A change is detected by a difference in the probabilities of the outcome. Maximising over all initial states gives us a bound on how local changes are being perceived at other points in space. This yields us the following,
where Φ * Obviously, for t = 0 we see that the upper bound in equation (1) 
Denote the algebra of all matrices acting on H Λ , i.e. the algebra of local observables of Λ,
If Λ 1 ⊂ Λ 2 , the algebra A Λ 1 can be identified with the algebra A Λ 1 ⊗ 1 Λ 1 \Λ 2 and therefore
Define the support of a local observable A ∈ A Λ as the minimal set X ⊂ Λ for
We study local one-parameter dynamics Γ t :
with local operators where . cb is the completely bounded norm, λ T denotes the largest non-zero eigenvalue of operator T and ν > 0. The existence of the thermodynamic limit of such systems was shown in [23] .
In the case that Γ t is automorphic, it has already been shown that there exists C, v and ξ, [1, 24, 27] so that,
These constant depend on the diameter of the support of A and B and the strength of the interaction. This bound, of course, should also always be understood for small times compared to the distance. Notice, that in the case that L has a unique fixed point, in principle by taking the right observable A, we should get something like,
This bound makes sense for all times, but does not contain any information about the distance between observables. We will reconcile and combine both properties in the following result. We show that for a certain class of Lindblad generators, the usual light-cone picture is only valid for small t. After a certain time, the dissipative character takes over and the velocity v > 0 becomes time dependent and decreases towards some smaller velocity which can be zero.
Define P X as the projector onto Ker(I X + I * X ). In order to derive our desired result, we need the following property,
where τ i denotes the translation over i. Notice that since projectors are self-adjoint, the second equality implies the mutual commutation relations between the projectors,
On the other hand, the first inequality does not necessarily implies that the projectors and the interaction terms commute. If this were the case, it can be easily shown that dynamics becomes ultra-local, i.e. the support of local operators does not grow under time-evolution.
Per construction, the invariant state of the system is the uniform state. Let us take a local perturbation at the origin that can be dissipated by the interaction term that overlaps with origin. Under time evolution, this perturbation is then propagated by the other interactions.
However, the equations (3) tell us that as the perturbation spreads, it is dissipated at a faster rate.
Theorem. Let L be a local Lindblad generator. Given that for each local interaction I X ,
with the time-dependent velocity v(t),
Further discussions on the constants µ and v can be found in [23] .
Proof. We remind the reader of the property of the exponential of a sum. 
Originally the dynamics [28] was recursively expanded using the first property (6) . In our case we use the second property (7).
Define a path of n steps, P n , between A and B as the set of the support of the local interactions I Λ j ,
all other intersections are empty}
Denote P k n as the subset of P n containing the first k steps of the path, where P 0 n = ∅. Define the generator containing local interaction which do not intersect with the path,
In equation (11) we show,
with,
with the ordered product
Further on we show for fixed n,
Using this we can use the short proof in [14, 29] ,
for some constant v. Let us prove equation (9) . Define the projector,
where P Λ is the projector on Ker(I Λ +I * Λ ). From condition (3), we can rewrite the expression (9),
This equation consists of 2 n terms. For each string of bits of length n − k + 1 {i k , ..., i n } ⊂ {0, 1} k for k = 1, ..., n, define the projector
From condition (3) we see that this is indeed a projector. Moreover using (3), we can rewrite our expression,
We use a variation of [30, Thm IX.3.1]. Given A, P ∈ M n (C) and P projector, , we see that we can bound each terms in
Defining new variables,
We can rewrite S 
Using these two bounds J Pn becomes,
The first equality is the induction hypothesis, the case n = 1 can be checked easily. This yields equation (9) . Combining our results, we get our claim.
Lemma 1. For P n (A, I Z ) a path of n steps from A to I Z ,
Proof. The procedure is very similar to [3, 14] . Consider the generator L ∩Z ,
Using equation (7) , we can then expand,
We then continue this procedure for each term
Let us say that after k − 1 steps we have I X k A = 0, from our construction we see that we have built a path of k steps from Z to A for which J P k (Z,A) is given by equation (8) .
Similarly, we can use this procedure for [B, .] , and show
IV. EXAMPLES
A. Specific Subclass
We present a method to construct examples that satisfy the equations (3) 
satisfy the structural equation (3).
Let us give some concrete examples. For A ∈ B(C 2 ), λ, t ∈ [−1, 1], consider the following
From [31] , the condition |λ| + |t| < 1 implies complete positivity. We can then construct the following interaction terms,
As a second example consider the map, Ψ(λ, t) :
And the interactions are given by,
Let us finally remind the reader that a maximum range of the interaction is necessary,
This condition implies an exponential decay in distance in equation (5) . Long range interactions are possible in some cases, but mostly imply slower decays.
Further discussion can be found in [29] .
B. Local Covariance
In the previous section, we gave a method for the construction of non-trivial examples.
These examples give rise to an approximate event horizon or in other words are quasiultra-local. An interesting question is how do ultra-local dynamics look like. In the case of automorphisms, we would need interaction terms to commute with each other. In this section we give an interesting class of ultra-local dynamics with non-commutating interaction terms.
We use the concept of local covariance to introduce this particular class. It can then be combined with the previous examples to construct additional quasi-ultra-local dynamics.
Given some group G with a unitary representation V g : H x → H x , ∀x. We say that I X is local covariant if, ∀i ∈ X,
Additionally, we say Ker(I X + I † X ) is invariant with respect to the representation {V g } of a group G if ∀A ∈ Ker(I X + I † X ), ∀i ∈ X,
in other words {V g } is a local gauge symmetry of Ker(I X + I † X ). For every amenable group G with invariant mean µ and representation {V g }, we can define a projector P X on A X onto the vector space with this representation as local gauge symmetry.
It can be easily checked, that equations (3) are satisfied when I X are locally covariant.
Additionally we can see that every interaction terms I X commute with the projectors P Y .
This implies ultra-locality, ∀A ∈ A Λ A , exp t
Covariance properties of dynamics has been largely studied [32] [33] [34] .
V. FURTHER DISCUSSIONS
Let us discuss the correlation length of the invariant states of these systems. In [24] , A general method was given for systems with unique invariant state and a dissipative gap. For gapped frustration free-Hamiltonian, proving correlation properties is quite easy. Similarly, we give a simple proof of the correlation properties of frustration free local Markovian dynamics with a dissipative gap.
Consider a frustration free local Markovian dynamics L = X I X with unique invariant state ρ β . By which we mean, L * ρ β = I * X ρ β = 0, ∀X. We say that L has a dissipative gap, if there is some λ > 0, so that ∀A ∈ A λ , with Tr(A) = 0,
For every local Markovian dynamics, the usual Lieb-Robinson bound can be shown,
Notice that it should be clear that for the case that dynamics are frustration-free, the following bound can be shown,
We now show that for every local observable A ∈ A Λ A , B ∈ A Λ B ,
Proof. Without loss of generality, we can take Tr(A) = Tr(ρ β B) = 0. Notice first that from the Lieb-Robinson bound (14) follows, 
with λ A the absolute value of the greatest non-zero eigenvalue of X∩Λ A =∅ (I X + I * X )/2. From this, we can infer that all the invariant states of such systems have zero correlation length.
In this article, we improved the Lieb-Robinson bound for a class of local dissipative dynamics. For this class, the bound reflects the dissipative character of the dynamics.
The bound proven in [23] only showed the spreading of local perturbation due to the local property of the dynamics. We showed, however, that when the interactions satisfy additional structural equations (3), this spreading can is slowed down due to the dissipative property.
Further extensions of this class could be of interest, especially the change of the bound under a local perturbation of the class.
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