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ABSTRACT
We present an analysis of a sample of 69 local obscured Swift/BAT active galactic nuclei (AGN)
with X-ray spectra from NuSTAR and IR spectral energy distributions from Herschel and WISE.
We combine this X-ray and IR phenomenological modeling and find a significant correlation between
reflected hard X-ray emission and IR AGN emission, with suggestive indications that this correlation
may be stronger than the one between intrinsic hard X-ray and IR emissions. This relation between the
IR and reflected X-ray emission suggests that both are the result of the processing of intrinsic emission
from the corona and accretion disk by the same structure. We explored the resulting implications on
the underlying distribution of covering fraction for all AGN, by generating mock observables for the
reflection parameter and IR luminosity ratio using empirical relations found for the covering fraction
with each quantity. We find that the observed distributions of the reflection parameter and IR-to-
X-ray ratio are reproduced with broad distributions centered around covering fractions of at least
∼ 40− 50%, while narrower distributions only match our observations when centered around covering
fractions of ∼ 70− 80%. Our results are consistent with both independent estimates of the covering
fractions of individual objects and the typical covering fraction obtained based on obscured fractions
for samples of AGN. These results suggest that the level of reprocessing in AGN, including X-ray
reflection, is related in a relatively straightforward way to the geometry of the obscuring material.
Keywords: galaxies: active - galaxies: nuclei - galaxies: Seyfert - X-rays: galaxies - Infrared: galaxies
1. INTRODUCTION
Understanding the role of supermassive black holes
(SMBHs) in the evolution of galaxies remains one
of the pressing open questions in astronomy (e.g.,
Kormendy & Ho 2013; Hickox & Alexander 2018).
There exist a number of lines of evidence supporting
the co-evolution of SMBHs and their host galaxies (e.g.,
Bell et al. 2004; Gu¨ltekin et al. 2009; Oppenheimer et al.
2010; McConnell & Ma 2013). Most of an SMBH’s
growth is thought to occur during its active phases
(e.g., Marconi et al. 2004; Merloni & Heinz 2008;
Alexander & Hickox 2012). Further, active galactic
nuclei (AGN) provide the best stage for studying all but
the most local SMBHs (e.g., d. 50Mpc, Xie & Yuan
2017), since it is during these phases that the nuclear
regions emit the most radiation due to larger rates of
gas accretion.
AGN emit across most of the electromagnetic spec-
trum with a significant portion of the emission
in the infrared (IR) at 1–100µm (e.g., Antonucci
1993; Efstathiou & Rowan-Robinson 1995; Elitzur 2008;
Padovani et al. 2017). The IR emission is thought to be
due to a dusty “torus” (e.g., Krolik & Begelman 1986;
Netzer 2015), which is primarily heated as a result of
the absorption of the optical and ultraviolet (UV) emis-
sion from the accretion disk. At X-ray energies, in-
cluding in the 3–79keV range probed by the Nuclear
Spectroscopic Telescope Array (NuSTAR; Harrison et al.
2013), the observed emission is due primarily to the
corona above the disk. This wavelength regime there-
fore provides a window into the intrinsic emission very
near to the AGN, in part seen in the tight relation that
has been found between coronal and disk emission (e.g.,
Steffen et al. 2006; Lusso & Risaliti 2017). Therefore,
we might expect to also find a relation between repro-
2 Lanz et al.
cessed UV emission, captured by thermal IR emission,
and X-ray emission reprocessed primarily via absorption
and reflection (e.g., Guilbert & Rees 1988; Madau et al.
1993; Matt & Fabian 1994). The main spectral signa-
tures of reflection include both a hump in the 10–30keV
range due to Compton scattering and the FeKα line
(e.g., George & Fabian 1991), whose narrow core peak-
ing at 6.4 keV provides strong evidence for interaction
with cold material (e.g., Nandra et al. 1997; Reeves 2003;
Levenson et al. 2006).
Together, the X-ray and IR emission allows us to probe
the nature of the structure that reprocesses nuclear emis-
sion. In particular, the degree of clumpiness in this struc-
ture (e.g., Fritz et al. 2006; Nenkova et al. 2008), the re-
lation of its properties to the AGN luminosity, and the
distribution of its covering fraction for the AGN popu-
lation are among the aspects of this structure that are
still not completely understood. This last aspect is still
poorly constrained both for all AGN as well as for only
the subset of obscured AGN and typically examined us-
ing complex spectral models (e.g., Murphy & Yaqoob
2009). Yaqoob & Murphy (2011) examined the depen-
dence of the IR-to-X-ray luminosity ratio on other model
parameters in one of these torus models, specifically MY-
Torus. They found that the ratio was relatively insensi-
tive to column density and instead depended much more
strongly on covering fraction and shape of the X-ray con-
tinuum.
Previous studies have found tight correlations be-
tween continuum mid-IR (MIR) and intrinsic soft X-ray
(< 10 keV) luminosities of AGN (e.g., Lutz et al. 2004;
Gandhi et al. 2009; Asmus et al. 2011, 2015; Chen et al.
2017). The absence of a dependence on obscuring column
depth in these relations does not meet the expectations
of the classical torus models (Pier & Krolik 1993). These
classical models assumed smooth and homogeneous dust
distributions and predict a higher amount of obscura-
tion for higher inclinations, resulting in an expected de-
pendence of the reprocessed-to-intrinsic emission ratio on
the obscuring column. In contrast, clumpy torus mod-
els invoke highly inhomogeneous gas, allowing for unob-
scured lines of sight even in edge-on configurations (e.g.,
Nikutta et al. 2009; Elitzur 2012; Stalevski et al. 2016).
As a result, the clumpiness dilutes the dependence of
the reprocessed-to-intrinsic emission ratio on orientation
(e.g., Nenkova et al. 2008; Ho¨nig & Kishimoto 2010).
The Swift/Burst Alert Telescope (BAT;
Barthelmy et al. 2005; Gehrels et al. 2004) on the
Neil Gehrels Swift Observatory, operating at 14–
195keV, created the most sensitive hard X-ray survey
of the entire sky. Its high energy range is well suited
for penetrating large obscuring columns to detect AGN
with very little contamination from other host galaxy
emission mechanisms (e.g., Koss et al. 2016). The soft
X-ray properties of Swift/BAT AGN have been studied
in detail by several studies (e.g., Winter et al. 2009;
Ricci et al. 2017a). Recently, large subsets from the
Swift/BAT 58-month and 70-month AGN catalogs
have been observed and analyzed separately in the
near-IR (NIR), MIR, and far-IR (FIR; Lamperti et al.
2017; Mele´ndez et al. 2014; Shimizu et al. 2016, 2017,
heareafter S17) and with detailed hard X-ray spectra
taken by NuSTAR (Balokovic´ et al. in prep, hereafter
B18).
Most analyses to date that have jointly used IR and
hard X-ray observations of this unbiased sample of local
AGN have primarily explored the connections of the total
observed NIR, MIR, and FIR emission, colors, and emis-
sion line properties to the hard X-ray luminosities (e.g.,
Mushotzky et al. 2008; Diamond-Stanic et al. 2009;
Rigby et al. 2009; Vasudevan et al. 2010; Matsuta et al.
2012; Ichikawa et al. 2017). However, a joint analysis
using a detailed decomposition of the IR spectral energy
distribution (SED) combined with good quality spectra
extending into the hard X-ray regime has not yet
been done for such samples of AGN.1 In this paper,
we combine the SED decompositions performed by
Shimizu et al. (2017, S17) with the NuSTAR spectral
analyses of Balokovic´ et al. (in prep., B18) of obscured
AGN to constrain the structure of the torus from
purely phenomenological modeling. Our sample is one
of the largest sample of obscured AGN with detailed
determination of their IR and hard X-ray properties.
This paper is organized as follows. In Section 2, we
describe the sample selection, followed by a summary of
the data reduction and parameter extraction undertaken
(Section 3). In Section 4, we discuss our analysis and
modeling as well as the resulting implications, and we
summarize our conclusions in Section 5. Throughout this
paper, we assume a cosmology with Hubble constant H0
= 70 km s−1Mpc−1, matter density parameter ΩM = 0.3,
and dark energy density ΩΛ = 0.7 (Spergel et al. 2007).
Unless otherwise specifically stated, uncertainties are 1σ
errors.
2. SAMPLE
The sample presented in this work is the overlap of two
other subsamples of the Swift/BAT 58-month and 70-
month catalogs2,3 (Baumgartner et al. 2013), specifically
the Herschel sample of S17 and the NuSTAR sample of
B18. The S17 sample is comprised of 313 Swift/BAT
AGN at z<0.05 that are not blazars or BL Lac ob-
jects selected from the 58-month Swift/BAT catalog2.
It contains an approximately even mix of Seyfert types,
based on optical spectra. A small fraction of S17 sam-
ple (<5%) are unclassified AGN or have low ionization
nuclear emission-line region (LINER) nuclei. The en-
tire sample was observed with Herschel in five bands at
70µm, 160µm, 250µm, 350µm, and 500µm.
We cross-correlated the S17 sample with the subset of
the B18 sample at z<0.05, which contains 95 AGN se-
lected from the 70-month Swift/BAT catalog3 to have
14–195keV flux greater than 1× 10−11 erg s−1 cm−2 and
be identified as a narrow-line AGN (i.e., Sy1.8, Sy1.9, or
Sy2)4 in that catalog. They were all observed simulta-
neously with short NuSTAR and Swift/X-ray Telescope
1 This type of analysis has been carried out on individual objects
(e.g., Farrah et al. 2016).
2 https://swift.gsfc.nasa.gov/results/bs58mon
3 https://swift.gsfc.nasa.gov/results/bs70mon
4 There has been some work suggesting that late intermedi-
ate Seyfert types (Sy1.8, Sy1.9) are more similar to unobscured
(e.g., Stern & Laor 2012; Herna´ndez-Garc´ıa et al. 2017), although
Koss et al. (2017) recently showed that Sy1.9 AGN could have col-
umn densities up to the Compton-thick regime. Only 12 sources in
our sample fall into this category and they are not clustered in the
parameters we examine. As such, we do not believe their inclusion
biases our conclusions.
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Table 1
Sample Comparisons
Samples KS stat. KS prob.
z<0.05 BAT AGN (gray) vs. S17 (Herschel; yellow) 0.044 90.5%
z<0.05 BAT AGN (gray) vs. z<0.05 B18 (NuSTAR; green) 0.109 32.1%
z<0.05 BAT AGN (gray) vs. this paper (blue) 0.103 56.0%
S17 (Herschel; yellow) vs. this paper (blue) 0.130 29.0%
z<0.05 B18 (NuSTAR; green) vs. this paper (blue) 0.055 99.96%
z<0.05 BAT Sy2 AGN† vs. this paper (blue) 0.080 90.6%
Note. — Results of performing Kolmogorov-Smirnov (KS) tests on the distributions shown in
Figure 1. For ease of comparison to the figure, we note the associated color of the distribution
in Columns 1 and 2. The BAT AGN samples are selected from the 70-month catalog. Column 3
has the KS statistic, corresponding to the largest separation between the cumulative distribution
functions of the two samples. Column 4 has the associated probability of the null hypothesis that
the two samples originate from the same parent population. We require a probability less than
0.3% to reject the null hypothesis at a 3σ confidence level.
† This subset is not explicitly shown in Figure 1.
Figure 1. Histogram of the 14–195 keV Swift/BAT luminosity of
all BAT AGN (black) from the 70-month Swift/BAT catalog with
the exclusion of beamed sources, as well as its subset after a red-
shift cut at z=0.05 (gray) compared to the samples observed with
Herschel (yellow; S17) and NuSTAR (green; B18 with a z=0.05
redshift cut). The overlap sample which we use is shown in blue.
Within the redshift range of z<0.05, the NuSTAR and Herschel
samples are statistically representative of the BAT AGN, as is our
joint sample (see Table 1).
(XRT; Burrows et al. 2005) observations, typically 20 ks
and 7 ks respectively. Sources with complex spectra (re-
quiring models with multiple additional components be-
yond those described in Section 3.1)5 or low signal-to-
noise spectra (. 300 counts) were also excluded from the
B18 sample for greater uniformity in the quality of the
X-ray spectral analysis.
There are 69 AGN in common to these two samples,
which we use for our analysis in this work. Their names
and coordinates are given in Table 2. This sample is
one of the largest of obscured AGN with this high qual-
ity of IR and hard X-ray data. Given the varied selec-
tion criteria of the S17 and B18 samples and our combi-
nation thereof, we investigated how well each of them,
as well as our overlap sample of 69, is representative
of the full Swift/BAT AGN sample (excluding beamed
sources) and of the Swift/BAT Sy2 AGN sample. As
shown in Figure 1, we compared the distributions of the
14–195keV Swift/BAT luminosities from the 70-month
catalog (Baumgartner et al. 2013) for all unbeamed BAT
AGN at z<0.05 (gray), the full S17 sample (yellow), the
5 The five AGN excluded for this reason are the Circinus Galaxy,
NGC424, NGC1068, NGC1192, and NGC4945.
z<0.05 B18 subsample (green), and our overlap sample
of 69 (blue). Table 1 contains the results of Kolmogorov-
Smirnov (KS)6 tests on these distributions as well as the
comparison of the full Sy2 subset of the z<0.05 BAT
AGN sample. In each comparison, we cannot reject the
null hypothesis that the two samples are consistent with
originating from the same population. As a result, we
consider our sample to be representative of the complete
Swift/BAT AGN sample at redshifts z< 0.05.
3. OBSERVATIONS AND DATA PROCESSING
3.1. NuSTAR and X-ray Spectral Analysis
Detailed discussion of the NuSTAR analysis can be
found in B18. We briefly summarize it here. The reduced
spectra were binned to have constant signal-to-noise ra-
tios in each energy bin. Each spectrum is fit in the full
NuSTAR energy band (3–79keV) in combination with
the Swift/XRT data (0.2–10keV) with Xspec (Arnaud
1996). The model used7 is comprised of several com-
ponents behind an obscuration screen due to foreground
absorption by the Milky Way: (1) an absorbed, expo-
nentially cut-off power-law for the underlying intrinsic
emission; (2) an unabsorbed exponentially cut-off power-
law to account for the soft emission that may be due to
optically thin scattering, X-ray binaries, and/or other
ionized emission within the galaxy; and (3) a reflection
component using just the reflection part of the pexrav
(Magdziarz & Zdziarski 1995) model combined with an
unresolved (σ = 10−3 keV) Gaussian FeKα line at a fixed
rest-frame energy of 6.4 keV. The unabsorbed power-law
is primarily constrained by the Swift/XRT data, which is
not sufficient to independently constrain the slope, so it
is assumed to be the same as that of the intrinsic power-
law. High energy cut-offs are fixed at 300 keV, which was
justified post-facto (B18).
In the pexrav model, the reflection parameter is re-
stricted to be below zero (i.e., the range in which only
the reflection component appears), and a solar metallic-
ity and an inclination of the default 60◦ are assumed8.
While the pexrav model is less physically motivated
6 using the idl routine kstwo
7 const×phabs×(zphabs×cabs×cutoffpl + const×cutoffpl +
pexrav + zgauss)
8 There is a degeneracy in pexrav between inclination and
the normalization of the reflection component (e.g., Fig. 1 in
Dauser et al. 2016). However, changes in the inclination have very
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than some more complex models for reflection (see, for
example, Gandhi et al. 2014, Annuar et al. 2015, and
Balokovic´ et al. 2014, 2018 for comparisons between such
models and pexrav-based modeling), it has the ben-
efit of capturing the general nature of the reflection
with the fewest possible parameters. A detailed system-
atic comparison of pexrav and geometrically-motivated
torus models for a large sample of 120 AGN including
those used in this work is in preparation (Balokovic´ et
al., in prep.), with some preliminary results outlined in
Balokovic´ (2017).
The resulting fits yield the following parameters: the
obscuration column density NH, the power-law slope
Γ, the equivalent width of the FeKα line (EWFeKα),
the relative normalization of the unabsorbed power-law,
and the reflection parameter from the pexrav model
(Rpex=|R|, where R is the negative number from the
Xspec fitting). These parameters are given in Table
3. In addition to the luminosities described below, we
primarily use the reflection parameter and the column
density in the analysis that follows, although Appendix
A contains additional discussion of the other X-ray pa-
rameters.
For three AGN, the quality of the spectra was insuf-
ficient to robustly fit all the parameters, so we fixed
one of the parameters: for ESO005-G004, we fixed
the power-law slope at the typical AGN slope of 1.8
(Piconcelli et al. 2005; Dadina 2008); for MCG+04-48-
002, Γ = 1.8 produced an unstable fit, so we used a
fixed Γ = 1.7 instead; for the Compton-thick source
LEDA96373, the simple model fit only stabilized if the
column was fixed, so we used a log(NH [cm
−2])=24.1,
which has been confirmed as reasonable using more com-
plex models (see B18 for further details). For one deter-
mination of NH, seven of FeKα and nine of the reflection
parameter, there is a best fitted value but the lower limit
on its uncertainty is poorly constrained.
For our analysis, we use both the spectral parameters
described above as well as the observed, reflected, and
intrinsic 10–50keV luminosities. The intrinsic luminos-
ity is corrected for both absorption (which decreases ob-
served flux) and reflection (which increases observed flux)
and is therefore smaller than the unabsorbed luminosity,
which is only corrected for obscuration. These are given
in Table 4. The reflected luminosity is given by the re-
flection parameter times the intrinsic luminosity.
We chose to use the 10–50keV luminosity for this
analysis, but we also tested the analysis we undertook
using the intrinsic 2–10keV luminosity. We find very
similar results, since the intrinsic luminosities in both
bands are calculated using the same power-law model,
in which the photon index9, Γ, relates to flux density
with Fν ∝ ν
−Γ+1. The range of Γ in our sample in-
troduces ∼0.1 dex of scatter in the intrinsic X-ray lumi-
nosity; however, this is relatively small compared to the
0.4 dex scatter in the ratio between IR and X-ray emis-
sion, as we discuss further below.
3.2. Herschel and IR SED Fitting
little effect on the shape of the spectrum. We fix the inclination
to handle the normalization only through the reflection parameter
Rpex.
9 defined such that PE [photons s
−1 keV−1] ∝ E−Γ
Mele´ndez et al. (2014) and Shimizu et al. (2016) de-
scribe in detail the Herschel observations of 313
Swift/BAT galaxies taken by the Photodetector Array
Camera and Spectrometer (PACS; Poglitsch et al. 2010)
and Spectral and Photometric Imaging Receiver (SPIRE;
Griffin et al. 2010), respectively, as well as their reduc-
tion and analysis. PACS observations were taken at
70µm and 160µm, while SPIRE observations were taken
at 250µm, 350µm, and 500µm, all primarily as part of
a Cycle 1 program (OT1 rmushot 1; PI R. Mushotzky).
We briefly summarize the SED analysis done with them
below.
S17 combined these data with archival Wide-field In-
frared Survey Explorer (WISE ; Wright et al. 2010) pho-
tometry from 3.4µm to 22µm to create and fit SEDs and
determine the relative contributions of the AGN and star
formation to the IR SED. They model the SEDs as the
combination of a modified blackbody (where the dust
emissivity inversely depends on wavelength to the power
β = 2) and an exponentially cut-off power-law (with a
fitted power α) with turnover wavelength (λC). The fit-
ting is done within a Bayesian framework with a Markov
chain Monte Carlo to determine the posterior probability
distribution functions of the parameters. Through iden-
tical analysis of the Herschel Reference Survey (HRS;
Boselli et al. 2010), a sample of galaxies which contains
only low-luminosity AGN if any, S17 showed that a com-
ponent of the power-law emission was due to star for-
mation. They used this HRS analysis to determine the
correction needed based on the luminosity of the modi-
fied blackbody component, which is strictly due to star
Figure 2. AGN IR (8–1000 µm) luminosity in blue from the SED
decomposition compared to resolved nuclear 12µm luminosities
from Asmus et al. (2014) where available. We also show the total
IR luminosity before the decomposition (gray) and the expected re-
lation (solid line) between the 8–1000µm luminosity and the 12µm
luminosity from the AGN SED models of Mullaney et al. (2011).
Our AGN IR luminosities typically agree within their uncertain-
ties with this expected relation, demonstrating the reliability of
the SED decomposition compared to high spatial resolution MIR
observations. Triangles indicate 3σ upper limits in a direction of
the point.
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formation.
As a means of testing this SED decomposition, we
cross-correlated our sample with that of Asmus et al.
(2014), who performed high spatial resolution MIR pho-
tometry of local AGN. Our samples have 26 AGN in com-
mon. Figure 2 shows that the 12µm luminosities from
Asmus et al. (2014) correlate very well with the SED-
derived AGN (8–1000µm) IR luminosities, with scatter
about a factor of 3 lower than that of the IR luminosities
before the decomposition. The comparison line shown as-
sumes the ratio between 12µm and the broadband AGN
IR luminosities from Mullaney et al. (2011). The rela-
tion between the AGN IR and resolved 12µm luminosi-
ties of our sample typically agrees with this ratio within
the uncertainties of the measurements.
For our analysis, we primarily used the derived AGN
IR luminosity. We also examined the star formation (SF)
IR luminosity, total IR luminosity (8–1000µm), the AGN
luminosity fraction, and the two parameters from the
power-law (AGN) component (α and λC). These param-
eters are given in Tables 2 and 4. For four AGN, the
AGN IR luminosity is a lower limit, likewise restricted
by an upper limit on the total IR luminosity. For our
analysis, we assign these AGN the average luminosity
between these limits using the range to the limits as the
uncertainty on these values.
4. ANALYSIS AND DISCUSSION
We explored the relationships between and within the
IR and X-ray properties, including (1) NuSTAR spec-
tral parameters, (2) IR modeling parameters, (3) intrin-
sic, reflected, and observed X-ray luminosities in the 10–
50 keV band, (4) AGN, total, and SF IR luminosities,
and (5) ratios of an IR luminosity to an X-ray lumi-
nosity. We show a subset in Figures 3 and A1. For
each of these pairings, we use the ASURV survival analy-
sis package to calculate the Spearman ρ rank correlation
(Lavalley et al. 1992; Isobe et al. 1986), thereby taking
the limits into account. This statistic tests the null hy-
pothesis that there is no monotonic relationship between
the parameters. We define a significant correlation as
one that rejects this hypothesis by having a probability
less than 3 × 10−3 (log[p] ≤ −2.52), corresponding ap-
proximately to 3σ. To calculate the confidence interval
of the Spearman statistic and associated probability, we
undertook a bootstrap analysis10 in which we pick 1000
samples and ran the ASURV analysis on each.
In the sections below, we discuss in detail how the cor-
relation between reflected X-ray and IR emission implies
a common source of reprocessing of the intrinsic emission
and the implications of the relation between the reflec-
tion parameter and the ratio of IR-to-X-ray emission for
the distribution of covering fractions for all AGN. Ap-
pendix A contains additional discussion of the relations
of other X-ray and IR parameters.
4.1. Relationship between IR and X-ray
Intrinsic and Reflected Luminosities
We begin by comparing X-ray intrinsic and reflected
luminosities to the IR luminosity of the AGN. Correla-
tions between intrinsic X-ray and IR luminosities have
10 The code we wrote to do this analysis is available at
https://github.com/lalanz/bootstrap_asurv .
long been known, and we show four X-ray to mid-
IR literature relations in Figure 3a (Asmus et al. 2015,
solid blue; Chen et al. 2017, yellow dash-triple dotted;
Gandhi et al. 2009, red long-dashed; and Fiore et al.
2009, green dotted), adapted to account for different
IR and X-ray bands. Specifically, the Fiore and Chen
relations were derived for IR luminosity at 6µm, while
the Gandhi and Asmus relations are calculated at 12µm.
We convert the relations to the 8–1000µm IR luminos-
ity measured by S17 using the typical ratios provided by
Mullaney et al. (2011). Similarly, the four relations are
derived for X-ray luminosities in the 2–10keV band. We
convert to the 10–50keV band, assuming a power-law
with Γ = 1.8 (Netzer 2015; consistent with our median
Γ), resulting in a multiplicative factor of 1.38. On these
relations, we overlay the AGN’s IR luminosity (from S17)
against the intrinsic 10–50keV luminosity from the fits
by B18.
We find a correlation between these luminosities (Fig.
3a; ρ = 0.47±0.10; log(p) = −4.03± 1.35)11. The corre-
lation is less significant but still very suggestive when we
use fluxes (Fig. 3c; ρ = 0.34±0.11; log(p) = −2.28±1.17)
instead of luminosities, which confirms the correlations
are not purely due to those that can be introduced into
luminosity correlations by the effects of distance (e.g.,
Feigelson & Berg 1983).
We also find a significant correlation between the re-
flected X-ray and IR luminosities (ρ = 0.61 ± 0.08;
log(p) = −6.29± 1.51 for luminosities in Fig. 3b; ρ =
0.49± 0.11; log(p) = −4.22± 1.58 for fluxes in Fig. 3d).
Based on the confidence intervals, we find a suggestive
difference in the correlations, present in both the lumi-
nosities and the fluxes, of ∼ 1σ, corresponding to a con-
fidence level of 70%. Since the size of our confidence in-
tervals is primarily driven by our sample size11, a larger
sample will be needed to conclusively determine whether
the reflected emission is indeed significantly more corre-
lated than the intrinsic emission.
We also test this relative correlation using a compara-
tive partial correlation test12. We calculate the correla-
tion of the reflected X-ray luminosity with the residual
after the correlation between the intrinsic X-ray luminos-
ity with the IR luminosity has been removed as well as
the correlation when we reverse the roles of the reflected
and intrinsic X-ray luminosities. We find that the partial
correlation is stronger with the reflected X-ray luminosity
(pXR IR ·XI = 0.36) than with the intrinsic X-ray luminos-
ity (pXI IR ·XR = 0.22). This difference remains when we
uses fluxes instead of luminosities (pXR IR ·XI = 0.29 vs.
pXI IR ·XR = 0.18).
To investigate the relations between these luminosi-
ties, we fit a line in Figures 3a and 3b. To take into
account uncertainties in both luminosities when fitting
each line, we perform a fit using orthogonal regression,
11 We used bootstrap samples picked with replacement from our
data. We found that this methodology yielded a larger confidence
interval than selecting samples using Gaussian distributions cen-
tered at each detection with widths given by their uncertainties.
This difference indicates that the uncertainty in our correlations is
primarily driven by the sample size and/or intrinsic scatter. We
report the median and confidence interval of the statistic and cor-
responding probability.
12 We used the IDL routine p correlate solely with the detected
luminosities.
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Figure 3. AGN IR (8–1000 µm) luminosity from the SED decomposition compared to intrinsic AGN 10–50 keV (a) and reflected 10–
50 keV luminosities (b), as well as the corresponding plots using fluxes (c, d). Triangles indicate 3σ upper limits in a direction of the
point; diamonds are upper limits in both directions. In panel (a), the points are color-coded by the logarithm of reflection parameter (or its
3σ upper limit), and the literature relations (Chen et al. 2017 in yellow dash-triple dotted, Fiore et al. 2009 in green dotted, Gandhi et al.
2009 in red dashed, and Asmus et al. 2015 in solid blue) have been adjusted from their monochromatic IR and 2–10 keV luminosities using
conversion factors from Mullaney et al. (2011, IR) and assuming a power-law with Γ = 1.8 (X-ray). The black solid line (surrounded by
the grey shaded region of 3σ confidence, derived from a bootstrapping analysis) is the best linear fit to the data (see text). The correlation
between these luminosities is also seen between the fluxes; the probability of not having a correlation is given in the lower right.
maximizing the likelihoods provided in Pihajoki (2017)
for both uncensored and censored13 data. We use the
IDL package MPFIT’s Levenberg-Marquardt algorithm to
minimize the inverse of the likelihoods (Markwardt 2009;
More 1978). We undertook a bootstrapping analysis us-
ing 10,000 samples selected with replacements in order to
estimate the uncertainties in the slope and intercept14.
The black solid lines in Figures 3a and 3b show the
results with the gray regions showing the 3σ confidence
13 We exclude points that are simultaneously censored in both
luminosities.
14 The code we wrote to do the orthogonal fit and estimate its
confidence interval is available at
https://github.com/lalanz/orthogonal_regression.
range from the bootstrapping analysis. The relationship
with intrinsic X-ray luminosity has a slope of 1.01±0.10,
while the relationship with the reflected luminosity has
a slope of 1.11 ± 0.13. The intrinsic X-ray luminosity
relation that we find is also mostly consistent with the
literature relations within our confidence interval even
without the additional comparison uncertainty due to
differences in fitting methodology. The scatter relative
to the fits is about a factor of 2 larger in Fig. 3a (for
the correlation with intrinsic LX) than in Fig. 3b (with
reflected LX).
4.1.1. Implications of the Luminosity Correlations
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These analyses support the idea that the reflected X-
ray and IR emission are more strongly correlated than
the intrinsic X-ray and IR emission. The correlation be-
tween the offsets from the Type 1 AGN IR–X-ray rela-
tions (e.g., Chen et al. 2017) and the reflection parame-
ter (color-scale in Figs. 3a; see also Section 4.2.1) sug-
gests either that obscuration is responsible or that the
relation reflects a physical link due to the processes af-
fecting both. However, we do not find a correlation be-
tween column density and the 10–50keV luminosity (Fig-
ure A1a; ρ = −0.024±0.124; log(p) = −0.073+0.073
−0.441), the
IR-to-X-ray (intrinsic) ratio (Fig. A1b; ρ = 0.12± 0.12;
log(p) = −0.48+0.48
−0.66), the IR-to-X-ray (reflected) ratio
(Fig. A1c; ρ = 0.12 ± 0.11; log(p) = −0.45+0.45
−0.56), or
the reflection parameter (Fig. A1d; ρ = 0.082 ± 0.065;
log(p) = −0.30+0.30
−0.53). Therefore, it is unlikely that the
X-ray reflection and IR emission correlation is merely
due to the optical depth of obscuring material.
This suggests that, on average, both the reflected X-
ray emission and IR luminosity have been processed by
the same, or at least a closely related structure, classi-
cally described as the “torus”, although the luminosity
relations do not specifically imply a particular geometry.
Nuclear luminosity, comprised of X-rays from the corona
and the tightly-related optical/UV emission from the ac-
cretion disk (e.g., Steffen et al. 2006; Lusso & Risaliti
2017), will interact with this structure. Some of the X-
ray emission will be reflected by gas, while a fraction of
the total luminosity (dominated by the optical/UV from
the disk) will be absorbed and reprocessed into thermal
emission from the dust that we observe in the IR. As a re-
sult, the correlations we have found between the emission
traced by the reflected X-rays and the accretion luminos-
ity reprocessed into the IR may provide insights into the
structure with which the nuclear emission is interacting,
as we discuss further below.
Our analysis has one further implication that will re-
quire more detailed modeling to fully investigate. The
pexrav model of reflection off of an infinite slab implic-
itly assumes interaction with Compton-thick gas. This
assumption combined with a common structure result-
ing in both the IR reprocessing and the X-ray reflection
has one of two possible implications. Either the IR is
due to reprocessing by Compton-thick material or there
should be similar relations between parameters express-
ing the interaction of the nuclear emission with the sur-
rounding Compton-thick and Compton-thin gas compo-
nents. Since Compton-thin (log(NH [cm
−2]) ≃ 22− 24)
obscuration is typically optically thick to the UV emis-
sion which is then reprocessed into IR emission (e.g.,
Fabian et al. 2008), the second possibility appears to
be the more likely scenario. This scenario implies
that tori models that include a two-phase medium con-
taining denser, often Compton-thick, clumps dispersed
within a more diffuse medium (e.g., Nenkova et al.
2008; Ho¨nig & Kishimoto 2010; Stalevski et al. 2012;
Feltre et al. 2012; Siebenmorgen et al. 2015) should have
similar, or at least correlated, covering fractions for the
clumps and diffuse media.
4.2. Modeling the Distribution of Covering Fractions
Having found that reflected X-ray luminosity and IR
luminosity may both be associated with the same ob-
scuring structure, we investigate the relation between
the reflection parameter and the ratio of the intrinsic
10–50 keV luminosity to the IR luminosity and the links
of this relation to covering fraction. Previous studies
(e.g., Yaqoob & Murphy 2011) found that the ratio of
IR-to-X-ray luminosities was relatively insensitive to col-
umn density. We find a consistent lack of a correla-
tion between the luminosity ratio and column density
(Fig. A1b; ρ = 0.12 ± 0.12; log(p) = −0.48+0.48
−0.66) in
our purely phenomenological modeling. We therefore in-
vestigate the constraints that our modeling imposes on
the covering fraction distribution based on the relation
between IR-to-X-ray luminosity ratios and the reflection
parameter.
4.2.1. Determining the Comparison Parameters:
Reflection and IR Excess
In Figure 3a, the points are color-coded based on the
logarithm of the reflection parameter. We find a corre-
lation between the intrinsic and reflected X-ray emission
(ρ = 0.55 ± 0.09; log(p) = −5.26 ± 1.59 in luminosities;
ρ = 0.40 ± 0.11; log(p) = −3.02 ± 1.45 in fluxes). This
correlation, combined with the relation between reflected
X-ray and IR emission, results in a tendency for AGN in
the lower right sector of Fig. 3a to have higher reflection
parameters. To examine the relationship between reflec-
tion and IR emission another way, we calculate the ratio
of the observed IR emission compared to the expectation
from the Chen et al. (2017) relation, shown in Figure 3a
and derived for Type 1 AGN, to calculate the expected
Figure 4. Excess IR luminosity (compared to the expectation
from the intrinsic 10–50 keV luminosity and the Chen et al. (2017)
relation) vs. pexrav reflection. Limits (3σ) in either the IR lumi-
nosity (and therefore the IR excess) or the reflection parameter are
shown as triangles, unless both are limits, in which case diamonds
without error bars are used. The solid line shows the best fit in-
cluding the censored data, with the 3σ region of confidence for the
fit derived from the bootstrapping analysis delineated by the gray
shaded region. There is a correlation between these parameters,
whose Spearman rank correlation probability of the absence of a
correlation is given in the lower right, which we used to probe the
covering fraction distribution.
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IR emission from the intrinsic hard X-ray luminosity. We
refer to this ratio as the IR excess:
log(IR Excess) = log
(
Observed AGN IR
Expected AGN IR
)
, where
log(Expected AGN IR) = log(IRcorr.) +
[log(L10−50 keV)− C1 − log(Xcorr)]/C2 + 45. , (1)
in which IRcorr. is the Mullaney et al. (2011) ratio be-
tween 6µm and total IR emission, and Xcorr. is the ra-
tio between 2–10keV and 10–50keV luminosity, assum-
ing a Γ = 1.8 power-law. Depending on whether the
log(L10−50 keV/erg s
−1) is above or below 44.56 (corre-
sponding to a log(L6µm)=44.79), [C1, C2] is [44.51, 0.40]
or [44.60, 0.84], respectively (Chen et al. 2017). We
plot IR excess against reflection parameter in Figure 4
(ρ = 0.51± 0.11; log(p) = −4.51± 1.62)15.
We fit this parameter pairing using our orthogonal re-
gression methodology, thereby using the limits and un-
certainties on both IR excess and reflection parameter
simultaneously. The best fit line is given by
log(Rpex) = −(0.17± 0.21)
+ (1.12± 0.37)× log(IR Excess). (2)
4.2.2. Modeling Observables from Covering Fractions
We developed a simple model in order to explore the
physical origin of this relation, in particular whether we
can parameterize it based solely on covering fraction.
With this model, we are implicitly assuming an axisym-
metric geometry with relatively constant distribution of
the obscuring matter, seen along random lines of sight.
We generate a range of covering fraction distributions
of all AGN, including both wide and narrow Gaussian
distributions and a uniform distribution (histograms of
Figure 5) to cover the full range of possible scenarios.
We step through central values of the Gaussian from 0
to 1 in steps of 0.05 and through values of full width at
half maximum (FWHM) from 0.1 to 2 in steps of 0.1, for
a total of 420 models.
For each distribution, we draw 10,000 simulated AGN
for which we set the probability of being classified as a
Type 2 equal to the covering fraction (e.g., Elitzur 2012;
Netzer 2015). We then separate the sample into Type 1
and Type 2 subsamples. For each of the simulated Type
2 AGN, we calculate a model reflection parameter using:
log(Rpex) = 1.7× fcov − 1.4, (3)
where fcov is the covering fraction (i.e., the fraction of
the sky obscured by gas and dust). This empirical re-
lation is based on the determination of both reflection
parameter and covering fraction for a larger sample of
NuSTAR observed AGN using more complicated mod-
els compared to fits using the phenomenological mod-
eling used in this paper (Balokovic´ et al. in prep.)16.
15 The strength of this correlation is at a level similar to that
between fluxes since the ratio divides out the luminosity distance.
16 As discussed in footnote 8, there exists a degeneracy between
assumed inclination and Rpex in the pexrav model. This empirical
relation was derived for values of Rpex determined with a fixed
inclination of 60◦.
Balokovic´ et al. (2018) showed the results of this model-
ing for four galaxies (their Figure 8), which support the
linear scaling between fcov and log(Rpex). We also inves-
tigate the impact on our conclusions due to the variations
on this relation (discussed in Section 4.2.5 and Appendix
B).
Given the correlation between reflected and IR emis-
sion, we assume the degree of reflection (and absorption)
depends on the covering fraction (e.g., Maiolino et al.
2007; Treister et al. 2008; Elitzur 2012). Therefore, we
parameterize LIR = η × fcov × Lbol. η encompasses all
other constants of proportionality, including an assumed
constant ratio between the optical/UV disk emission and
the reprocessed IR emission that is the same for Type 1
and Type 2 AGN. We use this to determine the relation
between the IR excess and the covering fraction. Since
our observed IR excess is determined relative to a rela-
tion derived for Type 1 AGN, the intrinsic IR excess is
given by the equation:
log(IR Excess) = log(fcov / < fcov; Type 1 >). (4)
The average covering fraction for Type 1 AGN is calcu-
lated from the Type 1 subsample of simulated AGN. We
investigate the robustness of this parametrization in two
ways. First, we relax the assumption of a linear scal-
ing between IR luminosity and covering fraction, using
the IR-to-bolometric luminosity dependence on covering
fraction of Stalevski et al. (2016). Second, we explore
the effect of changing the dependence of the expected IR
emission (and therefore the IR excess) on the observed
intrinsic X-ray emission. These variations and the im-
pact on our conclusions are discussed in Section 4.2.5
and Appendix B.
We add scatter to create mock observables for these
model values. For the reflection parameter, the magni-
tude of the scatter is set by the average observed uncer-
tainty of ∼ 0.3 dex. For the IR excess, we find a scatter
in IR-to-X-ray luminosity ratios relative to the literature
relations (Fig. 3a) of ∼ 0.4 dex, similar if a bit larger
than that found by Gandhi et al. (2009) in the MIR to
X-ray luminosity ratio, as might be expected given the
use of SED decomposition in S17 compared to the nu-
clear MIR fluxes used by Gandhi et al. (2009).
4.2.3. Comparison of Models and Observations
Figure 5 compare the results of a subset of our mod-
els to our observations. The blue points are the same
as those in Figure 4, while the red contours show the
distributions of the mock observables calculated using
Equations 3 and 4 from the covering fraction of each sim-
ulated Type 2 AGN. We quantify the likelihood that the
observations are consistent with each set of mock observ-
ables using a two-dimensional KS (2D-KS) test (Peacock
1983; Goulding et al. 2014). We follow the methodology
of Goulding et al. (2014) and run 10,000 bootstrap sam-
ples of the observations and mock observables for which
we calculate the 2D-KS statistic and associated probabil-
ity of the null hypothesis that both samples are consistent
with having the same parent population.
Figure 6 shows the medians of the probability distri-
bution resulting from each set of bootstrap runs. The
three colored blocks at the upper right shows the results
for the uniform distribution. The larger block in the
middle shows that this distribution has a 2D-KS median
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Figure 5. Contours of mock observables (red: solid at intervals of 10%, dotted contains 99%) calculated from modeling undertaken for
a range of covering fraction distributions compared to observed Swift/BAT detections (blue circles) shown in Figure 4. A brief description
of the shape of the distribution is given in the upper left of these panels: (a) uniform distribution, (b) a narrow, centered Gaussian
distribution, (c) a narrow Gaussian centered at low covering fractions, (d) a wide Gaussian centered at low covering fractions, (e) a wide
Gaussian centered at high covering fractions, and (f) a narrow Gaussian centered at high covering fraction. The yellow histograms (insets
in (a) and (b); (g)–(j)) show the distribution of covering fraction for the full AGN population, while the overlaid red histograms show the
distribution for the Type 2 AGN subsample (the number of which is written in black). The values given in the upper right of each panel
are the logarithms of the probabilities (and 1σ intervals) that the mock observables and observed data have the same 2-dimensional parent
population (see Fig. 6 and Section 4.2.3).
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probability indicative that the null hypothesis cannot
be rejected. We find that the probability distributions
generated by the bootstrap methodology have a typical
breadth of about 1 dex, as illustrated by the two color
blocks to the left and right of the block corresponding to
the uniform distribution’s median probability. As a re-
sult, we use three color scales to indicate the likelihood of
the null hypothesis. Models whose median 2D-KS prob-
ability is at least 10−3 are shown with blue colors. For
these models, we cannot reject the null hypothesis that
the data and mock observables are consistent. Models
which significantly reject the null hypothesis by having at
least 84% of their probability distribution (corresponding
to all probabilities less than the median+1σ probability)
less than 10−3 are shown with red colors. The inter-
mediate set of models, shown in purple, have a median
probability less than 10−3, but the standard deviation of
its probability distribution extends above 10−3. For this
set of models, it is possible that the null hypothesis is
not rejected, as models shown in very light blue or dark
purple have a very similar probability.
4.2.4. Implications for Covering Fraction Distributions
Taken together, Figures 5 and 6 provide some insight
into the underlying distribution of covering fractions for
all AGN. Narrow Gaussian models for distributions of
covering fractions (e.g., Fig. 5b, 5c, or 5f) tend to poorly
match the observations. This is particularly acute for
narrow distributions skewed to peak at low covering frac-
tions (e.g., Fig. 5c). Even very wide distributions skewed
to peak at low covering fractions (e.g., Fig. 5d) at best
have only marginal or suggestive indications of agree-
ment with the observations. Broad, centered (e.g., Fig.
5a) or peaking at high covering fraction (e.g., Fig. 5e)
result in observables that match the data best. We also
find that once the distribution has a FWHM of 1.0, a
further increase in breadth does not tend to change the
degree of agreement. The narrowest distributions whose
observables are consistent with the data are centered at
covering fractions of ∼ 0.70− 0.80.
Broad distributions of covering fraction, combined
with the assumption that the likelihood of a Type 2 des-
ignation increases with covering fraction (e.g., Elitzur
2012), also have the benefit of yielding distributions
of the Type 2 covering fraction similar to what has
been observed with more complex modeling. High spa-
tial resolution infrared studies of small samples of lo-
cal quasars have found that while the distributions of
covering fractions for Type 1 and 2 AGN are differ-
ent, they also overlap significantly (e.g., Mor et al. 2009;
Ramos Almeida et al. 2011; Alonso-Herrero et al. 2011;
Ichikawa et al. 2015). Mateos et al. (2016) recently un-
dertook clumpy torus modeling of the NIR to MIR SEDs
of 227 X-ray selected AGN and likewise found broad,
overlapping distributions for the covering fractions of
both obscured and unobscured AGN. Their distributions
are different from Gaussians or a uniform distribution
due to the presence of additional low covering fraction
sources. However, our Type 2 subsets for broad dis-
tributions (e.g., Fig. 5a inset or Fig. 5i) show similar
peaks at high covering fractions and declines with de-
creasing covering fraction as their Type 2 distribution
(red line in their Fig. 3). We used their distribution for
all AGN (black line in their Fig. 3) to generate another
set of mock observables. We find that the mock observ-
ables from this underlying distribution agree similarly
well with our data to some of our very broad models
(e.g., Fig. 5a, 5d-e; log(p)= −3.53 ± 1.24), indicating
that for broad distribution, this analysis is not sensitive
to the details of their shape.
Figure 6 also shows that Gaussian distributions cen-
tered at covering fractions of ∼0.70–0.80 can have a
broad range of FWHM capable of reproducing the obser-
vations, down to relatively narrow widths. Interestingly,
Ricci et al. (2015) recently showed that, based on the ob-
scured fractions in the BAT AGN Spectroscopic Survey
(BASS), the typical covering fraction of AGN should be
approximately 70%. Our analysis is consistent with these
results, finding that even relatively narrow distributions
centered at 70% yield observables consistent with our
data.
Despite this consistency with Ricci et al. (2017a)
regarding typical covering fractions, our model predicts
a different relationship between the strength of the
reflection component and NH. Specifically, we expect
Type 2 AGN to have stronger reflection, since our
modeling tends to give them higher covering fractions.
While we do not find a significant correlation between
Rpex and NH, the median and average Rpex of our AGN
with NH ≥ 10
23 cm−2 are larger than for our AGN
with NH < 10
23 cm−2. This is more consistent with the
results of Ricci et al. (2011; see also Vasudevan et al.
2013; Esposito & Walter 2016). One possible explana-
tion for the closer similarity to the Ricci et al. (2011)
results compared to the Ricci et al. (2017a) results may
lie in a modeling degeneracy. In both our modeling
and the Ricci et al. (2011) modeling, the typical Γ is
consistent across different bins of NH. However, in
Ricci et al. (2017a), there is a significant difference in
the distribution of the photon indices of the most ob-
scured AGN compared to the distribution for their less
obscured AGN. Since there exists a degeneracy between
Γ and the reflection parameter (e.g., Del Moro et al.
2017; see also Appendix A), some of the effect seen in
Ricci et al. (2017a) may therefore be induced by the
difference in Γ.
4.2.5. Robustness of the Modeling Results
Given the phenomenological nature of the spectral
modeling used in our analysis, we chose to use a sim-
ple model for our mock observables to limit the num-
ber of free parameters. As a result, there are multi-
ple additional considerations that could be taken into
account to further constrain the nature of the covering
fraction distribution. For example, our model does not
include obscuration or reflection due to dust in the po-
lar regions (e.g., Ho¨nig et al. 2012, Lo´pez-Gonzaga et al.
2016). While our model does not assume a geometry
that precludes its presence, it may have a different heat-
ing mechanism that would not be captured in our model.
Additionally, given the relatively small dynamic range of
our luminosities, we also do not include a dependence of
the covering fraction on AGN luminosity, the so-called re-
ceding torus models (e.g., Lawrence 1991; Simpson 2005),
although recent results suggest that covering fraction
may not vary significantly with luminosity (Mateos et al.
2017).
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Figure 6. Distribution of the median 2-dimensional KS probability that the mock observables of the Type 2 AGN subset (i.e., red
contours in Fig. 5) calculated for a Gaussian covering fraction distribution defined by a given FWHM and central value and the observed
detections of Figure 4 are consistent with the null hypothesis of belonging to the same parent distribution. The corresponding probability
for a uniform distribution is given in the central color block at the top right with its 1σ range shown to the left and right. The three color
scales indicate the logarithm of the probability for models where (1) the median probability does not reject the null hypothesis (blue), (2)
the median probability significantly rejects the null hypothesis (red), or (3) the median probability is within 1σ of not rejecting the null
hypothesis (purple; see Section 4.2.3).
As was mentioned in 4.2.2, the underlying uncertainty
in determining covering fraction, including its depen-
dence on other AGN properties, manifests in uncertainty
in the empirical relations we use to calculate the mock
observables of reflection parameter and IR excess. We
explored two variations in each parameter to explore the
robustness of our conclusions. Appendix B contains a de-
tailed discussion of these alternative empirical relations
for the reflection parameter as well as IR excess. The
results of these tests are all consistent with our conclu-
sions; specifically, we still find that broad distributions
of covering fractions results in mock observables with the
best agreement with our data and that the narrowest
models yielding observables in agreement with our data
tend to be centered around ∼70%. The range of distri-
butions yielding observables consistent with our obser-
vations show greater sensitivity to the relation between
covering fraction and reflection parameter than to the
relation between covering fraction and IR excess.
In determining the reflection parameter for our obser-
vations, the inclination of the pexrav was fixed to 60◦,
due to the degerenacy between the normalization of the
reflection component and the inclination parameter (e.g.,
Dauser et al. 2016). Inclination does not affect the total
IR emission of the torus (e.g., Stalevski et al. 2016), but
it can affect the degree to which X-rays are reflected into
the observed line-of-sight. As a result, inclination effects
could be responsible for at least some of the scatter in
Figure 4. However, disentangling this effect will require
more complex modeling than that used in this analysis.
5. SUMMARY
We performed joint IR and X-ray phenomenological
modeling of a large sample of obscured AGN. We find
a significant correlation between the reflected X-ray and
IR emission with multiple suggestive indications that this
correlation is stronger than that between intrinsic X-ray
and IR emission. This relation suggests that both the X-
ray reflection and the UV emission reprocessed into IR
have been processed by the same structure.
We parametrized this effect as a covering fraction, en-
compassing both geometrical factors and the impact of
clumpiness, and investigated which distributions of cov-
ering fractions can reproduce the observed distributions
of IR excess and reflection parameters. A range of broad
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covering fraction distributions of the underlying total
AGN population (e.g., Fig. 5a, 5e) results in mock ob-
servables, determined from simple empirical relations,
consistent with our observations. We also find that the
narrowest distributions resulting in observables in agree-
ment with our data are centered around covering frac-
tions of 70–80%. These results are consistent with both
other methodologies for estimating covering fraction: the
set of independent estimates of the covering fraction of
individual objects suggest a broad distribution of cov-
ering fraction (e.g., Mateos et al. 2016), and statistical
estimates of the typical covering fraction from sample
properties (e.g., Ricci et al. 2015) find an expected cov-
ering fraction of ∼70%.
While our modeling was purposely kept simple to in-
vestigate how much can be gleaned without the use of
complex assumptions, their implications regarding cov-
ering fraction distribution are not in agreement with the
classical unification model (e.g., Antonucci 1993). In the
simplest classical picture, all AGN have the same cov-
ering fraction and opening angle, and it is only orien-
tation which governs whether an AGN is identified as
obscured. In contrast, in clumpy torus models (e.g.,
Nenkova et al. 2008; Stalevski et al. 2012), the cover-
ing fraction depends on the number and distributions
of obscuring clouds, possibly imbedded in a more dif-
fuse medium. Our modeling suggest that the clumps
and the more diffuse media should have at least corre-
lated covering fraction, but more detailed modeling will
be necessary to fully investigate this question.
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APPENDIX
A: RELATIONSHIPS BETWEEN OTHER X-RAY AND IR PROPERTIES
Most pairings of IR and X-ray properties, beyond those discussed in Section 4 do not yield significant correlations.
We show a subset that may be of interest in Figure A1. Of those with significant correlations, several are due to
definitions of model parameters or model degeneracies. Over the luminosity range of our sample, the anti-correlation
of the equivalent width of the FeKα line to the observed X-ray luminosities (ρ = −0.50± 0.10; log(p) = −4.42± 1.76)
is primarily due to the reduction of the continuum level resulting in an increase in equivalent width even at constant
line flux. This effect is also seen in the correlation between column density and FeKα equivalent width (Fig. A1f;
ρ = 0.41±0.12; log(p) = −3.12±1.50), which is due to modeling methodology. As absorption increases, the continuum
is depressed but the line flux is not affected, so, as a result, the equivalent width increases. B18 also finds the correlation
we identify between the reflection parameter and Γ (Fig. A1g; ρ = 0.55± 0.10; log(p) = −5.31± 1.78) but argue that
it is most likely due to model-based degeneracy (see also Del Moro et al. 2017).
Figure A1h shows that we do not find a correlation between the intrinsic X-ray luminosity and the dominance of
the AGN in the IR (ρ = 0.25± 0.11; log(p) = −1.41± 0.92). This lack of a correlation suggests that our sample likely
contains a range of galaxy luminosities and, by inference, black hole masses. This implies a broad range of Eddington
ratios (e.g., Hopkins et al. 2009). We also do not find a correlation between the power-law indices of the intrinsic
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Figure A1. Each panel shows a comparison of parameters from the X-ray and/or IR fitting. Triangles are 3σ limits in the direction of
the point. Panel (a) shows a lack of correlation between the intrinsic 10–50 keV luminosity and column density, finding instead a relative
consistent range of 1.5–2 dex of NH derived over the whole range of luminosity. Similarly, we do not find a correlation between column
density and the ratio of IR-to-intrinsic X-ray luminosity (b), the ratio of IR-to-reflected X-ray luminosity (c), or the reflection parameter
(d), indicating that the relation between X-ray reflection and IR emissions is likely not to be due to obscuration effects. We also do not
find a correlation between column density and IR luminosity associated with star formation (e), suggesting little of the obscuration is
due to gas on galactic scales. Panels (f) and (g) show correlations imposed by the X-ray modeling. The fraction of IR luminosity due
to the AGN also does not appear to correlate with the 10–50 keV intrinsic luminosity (h), and we do not find a correlation between the
power-law indices in the X-ray and IR fitting (i). The numbers on each plot are the Spearman rank correlation probability of the absence
of a correlation.
X-ray spectrum and its IR counterpart (Fig. A1i; ρ = 0.12 ± 0.12; log(p) = −0.47+0.47
−0.65). However, given that these
two power-laws trace different emission mechanisms, intrinsic coronal and reprocessed emissions respectively, the lack
of correlation is not unexpected.
The degree to which galactic-scale dust contributes to the obscuration of AGN, and the dependence on this relative ob-
scuration on galactic and nuclear properties, remains unclear (e.g., Rosario et al. 2012; Rovilos et al. 2012; Chen et al.
2015; Del Moro et al. 2016; Buchner & Bauer 2017; Ricci et al. 2017b). We do not find a correlation between NH
and the star formation IR luminosity from the decomposition (Fig. A1e; ρ = 0.045 ± 0.121; log(p) = −0.15+0.15
−0.49) or
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Figure A2. Similar plots to Figure 6 but with variations in the empirical relation between covering fraction and reflection parameter with
steeper (left) and flatter (right) slopes. The colored blocks above each plot are the results for the uniform distribution. In comparison to
Figure 6, it is clear that the variety of distributions yielding observables consistent with the data depend on the slope, with steeper relations
resulting in a larger diversity. However, the conclusions that more types of broader distributions and narrower distributions centered around
∼70–80% yield the observables most consistent with the data are still supported by the results with these alternative relations.
with the total IR luminosity (ρ = 0.070 ± 0.122; log(p) = −0.25+0.25
−0.57) for our sample, indicating it is unlikely that
most of the obscuration of our sources is occurring on galactic scales. Given that few of our sources (6 out of 69)
have log(NH [cm
−2]) ≤ 22, we expect most our sources will require significant denser obscuration at smaller scales,
consistent with the lack of correlations between IR emission associated with star formation and NH. However, we
cannot rule out small contributions to the obscuration from galactic scales.
B: INVESTIGATION OF ALTERNATIVE MODELS
To test the robustness of our conclusions regarding covering fraction distributions, we undertook the same analysis
discussed in Sections 4.2.2 and 4.2.3 for five variations on our analysis. First, we used two different versions of Equation
3. We opt to retain the simple form of log(R)∝ fcov but investigate the impact on our analysis if we adjust Equation 3
to have a slope of 1.4 or 2.0, with corresponding intercepts of -1.3 and -1.5, respectively. These variations on Equation 3
are selected to still be consistent with the modeling of Balokovic´ et al. (in prep.) but with more extreme slopes. Having
determined for our original analysis that consistent results were obtained with 1,000 or 10,000 bootstrap samples, we
ran the 2D-KS analysis using 1,000 bootstrap samples for each set of models generated with these altered empirical
relations.
Figure A2 shows the equivalent to Figure 6 for variations in the empirical relation between covering fraction and
reflection parameter. At flatter slopes, the models cover less of the reflection parameter range. As a result, distributions
skewed to higher central values will result in better coverage of that parameter and therefore those models will agree
better with the observations. At steeper slopes, a wider range of models, especially centered at lower covering fractions,
agree with our observations. The narrowest models yielding observables similar to the data are still centered around
∼70%. These tests demonstrate that, despite minor changes at the edges of the ranges of models that agree, the
conclusion regarding the kinds of models that yield distributions of observables consistent with our data is not very
sensitive to the relation between reflection parameter and covering fraction (Eqn. 3).
We also examine the impact in variations in the definition of and empirical relation for IR excess. Figure A3 shows the
results of these tests. First, we explored the impact of changing the dependence of the expected IR luminosity on the
X-ray luminosity. Instead of using the relation from Chen et al. (2017) of LIR ∝ L
1/0.84
X , we maintain the assumption
that LIR ∝ Lbol ∝ LUV and combine it with the relation of the UV emission to the X-ray emission of LUV ∝ L
1/0.70
X
(e.g., Steffen et al. 2006; Lusso & Risaliti 2017). We calculate the IR excess for our observations with this change in
assumption and ran the 2D-KS analysis again with this different set of measurements. The 2D-KS probabilities are
uniformly lower, typically by ∼ 0.2− 0.3 dex well within the standard deviations of the probability distributions (e.g.,
see range of the uniform model in Fig. 6). The trends regarding agreement between mock observables and the data
remain constant.
Second, we relax the assumption of a linear scaling between IR luminosity and covering fraction. We use the
IR-to-bolometric luminosity dependence on covering fraction of Stalevski et al. (2016; an interpolation of the 60◦
line of their Fig. 10). The relation between IR luminosity, covering fraction, and bolometric luminosity then
becomes LIR = η × BC(fcov)× Lbol, where BC(fcov) is the Stalevski dependence. Our Equation 4 then becomes
log(IR Excess) = log(BC[fcov] / < BC[fcov; Type 1] >). We ran the 2D-KS analysis using this altered empirical relation
using both the original IR excess measurements and the variation described above. Adding this non-linear dependence
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Figure A3. The results of testing variations in the modeling of IR excess, with the top row showing plots like those shown in Figure 6
and A2. Since the results are so similar to Figure 6, in the bottom row, we show the absolute value of the difference with Figure 6, using
purple to denote when the variation results in greater inconsistency with the null hypothesis and blue when the original model results in
greater inconsistency. The left column shows the results with an alternative scaling between LIR and Lbol based on Stalevski et al. 2016,
the right column shows the results with an alternative calculation of the observed IR excess using a different scaling between LIR and LX,
and the middle column includes both changes. In all three cases, the differences are well within the uncertainties of the modeling. The
colored blocks above and below each plot show the results for the uniform distribution.
results in a minor improvement for many of the models at a level of ∼ 0.2− 0.4dex, again well within the uncertainty
range of the probability distribution. When both variations are put in, the change in the probability map (i.e., Fig.
6) mostly cancel out. As a result, these alterations in the definition of IR excess do not change our conclusions that
broad distributions of covering fractions results in mock observables with the best agreement with our data.
Table 2
IR Parameters
IR Parameters
Name Ra Dec AGN Slope Turnover
(J2000) (J2000) (α) Wavelength (λC)
LEDA136991 00h25m32.87s +68d21m44.2s 1.5+0.53−0.40 45.40
+16.3
−15.9
NGC262 00h48m47.14s +31d57m25.1s 1.6+0.52−0.45 43.16
+13.0
−12.9
ESO 195-IG021 01h00m36.53s -47d52m02.7s 1.7+0.40−0.32 57.95
+16.8
−15.5
IC 1663 01h14m07.02s -32d39m03.2s 2.9+0.30−0.21 67.68
+8.65
−9.27
NGC513 01h24m26.85s +33d47m58.0s 1.1+0.54−0.43 43.52
+19.7
−15.4
MCG-01-05-047 01h52m49.00s -03d26m48.6s 2.0+0.25−0.23 74.65
+12.1
−11.6
NGC788 02h01m06.45s -06d48m55.9s 1.7+0.38−0.30 52.66
+8.73
−7.20
NGC1052 02h41m04.80s -08d15m20.7s 1.6+0.35−0.27 58.77
+12.1
−9.00
2MFGC 2280 02h50m42.59s +54d42m17.6s 1.7+0.64−0.47 43.73
+23.3
−16.7
NGC1365 03h33m36.37s -36d08m25.4s 2.1+0.40−0.41 54.32
+17.6
−14.8
2MASXJ04234080+0408017 04h23m40.77s +04d08m01.8s 1.7+0.55−0.30 50.48
+28.2
−12.3
CGCG420-015 04h53m25.75s +04d03m41.7s 1.7+0.51−0.51 41.75
+11.1
−7.76
ESO 033-G002 04h55m58.96s -75d32m28.2s 1.5+0.40−0.33 52.95
+14.2
−11.4
LEDA178130 05h05m45.73s -23d51m14.0s 1.6+0.46−0.35 52.21
+13.7
−9.95
2MASXJ05081967+1721483 05h08m19.69s +17d21m48.1s 2.1+0.49−0.39 50.01
+20.3
−18.2
NGC2110 05h52m11.38s -07d27m22.3s 1.4+0.56−0.42 44.91
+21.2
−17.3
ESO 005-G004 06h05m41.63s -86d37m54.7s 1.0+0.48−0.38 51.55
+18.5
−19.0
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Table 2 — Continued
IR Parameters
Name Ra Dec AGN Slope Turnover
(J2000) (J2000) (α) Wavelength (λC)
ESO 121-IG028 06h23m45.57s -60d58m44.4s 1.7+0.64−0.48 39.81
+15.6
−13.1
MCG+06-16-028 07h14m03.86s +35d16m45.4s 1.4+0.54−0.41 42.86
+19.1
−13.6
LEDA96373 07h26m26.35s -35d54m21.7s 2.0+0.46−0.39 49.08
+11.2
−7.22
UGC3995A 07h44m06.97s +29d14m56.9s 1.1+0.52−0.42 48.55
+20.2
−17.9
Mrk 1210 08h04m05.86s +05d06m49.8s 3.2+0.60−0.61 30.46
+4.67
−4.67
MCG-01-22-006 08h23m01.10s -04d56m05.5s 0.85+0.45−0.40 49.38
+18.8
−16.8
MCG+11-11-032 08h55m12.54s +64d23m45.6s 1.3+0.29−0.27 63.38
+13.1
−10.2
Mrk 18 09h01m58.39s +60d09m06.2s 2.4+0.20−0.40 78.11
+8.24
−32.2
IC 2461 09h19m58.03s +37d11m28.5s 2.3+0.29−0.47 70.80
+10.8
−9.63
MCG-01-24-012 09h20m46.25s -08d03m22.1s 2.3+0.49−0.46 43.76
+9.25
−6.00
2MASXJ09235371-3141305 09h23m53.73s -31d41m30.7s 1.6+0.48−0.43 46.95
+19.8
−16.7
NGC2992 09h45m42.05s -14d19m34.9s 2.0+0.49−0.39 47.76
+23.0
−18.2
NGC3079 10h01m57.80s +55d40m47.2s 1.1+0.50−0.41 51.30
+18.1
−18.0
ESO 263-G013 10h09m48.21s -42d48m40.4s 1.7+0.45−0.40 49.35
+11.8
−7.84
NGC3281 10h31m52.09s -34d51m13.3s 2.1+0.65−0.59 34.51
+12.6
−9.50
MCG+12-10-067 10h44m08.54s +70d24m19.3s 1.8+0.35−0.26 59.41
+14.0
−10.7
MCG+06-24-008 10h44m48.97s +38d10m51.6s 1.1+0.57−0.45 41.94
+19.8
−14.9
UGC5881 10h46m42.52s +25d55m53.6s 2.3+0.28−0.30 60.28
+12.5
−12.7
NGC3393 10h48m23.46s -25d09m43.4s 2.1+0.44−0.38 50.11
+12.0
−7.45
Mrk 728 11h01m01.78s +11d02m48.9s 1.7+0.36−0.29 59.45
+14.5
−11.5
2MASXJ11364205-6003070 11h36m42.05s -60d03m06.7s 1.9+0.47−0.40 47.47
+17.7
−15.6
NGC3786 11h39m42.55s +31d54m33.4s 1.1+0.48−0.43 47.98
+18.0
−16.6
NGC4388 12h25m46.75s +12d39m43.5s 2.1+0.58−0.46 43.44
+15.2
−12.1
LEDA170194 12h39m06.28s -16d10m47.1s 1.6+0.37−0.31 56.67
+15.8
−13.4
NGC4941 13h04m13.14s -05d33m05.8s 1.5+0.29−0.24 65.13
+12.7
−9.78
NGC4992 13h09m05.60s +11d38m03.0s 1.3+0.40−0.31 54.30
+12.4
−9.12
Mrk 248 13h15m17.27s +44d24m25.6s 2.0+0.71−0.46 41.76
+32.7
−14.7
ESO 509-IG066 13h34m40.40s -23d26m46.0s 2.8+0.65−0.64 32.25
+9.56
−7.53
NGC5252 13h38m15.96s +04d32m33.3s 0.91+0.41−0.41 55.65
+17.8
−18.5
NGC5273 13h42m08.34s +35d39m15.2s 1.3+0.47−0.43 53.76
+17.1
−18.4
NGC5674 14h33m52.24s +05d27m29.6s 0.44+0.53−0.39 48.19
+19.6
−18.9
NGC5728 14h42m23.90s -17d15m11.1s 2.0+0.39−0.45 63.18
+11.5
−11.3
IC 4518A 14h57m41.18s -43d07m55.6s 2.6+0.59−0.43 45.09
+17.2
−15.6
2MASXJ15064412+0351444 15h06m44.13s +03d51m44.4s 1.6+0.50−0.50 51.64
+18.1
−17.2
NGC5899 15h15m03.22s +42d02m59.5s 1.2+0.47−0.44 63.82
+14.9
−17.4
MCG+11-19-006 15h19m33.69s +65d35m58.5s 1.8+0.76−0.56 34.46
+14.6
−12.0
MCG-01-40-001 15h33m20.71s -08d42m01.9s 2.8+0.42−0.29 54.32
+11.6
−8.39
NGC5995 15h48m24.96s -13d45m27.9s 1.6+0.45−0.34 50.36
+16.3
−12.6
MCG+14-08-004 16h19m19.26s +81d02m48.6s 1.6+0.55−0.45 42.77
+12.1
−13.1
NGC6240 16h52m58.87s +02d24m03.3s 2.8+0.87−0.44 40.29
+34.8
−12.9
NGC6300 17h16m59.47s -62d49m14.0s 1.7+0.30−0.32 65.46
+12.6
−10.3
MCG+07-37-031 18h16m11.55s +42d39m37.2s 2.3+0.51−0.35 47.79
+21.5
−14.8
IC 4709 18h24m19.39s -56d22m09.0s 1.8+0.40−0.32 52.87
+11.4
−8.34
ESO 103-G035 18h38m20.34s -65d25m39.2s 2.9+0.69−0.69 29.96
+5.93
−5.67
2MASXJ20183871+4041003 20h18m38.72s +40d41m00.2s 0.93+0.56−0.42 44.93
+19.1
−17.3
MCG+04-48-002 20h28m35.06s +25d44m00.0s 1.3+0.53−0.43 47.11
+18.7
−17.9
IC 5063 20h52m02.34s -57d04m07.6s 2.2+0.47−0.48 43.60
+9.12
−5.44
MCG+06-49-019 22h27m05.78s +36d21m41.7s 1.5+0.34−0.29 60.78
+13.1
−10.8
MCG+01-57-016 22h40m17.05s +08d03m14.1s 1.9+0.37−0.33 54.71
+13.4
−12.2
NGC7582 23h18m23.50s -42d22m14.0s 2.1+0.59−0.43 43.57
+20.5
−14.9
2MASXJ23303771+7122464 23h30m37.69s +71d22m46.5s 1.6+0.63−0.45 42.37
+19.9
−16.9
PKS 2331-240 23h33m55.24s -23d43m40.66s 1.2+0.12−0.11 137.7
+9.34
−10.5
Note. — Names (Column 1) and coordinates (Columns 2 and 3) of our sample, along with two parameters from the SED decomposition from
S17: the slope of the exponentially cut-off power-law (Column 4) and its turn-over wavelength (Column 5). Further details of the modeling are
given in Section 3.2.
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Table 3
NuSTAR Parameters
NuSTAR parameters
Name Log(NH) Gamma EW(FeKα) Reflection Unabs. PL
(cm−2) (keV) Parameter Normalization
LEDA136991 23.95+0.17−0.18 1.711
+0.138
−0.127 (7.50
+6.00
−1.96)× 10
−1 2.21+2.69−1.11 < 9.80× 10
−1
NGC262 22.97+0.01−0.01 1.747
+0.020
−0.019 (4.47
+1.17
−1.18)× 10
−2 (5.79+0.78−0.75)× 10
−1 (2.06+0.92−0.91)× 10
−1
ESO 195-IG021 22.62+0.04−0.05 1.876
+0.078
−0.073 (1.35
+0.35
−0.36)× 10
−1 (5.15+3.63−2.86)× 10
−1 (4.83+3.71−3.65)× 10
−1
IC 1663 23.44+0.09−0.11 1.571
+0.245
−0.168 (4.04
+14.6
l
)× 10−2 (1.72+7.41
l
)× 10−1 1.62+2.18−1.00
NGC513 22.85+0.08−0.08 1.699
+0.117
−0.111 (1.75
+0.62
−0.63)× 10
−1 1.03+0.64−0.46 2.49
+1.16
−0.92
MCG-01-05-047 23.22+0.06−0.07 1.807
+0.097
−0.101 (3.38
+0.88
−0.84)× 10
−1 2.86+1.27−0.90 1.32
+0.68
−0.56
NGC788 23.89+0.04−0.03 1.770
+0.047
−0.046 (2.92
+0.77
−0.72)× 10
−1 (7.45+2.34−1.84)× 10
−1 1.25+0.46−0.36
NGC1052 23.04+0.04−0.05 1.516
+0.042
−0.040 (1.63
+0.43
−0.43)× 10
−1 < 3.30× 10−1 8.12+1.53−1.29
2MFGC 2280 24.20+0.07−0.06 1.564
+0.161
−0.154 (1.28
+1.03
−0.84)× 10
0 (5.78+9.12
l
)× 10−2 (2.21+2.34−1.32)× 10
−1
NGC1365 23.30+0.02−0.02 1.903
+0.034
−0.033 (8.08
+1.87
−1.88)× 10
−2 2.98+0.41−0.36 4.13
+1.06
−0.96
2MASXJ04234080+0408017 23.90+0.04−0.04 1.769
+0.083
−0.092 (1.65
+7.43
l
)× 10−2 (3.95+1.87−1.70)× 10
−1 1.11+0.57−0.38
CGCG420-015 23.98+0.04−0.05 1.885
+0.057
−0.058 (4.92
+0.83
−0.66)× 10
−1 1.14+0.37−0.27 (3.72
+5.05
l
)× 10−1
ESO 033-G002 22.26+0.03−0.03 2.173
+0.067
−0.061 (9.41
+2.39
−2.41)× 10
−2 2.34+0.64−0.51 (4.77
+3.33
−3.19)× 10
−1
LEDA178130 23.05+0.03−0.02 1.667
+0.047
−0.023 (6.41
+2.07
−2.11)× 10
−2 (2.75+12.0
l
)× 10−2 (7.41+2.21−2.07)× 10
−1
2MASXJ05081967+1721483 22.21+0.04−0.04 1.738
+0.062
−0.059 (1.44
+0.31
−0.31)× 10
−1 (4.90+3.00−2.44)× 10
−1 1.19+0.88−0.89
NGC2110 22.58+0.01−0.01 1.640
+0.010
−0.008 (3.26
+0.59
−0.59)× 10
−2 (1.73+2.79
l
)× 10−2 (4.77+1.61−1.61)× 10
−1
ESO 005-G004 24.23+0.30−0.14 1.8
f (1.67+1.50−0.41)× 10
0 1.88+2.39−1.32 1.07
+1.19
−0.79
ESO 121-IG028 23.36+0.04−0.04 1.832
+0.084
−0.086 (5.98
+4.12
−4.14)× 10
−2 (6.93+3.37−2.78)× 10
−1 < 2.10× 10−1
MCG+06-16-028 24.15+0.08−0.06 1.792
+0.157
−0.104 (4.02
+1.90
−1.43)× 10
−1 (3.62+2.01−1.78)× 10
−1 (9.44+6.46−4.81)× 10
−1
LEDA96373 24.10f 1.957+0.070−0.078 (8.05
+4.35
−1.28)× 10
−1 2.11+2.13−0.93 3.39
+2.45
−1.48
UGC3995A 23.59+0.06−0.05 1.737
+0.075
−0.080 (1.48
+0.54
−0.52)× 10
−1 2.01+0.71−0.54 (6.68
+5.12
−4.02)× 10
−1
Mrk 1210 23.43+0.02−0.03 1.876
+0.050
−0.052 (1.13
+0.29
−0.30)× 10
−1 1.65+0.34−0.31 1.71
+0.41
−0.35
MCG-01-22-006 23.30+0.02−0.03 1.560
+0.064
−0.061 (6.29
+2.84
−2.84)× 10
−2 (4.44+2.06−1.73)× 10
−1 (5.85+3.37−2.97)× 10
−1
MCG+11-11-032 23.07+0.09−0.09 1.866
+0.167
−0.160 (3.90
+9.00
l
)× 10−2 1.40+1.27−0.77 < 1.25× 10
0
Mrk 18 23.11+0.10−0.13 1.627
+0.201
−0.114 (1.76
+1.14
−1.10)× 10
−1 (1.03+5.61
l
)× 10−1 2.32+2.65−1.30
IC 2461 22.86+0.06−0.06 1.802
+0.097
−0.093 (1.18
+0.40
−0.39)× 10
−1 (6.95+4.35−3.38)× 10
−1 < 3.50× 10−1
MCG-01-24-012 22.97+0.02−0.03 2.074
+0.061
−0.060 (4.03
+2.15
−2.15)× 10
−2 1.29+0.38−0.31 (5.78
+15.2
l
)× 10−2
2MASXJ09235371-3141305 23.89+0.08−0.09 1.866
+0.163
−0.176 (5.54
+8.06
l
)× 10−2 (8.12+3.88−2.61)× 10
−1 (2.03+5.45
l
)× 10−1
NGC2992 22.04+0.02−0.01 1.724
+0.018
−0.018 (7.96
+1.07
−1.06)× 10
−2 (1.31+0.69−0.66)× 10
−1 (6.84+2.73−2.73)× 10
−1
NGC3079 24.52+0.04−0.04 2.017
+0.115
−0.114 (3.83
+2.82
−1.92)× 10
−1 (2.09+0.90−0.62)× 10
−2 (7.23+6.47−3.70)× 10
−2
ESO 263-G013 23.87+0.03−0.04 1.732
+0.085
−0.085 (6.24
+6.46
l
)× 10−2 (8.42+15.2
l
)× 10−2 1.30+0.67−0.58
NGC3281 24.08+0.09−0.10 1.622
+0.033
−0.032 (1.09
+0.79
−0.13)× 10
0 3.72+4.38−1.64 < 1.20× 10
−1
MCG+12-10-067 23.24+0.07−0.07 1.923
+0.155
−0.147 (8.10
+6.00
−6.00)× 10
−2 1.37+0.99−0.65 1.75
+1.09
−0.79
MCG+06-24-008 22.60+0.08−0.10 1.564
+0.047
−0.046 (8.68
+5.32
−5.28)× 10
−2 < 8.50× 10−2 1.09+0.87−0.94
UGC5881 23.01+0.10−0.11 1.628
+0.163
−0.149 (1.37
+0.81
−0.80)× 10
−1 (7.08+8.02−5.04)× 10
−1 3.97+2.78−1.84
NGC3393 24.38+0.04−0.05 1.850
+0.140
−0.134 (6.89
+4.01
−3.37)× 10
−1 (3.42+2.41−2.16)× 10
−2 (2.14+1.94−1.19)× 10
−1
Mrk 728 21.86+0.40
l
1.591+0.055−0.050 (8.48
+4.52
−4.55)× 10
−2 < 2.00× 10−1 ...
2MASXJ11364205-6003070 20.59+0.48−0.59 1.996
+0.085
−0.074 (1.13
+0.41
−0.42)× 10
−1 1.49+0.67−0.50 ...
NGC3786 22.52+0.23−0.42 1.754
+0.203
−0.185 (1.41
+1.10
−1.08)× 10
−1 (7.27+11.5−6.81)× 10
−1 6.94+7.26
l
NGC4388 23.67+0.02−0.02 1.699
+0.016
−0.015 (3.00
+0.30
−0.30)× 10
−1 (9.05+6.15−5.63)× 10
−2 6.82+0.56−0.55
LEDA170194 22.75+0.07−0.07 1.719
+0.090
−0.072 (1.94
+0.62
−0.62)× 10
−1 (1.54+3.33
l
)× 10−1 3.65+1.55−1.24
NGC4941 24.14+0.07−0.07 1.738
+0.157
−0.149 (9.28
+5.52
−3.12)× 10
−1 (2.10+1.87−1.48)× 10
−1 (9.80+8.40−5.27)× 10
−1
NGC4992 23.63+0.03−0.03 1.570
+0.052
−0.053 (1.80
+0.48
−0.48)× 10
−1 (6.98+2.20−1.84)× 10
−1 < 1.20× 10−1
Mrk 248 23.03+0.04−0.05 1.992
+0.102
−0.103 (6.90
+3.90
−3.86)× 10
−2 1.19+0.61−0.49 (3.27
+2.35
−2.03)× 10
−1
ESO 509-IG066 22.89+0.06−0.07 1.704
+0.118
−0.114 (1.81
+0.46
−0.45)× 10
−1 (4.89+4.81−3.55)× 10
−1 1.34+0.79−0.67
NGC5252 22.55+0.06−0.07 1.662
+0.023
−0.023 (8.17
+2.53
−2.51)× 10
−2 < 2.50× 10−2 ...
NGC5273 22.43+0.03−0.04 1.797
+0.049
−0.046 (1.10
+0.20
−0.21)× 10
−1 1.07+0.29−0.24 3.62
+0.59
−0.54
NGC5674 22.66+0.05−0.04 1.871
+0.086
−0.078 (1.48
+0.36
−0.35)× 10
−1 (4.61+3.82−2.87)× 10
−1 1.41+0.47−0.42
NGC5728 24.14+0.02−0.02 1.636
+0.045
−0.044 (3.92
+0.69
−0.65)× 10
−1 (1.75+0.39−0.35)× 10
−1 (4.73+10.1
l
)× 10−2
IC 4518A 23.23+0.06−0.05 1.996
+0.091
−0.085 < 7.40× 10
−2 2.90+1.20−0.79 1.53
+0.59
−0.56
2MASXJ15064412+0351444 22.30+0.09−0.08 1.689
+0.057
−0.057 < 1.10× 10
−1 < 3.00× 10−1 < 2.00× 100
NGC5899 22.98+0.04−0.04 1.903
+0.080
−0.077 (1.34
+0.36
−0.35)× 10
−1 1.13+0.45−0.35 (2.53
+2.62
−2.33)× 10
−1
MCG+11-19-006 23.25+0.08−0.09 1.576
+0.150
−0.146 (4.41
+8.99
l
)× 10−2 (4.97+5.83−3.95)× 10
−1 1.29+1.10−0.75
MCG-01-40-001 22.81+0.05−0.06 1.790
+0.087
−0.085 (1.99
+0.45
−0.44)× 10
−1 (9.13+4.57−3.64)× 10
−1 4.45+1.23−1.00
NGC5995 22.09+0.03−0.03 1.992
+0.047
−0.044 (1.65
+0.23
−0.24)× 10
−1 1.16+0.31−0.26 2.72
+0.76
−0.74
MCG+14-08-004 23.14+0.08−0.07 1.696
+0.132
−0.086 (1.91
+0.77
−0.77)× 10
−1 (1.10+3.86
l
)× 10−1 < 6.90× 10−1
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Table 3 — Continued
NuSTAR parameters
Name Log(NH) Gamma EW(FeKα) Reflection Unabs. PL
(cm−2) (keV) Parameter Normalization
NGC6240 24.10+0.02−0.02 1.705
+0.047
−0.047 (1.54
+0.42
−0.42)× 10
−1 (2.55+0.70−0.65)× 10
−1 < 1.50× 10−1
NGC6300 23.23+0.02−0.02 1.897
+0.029
−0.030 (4.35
+1.81
−1.80)× 10
−2 1.47+0.18−0.17 < 4.50× 10
−2
MCG+07-37-031 22.56+0.06−0.05 1.681
+0.072
−0.069 (7.93
+3.67
−3.71)× 10
−2 (3.54+2.89−2.33)× 10
−1 2.59+0.82−0.73
IC 4709 23.42+0.05−0.04 1.927
+0.071
−0.073 (1.55
+0.41
−0.41)× 10
−1 2.06+0.59−0.49 < 4.30× 10
−1
ESO 103-G035 23.33+0.01−0.01 1.965
+0.021
−0.022 (8.25
+1.37
−1.35)× 10
−2 1.19+0.11−0.11 < 1.10× 10
−2
2MASXJ20183871+4041003 23.14+0.05−0.04 1.699
+0.087
−0.087 (1.53
+0.41
−0.40)× 10
−1 (9.81+4.19−3.35)× 10
−1 < 3.00× 100
MCG+04-48-002 23.95+0.08−0.08 1.764
+0.146
−0.156 (3.41
+1.72
−1.27)× 10
−1 (5.50+3.71−2.80)× 10
−1 (4.13+10.8
l
)× 10−1
IC 5063 23.42+0.02−0.03 1.799
+0.050
−0.050 (1.19
+0.26
−0.25)× 10
−1 (8.18+2.02−1.85)× 10
−1 (5.18+1.81−1.61)× 10
−1
MCG+06-49-019 < 21.00 1.7f (5.02+1.73−1.71)× 10
−1 (3.31+3.49−3.18)× 10
−1 ...
MCG+01-57-016 < 20.10 1.850+0.052−0.051 (8.28
+4.52
−4.50)× 10
−2 1.26+0.41−0.36 ...
NGC7582 23.45+0.04−0.05 1.764
+0.038
−0.038 (2.48
+0.42
−0.41)× 10
−1 5.43+1.29−0.99 1.77
+0.97
−0.87
2MASXJ23303771+7122464 22.86+0.15−0.21 1.665
+0.194
−0.156 (1.63
+8.47
l
)× 10−2 (2.81+7.11
l
)× 10−1 2.51+3.78
l
PKS 2331-240 20.81+0.06−0.06 1.811
+0.020
−0.019 (9.81
+2.99
−2.96)× 10
−2 < 1.30× 10−2 ...
Note. — Parameters from the NuSTAR modeling of B18: column density (Column 2), intrinsic power-law slope (Column 3), equivalent
width of the FeKα line (Column 4), the absolute value of the pexrav reflection parameter (Column 5), and the normalization of the unabsorbed,
exponentially cut-off power-law (Column 6). Uncertainties given as l indicate that the lower limit of the uncertainty is poorly constrained, despite
the fit returning a best value for the parameter. Further details of the modeling are given in Section 3.1.
Table 4
Luminosities
Log(Luminosities/erg s−1)
Name 2-10 keV 10-50 keV 2-10 keV 10-50 keV AGN IR Total IR fAGN IR
Observ. Observ. Intrinsic Intrinsic
LEDA136991 39.78+2.44−0.03 42.25
+0.03
−0.03 41.85
+0.26
−0.30 42.05
+0.24
−0.29 43.06
+0.07
−0.11 43.21
+0.04
−0.05 0.70
+0.11
−0.11
NGC262 41.77+0.02−0.01 43.77
+0.02
−0.01 43.50
+0.02
−0.02 43.68
+0.01
−0.01 43.82
+0.07
−0.07 43.94
+0.04
−0.04 0.76
+0.10
−0.10
ESO 195-IG021 41.51+0.01−0.02 43.82
+0.03
−0.01 43.64
+0.07
−0.07 43.73
+0.05
−0.05 43.89
+0.18
−0.24 44.38
+0.02
−0.02 0.33
+0.14
−0.15
IC 1663 39.89+0.46−0.01 42.05
+0.36
−−0.0 41.79
+0.19
−0.18 42.09
+0.08
−0.14 43.61
+0.05
−0.06 43.86
+0.02
−0.02 0.57
+0.10
−0.10
NGC513 40.78+0.02−0.02 42.92
+0.03
−0.01 42.53
+0.10
−0.11 42.74
+0.06
−0.08 < 43.23 44.23
+0.01
−0.02 < 0.10
MCG-01-05-047 40.68+0.02−0.02 42.96
+0.03
−0.02 42.45
+0.11
−0.11 42.59
+0.09
−0.09 43.71
+0.13
−0.16 44.24
+0.01
−0.02 0.29
+0.10
−0.10
NGC788 40.48+0.01−0.02 42.95
+0.01
−0.02 42.84
+0.06
−0.07 43.00
+0.05
−0.06 43.56
+0.04
−0.04 43.62
+0.03
−0.03 0.86
+0.10
−0.10
NGC1052 40.36+0.02−0.01 41.95
+0.02
−0.01 41.53
+0.03
−0.03 41.87
+0.01
−0.01 42.71
+0.04
−0.04 42.79
+0.03
−0.03 0.83
+0.10
−0.10
2MFGC 2280 39.54+0.11−0.06 42.56
+0.07
−0.02 42.79
+0.16
−0.15 43.10
+0.11
−0.11 < 43.20 43.74
+0.02
−0.02 < 0.19
NGC1365 40.56+0.02−0.01 42.43
+0.01
−0.02 41.77
+0.04
−0.04 41.84
+0.03
−0.03 < 44.09 44.60
+0.02
−0.02 < 0.26
2MASXJ04234080+0408017 40.81+0.13−0.01 43.84
+0.02
−0.02 43.83
+0.08
−0.09 43.99
+0.06
−0.06 44.30
+0.09
−0.13 44.50
+0.04
−0.03 0.64
+0.14
−0.11
CGCG420-015 40.73+0.02−0.02 43.53
+0.02
−0.01 43.46
+0.09
−0.09 43.54
+0.08
−0.08 44.32
+0.06
−0.07 44.42
+0.04
−0.05 0.79
+0.10
−0.10
ESO 033-G002 41.37+0.01−0.02 43.15
+0.01
−0.02 42.95
+0.07
−0.07 42.83
+0.05
−0.05 43.82
+0.06
−0.06 43.93
+0.03
−0.03 0.77
+0.10
−0.11
LEDA178130 41.66+0.03−0.01 44.02
+0.07
−0.01 43.82
+0.03
−0.03 44.05
+0.01
−0.03 43.91
+0.06
−0.05 43.97
+0.04
−0.04 0.86
+0.10
−0.10
2MASXJ05081967+1721483 41.27+0.01−0.01 43.16
+0.02
−0.02 42.86
+0.06
−0.06 43.05
+0.04
−0.04 43.47
+0.23
−0.46 44.08
+0.03
−0.03 0.24
+0.22
−0.15
NGC2110 42.24+0.02−0.01 43.79
+0.01
−0.01 43.60
+0.01
−0.02 43.85
+0.01
−0.02 43.12
+0.12
−0.21 43.80
+0.02
−0.03 0.20
+0.10
−0.10
ESO 005-G004 39.51+0.01−0.07 41.74
+0.02
−0.05 41.41
+0.51
−0.44 41.55
+0.47
−0.39 < 42.68 43.68
+0.01
−0.01 < 0.10
ESO 121-IG028 41.14+0.01−0.02 43.72
+0.02
−0.01 43.53
+0.08
−0.08 43.65
+0.05
−0.05 43.36
+0.17
−0.17 43.63
+0.06
−0.07 0.53
+0.11
−0.13
MCG+06-16-028 39.98+0.07−0.05 42.66
+0.05
−0.03 42.86
+0.16
−0.15 43.01
+0.12
−0.13 43.56
+0.10
−0.16 44.09
+0.02
−0.03 0.30
+0.10
−0.10
LEDA96373 40.68+0.02−0.02 43.38
+0.02
−0.02 43.20
+0.18
−0.22 43.23
+0.17
−0.21 > 44.57 < 44.61 > 0.90
UGC3995A 40.54+0.02−0.01 42.99
+0.02
−0.02 42.55
+0.09
−0.10 42.74
+0.07
−0.08 43.34
+0.24
−0.28 43.85
+0.05
−0.05 0.30
+0.10
−0.10
Mrk 1210 41.04+0.02−0.02 43.20
+0.02
−0.02 42.90
+0.05
−0.05 42.99
+0.04
−0.04 44.08
+0.08
−0.09 44.15
+0.06
−0.07 0.84
+0.10
−0.10
MCG-01-22-006 41.10+0.01−0.01 43.49
+0.02
−0.01 43.14
+0.06
−0.06 43.45
+0.04
−0.04 42.98
+0.21
−0.26 43.87
+0.02
−0.02 0.13
+0.10
−0.10
MCG+11-11-032 41.39+0.04−0.02 43.83
+0.04
−0.02 43.53
+0.15
−0.17 43.63
+0.10
−0.13 43.50
+0.07
−0.07 43.78
+0.02
−0.03 0.52
+0.10
−0.10
Mrk 18 40.12+0.68−0.02 42.02
+0.92
−0.01 41.76
+0.15
−0.13 42.02
+0.06
−0.10 43.40
+0.24
−0.35 43.68
+0.03
−0.03 0.52
+0.29
−0.44
IC 2461 40.62+0.01−0.02 42.02
+0.03
−0.01 42.23
+0.09
−0.09 42.36
+0.06
−0.06 42.42
+0.25
−0.21 43.03
+0.01
−0.02 0.25
+0.10
−0.15
MCG-01-24-012 41.52+0.02−0.01 43.51
+0.01
−0.01 43.38
+0.06
−0.06 43.33
+0.04
−0.04 43.75
+0.07
−0.07 43.93
+0.04
−0.04 0.66
+0.10
−0.10
2MASXJ09235371-3141305 40.80+0.03−0.03 43.77
+0.04
−0.03 43.72
+0.14
−0.15 43.82
+0.08
−0.09 42.92
+0.20
−0.34 43.53
+0.03
−0.03 0.24
+0.17
−0.11
NGC2992 41.67+0.02−0.01 43.14
+0.01
−0.01 42.87
+0.02
−0.02 43.07
+0.02
−0.01 < 43.57 43.91
+0.02
−0.02 < 0.40
NGC3079 39.45+0.02−0.09 41.72
+0.01
−0.03 43.09
+0.16
−0.14 43.08
+0.14
−0.12 < 43.55 44.55
+0.01
−0.01 < 0.10
ESO 263-G013 40.67+0.08−0.02 43.52
+0.08
−0.02 43.57
+0.07
−0.08 43.76
+0.04
−0.06 > 43.82 < 44.00 > 0.80
NGC3281 40.35+0.01−0.02 42.86
+0.02
−0.02 42.22
+0.22
−0.26 42.49
+0.22
−0.26 43.83
+0.11
−0.14 44.26
+0.03
−0.04 0.38
+0.10
−0.10
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Table 4 — Continued
Log(Luminosities/erg s−1)
Name 2-10 keV 10-50 keV 2-10 keV 10-50 keV AGN IR Total IR fAGN IR
Observ. Observ. Intrinsic Intrinsic
MCG+12-10-067 40.77+0.03−0.02 43.20
+0.03
−0.02 42.95
+0.14
−0.15 43.01
+0.09
−0.11 44.02
+0.10
−0.11 44.43
+0.02
−0.02 0.39
+0.10
−0.10
MCG+06-24-008 40.83+0.02−0.01 42.98
+0.01
−0.02 42.67
+0.04
−0.04 42.98
+0.02
−0.02 < 42.98 43.98
+0.01
−0.02 < 0.10
UGC5881 40.49+0.03−0.01 42.72
+0.05
−0.01 42.33
+0.15
−0.15 42.59
+0.09
−0.11 43.66
+0.18
−0.24 44.13
+0.02
−0.02 0.34
+0.17
−0.17
NGC3393 39.85+0.06−0.08 42.76
+0.04
−0.03 43.50
+0.15
−0.13 43.61
+0.11
−0.09 43.64
+0.07
−0.07 43.93
+0.03
−0.03 0.51
+0.10
−0.10
Mrk 728 41.16+0.02−0.02 43.34
+0.02
−0.02 43.04
+0.04
−0.04 43.33
+0.02
−0.01 > 42.91 < 43.28 > 0.49
2MASXJ11364205-6003070 40.91+0.01−0.01 42.60
+0.01
−0.02 42.36
+0.08
−0.09 42.36
+0.06
−0.07 42.91
+0.24
−0.38 43.63
+0.03
−0.03 0.20
+0.14
−0.11
NGC3786 40.09+0.05−0.02 41.65
+0.07
−0.03 41.49
+0.18
−0.18 41.66
+0.11
−0.13 < 42.76 43.51
+0.03
−0.03 < 0.16
NGC4388 40.63+0.01−0.02 42.82
+0.01
−0.01 42.27
+0.02
−0.02 42.48
+0.02
−0.02 43.00
+0.16
−0.18 43.58
+0.03
−0.03 0.26
+0.10
−0.11
LEDA170194 41.00+0.03−0.01 43.26
+0.09
−0.02 43.02
+0.07
−0.07 43.22
+0.04
−0.05 43.85
+0.09
−0.11 44.16
+0.02
−0.03 0.48
+0.10
−0.13
NGC4941 39.40+0.18−0.03 41.39
+0.13
−0.02 41.73
+0.16
−0.16 41.91
+0.11
−0.12 42.36
+0.05
−0.05 42.69
+0.02
−0.02 0.47
+0.10
−0.10
NGC4992 40.86+0.01−0.02 43.55
+0.02
−0.01 43.22
+0.05
−0.06 43.52
+0.04
−0.05 43.55
+0.07
−0.06 43.77
+0.03
−0.03 0.59
+0.10
−0.10
Mrk 248 41.41+0.02−0.01 43.74
+0.02
−0.01 43.55
+0.10
−0.10 43.56
+0.07
−0.07 44.21
+0.14
−0.40 44.59
+0.03
−0.04 0.41
+0.29
−0.14
ESO 509-IG066 41.43+0.02−0.01 43.77
+0.04
−0.02 43.47
+0.11
−0.11 43.68
+0.07
−0.07 43.97
+0.15
−0.19 44.46
+0.04
−0.03 0.34
+0.12
−0.11
NGC5252 41.46+0.02−0.01 43.49
+0.02
−0.02 43.25
+0.03
−0.02 43.49
+0.02
−0.01 43.54
+0.07
−0.11 43.80
+0.03
−0.03 0.54
+0.11
−0.10
NGC5273 40.82+0.01−0.02 42.05
+0.02
−0.02 41.74
+0.05
−0.04 41.88
+0.03
−0.03 41.48
+0.19
−0.27 42.25
+0.02
−0.02 0.15
+0.11
−0.10
NGC5674 41.34+0.01−0.02 43.35
+0.03
−0.01 43.18
+0.08
−0.08 43.27
+0.05
−0.06 < 43.38 44.38
+0.01
−0.01 < 0.10
NGC5728 40.10+0.02−0.01 42.93
+0.01
−0.02 42.84
+0.04
−0.04 43.10
+0.03
−0.03 42.97
+0.27
−0.37 43.74
+0.02
−0.02 0.18
+0.14
−0.14
IC 4518A 40.87+0.03−0.01 43.04
+0.02
−0.02 42.68
+0.10
−0.11 42.68
+0.08
−0.09 44.03
+0.17
−0.30 44.41
+0.03
−0.04 0.41
+0.23
−0.23
2MASXJ15064412+0351444 40.83+0.02−0.02 43.01
+0.03
−0.03 42.80
+0.05
−0.05 43.02
+0.03
−0.03 < 42.97 43.26
+0.03
−0.03 < 0.42
NGC5899 40.71+0.02−0.01 42.41
+0.01
−0.02 42.20
+0.08
−0.07 42.27
+0.05
−0.05 < 43.46 44.09
+0.02
−0.01 < 0.19
MCG+11-19-006 40.81+0.06−0.01 43.49
+0.07
−0.02 43.13
+0.13
−0.14 43.43
+0.08
−0.10 43.84
+0.11
−0.13 44.31
+0.03
−0.03 0.35
+0.10
−0.10
MCG-01-40-001 41.02+0.01−0.02 43.14
+0.02
−0.01 42.82
+0.08
−0.08 42.97
+0.05
−0.06 44.06
+0.05
−0.07 44.31
+0.02
−0.02 0.55
+0.10
−0.10
NGC5995 41.60+0.02−0.01 43.53
+0.01
−0.02 43.32
+0.04
−0.04 43.33
+0.03
−0.03 44.29
+0.11
−0.13 44.76
+0.02
−0.02 0.34
+0.10
−0.10
MCG+14-08-004 40.61+0.06−0.02 42.83
+0.23
−0.02 42.64
+0.10
−0.10 42.85
+0.04
−0.08 43.12
+0.08
−0.09 43.28
+0.04
−0.05 0.68
+0.10
−0.11
NGC6240 40.79+0.04−0.05 43.69
+0.01
−0.02 43.81
+0.05
−0.04 44.02
+0.04
−0.02 < 45.21 45.36
+0.02
−0.03 < 0.67
NGC6300 40.79+0.02−0.01 42.30
+0.02
−0.01 41.99
+0.03
−0.03 42.06
+0.02
−0.02 43.09
+0.13
−0.15 43.65
+0.02
−0.02 0.27
+0.10
−0.10
MCG+07-37-031 41.65+0.01−0.02 43.99
+0.03
−0.02 43.69
+0.06
−0.07 43.91
+0.04
−0.05 43.78
+0.18
−0.28 44.18
+0.03
−0.03 0.39
+0.21
−0.20
IC 4709 40.81+0.02−0.01 43.08
+0.02
−0.01 42.78
+0.08
−0.08 42.83
+0.06
−0.06 43.49
+0.06
−0.06 43.71
+0.03
−0.03 0.61
+0.10
−0.10
ESO 103-G035 41.43+0.01−0.02 43.46
+0.01
−0.02 43.28
+0.02
−0.02 43.31
+0.02
−0.01 44.09
+0.08
−0.10 44.18
+0.06
−0.07 0.81
+0.10
−0.10
2MASXJ20183871+4041003 40.80+0.02−0.01 42.94
+0.02
−0.01 42.58
+0.08
−0.09 42.79
+0.05
−0.06 > 43.12 < 43.37 > 0.75
MCG+04-48-002 40.06+0.10−0.01 42.60
+0.03
−0.01 42.56
+0.14
−0.15 42.73
+0.09
−0.11 < 43.42 44.42
+0.02
−0.02 < 0.10
IC 5063 41.02+0.02−0.02 43.10
+0.02
−0.02 42.87
+0.05
−0.05 43.01
+0.03
−0.03 44.26
+0.06
−0.05 44.33
+0.05
−0.04 0.84
+0.10
−0.10
MCG+06-49-019 40.37+0.03−0.02 42.26
+0.07
−0.03 41.97
+0.21
−0.21 42.18
+0.03
−0.03 42.95
+0.11
−0.11 43.40
+0.02
−0.02 0.35
+0.10
−0.10
MCG+01-57-016 41.04+4.41−0.02 43.06
+0.02
−0.01 42.73
+0.05
−0.05 42.84
+0.04
−0.04 43.89
+0.11
−0.12 44.14
+0.03
−0.03 0.57
+0.12
−0.16
NGC7582 40.41+0.02−0.02 42.40
+0.02
−0.02 41.61
+0.07
−0.07 41.77
+0.07
−0.07 < 43.84 44.29
+0.02
−0.02 < 0.29
2MASXJ23303771+7122464 40.83+0.33−0.01 43.20
+0.13
−0.02 42.90
+0.16
−0.15 43.14
+0.08
−0.11 < 43.30 44.04
+0.02
−0.02 < 0.16
PKS 2331-240 41.80+0.01−0.02 43.93
+0.01
−0.01 43.79
+0.02
−0.02 43.92
+0.01
−0.01 43.98
+0.04
−0.03 44.12
+0.03
−0.02 0.71
+0.10
−0.10
Note. — Observed and intrinsic X-ray luminosities in the 2–10 keV and 10–50 keV bands derived from the X-ray fitting (Columns 2-5). Intrinsic
luminosities are corrected for the effects of reflection as well as absorption. Reflected luminosities are calculated by multiplying the reflection
parameter by the intrinsic luminosity. The AGN component of the IR luminosity from the decomposition of the SED is given in Column 6. Its
fraction relative to the total IR luminosity from the fits (Column 7) is given in Column 8.
