A computational method is presented for characterizing residue usage, i.e., site-specific residue frequencies, in aligned protein sequences. The method obtains frequency estimates that maximize the likelihood of the sequences in a simple model for sequence evolution, given a tree or a set of candidate trees computed by other methods. These maximum-likelihood frequencies constitute a profile of the sequences, and thus the method offers a rigorous alternative to sequence weighting for constructing such a profile. The ability of this method to discard misleading phylogenetic effects allows the biochemical propensities of different positions in a sequence to be more clearly observed and interpreted.
Introduction
A vast amount of research has been devoted to the use of sequence data to discern the evolutionary histories of groups of taxa, and hence most theoretical research on sequence evolution has focused on the relevant case in which the number of taxa is small compared to the lengths of the sequences. Alternatively, the evolutionary history of a sequence may be used to study the action of selection on the sequence, and possibly elucidate sequence/structure/function relationships. Thorne, Goldman, and Jones (1996) showed that this could be done rigorously with regard to protein secondary structure. When many taxa are available, it becomes possible to model the evolution of the homologous sequences allowing different residue frequencies at every site, and these frequencies should then reflect functional constraints on the protein.
Knowledge of the amino acid usage (i.e., the frequency with which each residue is used in each position) along a functional domain allows one to create a scoring matrix for screening new sequences for the presence of a similar motif (Lisser and Margalit 1993; Henikoff and Henikoff 1994b; Tatusov, Altschul, and Koonin 1994) . Analyzing covariation between pairs of sites in an alignment can allow one to make structural inferences (Gutell et al. 1992; Korber et al. 93; Clarke 1995) . Analysis of the hydrophobicity or variability of a position may give clues as to the proximity of that position to the protein's surface (Wolfenden et al. 1981) .
Any analysis of homologous sequences should take into account statistical correlations in the sequences arising from the common origin of the sequences (Altschul, Carroll, and Lipman 1989) . When constructing scoring matrices, these correlations can cause a bias toward sequences belonging to families of taxa that are relatively overrepresented in an alignment. These correlations can also lead to the impression of statistically significant co, variation in sites evolving independently (Felsensteir 1985) .
The problem can be posed in terms of extracting patterns corresponding to functional constraints from se, quence data which also contain patterns caused by the phylogenetic relationships among the sequences. Thf two types of patterns can be distinguished because tht functional patterns should be consistent among all se. quences in an alignment, whereas the phylogenetic pat terns should be consistent across all positions. This pa. per describes a means of separating these two types o! patterns.
Previous methods for analyzing homologous se. quences have employed "sequence weights" to attemp to balance the representation of different families of tax2 (Altschul, Carroll, and Lipman 1989; Vingron and Ar gos 1989; Sibbald and Argos 1990; Sander and Schnei der 1991; Vingron and Sibbald 1993; Gerstein, Son nhammer, and Chothia 1994; Henikoff and Henikofi 1994a; Thompson, Higgins, and Gibson 1994) . Se. quence weights are numerical coefficients applied tc each sequence, meant to denote the degree of independence of each sequence from the others in an alignment Analyses of the sequences are then carried out by mean> of weighted averages using these coefficients. Specific methods for calculating the weights vary widely, but all are limited by the assumption that the effects of phylogenetic correlations are identical at every position ir an alignment.
Examples that demonstrate the inadequacy of sequence weights are easiest to analyze when constructed from a symmetric phylogeny, such as in figure 1. In a case such as this, there is no need to correct for the representation of the two families, as they are both equally represented. Indeed, because of the symmetry ol the phylogeny, any sequence weighting method should arrive at equal weights for all sequences if the sequences are long enough to approximately exhibit the symmetry< However, the sequences will still be biased toward the two ancestral sequences which gave rise to the two families.
The frequencies one would obtain using sequence weights would be 0.4, 0.4, and 0.2 for A, D, and C! respectively, just as one would obtain if phylogenetic
The leaves of this evolutionary tree are labeled by the residue found at a particular position in a hypothetical sequence alignment. If the 10 short branch lengths are all equal, then the tree possesses a great deal of symmetry: a mirror symmetry about the vertical axis, and permutation symmetries among each of the five taxa on either side of the tree. Using combinations of the mirror reflection and the permutations, it is possible to interchange any taxon with any other, implying that all leaves are equivalent. The sequences corresponding to the leaves of the tree should exhibit the same symmetry, but the pattern of residue usage at a single position in the sequence, as shown, will typically violate the symmetry due to the randomness of evolutionary events. effects were ignored altogether. On the other hand, if the branch lengths between the family ancestors and the contemporary sequences are very short, one can infer that the family on the left side of the tree had A in its ancestral sequence, while the family on the right side of the tree had D in its ancestral sequence. This implies that A and D were each fixed in the population once, while C arose twice. Based on this argument, C should be considered twice as frequent as A or D, rather than half as frequent.
It is possible to invent sequence weights that would give this answer at this position by ignoring the symmetry and giving bigger weights to the fourth and seventh taxa. However, this would not lead to sensible answers at other positions, assurning that the tree shown is correct. This difficulty can only be overcome by allowing, in effect, different weights at each position.
The estimation of biological parameters, such as residue frequencies, from phylogenetically related data can be approached using a maximum-likelihood formalism, which has been used in other biological contexts (Golding and Felsenstein 1990; Muse 1995) . In the following simple cases, one can argue logically how the sequences should be interpreted, and if a reasonable model for sequence evolution is used, the maximumlikelihood answer should agree. When two residues agree in sequences whose distance in the tree is very short, one can assume that they represent two samplings of a single ancestral event. When the distance in the tree is very long, one can assume that the sequences are independent and the residues represent independent samplings of the evolutionary equilibrium. When the distance between the two sequences is intermediate, one cannot intuitively guess what the answer should be, but it should lie mathematically between the two extreme cases. The models discussed below give maximum-likelihood results consistent with these intuitive ideas.
Models
Maximum-likelihood calculations require a model for the stochastic (i.e., statistically random) process generating the data. The models considered here are quite simple, so that estimation of residue frequencies from large alignments is practical. In particular, the number of free parameters to be fit is kept as small as possible while still allowing a model of functional constraints to emerge. Given their simplicity, the models still attempt to be realistic in that they include replacement, selection, and back-replacement.
However, the models assume that the probability of any replacement event is independent of the residue being replaced, and therefore the models ignore the implications of the arrangement of residues in the genetic code.
The simplest model to be considered assumes that all sites undergo "randomization" at the same rate y, and that every randomization event consists of randomly choosing a residue according to the position-dependent residue frequencies IIr,S of residue r at site s. The observed replacement rate will be less than y, since in some "randomization" events the residue will be replaced by itself. This "randomization" concept has been previously used in models for nucleotide substitution and residue replacement (Felsenstein 1989) , although not in conjunction with position-specific frequencies. The probability, then, that residue r is found at site s in one node of the tree and found again at a distance d from the first node is
and the probability that instead residue t is found at the second node is K,,K,,(l -e-9
(2)
The modeling task is to determine the values of the IIr,S which maximize the likelihood of the observed sequence alignment. This is straightforward to accomplish using the EM algorithm (Dempster, Laird, and Rubin 1977) . The entire history of the ancestral sequences, which determines whether two sequences share a residue by direct inheritance or by coincidence, is considered missing data, as is also the case in maximum-likelihood phylogeny estimation (Felsenstein 1981) . To begin the EM procedure, one chooses initial estimates of the IIr,S heuristically. The "E" step then uses the model implied by the IIr,S to compute, in a procedure similar to that used by Felsenstein (1981) and by Golding and Felsenstein (1990) , the expected number of times ("counts") each residue arose (was "randomized to") in each position. More precisely, the counts c,,, are equal to the partial derivative of the log-likelihood function with respect to the logarithm of IIr,S. In the "M" step, new values of the IIr,S are then chosen, proportional to the expected counts c,, just calculated, and the process is iterated until convergence, which is guaranteed. The resulting fixed point of the algorithm is a local maximum of the likelihood function.
be A more sophisticated model assumes the rate y to higher at more variable positions. The need for such 1370 Bruno a feature can be illustrated by considering the special case where, at a specific site, n residues are allowed, each with probability IIr,s = l/n. If y is a constant, then the rate of actual replacements will be ~(1 -l/n). On the other hand, in a model for replacement in which the rate of replacement between any pair of residues is a constant, the total rate of replacement is proportional to n -1. If y is chosen to be proportional to n, then the rate of replacement in the first model becomes proportional to n( 1 -l/n) = n -1. In real proteins the rates of replacement are not the same between all pairs of residues, but it will be assumed that taking y proportional to n is closer to the truth than keeping it constant. Specifically, taking ys = l/H,,,, with IIm,s = maxJI,, achieves this goal without adding any new free parameters and causes the rate of replacement from any residue to the most frequent residue in each position to be constant across all positions. The behavior of this model is compared with a more detailed, population genetics model in the appendix.
Because this addition to the model causes ys to depend on H,,,, the likelihood function is no longer an "exponential family" and the standard EM procedure no longer applies (Dempster, Laird, and Rubin 1977) . However, a generalized EM procedure can still be used by making adjustments to the estimated number of times the most frequent residue (or residues, in the case of a tie) occurred at a given position, reflecting this additional dependence of the likelihood function. The generalized procedure decreases the new value of Hm,s in positions that appear to undergo replacements more rapidly than other positions (given their values of ys), thereby increasing ys and increasing the likelihood. Likewise, ys is reduced at positions that appear to undergo replacements more slowly than expected. These corrections may be referred to as "virtual counts," and they are discussed further in the appendix.
It is worth noting that a similar model could be used for nucleotide sequences to model position-specific nucleotide usage. However, because the model assumes that all positions are independent, it is expected to be more realistic for protein sequences than for coding DNA sequences, which are expected to have strong correlations within codons.
Implementation
A program, called rind (because it reconstructs independent events), was written in C to implement the more sophisticated model. The program is available, with documentation, by ftp to atlas.lanl.gov in pub/billb. Because the sites are assumed to be independent, the calculation of the expectation step of the EM algorithm proceeds one site at a time, and for each site probabilities are computed over the tree recursively (Golding and Felsenstein 1990) . In addition to storing the probability of each residue being present at each node, the probabilities that the node led directly to n leaves (where n ranges from 1 to the number of sequences) sharing that residue with no intervening randomizations is also stored, and later used to compute the expected number of counts. The newest version of the program averages ovel several candidate trees, weighted by their likelihoods This amounts to treating the identity of the correct tree as missing data. Ideally, one might integrate over al possible trees and all possible branch lengths; the cur rent method may be viewed either as a crude approxi, mation to the integral or as a pragmatic approach tc combining results from different trees.
The expected number of counts for each residue (ir each tree) is calculated excluding any instances whicl are "internal" to the tree, i.e., those that do not survivt to leaves (present-day sequences). Although these in, stances could be included, omitting them does not affec the calculation except for improving the rate of conver gence. This is true because, in the models considered the internal counts convey no information about the fre quencies. More formally, the likelihood that such an in ternal residue was in fact residue r is proportional to the current value of II,. Thus the counts such internal resi dues contribute are also proportional to III,. Let U be thr total number of internal counts, let c, be the number o external (i.e., noninternal) counts, and let C be the tota number of external counts. Then the usual EM formul; for the updated value of II, is The counts c, computed for the most frequent res idue must take into account the fact that y depends or II,, resulting in the addition of "virtual counts," whicl are described in the Appendix. Because the form of the y dependence is not consistent with an exponential fam ily, there is a danger that II, could overshoot the opti mum, resulting in convergence difficulties. A remedy fo this, making use of the second derivative of the log likelihood function, is also discussed in the appendix.
The topology of the phylogeny can be given to the program in PHYLIP (Felsenstein 1989 ) unrooted for mat, and the program adjusts the branch lengths, also using EM (simultaneously taking one step for eacl branch), to further improve the likelihood each time the Hr,s are all updated. Once the program has converges for a given topology, distances between each pair o sequences are computed using maximum likelihood, ant these are written to a file in PHYLIP format. The pro gram then invokes a shell script, which may be editec by the user to specify constructing a new topology usinl a distance-based program, such as neighbor joining (Sai tou and Nei 1987) or PHYLIP's fitch (Fitch and Mar goliash 1967) , or to read another precomputed tree, o to do nothing. Once the commands in the script are corn pleted, the program reads the resulting tree file into memory; several different topologies may be stored and averaged over, and trees that contribute negligibly to the likelihood are discarded. When the newly generated topology matches a previous topology or fails to improve the likelihood, convergence is deemed to be complete. Ideally, one would systematically search for the most likely topologies, but when the number of taxa is large, such a search is impractical.
The approach of computing a distance matrix from the current model and using it to generate a new topology is similar in spirit to the EM algorithm, although there is no convergence theorem. In fact, it is often the case that using neighbor joining on the maximum-likelihood pairwise distances results in a topology of lower likelihood. Thus, heuristically, it seems advantageous to average over the best available topologies, rather than to discard the previous ones in favor of the most recent.
The computation time of the program is dominated for large data sets by the time required to compute the distance matrices or repeatedly execute neighbor joining; 10 such executions are usually sufficient. The largest alignments attempted contained more than 250 sequences over 1,000 residues long, and executed in about 2 days on a workstation.
When the number of taxa is large, 32 megabytes of memory can be insufficient for averaging over more than two or three trees.
Results
The program rind has been applied to several data sets to assess its effectiveness.
Below, three examples are presented. The first makes use of an artificial alignment to show that rind can overcome the phylogenetic difficulty illustrated in figure 1 . The second demonstrates that rind's output is suitable for screening unknown protein sequences against a database of motifs. The third shows that rind can be useful for identifying structural features in aligned sequences.
The program rind was applied to the alignment shown in figure 2. The symmetry in this alignment implies a symmetric phylogeny as in figure 1. By symmetry, any sequence-weighting method must weight all sequences equally and will conclude that A and D are each twice as frequent as C. However, since the first five sequences are closely related, it is likely that the four A's result from a single ancestral A. The maximum-like- a The methods are rind, the method described here; PB, position-based (Henikoff and Henikoff 1994~); VOR, modified Voronoi (Vingron and Sibbald 1993; Sibbaid and Argos 1990) ; BP branch proportional (Thompson, Higgins, and Gibson 1994) ; VA, Vingron and Argos (1989) ; ACL, Altschul, Carroll, and Lipman (1989) ; 62%. 62% clustering (Henikoff and Henikoff 1992) . Protocol was the same as in the paper by Henikoff and Henikoff (1994u) , except that the test set was improved by deleting partial "positive" sequences known to belong to the protein family but not fully containing the motif itself. b Criterion for measuring the ability of each method to discriminate sequences known to be members of a family ("positives") from other protein sequences ("negatives").
The criterion is based on the number of positives scoring higher than 99.5% of the negatives. "Wins" indicates the number of alignments ("blocks") of the 562 for which the method performed better than not using weights. "Losses" indicates the number of times it performed worse (the remainder were ties). This is the method appearing in the paper by Henikoff and Henikoff ( 1994a) .
c An improved criterion in which the scoring threshold distinguishing positives from negatives is set so that the rate of false positives equals the rate of false negatives for each block (Tatusov, Altschul, and Koonin 1994) . lihood values computed using rind are 1.4 counts (expected independent instances) each for A and D, and 1.99 for C in any position. Thus, when phylogeny is taken into account fully, the most likely interpretation of the alignment dictates that C occurs with considerably higher probability than A or D, in contrast to the sequence weight result.
In order to demonstrate the effectiveness of the method when applied to real data, rind was used to calculate residue frequencies for alignments in the Blocks database (Henikoff and Henikoff 1992) . The resulting frequencies were then used to determine whether different sequences belonged to a given motif by summing the frequencies of each residue in the test sequence as described by Henikoff and Henikoff (1994~) . The results (J. Henikoff, personal communication) are shown in table 1. The rightmost two columns employ a new, improved scoring method. Because of the simple manner used for converting from frequencies to sequence scores, these results should not be viewed as reflecting a definitive method for screening sequences against motifs; nor is it clear from these results whether rind has a statistically significant advantage over the other methods. Rather, the point is that the frequencies calculated by rind are useful for this task, demonstrating that rind is capable of extracting biologically meaningful parameters from real sequence alignments. The rigorous likelihood foundation underlying rind means that one can systematically improve it by improving the model, and that statistical analyses can be performed using the results. For example, one can rigorously place error esti-Residue Usage in Aligned Protein Sequences 1373 vantage of being well behaved (it is bounded between respect to l-II, is negative, which can happen. In the usual 1 and 20), and it simplifies the calculations because it EM procedure, in the absence of any virtual counts, one depends on only one of the II, (although in the case of would choose III, such that ties, it must be considered that more than one of the II, depend on y). The next issue to be addressed is how c,(old) = C(old)II,(new),
this choice fares when the II, are not all equal.
The simplest case to consider is where two residues which gives an approximation to the fixed point equation are allowed,-with frequencies II and 1 -II. If we choose II < 0.5 then y = l/(1 -II) and the observed c,(new) = C(new)II,(new).
rate of replacement wiil be $II( 1 -. II) + (1 -II)II), which equals 2yII. This value can be compared to what would be obtained in an appropriate population genetics model for fixation of an allele under selection. If one makes the approximations that the effective population size N is much less than the number of generations between mutation events, and the selection coefficient s < 1 (but not Ns << 1) then the fixation probability is proportional to s/( 1 -e-4Ns) (Kimura 1983) . Assuming the underlying mutation process to be symmetric, and noting that for the reverse process s can be replaced by -s, detailed balance implies II/(1 -II) = e-4Ns. This means the fixation probability is proportional to log(( 1 -rI)/rI)/( 1 -l-I./(1 -rI)),
which in turn portion al to implies an expected replacement rate pro-2rIlog(( 1 -rI)/rI)/(l -II/( 1 -I-I)).
This expression is clearly different from the 2 II obtained using y = l/(1 -II), but in the limit II + 0.5 it approaches 2 II, and in the limit II < 1 it approaches 2 l-I log( l/II). The latter expression diverges relative to 2 II, although it does so only logarithmically. The only way of correcting this would be to use an expression that included logarithms of every II,., and this has not yet been implemented.
Virtual Counts
In order for the EM approach to work, the estimate of II, must be proportional to the derivative of the loglikelihood function with respect to the log of II,, and thus the "virtual counts" must equal the part of that derivative not accounted for in the usual "expectation" expression. By computing the derivative, one finds that, for any given site, V, the number of virtual counts to be applied, must equal 
where the probabilities refer to whether or not any randomization occurred along the branch b at the site under consideration.
With these virtual counts in place, optima of the likelihood function become fixed points of the algorithm. However, simply adding the virtual counts creates a danger that the algorithm will overshoot if the second derivative of the y's in the log-likelihood function with
In order to avoid problems stemming from the fact that the derivative of the virtual counts with respect to n, an approximation which includes this may be negative, derivative is used c, + V + V'(lYI,(new) -&(old)) = [C + V + V' (II,(new) -II,(old))]II,(new),
where V is the number of virtual counts and V' is the derivative with respect to II,, and all counts are calculated using II,(old). This quadratic equation in II,(new) can be solved, and the result can be used to define an effective number of virtual counts V,, = V + V'(II,(new) -II,(old)).
Note that as the program converges and II,(new) -II,(old) approaches zero, V,, approaches V, and the correction becomes unimportant.
Although this method is not guaranteed to improve the likelihood with every step (as straight EM is), in practice there have been very few data sets for which the likelihood ever decreased, and even for the these the program converged readily.
When the number of virtual counts is negative, it can happen that c, + V is smaller than c, for some other residue. In this case these residues become tied for first place, and the virtual counts V must be divided into pieces V, such that all of the tied residues end up with equal values of c, + V,.. Then the V and V' on the lefthand side of equation .(9) must be replaced by V,. and V' must be replaced by V/n, where n is the number of tied residues.
