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AF SYSTEMS OF CERTAIN CYCLIC GROUPS
ZHIQIANG LI AND WENDA ZHANG
Abstract. In this paper, we give a K-theoretic classification for the C∗-
dynamical systems lim
−→
(An, αn, G), where each An is a finite dimensional C*-
algebra, and G is a cyclic group of prime order. Consequently, all inductive
limit actions of such cyclic groups on AF algebras are classified. Such actions
contain natural examples of finite group actions on UHF algebras which do
not have the tracial Rokhlin property (see [10]).
1. Introduction
A number of results concerning the classification of C∗-algebras have been ob-
tained under the Elliott programme. However, classification of group actions on
C∗-algebras is still a far less developed subject, partially because of K-theoretic dif-
ficulties. Among all the group actions on C*-algebras, there are typical ones , i.e.,
inductive limit group actions, in other words, group actions are compatible with
the inductive limit structuresa of the C*-algebras. In such a setting, it is possible
to classify them using the equivariant version of Elliott’s intertwining argument.
Given a compact group G, let A = lim
−→
An be the inductive limit of a sequence
of finite dimensional C∗-algebras, let α = lim
−→
αn be an inductive limit action of G
on A. Then one can form the C∗-algebra cross product A ⋊α G = lim
−→
An ⋊αn G.
If each αn is given by an inner automorphism arisen from a unitary representation
of the group G, then it was shown in [5] that the natural K-theory data of A⋊α G
is a complete invariant for the C∗-dynamical system (A,α,G). Such actions are re-
ferred to as locally representable actions. In the case that A is unital, the K-theory
data in [5] consists of the K-group K0(A⋊α G) together with (i) the natural order
structure, (ii) the special element coming from the projection given by averaging
the canonical unitaries of the cross product, (iii) the natural module structure over
the representation ring K0(G). In [9], Kishimoto considered locally representable
actions of finite groups on inductive limit algebras with more complicated build-
ing blocks (circles), and in [2], this study was extended to still more complicated
inductive limit systems and to general compact groups, but still requiring local
representability.
So it is interesting to consider the case beyond locally representable actions.
Along this line, in [4], G. A. Elliott and H. Su removed this local representability
hypothesis in the case where the group is Z/2Z and the building blocks are finite
dimensional. In [12], this local representability condition was also removed, where
the group is still Z/2Z, but the inductive limits are certain real rank zero systems
built on some subhomogeneous graph C∗-algebras. Then, it is a natural question
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to ask to which extent one can obtain a K-theoretic classification for more general
group actions on C*-algebras. Conceivably, actions of finite abelian groups will be
a quite large class. To classify these actions, from the viewpoint of group structure
theory, the p (prime) groups (groups with order being some power of p) case will be
fundamental, and among them, the cyclic groups with prime orders should be the
first test case. In the present paper, a K-theoretic classification for inductive limit
actions of such cyclic groups on AF (approximately finite dimensional) algebras is
obtained.
On the other hand, there is another class of group actions on C*-algebras which
draw many people’s attention, namely, the group actions with the (tracial) Rokhlin
property. For the discrete groups Z and Zd, I. Hirshberg, W. Winter, and J.
Zacharias (in [6]) and N. C. Phillips (in [11]) showed that the actions with the
tracial Rokhlin property are generic for nice C*-algebras (for example, tracially AF
algebras). For finite group action case, M. Izumi showed that there are serious ob-
structions for C*-algebras admitting finite group actions with the Rokhlin property,
(see [7], [8]). He showed that for a simple unital C*-algebra A, if either K0(A) or
K1(A) is isomorphic to Z, then there is no non-trivial finite group action with the
Rokhlin property on A (see Theorem 3.3 and Theorem 3.6 in [8]). In fact, there
are natural examples of inductive limit actions of cyclic groups on UHF algebras
which do not have the (tracial) Rokhlin property (see [10]). We quote the example
of Z/2Z action here:
A =
∞⊗
n=1
M2n , α =
∞⊗
n=1
αn, αn = Ad
(
12n−1 0
0 −1
)
,
the distribution of the eigenvalues of the unitaries indicate that this action does
not have the tracial Rokhlin property (see Example 2.9 in [10] in detail). Since
such examples have inductive limit structure, they sit in our classifiable classes.
Throughout this paper, let us denote the group Z/pZ by Zp, where p is a prime.
We use both id and I to denote the identity matrix.
To state the invariant, let A be a unital C∗-algebra, and let α be a group action
of Zp on A. The invariants we need are as follows:
(1) (K0(A),K0(A)
+, [1A], α∗),
(2) (K0(A⋊αZp),K0(A⋊αZp)
+, ζ, αˆ∗), where ζ is the special element in K0(A⋊α
Zp) and αˆ is the dual action of Zˆp on A⋊α Zp,
(3) ι∗ : K0(A) → K0(A ⋊α Zp), where ι is the canonical embedding of A into
A⋊α Zp.
(1) and (3) are necessary, since the action may not be inner, the information in
K0(A) may not be recovered completely from K0(A⋊αZp), we must adjoin this, as
well as the actions on the K-groups, to the invariant. We state the main theorem
here.
Theorem 1.1. Let (A,α, Zp) = lim
−→
(An, αn, Zp) and (B, β, Zp) = lim
−→
(Bn, βn, Zp)
be two approximately finite dimensional inductive limit C∗-dynamical systems, let
F be a scaled order preserving group isomorphism from (K0(A), α∗) to (K0(B), β∗),
and let φ be an order preserving group isomorphism from (K0(A ⋊α Zp), αˆ∗) to
(K0(B⋊β Zp), βˆ∗) mapping the special element to the special element. Suppose that
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the following diagram commutes:
K0(A) //
F

K0(A⋊α Zp)
φ

K0(B) // K0(B ⋊β Zp).
Then there is an isomorphism ψ from (A,α, Zp) to (B, β, Zp) such that ψ∗ = F
and such that the extension of ψ to A⋊α Zp induces φ.
The paper is organized as follows. In Section 2, some preliminaries are given
about the irreducible actions of Zp on finite dimensional C*-algebras. In Section 3,
a local existence result is proved, namely, morphisms between the invariant of the
finite dimensional C∗-dynamical systems can be lifted to morphisms between the
finite dimensional C∗-dynamical systems. In Section 4, a local uniqueness result
is obtained, namely, for any two morphisms between the finite dimensional C∗-
dynamical systems, if their induced maps agree on the invariant, then they are
unitarily equivalent by an equivariant unitary, i.e., a unitary in the fixed point
subalgebra of the codomain algebra. These two results are the main ingredients
in the equivariant Elliott’s intertwining argument. In Section 5, the main theorem
will be proved by the equivariant Elliott’s intertwining argument.
2. preliminaries
Let A =
m⊕
k=1
Mnk be a finite dimensional C
∗-algebra, and let α be a group
action of Zp on A. Since Zp is cyclic, then α is determined by the corresponding
automorphism ρ of the generator of Zp. From basic representation theory, α can be
decomposed into a finite direct sum of irreducible actions. Each irreducible action
has the form either (Mn, ρ) or (Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
, ρ). Let us prepare all the K-theoretic
information about the irreducible actions.
In the case (Mn, ρ), ρ is given by a unitary V ∈Mn:
ρ(a) = V aV ∗, a ∈Mn,
where V satisfies V p = I and could be chosen to be diagonal.
Lemma 2.1. Mn ⋊α Zp is isomorphic to Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
.
Proof. The identification map is given as follows:
a0 + a1Uρ+a2Uρ2 + ...+ ap−1Uρp−1
−→ (a0 + a1V + a2V
2...+ ap−1V
p−1,
a0 + e
i 2pi
p a1V + e
i 4pi
p a2V
2 + ...+ ei
2(p−1)pi
p ap−1V
p−1,
a0 + e
i 4pi
p a1V + e
i 8pi
p a2V
2 + ...+ ei
2(p−2)pi
p ap−1V
p−1,
, ...,
a0 + e
i
2(p−1)pi
p a1V + e
i
2(p−2)pi
p a2V
2 + ...+ ei
2pi
p ap−1V
p−1),
where Uρk , k = 1, ..., p− 1 are the canonical unitaries in the cross product algebra.
Then one can verify the lemma by this formula. 
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Remark 2.2. This lemma is also true if one replaces Mn by an arbitrary unital
C*-algebra A, and replaces Zp by an arbitrary finite cyclic group G, i.e., the map
above is still an isomorphism.
Then K0(Mn) = Z, K0(Mn⋊Zp) = Z ⊕ ...⊕ Z︸ ︷︷ ︸
p
, and the map from K0(Mn) to
K0(Mn⋊Zp) sends x to (x, ..., x︸ ︷︷ ︸
p
); and ρ∗ is trivial. It is well known that Zˆp = Zp,
and the generator of Zˆp is ρˆ which takes the identity element to 1, and takes ρ to
ei
2pi
p . So
ρˆ(
p−1∑
k=0
akUρk) = a0 + e
−i 2pi
p a1Uρ + e
−i 4pi
p a2Uρ2 + ...+ e
−i
2(p−1)pi
p ap−1Uρp−1
by the identification formula above, it is easily to see that ρˆ and ρˆ∗ is the per-
mutation given by (ξ1, ξ2, ..., ξp) → (ξp, ξ1, ..., ξp−1). The special element ζ =
(l0, ..., lp−1), where lk is the number of the eigenvalue e
i 2kpi
p of the unitary V which
implements the automorphism ρ.
In the case (Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
, ρ), up to conjugacy, ρ can be chosen to have the
following form: ρ(a1, a2, ..., ap) = (ap, a1, ..., ap−1).
Lemma 2.3. Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
⋊αZp is isomorphic to Mpn.
Proof. The identification map is given as follows:
(a00, a
0
1, ..., a
0
p−1)+(a
1
0, a
1
1, ..., a
1
p−1)Uρ + ...+ (a
p−1
0 , a
p−1
1 , ..., a
p−1
p−1)Uρp−1
−→


a00 a
1
0 . . . a
p−1
0
ap−1p−1 a
0
p−1 . . . a
p−2
p−1
...
...
...
a11 a
2
1 . . . a
0
1

 .

Then K0(Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
⋊αZp) = Z, the canonical map from K0(Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
)
to K0(Mpn) sends (x1, ..., xp) to
p∑
k=1
xk; and ρ∗ is the permitation. Let
ξ = (a00, a
0
1, ..., a
0
p−1) + (a
1
0, a
1
1, ..., a
1
p−1)Uρ + ...+ (a
p−1
0 , a
p−1
1 , ..., a
p−1
p−1)Uρp−1 ,
so
ρˆ(ξ) = (a00, a
0
1, ..., a
0
p−1) + e
−i 2pi
p (a10, a
1
1, ..., a
1
p−1)Uρ + ...
+ e−i
2(p−1)pi
p (ap−10 , a
p−1
1 , ..., a
p−1
p−1)Uρp−1 .
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Then by the identification in Lemma 2.3, the dual action is as follows:
ρˆ(C) =


1
ei
2pi
p
. . .
ei
2(p−1)pi
p

C


1
e−i
2pi
p
. . .
e−i
2(p−1)pi
p

 ,
for all C ∈Mpn. Hence ρˆ∗ is trivial. The special element ζ is n.
Remark 2.4. Lemma 2.3 also verifies the Takai Duality for (Mn, Zp).
3. Local existence
In this section, we are going to establish the local existence theorem, which
states that morphisms between the invariant of the finite dimensional C∗-dynamical
systems can be lifted to morphisms between the finite dimensional C∗-dynamical
systems. This local existence theorem together with the local uniqueness theo-
rem in the next section are the two main ingredients in the equivariant Elliott’s
intertwining argument.
Theorem 3.1. Let (Ak, αk, Zp) and (Bn, βn, Zp) be two irreducible finite dimen-
sional C∗-dynamical systems. Let Fk be an ordered group morphism from (K0(Ak), [
1Ak ], αk∗) to (K0(Bn), [1Bn ], βn∗). Let φk be an ordered group morphism from
(K0(Ak ⋊αk Zp), αˆk∗) to (K0(Bn ⋊βn Zp), βˆn∗), which preserves the special ele-
ments. Then there exists a homomorphism ψk from (Ak, αk, Zp) to (Bn, βn, Zp),
such that ψk∗ = Fk, and ψ˜k∗ = φk, where ψ˜k is the natural extension of ψk to
Ak ⋊αk Zp.
Proof. We are going to prove the theorem in four different cases.
(1). Ak = Mk, Bn = Mn.
Suppose U ∈ Mk and V ∈ Mn are the two unitaries which implement the auto-
morphisms on Mk and Mn respectively. Since Fk preserves the scale, then Fk =
n
k
.
By Lemma 2.1, φk is of the form:
φk =


l11 l12 . . . l1p
l21 l22 . . . l2p
· · · · · · · · · · · ·
lp1 lp2 . . . lpp

 .
Moreover, φk intertwines αˆk∗ and βˆn∗, by calculation, one obtains that
φk =


l11 l12 . . . l1p
l1p l11 . . . l1p−1
· · · · · · · · · · · ·
l12 l13 . . . l11

 .
By assumption, we have φkζ = ζ
′, where ζ and ζ′ are the two special elements in
Mk ⋊αk Zp and Mn ⋊βn Zp, then (l11 + l12 + ...+ l1p)k = n.
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Define
e1 = e2 = ... = el11 = Ik,
el11+1 = el11+2 = ... = el11+l12 = e
−i 2pi
p ⊗ idn
k
,
el11+l12+1 = el11+l12+2 = ... = el11+l12+l13 = e
−i 4pi
p ⊗ idn
k
,
, ...,
set
e = diag(e1, ... , el11 , el11+1, ... , el11+l12 , ... , el11+...+l1p),
then e(U ⊗ idn
k
) = (U ⊗ idn
k
)e.
Because φk preserves the special elements, then the eigenvalue list of (U ⊗ idn
k
)e
is the same as V , then there exists a unitary W , such that W ∗VW = (U ⊗ idn
k
)e.
Define a homomorphism ψk : Mk → Mn by:
ψk(a) =W (a⊗ idn
k
)W ∗,
then (U∗ ⊗ idn
k
)W ∗VW (a⊗ idn
k
) = (a⊗ idn
k
)(U∗ ⊗ idn
k
)W ∗VW ,
namely, ψk intertwines αk and βn, and ψk∗ = Fk. Since the natural extension ψ˜k
intertwines αˆk and βˆn, by calculation, ψ˜k∗ = φk.
(2). Ak = Mk, Bn = Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
.
Obviously, Fk =


n
k
...
n
k

. Since φk intertwines αˆk∗ and βˆn∗, by calculation,
we have: φk =
(
l1 l1 · · · l1
)
. Moreover, because φk preserves the special
element, then l1 =
n
k
. Let V be the unitary implementing the automorphism on
Mk.
Define a homomorphism ψk : Mk → Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
by:
ψk(a) = (W1(a⊗ idn
k
)W ∗1 ,W2(a⊗ idnk )W
∗
2 , ... ,Wp(a⊗ idnk )W
∗
p ),
where
W1 = 1⊗ idn
k
, W2 = V
∗ ⊗ idn
k
, ... , Wp = (V
∗)p−1 ⊗ idn
k
.
Then it is easy to check that ψk intertwines αk and βn, and ψk∗ = Fk. The natural
extension ψ˜k intertwines αˆk and βˆn, so ψ˜k∗ = φk.
(3). Ak = Mk ⊕ ...⊕Mk︸ ︷︷ ︸
p
, Bn = Mn.
Since Fk intertwines αk and βn, by calculation, Fk =
(
n
pk
n
pk
· · · n
pk
)
.
Since φk intertwines αˆk∗ and βˆn∗, we have φk =


l1
l1
...
l1

. Moreover, by the as-
sumption of preserving the special elements, one gets l1 =
n
pk
. Let V be the unitary
implementing the automorphism on Mn. To define a homomorphism which inter-
twines αk and βn, we need to find a unitary W , such that Ad(W
∗VW ) sends
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diag(a1⊗ id n
pk
, a2⊗ id n
pk
, ... , ap⊗ id n
pk
) to diag(ap⊗ id n
pk
, a1⊗ id n
pk
, ... , ap−1⊗ id n
pk
)
for all (a1, ... , ap) in Mk ⊕ ...⊕Mk︸ ︷︷ ︸
p
. By Lemma IV.2 in [5], this can be done.
(4). Ak = Mk ⊕ ...⊕Mk︸ ︷︷ ︸
p
, Bn = Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
.
Since Fk intertwines αk and βn, by calculation, we have:
Fk =


l11 l12 . . . l1p
l1p l11 . . . l1p−1
· · · · · · · · · · · ·
l12 l13 . . . l11

 ,
and (l11 + l12 + ...+ l1p)k = n. Similarly, we also have φk =
n
k
.
Define a homomorphism ψk : Mk ⊕ ...⊕Mk︸ ︷︷ ︸
p
→ Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
by:
ψk(a1, a2, ... , ap) = (ψ
1
k(·), ψ
2
k(·), ... , ψ
p
k(·)),
where (·) is the abbreviation of (a1, a2, ..., ap) ∈ Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
, and
ψ1k(a1, a2, ... , ap) =diag(a1 ⊗ idl11 , a2 ⊗ idl12 , ... , ap ⊗ idl1p),
ψ2k(a1, a2, ... , ap) =diag(a2 ⊗ idl11 , a3 ⊗ idl12 , ... , a1 ⊗ idl1p),
ψ3k(a1, a2, ... , ap) =diag(a3 ⊗ idl11 , a4 ⊗ idl12 , ... , a2 ⊗ idl1p),
, ... ,
ψpk(a1, a2, ... , ap) =diag(ap ⊗ idl11 , a1 ⊗ idl12 , ... , ap−1 ⊗ idl1p).
Then ψk satisfies all the requirements. 
Corollary 3.2. Let (Ak, αk, Zp) and (Bn, βn, Zp) be two finite dimensional C
∗-
dynamical systems. Let Fk be an ordered group morphism from (K0(Ak), [1Ak ], αk∗)
to (K0(Bn), [1Bn ], βn∗). Let φk be an ordered group morphism from (K0(Ak ⋊αk
Zp), αˆk∗) to (K0(Bn ⋊βn Zp), βˆn∗), which preserves the special elements, and the
following diagram
K0(Ak) −→ K0(Ak ⋊αk Zp)yFk yφk
K0(Bn) −→ K0(Bn ⋊βn Zp)
commutes. Then there exists a homomorphism ψk from (Ak, αk, Zp) to (Bn, βn, Zp),
such that ψk∗ = Fk, and ψ˜k∗ = φk, where ψ˜k is the natural extension of ψk to
Ak ⋊αk Zp.
Proof. 
4. local uniqueness
In this section, we are going to establish the local uniqueness theorem, namely, if
two morphisms between the finite dimensional C∗-dynamical systems agree on the
K-theoretic invariants, then they are unitarily equivalent by an equivariant unitary,
namely, a unitary in the fixed point subalgebra of the codomain algebra.
Theorem 4.1. Let φk and ψk be two homomorphisms from the irreducible finite
dimensional C∗-dynamical system (Ak, αk, Zp) to (Bn, βn, Zp). Denote by φ˜k and
ψ˜k the morphisms from Ak⋊αk Zp to Bn⋊βnZp induced by φk and ψk, respectively.
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If φk∗ = ψk∗ and φ˜k∗ = ψ˜k∗, then there exists a unitary W in B
βn
n , the fixed point
subalgebra of Bn, such that φk = AdW ◦ ψk.
Proof. Again we are going to prove the theorem in four cases.
(1). Ak = Mk, Bn = Mn.
Let U ∈ Mk and V ∈ Mn be the two unitaries which implement the action αk
and βn, respectively. Let X and Y be two unitaries in Bn such that
φk(a) = X(a⊗ idn
k
)X∗, ψk(a) = Y (a⊗ idn
k
)Y ∗, ∀a ∈ Mk.
Since each φk and ψk intertwines the actions αk and βn, we have that
X(UaU∗ ⊗ idn
k
)X∗ = V X(a⊗ idn
k
)X∗V ∗,
Y (UaU∗ ⊗ idn
k
)Y ∗ = V Y (a⊗ idn
k
)Y ∗V ∗.
Hence,
X∗V ∗X(U ⊗ idn
k
)(a⊗ idn
k
) = (a⊗ idn
k
)X∗V ∗X(U ⊗ idn
k
),
Y ∗V ∗Y (U ⊗ idn
k
)(a⊗ idn
k
) = (a⊗ idn
k
)Y ∗V ∗Y (U ⊗ idn
k
),
Set L = X∗V ∗X(U ⊗ idn
k
), N = Y ∗V ∗Y (U ⊗ idn
k
), then L and N commute with
(a⊗ idn
k
), for all a ∈Mk, and
Lp = X∗(V ∗)pX(Up ⊗ idn
k
) = I,Np = I.
Note that L,N commute with all (a⊗ idn
k
), then L,N belong to Ik ⊗Mn
k
. Let S
and R be two unitaries in Ik ⊗Mn
k
such that
SLS∗ = Ik ⊗ diag(λ1, ..., λn
k
),
RNR∗ = Ik ⊗ diag(µ1, ..., µn
k
).
For a0 + a1Uρ + ... + ap−1Uρp−1 ∈ Mk ⋊αkZp, take a0 = a2 = ... = ap−1 = 0, and
a1 = U
∗, by Lemma 2.1, we have that
φ˜k(I, e
i 2pi
p I, ..., ei
2(p−1)pi
p I) = (X(U∗ ⊗ idn
k
)X∗V, e
i2pi
p X(U∗ ⊗ idn
k
)X∗V, ...)
= (XL∗X∗, e
i2pi
p XL∗X∗, ...),
ψ˜k(I, e
i 2pi
p I, ..., ei
2(p−1)pi
p I) = (Y (U∗ ⊗ idn
k
)Y ∗V, e
i2pi
p Y (U∗ ⊗ idn
k
)Y ∗V, ...)
= (Y N∗Y ∗, e
i2pi
p Y N∗Y ∗, ...).
Since φ˜k∗ = ψ˜k∗, then there exists a unitary Z such that XL
∗X∗ = ZYN∗Y ∗Z∗,
hence, L = X∗ZYN∗Y ∗Z∗X , so {λ1, ..., λn
k
} = {µ1, ..., µn
k
}. Then there exists a
unitary Z˜ ∈ Ik ⊗Mn
k
such that L = Z˜NZ˜∗. Hence,
X∗V ∗X(U ⊗ idn
k
) = Z˜Y ∗V ∗Y (U ⊗ idn
k
)Z˜∗,
which implies that V XZ˜Y ∗ = XZ˜Y ∗V . ThereforeXZ˜Y ∗ ∈ Bβnn , putW = XZ˜Y
∗,
then φk = AdW ◦ ψn.
(2). Ak = Mk, Bn = Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
.
Let U be the unitary which implements the action αk, namely, ρ(a) = UaU
∗,
for all a ∈ Mk. Let X1, ..., Xp be the untaries in Mn such that φk(a) = (X1a ⊗
idn
k
X∗1 , ..., Xpa⊗ idnkX
∗
p ), for all a ∈ Mk; let Y1, ..., Yp be the untaries in Mn such
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that ψk(a) = (Y1a⊗ idn
k
Y ∗1 , ..., Ypa⊗ idnk Y
∗
p ), for all a ∈Mk. Since each φk and ψk
intertwines αk and βn, we obtain that:
(X1(UaU
∗ ⊗ idn
k
)X∗1 , X2(UaU
∗ ⊗ idn
k
)X∗2 , ..., Xp(UaU
∗ ⊗ idn
k
)X∗p )
= (Xp(a⊗ idn
k
)X∗p , X1(a⊗ idnk )X
∗
1 , ..., Xp−1(a⊗ idnk )X
∗
p−1).
Hence,
X1(UaU
∗ ⊗ idn
k
)X∗1 = Xp(a⊗ idnk )X
∗
p ,
X2(UaU
∗ ⊗ idn
k
)X∗2 = X1(a⊗ idnk )X
∗
1 ,
, ...,
Xp(UaU
∗ ⊗ idn
k
)X∗p = Xp−1(a⊗ idnk )X
∗
p−1.
This implies that
X∗pX1(U ⊗ idnk )(a⊗ id
n
k
) = (a⊗ idn
k
)X∗pX1(U ⊗ idnk ),
X∗1X2(U ⊗ idnk )(a⊗ id
n
k
) = (a⊗ idn
k
)X∗1X2(U ⊗ idnk ),
, ...,
X∗p−1Xp(U ⊗ idnk )(a⊗ id
n
k
) = (a⊗ idn
k
)X∗p−1Xp(U ⊗ idnk ).
Similarly, we also have:
Y ∗p Y1(U ⊗ idnk )(a⊗ id
n
k
) = (a⊗ idn
k
)Y ∗p Y1(U ⊗ idnk ),
Y ∗1 Y2(U ⊗ idnk )(a⊗ id
n
k
) = (a⊗ idn
k
)Y ∗1 Y2(U ⊗ idnk ),
, ...,
Y ∗p−1Yp(U ⊗ idnk )(a⊗ id
n
k
) = (a⊗ idn
k
)Y ∗p−1Yp(U ⊗ idnk ).
Our goal is to find a unitary W = (W1, ...,Wp) ∈ B
βn
n , such that φk = AdW ◦ ψk.
Note that W ∈ Bβnn means that (W1,W2, ...,Wp) = (Wp,W1, ...,Wp−1), namely,
W1 =W2 = ... =Wp.
Set
L1 = X
∗
pX1(U ⊗ idnk ), N1 = Y
∗
p Y1(U ⊗ idnk ),
, ...,
Lp = X
∗
p−1Xp(U ⊗ idnk ), Np = Y
∗
p−1Yp(U ⊗ idnk ),
then by the calculation above, all of these Li, Ni commute with a⊗ idn
k
, ∀a ∈Mk.
Then NpL
∗
p = Y
∗
p−1YpX
∗
pXp−1, which implies XpY
∗
p = Xp−1LpN
∗
pY
∗
p−1. Moreover,
Xp−2Lp−1LpN
∗
pN
∗
p−1Y
∗
p−2 = Xp−2X
∗
p−2Xp−1(U ⊗ idnk )LpN
∗
p (U
∗ ⊗ idn
k
)Y ∗p−1Yp−2Y
∗
p−2
= Xp−1LpN
∗
pY
∗
p−1.
Similarly, we have
Xp−3Lp−2Lp−1LpN
∗
pN
∗
p−1N
∗
p−2Y
∗
p−3 = Xp−2Lp−1LpN
∗
pN
∗
p−1Y
∗
p−2,
, ...,
X1L2...LpN
∗
p ...N
∗
2 Y
∗
1 = X2L3...LpN
∗
p ...N
∗
3Y
∗
2 .
So all of these terms equal to Xp−1LpN
∗
pY
∗
p−1 = XpY
∗
p .
Put
W = (X1L2...LpN
∗
p ...N
∗
2Y
∗
1 , X2L3...LpN
∗
p ...N
∗
3Y
∗
2 , ..., XpY
∗
p ),
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then W ∈ Bβnn , and φk = AdW ◦ ψn, since for each i = 1, ..., p− 1, we have
XiLi+1...LpN
∗
p ...N
∗
i+1Y
∗
i Yi(a⊗ idnk )Y
∗
i YiNi+1...NpL
∗
p...L
∗
i+1X
∗
i = Xi(a⊗ idnk )X
∗
i .
(3). Ak = Mk ⊕ ...⊕Mk︸ ︷︷ ︸
p
, Bn = Mn.
Let V be the unitary which implements the action βn, namely, ρ(a) = V aV
∗,
for all a ∈Mn. Let X,Y be unitaries in Mn such that
φ(a1, a2, ..., ap) = Xdiag(a1 ⊗ id n
pk
, a2 ⊗ id n
pk
, ..., ap ⊗ id n
pk
)X∗,
ψ(a1, a2, ..., ap) = Y diag(a1 ⊗ id n
pk
, a2 ⊗ id n
pk
, ..., ap ⊗ id n
pk
)Y ∗.
for all (a1, a2, ..., ap) ∈ Mk ⊕ ...⊕Mk︸ ︷︷ ︸
p
, This is the case since each φ∗ and ψ∗ inter-
twines the actions, and φk∗ = ψk∗.
Since each φk and ψk intertwines the actions, we obtain that:
X


ap ⊗ id n
pk
a1 ⊗ id n
pk
. . .
ap−1 ⊗ id n
pk

X∗
= V X


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

X∗V ∗.
and
Y


ap ⊗ id n
pk
a1 ⊗ id n
pk
. . .
ap−1 ⊗ id n
pk

Y ∗
= V Y


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

Y ∗V ∗.
Set P =


In
k
In
k
. . .
In
k

 , then
P


ap ⊗ id n
pk
a1 ⊗ id n
pk
. . .
ap−1 ⊗ id n
pk

P ∗
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=


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

 .
So we have:
XP ∗P


ap ⊗ id n
pk
a1 ⊗ id n
pk
. . .
ap−1 ⊗ id n
pk

P ∗PX∗
= V X


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

X∗V ∗,
namely,
XP ∗


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

PX∗
= V X


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

X∗V ∗,
so
X∗V ∗XP ∗


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk


=


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

X∗V ∗XP ∗,
similarly,
Y ∗V ∗Y P ∗


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk


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=


a1 ⊗ id n
pk
a2 ⊗ id n
pk
. . .
ap ⊗ id n
pk

Y ∗V ∗Y P ∗.
Put L = X∗V ∗XP ∗, N = Y ∗V ∗Y P ∗, then
L = diag(L1, ..., Lp), N = diag(N1, ..., Np),
where each Li andNi belongs to Ik⊗M n
pk
, which means that each of them commutes
with any matrix in Mk⊗id n
pk
. Hence,
X∗V ∗X = LP =


L1
L2
. . .
Lp

 ,
and
Y ∗V ∗Y = NP =


N1
N2
. . .
Np

 .
Since V p = I, we obtain

L1
L2
. . .
Lp


p
= I,


N1
N2
. . .
Np


p
= I.
Form this we have that
L1Lp...L2 = I,
L2L1...L3 = I,
, ...,
LpLp−1...L1 = I,
similarly,
N1Np...N2 = I,
N2N1...N3 = I,
, ...,
NpNp−1...N1 = I.
Set
Z =


N1Lp...L2
N2N1Lp...L3
. . .
Np−1...N1Lp
I

 ,
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By the relations above, we have that
Z


L1
L2
. . .
Lp

Z∗ =


N1
N2
. . .
Np

 ,
namely, ZX∗V ∗XZ∗ = Y ∗V ∗Y . PutW = XZ∗Y ∗, thenWV = VW , soW ∈ Bβnn ,
and φk = AdW ◦ ψn.
(4). Ak = Mk ⊕ ...⊕Mk︸ ︷︷ ︸
p
, Bn = Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
.
Since φk intertwines the actions αk and βn, by calculation,
φk∗ =


l11 l12 . . . l1p
l1p l11 . . . l1p−1
· · · · · · · · · · · ·
l12 l13 . . . l11

 ,
where (l11 + l12 + ...+ l1p)k = n, and φk is of the following form:
φk(a1, a2, ..., ap) = (φ1(.), φ2(.), ..., φp(.)), ∀(a1, a2, ..., ap) ∈Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
,
where (.) is the abbreviation of (a1, a2, ..., ap), and
φ1(a1, a2, ..., ap) = Xdiag(a1 ⊗ idl11 , a2 ⊗ idl12 , ..., ap ⊗ idl1p)X
∗,
φ2(a1, a2, ..., ap) = Xdiag(a2 ⊗ idl11 , a3 ⊗ idl12 , ..., a1 ⊗ idl1p)X
∗,
, ...,
φp(a1, a2, ..., ap) = Xdiag(ap ⊗ idl11 , a1 ⊗ idl12 , ..., ap−1 ⊗ idl1p)X
∗,
here X is a unitary in Mn. Since φk∗ = ψk∗, similarly,
ψk(a1, a2, ..., ap) = (ψ1(.), ψ2(.), ..., ψp(.)), ∀(a1, a2, ..., ap) ∈Mn ⊕ ...⊕Mn︸ ︷︷ ︸
p
,
where (.) is the abbreviation of (a1, a2, ..., ap), and
ψ1(a1, a2, ..., ap) = Y diag(a1 ⊗ idl11 , a2 ⊗ idl12 , ..., ap ⊗ idl1p)Y
∗,
ψ2(a1, a2, ..., ap) = Y diag(a2 ⊗ idl11 , a3 ⊗ idl12 , ..., a1 ⊗ idl1p)Y
∗,
, ...,
ψp(a1, a2, ..., ap) = Y diag(ap ⊗ idl11 , a1 ⊗ idl12 , ..., ap−1 ⊗ idl1p)Y
∗,
here Y is a unitary in Mn.
Put W = (XY ∗, ..., XY ∗) ∈ Bβnn , then it is clear that φk = AdW ◦ ψk. 
Corollary 4.2. Let φk and ψk be two homomorphisms from the finite dimen-
sional C∗-dynamical system (Ak, αk, Zp) to (Bn, βn, Zp). Denote by φ˜k and ψ˜k
the morphisms from Ak ⋊αk Zp to Bn ⋊βn Zp induced by φk and ψk, respectively.
If φk∗ = ψk∗ and φ˜k∗ = ψ˜k∗, then there exists a unitary W in B
βn
n , the fixed point
subalgebra of Bn, such that φk = AdW ◦ ψk.
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5. classification
In this section, we prove the classification Theorem 1.1 by the equivariant
Elliott’s intertwining argument.
Proof. First of all, by standard argument, the K-theoretic invariants of the AF C∗-
dynamical systems can be lifted to finite stages, namely, by passing to subsequences
and changing notation, we could obtain the following intertwinings:
(K0(A1), α1∗) //

(K0(A2), α2∗) //

· · · // (K0(A), α∗)KS

(K0(B1), β1∗) //
66♠♠♠♠♠♠♠♠♠♠♠♠
(K0(B2), β2∗) //
99sssssssssss
· · · // (K0(B), β∗)
and
(K0(A1 ⋊α1 Zp), αˆ1∗) //

(K0(A2 ⋊α2 Zp), αˆ2∗) //

· · · // (K0(A⋊α Zp), αˆ∗)KS

(K0(B1 ⋊β1 Zp), βˆ1∗) //
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
(K0(B2 ⋊β2 Zp), βˆ2∗) //
77♦♦♦♦♦♦♦♦♦♦♦♦
· · · // (K0(B ⋊β Zp), βˆ∗).
Second, we would like to make the two intertwinings above to be compatible. Note
that we have that:
K0(A1) → K0(A) ∼= K0(B) ←· · ·← K0(B1)
↓ ↓ ↓ ↓
K0(A1 ⋊α1 Zp)→K0(A⋊α Zp)
∼=K0(B ⋊β Zp)←· · ·←K0(B1 ⋊β Zp)
,
Hence, there exists n, such that the following diagram
K0(A1) //

K0(Bn)

K0(A1 ⋊α1 Zp) // K0(Bn ⋊βn Zp)
commutes. After reindexing, the two intertwinings above could satisfy the following
commutative diagrams:
K0(An) //

K0(Bn)

K0(An ⋊αn Zp) // K0(Bn ⋊βn Zp),
and
K0(Bn) //

K0(An+1)

K0(Bn ⋊βn Zp) // K0(An+1 ⋊αn+1 Zp).
Also, these intertwinings can preserve the special elements and the units.
Now, we can apply the local existence and the local uniqueness results on finite
stages. By Corollary 3.2, we can lift each morphism of the invariant to a morphism
between the dynamical systems. By Corollary 4.2, we can correct each morphism
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by an inner morphism commuting with the actions, so we obtain an intertwining
of the dynamical systems:
(A1, α1) //

(A2, α2) //

· · · // (A,α)
ψ

✤
✤
✤
(B1, β1) //
99ssssssssss
(B2, β2) //
;;✇✇✇✇✇✇✇✇✇
· · · // (B, β).
Hence, (A,α) and (B, β) are isomorphic by an isomorphism ψ which induces F and
φ. 
An immediate corollary of this theorem is the classification of inductive limit
actions of Zp on AF algebras.
Corollary 5.1. Let A be an AF algebra, and α, β be two inductive limit group
actions of Zp on A, then α and β are conjugate each other if and only if
(K0(A), [1A], α∗) ∼= (K0(A), [1A], β∗)
(K0(A⋊α Zp), ζα, αˆ∗) ∼= (K0(A⋊β Zp), ζβ , βˆ∗)
and these two isomorphisms are compatible with natural embedding of the K-theory
of the algebra to the K-theory of the cross product.
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