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1 Introducció  
1.1 Àmbit del projecte  
En l'actualitat, internet està present en molts aspectes de la nostra vida quotidiana: les xarxes socials 
ens ajuden a comunicar­nos amb persones a milers de kilòmetres, des del sofà de casa podem llogar 
pel∙lícules que són descarregades per la xarxa directament a la nostra televisió, el mòbil ens puja 
automàticament a la xarxa les fotos que hem fet permetent­nos tenir una còpia de seguretat a la 
xarxa i permetent­nos sincronitzar aquestes entre tots els nostres dispositius,... Tots aquests serveis 
són la base d'una tecnologia al servei de la vida actual, del qual el usuari no en pot prescindir i sent  
gairebé   impensable tenir temps elevats de no disponibilitat d'aquests. Molts d'aquests serveis en 
xarxa se'ls anomena serveis en el  cloud.  Tot i que aquesta designació de  cloud  a aquest tipus de 
serveis no és errònia,  el cloud computing avarca un conjunt de tecnologies i serveis molt més ampli 
que els esmentats. El cloud és un paradigma amb varis models de servei, podem oferir “Software as 
a Service” (SaaS), “Platform as a Service” (PaaS) o “Infraestructure as a Service” (IaaS). En el 
cas dels serveis esmentats anteriorment són exemples de SaaS, mentre que el PaaS són serveis per a 
oferir   una   plataforma   de   programació   a   desenvolupadors   de   serveis  SaaS,   i   el  IaaS  ofereix 
infraestructura com màquines virtuals, xarxes o emmagatzemament com un servei.
En el cas d'aquest projecte ens interessa el  cloud  en la seva modalitat  de infraestructura com a 
servei,  aquest  és   la  base de  tots  aquests   serveis  anomenats  “cloud”,  permetent  a  proveïdors  de 
serveis augmentar la seva disponibilitat, escalar en cas de pics de càrrega sense la necessitat de tenir 
tot  el  maquinari  en una infraestructura  local preparada per  a suportar aquests  pics,  o fàcilment 
desplegar una arquitectura complexa de xarxa en qüestió de minuts.
En algunes de les assignatures de la carrera hem estudiat dissenys d'arquitectures i protocols de 
xarxa, administració dels sistemes operatius associats a aquestes arquitectures i arquitectures de 
computadors.  Així   doncs,  en   aquest   projecte   aplicarem  aquests   coneixements   i   d'altres   per   a 
desplegar un servei de  cloud  IaaS  en una empresa proveïdora de serveis de computació  al món 
científic i acadèmic. Per raons de seguretat i privacitat, la empresa en qüestió ha preferit que no 
sigui esmentada en aquesta memòria, per lo que al llarg del projecte esmentarem aquesta com a 
l'empresa   i  no  amb el   seu  nom.  El  desplegament  d'aquest   servei  va  començar   a   agafar   forma 
aproximadament al Març del 2011.
1.2 Objectius generals  
L'objectiu d'aquest projecte és el desplegament d'un cloud d'infraestructura com a servei (IaaS) 
en una empresa proveïdora de serveis informàtics al món científic i acadèmic amb totes les garanties 
d'alta   disponibilitat,   seguretat,   fiabilitat   i   escalabilitat   que   ha   de   tenir   un   servei   d'aquestes 
característiques. Podem veure doncs que els usuaris d'aquest servei seran les universitats i d'altres 
institucions   científiques   i   acadèmiques,   així   com   els   treballadors   de   la  mateixa   empresa   que 
necessitin posar serveis en màquines virtuals.
L'empresa en qüestió té un centre de dades propi i és proveïdora també de la connectivitat de molts 
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d'aquests  usuaris  a   la  xarxa.  Tenir  aquesta  connectivitat  directe  amb el  centre de dades  fa  que 
l'ample de banda des dels clients al nostre centre de dades sigui d'alta capacitat. Aquest fet farà que 
aquest  servei  sigui  estratègic  per   la   empresa  on  es   desplega,   ja  que  pot   ser   la   solució   per   a 
institucions   amb   serveis   on   l'ample  de  banda   amb  els   principals   proveïdors   de   infraestructura 
públics  no  és   suficient.  Actualment   l'empresa   ja   està  oferint   serveis  d'allotjament  de  màquines 
virtuals als usuaris i creiem que afegir un servei d'infraestructura on els mateixos usuaris poden 
gestionar­se els seus recursos és un pas més per a la evolució dels serveis oferts, dotant així als 
usuaris de l'habilitat de poder­se crear els seus propis recursos de computació en qüestió de minuts. 
Com que també  seran els  mateixos treballadors del centre els  usuaris  de la plataforma, aquests 
podran llançar serveis mitjançant scripts per a donar serveis interns del centre i diferents serveis 
externs que són gestionats pel mateix centre.
Per la part de gestió dels recursos de cadascun dels usuaris necessitem que aquest servei ofereixi 
interfícies web i APIs d'administració.
Un   exemple   del   tipus   de   servei   que   volem   oferir   és   el  Amazon  EC2,   tot   i   que   sense   tantes 
funcionalitats, però si amb les suficients com per a que sigui un servei a tenir en compte per als 
possibles clients.
S’ha de dir que les tecnologies de  cloud  son encara incipients i complexes, i més tractant­se de 
solucions gratuïtes basades en “open source”. En aquest projecte es pretén escollir una tecnologia 
cloud open source  i desplegar un servei final de IaaS  lo més professional, fiable i segur possible. 
Per a aconseguir aquesta fita,  s’han de fer molts estudis  i   investigacions parcials, probes,  petits 
programes   i   documentació   que   permetin   enllestir   finalment   una   infraestructura  de   computació 
operativa i mantenible per un tercer. Concretament, els següents objectius específics enumeren amb 
mes detall les fites parcials a assolir, les quals per si mateixes, ja tenen un interès propi.
1.3 Objectius específics  
Els objectius específics a assolir a través d'aquest projecte són:
● Investigació de tecnologies cloud.
◦ Investigació de models de cloud.
◦ Investigació de IaaS.
● Estudi de funcionalitats oferides pels principals proveïdors de IaaS.
◦ Estudi general dels principals proveïdors de cloud.
◦ Estudi en detall de funcionalitats de Amazon AWS.
● Estudi de tecnologies per a oferir un servei IaaS.
◦ Investigació de tecnologies de virtualització.
◦ Investigació de tecnologies de virtualització de xarxa.
◦ Investigació de plataformes de gestió cloud.
● Posada en marxa d'un servei IaaS.
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◦ Escollir plataforma de gestió cloud.
◦ Escollir tecnologia de virtualització.
◦ Escollir tecnologia de virtualització de xarxa.
◦ Definició de l'arquitectura.
◦ Optimització de recursos de computació.
◦ Securització del servei.
◦ Posada en marxa d'interfícies de gestió per l'usuari.
▪ Interfície web.
▪ OCCI.
▪ EC2.
◦ Bateries de proves.
◦ Especificació per al monitoratge del servei.
● Interoperabilitat, integració i clouds federats.
◦ Investigació interoperabilitat i federacions.
◦ Investigació integració (cloud híbrid).
◦ Posada en marxa i proves de cloud híbrid sobre la solució proposada.
● Altres funcionalitats i casos d'ús.
◦ Estudi de funcionalitats i mòduls extres de la solució proposada.
◦ Desplegament de  funcionalitats, eines externes i mòduls extres escollits.
◦ Plantejament i desplegament de casos d'ús escollits.
1.4 Organització de la memòria  
En aquest  apartat   s'enumeren  i  expliquen cadascun dels  apartats  generals  dels  que es  composa 
aquesta memòria:
● Introducció: És l'apartat en el que ens trobem i hem fet una aproximació als termes dels que 
tractarà el projecte.
● Antecedents: En aquest apartat farem una investigació més en detall de que és la paraula 
cloud,   i   ens   centrarem  en   l'estudi   de   les   tecnologies   associades   al  model  IaaS,  en   les 
funcionalitats ofertes pels principals proveïdors i en les tecnologies i plataformes de gestió 
necessàries per a posar en marxa un servei IaaS.
● Posta en marxa d'un servei d'infraestructura: En aquest apartat escollirem un plataforma 
de gestió de cloud i la desplegarem, també escollirem una de les tecnologies de virtualització 
que s'adapti millor a la nostra arquitectura i escollirem els paràmetres més adequats per a la 
creació   de  màquines  virtuals   en   termes   d'optimització   i   seguretat.  Escollirem  també   la 
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tecnologia per a la virtualització de xarxa. Un cop escollides totes les tecnologies explicarem 
el procés de desplegament del nostre servei d'infraestructura, l'arquitectura escollida per a 
aquest, i les interfícies exposades al usuari.
● Planificació i cost del projecte: En aquest apartat farem una valoració del cost econòmic i 
temporal que ha tingut el projecte.
● Conclusions i línies de futur:  En aquest apartat farem la valoració final del projecte, així 
com les possibles línies de futur per a la millora i desenvolupament del servei desplegat.
● Bibliografia: En la bibliografia hi especificarem els recursos dels s'ha extret la informació 
necessària per al desenvolupament del projecte.
● Annexos: En aquest apartat tindrem els manuals d'usuari per als clients que vulguin utilitzar 
la nostra plataforma, així com els diversos manuals d'instal∙lació associats. Aquest apartat 
serà   bastant   extens   degut   a   la   gran   quantitat   de   feina   que   s'ha   hagut   de   fer   a   nivell 
d'administració de sistemes operatius que no serà especificada en la memòria del projecte.
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2 Antecedents  
2.1 Cloud computing  
Des de fa uns anys la paraula cloud computing està en boca de molta gent, però encara és un terme 
que està molt confús degut a que és una metodologia molt amplia i amb moltes diferents variants, 
així doncs començarem aquest capítol amb una definició feta pel  National Institute of Standards  
and Technology (NIST). Seguidament veurem els models que tenim segons el servei i segons el tipus 
de desplegament i les tecnologies en les que es basa aquest model.
• “Cloud computing és un model per a permetre accés sota demanda, a través de la xarxa, de 
conjunts de  recursos de computació  configurables i compartits (p. ex. xarxes, servidors, 
emmagatzemament,   aplicacions   i   serveis)   que   poden   ser  ràpidament   aprovisionats  i 
publicats amb el mínim esforç i interacció per part del proveïdor del servei. Aquest model 
promou la  disponibilitat  i està composat de cinc  característiques essencials, tres  models 
de servei  i  quatre  models de desplegament.” ­  U.S. National Institute of Standards and  
Technology (NIST)
Com podem veure en la definició, el cloud computing ens pot donar diferents tipus de serveis, com 
pot   ser   emmagatzemament,   computació,   aplicacions   en   línia,...   També   segons   els   model   de 
desplegament  tenim diferents   tipus  de cloud,  per aquest  tipus  de classificació  un cloud pot  ser 
públic, comunitari, privat i híbrid. Veiem doncs com la varietat en aquest paradigma és molt gran i 
encara avui estan sorgint nous tipus de serveis en cloud. Més endavant veurem les característiques, 
els models segons tipus i desplegament que podem tenir més en detall.
Finalment, fer notar que aquest paradigma no seria possible si no fos per l'ús de les tecnologies de 
virtualització i grid computing.
• Virtualització  – Tecnologia que permet tenir varies màquines virtuals (Sistemes Operatius 
en execució) aïllades entre si, sobre una mateixa màquina física. Aquestes màquines virtuals 
poden córrer exactament igual com si estiguessin corrent en un node físic, o poden córrer 
amb certs controladors d'accés a disc, CPU, memòria, xarxa,... modificats per a tal de que la 
màquina virtual interaccioni amb la màquina física sent conscient de que està corrent sobre 
una màquina virtualitzada.
• Grid Computing  – Tecnologia que ens permet agrupar els  recursos de vàries màquines 
simultàniament per a resoldre un problema treballant en paral∙lel. És usat típicament per a 
solució de problemes científics que requereixen molta capacitat de processament o de dades. 
El problema és dividit en varis subproblemes i cada màquina resol una part d'aquest. 
En el cas del cloud, el que normalment es fa és escalar segons pics de càrrega del nostre 
servei   a   través   d'un   balancejador.   Suposem   per   exemple   una   pàgina  web   de   venta   de 
productes.  Sabem que  hi   ha   certs  dies   al   any  que   el  nombre  de  peticions  a   la  pàgina 
augmenten molt, així com també segons l'horari (durant la nit no tenim gairebé tràfic i en 
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canvi  durant  el  dia  ens augmenten considerablement el  nombre de peticions) així  doncs 
segons aquests pics de càrrega podem tenir un balancejador que ens distribueixi el tràfic 
entre vàries màquines que tindran el mateix programari i dades per a servir la pàgina web. 
Amb el paradigma del cloud, quan hi hagi aquests pics de càrrega, augmentarem el nombre 
de  màquines  que   tenim oferint   el   servei,  notificant   al  balancejador   les  noves  màquines 
afegides. Un cop passats els pics de càrrega, notificarem de nou al balancejador per a que 
deixi d'enviar peticions a un  cert nombre de màquines i les eliminarem també del cloud.
2.1.1Característiques  
A continuació  s'enumeren i expliquen les característiques bàsiques que ha de tenir un servei de 
“cloud computing”, aquestes són: Escalat sota demanda i elasticitat, accés heterogeni, agrupació 
de recursos, servei quantificat, pagament per ús i manteniment i actualitzacions transparents.
2.1.2Escalat sota demanda i elasticitat  
Un usuari pot  aprovisionar­se capacitats de  computació automàticament  si es necessita, sense 
necessitat de requerir interacció humana, això és, per exemple en el cas de tenir pics de càrrega tal i 
com hem explicat en l'apartat anterior, per poder escalar el nostre servei.
Hi ha dos tipus d'escalat: escalat vertical i escalat horitzontal.
• Escalat vertical – L'escalat vertical es basa en variar la capacitat d'un servei  augmentant 
els recursos d'una màquina. Posem l'exemple de que tenim un servei sense balancejar (en 
una   sola  màquina  virtual)  que  està   tenint  un  pic  de  càrrega,   aleshores  per   a   escalar­lo 
verticalment el que farem és augmentar les capacitats de CPU o memòria de la màquina 
augmentant d'aquesta forma la capacitat del servei.
L'avantatge   d'aquest   tipus   d'escalat   és   que   al   tenir   el   servei   en   una   sola   màquina 
l'arquitectura serà més simple i l'escalat més senzill des del punt de vista de l'arquitectura.
La desavantatge és  que moltes  de  les   tecnologies  de  virtualització  no  suporten   l'escalat 
vertical sense parar la màquina virtual en qüestió, per lo que podem tenir talls de servei al 
aplicar un escalat d'aquest tipus.
• Escalat horitzontal – L'escalat horitzontal es basa en afegir noves màquines virtuals per a 
tal d'augmentar la capacitat d'un servei. Aquest tipus d'escalat normalment s'aplica sobre 
serveis que poden ser balancejats  o dividits  en subserveis més  petits,  clars  exemples de 
serveis  que  poden   ser   escalats  horitzontalment   fàcilment   són   serveis  web  a   través  d'un 
balancejador.  D'altres   serveis   com per   exemple   les  bases  de  dades,   són més  complicats 
d'escalar horitzontalment i normalment s'afegeix complexitat sobre l'arquitectura del servei.
L'avantatge d'aquest tipus d'escalat és el fet de que no tindrem talls de servei i que en molts 
dels casos augmenta la disponibilitat al tenir vàries màquines oferint el mateix servei i que 
en cas de caiguda d'una d'elles aquest no es veu afectat.
La desavantatge d'aquest   tipus  d'escalat  és  que en segons quin  tipus  de servei,  com per 
exemple ja hem dit de bases de dades o serveis que han de fer I/O sobre dades compartides 
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entre les diferents màquines virtuals escalades, la complexitat de la implantació és molt més 
elevada  i  per   lo   tant  els  costos  més elevats,   i  amb més  probabilitats  de  tenir  pèrdues  o 
corrupcions de dades. 
Gràcies a aquesta característica del cloud, l'usuari veu el servei com un grup de recursos infinits on 
pot escalar la capacitat del servei de forma transparent.
Basat en una SLA (Service Level Agreement), el proveïdor pot escalar els recursos per satisfer les 
necessitats   canviants  del  usuari.  La  SLA ha de  definir  el   temps  de   resposta  del  proveïdor  per 
adaptar­se a les necessitats del usuari. En la SLA també es necessita definir el màxim de recursos 
que el usuari pot ocupar, ja que el proveïdor no té recursos infinits. Degut a aquest fet, el proveïdor 
pot utilitzar tècniques de cloud híbrid, que estudiarem més endavant, que bàsicament tracta de posar 
certs recursos en proveïdors externs en cas de sobrepassar les capacitats que aquest pot oferir.
2.1.2.1 Accés heterogeni
Els serveis són disponibles a través de la xarxa i accedits a través d'estàndards que afavoreixen que 
l'ús   sigui   heterogeni   sense  dependre  del   client   des  del   que   estiguem accedint.   (p.   ex.  mòbils, 
tabletes, PDAs,...)
2.1.2.2 Agrupació de recursos
Els recursos de computació  (emmagatzemament, memòria, ample de banda o màquines virtuals) 
oferts   pel   proveïdor   estan   agrupats   per   a   oferir   el   servei   a   varis   clients   usant   un  model   de 
multi­client, amb diferents recursos físics i virtuals assignats dinàmicament i reassignats segons la 
demanda de consum. El client veu el seu servei aïllat dels serveis dels altres clients i normalment 
aquest no té control ni coneixement sobre la localització exacta on es troben els recursos, però si que 
pot especificar la localització a un nivell d'abstracció més alt (p. ex. el país, la regió, el centre de 
dades,...).
2.1.2.3 Servei quantificat
Els sistemes cloud optimitzen els recursos aplicant per exemple mètodes de deduplicació de disc, 
compressió de tràfic, memory ballooning,... L'usuari final dels sistemes normalment és facturat per 
la utilització dels recursos sense aplicar aquestes optimitzacions, ja que són transparents a aquest. 
Per servei quantificat entenem que l'usuari ha de poder  monitorar,  controlar  i ser  avisat  per la 
utilització dels recursos, sent transparents les optimitzacions aplicades pel proveïdor. A la vegada 
el proveïdor també ha de poder monitorar, controlar i ser avisat per la utilització dels seus recursos, 
tant des del punt de vista lògic del usuari com des del punt de vista físic per a tenir un control de la 
ocupació real d'aquests.
2.1.2.4 Pagament per ús
Una altra característica del cloud, derivada de l'escalat sota demanda és el pagament per ús. Degut a 
que la utilització dels recursos varia, necessitem tenir una facturació en la que es cobra pel que s'ha 
utilitzat. A diferència dels serveis tradicionals de computació, on un servei està localitzat en una 
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ubicació (centre de dades) física, aquí posem els nostres recursos en algun lloc indefinit del cloud, 
transparent a l'usuari. Aquesta ubicació de les màquines virtuals pot canviar automàticament sense 
que aquest se'n doni compte. L'avantatge en aquest sentit és que l'usuari té un servei que sap que 
sempre estarà disponible per a ell, però que pagarà pel que l'hagi utilitzat.
La facturació  dels serveis en  cloud  es pot fer per ample de banda, emmagatzemament, hores de 
CPU, o utilització d'un servei per hores, entre d'altres.
2.1.2.5 Manteniment i actualitzacions
Degut a que amb el paradigma del  cloud  el  manteniment i  actualitzacions (com a mínim de la 
infraestructura física) passa a ser responsabilitat del proveïdor, aquest ha de fer aquestes tasques 
de forma  transparent  al  usuari,  sense afectar al  servei.  Així  doncs tots  els  manteniments,  per 
exemple  de  hardware  de   les  màquines,   s'haurà   de   fer  passant   els   recursos  a  d'altres  màquines 
físiques que estiguin en marxa sense que el usuari no noti cap tall. Tot i que això és veritat en un cas 
ideal, sempre hi haurà algun tall al passar d'una màquina física a una altra, però normalment aquests 
seran del ordre de mili segons.
Degut a aquesta capacitat, normalment amb el  cloud  augmentarem la disponibilitat del servei, no 
confondre amb el fet de que el  cloud  doni més alta disponibilitat  per si  sol. Simplement el  fet 
d'utilitzar virtualització en una granja de servidors permet al proveïdor poder moure aquestes de 
servidor en cas d'actualitzacions i manteniments de les màquines físiques, la qual cosa no significa 
que en cas de caigudes no planificades de màquines físiques tinguem més alta disponibilitat pel fet 
d'estar  en el  cloud.  Un altre aspecte a   tenir  en compte és que ens  pot  permetre  tenir  el  servei 
distribuït en diferents centres de dades o proveïdors, la qual cosa, si es gestiona correctament també 
ens augmenta la disponibilitat.
2.1.3Models de servei  
Les   tàctiques  comercials  dels  diferents  proveïdors  de  cloud  han  portat  a  que hi  hagi  una  certa 
confusió a l'hora de classificar els models per servei. En essència el cloud és computació oferta com 
un servei a través de la xarxa. Degut a que la computació  en si és molt àmplia, la quantitat de 
serveis que es poden oferir amb el  cloud  són gairebé tant diversos com si parlem de computació. 
Avui en dia podem veure serveis tant diversos com DbaaS (Database as a service)  LbaaS (Load 
Balancer as a Service) o EaaS (Email as a Service). Tot i aquest gran ventall de possibilitats que 
s'ofereix com a servei, al igual que en la computació al final tot es pot acabar classificant com a 
hardware   o   software   com  a   servei.   Segons   el  model  SPI  definit   per  NIST  tenim   tres  models 
diferents: SaaS, PaaS o IaaS.
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Fig. 1 Models de servei de cloud computing
Com podem veure en la figura 1, la capa més baixa (IaaS) és on oferim la infraestructura com a 
servei   i   és   on   tenim   els  serveis   de   computació  en   forma   de  màquines   virtuals,   de   xarxa   o 
emmagatzemament.   Sobre   aquest  model   es   basa   el  PaaS  el   qual   ofereix   una  plataforma  de 
programació  preparada   per   a   desenvolupadors.   Finalment   a   sobre   de   tot   del  model   tenim   el 
Software (SaaS), el qual es basa en un servei de Plataforma o en un d'Infraestructura.
A  continuació   s'expliquen   en  més   detall   aquests   tres  models   principals:  Software,  Platform  o 
Infraestructure as a Service.
2.1.3.1 Software as a Service
El  SaaS  o  Software as a Service és una  aplicació  corrent en un  IaaS  o un  PaaS. Les diferències 
d'aquest sobre un software en el model tradicional és que no requereix instal∙lació  per   part del 
client, normalment amb un navegador i una connexió a internet és suficient, tot i que en molts casos 
aquest és accedit també amb clients desenvolupats per a aquest fi. L'usuari final només controla els 
diferents paràmetres específics de l'aplicació i no té cap mena de visibilitat sobre les capes IaaS o 
PaaS sobre les que és desplegat.
Un clar exemple d'aquest model són serveis com Microsoft Office 365, el qual ofereix el programari 
de Microsoft Office a través de la xarxa pagant una quota mensual. L'usuari no s'ha de preocupar de 
la instal∙lació, actualitzacions, còpies de seguretat,...
2.1.3.2 Platform as a Service
En aquest model el proveïdor ens ofereix una  plataforma de desenvolupament  de software que 
normalment és  exposada a  internet  com a  SaaS.  En aquest  cas  el  desenvolupador  té  un entorn 
complet per a desplegar el seu codi, així  que treu la feina de preparació,  així  com tota la feina 
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posterior  de monitoratge,  còpies  de  seguretat,  actualització   i   administració  de   la   infraestructura 
sobre la que corre.
2.1.3.3 Infraestructure as a Service
El Infraestructure as a Service o IaaS cobreix un rang molt ampli de funcionalitats, les més típiques 
són màquines virtuals, xarxes privades o IPs públiques i discs per a emmagatzematge de dades, però 
n'hi ha de molts tipus com servidors  DNS,  de  e­mail  o balanceig.  Aquest servei és utilitzat per 
departaments   d'IT   que   tenen   responsabilitat   sobre   la   infraestructura   de   les   empreses   usuàries 
d'aquest.
Ja que aquest model és en el que ens centrarem en el projecte, més endavant hi ha un estudi més en 
profunditat dels proveïdors i tecnologies en les que es basa aquest i l'estudi d'un cas real de posta en 
marxa d'un servei d'aquest tipus. 
2.1.4Models de desplegament  
El  cloud  també  pot  ser  classificat  pel   tipus  de  desplegament de   la   infraestructura d'aquest.  Els 
models en que es poden classificar són públics, privats, comunitaris i híbrids. Aquests models són 
definits per l'arquitectura, la localització del centre de dades i les necessitats dels clients d'aquest.
2.1.4.1 Públic
La infraestructura d'un servei de  cloud  públic és oferta al  públic en general  i és propietat d'un 
proveïdor de serveis  cloud. Aquest proveïdor dóna servei a varis clients que es poden connectar a 
aquest després d'un procediment d'alta al servei.
Exemples d'aquest tipus de cloud poden ser molts dels proveïdors més coneguts com Amazon AWS, 
Rackspace, Cloud.com,...
2.1.4.2 Privat
La infraestructura  d'un servei  de  cloud  privat  és  desplegada exclusivament per  al  ús  d'un  únic 
client/empresa, el qual n'és propietari i en té el control.
Un cloud privat pot ser desplegat, instal∙lat i administrat pel mateix usuari o per tercers. També els 
servidors  poden ser  localitzats  en un centre de dades del mateix propietari  o en un extern que 
ofereixi l'espai i les xarxes per a la localització del maquinari físic. 
Una variant d'aquest tipus pot ser un cloud privat virtual, el qual ens permet tenir un cloud privat 
dintre  d'un de públic  on ens assegurem que  tot  l'emmagatzemament  i   localització  de màquines 
virtuals és situat en servidors físics dedicats.
2.1.4.3 Comunitari
Un cloud comunitari és un cloud privat compartit entre varis clients, però sense ser accessible al 
públic en general. L'administració pot ser feta per els mateixos clients o per tercers.
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2.1.4.4 Híbrid
Un cloud híbrid és una composició de dos o més clouds, de qualsevol dels models de desplegament 
explicat en aquest apartat, vistos com a entitats úniques però que estan connectats entre si, oferint 
els beneficis de tenir múltiples models de desplegament. Aquest model permet a les empreses tenir 
el seu propi cloud privat i utilitzar recursos de cloud públic en cas de necessitats temporals. Amb 
aquest   model   podem   aplicar   la   tècnica   anomenada  cloud   bursting  per   a   escalar   la   nostra 
infraestructura local cap a clouds públics.
El cloud bursting és un model en el que una aplicació corre en un cloud privat o centre de dades i 
escala creant més màquines virtuals en un cloud públic si la demanda de capacitat incrementa de tal 
forma   que   sobrepassa   la   capacitat   del   cloud   privat.  Una   avantatge   d'aquest  model   és   que   la 
organització tant sols paga per les màquines virtuals durant el temps que s'incrementa la capacitat de 
la aplicació o pics de càrrega.
Una altre benefici d'utilitzar el cloud híbrid és que tenim un mecanisme de tolerància a fallades ja 
que en cas de fallida de la nostra infraestructura local podem passar els nostres recursos al  cloud 
públic.
Fig. 2: Cloud híbrid
2.2 IaaS  
Com ja s'ha esmentat anteriorment l'objectiu d'aquest projecte és l'estudi i implantació d'un servei de 
infraestructura en  cloud, així tot i haver explicat aquest model de servei anteriorment, en aquest 
apartat en farem un estudi més en detall, centrant­nos en les característiques, tecnologies en les que 
es basa, les diferents plataformes de gestió per a desplegar un servei d'aquestes característiques i un 
estudi dels principals proveïdors de cloud i més en concret un estudi detallat del servei que ofereix 
Amazon AWS.
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Tal i com ja hem introduït en l'apartat 2.1.3 el IaaS o Servei d'Infraestructura, cobreix un rang molt 
ampli de serveis diferents. En aquest projecte ens centrarem sobretot en els serveis de computació, 
xarxa i emmagatzematge, ja que la majoria de serveis IaaS que hi ha són derivats o combinacions 
d'aquests. 
Tots aquests serveis són accessibles a través d'APIs, interfícies web i en alguns casos amb eines i 
programari de client per a la gestió dels diferents serveis.
2.2.1Computació  
Els serveis de computació normalment són màquines virtuals que poden ser creades en qüestió de 
minuts. El client normalment pot escollir la potència de CPU, memòria RAM i espai en disc que la 
màquina en qüestió tindrà, així com en molts casos les interfícies de xarxa i discs emmagatzemats 
en la conta del usuari.
2.2.2Emmagatzematge  
Els  serveis  d'emmagatzematge permeten als  usuaris,  pujar   fitxers  en el  cloud  per  a   tenir­ne un 
backup o oferir­lo a través d'internet. També permet al usuari emmagatzemar imatges de màquines 
virtuals per a poder arrancar­les posteriorment sense perdre els canvis fets sobre aquestes i presentar 
els diferents fitxers pujats en el cloud directament a la màquina virtual.
2.2.3Xarxa  
Els  serveis  de xarxa permeten  associar   interfícies  a   les  màquines  virtuals,  així  com definir   les 
configuracions de firewalling, ample de banda, QoS,... 
Hi ha molts serveis que es poden considerar combinacions dels anteriors com per exemple serveis 
de balancejador en el cloud, DNS, bases de dades entre molts d'altres.
2.2.4Tecnologies  
La tecnologia principal en la que es basa el IaaS és la virtualització, ja que crear màquines físiques 
ens trauria molta de la flexibilitat, alta disponibilitat i recuperació enfront a fallades que ens dóna 
aquest. Tal i com ja hem explicat aquestes màquines virtuals poden ser tractades com entitats que 
poden ser mogudes de màquina física pel proveïdor de forma transparent al usuari.
Per a donar suport a la virtualització, necessitem algun programari que ens gestioni la xarxa a nivell 
de màquina física abans de sortir cap al router o switch extern a aquest, ja que en cas contrari no 
podrem separar el  tràfic entre  les diferents màquines virtuals, separar les màquines en diferents 
VLANs  o implementar firewalling de forma flexible a través de codi que pot ser executat en la 
màquina física quan l'usuari ho indica a través de les APIs.
Així  doncs en aquest apartat  farem un estudi de les principals  tecnologies de  virtualització  de 
màquines virtuals, així com de programari de virtualització de xarxa a nivell de màquina física.
Tenir en compte també que ens centrarem en tecnologies basades en Linux, ja que des d'un punt de 
vista personal els sistemes operatius basats en Unix són més configurables i robustos que Windows, 
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així com també basats en protocols més estàndards i oberts. També dir que s'ha escollit Linux ja que 
a l'empresa on s'ha desplegat el servei s'aposta per aquest sistema operatiu en la gran majoria dels 
seus serveis.
2.2.4.1 Virtualització
La virtualització tracta de la creació de màquines virtuals en una màquina física, aïllats entre sí. El 
hipervisor és el programari que corre en la màquina física per al control de les diferents màquines 
virtuals, oferint a aquestes una simulació del hardware d'una màquina. A continuació s'expliquen els 
diferents   tipus de virtualització   i   les  dues  eines més  conegudes  en entorns Linux:  Xen  i  KVM. 
També s'explica la llibreria Libvirt: una API comú per a la seva administració.
2.2.4.1.1 Paravirtualització
En la  paravirtualització  no necessitem que el  hardware  de  la  màquina  virtual   sigui   simulat,   la 
màquina virtual corre un Kernel modificat, per a tal de que les crides a les diferents interrupcions 
siguin fetes directament al hipervisor. Així doncs en aquesta modalitat de virtualització haurem de 
modificar el sistema operatiu de la màquina virtual per a que corri un Kernel preparat per a fer les 
crides  a  sistema a  través del  hipervisor  del  node físic.  Una de  les avantatges  d'aquest   tipus  de 
virtualització és que al tenir el Kernel de la màquina virtual modificat, les diferents crides sistema 
per la part de la màquina virtual són més eficients que en d'altres tipus de virtualització.
Un exemple d'aquest tipus de virtualització  és Xen.
2.2.4.1.2 Virtualització completa
La virtualització  completa usa una combinació  de  execució  directa  i  translació  binària.  En la 
translació  binària el  hipervisor modifica les instruccions no­virtualitzables en d'altres que fan el 
mateix efecte sobre el hardware visible per la màquina virtual.
En  la  virtualització   completa,   la  màquina  virtual  veu el  hardware  de  tal   forma que el   sistema 
operatiu pot córrer sense cap modificació. Tot i això, la màquina virtual sempre veurà un subconjunt 
dels dispositius de la màquina física, així com també alguns d'ells no seran els mateixos que conté la 
màquina física.
2.2.4.1.3 Virtualització Hardware
En els últims anys els fabricants de CPUs han afegit suport per a la virtualització en aquests. Intel 
amb el VT­x i AMD amb el AMD­v. Aquesta solució passa per un nou mode d'execució de la CPU 
que permet a la màquina virtual córrer fora del anell 0 del  Kernel. En aquesta virtualització les 
peticions al hardware de la màquina virtual són automàticament passades al hipervisor, per la qual 
cosa amb aquest mode no necessitem la paravirtualització ni la virtualització completa.
Xen pot córrer en aquest mode per a executar sistemes operatius on el codi no pot ser modificat, 
com Windows.
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2.2.4.1.4 Xen
Xen va ser desenvolupat per la Universitat de Cambridge i llançat amb la llicència  GNU General 
Public  License.  Al  2007  Citrix  va compar  XenSource  per  un valor  de 500 milions  de dòlars   i 
actualment podem trobar la versió lliure i la versió de pagament comercialitzada per Citrix amb més 
funcionalitats i suport enterprise.
Tal  i com ja hem dit  en els anteriors apartats,  Xen  és una eina de virtualització  que utilitza  la 
paravirtualització, tot i que també es pot posar en mode de virtualització hardware per a sistemes 
operatius els quals no poden ser modificats com Windows. 
Xen és tant sols el codi per a repartir els recursos entre varies màquines virtuals, en aquest codi no 
hi ha ni tant sols els drivers, per a tal de poder treballar es necessita un sistema operatiu convidat 
que proporcioni els drivers necessaris per a comunicar­se amb el hipervisor de la màquina física.
Sobre del  Xen corren tots els sistemes operatius, inclòs el domini 0 o dom0 (sistema operatiu del 
node físic), al arrancar el node físic, en primer lloc es carrega el hipervisor de Xen i després es crea 
el dom0, que és tractat com una màquina virtual més, però amb la diferència que pot accedir a tots 
els recursos de la màquina.
Per a la administració de Xen s'utilitza amb la comanda xm, amb aquesta es poden crear màquines 
virtuals donat un fitxer de configuració, i gestionar aquestes.
Per la part de xarxa, com podem veure a la figura 3, per a cada interfície que és definida en les 
màquines virtuals, se'n crea una altra en el  dom0 de nom vifN.0, si la màquina en qüestió té més 
d'una interfície serà anomenada vifN.1, vifN.2... vifN.n. Aquestes interfícies que són mapejades del 
dom0  a   la  màquina  virtual   són attachades  com a  ports   a  un  bridge  virtual  del  programari  de 
virtualització de xarxa que tinguem en el node físic. Si volem que aquestes xarxes tinguin sortida al 
exterior haurem d'attachar també una interfície física al bridge en qüestió.
Fig. 3: Arquitectura de xarxa de Xen
2.2.4.1.5 KVM
KVM o Kernel­based Virtual Machine va ser creat i és mantingut per Qumranet, és una solució de 
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virtualització completa amb  Linux. A partir de la versió 2.6.20 de  Linux,  KVM  està inclòs en el 
Kernel. 
El  funcionament de  KVM  és diferent  de  Xen,  KVM  és un mòdul  del  Kernel  (KVM.ko),  el  qual 
s'encarrega de presentar certs dispositius a les màquines virtuals i tradueix les crides d'aquestes a 
crides  al  hardware  de la  màquina física.  Tot   i  això  KVM  només  pot córrer en màquines  on el 
hardware suporti la virtualització.
Per a front­end,  KVM utilitza una versió modificada de  QEMU, el qual probablement és de més 
difícil  administració  que el  front­end  que ve amb  Xen.  De totes formes gràcies a llibreries com 
libvirt,   explicada   en   el   següent   apartat,   aquesta   gestió   es   facilita   tenint   igualment   totes   les 
funcionalitats de la plataforma de virtualització.
En   aquest   apartat   no   entrarem  en  molts  més   detalls,   ja   que   pel   que   fa   a   la   instal∙lació,  ús   i 
configuració, KVM és pràcticament igual a Xen.
2.2.4.1.6 Libvirt
Libvirt és un conjunt d'eines per a la gestió de màquines virtuals i funcionalitats de virtualització 
com emmagatzemament i interfícies de xarxa. Libvirt inclou una API, un dimoni (libvirtd) i vàries 
comandes (virsh, virt­viewer, virt­install,...). Una dels avantatges d'utilitzar libvirt és el fet de tenir 
una manera única d'administrar diferents proveïdors/hipervisors de virtualització. 
L'administració amb línia de comandes amb virsh és força semblant a la administració amb xm de 
Xen, tot i suportar varis eines de virtualització, amb el que més s'utilitza és amb KVM.
D'entre les diferents comandes que ens proporciona  libvirt  la més important és  virsh, la qual ens 
permet   administrar   a   través   de   línies   de   comanda   la   eina   de   virtualització.   Algunes   de   les 
funcionalitats que ens permet fer són:
• Gestió   de   dominis:   podem  attachar  i  desattachar  discs,   interfícies,   veure   la   consola, 
arrancar i parar màquines virtuals segons una plantilla XML, enviar combinacions de tecles a 
les màquines virtuals, migrar màquines virtuals de node,...
• Monitoratge de dominis: podem llistar informació dels tamanys dels blocs, memòria, estats 
de les diferents màquines virtuals corrent,...
• Host i hipervisor:  podem veure les característiques, estat de memòria,  CPU,...  del node 
físic.
• Xarxa: podem gestionar les diferents interfícies de xarxa de les màquines virtuals, així com 
les xarxes relacionades amb aquests i aplicar filtres de xarxa.
• Dispositius:  Podem gestionar tots els dispositius que té  el node físic, creant­ne de nous, 
eliminant els existents i canviant els drivers de control d'aquests.
• Secret: amb la funcionalitat de secret podem emmagatzemar contrasenyes per a desencriptar 
discs per exemple, libvirt ens permet la gestió d'aquestes claus, passant­les com a paràmetre 
al presentar un disc encriptat a la màquina per exemple.
• Snapshot: libvirt suporta funcionalitats d'snapshot per a les màquines virtuals, la qual cosa 
ens permet fer còpies de seguretat de les màquines virtuals i restaurar­les.
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• Storage pools: libvirt ens permet definir pools d'emmagatzemament per a les imatges de les 
màquines virtuals, permetent­nos posar els discs en diferents pools que poden ser diferents 
en característiques de rendiment, espai,...
• Volums: els volums són els fitxers emmagatzemats en la màquina física per a ser presentats 
a   les  màquines   virtuals,  libvirt  ens   permet   crear   i   gestionar   aquests   volums   des   de   la 
comanda virsh.
D'altres comandes que ens ofereix libvirt són virt­viewer i virt­install, la primera ens permet veure 
la consola de les màquines virtuals a través de VNC i la segona ens permet arrancar una màquina 
virtual des d'una ISO amb un sistema operatiu per a la seva instal∙lació, creant­nos automàticament 
la plantilla xml per a arrancar posteriorment aquesta.
A continuació podem veure un fitxer d'exemple per a arrancar una màquina virtual amb libvirt.
<domain type='KVM' xmlns:qemu='http://libvirt.org/schemas/domain/qemu/1.0'> 
<name>nom_vm</name> 
<vcpu>2</vcpu> 
<cputune> 
<shares>1024</shares> 
</cputune> 
<memory>1048576</memory> 
<os> 
<type arch='x86_64'>hvm</type> 
<boot dev='hd'/> 
</os> 
<devices> 
<emulator>/usr/bin/KVM</emulator> 
<disk type='file' device='disk'> 
<source file='/var/lib/one/datastores/103/1633/disk.0'/> 
<target dev='vda'/> 
<driver name='qemu' type='qcow2' cache='default'/> 
</disk> 
<disk type='file' device='cdrom'> 
<source file='/var/lib/one/datastores/103/1633/disk.1'/> 
<target dev='hda'/> 
<readonly/> 
<driver name='qemu' type='raw'/> 
</disk> 
<interface type='bridge'> 
<source bridge='brpublic'/> 
<mac address='02:00:54:59:00:5f'/> 
<model type='virtio'/> 
</interface> 
<interface type='bridge'> 
<source bridge='brprivat'/> 
<mac address='02:01:54:58:0e:8e'/> 
<model type='virtio'/> 
</interface> 
<graphics type='vnc' listen='0.0.0.0' port='7533'/> 
<input type='mouse' bus='usb'/> 
</devices> 
<features> 
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<acpi/> 
</features> 
</domain> 
Podem veure com en l'exemple anterior, posem el nom de la màquina  “nom_vm”  amb els  tags 
<name>,   li  presentem 2  vcpus,   la  qual  cosa significa  que  la  màquina  virtual  veurà  dos  CPUs 
virtuals. Després veiem com amb el paràmetre cputune li passem els shares, aquests signifiquen el 
pes relatiu que tindrà la CPU per a la màquina virtual en qüestió. Suposem que creem una altra amb 
la meitat de shares, aleshores si la cpu està al màxim en el node físic, la distribució en cicles de 
rellotge que es deixarà a la primera serà el doble els de la segona. Seguidament veiem com se li 
assigna 1GB de memòria  RAM, es configura per a que sigui d'arquitectura de 64 bits i per a que 
arranqui de disc,  si  volguéssim que arranqués de CD hauríem de posar­hi cdrom. Seguidament 
veiem en l'apartat de  devices  com li presentem un disc amb el format  qcow2, el qual ens permet 
ocupar   tant   sols   l'espai   en   disc   que   s'està   utilitzant,   també   veiem   la   línia   on   posa  “<target 
dev='vda'/>”  fa  que el  disc sigui  presentat  amb el  driver  virtio.  Seguidament  se  li  attacha  un 
dispositiu de cd, dues interfícies de xarxa attachades al bridge brpublic i brprivat i una consola amb 
VNC i un dispositiu de ratolí. Per finalitzar amb l'acpi fem que la màquina virtual pugui ser apagada 
des del host físic de forma “graceful”.
2.2.4.2 Virtualització de Xarxa
En   un   entorn   de   virtualització   és   essencial   tenir   la   xarxa   virtualitzada,   això   significa   tenir 
emulacions  de  switches  en   la  màquina   física   que   allotja   les   nostres  màquines   virtuals.  Amb 
aquestes emulacions,  el  programari de virtualització  és capaç  de crear ports virtuals associats a 
cadascun d'aquests  dispositius   i  associar­los  a  una  interfície de  la  màquina  virtual.  Al   tenir  un 
dispositiu de xarxa les propietats poden ser modificades a nivell de màquina física pel programari 
de virtualització o per la plataforma de gestió de cloud, això ens permetrà una flexibilitat i moltes 
noves funcionalitats i millora en la seguretat tal i com veurem en aquest apartat. Per a veure les 
funcionalitats  bàsiques  d'un  programari  de  virtualització   de  xarxa,  en  primer   lloc  veurem com 
treballa el  Linux ethernet bridge administration  (comanda  brctl)   en Linux i després farem un 
estudi de les funcionalitats extres que ens pot oferir el programari Open vSwitch.
2.2.4.2.1 Linux ethernet bridge administration
Aquesta és la virtualització de xarxa per defecte en les eines  KVM  i  Xen de Linux, bàsicament és 
una emulació de switchs de xarxa dintre de la màquina física, als quals podem adjuntar ports que 
seran linkats a la màquina virtual a través d'una interfície de xarxa.
Les funcionalitats d'aquesta utilitat són bastant limitades, i tant sols ens permet administrar bridges i 
els ports sobre aquests que són mapejats a interfícies de xarxa de les màquines virtuals i interfícies 
físiques. També ens permet configurar certs paràmetres del protocol Spanning Ttree.
Per   a   fer  tagging  de   les   interfícies   la  manera  és  amb  la  utilitat  vconfig,   la  qual   ens  permetrà 
destaggejar tot el tràfic entrant a una interfície física, la qual cosa farà que per a cada tag diferent 
que vulguem reconèixer a la entrada haguem de crear un bridge virtual.
La comanda per a crear un nou bridge és:
brctl addbr <nombr>
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Per a crear una màquina virtual a través de libvirt amb una interfície de xarxa mapejada a un port 
d'aquest bridge, haurem de configurar el fitxer de configuració amb la següent secció:
<interface type='bridge'>
    <source bridge='<nombr>'/>
    <mac address='<mac>'/>
</interface>
2.2.4.2.2 Open vSwitch
Open vSwitch és la evolució de la comanda brctl, és un switch virtual de nivell tres amb moltes 
funcionalitats afegides a les que ens pot donar la comanda brctl. El concepte és el mateix que amb el 
brctl en el que podem crear bridges i adjuntar ports a aquests, però amb moltes més funcionalitats.
A continuació es llisten algunes de les funcionalitats que té, i el perquè ens poden ser útils en un 
entorn IaaS.
• NetFlow i sFlow ­ possibilitat de capturar i enviar a una IP remota els netflows i sflows de la 
xarxa. Bàsicament el que podem fer és enviar les capçaleres de la xarxa a una màquina 
remota per a que aquesta les analitzi i ens detecti comportaments anormals de la xarxa, tràfic 
a botnets i a IPs en llistes negres. Aquesta és una característica molt bona d'Open vSwitch, ja 
que en un entorn cloud es necessita detectar tot el tràfic maliciós i sospitós per a tal de 
mitigar possibles riscs de seguretat. Tot i això en la empresa on es desplega el servei ja té un 
sistema de anàlisis de NetFlow connectat amb els commutadors externs a les màquines 
físiques, per la qual cosa no serà necessari desplegar cap màquina extra amb aquesta 
funcionalitat.
• SPAN i RSPAN ­ Ens permetrà fer mirroring d'un port o de tot un bridge sencer. Aquesta 
funcionalitat ens pot ser útil si per exemple necessitem analitzar el tràfic que està passant per 
la xarxa, podem fer un mirror del port en qüestió i capturar tot el tràfic que ens passa per el 
port. També ens pot ser útil per a simulacions on vulguem reproduir el tràfic que ens passa 
per un port.
• VLANs 802.1Q – Permet definir els tags a nivell de port, això ens permetrà que a diferència 
del brctl puguem tenir un sol bridge amb tot el tràfic i associar a cada port diferent el tag 
corresponent.
• LACP, Bonding – ens permet balancejar el tràfic entre diversos enllaços, LACP és a nivell 
de exterior i el bonding a nivell de màquina virtual. Ens pot ser útil per exemple per a tenir 
redundància a nivell d'enllaços de xarxa.
• Spanning Tree – Al igual que el brctl ens permet adaptar­nos a les regles d'Spanning Tree 
que tinguem amb els switchos exteriors.
• QoS ­ Ens permet definir nivells de qualitat de servei com disponibilitat, ample de banda, 
latència, ràtio d'error, així com prioritzar el tràfic de xarxa. Aquesta característica ens pot ser 
útil per a definir el ràtio de les diferents xarxes que puguem tenir per als clients del cloud, 
podríem definir les xarxes en diferents prioritats i per exemple posar un ample de banda 
màxim per a certes xarxes o màquines virtuals.
• OpenFlow – Amb el Open vSwitch podem utilitzar el mateix controlador de OpenFlow que 
ens porta per defecte o connectar­lo a un connector d'OpenFlow extern. Gràcies al 
controlador d'OpenFlow podrem aplicar regles de firewalling, fixat de MAC per interfície, 
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evitant així possibles atacs de mac­spoofing, o fixar la IP, evitant atacs de IP­spoofing entre 
moltes d'altres funcionalitats.
• Tunneling GRE – Amb aquesta funcionalitat, podem fer que dues màquines físiques 
separades a través d'internet puguin compartir les xarxes a nivell 2. Aquesta funcionalitat ens 
permet compartir xarxes privades de diferents CPDs, suposem el cas per exemple que tenim 
màquines virtuals que volem tenir distribuïdes en diferents ubicacions físiques, aleshores 
amb el tunneling podem fer que es vegin a través de xarxa privada entre elles. A la figura 4 
podem veure un exemple més en detall d'aquesta solució. Podem veure com per exemple la 
VM1 i la VM8 estan compartint el mateix tag de xarxa (tag 03) estant en diferents 
ubicacions físiques, la qual cosa ens permetrà que es vegin entre elles a nivell 2 com si 
estiguessin dintre del mateix CPD.
Fig. 4 Exemple de Tunneling GRE entre dos CPDs
2.2.5Plataformes de gestió  
2.2.5.1 Models IaaS
A la figura 5 podem observar una gràfica que ens mostra una corba típica de les expectatives de 
termes tecnològics segons la maduresa d'aquests, podem veure com les tecnologies passen primer 
per una etapa quan surten on creixen les expectatives, veiem després que s'entra en una segona etapa 
on tenim un pic d'expectatives més altes sobre aquella tecnologia i de seguida torna a baixar cap a 
una etapa que en podríem dir de desil∙lusió on totes les expectatives que s'havien generat sobre la 
tecnologia   en   qüestió   es   desinflen,   entrant   a   una   etapa   on   es   van   guanyant   expectatives   i   la 
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tecnologia  en  qüestió   comença  a   tenir   un   cert  grau  de  maduresa.  Finalment  poc  a   poc   es   va 
estabilitzant cap a un punt intermedi entrant a la última etapa de més maduresa on les expectatives 
s'estabilitzen.
En el cas de les plataformes de gestió de cloud, (en anglès Cloud Management Platforms: CMPs) 
veiem com actualment estan en un punt de maduresa molt baix on s'han generat grans expectatives 
sobre aquesta a les quals no arribaran i passarem en poc temps cap a un baixada dràstica de les 
expectatives.
Aquest fet és important a la hora de fer un estudi de les plataformes de gestió IaaS existents, ja que 
les eines no estan encara molt madures i probablement tindran deficiències notables.
Fig. 5: Cicle d'expectatives tecnològiques
Tenint en compte doncs el fet de que ens trobem davant d'un paradigma encara en fase de definició 
hem de tenir en compte que els diferents serveis de  cloud  que ens trobem és possible que siguin 
diferents en funcionalitats i estructures, es calcula que falten com a mínim uns 10 anys per a que 
convergeixin totes les plataformes. Tenint aquest fet en compte i fixant­nos en les característiques de 
les plataformes veiem com podem separar els diferents cloud en dos models extrems, virtualització 
de centre de dades i aprovisionament d'infraestructura.
2.2.5.1.1 Virtualització de centre de dades
L'exemple més clar d'aquest model és el  vCloud  de  VMware, en aquest model acostumen a estar 
eines on s'entén el cloud com una extensió del CPD, en la que s'aprofita el cloud per a organitzar i 
simplificar l'administració dels recursos virtualitzats.
Oriol Martí Bonvehí 27
Estudi i implantació d'un servei d'infraestructura  2Antecedents
Aquest model està més centrat a oferir un servei de  cloud  privat, amb interfícies més completes 
d'administració,   permetent­nos   veure   per   exemple   en   quina   màquina   física   estan   les   nostres 
màquines virtuals. També el cicle de vida dels recursos és més complet, les funcionalitats d'alta 
disponibilitat, replicació, ... són proveïdes per la plataforma de gestió.
2.2.5.1.2 Aprovisionament d'infraestructura
En l'altre extrem ens trobem models on s'entén el cloud com un servei IaaS com Amazon AWS, per 
la qual cosa la plataforma ens permet desplegar recursos virtualitzats sota demanda.
En aquest model ens trobem més enfocats a un servei de cloud públic, amb APIs i interfícies més 
simplificades i transparents de cara al usuari. El cicle de vida dels diferents recursos també és més 
senzill i les aplicacions són dissenyades de forma diferent per a adaptar­se al paradigma del cloud.
En la figura 6 podem veure la posició de les quatre principals plataformes de gestió  open­source, 
respecte als dos models explicats i també la flexibilitat que ofereix cadascuna d'elles.
Fig. 6: Classificació de plataformes de gestió cloud segons model IaaS i flexibilitat
A continuació  es fa un estudi de les plataformes de gestió cloud  IaaS  de programari lliure més 
conegudes sense entrar en comparacions segons les nostres necessitats, més endavant ja en farem 
una   comparativa   per   a   escollir­ne   una   d'elles   per   al   desplegament   del   nostre   servei  IaaS,   les 
estudiades són: OpenStack, OpenNebula, CloudStack i Eucalyptus.
2.2.5.1.3 OpenStack
Iniciat al 2010 per la NASA i Rackspace Hosting, la seva missió és permetre a qualsevol organització 
oferir serveis  IaaS corrent en hardware estàndard. Tal i com hem vist a la figura 6 està orientat a 
aprovisionament d'infraestructura per a serveis enfocats al cloud públic i gràcies a la seva estructura 
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modular és flexible.
OpenStack  és la plataforma de gestió  cloud amb més instal∙lacions, més funcionalitats i amb la 
comunitat més activa. És de codi obert sota la llicència Apache v2.0.
Està format pels següents components:
• Nova (OpenStack  Compute):  És   la  part  principal  del   sistema,  designada  a   la  gestió  de 
recursos   de   computació.   Té   drivers   per   a   la   integració   de   virtualització   amb  KVM, 
XenServer, Hyper­V i LXC.
• Swift (OpenStack Object Storage): És el sistema d'emmagatzemament de OpenStack. Molt 
escalable i amb replicació de dades i gestió de integritat d'aquestes.
• Glance (OpenStack Image Service): Proveeix búsqueda, registre i entrega de discs i imatges 
de màquines virtuals. Té suport per a snapshots de màquines virtuals que són convertides a 
imatges.  També  pot ser usat per a  fer còpies de seguretat de les  màquines  virtuals.  Les 
imatges poden ser guardades en varis back­ends, com per exemple el mòdul de Swift.
• Keystone (OpenStack Identity): És la part encarregada de l'autenticació del usuari i pot ser 
integrat   amb   un  LDAP.   Suporta   accés   per   usuari/contrasenya,  tokens  i   les   mateixes 
autenticacions que Amazon EC2.
• Horizon   (OpenStack  Dashboard):   Interfície  web   per   a   usuaris   i   administradors,   per   a 
aprovisionament i automatització de recursos cloud.
• Quantum   (OpenStack  Networking):   Mòdul   de   xarxa   escalable   amb   la   possibilitat 
d'afegir­hi connectors, podríem per exemple afegir­hi un connector per a treballar amb Open 
vSwitch.
• Heat   (OpenStack  Basic  Cloud  Orchestration  & Service  Definition):  Mòdul   per   a   la 
orquestració   de  serveis  cloud,   ens  permet  definir  els  nostres   serveis  en  plantilles  on  es 
defineixen tots els recursos i les seves relacions així com basar­nos en factors de càrrega, 
disponibilitat,...
• Cinder  (OpenStack  Block Storage):  Proveeix  emmagatzemament  a  nivell  de  bloc  a   les 
instàncies   de   computació.   Ens   permet   gestionar   la   creació   i  attachments  als   servidors. 
Apropiat per a escenaris de bases de dades o amb necessitats d'accés raw a disc. Té també la 
possibilitat de fer snapshots dels discs i restauració d'aquests.
• Ceilometer (OpenStack Metering): Mòdul per al monitoratge i mesura de paràmetres de la 
infraestructura.   Ens   permet   fer  accounting  del   consum   dels   usuaris   entre   altres 
funcionalitats. 
2.2.5.1.4 OpenNebula
Va  ser   iniciat   al   2008  per   la  Universitat  Complutense  de  Madrid  i   adoptat   posteriorment   per 
l'empresa C12G Labs, la qual dona suport de la versió enterprise d'OpenNebula. Està més enfocat al 
model de virtualització de centre de dades, tot i que també ofereix APIs EC2 i OCCI per a la gestió 
de recursos, la qual cosa fa que també tingui orientació a aprovisionament d'infraestructura com a 
cloud públic. 
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Gràcies a la integració amb la  API d'OCCI, al component de zones i el suport per a crear  cloud 
híbrid és de les més obertes. Al igual que  OpenStack  també és molt modular i gràcies a la seva 
arquitectura en drivers és fàcil modificar el seu comportament.
OpenNebula també està sota la llicència Apache v2.0. De les múltiples funcionalitats que té podríem 
destacar les següents:
• Computació:   Amb  OpenNebula,   com   amb   tota   plataforma   de   gestió  IaaS,   es   poden 
gestionar recursos de computació com a màquines virtuals. També ofereix plantilles amb les 
quals   podem   tenir   definides   les   característiques   dels   recursos   de   computació   i   llançar 
màquines a partir d'aquestes.
• Imatges i discs: Per a l'emmagatzemament tenim imatges de màquines, al desplegar una 
màquina virtual aquestes són convertides en discs per a la màquina. En cas de tenir una 
imatge persistent, al parar la màquina virtual s'actualitza el contingut de la imatge associada 
tal   i  com s'ha quedat  apagant   la  màquina.  També  podem guardar  discs  de màquines  en 
execució com a imatges.
• Autenticació:  OpenNebula  suporta   varis   tipus  d'autenticació:   usuari/contrasenya,  LDAP, 
clau simètrica i encriptació  X509. Gràcies a que el sistema d'autenticació pot ser connectat 
amb   drivers   desenvolupats   per   l'usuari   podem   afegir   d'altres   tipus   d'autenticació   si 
desenvolupem el driver corresponent.
• Sunstone:   Interfície   web   per   a   la   gestió   i   administració   dels   recursos,   tant   per 
l'administrador com pels diferents usuaris.
• Xarxa: Per a la xarxa, al igual que amb l'autenticació pot ser connectat amb drivers, que 
poden ser desenvolupats  per  l'usuari.  Està   integrat  amb vàries  eines  de virtualització  de 
xarxa com brctl, Open vSwitch i amb VMware.
• APIs de gestió: OpenNebula ofereix APIs per a la gestió de recursos dels usuaris, aquestes 
són EC2 i OCCI. Les APIs donen un enfoc al OpenNebula per a ser també posicionat en el 
model d'aprovisionament d'infraestructura. El fet d'utilitzar  OCCI  fa que sigui més obert a 
estàndards i amb més possibilitats per a la interoperabilitat i la formació de clouds federats.
• Virtual Data Center: Un Virtual Data Center és un entorn virtual aïllat, sota el control d'un 
administrador, el qual pot crear i gestionar els recursos IaaS i els usuaris d'aquest.
• Zones:  El  component  Zones  de  OpenNebula  ens  permet   l'administració   centralitzada  de 
vàries instàncies  d'OpenNebula. Una mateixa zona pot ser dividida en varis Virtual Data 
Centers. Aquest component ens permet crear instàncies a diferents ubicacions físiques per a 
augmentar per exemple la disponibilitat i la recuperació enfront fallides d'un servei.
• Accounting i quotes: OpenNebula ens permet monitorar l'ús dels diferents recursos per part 
dels usuaris, gràcies a això podem adaptar­lo a eines de facturació. També podem aplicar 
quotes sobre els usuaris, assegurant­nos que no utilitzen més recursos dels assignats.
• Ecosystem: L'ecosystem d'OpenNebula és una pàgina web amb plugins, eines i extensions 
addicionals. D'aquests se'n poden destacar  Carina, el qual ens permet desplegar, escalar i 
gestionar   automàticament   serveis   en   base   a   polítiques   com   la   hora,   la   càrrega   de   les 
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màquines virtuals, prioritat,  esdeveniments de fallida o mètriques personalitzades. També 
podem trobar un component, Onenox, per a implementar el sistema de IPs elàstiques a través 
de la API d'EC2.
2.2.5.1.5 CloudStack
Cloudstack va ser creat al 2010 per Cloud.com i comprat per Citrix el 2011. Al 2012 va donar­lo a la 
Apache Software Foundation la qual el manté i millora actualment. Com hem vist en la figura 6 està 
en un punt bastant intermedi entre el model de virtualització de centre de dades i aprovisionament 
d'infraestructura. Lògicament la llicència d'aquest és la Apache v2.0.
CloudStack és fàcil d'usar i desplegar i es pot usar amb XenServer, KVM i VMware. Actualment és 
el segon més usat darrera de OpenStack, té multitud de funcionalitats i característiques de les quals 
es destaquen: 
• Computació:  Possibilitat  de  creació  de  màquines  a  partir  d'una  plantilla  que   indica   les 
característiques de CPU, memòria i mida de disc combinat amb les diferents imatges. Podem 
assignar als recursos de computació la funció d'alta disponibilitat, la qual ens aixeca de nou 
la màquina virtual en un altre node físic en cas de detectar una caiguda d'aquesta.
• Emmagatzemament: Separació d'emmagatzemament primari i secundari, el primer per als 
discs de les màquines que estan corrent  i  el  segon per a  les  imatges,  ISOs  i  snapshots. 
Possibilitat de crear  snapshots  sota­demanda i programats sobre l'emmagatzematge, discs, 
associat a les màquines virtuals, així com la restauració d'aquests.
• Xarxa: En la part de xarxa,  CloudStack  ens ofereix molts serveis i molta flexibilitat. Ens 
permet configurar balancejadors com a servei, firewalling amb  Security  Groups,  VLANs, 
routing i la seva interconnexió.
• Interfície web molt completa: Amb possibilitat de definir la nostra arquitectura de xarxa 
connectant dispositius amb el ratolí.
• API S3/EC2: Compatibilitat amb les APIs EC2 i S3 d'Amazon AWS.
• Zones:   Ens   permet   definir   zones,   que   correspondran   normalment   a   centres   de   dades 
diferents, per a tal de poder llançar màquines en diferents localitzacions.
• Accounting: Monitoratge de l'ús dels recursos per part dels usuaris.
2.2.5.1.6 Eucalyptus
Eucalyptus és una solució IaaS iniciada com a projecte de recerca en la Universitat de Califòrnia el 
2007. Eucalyptus proveeix una plataforma de gestió cloud basada en EC2 i S3, i tal i com hem vist 
en la figura 6 no és molt flexible i està bastant enfocat al model d'aprovisionament d'infraestructura. 
La seva instal∙lació és bastant senzilla i també és de fàcil manteniment. El codi està sota la llicència 
GPL v3.0.
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Fig. 7: Arquitectura d'Eucalyptus
Tal i com podem veure en la figura 7, Eucalyptus està format per 5 components diferents: el Cloud 
Controller   (CLC),   Walrus   (WS3),   Storage   Controller   (SC),   Cluster   Controller   (CC),   Node  
Controller (NC), explicats a continuació.
• Cloud controller (CLC) : El CLC està a dalt de tot de la jerarquia i és el punt de entrada 
dels usuaris al  cloud.  Cada instal∙lació  d'Eucalyptus  tindrà  una i només una instància de 
CLC. Proveeix una interfície externa compatible amb les APIs d'Amazon AWS i interacciona 
amb la resta de components. El CLC és l'encarregat d'autenticar als usuaris, monitorar les 
instàncies i la disponibilitat dels diferents recursos, i la presa de decisions del clúster on són 
posades les instàncies.
• Walrus Storage Controller (WS3): Mitjançant un servei REST/SOAP proveeix accés a un 
servei d'emmagatzemament persistent. Les APIs d'aquest són compatibles amb les d'Amazon 
S3. Les dades són persistents des del punt de vista de les instàncies, així al eliminar una 
d'aquestes les dades poden ser attachades de nou a una altra màquina virtual. És per això que 
les imatges de màquines virtuals són emmagatzemades en aquest component.
• Storage Controller (SC): El SC proveeix emmagatzematge persistent a nivell de bloc a les 
instàncies com el EBS d'Amazon. La idea d'aquest servei és oferir emmagatzemament, però a 
nivell   de   disc  RAW,   al   igual   que   el   component  Cinder  d'OpenStack  és   apropiat   per   a 
escenaris de bases de dades o amb necessitats d'accés raw a disc.
• Cluster Controller (CC): El  Cluster Controller  és el controlador dels  Node Controller's, 
dels quals n'hi ha un a cada node físic on es posen les màquines virtuals. Les seves funcions 
són: desplegar instàncies en un dels nodes després d'una petició del CLC així com la presa 
de decisions sobre el node en el que es despleguen les màquines virtuals, gestió de la xarxa i 
enviament de les dades d'estat dels NCs al CLC.
• Node Controller (NC): Cada node físic per a allotjar màquines virtuals  conté un NC que 
controla el cicle de vida de les màquines virtuals corrent en el node, des de la execució 
inicial   fins   a   l'eliminació   d'aquesta.   El   NC  interactua  amb   el   sistema   operatiu   i   amb 
l'hipervisor del node i és responsable de controlar les màquines virtuals. Interacciona amb el 
CC al qual li envia les dades del sistema operatiu, CPU, memòria, espai en disc,... del node 
físic. 
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2.2.6Proveïdors  
El cloud en el seu model com a Infraestructura és una evolució natural dels proveïdors de hosting. 
En el passat contactàvem amb un d'aquests proveïdors i en un cert període de temps teníem un 
conjunt   d'elements   d'infraestructura   preparats.  Actualment   tots   aquests   serveis   de   creació   són 
automatitzats a través d'APIs i interfícies web, aquesta evolució ens ha donat una flexibilitat que era 
impossible amb el model de hosting antic. En aquest camp en els últims anys han sorgit molts nous 
proveïdors i serveis relacionats amb el cloud. Els principals proveïdors que ens trobem avui en dia 
en el món del cloud, entre d'altres, són Rackspace, Opsource, Amazon AWS i Hosting.com. Tots ells 
ens permeten fer les gestions en línia, sense necessitat de contactar amb personal contractat per la 
empresa en qüestió, i amb APIs per a la administració de la infraestructura.
Com que el objectiu en aquest apartat és més veure les funcionalitats que es poden tenir en un servei 
IaaS que no pas escollir un proveïdor o tenir una comparativa entre els diferents serveis, no farem 
una comparativa de proveïdors de cloud i ens centrarem en un estudi de les principals funcionalitats 
d'Amazon AWS. 
2.2.6.1 Amazon AWS
Amazon  Web  Services  va   ser   oficialment   anunciat   al   2006,   però   ja   al   2003  Chris  Pinkham  i 
Benjamin Black van presentar un paper proposant a  l'empresa construir   i  vendre un conjunt de 
serveis d'infraestructura.  El primer servei  cloud  llançat  per  Amazon  va ser  SQS  (Simple Queue 
Service) al 2004.
Amazon AWS  és   la  plataforma més utilitzada i  amb una oferta  més  amplia  de serveis  IaaS,    a 
continuació s'estudien les principals característiques d'aquest proveïdor de cloud.
2.2.6.1.1 Distribució geogràfica:
Amazon Web Services (AWS)  està  separat en regions, i cadascuna de les regions en  Availability  
Zones. Les regions estan disperses en diferents continents i situades en diferents àrees geogràfiques. 
Les  Availability Zones  són diferents localitzacions dintre d'una mateixa regió  dissenyades de tal 
forma que estan aïllades en front a caigudes en altres Availability  Zones,   i  amb xarxa de baixa 
latència entre totes les d'una mateixa regió.
Posant instàncies en diferents regions, es pot dissenyar una aplicació per a que estigui més a prop de 
certs   llocs  o  usuaris.  Posant   instàncies   en  diferents  Availability  Zones  ens   servirà   per   a  oferir 
protecció a fallades amb redundància a nivell d'Availability Zone.
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Fig. 8 Amazon Regions i Availability zones
La   fig.   8  mostra   la   relació   entre   regions   i  Availability   Zones.   Cada   regió   és   completament 
independent  de   la  altra,  però   les  Availability  Zones  d'una  mateixa   regió   estan  connectades  per 
enllaços de baixa latència. 
2.2.6.1.2 EC2 (Elastic Compute Cloud)
El EC2 és el servei de computació, amb EC2 podem gestionar les màquines virtuals tant per web 
com per APIs.
Una instància és una definició dels recursos de memòria, CPU, espai i velocitat de disc. No té la 
granularitat per a poder crear instàncies personalitzades, tant sols es poden crear instàncies segons 
les predefinides per la plataforma.
Ens   dóna   la   possibilitat   de   crear   imatges,   anomenades  AMIs,   personalitzades   que   poden   ser 
arrancades en pocs minuts, aquestes AMIs es poden combinar amb els diferents tipus d'instàncies, 
fent que una mateixa imatge es pugui crear amb diferents recursos. Per a portar a terme aquesta 
modificació d'instància es reinicia la màquina, amb la qual cosa perdem la IP, a no ser que tinguem 
una Elastic IP Address, explicat més endavant. una condició que ha de complir el disc de la màquina 
si volem que sigui persistent és que ha d'estar sobre un volum EBS explicat també més endavant.
Amb la funcionalitat d'AutoScaling, podem escalar la capacitat d'un servei automàticament, ajustant 
així la capacitat dels nostres serveis segons els pics de demanda. Treballa junt amb CloudWatch, el 
qual permet monitorar les nostres màquines amb diferents paràmetres, els quals ens serviran com a 
mètrica per a prendre les diferents decisions d'escalat.
També   sobre   els   nostres   recursos   de   computació   podem   aplicar   regles   de   filtratge   de   xarxa 
mitjançant els  Security Groups, els  Security Groups són grups de regles de filtratge definides per 
l'usuari que després poden ser aplicats sobre màquines i grups de màquines.
2.2.6.1.3 Elastic IP
El servei d'Elastic  IP  ens permet obtenir  una  IP  estàtica associada a  la nostra conta,  no a una 
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instància com és lo normal. 
Aquesta funcionalitat ens dóna una gran flexibilitat ja que ens permet mantenir la mateixa  IP  i 
assignar­la  a  noves   instàncies  que poden estar  situades  en d'altres  Availability  Zones  en cas  de 
fallada   del   servei   en   la   instància   actual   o   de   fallada   en   la  Availability   Zone.   Amb   aquesta 
funcionalitat podrem també escalar un servei sense problema. Suposem que tenim una màquina amb 
una Elastic IP, si resulta que estem tenint un pic de càrrega en aquesta, podrem crear una màquina 
nova amb més capacitat, passar la Elastic IP a la nova màquina i esborrar la anterior.
2.2.6.1.4 ELB (Elastic Load Balancing)
El Elastic Load Balancing és un balancejador amb les funcionalitats típiques d'aquests: monitors, 
sticky sessions,...   ,  el  qual permet redirigir  i balancejar el  tràfic cap a vàries  instàncies  EC2  en 
diferents Availability Zones, això ens permet tenir alta disponibilitat a nivell de Availability Zone i 
d'instància.
2.2.6.1.5 Route 53
Servei de DNS d'alta disponibilitat, el qual pot ser connectat cap a una instància EC2, un ELB, un 
bucket S3 o una IP externa.
2.2.6.1.6 VPC (Virtual Private Cloud)
El VPC ens permet definir xarxes privades i aïllades de la resta del cloud d'Amazon. Ens permet 
definit enrutaments, gateways, ... també es pot definir com una ampliació de una xarxa privada que 
tinguem local i que es vegi amb la xarxa d'Amazon a través d'una connexió VPN encriptada.
2.2.6.1.7 S3 (Simple Storage Service)
Tenint en compte que la creació de màquines és volàtil, és a dir, en quan una màquina és esborrada 
el seu disc associat és esborrat, necessitem un mecanisme per a la persistència de dades, aquí és on 
entren en joc els “buckets” de S3, bàsicament són contenidors de dades persistents, els quals podem 
mapejar i desmapejar de les instàncies. A part d'això també podem accedir i modificar als fitxers 
des d'internet per interfície web.
Dintre del servei de S3, podem trobar també el servei de Glacier, ideal per a emmagatzematge de 
dades que han de ser molt poc accedides. Ens permet guardar dades a un cost molt més baix, però 
amb una velocitat d'accés també més baixa. 
2.2.6.1.8 EBS (Elastic Block Store)
Un altra tipus d'emmagatzemament persistent, en aquest cas tenim discos presentats a la màquina a 
nivell  de bloc,  el  S3 ens serviria més per a  tenir  dades persistents en punts de muntatge de la 
instància,   amb el EBS podríem tenir el disc que conté  el sistema operatiu persistent. També  és 
indicat per a aplicacions que tenen un ús intensiu del disc com poden ser bases de dades.
2.2.6.1.9 CloudFront
Servei web per a distribució  de contingut (CDN). Ens permet tenir el tant contingut estàtic com 
Oriol Martí Bonvehí 35
Estudi i implantació d'un servei d'infraestructura  2Antecedents
dinàmic en una xarxa global. Les peticions cap al contingut posat en CloudFront són redirigides cap 
al punt CDN més proper per a tenir el màxim rendiment. 
2.2.6.1.10 CloudFormation
Amb CloudFormation podem definir tot un conjunt d'elements d'Amazon AWS com instàncies EC2, 
ELB,  discs S3,... i  la relació entre ells per a tenir un servei. Això ens dona la facilitat de poder tenir 
una arquitectura complexa en marxa en qüestió de minuts.
2.2.6.1.11 Altres
Altres funcionalitats que ofereix Amazon AWS i que ja no explicarem són serveis de bases de dades, 
big data i datawarehouse com a servei: RDS, EMR i RedShift respectivament. També podem trobar 
un servei PaaS com és Elastic Beanstalk o serveis de cues, notificacions i enviament de e­mails com 
són SQS, SNS i SES.
2.3 Integració, interoperabilitat, federacions i  
estàndards
En aquest apartat ens centrarem en fer un estudi de cap a on està  anant el cloud en termes de 
federació en la seva definició com a conjunts de clouds. Com en la majoria de tecnologies, per a la 
seva evolució necessitem d'estàndards que defineixin com accedir als serveis oferts. Avui en dia, 
cada proveïdor i  cada plataforma de gestió  segueix el seu camí,  però  és essencial  l'ús d'aquests 
estàndards comuns per a tal de poder passar els recursos d'un proveïdor a un altre.  Degut a que el 
cloud és encara un paradigma en vies de definició, queda molt per fer en aquest camp.
Anem a  veure  doncs  que   és   la   interoperabilitat,   en  que  es   basen   les   federacions  de  cloud,   la 
integració   (una  modalitat  de   federació  de  clouds)   i   els  estàndards  que existeixen per  al   suport 
d'aquests paradigmes.
2.3.1Interoperabilitat  
La interoperabilitat entre clouds és la capacitat de treballar conjuntament i compartir recursos 
entre aquests, permetent el moviment de màquines virtuals, imatges, xarxes, configuracions,... d'un 
a l'altre amb certa facilitat. 
Tot i que ens podem trobar interoperabilitat entre clouds sense parlar estàndards, això és degut a que 
comparteixen la tecnologia o perquè els que s'afegeixen en aquestes federacions s'adapten al sistema 
dominant en aquesta, la interoperabilitat es fa molt més difícil sense parlar estàndards. Tot i que ja 
se n'han definit varis, és un camp on la majoria de fabricants i proveïdors no hi han sumat esforços 
pel   fet   de   que   els  més   grans   no   volen   facilitar   que   els   seus   clients   puguin  migrar   a   d'altres 
tecnologies o proveïdors. 
Anem a veure alguns dels reptes amb els que ens trobem al parlar d'interoperabilitat:
• Usuaris compartits: El fet de tenir un sistema de single sign­on entre els diferents clouds, 
és un fet determinant a la hora de parlar de interoperabilitat. El fet de tenir per exemple un 
sol usuari per a varis proveïdors amb un sol punt d'entrada pot facilitar molt les tasques 
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d'aquest alhora de moure recursos entre ells o en la gestió de les seves dades.
• Xarxes compartides: El fet de tenir xarxes compartides entre diferents proveïdors, ens pot 
pemetre moure màquines virtuals d'un proveïdor a l'altre sense preocupar­nos d'actualitzar, 
per exemple, els DNS del servei o molts d'altres paràmetres de la nostra aplicació. És una 
funcionalitat que no està implementada entre proveïdors per la complexitat d'aquesta. 
• Storage   compartit:  Al   igual   que   tenir   les   xarxes   compartides,   el   fet   de   tenir   storages 
compartits  entre  diferents proveïdors  ens permetria  poder  moure recursos  entre  diferents 
proveïdors   en   qüestió   de   segons,   la   qual   cosa   dóna   una   gran   flexibilitat   a   les   nostres 
aplicacions   fetes   sobre  el   cloud.  En  aquest   camp no   trobem  tampoc  cap  proveïdor  que 
comparteixi storage amb d'altres, però si que en les cabines d'storage ens podem trobar amb 
tecnologies com SnapMirror de Netapp que ens permet sincronitzar volums de dades entre 
cabines.
• Tipus d'instàncies compartides:  Tal i  com ja hem vist,  els proveïdors cloud en la seva 
vertent com a cloud públic, ofereixen unes imatges que són aplicades sobre tipus d'instàncies 
que defineixen la CPU, memòria i espai en disc d'aquestes. Si desitgem moure recursos d'un 
proveïdor a un altre, és de suma importància que els tipus d'instàncies signifiquin exactament 
en un que en un altre proveïdor. Suposem el cas per exemple de dos proveïdors de cloud, on 
en el primer una instància de tipus large té 10GB de memòria i en el segon 8GB. Si passem 
recursos  del  primer al  segon,  ens  podem trobar  amb serveis  que no  tinguin   la  potència 
desitjada degut a aquestes diferències entre ells.
• Live­migration   entre   proveïdors:   Una   característica   de   la   interoperabilitat   total   entre 
clouds és el fet de poder migrar màquines virtuals en calent entre proveïdors. Avui en dia és 
una cosa gairebé impossible. Per a tal de poder dur a terme aquest tipus de virtualitzacions, 
en primer lloc necessitem que es resolguin d'altres reptes com el compartiment de xarxes i 
storage entre proveïdors.
2.3.2Federació  
Una federació és un agrupament de clouds, de tal forma que podem passar recursos d'un a l'altre. 
Per a això necessitem un cert grau d'interoperabilitat i mecanismes per a la comunicació entre ells. 
Aquesta  agrupació  pot   ser   feta  de  moltes   formes,  en  alguns  casos  és   feta   sense  donar  gairebé 
interoperabilitat entre ells i en d'altres la interoperabilitat pot ser molt elevada, permetent­nos per 
exemple migrar  en calent  màquines  virtuals  d'un a   l'altre.  El  nivell  d'interoperabilitat  entre  ells 
estarà subjecte a la tecnologia que parlin i a si utilitzen estàndards per a la comunicació. Degut a 
que   la  majoria   de   solucions  no   estan  basades   en   estàndards,   la   comunicació   entre   aquests   és 
complicada, però en molts casos si tots els clouds que formen la federació estan desplegats sobre les 
mateixes tecnologies aquesta pot millorar enormement.
Anem a veure els tipus de federació que ens podem trobar segons l'acoblament entre elles:
• Sense acoblament: Ens trobem sobre un tipus de federació on no hi ha interoperabilitat. 
Podem fer operacions bàsiques sobre les màquines virtuals. Les característiques principals 
són:
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◦ Tipus d'instàncies diferents entre clouds.
◦ Login comú per als usuaris de la federació.
• Acoblament alt: En aquest cas tenim interoperabilitat entre els clouds. A la pràctica, tal i 
com hem vist en l'apartat de interoperabilitat, aquest tipus de federació són molt difícils de 
fer i gairebé inexistents. Les característiques d'aquest tipus de federacions són:
◦ Tipus d'instàncies compartides entre clouds.
◦ Xarxes i storage compartit entre sites.
◦ Live migration entre sites i alta disponibilitat entre sites
Anem a veure a  continuació   les  diferents arquitectures que podem tenir  a  la  hora de crear una 
federació. Aquestes són cloud bursting, cloud broker, agregació de clouds i multi­tier.
• Cloud bursting: Cloud privat que escala en un cloud públic o en un virtual private cloud. 
Per a satisfer pics de càrrega. És el que s'ha vist en l'apartat 2.1.4 com a cloud híbrid.
• Cloud Broker: Utilització de varis cloud públics. Optimització segons cost, càrrega i per 
confiança. Les decisions de desplegament són preses pel broker, que serà el punt d'entrada 
únic al sistema.
• Agregació de clouds: Agregació de clouds privats. Compartició de recursos entre partners 
per a satisfer pics de càrrega.
• Multi­tier: Clouds corporatius molt grans (privats, publics o virtual privates) amb múltiples 
instàncies que poden estar situades en diferents zones geogràfiques.
2.3.3Estàndards  
En aquest apartat anem a veure les característiques dels diferents estàndards definits. Ens centrarem 
en OCCI, OVF, CDMI i CIMI.
2.3.3.1 OCCI
OCCI  va ser dissenyat al 2009 per  SUN, RabbitMQ  i la Universidad Complutense de Madrid en 
resposta a la necessitat d'estàndards en el cloud. Avui en dia està format per més de 250 membres, 
els quals treballen en la discussió i distribució d'aquest sota el paraigües de la  OGF  (Open Grid 
Forum).
OCCI és un estàndard per a oferir serveis IaaS, aquest especifica el format de les crides i retorns de 
les  APIs  basades en serveis web  REST.  Aquestes  APIs  estan relacionades amb el desplegament, 
escalat i monitoratge de la infraestructura. El protocol està centrat en la integració i interoperabilitat. 
La versió actual d'OCCI està dissenyada per a incloure tambés PaaS i SaaS.
OCCI és un protocol i API que actua com a front­end per a la gestió dels recursos d'una plataforma 
cloud. En la figura 9 podem veure l'arquitectura d'un proveïdor i el posicionament de la interfície 
OCCI de cara al usuari. Els usuaris del servei poden ser usuaris finals o instàncies d'altres serveis.
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Fig. 9: Arquitectura d'un servei OCCI
Les especificacions d'OCCI es poden dividir en tres tipus: Core, Rendering i Extension.
2.3.3.1.1 Core
Consisteix en un sol document que defineix el nucli del model OCCI. Aquest pot ser interaccionat 
per Renderings i expandit amb Extensions.
Per a entendre més bé en que consisteix el Core d'OCCI anem a veure el diagrama UML del codi 
que el conforma. En la figura 10 podem veure en detall el diagrama.
Qualsevol   recurs   exposat   a   través   de  OCCI  és   de   tipus  Resource  o   un   subtipus  d'aquest.  Un 
Resource pot ser per exemple una màquina virtual, un usuari, una xarxa,...
La Entity és una classe abstracta, la qual pot ser heretada com a Resource o com a Link. Qualsevol 
sub­classe de Entity té in Kind (tipus) associat.
El Kind és la classificació  de les Entity. És una especialització de Category i té associades tot un 
conjunt d'Actions que poden ser fetes sobre aquest. Una Action  representa una operació invocable 
sobre un Resource.
Per a finalitzar, un Mixin pot ser associat amb qualsevol  Entity  i representa capacitats addicionals 
que poden ser afegides a les Entitys en temps d'execució.
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Fig. 10: Diagrama UML del core d'OCCI
2.3.3.1.2 Rendering
Els renderings d'OCCI  serveixen per a interaccionar amb el  Core, podríem definir un  Rendering 
com una interpretació del Core. Varis Renderings poden interaccionar amb el mateix Core.
Un exemple de Rendering podría ser la OCCI HTTP Rendering, la qual defineix com s'interacciona 
amb el Core a través d'APIs RESTful per HTTP.
2.3.3.1.3 Infrastructure Extension
Les Extension en OCCI són afegits al Core per a definir un tipus concret de cloud. En el nostre cas 
farem un estudi de la  Infraestructure Extension  per a serveis  IaaS, la qual ens permet modelar i 
implementar una API IaaS mitjançant el Core.
Els tipus principals de la OCCI Infraestructure Extension són:
• Compute:  Recursos de processament d'informació.  Per  lo general   les  instàncies  d'aquest 
tipus són màquines virtuals.
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• Network: Recurs per a la interconnexió, representa xarxes a nivell2. Complementat per la 
IPNetwork Mixin per a suportar funcions de nivell 3 i nivell 4.
• Storage: Recursos d'emmagatzemament d'informació. 
Per al suport dels recursos enumerats tenim els següents subtipus:
• NetworkInterface:   Connexió   d'un   recurs  Compute  amb   un   de  Network,   sería   la 
representació  d'una   interfície  de  xarxa  d'una  màquina  virtual.  És  complementat  amb un 
IPNet­workinterface Mixin.
• StorageLink: Connexió d'una instància Compute amb una Storage.
En la figura 11 podem veure el diagrama UML d'aquests tipus i la relació entre ells.
Fig. 11: Diagrama UML de la extensió Infraestructure OCCI
2.3.3.2 OVF
OVF o Open Virtualization Format és un estàndard definit per la DMTF (Distributed Management  
Task Force) per a empaquetar i distribuir serveis virtualitzats  o programari a executar en màquines 
virtuals.
Aquest tracta bàsicament d'empaquetar imatges de màquines virtuals que poden ser desplegades en 
qualsevol plataforma que suporti l'estàndard independentment de l'arquitectura del processador.
Algunes de les propietats del estàndard són:
• Optimitzat per a la distribució:  OVF  suporta la verificació de la integritat basant­se en 
mecanismes de clau pública. Proveeix també un mecanisme per a la gestió de llicències de 
software.
• Optimitzat per a una experiència d'usuari simple i automatitzada: Els paquets d'OVF 
permeten afegir informació per a l'usuari final que la plataforma de virtualització pot usar 
per a millorar l'experiència d'usuari.
• Suport per a configuracions d'una o vàries màquines virtuals: Els paquets d'OVF tenen 
suport per a una sola màquina virtual o per a afegir serveis complexos compostos de vàries 
màquines amb dependències entre elles.
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• Independència de plataforma i proveïdor: OVF pot ser usat en qualsevol plataforma, tant a 
nivell de host, de tecnologia de virtualització com de sistema operatiu a nivell de màquina 
virtual.
• Extensible: OVF està dissenyat per a ser fàcilment estès a mida que la tecnologia avança.
• Localitzable: OVF suporta varis idiomes a la hora d'afegir metadades i descripcions en les 
imatges.  Aquesta   capacitat   permet   un   sol   paquet   per   a   satisfer  múltiples   demandes   de 
mercat.
• Estàndard obert:  OVF  és fruit de la col∙laboració de varis proveïdors de tecnologia i és 
desenvolupat com a estàndard per a la portabilitat de màquines virtuals.
2.3.3.3 CDMI
CDMI  o  Cloud Data Management  Interface  és  un estàndard definit  per   la  Storage Networking 
Industry   Association   (SNIA)  per   al   auto­aprovisionament,   administració   i   accés   a 
emmagatzemament en el  cloud.  A través de la interfície el client pot veure les capacitats a nivell 
d'emmagatzemament  i  utilitzar  aquesta per  a   la  gestió  dels  contenidors  de dades   i  el  contingut 
d'aquests.
CDMI defineix una API RESTful HTTP per a l'assignació i accés a contenidors i objectes, gestió de 
grups i usuaris, controls d'accés, gestió de metadades, creació de consultes, ús de cues persistents i 
especificació d'intervals de retenció de dades entre d'altres funcionalitats.
2.3.3.4 CIMI
CIMI o Cloud Infraestructure Management Interface és un estàndard definit per la DMTF. Al igual 
que  OCCI,  CIMI  està orientat a la gestió de infraestructura i  especifica el format de les crides i 
retorns de les APIs basades en serveis web REST. 
No entrarem molt en detall en la definició d'aquest estàndard, ja que s'assembla força al OCCI i al 
final té les mateixes funcionalitats.
A través de CIMI podem definir màquines virtuals, volums per a emmagatzemament i xarxes, així 
com totes les relacions entre els diferents components.
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3 Posta en marxa d'un servei  
d'infraestructura
3.1 Definició del problema  
L'empresa on s'ha desplegat el servei  IaaS, pretén fer­se un lloc en el aprovisionament de serveis 
IaaS, tot i això no serà un cloud públic, si no un cloud comunitari compost pels diferents clients de 
l'empresa en qüestió així com el mateix centre, ja que s'utilitzarà també per a allotjar alguns dels 
serveis gestionats per la mateixa empresa. Tal i com ja s'ha explicat en la introducció, l'empresa en 
qüestió té un centre de dades propi i és proveïdora també de la connectivitat de molts d'aquests 
usuaris a la xarxa, el que farà que l'ample de banda des dels clients al nostre centre de dades sigui 
d'alta capacitat. Aquest fet farà que aquest servei sigui estratègic per la empresa on es desplega, ja 
que  pot   ser   la   solució   per   a   institucions   amb  serveis   on   l'ample  de  banda  amb  els  principals 
proveïdors  d'infraestructura públics  no és  suficient.  Actualment  l'empresa  ja  està  oferint  serveis 
d'allotjament de màquines virtuals als usuaris i creiem que afegir un servei d'infraestructura on els 
mateixos usuaris poden gestionar­se els seus recursos és un pas més per a la evolució dels serveis 
oferts, dotant així als usuaris de l'habilitat de poder­se crear els seus propis recursos de computació 
en qüestió de minuts.
Volem que el  nostre servei  IaaS  sigui ofert  amb característiques de seguretat,  confiabilitat,  alta 
disponibilitat, escalabilitat i rendiment. Degut a que oferirà també serveis al centre, ens interessa 
que sigui flexible per a afegir­hi els mòduls que necessitem i que sigui un model bastant cap al 
model de virtualització  de centre de dades explicat en l'apartat 2.2.5. Que estigui enfocat cap a 
aquest  model   ens  permetrà   una  gestió   amb més  opcions  per   a   la   gestió   de   serveis   interns  de 
l'empresa on es desplegarà el servei.
També ens interessa que estigui basat en estàndards, ja que creiem fortament en que la utilització 
d'estàndards afavoreix a la interoperabilitat per part de clients externs que vulguin escalar la seva 
infraestructura a un cloud extern. Creiem també que utilitzar estàndards és una forma de fer que els 
clients de la plataforma es preocupin per aquests protocols i donar­li una empenta al estàndards.
Les funcionalitats que volem oferir a través del servei són la gestió de màquines virtuals, les xarxes 
privades   entre   les   màquines   i   associació   de   IPs   públiques   a   màquines,   així   com   també 
l'emmagatzemament persistent de les màquines.
Totes  les funcionalitats  ofertes als usuaris seran quantificables per a  la posterior facturació  dels 
serveis. També necessitem poder aplicar quotes als usuaris per a tal de que aquests no puguin crear 
més recursos que els assignats tant a nivell de grup com a nivell d'usuari.
Per a la gestió dels serveis volem que els usuaris puguin accedir a través d'interfície web i a través 
d'APIs basades en estàndards o en d'altres conegudes com EC2. La gestió a través d'interfície web 
ens permetrà una gestió fàcil dels serveis, i les APIs ens permetran que els clients puguin fer scripts 
que accedeixin a aquestes, poden desenvolupar scripts que auto­escalin automàticament o que facin 
moltes funcionalitats extres que no requereixin d'intervenció humana. El fet de tenir també  APIs 
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conegudes com EC2 permetrà també als usuaris utilitzar programes de gestió de IaaS que facin ús 
d'aquestes APIs.
Degut  a  que  la  empresa on es  desplegarà  el  servei   té  dos  centres de dades  separats  entre ells, 
desplegarem dos serveis  IaaS  separats on els usuaris podran escollir  on desplegar les màquines 
virtuals.
3.2 Avaluació de plataformes de gestió  
En aquest apartat  ens centrarem a fer una avaluació  de les plataformes de gestió  explicades en 
l'apartat   2.2.5   sense   entrar   en   detalls   de   les   funcionalitats   de   cadascuna   d'elles,   tant   sols   ens 
centrarem a analitzar­les en funció del servei i característiques d'aquest que volem oferir. Un cop 
vistes les característiques des d'aquest punt de vista escollirem una d'elles per al desplegament del 
nostre servei.
Les característiques que ens interessen per a fer la elecció són:
• Model  IaaS: Tal i com ja hem vist en l'apartat 2.2.5, tenim dos models de plataforma de 
gestió: model de virtualització de centre de dades i d'aprovisionament d'infraestructura, en el 
nostre cas tal i com hem dit en l'apartat anterior, ens interessa més anar cap a un model de 
virtualització de centre de dades.
• Suport: Degut a que el servei en qüestió serà un servei crític i estratègic de la empresa on es 
desplega,   una   característica   que   creiem   que   és   important   és   tenir   suport   per   part   del 
desenvolupador de la plataforma de gestió en qüestió.
• Zones: Com ja hem explicat, el nostre servei IaaS estarà dividit en dues zones en diferents 
centres de dades, així que una altra característica que ens interessa per al desplegament del 
servei és que tingui compatibilitat per a zones separades geogràficament.
• Interoperabilitat: Degut a que tindrem vàries zones, ens interessa molt tenir un bon grau 
d'interoperabilitat  entre   aquestes,   algunes  de   les   característiques  més  avançades  que ens 
agradaria   tenir   són  per   exemple   el  poder   compartir   xarxes  entre   zones  o  poder  migrar 
màquines virtuals entre aquests.
• Integració: Tot i que probablement no ens serà  necessari,  el fet de que la plataforma de 
cloud ens permeti integració cap a d'altres clouds públics com Amazon EC2, també serà una 
característica a tenir en compte.
• Estàndards: El fet de que la plataforma escollida utilitzi estàndards per a la gestió i per a la 
comunicació amb d'altres zones/clouds també serà un punt a favor.
• Disseny modular/flexibilitat: Ens interessa tenir una plataforma modular i flexible en el 
codi, pel fet de que en un futur és més que probable s'hagin d'afegir noves funcionalitats 
personalitzades al servei desplegat, així doncs és molt interessant que la plataforma escollida 
tingui un disseny modular, al qual puguem afegir els nostres mòduls per a canviar el seu 
comportament.
• Alta  disponibilitat:  Com  tot   servei   crític,   volem que  el   nostre   servei   ens  ofereixi   alta 
disponibilitat, tant a nivell de servei ofert, com a nivell de màquines físiques que allotgen les 
Oriol Martí Bonvehí 44
Estudi i implantació d'un servei d'infraestructura  3Posta en marxa d'un servei d'infraestructura
màquines virtuals del servei.
A continuació es fa una explicació de fins a quin punt suporten les característiques esmentades les 
diferents plataformes de gestió d'infraestructura.
3.2.1OpenStack  
• Model  IaaS:   El  model  IaaS  cap   a   on   va  més  OpenStack  és   cap   al   d'aprovisionament 
d'infraestructura.
• Suport: No té suport, només a través de empreses que es dediquen al desplegament d'aquest. 
Tot i això, el fet de ser la plataforma amb la comunitat més gran darrere, fa que en cas de 
problemes amb la plataforma sigui més fàcil trobar solucions al respecte.
• Zones:  OpenStack  ens   dona   suport   per   a  muntar  availability   zones  per   a   la   gestió   de 
diferents zones no allunyades geogràficament, però no ens dóna una administració única per 
a diferents instàncies de OpenStack.
• Interoperabilitat: Degut a que no tenim cap forma d'oferir una administració entre diferents 
instàncies d'OpenStack no tenim tampoc interoperabilitat entre elles com usuaris comuns o 
d'altres,  de  totes   formes al   funcionar  sobre  Amazon  EC2  sí  que permet  llançar   recursos 
compartits entre regions, entre d'altres funcionalitats.
• Integració:  OpenStack  no  porta   integrada   la   funcionalitat  per   a   integració   amb d'altres 
clouds per defecte, tot i que amb  Cloud Foundry  de  VMware  es pot implementar aquesta 
funcionalitat.
• Estàndards: OpenStack té bastant suport per a estàndards com OCCI, CIMI entre d'altres.
• Disseny modular/flexibilitat: OpenStack està dissenyat a partir de mòduls que donen tot el 
conjunt de funcionalitats a la plataforma, per la qual cosa és força flexible.
• Alta disponibilitat: OpenStack permet l'alta disponibilitat dels seus mòduls i a part  també 
podem configurar la base de dades i d'altres serveis relacionats amb Pacemaker.
3.2.2OpenNebula  
• Model IaaS: Tal i com es pot veure en la figura 6 OpenNebula és de les quatre plataformes 
de gestió estudiades, la més enfocada a virtualització de centre de dades.
• Suport: Suport  enterprise  i directe dels desenvolupadors de la plataforma. Tal i com s'ha 
explicat, en el nostre cas OpenNebula ens ha ofert suport directe amb els desenvolupadors 
sense haver de pagar.
• Zones: En el cas d'OpenNebula, aquest ens permet gestionar vàries instàncies a través del 
component oZones, tenint així una sola interfície de gestió centralitzada per als usuaris.
• Interoperabilitat:  Gràcies al  component  oZones,   tenim un nivell  d'interoperabilitat entre 
zones bastant elevat, també el fet de tenir les interfícies OCCI i EC2 disponibles, fa que la 
interoperabilitat amb d'altres plataformes sigui elevada.
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• Integració: OpenNebula suporta integració amb clouds externs que tinguin API EC2.
• Estàndards: OpenNebula té suport per a OCCI.
• Disseny modular/flexibilitat: OpenNebula està dissenyat de forma molt modular mitjançant 
drivers lo que el fa ser el més flexible dels quatre.
• Alta disponibilitat:  OpenNebula no té alta disponibilitat pel servei, tot i que és fàcilment 
configurable a través d'eines com Pacemaker/Corosync o heartbeat.
3.2.3CloudStack  
• Model IaaS: CloudStack està en un punt força intermig entre el model de virtualització de 
centre de dades i el d'aprovisonament d'infraestructura.
• Suport: Suport enterprise i directe dels desenvolupadors de la plataforma.
• Zones:   CloudStack   té   també   suport   per   a   separar   vàries   instàncies   en   diferents   zones 
geogràfiques amb un únic punt d'administració.
• Interoperabilitat: Gràcies al suport per a zones, tenim un bon nivell d'interoperabilitat, amb 
la possibilitat també d'instal∙lació de la API d'OCCI. 
• Integració: No s'ha trobat cap solució per a escalar a d'altres proveïdors o plataformes.
• Estàndards: Per defecte CloudStack no té suport per a OCCI, tot i que si que hi ha llibreries 
desenvolupades per a suportar aquesta API.
• Disseny modular/flexibilitat: CloudStack, tal i com ja hem vist en l'apartat 2.2.5 està en un 
punt intermedi pel que fa a la flexibilitat en el seu model.
• Alta disponibilitat:  CloudStack és el millor en quant a funcionalitats d'alta disponibilitat, 
suportant alta disponibilitat a nivell de màquina virtual i física, d'emmagatzemament i del 
servei en general.
3.2.4Eucalyptus  
• Model IaaS: Eucalyptus és de les quatre plataformes de gestió la que està més enfocada al 
model d'aprovisionament d'infraestructura.
• Suport: Suport enterprise i directe dels desenvolupadors de la plataforma.
• Zones: Eucalyptus ens permet fer la mateixa abstracció d'Availability Zones d'Amazon AWS, 
però amb la diferència que aquestes són instàncies separades geogràficament, la qual cosa 
ens permet tenir vàries instàncies separades com a zones o regions diferents.
• Interoperabilitat:   Gràcies   a   que   podem   tenir   vàries  availability   zones  separades 
geogràficament i podem iniciar instàncies independentment en una o altra, tenim un bon 
nivell d'interoperabilitat entre instàncies del mateix tipus, degut a que les APIs d'accés estan 
basades en Amazon AWS ens permet també tenir un bon nivell d'interoperabilitat.
• Integració: Eucalyptus ens permet llançar recursos a Amazon AWS i gràcies a un acord fet 
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amb Amazon també ens permet fer cloud híbrid des d'Amazon AWS a un cloud d'Eucalyptus.
• Estàndards: Pel que fa a estàndards, hi ha alguna implementació d'OCCI per a Eucalyptus 
però encara està molt verda i poc desplegada.
• Disseny modular/flexibilitat:  Eucalyptus no està fet de forma tant modular com les altres 
plataformes, lo que fa que sigui la menys flexible de les quatre.
• Alta  disponibilitat:  Eucalyptus  ve  ja   integrat  amb varies  eines  com  DRBD,   a  part  ens 
permet tenir redundància en alguns dels components.
3.2.5Elecció de la plataforma de gestió  
Per a la elecció de la plataforma de gestió posarem un pes a cadascuna de les característiques i una 
puntuació sobre 10 de com compleixen cadascuna de les plataformes aquesta. Comencem per els 
pesos segons les nostres necessitats de cadascuna de les característiques:
Model  IaaS:   3,   suport:   6,   zones:   5,   interoperabilitat:   2,   integració:   4,   estàndards:   2,   disseny 
modular/flexibilitat: 4, alta disponibilitat: 4
Així doncs, veiem que la plataforma més ben valorada segons les nostres necessitats és OpenNebula 
seguit d'Eucalyptus, CloudStack i OpenStack. La plataforma sobre la que desplegarem el servei IaaS 
és OpenNebula.
3.3 OpenNebula  
Un cop escollida la plataforma de gestió  cloud per al desplegament del servei IaaS, anem a fer un 
estudi en profunditat de les funcionalitats i característiques que ens proporciona aquest.
OpenNebula pot funcionar amb màquines configurades amb KVM o  Xen o  VMware, tot i que pot 
funcionar amb més d'una simultàniament ens centrarem en una, més endavant veurem també quina 
d'aquestes ens convé més.
3.3.1Màquines físiques  
OpenNebula  proporciona  drivers  per   a   crear  màquines   sobre  hosts   amb  Xen,  KVM  i  VMware. 
OpenNebula corre en una màquina separada i llança les comandes necessàries per a la gestió de les 
Oriol Martí Bonvehí 47
Suport Zones Integració Estàndards Flexibilitat Alta disponibilitat
Pes 3 6 5 2 4 2 4 4
Puntuacions
OpenStack 5 4 4 4 4 6 7 8
OpenNebula 8 10 7 7 7 8 8 5
CloudStack 7 6 7 6 0 4 6 10
Eucalyptus 5 6 7 6 8 5 4 8
Totals:
OpenStack 15 24 20 8 16 12 28 32 155
OpenNebula 24 60 35 14 28 16 32 20 229
CloudStack 21 36 35 12 0 8 24 40 176
Eucalyptus 15 36 35 12 32 10 16 32 188
Model IaaS Interoperabilitat
Puntuacions x Pes
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màquines virtuals als nodes físics.
La gestió de les màquines físiques es fa mitjançant la comanda onehost, bàsicament ens permet 
afegir/borrar màquines físiques, activar/desactivar aquestes i llistar les existents i les seves propietats 
i estat.
Per a la creació d'un host amb KVM i virtualització de xarxa la comanda és com segueix:
onehost create <nom_maquina> ­­im im_KVM ­­vm vmm_KVM ­n ovswitch
3.3.2Imatges  
El sistema d'emmagatzemament d'OpenNebula permet als usuaris gestionar i pujar imatges, que 
poden ser sistemes operatius o dades que són presentades a les màquines com a discs. Aquestes 
imatges poden ser usades per varies màquines virtuals a la vegada i compartides entre varis usuaris.
Tenim vàris tipus d'imatges: OS, CDROM i DATABLOCK.
• OS: Una imatge de tipus OS conté un sistema operatiu instal∙lat. Tota instància de màquina 
virtual que es llanci ha de contenir com a mínim una imatge d'aquest tipus.
• CDROM: Les imatges d'aquest tipus són de només lectura. Cada instància de màquina 
virtual només pot contenir una sola imatge d'aquest tipus.
• DATABLOCK: Les imatges d'aquest tipus són discs presentats a les màquines virtuals com 
a disc físic. Poden ser creades a partir de dades o sense dades.
Una característica a tenir en compte a la hora de crear una imatge és la persistència. Les imatges 
persistents són imatges en les quals es guarden totes les modificacions fetes sobre aquestes per la 
màquina virtual on està presentada. Per contra les no persistents són copies de les imatges originals 
que són presentades a la màquina virtual i en cas d'eliminar la màquina virtual que les conté perdem 
les dades. Tot i això també tenim la opció de guardar la imatge presentada a una màquina si no 
volem perdre'n les dades i aquesta no és persistent.
Els usuaris poden crear imatges a partir d'imatges pre­creades per ell. Per exemple, un usuari pot 
pujar una iso del CD d'instal∙lació d'una distribució Linux, crear una màquina amb dos imatges una 
amb el CD i l'altre per al sistema i instal∙lar aquest sobre el disc. Si la imatge del sistema operatiu ha 
sigut creat persistent, aquest podra ser utilitzat posteriorment per a crear noves instàncies amb una 
còpia del sistema operatiu instal∙lat.
Si utilitzem Xen o KVM, les imatges poden ser pujades amb el format qcow2, si són creades amb 
aquest format s'haurà d'indicar al arrancar la màquina virtual. El format qcow2 ens permet que la 
imatge sigui guardada amb tant sols les dades que ocupen espai, és a dir, no es guarden totes les 
dades del disc que no han estat utilitzades. En cas de que s'escriguin noves dades sobre els espais de 
disc que no han sigut utilitzats, la imatge va creixent mentre s'afegeixen les dades. Treballar amb 
aquest format ens pot permetre un estalvi considerable del espai ocupat de les nostres imatges i 
màquines virtuals en execució.
Per a convertir una imatge en format raw (guardat com a una còpia d'un disc) a qcow2, la comanda 
és la següent:
qemu­img convert ­f raw imatge.raw ­O qcow2 imatge.qcow
Per a muntar una partició d'una imatge en format qcow2, les comandes són:
modprobe nbd max_part=63
qemu­nbd ­c /dev/nbd0 image.qcow
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mount /dev/nbd0p1 /mnt/
La comanda per a la gestió d'imatges és oneimage, amb aquesta podem crear/destruir imatges, així 
com llistar les propietats,... La sintaxi és:
oneimage <command> [<args>] [<options>] 
on <command> pot ser entre d'altres opcions:
• persistent/nonpersistent: Ens fa la imatge persistent o no persistent.
• clone: Ens permet clonar imatges
• show:   Ens   permet   veure   les   propietats   com   localització   del   fitxer,   si   és   persistent, 
propietari,... de la imatge.
• list: Ens permet llistar les imatges sobre les que té permisos l'usuari.
• delete: Ens permet esborrar una imatge.
• create: Ens permet crear una imatge a partir d'un xml de definició.
Un exemple de creació d'una imatge pot ser com segueix:
oneimage create imatge.xml ­­datastore default 
Tenint el fitxer imatge.xml el següent contingut:
DESCRIPTION="qcow2 image for Ubuntu" 
DEV_PREFIX="hd" 
NAME="Ubuntu Server 12.04" 
path="/var/lib/one­datastore/ubuntu.qcow" 
TYPE="OS" 
3.3.3Màquines virtuals i templates  
En  OpenNebula  tenim instàncies de màquines virtuals i  templates  que defineixen els paràmetres 
amb els aquestes són creades. Les màquines virtuals poden ser creades a partir d'una definició o a 
través d'un template. Lo normal és tenir templates creats per als diferents tipus de màquina virtual 
que vulguem llançar i instanciar els templates amb màquines virtuals. Així doncs podem veure com 
bàsicament una màquina virtual és un template instanciat en forma de màquina virtual.
OpenNebula al tenir un model IaaS més basat en virtualització de centre de dades, com hem vist en 
l'apartat 2.2.5, ens dóna la possibilitat de configurar molts dels paràmetres que es poden passar a la 
plataforma de virtualització.
Les comandes per a la gestió de màquines virtuals i templates són onevm i onetemplate:
A   continuació   s'expliquen   els   paràmetres   que  es  poden  passar   al   crear  una  màquina  virtual  o 
template, la sintaxi per a especificar els diferents paràmetres és del tipus:
NAME=VALUE
o en cas de tractar­se de valors múltiples:
NAME=[NAME1=VALUE1,NAME2=VALUE2]
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3.3.3.1 Capacitat
• NAME:   Aquest paràmetre defineix el nom de la màquina virtual. Si no és especificat, el 
nom serà one­<id>.
• MEMORY:   Paràmetre  obligatori   que  defineix   la  quantitat   de  memòria  RAM  que   se   li 
assignarà a la màquina virtual en Megabytes.
• CPU:  Aquest paràmetre indica quin tant per cent d'un processador físic serà assignat a la 
màquina virtual.  Així  doncs  per  exemple un valor  de 2 en aquest  paràmetre  indica  que 
s'assignen   2   processadors   a   la  màquina   i   un   valor   de   0.5   n'indica  mig.   Per   a   aquest 
paràmetre, el que es fa és passar a la plataforma de virtualització el percentatge de cicles de 
rellotge que s'assigna a cadascuna de les màquines virtuals. Així en cas de tenir la CPU al 
100% s'assignaran  proporcionalment   els  cicles  de   rellotge  a   cadascuna  de   les  màquines 
virtuals segons el valor passat a aquest paràmetre.
• VCPU:  Nombre de  CPUs virtuals  assignades  a   la  màquina  virtual,  aquest  paràmetre  és 
opcional i no incideix en la capacitat de processament de la màquina virtual, si no tant sols 
en el nombre de CPUs que són visibles per a aquesta.
3.3.3.2 Sistema Operatiu i arranc
En aquest apartat es poden definir varis paràmetres passats per a l'arranc de la màquina virtual. Els 
paràmetres són passats dintre del vector OS. Els possibles subatributs d'aquest són:
• ARCH: Arquitectura del hardware visible per la màquina virtual, pot ser i686 o x86_64.
• Kernel:   Path  al  Kernel  del   que   s'arrancarà   la  màquina   virtual,   no   l'utilitzarem   ja   que 
arrancarem les màquines virtuals amb KVM i no fa falta aquest paràmetre.
• INITRD:  Path al initrd per a arrancar la màquina, igual que l'anterior no l'utilitzarem.
• ROOT: Dispositiu que serà muntat com a root, no serà utilitzat.
• Kernel_CMD: Arguments per a l'arranc del Kernel, tampoc l'utilitzarem.
• BOOTLOADER:  Path  al  programari que farà  de bootloader,  tampoc serà  utilitzat en el 
nostre cas.
• BOOT: Tipus de dispositiu des del que s'arrancarà. Pot ser hd, fd, cdrom o network.
3.3.3.3 Discs
Els discs són attachats a la màquina virtual mitjançant l'etiqueta DISK per a cadascun d'ells. Tenim 
3 tipus diferents de discs: Persistents, clonats i volàtils.
Els discs poden ser attachats a la màquina virtual en calent, sense necessitat de reiniciar aquesta, per 
a que la màquina virtual vegi els discs, en una màquina virtual Linux,  haurem d'executar:
modprobe acpiphp
modprobe pci_hotplug
Discs: Tant els discs persistents com els no persistents són els d'aquest tipus, els atributs que es 
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poden especificar, entre d'altres, en aquest tipus de discs són:
• IMAGE_ID: ID de la imatge a usar, si és persistent s'arrancarà la màquina des de la mateixa 
imatge i si no se'n farà  una copia.
• DEV_PREFIX: Pot ser “hd”, “sd” o “vd”. Especifica si el disc presentat com a disc IDE, 
SCSI o a través de virtio.
• TARGET:  path  en el   /dev (en el  cas  de Linux)  amb el  que serà  presentat  el  disc,  per 
exemple: hda
• DRIVER: Driver per al mapeig del disc a la màquina. Alguns dels valors que pot tenir 
aquest atribut són raw, qcow2,...
• CACHE: Selecciona el mecanisme de caché per al disc. Els valors poden ser default, none,  
writethrough, writeback, directsync i unsafe.
Discs volàtils: Els discs volàtils són discs que són presentats a una màquina virtual i que al eliminar 
aquesta són eliminats també. Aquests no poden ser guardats durant l'execució de la màquina virtual. 
Poden ser de tipus fs o swap.
• TYPE: swap o fs.
• SIZE: Mida en Megabytes
• FORMAT: Formateig que s'aplicarà al disc en qüestió. Per exemple ext2, ext3,... raw no 
formateja el disc.
• DEV_PREFIX, TARGET i DRIVER: atributs iguals que per als discs normals.
3.3.3.4 Xarxa
Cada interfície de xarxa mapejada a la màquina virtual s'especifica mitjançant l'atribut NIC. Es 
poden definir tantes interfícies com es necessiti.
• NETWORK_ID: ID de la xarxa a la que serà associada la interfície.
• IP: IP que s'assignarà a la interfície.
• MODEL: En el cas de KVM pot ser virtio, si volem que la interfície sigui presentada amb el 
driver virtio.
• [WHITE|BLACK]_PORTS_[TCP|UDP]: Ports TCP/UDP que seran filtrats.
• ICMP: Pot ser drop si volem que es filtri el tràfic icmp.
3.3.3.5 Altres dispositius
Mitjançant  OpenNebula  podem presentar altres dispositius a la màquina virtual. Els atributs són 
INPUT i GRAPHICS:
• INPUT: Per a cada dispositiu que vulguem afegir, s'haurà d'afegir aquest atribut.
◦ TYPE: Pot ser mouse o tablet
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◦ BUS: Pot ser usb, ps2 o Xen
• GRAPHICS: Atribut per a la exportació del entorn gràfic.
◦ TYPE: Pot ser vnc o sdl
◦ LISTEN: IP sobre la que escoltarà, si s'especifica 0.0.0.0 escoltarà sobre totes les IPs.
◦ PORT: Port sobre el que escoltarà, en cas de que no s'especifiqui serà calculat.
◦ PASSWD: Contrasenya amb la que s'accedirà al servidor VNC.
◦ KEYMAP: Configuració local del teclat.
3.3.3.6 Contextualització
La contextualització consisteix en passar paràmetres a una màquina virtual, que després poden ser 
llegits en l'entorn d'aquesta. En el cas d'OpenNebula  es poden passar variables i fitxers. Per a la 
contextualització, OpenNebula crea un dispositiu de CD que pot ser muntat per la màquina virtual 
per a accedir a aquests.
• Variables: Per al cas de les variables, aquestes són passades en un sol fitxer de la màquina 
virtual anomenat context.sh, les variables es carreguen en l'entorn de la màquina virtual si 
executem aquest. 
• Fitxers:  Per  als   fitxers  aquests  són passats  al  dispositiu  de  CD que especifiquem en el 
context.
Per a passar tant els fitxers com les variables s'especifiquen tots dins d'un sol atribut CONTEXT. Els 
atributs que pot tenir aquest són:
• <VARIABLE>: El nom de la variable i el seu valor s'especifica aquí. Els valors d'aquests 
poden   ser  derivats  de  variables  obtingudes  de   la  xarxa,   les   imatges,...  Per  exemple  per 
especificar el DNS: dns = "$NETWORK[DNS, NETWORK_ID=3]"
• FILES: Aquest atribut és múltiple, i aquí s'especifiquen tots els fitxers que seran carregats 
en la ISO que serà presentada a la màquina separats per una coma. Aquest poden ser fitxers 
descarregats per la xarxa o locals a la màquina d'OpenNebula.
• TARGET:  path  en el /dev (en el cas de Linux) amb el que serà  presentada la ISO, per 
exemple: sr0
3.3.3.7 RAW
Mitjançant   l'atribut  RAW podem especificar  d'altres  paràmetres   específics  de   la  plataforma  de 
virtualització per a especificar paràmetres que no podem tenir des del OpenNebula però que si que 
ens ofereixen els programaris de virtualització. S'especifiquen dintre de l'etiqueta RAW.
• TYPE: Els possibles valors són KVM i Xen.
• DATA: Paràmetres extra passats al hipervisor.
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3.3.3.8 Exemple
Un exemple de plantilla de màquina virtual podria ser com segueix:
NAME="Ubuntu Server 10.04" 
CPU="1" 
MEMORY="512" 
VCPU="2" 
DISK=[ 
  DEV_PREFIX="vd", 
  DISK_ID="0", 
  DRIVER="qcow2", 
  IMAGE_ID="0", 
  TARGET="vda"] 
GRAPHICS=[ 
  KEYMAP="es", 
  LISTEN="0.0.0.0", 
  TYPE="vnc" ] 
NIC=[ 
  ICMP="drop", 
  NETWORK_ID="12", 
  model="virtio", 
  WHITE_PORTS_TCP="80, 22", 
 ] 
NIC=[ 
  NETWORK_ID="17", 
  model="virtio"] 
OS=[ 
  ARCH="x86_64", 
  BOOT="hd" ] 
CONTEXT=[ 
  HOSTNAME="test", 
  ROOT_PASSWORD="password", 
  USERNAME="username", 
  USER_PASSWORD="password" ] 
Les coses a destacar de la plantilla són que té un disc amb el driver virtio, la imatge del qual està 
guardada amb el format  qcow2.    També  podem veure com té  dues xarxes, una de pública amb 
només els ports 22 i 80 oberts i una d'altra de privada amb tots els ports oberts. En la secció de 
contextualització podem veure com li passem el nom del host, la contrasenya del usuari root i un 
usuari a crear i la seva contrasenya. Si fem els scripts adequats dintre de la imatge de la màquina 
virtual, podrem fer que ens personalitzi el sistema tal i com especifiquem en el context.
3.3.4Xarxa  
En aquest apartat abans d'entrar en matèria i veure com es creen les xarxes en OpenNebula, anem a 
veure primer l'arquitectura de xarxa que ens ofereix OpenNebula  i segons aquesta arquitectura les 
possibilitats al oferir el servei als usuaris de la plataforma i les garanties que hem d'oferir a aquests  
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segons aquesta arquitectura.
Per   la  part  de  xarxa  amb  OpenNebula  podem especificar   el  bridge  virtual   al  que  es   connecta 
cadascuna de les xarxes, així doncs podem fer que cadascuna d'elles estigui aïllada per un bridge 
diferent. Les garanties que volem que ens doni la plataforma són: aïllament de xarxes, control de 
MAC­Spoofing,   control   de  IP­Spoofing  i   per   les   xarxes  públiques  compartides   entre  diferents 
clients l'aïllament de la xarxa de tal forma que els clients puguin només veure el tràfic que va per la 
seva IP i els broadcasts de la xarxa.
A la hora de crear una xarxa, la podem crear de diferents tipus: per defecte, fw, 802.1Q, ebtables i 
Open vSwitch, a part també de  VMware  que no estudiarem ja que no ens interessa desplegar el 
nostre servei amb aquesta tecnologia. Anem a veure quines són les garanties que ens ofereix cada 
una d'aquestes opcions :
• Per defecte: En aquest mode les xarxes poden ser posades sobre diferents bridges virtuals, 
així que ens ofereix aïllament de xarxes, però de totes formes necessitem tenir els bridges 
precreats,   la   qual   cosa   fa   que   perdem   molt   en   flexibilitat,   no   ens   ofereix   control 
MAC­Spoofing ni IP­Spoofing. Si que ens ofereix, però aïllament a nivell intern de xarxa al 
comportar­se com un switch i no un hub.
• fw:  Aquest  mode   treballa   igual   que   el   per   defecte,   però   amb   la   diferencia  que  podem 
especificar els ports d'entrada que volem filtrar tant per UDP com per TCP, aixi com també 
filtrar el tràfic ICMP.
• 802.1Q: En aquest mode, podem treballar sobre un sol bridge i especificar els tags de xarxa 
de cadascuna de les  interfícies presentades a les màquines virtuals, per lo que ens dóna 
aïllament de xarxes, però no control de MAC­Spoofing ni IP­Spoofing.
• ebtables: Amb ebtables no tenim aïllament de xarxa, però si que ens proporciona control de 
MAC­Spoofing, però no de IP­Spoofing.
• Open vSwitch:  Amb el  driver  d'Open vSwitch  que ens  proporciona  OpenNebula  tenim 
aïllament  de xarxes   tot   i   treballar  sempre  sobre  un  mateix  bridge gràcies  al   tagging de 
xarxes. També ens ofereix control de MAC­Spoofing, però  no d'IP­Spoofing. Tot i ser el 
driver més complet gràcies a les múltiples característiques que ens ofereix OpenNebula com 
hem vist en l'apartat 2.2.5, el desenvolupament d'aquest driver per la part  d'OpenNebula 
encara està una mica verd, tot i això gràcies a la modularitat d'OpenNebula podem modificar 
aquest per a que actuï com nosaltres desitgem.
Un altre repte al que ens enfrontem per la part de la xarxa al desplegar una instància d'OpenNebula, 
és el fet de que cadascuna de les màquines que creem han de tenir una IP diferent i per lo tant no 
podem posar aquesta configuració directament a la màquina, si no que s'ha de fer dinàmicament. Per 
a solventar aquest tema,  OpenNebula  ens proposa diferents solucions: Afegir un  Virtual Router, 
posar la IP segons la MAC o per contextualització.
• Virtual Router:   És un appliance que està en el Marketplace d'OpenNebula, entre d'altres 
aquest ens desplega un DHCP que ens permet que les màquines virtuals agafin la IP que els 
hi correspon.
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• MAC: Les MACs en  OpenNebula  són posades segons la IP que correspon a la màquina 
virtual. Tenint en compte que cada part de la MAC (separada per :) està formada per dos 
nombres hexadecimals i cada part d'una IP pot anar de 0 a 255, amb OpenNebula s'agafen 
els últims 8 caràcters de la MAC per a posar­hi la IP. Així doncs per exemple una interfície 
de xarxa a la que se li assigni la IP 192.168.1.5 tindrà la mac 00:00:C0:A8:01:05, d'aquesta 
forma la màquina al arrancar pot calcular la IP que li correspon i posar­la automàticament. 
Aquest mètode te però un problema, i és el fet de que la màscara i la porta d'enllaç sempre 
hauran de ser les mateixes per a totes les xarxes.
• Contextualització:   Per   a   arreglar   el   problema   de   que  mitjançant   la  MAC   no   podem 
especificar   ni   la  màscara   de   la   xarxa   ni   la   porta   d'enllaç,   podem   afegir   aquests   per 
contextualització   i   fer  un   script   dintre   la  màquina  virtual  que  agafi   el   paràmetre   i   ens 
configuri correctament aquests. Una idea seria posar els paràmetres de gateway i/o netmask 
per contextualització, i en cas de no existir  posar la màscara amb 255.255.255.0 i la porta 
d'enllaç la mateixa que la IP acabant per .1. Una forma de passar automàticament el gateway, 
el netmask i el dns per contextualització seria posar a la plantilla de la màquina virtual el 
següent, això si, s'hauran d'haver configurat els paràmetres en la xarxa corresponent:
ETH0_GATEWAY = "$NETWORK[GATEWAY, NAME=\"Public\"]"
ETH0_NETMASK = "$NETWORK[NETMASK, NAME=\"Public\"]"
DNS        = "$NETWORK[DNS, NAME=\"Public\"]",
3.3.5Usuaris i grups  
3.3.5.1 Usuaris
OpenNebula té un sistema complet de gestió d'usuaris i grups. Els usuaris poden ser de quatre tipus:
• Administradors:  Els usuaris  administradors  tenen permisos per a fer qualsevol operació 
sobre   qualsevol   objecte.   Per   defecte   aquest   és   l'usuari   oneadmin.   Tots   els   usuaris   que 
s'afegeixin al grup oneadmin són administradors.
• Usuaris regulars: Poden accedir a la majoria de funcionalitats d'OpenNebula per a la gestió 
dels seus recursos. Tots els usuaris que no pertanyin al grup oneadmin i la seva autenticació 
no sigui public són usuaris regulars.
• Usuaris públics: Són usuaris regulars, però que tant sols poden accedir al  OpenNebula  a 
través de les APIs públiques (OCCI, EC2 i Sunstone). No poden accedir a través de la API 
xml­rpc   d'OpenNebula  directament.   Els   usuaris   públics   es   distingueixen   perquè   el   seu 
mètode d'autenticació és public.
• Usuaris  de servei:  Usuari  serveradmin.  És usat  per   les  aplicacions  d'OpenNebula  per  a 
accedir   al   servei   (servidors  OCCI,  EC2  i   Sunstone).   L'usuari   serveradmin   és   creat 
automàticament al instal∙lar OpenNebula i pertany al grup oneadmin.
La comanda per a gestió d'usuaris és oneuser, amb aquesta podem crear, borrar, llistar, mostrar les 
propietats, canviar de grup, l'autenticació,... dels varis usuaris del sistema.
Els  diferents  usuaris  poden   tenir   atributs   extres  per   a   la  gestió   d'aquests,   com per   exemple  el 
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departament al que pertanyen, el correu electrònic o la clau SSH amb la que entraran a les màquines 
virtuals. Per a activar el mecanisme de injecció de clau SSH, podem crear un atribut al usuari que es 
digui SSH_KEY i al crear la màquina virtual afegim el següent com a context:
USER_PUBKEY = "$USER[SSH_KEY]"
3.3.5.2 Grups
Els grups permeten aïllar usuaris i recursos a nivell de grups. També ens permeten definir permisos 
i quotes, que veurem més endavant, a nivell de grup.
Per a la gestió de grups es fa amb la comanda onegroup, amb aquesta podem crear, borrar, llistar, 
mostrar,... els diferents grups.
Per   defecte   al   instal∙lar  OpenNebula  tenim dos  grups:   oneadmin   i   users.  Tots   els   usuaris   que 
pertanyin al primer són administradors d'OpenNebula i el segon és el grup per defecte on es posaran 
els usuaris que creem sense especificar aquest.
3.3.5.3 Autenticació
Per a l'autenticació d'usuaris tenim varis mètodes: core, ssh, x509, public i custom.
• Core: És l'autenticació per defecte a OpenNebula, està basada en usuari i contrasenya. 
• SSH: Aquest tipus d'autenticació és per al client amb comandes d'OpenNebula. Amb aquest 
mètode els usuaris es poden logejar amb un token encriptat amb les claus privades d'SSH.
• X509: Amb aquest tipus d'autenticació es poden utilitzar certificats X509 per a l'autenticació 
d'usuaris. Aquests poden ser utilitzats de dos formes:
◦ En primer lloc es pot utilitzar per a l'autenticació de l'usuari per al client amb comandes. 
L'usuari  crea un  token per  al   login amb la  seva clau privada.  OpenNebula  valida el 
certificat i desencripta el token per a l'autenticació de l'usuari.
◦ La segona opció és utilitzar els certificats amb el Sunstone o les APIs públiques (EC2 i 
OCCI). En aquest cas l'autenticació es fa a nivell del servidor web per a accedir al servei. 
Si el certificat que envia el client és validat, aleshores el servidor enviara les credencials 
encriptades utilitzant un certificat al OpenNebula.
• Public: Aquesta autenticació és igual que la core, però amb la diferència que els usuaris que 
tinguin   aquest   tipus   d'autenticació   no   podran   accedir   al   servei   a   través   del   client   per 
comandes.
• Custom:  Amb   la   autenticació   custom,   podem   especificar   un   driver   desenvolupat   per 
nosaltres per a fer l'autenticació. D'aquesta forma podem fer l'autenticació a través de LDAP 
o d'altres serveis.
3.3.5.4 Permissos
En  OpenNebula  els templates, màquines virtuals, imatges i xarxes tenen permisos associats. Els 
permissos són molt similars al sistema UNIX. Aquests són per al usuari, grup i altres i per a cada 
Oriol Martí Bonvehí 56
Estudi i implantació d'un servei d'infraestructura  3Posta en marxa d'un servei d'infraestructura
un d'aquests els permisos són use, manage i admin.
• Use:   Els   usuaris   que   tinguin   aquest   permís   poden   utilitzar   el   recurs   en   qüestió   sense 
modificar­lo.
• Manage:   Els   usuaris   amb   aquest   permís   poden   fer   operacions   sobre   el   recurs   que   el 
modifiquen, exemples d'accions que es poden fer amb aquest permís són parar una màquina 
virtual, canviar la persistència d'una imatge, o reservar una IP d'una xarxa.
• Admin: Els usuaris amb aquest permís sobre un recurs poden fer accions d'administrador 
sobre aquest, com per exemple borrar un grup o usuari. Aquest tipus de permís normalment 
s'assignen a usuaris administradors.
3.3.5.5 ACLs
Les ACLs ens permeten tenir un sistema més granular per a les operacions permeses als usuaris i 
grups.   Cada   operació   en  OpenNebula  és   comprovada   en   les   regles   de   la   ACL   i   el   core 
d'OpenNebula permet o denega la petició basant­se en aquesta.
Els recursos sobre els que es poden aplicar les ACLs són: màquina virtual (V), host (H), xarxa (N), 
imatge (I), usuari (U), template (T), group (G), datastore (D), cluster (C) i document (O).
Les accions que es poden permetre sobre els recursos són: use (U), manage (M), admin (M) i create 
(C).
La comanda per  a  la  gestió  de ACLs és oneacl.  No entrarem en molts  més  detalls  d'ACLs en 
OpenNebula,   ja  que  aquí   la   importància  és   saber  que hi  són.  Un exemple  d'una  ACL que ens 
permetria que el grup 106 pugui utilitzar la imatge amb id 31 seria:
oneacl create "@106 IMAGE/#31 USE"
Per a entendre com són acceptades o rebutjades les peticions a través de les ACLs hem de tenir 
aquestes regles en compte:
• L'usuari oneadmin i tots els usuaris que estiguin en el grup oneadmin poden fer qualsevol 
operació.
• En primer lloc es miren els permisos explicats en l'anterior apartat. Si cap dels permisos 
permet al usuari executar la petició, aleshores s'itera sobre les ACLs en búsqueda d'alguna 
que permeti l'operació. Si tampoc cap de les ACLs permeten al usuari executar la petició, 
aleshores aquesta és denegada.
3.3.5.6 Quotes
OpenNebula ens permet definir quotes per a usuaris o grups, el sistema de quotes comptabilitza els 
recursos ocupats per a cada usuari i grup en cada moment i en cas de passar el límit el sistema no 
ens permet crear més recursos. Les quotes poden ser aplicades per usuari o per grup. Les quotes per 
grup poden ser molt útils en el cas de les zones o dels virtual data centers explicats més endavant.
Els recursos que poden ser limitats mitjançant les quotes són:
• Datastores: Per al control del total d'espai que pot ser ocupat en  un datastore en concret.
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• Computació: Per al control de la memòria, cpu i nombre de màquines virtuals total que pot 
ser instanciat.
• Xarxa: Per al control del nombre d'IPs que poden ser instanciades per a cada xarxa, ens pot 
ser molt útil en casos de xarxes públiques on el nombre d'IPs és limitat.
• Imatges: Es pot limitar el nombre d'instàncies que es pot fer d'una imatge. Ens pot ser útil 
per imatges que contenen per exemple llicències de software.
3.3.5.7 Comptabilitat
Per a  la comptabilitat  dels  recursos consumits pels usuaris  tenim la eina oneacct.  Amb aquesta 
podem visualitzar i fer reports dels consums.
Amb oneacct podem obtenir tots els canvis pels que ha passat cadascuna de les màquines virtuals, 
amb la informació del host on estava corrent, la raó pel canvi d'estat, la data i l'hora d'inici, la data i 
l'hora  del   final,   la  memòria  assignada  a   la  màquina  virtual,  el  nombre  de  CPUs assignat  a   la 
màquina virtual i la quantitat de dades rebudes i enviades per la xarxa de la màquina virtual.
3.3.6Datastores  
Els datastores en OpenNebula són medis d'emmagatzemament sobre els que es guarden les imatges 
de les màquines virtuals. En cada instància d'OpenNebula podem tenir varis datastores. Poden ser de 
varis tipus: de sistema, sistema de fitxers, iSCSI/LVM, VMware i vmfs:
• Sistema: El datastore de sistema és el que conté les imatges de les màquines virtuals en 
execució.
• Sistema de   fitxers:  Els  datastores  de   sistema de   fitxers   emmagatzemen   les   imatges  en 
format de fitxer. Normalment estan sobre un punt de muntatge compartit entre les màquines 
físiques per NAS o SAN. Aquests són per a emmagatzemar les imatges que són copiades 
posteriorment al datastore de sistema, en el cas de les imatges persistents, però  es fa un 
enllaç simbòlic des del datastore de sistema a aquest, per lo que la màquina virtual realment 
corre del datastore d'imatges.
• iSCSI/LVM:   Aquest   tipus   de   datastore   emmagatzema   les   imatges   directament   sobre 
particions de disc. Aquest tipus de datastore té la avantatge de que dóna una mica més de 
rendiment de disc, però perdem que no podem utilitzar  qcow2, perdent tot l'espai que no 
estigui  usat,   també   té   la  desavantatge  que perdem  la   flexibilitat  que  ens  dóna el  poder 
emmagatzemar les imatges directament en una partició.
• VMware: Datastore per a les imatges en format vmdk de VMware.
• vmfs: Per a format vmfs de VMware.
Per  a   la   còpia  de   les   imatges  del  datastore  on   s'emmagatzemen  al  de  sistema,   tenim diferents 
mètodes: compartit, ssh, iscsi, qcow.
• Compartit: En el cas dels datastores compartits, les imatges són copiades en la màquina 
amb el servei d'OpenNebula i al tenir el filesystem compartit entre les màquines, la màquina 
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física en qüestió pot arrancar aquest. Les avantatges d'aquest tipus de datastores és que en 
cas de caiguda d'un node físic podem engegar les màquines virtuals en un altre, al tenir el 
disc compartit. La desavantatge és que hem de tenir un servei d'storage compartit com una 
cabina de discs que ens doni garanties, ja que una caiguda del servei d'storage és molt crític 
en aquest tipus d'arquitectures.
• ssh: En aquest cas les imatges són copiades per ssh de la màquina virtual que té el servei 
d'OpenNebula  al  node  físic.  En aquest   tipus  de  datastores   tenim  l'avantatge  que podem 
executar  les màquines virtuals directament del disc local del node físic sense necessitat de 
cabina d'storage. La desavantatge és que en cas de caiguda de la màquina física que conté 
aquesta no es poden engegar les màquines virtuals en d'altres màquines físiques.
• iscsi: En aquest cas les imatges són copiades a nivell de bloc.
• qcow: El driver qcow ens dóna l'avantatge de copiar les imatges de les màquines virtuals en 
execució com a snapshots de les imatges. Això ens permetrà que la imatge de la màquina 
virtual ens ocupi uns pocs MB, i a mida de que anem modificant dades ens vagi ocupant 
més.
El disseny modular d'OpenNebula  ens dóna l'avantatge de poder desenvolupar els nostres propis 
drivers per a la còpia de les imatges als datastores.
3.3.7Clusters  
En  OpenNebula  un   cluster  és   un   conjunt   de  màquines   físiques,   xarxes   i   datastores.  Totes   les 
màquines físiques d'un cluster han de compartir els datastores i la xarxa. Aquests poden ser creats 
per a alta disponibilitat, recuperació a fallades o per a tenir separats els entorns segons la tecnologia 
de disc i tenir entorns de diferent rendiment.
3.3.8Virtual Data Centers  
Els Virtual Data Centers o VDC són abstraccions de centres de dades virtuals, on tenim un usuari 
que s'encarrega  de l'administració de xarxes, templates i màquines virtuals. Com podem veure a la 
figura 12, els  VDCs  estan associats a un cluster i tenen assignats un subconjunt o tots els nodes 
físics, xarxes i datastores d'aquests. Aquests poden ser compartits entre varis VDCs o ser únics per a 
cada VDC. 
L'administració dels VDCs es fa des d'una màquina que tingui el servei de Zones, ja que aquesta 
abstracció està lligada a aquest tipus de model. Al ser un component extern a OpenNebula aquest no 
afecta a l'administració d'aquest, és a dir, encara que tinguem el VDC creat, si entrem directament a 
la   interfície   d'OpenNebula  podem   crear  màquines   virtuals   sobre   qualsevol   dels   recursos   dels 
diferents VDCs ja que la instància d'OpenNebula no n'és conscient de la estructura d'VDCs.
El component d'VDCs ens permeten tenir un punt únic d'administració tant per al Sunstone com per 
al Self­Service dels diferents VDCs, això es fa a través de l'apache, el qual és configurat de tal 
forma que quan creem un VDC ens crea un proxy que accedeix a les interfícies web corresponents a 
la zona de cada un dels VDCs.
Aquesta funcionalitat ens pot ser molt útil si tenim clients on volem que certes màquines físiques 
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siguin reservades per a ells, ja que si dividim tots els nostres nodes físics en VDCs podem reservar 
certes màquines físiques per a un grup d'usuaris.
3.3.9Zones  
Amb el component de zones d'OpenNebula podem tenir vàries instàncies d'OpenNebula gestionades 
des d'un lloc únic, la mateixa màquina on tenim les zones, la màquina on tenim el component de 
zones ens ofereix una API igual que la d'OpenNebula, però on es pot especificar en quina zona es 
fan les accions.
A la figura 12 podem veure un exemple d'arquitectura on tenim el component de zones que accedeix 
a dues instàncies d'OpenNebula, la primera amb dos clústers i un VDC sobre ells i la segona amb un 
clúster i un VDC sobre aquest.
La funcionalitat de zones ens ofereix diferents característiques addicionals:
• Isolació  d'usuaris,  organitzacions,  i  càrregues de treball  en diferents zones amb diferents 
nivells de seguretat o alta disponibilitat.
• Suport per a múltiples zones amb una gestió centralitzada i accés als clouds en diferents 
centres de dades per a la construcció d'un cloud distribuït geogràficament.
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Fig. 12: Arquitectura d'exemple d'un servidor de zones
3.3.10 Interfícies de gestió  
Tal i com ja s'ha avançat en varis apartats,  OpenNebula ens proveeix diferents interfícies per a la 
gestió dels recursos per part dels usuaris. A continuació es fa un estudi de les diferents interfícies i 
les seves possibilitats.
3.3.10.1 OpenNebula Cloud API
Aquesta   interfície   és   amb   la   que   s'accedeix   directament   al   nucli   d'OpenNebula.  És   una  API 
XML­RPC per a accedir a totes les funcionalitats que es poden fer amb OpenNebula. Degut a que 
aquesta  API  és a través de la que es fan totes les crides haurà  d'estar a la mateixa màquina on 
tinguem l'OpenNebula.
Totes les eines relacionades amb OpenNebula com les comandes de client, sunstone, OCCI, EC2, ... 
ataquen directament a aquesta API per a fer les crides al core d'OpenNebula.
El port per defecte és el 2633, però pot ser canviat en el fitxer de configuració /etc/one/oned.conf 
mitjançant   la   variable   PORT.   Per   a   accedir   a   aquesta   es   fa   a   través   de   la   URL 
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http://<IP>:2633/RPC2
3.3.10.2  Sunstone
Interfície web a través de la qual es poden fer totes les tasques d'administració i de gestió per part 
dels usuaris i administradors, fa les crides al OpenNebula a través de la API XML­RPC. Per la part 
d'usuari ens permet la gestió de màquines virtuals, templates, imatges, xarxes, importació d'imatges 
del MarketPlace, visualització de datastores, així com la visualització dels recursos consumits per 
aquest. Els usuaris administradors a més a més poden administrar tots els recursos, així com els 
datastores, hosts, usuaris, grups i ACLs.
Fig. 13: Captura de pantalla de l'administració amb Sunstone
El fitxer de configuració es troba en /etc/one/sunstone­server.conf i s'arrenca i es para mitjançant 
l'script /etc/init.d/OpenNebula­sunstone o /usr/bin/sunstone­server. El port per defecte és el 9869, 
però pot ser canviat en el fitxer de configuració.
Té integració amb noVNC per a accedir a les consoles de les màquines virtuals amb VNC, per a que 
funcioni les màquines virtuals han de ser creades amb un dispositiu GRAPHICS amb VNC:
GRAPHICS=[
  LISTEN="0.0.0.0",
  TYPE="vnc" ]
Per a l'autenticació d'usuaris hi ha vàries opcions: sunstone, x509 i OpenNebula. Amb sunstone es 
fan les consultes directament a la base de dades d'usuaris, amb x509 es fa a través de certificats 
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x509 amb l'usuari i amb OpenNebula es delega l'autenticació al OpenNebula, això ens pot ser útil si 
per exemple tenim algun tipus d'autenticació externa com LDAP.
Pel que fa a l'autenticació del sunstone al  OpenNebula pot ser cipher o x509. Cipher és   a través 
d'encriptació per clau simètrica i x509 a través de certificats x509.
La informació que es mostra al sunstone pot ser personalitzada a nivell d'usuari i grup mitjançant el 
fitxer /etc/one/sunstone­plugins.yaml. Aqui veiem per exemple que tenim un dashboard diferent per 
al grup oneadmin que per a la resta d'usuaris, la part de configuració amb la que especifiquem això 
és:
­ plugins/dashboard­tab.js: 
    :ALL: false 
    :user: 
    :group: 
        oneadmin: true 
­ plugins/dashboard­users­tab.js: 
    :ALL: true 
    :user: 
    :group: 
        oneadmin: false 
Veiem com en aquest  anterior  exemple es  mostra el   fitxer  plugins/dashboard­tab.js  per  al  grup 
oneadmin i el plugins/dashboard­users­tab.js per a la resta d'usuaris. Els fitxers de plugins es troben 
a   /usr/share/OpenNebula/sunstone/public/js/plugins,   i   en   podem   crear   de   nous   o  modificar   els 
existents si volem afegir o eliminar funcionalitats a través del Sunstone.
3.3.10.3  Ozones-Server
El  ozones­server  és   un   component  molt   semblant   al  Sunstone,   però   amb   la   diferència  que  és 
desplegat en la màquina virtual que conté el component de zones de OpenNebula per a la gestió de 
zones i VDCs. Tant sols és usat per l'administrador.
En aquest podem visualitzar també els diferents recursos disponibles en totes les zones i la zona a la 
qual pertanyen. Els recursos que es poden visualitzar són: nodes físics, màquines virtuals, xarxes, 
imatges, usuaris i templates. 
3.3.10.4  OCCI
OpenNebula  ofereix una  API OCCI  per a la gestió de recursos per als usuaris de la plataforma. 
OCCI  és un servei web que permet  la  gestió  de màquines virtuals a  través d'API.  OpenNebula 
implementa la versió 0.8 d'OCCI, però amb algunes extensions per a adaptar­se a les funcionalitats i 
arquitectura d'OpenNebula.
A la figura 14 podem veure com el servei d'OCCI  fa les crides a la OpenNebula Cloud API  igual 
com el Sunstone.
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Fig. 14: Components de la API OCCI
Amb OCCI, com a usuaris, no podem especificar directament les característiques de les màquines 
virtuals a crear, si no que l'administrador de la plataforma crea plantilles de tipus d'instància amb les 
especificacions de CPU, memòria i d'altres paràmetres que són passats a l'OpenNebula i l'usuari 
crea les màquines virtuals especificant les imatges i xarxes que són adjuntades al tipus d'instància. 
Un exemple típic seria per exemple tenir 3 tipus d'instància (small, medium i large) i l'usuari sobre 
aquestes especifica les imatges i xarxes que vol que contingui la màquina virtual. Els tipus 
d'instància s'especifiquen en el fitxer /etc/one/OCCI­server.conf, un exemple podria ser de la 
següent forma:
  :small: 
    :template: small.erb 
    :cpu: 1 
    :memory: 1024 
  :medium: 
    :template: medium.erb 
    :cpu: 4 
    :memory: 4096 
  :large: 
    :template: large.erb 
    :cpu: 8 
    :memory: 8192 
Els fitxers als que apunta la variable template es troben en /etc/one/OCCI_templates, un exemple del 
fitxer small.erb pot ser com segueix:
MEMORY = 1024 
CPU=1 
OS = [ boot="hd", 
arch="x86_64" ] 
GRAPHICS = [ TYPE = "vnc", 
LISTEN="0.0.0.0", 
KEYMAP="es" ] 
Amb la API OCCI d'OpenNebula podem fer accions sobre màquines virtuals, tipus d'instància, 
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xarxes i emmagatzemament, la informació per a crear i visualitzar els diferents recursos es fa 
mitjançant XMLs. Un exemple d'un fitxer xml de màquina virtual podria ser:
<COMPUTE> 
        <NAME>Test</NAME> 
        <INSTANCE_TYPE>small</INSTANCE_TYPE> 
        <DISK id='0'> 
            <STORAGE href="http://127.0.0.1:4567/storage/33"/> 
            <DRIVER type="qcow2"/> 
        </DISK> 
        <NIC> 
            <NETWORK href="http://127.0.0.1:4567/network/1"/> 
        </NIC> 
        <CONTEXT> 
            <HOSTNAME>test</HOSTNAME>
        </CONTEXT> 
    </COMPUTE> 
A continuació anem a veure quines són les possibilitats a la hora de gestionar els diferents recursos.
• Màquines virtuals: Per a la creació i gestió de màquines virtuals podem crear, llistar, 
mostrar, actualitzar, borrar i attachar i desattachar discs d'aquestes.
• Tipus d'instància: Com ja hem explicat, els tipus d'instància són gestionats per 
l'administrador, així que en aquest cas a través de la API d'OCCI, l'únic que es pot fer és 
llistar els tipus d'instància que ens ofereix el servei.
• Xarxes: Per a la gestió de xarxes podem crear, llistar, mostrar, actualitzar i borrar aquestes.
• Emmagatzemament: Per a l'emmagatzemament podem crear, pujant un fitxer de la nostra 
màquina local al servidor, llistar, mostrar, actualitzar, borrar i clonar les imatges
La API d'OCCI ens ofereix també una interfície web, el OpenNebula Self­Service, amb aquesta 
podem fer les crides OCCI a través d'interfície web, així doncs és molt més limitada que el sunstone 
i tant sols serveix per als usuaris i no per a administradors. Per a accedir a aquesta interfície, 
suposant que l'OCCI està escoltant en el port 4567, es fa a través de http://<IP>:4567/ui. A la figura 
15 podem veure una captura de pantalla d'exemple.
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Fig. 15: Captura de pantalla del OpenNebula Self­Service
3.3.10.5 EC2
OpenNebula ofereix una API EC2 per a la gestió de recursos. Aquesta ens pot ser molt útil per a 
donar interoperabilitat a través d'eines que funcionen amb crides a aquesta API. Tot i això, degut a 
que   la   arquitectura   i   manera   de   fer   d'OpenNebula  és   diferent   d'Amazon   hi   ha   bastantes 
funcionalitats d'EC2 que no estan implementades en aquesta API.
Al igual que amb OCCI, tenim els usuaris dels serveis que accedeixen a un servei per http, i aquest 
fa les crides corresponents a la  OpenNebula Cloud API. La figura 14 seria exactament igual amb 
EC2, però amb la diferència que els clients que accedeixen al servei en comptes de ser clients OCCI 
són EC2.
Amb  EC2  tenim varis tipus d'instància que són instanciats amb una imatge, en aquest cas no es 
configura la xarxa a la que volem que pertanyin les màquines, això ha d'estar configurat directament 
per l'usuari. Els tipus d'instància s'especifiquen en el fitxer /etc/one/econe.conf, un exemple podria 
ser:
:instance_types: 
  :m1.small: 
    :template: m1.small.erb 
Els fitxers als que apunta la variable template es troben en /etc/one/EC2query_templates, un 
exemple del fitxer m1.small.erb pot ser com segueix:
VCPU   = 1 
CPU    = 0.3 
MEMORY = 1024 
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NAME   = eco­vm 
DISK = [ IMAGE_ID   = <%= erb_vm_info[:img_id] %>, DEV_PREFIX=vd, TARGET=vda, 
driver=qcow2 ] 
# Put here the ID of the VNET with the IPs for the EC2 VMs 
NIC=[NETWORK_ID=12, model="virtio"] 
IMAGE_ID = <%= erb_vm_info[:EC2_img_id] %> 
INSTANCE_TYPE = <%= erb_vm_info[:instance_type ]%> 
OS = [ boot="hd", 
arch="x86_64" ] 
GRAPHICS = [ TYPE = "vnc", 
LISTEN="0.0.0.0", 
KEYMAP="es" ] 
FEATURES=[ACPI="yes"] 
<% if erb_vm_info[:user_data] && erb_vm_info[:public_key] %> 
CONTEXT = [ EC2_USER_DATA="<%= erb_vm_info[:user_data] %>", EC2_PUBLIC_KEY="<%= 
erb_vm_info[:public_key] %>", EC2_KEYNAME ="<%= erb_vm_info[:key_name] %>" ] 
<% elsif erb_vm_info[:user_data] %> 
CONTEXT = [ EC2_USER_DATA="<%= erb_vm_info[:user_data] %>" ] 
<% elsif erb_vm_info[:public_key] %> 
CONTEXT = [ EC2_PUBLIC_KEY="<%= erb_vm_info[:public_key] %>", EC2_KEYNAME ="<%= 
erb_vm_info[:key_name] %>" ] 
<% end %> 
Veiem, tal i com hem explicat, que en aquest cas, la xarxa ve fixada en la instància i que tant sols es 
pot especificar una imatge a la hora de crear la màquina virtual.
3.3.11 Scheduler  
L'scheduler d'OpenNebula és l'encarregat d'assignar les màquines virtuals en els nodes físics durant 
la creació d'aquestes o si executem la comanda resched sobre aquestes. L'scheduler és un mòdul 
independent d'OpenNebula, la qual cosa permet que pugui ser modificat i reemplaçat per d'altres 
programaris fets a mida.
Les diferents polítiques que es poden definir en el fitxer de configuració /etc/one/sched.conf són 
packing, stripping, load­aware i custom.
• Packing: Minimitza el nombre de hosts que tenen màquines virtuals.
• Stripping:  Maximitza  els   recursos  disponibles  per   a   les  màquines  virtuals   fent  que   les 
màquines virtuals siguin repartides al màxim per tots els nodes físics.
• Load­aware:  Maximitza   els   recursos  disponibles   utilitzant   els   nodes   físics   amb  menys 
càrrega.
• Custom: RANK customitzat per l'usuari. Un exemple podria ser: "­ (RUNNING_VMS * 50 
+ FREE_CPU)"
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3.3.12 Hooks  
Els hooks en OpenNebula són scripts que podem fer que siguin executats al detectar canvis en els 
hosts, màquines virtuals, xarxes, usuaris, grups i imatges. Aquest component ens dóna una gran 
flexibilitat sobre el nostre servei, permetent­nos executar ordres personalitzades en cas de canvis.
Els canvis que poden ser detectats sobre cadascun d'aquests són:
• Hosts: Creació, error i desactivació.
• Màquines virtuals: Creació, corrent, apagat, parat, esborrat, estat desconegut i fallo.
• Xarxes: Creació, esborrat i desactivació.
• Usuaris: Creació, esborrat i desactivació. 
• Grups: Creació, esborrat i desactivació.
• Imatges: Creació, esborrat i desactivació.
La configuració dels hooks es fa en el fitxder /etc/one/oned.conf. Una aplicació que podem veure 
sobre aquest mòdul seria per a en cas de fallada d'una màquina física parar­la de forma segura i 
iniciar les màquines virtuals que han fallat en un altre node físic. Una altra aplicació útil podria ser 
enviar un e­mail als usuaris quan són creats amb un manual d'usuari de la plataforma.
3.4 Avaluació de programari de virtualització  
En aquest apartat anem a escollir un dels programaris de virtualització estudiats en l'apartat 2.2.4.1. 
Les principals funcionalitats ja s'han vist anteriorment, així que en aquest apartat ens centrarem més 
en escollir una de les possibilitats basant­nos més en la pròpia experiència personal en cadascuna 
d'aquestes tecnologies.
Per a començar anem a veure les avantatges que té KVM sobre Xen:
• Possibilitat de tunejar paràmetres com KSM, memory ballooning, cache de disc, 
• Inclòs per defecte en el Kernel de Linux, així doncs és molt estable i el trobem en totes les 
distribucions, Xen no és tant suportat en la majoria de les distribucions Linux, per exemple 
no el trobem en el seu mode servidor en Ubuntu.
• Logs més comprensibles.
• Més  funcionalitats,   tot   i   que   a   la   documentació   de  Xen  estan   documentades  moltes 
funcionalitats  d'aquesta,  en  la versió  open source  moltes d'aquestes no estan suportades. 
Moltes d'aquestes probablement són per a la versió de Citrix.
• Millor rendiment en I/O amb el bus virtio, sense el rendiment és pitjor que amb Xen, tot i 
això la diferència és petita.
• Suport més avançat, així com aplicacions de nous parches i funcions en cada actualització. 
Correcció de bugs més ràpida.
• Documentació més precisa, comprensible i extensa.
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Veiem les avantatges que té Xen sobre KVM:
• Més rendiment de CPU, diferència petita.
• Més facilitat d'administració, però amb l'existència de la llibreria libvirt, aquest avantatge, 
deixa de tenir sentit.
3.4.1Elecció del programari de virtualització  
Com ja es  pot  intuir,  després de veure  les  diferències  entre  KVM  i  Xen,  ens  hem decantat  per 
utilitzar KVM. A part de les diferències entre les dues tecnologies explicades, des d'un punt de vista 
personal, KVM és més estable sense gairebé donar errors ni problemes, mentre que amb Xen si que a 
vegades hi ha bugs que en molts casos no són arreglats durant força temps.
3.5 Desplegament OpenNebula  
Un cop estudiades les funcionalitats i característiques d'OpenNebula en detall, en aquest apartat ens 
centrarem a fer un estudi de quines d'aquestes són les més adequades per al nostre servei IaaS, així 
com s'han desplegat les que hem escollit, les proves i benchmarks en les que s'han basat aquestes 
decisions i la preparació i personalització del entorn tant per als administradors de la plataforma 
com per als usuaris.
3.5.1Arquitectura  
Per a començar, veiem en la figura 16 el diagrama de l'arquitectura general del servei, en aquesta 
figura tant sols es veuen els components a nivell de xarxa. En els següents apartats podrem veure els 
diagrames detallats de cadascun dels components de la plataforma.
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Fig. 16: Arquitectura del servei
El nostre servei de IaaS, volem que estigui repartit en vàries zones, tot i que ara mateix estaran en el 
mateix centre de dades per a fer proves,  es vol que en un futur estiguin en dues localitzacions 
separades geogràficament.
La gestió de la infraestructura a través d'interfície web es farà per defecte a través del component 
d'oZones, i aquest farà de proxy a les altres zones. Així doncs aquest haurà d'arribar al sunstone de 
les dues zones administrades des d'aquest. Degut a que el component d'oZones necessita accés a les 
APIs  XML­RPC de cadascuna de  les zones,  necessitarem també  que aquest arribi  a   la  API  en 
qüestió de cadascuna de les zones.
Anem a veure cadascun dels components del diagrama:
• one: El node one­zonan, és el que conté el servei d'OpenNebula. També ofereix les APIs i la 
interfície web del Sunstone a internet i conté la lògica per a la gestió de la plataforma. Cada 
un d'ells és independent de l'altre.
• Nodes físics: Els nodes físics són els nodes on són enviades les comandes a través de libvirt 
per a la gestió de les màquines virtuals. Aquestes poden ser afegides i esborrades de la zona 
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a través del one.
• Storage:  En   el   nostre   cas,   l'emmagatzemament   és   proporcionat   per   una   cabina  Netapp 
FAS3170 amb discs SATA. L'accés a aquest és mitjançant protocol NFS, els volums del qual 
hauran d'estar muntats a la màquina one i als nodes físics.
• oZones: El node oZone és el servei de zones, des d'aquest gestionarem les dues zones, ens 
oferirà també una gestió web centralitzada i podrem accedir també a les APIs XML­RPC de 
les zones a través d'aquest.
Com podem veure cada una de les zones està formada per tres xarxes: pública, storage i privada.
• Xarxa pública: La xarxa pública és per on s'oferiran els diferents serveis i APIs disponibles 
als usuaris, més endavant s'especifiquen quins són i els ports en els que estaran escoltant. 
Tant en el cas de la zona1, zona2 i el oZone, cadascuna de les xarxes públiques no serà la 
mateixa pels tres components.
• Xarxa d'storage: La xarxa d'storage serà diferent en cada una de les zones, serà la xarxa per 
al emmagatzemament de tipus NAS, en el nostre cas NFS. Aquest NFS serà on guardarem 
les  imatges de les màquines virtuals,  tant en execució  com no, per  lo que les màquines 
físiques necessitaran tenir aquesta xarxa visible. Degut a que és la màquina que conté el 
servei   d'OpenNebula  la   que   s'encarrega   de   fer   còpies   de   les   imatges,   la   xarxa 
d'emmagatzemament arribarà també en aquest node.
• Xarxa privada:  La xarxa privada serà   també  en aquest cas diferent en cada una de les 
zones. Serà utilitzada per a la comunicació entre els nodes treballadors i l'OpenNebula, com 
ja hem vist  OpenNebula  utilitza crides a   la  API  de  libvirt,  aquestes seran fetes a  través 
d'aquesta xarxa. Com és lògic, aquesta xarxa no haurà d'arribar a la cabina d'storage.
A   continuació   s'especifiquen   quins   són   els   serveis   i   el   port   on   escoltarà   per   a   cada   un   dels 
components.
• oZones: En el nostre cas, el component d'oZones serà utilitzat per la gestió centralitzada del 
sunstone   per   als   diferents   virtual   data   centers,   que   tal   i   com   veurem   més   endavant 
correspondrà cadascun a una zona. Així doncs els serveis que estaran disponibles a internet 
seran:
◦ Apache: Tindrem un apache escoltant en el port 80 i el 443, aquest s'encarregarà de fer 
la redirecció com a ProxyPass al sunstone dels virtual data centers. En el cas del port 80 
servirà tant sols per a redirigir les peticions http a https al port 443.
◦ API XML­RPC: En aquest cas, necessitem que la API XML­RPC estigui disponible per 
a serveis que necessitem que ataquin a aquesta API. Tot i això, com que aquests serveis 
seran desplegats per la mateixa empresa, aquesta API només serà accesible des de IPs de 
l'empresa en qüestió.
• OpenNebula:  Per  el  component  d'OpenNebula  de  cadascuna de   les  zones,  volem que el 
sunstone sigui accessible directament també, ja que així els usuaris podran entrar per la IP 
de l'oZones o directament a la zona en qüestió. També  en aquest cas, els usuaris podran 
accedir a les APIs EC2 i OCCI d'aquest.
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◦ Sunstone: En aquest cas, el sunstone estarà escoltant igual que en el cas de l'oZones en 
el port 80 i el 443 i serà accessible per a tot internet.
◦ EC2: La API d'EC2 serà accessible en el port i només serà accessible per https.
◦ OCCI: La API OCCI serà accessible en el port 
◦ API XML­RPC: Degut a que el component d'oZones necessita accedir a aquesta  API 
per a cadascuna de les zones configurades, necessitarem que la  API XML­RPC sigui 
accessible per la IP pública corresponent al component d'Ozones. No serà accessible per 
cap més IP pública d'internet.
3.5.1.1 Servei
Com a servei ens referim a cadascuna de les instàncies d'OpenNebula. En l'annex 7.1 podem veure 
com es fa el desplegament d'una zona d'OpenNebula.
Per al suport de base de dades s'ha escollit MySQL per ser una tecnologia estable, i amb la que 
tenim bastanta experiència.
Fig. 17: Arquitectura del servei
Com podem veure a la figura 17, tots els serveis oferts en cadascuna de les zones, passen per un 
proxy revers amb apache. Aquest està en la mateixa  màquina del servei, pel fet de que no preveiem 
que tingui molta càrrega, però podria anar separat en una altra màquina virtual i posar per sobre 
també un balancejador en cas de que ho necessitéssim més endavant. El fet de posar un proxy 
entremig ens dona varies característiques addicionals: logs i securització
• Logs: Apache ens permet loggejar les IPs i URLs a les que accedeixen els clients, això ens 
permetrà analitzar aquests en cas de problemes del servei, o com veurem més endavant 
detectar possibles atacs o anomalies en les peticions.
• Securització: Per la part de securització, són dues les funcionalitats que ens permetran 
millorar el nostre servei.
Oriol Martí Bonvehí 72
Estudi i implantació d'un servei d'infraestructura  3Posta en marxa d'un servei d'infraestructura
◦ https: Els serveis d'OpenNebula s'ofereixen sense encriptar, això significa que totes les 
dades i contrasenyes susceptibles poden ser capturades per un atacant que visualitzi el 
tràfic entre el client i el servei. L'apache ens permet fer que un servei http arribi fins a 
aquest xifrat, i sigui desxifrat d'aquest al servei. Així doncs s'han preparat els certificats i 
s'ha configurat l'apache per a que serveixi d'aquesta forma. En la figura 17 podem veure 
com també tenim el port 80 obert, aquest serà utilitzat única i exclusivament per a que 
quan l'usuari introdueixi la url sense https sigui redirigit cap al 443 amb encriptació.
◦ mod_security: Mod_security és un firewall d'aplicació. Inspecciona el tràfic http i ens 
permet declarar regles per a que el tràfic sospitós sigui descartat. Gràcies als paquets de 
regles de Owasp, hem securitzat el servei de tal forma que les peticions sospitoses són 
filtrades i es mostra una pàgina d'error al usuari.
Pel que fa al firewalling que protegirà a la IP pública, com podem veure en figura 17 s'han deixat 
oberts els ports 80, 443, 7443 i 8443 oberts, els quals són redirigits als ports 4567, 4567, 45678 i 
4569 locals respectivament, així com el 2633, però només obert per a la IP que té el oZones­server.
En  l'annex 7.2 podem trobar  els  passos  per  a   la   instal∙lació   i  configuració  del  apache amb  les 
funcionalitats anteriorment descrites.
3.5.1.2 Zones i VDCs
Per a utilitzar el servei que ens fa de proxy revers entre els diferents VDCs que tinguem definits en 
el   servidor   necessitem   tenir   l'apache   instal∙lat.   En   l'annex   7.4   podem   veure   el   procediment 
d'instal∙lació de tota la màquina de zones. El que ens fa l'OpenNebula  al crear o eliminar un nou 
VDC és actualitzar el fitxer .htaccess del DocumentRoot del Apache amb les regles necessàries per 
a   redirigir­nos el tràfic cap al sunstone de la zona en qüestió. L'apache s'ha configurat per a que 
vagi   amb  SSL mitjançant   certificat   fent   de  proxy   revers   per   al  Sunstone,   el  Self­Service   i   la 
interfície API XML­RPC de les zones en qüestió. Degut a que no ens interessa que tothom pugui 
accedir a la interfície XML­RPC des d'internet, s'ha afegit al Apache que aquesta URL no sigui 
disponible per a ningú i quan posem serveis que depenen d'aquest s'afegiran per a permetre l'accés.
Com podem veure  a   la   figura  17  els   serveis  externs  que vulguin  accedir  a   la  API  XML­RPC 
directament del oZones, permetent­nos així poder atacar amb  APIs  les dues zones des d'un punt 
comú, podran fer­ho a través del port 2633 de la màquina.
En el nostre cas, degut a que tant sols tenim un tipus d'emmagatzemament i de xarxa com veurem 
més endavant, cadascuna de les zones tant sols tindrà un VDC que contindrà tots els recursos de la 
zona en qüestió.
Alguns dels problemes que té l'aplicació, és que ens posa com a proxy revers de la API XML­RPC 
de la zona de cadascun dels VDCs i que deixen de funcionar les consoles per VNC.
3.5.1.3 Alta disponibilitat
Degut a que aquest element de l'arquitectura és el punt comú d'entrada per als usuaris de totes les 
zones,   a   aquest   servei   s'ha   dotat   de  més   alta   disponibilitat,   amb   el   programari   Pacemaker   i 
Corosync. La IP pública, els serveis d'oZones, MySQL i el disc sobre el que s'emmagatzemen les 
dades de la base de dades poden estar en qualsevol dels dos nodes que ofereixen el servei i en cas de 
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caiguda d'un d'ells tots els serveis són passats a l'altra màquina. El disc està sincronitzat al node que 
no té el servei de MySQL mitjançant el protocol DRBD amb configuració Master­Slave. L'apache 
estarà aixecat en els dos nodes.
En un futur, si el servei evoluciona el que es farà és el mateix, però posant el protocol BGP per 
sobre   entre   els   dos   centres   de   dades.   Amb   el   que   tindrem   les   dues   màquines   separades 
geogràficament amb la mateixa IP pública (en aquest cas la IP pública no serà flotant), sent tot el 
tràfic enrutat cap al node que tindrà tots els serveis (Apache, oZones, MySQL i disc DRBD), en cas 
d'una caiguda de xarxa tots els serveis passaran al node del altre centre de dades i els serveis passats 
al altre node. D'aquesta forma tindrem alta disponibilitat a nivell de xarxa i a nivell de centre de 
dades, podria caure tot un centre de dades sencers i el servei continuarà funcionant.
Fig. 18: Diagrama d'arquitectura del oZones server
Els elements que podem veure en el diagrama són els següents:
• Servidors: Tal i com ja hem explicat, tenim dos nodes per al servei.
• Pacemaker/Corosync: El programari pacemaker/corosync ens permet configurar serveis en 
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alta disponibilitat de tal forma que en cas de caiguda d'un dels nodes o del servei en aquest, 
el servei és aixecat en l'altre node.
• DRBD/MySQL: El DRBD ens permetrà sincronitzar el disc de la màquina que tingui el 
servei de MySQL amb la remota a través de la xarxa. El servei de MySQL escriurà les dades 
sobre aquest disc. Així doncs, aquests dos components hauran d'estar corrent en la mateixa 
màquina. S'ha descartat posar el disc de la base de dades sobre NFS, ja que és molt probable 
que ens doni problemes de rendiment.
• oZones: Servei d'OpenNebula per a les zones. També configurat a través del 
pacemaker/corosync, per lo que en cas de caiguda d'una de les màquines s'aixeca 
automàticament en l'altra.
• Apache: L'apache estarà corrent en les dues màquines alhora, gràcies a que tenim la cabina 
amb NFS, les configuracions i logs estaran compartits entre les dues màquines, per en cas de 
que fem un canvi en una de les màquines l'altra ho veurà automàticament gràcies al disc 
compartit.
• IP pública flotant: La IP pública del servei s'ha configurat també a través del 
pacemaker/corosync. Aquesta estarà sempre associada amb el node que tingui el servei 
d'oZones per a tal de que aquest funcioni a través d'internet.
3.5.1.4 Clusters
Tot i  que els  clusters són un component del  OpenNebula  i  no dels oZones,  s'explica en aquest 
apartat degut a la seva estreta relació amb els VDCs. 
En el nostre cas, tal i com ja hem explicat, tant sols tenim un sol VDC per zona i un sol tipus  
d'emmagatzemament per zona, així doncs en el nostre cas de moment no té sentit tenir més d'un 
cluster. Tindrem un VDC per zona que contindrà tots els recursos de l'únic cluster d'aquesta.
En cas de fer­ne més en un futur es faria un nou VDC sobre aquest. Els casos en els que podriem 
necessitar  més   clusters   seria   per   exemple   si   tenim  un   client   que   vol   serveis   de  housing   amb 
virtualització. D'aquesta forma podem oferir el tenir les màquines en el nostre centre de dades amb 
tota la plataforma de gestió ja muntada. En aquest cas faríem un VDC dedicat per al client, amb les 
seves xarxes, emmagatzemament i nodes físics dedicats.
3.5.2CPU  
Per a la CPU, anem a estudiar les possibilitats que ens dóna  OpenNebula  i  les possibilitats que 
tenim a la hora de configurar el node físic a nivell de BIOS.
Per   a   les   diferents   proves   d'aquest   apartat,   s'ha   fet   creant  màquines   virtuals   de   la   forma   que 
s'especifica en cada una d'elles i executant la següent comanda:
for i in {1..10}; do sysbench ­­test=cpu ­­cpu­max­prime=100000 \
­­num­threads=<num_vcpus> run | grep "total\ time" | grep ­v taken; done 
Aquesta comanda ens donarà el temps d'execució per a calcular els números primers fins a 100.000, 
executarem la comanda 10 cops per a fer la mitjana dels resultats. Per a aprofitar al màxim la CPU 
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de la màquina virtual en qüestió, es fa creant <num_vcpus> threads, sent num_vcpus el nombre de 
VCPUs que es passa a la màquina virtual a través de la plantilla d'OpenNebula. D'aquesta forma 
s'assigna cada thread a una CPU de la màquina virtual.
3.5.2.1 OpenNebula
Tot  i  que amb  OpenNebula  podem enviar   tots  els  paràmetres  que desitgem a  la  plataforma de 
virtualització a la hora de crear una màquina mitjançant l'atribut RAW, ens centrarem més en els 
paràmetres relacionats amb la CPU que es poden enviar a través de l'OpenNebula.
Degut a que els paràmetres que es poden passar de CPU a l'OpenNebula (CPU i VCPU) no estan 
molt ben explicats en la documentació, en aquest apartat anem a veure quin és el comportament 
d'aquests.
3.5.2.1.1 Paràmetre VCPU
Per al paràmetre VCPU, anem a fer proves de si el fet de donar més VCPUs a una màquina virtual, 
fa que augmenti el rendiment d'aquesta.
Per a fer la prova, farem varies màquines virtuals amb diferent nombre de VCPUs que s'executaran 
sobre un node físic amb només aquesta màquina virtual. Tal i com hem explicat, per a cada una de 
les màquines virtuals executarem la comanda especificada anteriorment, adaptant­nos el nombre de 
threads  a   el  nombre  de  VCPUs  que   tingui   la  màquina  en  qüestió.  Els   resultats   amb el   temps 
d'execució són els següents.
VCPUs 1 2 4 8 16 32
Segons 208,40 105,97 53,06 27,49 27,63 27,70
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Fig.19: Gràfica de temps d'execució segons nombre de VCPUs
Veiem doncs que quan anem doblant el nombre de VCPUs el temps és inversament proporcional, 
fins que arribem a 8. Això és degut a que la màquina física on corren les màquines virtuals és de 8 
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CPUs, quan assignem una sola VCPU a la màquina virtual, tant sols estem utilitzant una de les 
CPUs del node físic, fins que ens passem de 8 que aleshores hi ha VCPUs de la màquina virtual que 
comparteixen CPU. Aleshores per molt que llancem més threads sobre més CPUs al final com que 
es comparteixen CPUs físiques el temps d'execució acaba sent el mateix.
La segona prova a fer, serà veient que quan arribem a 8 VCPUs el temps ja no millora, serà executar 
8 màquines virtuals alhora amb varies VCPUs, en aquest cas farem la prova amb 1, 4, 8 i 16 VCPUs. 
D'aquesta forma veurem si al tenir més VCPUs sobre les màquines però al estar a màxima carrega si 
baixa el temps o no.
VCPUS 1 4 8 16
Temps 219,87 219,85 219,87 219,88
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Fig. 20: Gràfica de temps d'execució segons nombre de VCPUs en múltiples màquines en execució
Veiem en aquest cas com el temps es manté constant, això és perquè al tenir 8 màquines virtuals 
corrent simultàniament, encara que tinguin més VCPUs cadascuna, han de competir per la CPU 
amb les altres màquines virtuals i el temps no millora.
Així doncs, en conclusió, el fet de tenir més VCPUs en una màquina virtual si que ens millora el 
rendiment, ja que la màquina virtual en qüestió té més CPUs físiques ocupades de la màquina física. 
Això però ens penalitzarà a les altres màquines virtuals del node en qüestió pel fet de que hauran de 
competir per la CPU que ens estarà consumint aquesta.
3.5.2.1.2 Paràmetre CPU
En aquest apartat farem proves de CPU per a veure el comportament segons el valor del atribut CPU 
que enviem, l'atribut CPU passat a les màquines virtuals funciona de la següent forma:
En primer lloc quan passem l'atribut CPU a la màquina virtual aquest significa que la màquina 
virtual ens ocupa el valor d'aquest en la màquina física, per lo que al sobrepassar el nombre de 
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CPUs que tingui la màquina física OpenNebula no ens desplegarà més màquines virtuals sobre el 
node físic. Tot i que amb  KVM  no hi ha límit a la hora de desplegar CPUs sobre un node físic, 
aquesta és una restricció que ens dóna  OpenNebula  per a tal de que no despleguem un nombre 
massa elevat de màquines virtuals sobre una de física. A part d'això el paràmetre de CPU ens indica 
també el nombre relatiu de cicles de CPU que es deixaran executar per a cada màquina virtual en 
cas de tenir el node físic al màxim d'ús de CPU. Així doncs si tenim dues màquines, una amb 1 
CPU i l'altra amb 2 sobre el mateix node físic, s'assignaran el doble de cicles de rellotge per a la 
segona màquina que per a la primera en cas de tenir la CPU al 100%.
 El que fa bàsicament aquest paràmetre és passar al XML del libvirt el següent paràmetre, suposant 
que haguem passat 1 CPU:
<cputune> 
<shares>1024</shares> 
</cputune> 
El paràmetre shares del cputune en el libvirt indica quin temps proporcional de CPU se li donarà a 
la màquina virtual en qüestió.
Per a la comprovació d'aquest comportament, que en la documentació d'OpenNebula no està molt 
ben explicat, s'han fet les següents proves:
Les proves s'han fet en màquines amb 8 VCPUs. El que provarem serà el temps d'execució de la 
comanda especificada en  l'apartat  3.5.2 quan  tenim una màquina virtual  sola,  quan  tenim dues 
màquines virtuals amb el mateix paràmetre de CPU i tenint dues màquines virtuals amb diferents 
paràmetres de CPU.
• 1 màquina virtual: Per a aquesta primera prova, s'executa una màquina virtual sola en un 
node físic amb 8 CPUs i 8 VCPUs. La mitjana de temps de les 10 execucions ha sigut de 
27,48 segons. Hem executat també una altra màquina en el mateix node canviant a 4 CPUs i 
8CPUs i el temps d'execució ha estat també de 27,48, pel que comprovem que l'atribut CPU 
és relatiu, per lo que si només tenim una màquina virtual corrent sobre el node físic, aquest 
atribut no altera la quantitat de CPU que es reserva per al node en qüestió.
• 2 màquines virtuals iguals: En aquesta prova, executarem la comanda a la vegada en dues 
màquines virtuals en el  mateix node.  Les característiques de ambdues màquines  són les 
mateixes: 4 CPUs i 8 VCPUs La mitjana de temps de les execucions ha estat de 54,77 en les 
dues màquines virtuals. Aquest valor ens indica que efectivament al tenir dues màquines 
virtuals competint per les mateixes CPUs els cicles de rellotge es reparteixen entre les dues i 
per lo tant el temps d'execució es dobla.
• 2 màquines virtuals amb diferent CPU: En aquest cas, executarem la comanda en dues 
màquines virtuals en el mateix node, les dues amb 8 VCPUs, però la primera amb 2 CPUs i 
la segona amb 4. En aquest cas el temps d'execució en el cas de la primera màquina virtual 
ha estat de 40,9 i en la segona de 83,72. En el cas de la segona només s'han contat les quatre 
primeres iteracions, ja que un cop havia acabat l'altra ja tardava menys.
En la gràfica de la figura 21 podem veure els resultats de les execucions:
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1 màquina virtual
2 màquines virtuals amb diferent CPU
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Fig. 21: Temps d'execució segons CPU
3.5.2.1.3 CPU i VCPU
Per a fer una última prova, volem veure si el fet de tenir més VCPUs amb més CPUs fa que es 
multipliqui el rendiment que tindrà la màquina virtual en qüestió. Per a fer la prova, executarem una 
màquina virtual amb 1 CPU i 1 VCPU, i una altra amb 8 VCPUs i 8 CPUs. 
En aquest cas la primera màquina virtual ha tingut un temps d'execució de 259,36 i la segona de 
31,38. Si dividim un valor entre l'altre ens dóna 8,26 per lo que comprovem que al fer el càlcul de la 
relació cicles de CPU es fa sobre tot el conjunt i no sobre cadascuna de les VCPUs. Així doncs, per 
moltes VCPUs que assignem a una màquina virtual, si la màquina física està a la màxima ocupació 
de CPU el rendiment d'aquesta serà el mateix.
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Fig. 22: Temps d'execució segons CPU i VCPU
Oriol Martí Bonvehí 79
Estudi i implantació d'un servei d'infraestructura  3Posta en marxa d'un servei d'infraestructura
3.5.2.2 Nodes físics
3.5.2.2.1 Hyper-threading
En el cas dels nodes físics tenim la opció  de configurar la CPU amb Hyper­Threading o sense. 
Aquesta opció es configura des de la BIOS dels servidors.
Hyper­Threading és una simulació a nivell de CPU de que cadascuna de les CPUs de les màquines 
en   són   dues.   Aquesta   tecnologia   és   transparent   al   sistema   operatiu   i   al   programari   corrent. 
L'avantatge d'utilitzar aquesta tecnologia és que veurem el doble de CPUs en la màquina física (és a 
dir  16)  amb  la  qual  cosa  ens  costarà  més  arribar  al  màxim de CPU al   llançar  màquines  amb 
l'OpenNebula  i   probablement   podrem   allotjar  més  màquines   virtuals   en   les   nostres  màquines 
físiques. Per a comparar el rendiment de tenir o no les CPUs amb Hyper­Threading,   s'han fet el 
mateix test amb les dues opcions. El test tracta de crear una màquina virtual d'OpenNebula amb 16 
CPUs  i  16  VCPUs en  el   cas  d'hyper­threading  i  8  VCPUS per   al   sense.  Com  ja  hem vist,  el  
rendiment en els dos casos és el màxim que podem treure tenint una sola màquina virtual sobre un 
node físic.
La mitjana de les 10 proces obtingudes amb aquests tests, han estat: 
Hyper­Threading: 21,44 segons
Sense Hyper­Threading: 27,54 segons
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Fig. 23: Comparativa de temps d'execució hyper­threading
Veiem doncs que amb hyper­threading tenim més rendiment, per lo que configurarem els nodes 
físics amb aquest. També tenim l'avantatge, com ja hem explicat, que podrem posar més màquines 
virtuals en cada node físic.
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3.5.2.3 Càlcul de CPU segons memòria
En aquest apartat anem a calcular la CPU màxima que posarem a les nostres imatges, segons la 
memòria. En el nostre cas, ens interessa que les màquines físiques s'acabin omplint per memòria i 
no per la CPU, amb la qual cosa ens quedaria memòria sense utilitzar.
Tenint en compte que hem configurat les màquines físiques amb Hyper­Threading i tenen 8CPUs 
físiques, però amb l'Hyper­Threading en veiem 16 i que la memòria total de les màquines és de 
47,2GB la relació memòria/CPU ens dóna: 2,95GB/CPU. Així doncs aquest serà la relació mínima 
que utilitzarem al crear les imatges de les màquines virtuals. En l'apartat 3.5.7 més endavant veurem 
com queden les imatges en qüestió. Degut a que els usuaris poden configurarse les plantilles com 
vulguin, pujarem més aquesta relació per si hi han usuaris que utilitzin molta CPU.
Una forma de fer que els usuaris no utilitzin massa la CPU serà posar un preu elevat al ús d'aquesta.
3.5.3Storage  
En aquest apartat farem tests de rendiment, ocupació i temps de desplegament sobre les diferents 
possibilitats que tenim a la hora de definir el nostre storage. Degut a que en el nostre cas no tenim la 
possibilitat de tenir discs per iSCSI ni SAN, no farem un estudi d'aquestes possibilitats. Un cop vist 
el rendiment, ocupació  i  temps de desplegament de cadascuna de les possibilitats prendrem una 
decisió  de com configurarem els diferents datastores  i   les possibilitats  per defecte a  la  hora de 
creació de màquines virtuals.
Per a les proves d'escriptura ho farem mitjançant la següent comanda:
i=0 
while [ $i ­lt 10 ]; do let i=i+1; dd bs=1M count=1024 if=/dev/zero of=/dev/vdb 
conv=fdatasync 2>&1 | grep copied | awk '{print $8}';done
Per a les de lectura, farem una lectura de tot el disc de la màquina:
i=0 
while [ $i ­lt 10 ]; do let i=i+1; dd bs=1M iflag=direct of=/dev/null 
if=/dev/vdb 2>&1 | grep copied | awk '{print $8}';done 
Com podem veure, cadascuna d'aquestes ens repeteix la comanda 10 cops, els resultats obtinguts, 
seran a partir de calcular la mitja dels 10 resultats obtinguts en cadascun d'els tests.
3.5.3.1 Datastores
Tal   i  com  ja  hem vist  en el  corresponent  apartat,   tenim vàries  opcions  a   la  hora  de crear  els 
datastores. En aquest apartat ens centrarem en l'storage de tipus filesystem, ja que els altres casos no 
els podem implementar. Dintre d'aquest tipus per a començar anem a fer proves tenint el filesystem 
sobre disc local o sobre NFS. Després farem proves sobre el posar el driver de còpia amb qcow2 o 
normal. De moment el disc el posarem amb virtio. 
3.5.3.1.1 Disc local o NFS
En aquesta primera comparativa no té sentit comparar l'ocupació, ja que el fet d'utilitzar un o l'altre 
no afectarà en aquesta.
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• Disc local:  En aquest tipus de datastore, la còpia es farà per SSH, ja que no tenim storage 
compartit. 
◦ Velocitat de còpia en desplegament: 19 MB/seg
◦ Rendiment:
▪ Escriptura:59,67 MB/seg
▪ Lectura: 68,21 MB/seg
• NFS: En aquest datastore, la còpia es fa en la mateixa màquina del OpenNebula en un punt 
de muntatge compartit per NFS, seguidament la màquina virtual es arrancada des del node 
físic en qüestió.
◦ Velocitat de còpia en desplegament: 32,97 MB/seg
◦ Rendiment:
▪ Escriptura: 43,7 MB/seg
▪ Lectura:   52,7 MB/seg
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Fig. 24: Rendiment segons tecnologia de disc
En la part de lectura del NFS, hem vist que en el primer loop ens ha donat una velocitat molt baixa,  
i en els següents més alta, això ha estat perquè les dades estaven en la caché de la cabina d'storage. 
El   primer   loop   ens   ha   donat   una   velocitat   de   52,7  MB/seg,   així   que   tenint   en   compte   que 
normalment les lectures són aleatòries, hem de tenir en compte aquest valor.
Ens hem decidit per NFS, ja que en aquest cas és impossible de tenir disc local i NFS junts en una 
mateixa màquina virtual. Hauríem de tenir diferents clusters, però de moment no tenim un número 
de   màquines   físiques   desplegades   molt   elevat   i   no   ens   interessa   particionar   tant   la   nostra 
arquitectura. Tot i la diferència de rendiment, el NFS ens dóna molta més flexibilitat pel fet que 
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podem moure les màquines virtuals de node físic en calent  i  en cas de caiguda no perdem les 
màquines virtuals.
3.5.3.1.2 Còpia normal o qcow
Tal i com ja hem vist a la hora de copiar les imatges per a ser utilitzades com a imatges de màquines 
virtuals en execució, tenim la opció de fer una còpia normal o de fer la còpia a través de qcow. En el 
cas de còpia normal, la màquina virtual s'executa directament sobre la imatge que ocupa tot l'espai 
d'aquesta, en el cas de còpia qcow la imatge de la màquina virtual no ocupa res al iniciar la màquina 
virtual   i   a  mida  que  es  van  canviant   les  dades  aquesta   es  va  ampliant.  En  el   cas  de   imatges 
persistents, si utilitzem el format raw la màquina virtual s'executa directament des de la imatge 
original, fent un enllaç simbòlic cap a aquesta. En el cas de la còpia de qcow, al guardar la imatge de 
la màquina virtual, aquesta ha de ser reconstruïda i copiada de nou sobreescrivint la imatge original.
Les proves s'han fet amb una imatge d'una Ubuntu amb un disc de 8GB. Les proves fetes sobre els 
diferents tipus de còpia han sigut l'ocupació en disc, velocitat de còpia en desplegament, velocitat 
d'escriptura i de lectura:
• Còpia normal:
◦ Ocupació en disc: 8 GB
◦ Velocitat de còpia en desplegament: 35,92 MB/seg
◦ Rendiment:
▪ Escriptura: 71,35 MB/seg
▪ Lectura: 82,73 MB/seg
• Còpia qcow
◦ Ocupació en disc: 0,2 MB
◦ Velocitat de còpia en desplegament: 527MB/seg
◦ Rendiment:
▪ Escriptura: 68,82 MB/seg
▪ Lectura: 56,9 MB/seg
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Fig. 25: Rendiment segons driver de còpia
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Fig. 26: Ocupació segons driver de còpia
Així doncs, veiem que tot i que el rendiment és una mica més baix fent la còpia amb qcow, l'estalvi 
en espai és molt exagerat. Per lo tant, sempre que puguem farem servir el driver de còpia qcow.
S'han fet proves de passar per còpia qcow  imatges que no són qcow  i les màquines no arranquen, 
així que en aquest cas tindrem dos datastores per a emmagatzemar les imatges, un per a raw i l'altre 
per a qcow. Tot i que en el raw es podran emmagatzemar imatges en format qcow, en el qcow no es 
podran emmagatzemar les imatges en raw.
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3.5.3.2 Imatges
3.5.3.2.1 qcow2
Un   cop   ens   hem   decidit   per   storage   compartit   amb   NFS,   anem   a   fer   proves   sobre 
l'emmagatzemament d'imatges amb el protocol  qcow2  per a veure les diferències en velocitat de 
còpia en desplegament, rendiment  i ocupació  d'espai. Com ja s'ha explicat anteriorment amb el 
protocol  qcow2  fem que les imatges de les màquines virtuals ocupin tant sols l'espai de disc que 
conté dades. Així doncs, abans de convertir una imatge executarem la següent comanda dintre la 
màquina virtual en qüestió fins que s'ompli el disc.
dd if=/dev/zero of=file.iso bs=4K
rm ­rf file.iso
Amb l'anterior comanda omplirem tot el disc que no estigui ocupat amb 0's.
Un cop fet això sobre la màquina virtual, l'apaguem i fem la conversió de la imatge a qcow2 des de 
la màquina física.
qemu­img convert ­f raw imatge.raw ­O qcow2 imatge.qcow
Per a aquestes proves ens centrarem en una imatge d'una Ubuntu 10.04. 
No confondre les proves que estem fent ara, amb les fetes anteriorment, en l'apartat anterior s'utilitza 
el driver de qcow per a la còpia de les imatges, d'aquesta forma la imatge tant sols ocupa l'espai que 
canvia d'aquesta respecte a la imatge original. En aquest cas, el que es fa és emmagatzemar les 
imatges amb el format qcow, per lo que les imatges són copiades integrament i també són només 
emmagatzemades només les dades que canvien, però sobre la mateixa imatge de la màquina virtual i 
no sobre una altra de referència.
• Imatge raw: 
◦ Ocupació en disc: 8 GB
◦ Velocitat de còpia en desplegament: 33,6 MB/seg
◦ Rendiment:
▪ Escriptura: 68 MB/seg
▪ Lectura: 80,4 MB/seg
• Imatge qcow: 
◦ Ocupació en disc: 1,2 GB
◦ Velocitat de còpia en desplegament: 165,15 MB/seg
◦ Rendiment:
▪ Escriptura: 67,2 MB/seg
▪ Lectura: 78,2 MB/seg
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Fig. 27: Rendiment segons tipus d'imatge
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Fig. 28: Ocupació segons tipus d'imatge
Veiem doncs que tot i que el rendiment que tenim a la màquina virtual és gairebé inapreciable, les 
ocupacions en disc i velocitat per al desplegament de màquines virtuals és molt millor. Per lo tant, 
sempre que puguem pujarem les imatges de les màquines en format qcow2. Tot i això ens interessa 
també tenir també la possibilitat de pujar les imatges en raw per a casos en que l'usuari no sàpiga 
convertir­se abans les imatges.
3.5.3.2.2 Cache
En aquest apartat anem a fer tests sobre les diferents opcions que tenim al adjuntar els discs a les 
màquines virtuals mitjançant OpenNebula i KVM.
Les opcions que tenim són: default, none, writethrough   i writeback. Les proves es faran en una 
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màquina amb el disc amb RAW i amb el driver virtio. El default no farem ja que ens les llança amb 
writethrough.  En  el  cas  de  writeback s'ha  d'afegir   'elevator=noop'  en   l'arranc  del  Kernel  de   la 
màquina virtual o executar la següent comanda un cop hem arrancat la màquina virtual.
echo noop > /sys/block/vda/queue/scheduler
En   aquest   apartat   no   es   compararà   ni   la   mida   de   les   imatges   ni   la   velocitat   de   còpia   en 
desplegament, ja que en aquest cas és per a tots el mateix.
En aquest  cas  hem canviat   la  manera  de   fer   les  proves,   ja  que  al  escriure  sobre 1GB de disc 
contínuament fa que s'ompli ràpidament la caché i no es notin les diferències entre tecnologies. En 
aquest cas per a les proves d'escriptura s'ha executat la comanda:
i=0 
while [ $i ­lt 10 ]; do let i=i+1; dd bs=1M count=100 if=/dev/zero of=/dev/vdb 
2>&1 | grep copied | awk '{print $8}';sleep 60; done
Veiem com en aquest cas escrivim tant sols 100MB i esperem un minut per a passar a la següent 
iteració, això és per a que es sincronitzi el disc dur i es pugui veure en els tests si millora al fer ús 
d'aquesta.
En el cas de les proves de lectura es fa igual que fins ara.
• None: 
◦ Rendiment:
▪ Escriptura: 88,9 MB/seg
▪ Lectura: 80,3 MB/seg
• Writethrough: 
◦ Rendiment:
▪ Escriptura: 138,5 MB/seg
▪ Lectura: 88,9 MB/seg
• Writeback: 
◦ Rendiment:
▪ Escriptura: 220,13 MB/seg
▪ Lectura: 80,4 MB/seg
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Fig. 29: Rendiment segons caché
Veiem doncs  en  aquest   tests  que  efectivament  a   la  hora  d'escriure  ens  dóna més   rendiment  el 
writethrough que el none, i el writeback que el writehrough. Tot i això, amb el writethrough hem de 
tenir en compte que si s'estan tractant dades que puguin ser importants, no s'hauria d'utilitzar. En cas 
contrari pot ser una molt bona opció per l'augment en rendiment d'escriptura. Pel que fa a la lectura 
veiem   diferències,   però   probablement   han   estat   degudes   a   diferents   moments   amb   diferents 
càrregues de la cabina d'storage. Per lo tant a la hora de preparar les imatges, en podem preparar 
amb writethrough per si volem un disc amb més rendiment.
3.5.3.2.3 IDE, SCSI i Virtio
Al crear una màquina virtual amb OpenNebula, podem passar l'atribut DEV_PREFIX per a indicar 
de quina forma serà presentat el disc a la màquina virtual. Les opcions són hda, sda i vda segons si 
volem disc IDE, SCSI o virtio.
Hem de   tenir   en   compte  que  no   tots   els   sistemes  operatius   suporten   el  driver   virtio   per   a   la 
entrada/sortida a disc. Així que tot i que probablement aquest serà el que ens doni més rendiment, és 
probable que no sigui el que utilitzem en totes les situacions.
Anem a veure els resultats dels tests executats:
• IDE:
◦ Rendiment:
▪ Escriptura: 35,3 MB/seg
▪ Lectura:  53,3 MB/seg
• SCSI:
◦ Rendiment:
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▪ Escriptura: 35,3 MB/seg
▪ Lectura: 54 MB/seg
• Virtio: 
◦ Rendiment:
▪ Escriptura: 66,9 MB/seg
▪ Lectura: 53,8 MB/seg
Veiem doncs   en  aquest   apartat   com efectivament   el   virtio   ens  dóna  més   rendiment   a   la   hora 
d'escriptura, a la hora de lectura no ha millorat, però creiem que ha sigut degut a que tenim el coll 
de botella de la velocitat màxima de la cabina. Creiem que en cas de tenir un storage amb més 
rendiment aquests números serien diferents a favor del virtio.
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Fig. 30: Rendiment segons presentació de discs virtuals
3.5.3.3 Disseny final
Un cop vistes les diferents possibilitats anem a fer un resum de tot lo vist en aquest apartat i les 
decisions de com quedarà:
• Tecnologia de disc: Tal i com ja hem vist, ens hem decantat per NFS, per la única qüestió 
de que és molt més flexible, ja que en cas de caiguda d'una màquina física, podem aixecar 
aquesta en una altra. També en cas de que haguem de fer tasques de manteniment sobre els 
nodes físics, podrem passar les màquines virtuals d'un node físic a un altre sense problema. 
Degut a que cada node físic només pot tenir un sol datastore de sistema, no ens és possible 
barrejar datastores de disc local i de NFS en la mateixa màquina, en un futur si la plataforma 
creix, seria valorable el tenir un clúster amb disc local i un altre amb disc compartit NFS. El 
clúster amb disc local, seria per a màquines no crítiques però que necessiten més rendiment 
de disc.
• Driver de còpia: Per al driver de còpia ens hem decantat per al shared i qcow, tindrem un 
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datastore per a emmagatzemar les imatges per a cada un. D'aquesta forma podrem pujar 
imatges amb els dos formats independentment. El driver de còpia qcow, com ja hem vist, ens 
permetrà que les imatges de les màquines virtuals ocupin molt menys i amb una diferència 
de rendiment de disc imperceptible.
• Format de les imatges: Pel que fa al format de les imatges, en primer lloc per a poder 
implementar el driver de còpia en  qcow, aquestes han d'estar en aquest format. Hem vist 
també que el format de les imatges afecta molt poc al rendiment del disc, per lo que, al igual 
que en l'apartat anterior, utilitzarem sempre que sigui possible el datastore d'imatges qcow.
• Cache: Pel que fa a la cache, ens interessa sempre fer servir writethrough o writeback, en 
el cas de writethrough tenim garanties de que no es corrompran les dades. Writeback es 
podrà utilitzar per aquells casos on una corrupció de dades no ens afecti i necessitem més 
rendiment. Es prepararan imatges d'exemple dels dos casos per als usuaris de la plataforma.
• Tipus de presentació dels discs:  En aquest cas el format per defecte serà el virtio, però 
tenint en compte que hi ha sistemes operatius que no tenen drivers per a aquest format de 
disc, es prepararan imatges per als usuaris per a tots els formats.
Més endavant veurem els tipus d'imatges que deixarem preparats com a exemple per als usuaris de 
la plataforma.
3.5.4Memòria  
Pel que fa a memòria,  OpenNebula no ens permet configurar més que la quantitat que s'assigna a 
cadascuna d'aquestes. Tot i això amb Linux podem configurar el paràmetre  KSM. A continuació es 
fa una explicació d'aquesta funcionalitat.
3.5.4.1 KSM
KSM o  Kernel  Same­page Merging és una funcionalitat inclosa en el  Kernel  de Linux que ens 
permet fer deduplicació de les pàgines de memòria en el sistema operatiu. Això significa que el 
Kernel busca les pàgines de memòria que són iguals i les comparteix, fent que tinguem guardada 
tant sols una instància d'aquesta. Això es fa escanejant la memòria buscant pàgines iguals. En cas de 
que alguna de les pàgines compartides sigui modificada, la pàgina és copiada en una nova pàgina de 
memòria i se li apliquen els canvis individualment.
KSM pot ser molt útil en virtualització, ja que és molt probable que les màquines virtuals tinguin 
moltes pàgines de memòria repetides entre elles, més si provenen de la mateixa imatge. Tot i això 
s'ha de controlar si el sistema operatiu fa moltes modificacions de les pàgines de memòria, ja que en 
aquest   cas   no   ens   valdria   la   pena   tenir­lo   activat,   ja   que   ens   penalitzaria  molt   en  CPU   i   no 
guanyaríem gairebé res en memòria.
En la figura 31 podem veure el resultat de les pàgines que queden compartides al crear 8 màquines 
virtuals en KB, veiem que tot i que l'espai que s'ha estalviat és més aviat poc si que estalviem algo 
d'espai en memòria. Durant el temps de la prova s'ha mirat la CPU de la màquina i gairebé no ha 
afectat el procés ksmd que escaneja la memòria en busca de pàgines compartides.
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Fig. 31: Gràfica de pàgines compartides al crear 8 màquines virtuals
Així doncs pel que fa a aquesta funcionalitat la tindrem activada, tot i que tampoc no ens estalvia 
gaire memòria. Pel que fa a OpenNebula, de totes formes a la hora de monitorar els nodes físics s'ha 
vist que no té  en compte la memòria real ocupada de la màquina, si no la memòria segons les 
màquines virtuals que s'han desplegat en el  node. Així  doncs, tampoc no ens servirà  per a que 
puguem desplegar més màquines virtuals en cada node físic, però si que ens pot servir per a tenir la 
memòria de la màquina física una mica més lliure.
3.5.4.2 Disseny final
Tal   i   com  hem dit,   s'ha   decidit   activar   el  KSM  sobre   el  KVM,   per   a   fer­ho   editem  el   fitxer 
/etc/default/qemu­KVM i en la línia on es configura el KSM l'activem:
KSM_ENABLED=1 
Seguidament reiniciem el qemu­kvm:
sudo restart qemu­kvm 
3.5.5Xarxa  
Per a la part de xarxa, s'ha preparat cada zona del OpenNebula amb 3 xarxes públiques, empresa, 
empleats i pública general. 
• Empresa: Aquesta xarxa és per a màquines virtuals de l'entorn de l'empresa, aquesta tindrà 
sortida només a la xarxa pública de la mateixa empresa i serà accessible només des de les 
xarxes d'aquesta. Les polítiques de filtratge s'han implementat des dels firewalls exteriors.
• Empleats: La xarxa d'empleats serà per a les màquines virtuals per als empleats.
• Pública general: La xarxa pública general és per a tota la resta de màquines que necessiti 
visibilitat a i des d'internet.
Els usuaris es poden crear xarxes privades per a les seves màquines, tot el tràfic està taggejat. Per a 
Oriol Martí Bonvehí 91
Estudi i implantació d'un servei d'infraestructura  3Posta en marxa d'un servei d'infraestructura
poder implementar aquest model s'han hagut de crear 50 xarxes privades taggejades en els switchos 
exteriors i d'aquesta forma aquestes poden ser compartides entre els nodes físics.
Degut a la perillositat de que els usuaris puguin assignar­se el tag de la xarxa ells mateixos, pel fet  
de que podrien veure el tràfic de les altres xarxes, s'ha configurat en el fitxer /etc/one/oned.conf el 
següent:
VM_RESTRICTED_ATTR = "NIC/VLAN_ID" 
El tag de xarxa és aplicat automàticament a les xarxes creades, si no s'especifica. Els tags de les 
xarxes privades que s'han creat en els switchos exteriors van del 3300 al 3349, així  doncs s'ha 
configurat el següent paràmetre en el fitxer /var/lib/one/remotes/vnm/OpenNebulaNetwork.rb
CONF = { 
    :start_vlan => 3300 
} 
Aquesta configuració fa que en cas de no especificar el VLAN_ID de la xarxa creada, la qual cosa 
passarà   sempre que un usuari  no administrador  crei  una xarxa,  ens  sumi  3300 al   identificador 
d'aquesta. S'haurà de monitorar el id més alt de la xarxa, per a tal de que quan estiguem a punt 
d'arribar al màxim, esborrem les xarxes privades i ajustem aquest paràmetre, restant­li 50.
Per la part de xarxa ens centrarem ens dos aspectes, en primer lloc veurem les diferències entre 
adjuntar les interfícies de xarxa a les màquines virtuals amb el driver virtio o sense, i en segon lloc 
veurem totes les implementacions que s'han dut a terme per a posar el programari Open vSwitch per 
a la virtualització de xarxa. En aquest últim aspecte no s'han fet proves de rendiment, ja que és el 
mateix, però si que s'han fet totes les proves i implementacions per a garantir la seguretat.
3.5.5.1 Presentació de driver a les màquines
Per a comparar si afecta o no el fet de presentar les interfícies de xarxa a les màquines amb el driver 
virtio o no, s'han fet vàries proves. Per a les proves s'ha fet servir el programari iperf, per a tal de  
veure si hi ha diferència de rendiment passant pel switch exterior de 1Gb/s o no, s'han fet les proves 
tant des de màquines virtuals corrent en el mateix host com des de màquines virtuals corrent en 
hosts diferents(passant pel switch).
Necessitem instal∙lar­lo en les dues màquines virtuals, en una d'elles estarà en mode servidor i en 
l'altre en mode client, en primer lloc en una de les màquines executem el iperf amb mode servidor:
# iperf ­s
Des de la altra màquina:
# i=0 
# while [ $i ­lt 10 ]; do let i=i+1; iperf ­c <IP>;done
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Fig. 32: Gràfica comparativa de velocitats de xarxa segons driver
Podem veure com sense el ovirt la velocitat de transferència és molt menor que amb el ovirt, la 
diferència de velocitat entre tenir les màquines virtuals en el mateix node o en separats, és deguda a 
que la velocitat màxima dels enllaços als switchos exteriors és de 1GB/seg el qual és el coll de 
botella   en   el   segon   cas.   Tenint   en   compte   que   no   hi   ha   cap   desavantatge   utilitzant   aquest 
configurarem totes les imatges del  OpenNebula per a que utilitzin aquest driver, sempre i quan el 
sistema operatiu de la màquina virtual tingui el driver corresponent.
3.5.5.2 Virtualització de xarxa
Per a la part de virtualització de xarxa, s'ha escollit el Open vSwitch, la decisió s'ha pres en base a 
les moltes funcionalitats extres que ens ofereix el Open vSwitch com ja s'ha vist en l'apartat 3.3.4.
Tot i això, com anirem veient durant aquest apartat, el driver de Open vSwitch per a  OpenNebula 
està inacabat. A continuació s'expliquen totes les proves que s'han fet per a tal de detectar aquestes 
deficiències i les accions que s'han portat a terme per a tal d'arreglar­les.
3.5.5.2.1 Bug MACs repetides
En aquest apartat anem a veure un bug que s'ha trobat en el driver d'OpenNebula per al Open 
vSwitch i la solució que s'ha aplicat.
L'OpenNebula assigna la MAC a les màquines virtuals segons la IP que assignem, aleshores si fem 
dues xarxes amb coincidència d'IPs en diferents VLANs és probable que les MACs de dues 
màquines virtuals coincideixin estan en la mateixa màquina física.
En primer lloc s'han fet proves de si aquest cas afecta al comportament de la xarxa. S'han creat dues 
xarxes diferents amb el mateix adreçament, alhora de crear ports de diferents VLANs sobre el 
bridge estaran taggejades diferents. 
S'han creat 4 màquines virtuals:
1 i 2 – amb VLAN amb tag 1. La 1 té la IP 192.168.2.1 i MAC 02:00:c0:a8:02:01 i la 2 té la IP 
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192.168.2.2 i MAC 02:00:c0:a8:02:02
3 i 4 – amb VLAN amb tag 2. La 3 té la IP 192.168.2.1 i MAC 02:00:c0:a8:02:01 i la 3 té la IP 
192.168.2.2 i MAC 02:00:c0:a8:02:02
Veiem doncs que les màquines 1 i 3 i les màquines 2 i 4 coincideixen en la MAC, per a la prova hem 
posat la màquina 1 i 3 en el mateix node físic i la 2 i la 4 en un altre les dos.
Un cop fet això, des de la màquina 1 fem un ping a la IP 192.168.2.2 mentre en les màquines 2 i 4 
fem un tcpdump, la sortida del tcpdump en la màquina 2 és:
20:27:36.768326 ARP, Request who­has 192.168.2.2 tell 192.168.2.1, length 46 
20:27:36.768336 ARP, Reply 192.168.2.2 is­at 02:00:c0:a8:02:02, length 28 
20:27:36.769355 IP 192.168.2.1 > 192.168.2.2: ICMP echo request, id 46852, seq 
1, length 64 
20:27:36.769390 IP 192.168.2.2 > 192.168.2.1: ICMP echo reply, id 46852, seq 1, 
length 64 
En la màquina 4 el tcpdump no ens dóna cap sortida. 
Així doncs veiem com tot i tenir interfícies amb la mateixa MAC no afecta al correcte funcionament 
del  Open   vSwitch,   ja   que   estan   taggejades   diferent   i   el  Open   vSwitch   tot   i   detectar  MACs 
duplicades sap redirigir el tràfic segons la VLAN a la que pertany cada paquet de xarxa.
Si  mirem al   driver  de  Open  vSwitch,   fitxer   /var/lib/one/remotes/vnm/ovswitch/OpenvSwitch.rb, 
veurem que les regles de firewalling s'apliquen per MAC, la comanda que s'executa en les màquines 
físiques és com segueix, suposant que volem filtrar el port 1 per a la màquina amb MAC <mac>:
sudo ovs­ofctl add­flow br32 tcp,dl_dst=<mac>,tp_dst=0x1,actions=drop
Veiem com a la hora d'aplicar el fitre tant sols es té en compte la MAC, pel que es veu si apliquem 
filtres sobre una màquina virtual i tenim una altra amb la mateix MAC, s'aplicarà sobre les dues 
màquines alhora, per lo que els filtres aplicats per un usuari podrien afectar als dels altres.
Hem fet la mateixa prova que en l'apartat anterior i efectivament hem vist que al aplicar un firewall 
sobre una MV si tenim una altra MV en la mateixa xarxa que tingui la mateixa MAC (encara que 
estigui en una altra VLAN) aplica les regles per a les dues màquines.
Per a  solventar  aquest  problema s'han modificat   les  regles afegint  el   tag dl_vlan a  la  comanda 
ovs­ofctl. S'ha provat i efectivament, com que les xarxes per força tenen diferent tag de VLAN, 
funciona correctament. 
S'ha de tenir en compte que des del Sunstone és possible crear xarxes sense que estiguin taggejades. 
En aquest cas si que podriem tenir un problema, ja que si les xarxes no tenen cap tag, no estan en  
cap VLAN, aleshores si que tenim el problema explicat anteriorment. Per a tal de solventar­ho, com 
que tampoc no ens interessa que l'usuari pugui crear xarxes sense tag, ja que tot el tràfic amb els 
switchos exteriors ha d'anar taggejat, hem tret aquesta funcionalitat al Sunstone.
La comanda anterior, un cop arreglat aquest bug quedaria de la següent forma, suposant que la 
interfície de la màquina virtual està en la vlan 3001:
sudo ovs­ofctl add­flow br32 
tcp,dl_vlan=3001,dl_dst=<mac>,tp_dst=0x1,actions=drop
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S'ha obert un bug al sistema de issues del OpenNebula per a informar del bug i la seva solució.
http://dev.   OpenNebula   .org/issues/1792   
http://lists.   OpenNebula   .org/pipermail/users­   OpenNebula   .org/2013­February/021951.html   
3.5.5.2.2 Firewalling
Una altra cosa amb la que s'ha col∙laborat amb el  OpenNebula, ha sigut el fet de que no tenien 
implementat   els   paràmetres   BLACK/WHITE_PORTS_TCP/UDP   amb   Open   vSwitch,   el 
funcionament normal d'aquests paràmetres hauria de ser:
• WHITE_PORTS_TCP o WHITE_PORTS_UDP: es filtren tots els ports tcp o udp menys 
els especificats per aquest paràmetre, la manera d'espcificar­lo és amb “:” per a especificar 
rangs i  amb “,” per a separar els rangs i  especificar ports individualment. Així  doncs si 
volem tenir tots el ports filtrats menys el 22, el 80 i del 2000 al 3000 s'especifica de la 
següent forma: WHITE_PORTS_TCP = 22,80,2000:3000 
• BLACK_PORTS_TCP o BLACK_PORTS_UDP: es filtren només els ports especificats, 
la manera d'especificar és la mateixa que amb el white, però s'ha de tenir en compte que és a 
la   inversa.  Si   s'especifiquen   tant   els  WHITE com els  BLACK de   tcp  o  udp,   aleshores 
s'apliquen només els WHITE. Seguint amb el cas anterior, que voliem filtrar tots els ports 
menys   el   22,   80   i   rang   del   2000:3000,   s'especificaria   de   la   següent   forma: 
BLACK_PORTS_UDP = 1:21,23:79,81:1999,3001:65535
Per a  tal  d'implementar aquesta nova funcionalitat  amb l'Open vSwitch no es poden especificar 
rangs de ports, s'han de fer d'un a un. S'ha fet la prova i al crear màquines amb gairebé tots els ports 
filtrats, tarda moltes hores a crear la màquina virtual en qüestió i afegeix una càrrega considerable 
en el node físic al tenir tant sols 3 o 4 màquines virtuals. Per a solventar aquesta problemàtica, s'ha 
investigat sobre la comanda ovs­ofctl, la encarregada de crear els flows per a poder fer el filtratge de 
ports, i s'ha vist que a partir de la versió 1.6 per a la especificació de ports es pot fer amb màscares, 
així doncs per exemple per a filtrar del port 32768 al 65535 ( la meitat de ports disponibles en una 
IP ) es pot fer  especificant el següent en el port (notació hexadecimal): 0x8000/0x8000
Traduïnt l'exemple anterior a binari el port 32768 equival a 1000 0000 0000 0000 amb la màscara 
1000 0000 0000 0000. Així doncs, si apliquem la màscara veiem com estarem filtrant des del port 
1000 0000 0000 0000 fins al 1111 1111 1111 1111, la qual cosa traduïda a decimal és del 32768 al 
65535.
Veiem però que si volem filtrar del port 32769 al 65535 no és tant evident, ja que hem de fer un 
filtre per al 32769 (0x8001) amb màscara 0xffff ( només ell sol ) ja que si li apliquem per exemple 
una màscara 0xfffe ja estem filtrant el 32768. Seguidament hem d'aplicar un filtre per al 32770 amb 
màscara (0x8002= 1000 0000 0000 0010 ) amb màscara 0xfffe amb la qual cosa filtrariem els ports 
32770 i 32771, el següent port a filtrar seria el 32772 (0x8004= 1000 0000 0000 0100) amb màscara 
0xfffc amb la qual cosa filtrem els ports 32772, 32773, 32774, 32775 i així  successivament fins 
arribar a filtrar tots els ports desitjats.
Així doncs l'algoritme per a fer el filtre amb les mínimes regles amb màscares és el següent:
Per tots els ports tal que port actual és p:
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1­ Calculem quina és la màxima màscara que podem aplicar tal que no filtrem l'últim port ja filtrat o 
un port que no s'hagi de filtrar.
2­ Calculem quina és la màxima màscara que podem aplicar tal que tots els ports que s'han de filtrar 
a continuació siguin consecutius.
3­ Agafem la màscara més petita entre 1 i 2
4­ Afegim el port actual amb la màscara escollida en el port 3
5­ p = posicio[posicio(màxim port filtrat) + 1]
Vist l'algoritme, el filtratge amb l'exemple 22,80,2000:3000 (0x16, 0x50, 0x7D0, 0xBB8) queda de 
la següent forma:
0x1/0xffff, 0x2/0xfffe, 0x4/0xfffc, 0x8/0xfff8, 0x10/0xfffc, 0x14/0xfffe, 0x17/0xffff, 0x18/0xfff8, 
0x20/0xffe0,   0x40/0xfff0,   0x51/0xffff,   0x52/0xfffe,   0x54/0xfffc,   0x58/0xfff8,   0x60/0xffe0, 
0x80/0xff80,   0x100/0xff00,   0x200/0xfe00,   0x400/0xfe00,   0x600/0xff00,   0x700/0xff80, 
0x780/0xffc0, 0x7c0/0xfff0, 0x7d1/0xffff, 0x7d2/0xfffe, 0x7d4/0xfffc, 0x7d8/0xfff8, 0x7e0/0xffe0, 
0x800/0xfe00,   0xa00/0xff00,   0xb00/0xff80,   0xb80/0xffe0,   0xba0/0xfff0,   0xbb0/0xfff8, 
0xbb9/0xffff,   0xbba/0xfffe,   0xbbc/0xfffc,   0xbc0/0xffc0,   0xc00/0xfc00,   0x1000/0xf000, 
0x2000/0xe000, 0x4000/0xc000, 0x8000/0x8000
Amb aquest exemple veiem com de 64532 regles que hauríem de posar sense màscara passem a 43 
regles si ho fem amb màscara.
3.5.5.2.3 MAC-Spoofing
En cas de que una màquina es canvii la MAC, sabem que es pot fer un atac de man­in­the middle 
entre d'altres problemes derivats,  per a tal d'evitar­ho el  OpenNebula  afegeix una regla al  Open 
vSwitch per a fixar la MAC, la comanda és de la següent forma, on <mac> és la MAC a filtrar i  
<port> és el port que s'ha creat sobre el bridge d'OpenvSwitch:
# ovs­ofctl add­flow br32 \ 
in_port=<port>,dl_src=<mac>,priority=40000,actions=normal
# ovs­ofctl add­flow br32 in_port=<port>,priority=39000,actions=drop
En primer lloc anem a provar que efectivament si cambiem la MAC d'una màquina virtual el tràfic 
cap  a  aquesta  és  descartat.  Fem dues  màquines  virtuals  amb  la   IP  192.168.2.29   i  192.168.2.31 
situades en el mateix host físic, i cambiem la MAC de la segona amb el macchanger:
# macchanger ­r eth1
Seguidament fem un ping entre les dues xarxes i veiem com efectivament no arriben tant els pings 
de la primera a la segona com els de la segona a la primera.
També fem un tcpdump a la segona mentre fem el ping:
20:15:10.946400 ARP, Request who­has 192.168.2.31 tell 192.168.2.29, length 46 
20:15:10.946409 ARP, Reply 192.168.2.31 is­at 10:c7:43:8a:dc:8d, length 28 
Veiem com els broadcast de petició who­has si que ens arriben ja que aquests no tenen cap MAC de 
destí associada, però al contestar la segona màquina els paquets són descartats i el missatge anterior 
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es repeteix ja que la primera màquina va repetint al no trobar cap màquina que contesti amb la seva 
MAC a la petició.
Si després de fer el ping executem en la primera màquina el següent:
# arp ­a
Ens dóna la següent sortida:
? (192.168.2.31) at <incomplete> on eth1 
La qual cosa ens confirma que els paquets de resposta de la IP en la petició ARP no està arribant a 
la primera màquina.
Anem a fer la mateixa prova borrant les regles d'Open vSwitch que no permeten el tràfic més que en 
la MAC assignada, executem les següents comandes en la màquina física:
ovs­ofctl del­flows <bridge> dl_src=<mac>
ovs­ofctl del­flows br32 in_port=<port>
on <bridge> és el bridge sobre el que estem posant les màquines virtuals, <mac> és la MAC inicial 
de la segona màquina i <port> és el port virtual sobre el que s'ha creat la màquina virtual en el 
bridge.
Ara fem un ping des de la primera a la segona i viceversa i veiem com efectivament arriben els  
pings després d'haver falsejat la MAC de la segona. Si mirem la taula ARP de la primera màquina:
# arp ­a
Veiem el següent:
? (192.168.2.31) at 10:c7:43:8a:dc:8d [ether] on eth1
Veiem com efectivament la màquina veu la MAC 10:c7:43:8a:dc:8d per a la segona màquina, la qual 
és la MAC falsejada.
3.5.5.2.4 IP-Spoofing
Si cambiem la IP a una màquina veiem que si que es pot fer IP­Spoofing. Veiem que les comandes 
per a que no sigui possible fer el MAC­Spoofing és la següent:
# ovs­ofctl add­flow <bridge> \ 
in_port=<port_virtual>,dl_src=<mac>,priority=40000,actions=normal
# ovs­ofctl add­flow <bridge> 
in_port=<port_virtual>,priority=39000,actions=drop
alhora d'afegir els filtres és la següent:
# ovs­ofctl add­flow <bridge> \ 
tcp,dl_dst=<mac>,tp_dst=<port>/<mask>,dl_vlan=<vlan>,actions=drop
i per a afegir filtre icmp:
ovs­ofctl add­flow <bridge> icmp,dl_dst=<mac>,dl_vlan=<vlan>,actions=drop
Per lo tant, veiem com no s'està aplicant cap filtre si la IP no correspon a la que s'ha definit, veiem 
com la segona comanda del primer bloc ens filtra tot el tràfic que passi per la port virtual assignat a 
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la màquina virtual, però amb una prioritat menor a la primera, que el que fa és deixar passar el tràfic 
del port en questió que coincideixi amb la MAC de la màquina virtual.
Per a tal de que en la primera comanda es filtri també el que no coincideixi amb la IP, necessitem 
afegir el tag nw_src=<ip>, però per a afegir­ho necessitem definir el protocol com a IP , ja que per 
exemple   en   protocol  ARP   no   té   sentit,   per   a   definir   el   protocol   com   a   IP   ho   farem   afegint 
dl_type=0x0800
Així doncs la primera comanda queda de la següent forma:
# ovs­ofctl add­flow <bridge> \ 
dl_type=0x0800,in_port=<port_virtual>,dl_src=<mac>,nw_src=<ip>,priority=40000,a
ctions=normal
Veiem però que ara no passarà el tràfic ARP, així doncs necessitem afegir una regla que deixi passar 
el tràfic ARP per a la MAC corresponent.
Afegim aquesta nova regla, per a complir lo anterior:
# ovs­ofctl add­flow <bridge> \ 
dl_type=0x0806,dl_src=<mac>,in_port=<port_virtual>,priority=40000,actions=norma
l
Després d'aplicar  les comandes s'han fet  les proves de MAC­Spoofing,  IP­Spoofing i  funcionen 
correctament. També funciona correctament l'aplicació de filtres sobre aquestes tal i com es feia 
abans d'afegir el control de IP spoofing.
3.5.5.2.5 Altres proves
Per   a   comprovar   el   correcte   funcionament   del   driver   del  Open   vSwitch,   s'han   fet   proves   de 
live­migrations per a veure que s'esborren i es creen els filtres correctament en les màquines físiques 
corresponents.
• Live­migrate:  S'han fet   live­migrates entre nodes  i  s'ha comprovat que,  efectivament,  el 
driver de l'OpenNebula borra les regles de la màquina física origen i les crea en la màquina 
física destí.
3.5.5.3 Disseny final
Així doncs el disseny final serà que posarem el driver virtio per a les interfícies de xarxa, menys 
quan el sistema operatiu en qüestió no suporti aquest i per al driver de xarxa posarem la nostra 
implementació del driver per a Open vSwitch.
3.5.6Imatges  
S'han preparat imatges per a Centos, Ubuntu, Debian i Windows 7, tots sobre el datastore de qcow 
amb còpia qcow, això ens permetrà que totes les màquines virtuals creades amb aquestes ocupin tant 
sols les modificacions que faci l'usuari.
3.5.6.1 Contextualització
Per a tal de tenir una certa flexibilitat a la hora de crear les màquines virtuals volem que es puguin 
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enviar els següents paràmetres a les màquines virtuals per contextualització:
• HOSTNAME: Nom que se li assignarà al host
• USERNAME:   Usuari   que   serà   creat   automàticament   amb  permisos  de   sudo   sense 
contrasenya. Per a tal de que sigui creat afegirem el següent al atribut de contextualització la 
plantilla:
USERNAME="$USER[NAME]"
Degut a que l'atribut $USER[NAME] no és creat automàticament al crear l'usuari afegirem 
un hook, com veurem a continuació, per a tal de aquest atribut sigui creat automàticament al 
crear l'usuari.
• USER_PUBKEY:  Clau  pública  SSH que serà   afegida  al  usuari  creat,  aquest  paràmetre 
podrà ser enviat directament al crear la màquina virtual, o podem guardar­la en els atributs 
del usuari amb el nom SSH_KEY, aleshores l'únic que haurem de fer és afegir el següent al 
atribut de contextualització de la plantilla corresponent:
USER_PUBKEY="$USER[SSH_KEY]"
• DNS: DNS que serà afegit a la màquina virtual, si volem que ens agafi automàticament el 
d'una xarxa afegirem el següent a l'atribut de contextualització (on <nom_xarxa> és el nom 
de la xarxa):
DNS="$NETWORK[DNS, NETWORK=\"<nom_xarxa>\"]"
• ETHn_IP: IP que serà assignat a la interfície n, on n > 0 i n < num. Xarxes ­1. Si no s'indica 
serà calculat segons la MAC de la interfície en qüestió. 
• ETH0_GATEWAY: Només serà permés especificar el gateway de la interfície 0. Aquest 
serà el gateway per defecte, si volem afegir­ne d'altres segons xarxes, ho haurem de fer 
manualment. Per a assignar­la automàticament, haurem d'afegir el següent en l'atribut de 
contextualització:
ETH0_GATEWAY="$NETWORK[GATEWAY, NETWORK=\"<nom_xarxa>\"]"
• ETHn_NETMASK: Màscara que serà assignada a la interfície n, on n > 0 i n < num. 
Xarxes ­1. Si no s'indica es posarà el valor 255.255.255.0. Per a que sigui posat 
automàticament, haurem d'afegir el següent en l'atribut de contextualització:
ETH0_NETMASK="$NETWORK[NETWORK_MASK, NETWORK=\"<nom_xarxa>\"]",
S'han creat paquets rpm per a CentOS/RedHat i deb per a Debian/Ubuntu, per a tal de que ens 
funcioni correctament tot l'explicat en aquest apartat, així doncs aquests podran ser oferts als clients 
i un cop tinguin la imatge preparada, només hauran d'instal∙lar aquest. Per a tal de que sigui executat 
s'ha de crear un fitxer /.contextualització que és borrat el primer cop que s'aplica la contextualització 
per a tal de que no ens torni a repetir el procés d'afegir usuaris, xarxes, claus públiques,... cada cop 
que arranqui la màquina virtual.
3.5.7Interfícies i  APIs   d'accés 
En aquest apartat anem a veure les modificacions que s'han fet per a cadascuna de les interfícies i 
APIs d'accés que ofereix OpenNebula. Per a la decisió de la relació de Memòria/CPU de cadascuna 
de les plantilles s'ha fet tenint en compte de no sobrepassar la relació de   2,95GB/CPU explicada 
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anteriorment.
3.5.7.1 Sunstone
3.5.7.1.1 Plantilles
Per al sunstone s'han preparat vàries plantilles per a diferents sistemes operatius i alguns exemples 
per a que els usuaris puguin veure com crear­se certes personalitzacions. A continuació s'expliquen 
cadascuna d'aquestes.
Imatges generals:
Per   a   cadascuna   dels   sistemes   operatius   enumerats   en   l'apartat   d'imatges   s'han   preparat   tres 
plantilles: small, medium i large. Les característiques comunes d'aquestes són:
• Contextualització: Per a la contextualització de cadascun dels templates s'ha afegit que ens 
agafi automàticament el nom i la clau pública SSH de l'usuari i el DNS, gateway, i màscara 
de la xarxa pública.
• Disc: Per al disc, s'ha posat amb el driver virtio per a totes les plantilles.
• ACPI:  S'han  configurat  per  a  que es  puguin enviar  comandes per  a  apagar/reiniciar   les 
màquines virtuals per ACPI.
• VNC:   S'ha   configurat   el  VNC   per   a   tal   de   que   poguem   accedir   directament   des   del 
Sunstone.
• Xarxa: Per a la interfície de xarxa s'ha configurat per a que ens posi una interfície en la 
xarxa pública i ens la presenti a la màquina amb el driver virtio.
• Arquitectura: L'arquitectura de la màquina virtual serà amb 64 bits i l'arranc de disc.
Les característiques específiques de cada tipus d'imatge són:
• Small: 512MB de RAM, 0,15 de CPU i 1 VCPU.
• Medium: 2048MB de RAM, 0,5 de CPU i 2 VCPUs.
• Large: 4096MB de RAM, 1 de CPU i 4 VCPUs.
Imatges d'exemple:
S'han creat vàries imatges d'exemple per a tal de que els usuaris puguin veure exemples diferents 
dels estàndards que hem fet per a cada sistema operatiu, alguns dels paràmetres estaran indicats per 
a que l'usuari els ompli segons les seves necessitats.
• Arranc de CD: S'ha preparat una imatge per a que l'usuari pugui arrancar una màquina 
virtual d'una ISO, d'aquesta forma es podrà crear una imatge buida i instal∙lar­hi a sobre un 
sistema operatiu segons les seves necessitats.
• Disc IDE: S'ha preparat una imatge per a que l'usuari pugui arrancar la màquina virtual 
utilitzant el disc com a IDE i no com a virtio com és per defecte.
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• Disc SATA: S'ha preparat una imatge per a que l'usuari pugui arrancar la màquina virtual 
utilitzant el disc com a SATA i no com a virtio com és per defecte.
• 2 Xarxes: S'ha preparat una imatge per a que l'usuari pugui arrancar una màquina virtual 
amb dues interfícies de xarxa, pública i privada.
• Cache de disc  writeback:  S'ha  preparat  una  imatge  per  a  que  l'usuari  pugui  crear  una 
màquina amb el disc amb caché amb writeback, com ja hem explicat anteriorment aquest 
ens pot servir per a augmentar el rendiment de disc, però s'haurà de tenir en compte que no 
es pot utilitzar en cas de que tinguem dades importants en el disc.
3.5.7.1.2 Personalització
Degut a que hi ha certes funcionalitats del Sunstone que no volem que siguin visibles a l'usuari, s'ha 
modificat   aquest   per   a   que   no   ens  mostri   el   que   s'explica   a   continuació.   Per   a   fer   aquestes 
modificacions s'han editat els fitxers /etc/one/sunstone­plugins.yaml i els plugins corresponents en 
la carpeta /usr/share/OpenNebula/sunstone/public/js/plugins
• Templates:
◦ KVM: Ja que en el nostre cas no s'utilitzarà ni Xen ni VMware, s'han tret els wizards per 
a aquests a la hora de crear un template.
◦ Boot Method: Degut a que no volem que les màquines virtuals puguin ser arrancades 
per un kernel extern, s'ha configurat el boot method per a que sigui sempre default a la 
hora de crear un template.
◦ Ratolí:  S'ha tret la secció   input per al  ratolí,   ja que els clients no tindran accés a la 
màquina física, per VNC funciona igualment.
◦ Graphics: S'ha deixat només el VNC, posat la IP per defecte la 0.0.0.0 i tret el port, ja 
que és calculat automàticament pel OpenNebula.
◦ Add placement Options: L'usuari no ha de poder escollir el node físic en el que es 
despleguen les màquines virtuals, així que s'ha desactivat també aquesta opció.
◦ Add Hypervisor raw options: S'ha desactivat aquesta opció per a que l'usuari no pugui 
enviar d'altres paràmetres a la llibreria del libvirt.
• Virtual Networks: 
◦ S'ha  tret  del   formulari  el   tipus  de xarxa,   ja  que aquesta  sempre serà  de  tipus  Open 
vSwitch, s'ha posat automàticament el bridge a utilitzar. S'ha tret la opció de que l'usuari 
pugui  seleccionar   la  VLAN  i  s'ha posat  que per  defecte sempre estigui  amb el  valor 
“YES”.
3.5.7.2 OCCI
Amb la interfície d'OCCI, l'usuari no té la granularitat de poder escollir les característiques de les 
màquines virtuals creades, tant sols es poden llançar les màquines virtuals en base a instàncies de 
plantilla creades per l'administrador. Així doncs, hi han certes característiques de les instàncies que 
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han de ser fixades si no volem tenir moltes instàncies diferents per a la combinació de totes les 
possibilitats. Les restriccions que s'han hagut d'aplicar en relació al format de les imatges pujades i 
creació dels recursos són:
• Les imatges instanciades hauràn d'estar emmagatzemades amb el format qcow2.
• L'arquitectura de les màquines virtuals creades serà  de 64 bits,  encara que la  imatge en 
qüestió sigui de 32 bits no hi ha problema si aquesta és de 64 bits.
• Es posarà un VNC tal i com es fa també al afegir els paràmetres GRAPHICS=[TYPE=VNC, 
LISTEN=”0.0.0.0”]
• El driver amb el que es presentarà a la màquina el disc serà el virtio, així doncs el sistema 
operatiu a arrancar haurà de tenir el driver corresponent per a poder llegir el disc.
• El driver de les targetes de xarxa també serà amb el virtio, així que el sistema operatiu haurà 
de tenir també els drivers corresponents.
Les   plantilles   de   tipus   d'instàncies   que   s'han   preparat   per   al  OCCI  i   la   relació   de   les   seves 
característiques es poden veure en la següent taula:
extrasmall small medium large extralarge
CPU 0.05 0.15 0.5 1 2
VCPU 1 1 2 4 8
Memòria (MB) 256 512 2048 4096 8192
3.5.7.3 EC2
Per a la preparació del  EC2  les restriccions que s'han aplicat són les mateixes que per al  OCCI, 
afegint que la xarxa que s'utilitzarà sempre serà la pública.
Les   plantilles   de   tipus   d'instàncies   que   s'han   preparat   per   al  EC2  i   la   relació   de   les   seves 
característiques es poden veure en la següent taula:
t1.micro m1.xsmall m1.small m1.medium m1.large m1.xlarge
CPU 0.05 0.15 0.3 0.6 1 2
VCPU 1 1 1 2 4 8
Memòria (MB) 256 512 1024 2048 4096 8192
3.5.8Seguretat  
En  aquest   apartat   ens   centrarem en   les   característiques  de   seguretat   que   s'han   implementat   al 
desplegar la plataforma. No explicarem les característiques que s'han implementat al desplegar la 
xarxa, ja que ja s'han explicat en l'apartat corresponent com la posada de mod_security, SSL sobre 
HTTP, control sobre MAC­Spoofing entre màquines virtuals, ...
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3.5.8.1 Netflow
El centre on despleguem el servei ja disposa d'un sistema d'anàlisis de flows a través dels netflows. 
A continuació s'expliquen les característiques d'aquest.
• Visualitzacions  per  a  administradors:  El  programari  ens  permet  visualitzar   el   tràfic   i 
visualitzar els percentatges per adreçament, per protocol i per patrons de connexió com per 
exemple tràfic P2P.
• Detecció   d'anomalies   en   base   a   comportament:   El   programari   ens   permet   detectar 
anomalies en base a comportament de  la  xarxa,  en cas  de detecció   s'envien e­mails  als 
administradors de la infraestructura.
• Escaneigs:   En   cas   d'escaneigs   de   ports,   Ips,   vulnerabilitats,...   la   plataforma   avisa   als 
administradors del centre.
• Llistes negres: El programari manté llistes negres d'IPs pertanyents a botnets i programari 
maliciós  i  en cas de detectar  tràfic amb les IPs pertanyents a aquestes s'avisa també  als 
administradors.
• Catalogació   d'incidències:   La   plataforma   ens   cataloga   les   incidències   segons   el   tipus, 
exemples   d'aquests   podrien   ser   connexions   a   botnets,   proxys   oberts,  DNS   fent   d'open 
resolvers,...
3.5.8.2 Cloudcop
Tot i que en el nostre cas ja tenim el Open vSwitch que ens controla que les màquines virtuals no es 
canviïn les MACs, en el centre hi ha també   instal∙lat  el programari CloudCop que ens controla 
possibles anomalies deguts a canvis de MACs de les màquines i tràfic ARP:
3.5.8.3 Ossec
Ossec és un sistema de detecció d'intrusos, és utilitzat per a anàlisis de logs. En l'empresa on es 
desplega el servei tenim desplegat un servidor amb el servei d'Ossec, les màquines envien els logs i 
aquest els analitza en busca de possibles anomalies i atacs a les màquines. S'han posat els logs de 
tots els virtualhosts del Apache sincronitzats amb aquest per a tal de que ens enviï e­mails en cas de 
detectar qualsevol anomalia.
3.5.9Monitoratge  
En l'empresa on s'ha desplegat el servei, hi ha un servidor de Zabbix instal∙lat, aquest ens permet 
monitorar i visualitzar gràficament qualsevol paràmetre dels sistemes operatius, inclús fent scripts 
personalitzats en cas necessari.  També  ens permet configurar alarmes si algun dels components 
monitorats no està dintre d'un rang desitjat.
Per a cada component del servei els valors que s'han posat a monitorar són:
• oZones:
◦ General: S'ha afegit una plantilla general de Linux, la qual ens monitoritza la càrrega de 
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la màquina, la CPU, la memòria lliure, swap ocupada i processos corrent. En cas de 
detectar  alguna anomalia  en els  paràmetres envia un e­mail  als  administradors  de la 
plataforma.
◦ MySQL: Del MySQL se'n calculen les queries per segon, es revisa el port 3306 de la IP i 
que el procés estigui corrent en la màquina. També es monitoritza en quin dels nodes 
està corrent aquest. Avisa en cas de que el port o la IP flotant de la màquina deixi de 
funcionar.
◦ DRBD i Pacemaker: En aquest cas es monitoritza l'estat dels serveis que corren sobre el 
Pacemaker i l'estat de la sincronització del DRBD. En cas de desincronització el DRBD 
o  de  que  el   servei   de  Pacemaker  deixi  de   funcionar   sobre  un  dels   nodes   avisa   als 
administradors de la plataforma.
◦ IP servei: Es monitora mitjançant ping la IP pública a la que està exposat l'Apache. En 
cas de caiguda s'avisa als administradors.
◦ Servei Web: Es monitora el  path  / del servei web ofert, es verifica que retorna un codi 
200 d'HTTP.
▪ Zona 1: Es monitora el  path  /sunstone_zona1 i es verifica que retorna un codi 200 
d'HTTP.
▪ Zona 2: Es monitora el  path  /sunstone_zona2 i es verifica que retorna un codi 200 
d'HTTP.
◦ Discs: Es monitora l'espai disponible dels diferents punts de muntatge del sistema. En 
cas de passar del 90% d'ocupació s'avisa als administradors de la plataforma.
◦ Interfícies de xarxa: Es monitora el tràfic que passa per les diferents interfícies de xarxa.
• OpenNebula:
◦ General: Aquesta plantilla és la mateixa que la general de l'oZones.
◦ MySQL: Aquesta plantilla és la mateixa que la general de l'oZones.
◦ Servei Web: Es monitora el path / del servei web, tant per al sunstone en el port 443 com 
per al OCCI i el EC2 en els ports 7443 i 8443 respectivament. Es verifica que retorni un 
codi 200.
◦ Interfícies  de  xarxa:  Es  monitora el   tàfic  de  xarxa de   les   interfícies  de  xarxa de   la 
màquina.
◦ Emmagatzemament:
▪ I/O: Es monitoritza la I/O del discs compartits  per NFS amb els  nodes físics on 
corren les màquines virtuals
▪ Espai: Es monitoritza l'espai dels diferents discs locals de la màquina virtual, així 
com els discs compartits per NFS. En cas de sobrepassar un 90% d'ocupació s'avisa 
als administradors de la plataforma.
◦ OpenNebula:
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▪ Numero de xarxa: Es monitora el identificador de xarxa més alt, si aquest sobrepassa 
de   45   s'avisarà   als   administradors   de   la   plataforma   per   a   que   reconfigurin   el 
paràmetre a sumar per al càlcul del tag de la VLAN.
▪ Funcionament servei: En aquest cas per a comprovar que el servei d'OpenNebula està 
funcionant   correctament   s'executa   la   comanda  “onevnet   list”  i   es   comprova  que 
retorni resultats, aquest és executat des de la mateixa màquina virtual i en cas de no 
retornar cap xarxa o tardar més de 20 segons en contestar s'avisa als administradors 
de la plataforma.
◦ OCCI:   Per   a   comprovar   el   correcte   funcionament   del  OCCI,   s'executa   la   comanda 
“OCCI­network     ­­username   <usuari>   ­­password   <contrasenya>   ­­url 
https://<URL>:7443/ list” des del mateix servidor de monitoratge i es comprova que hi 
hagi alguna xarxa disponible.
◦ EC2:   Per   a   comprovar   el   correcte   funcionament   del  EC2,   s'executa   la   comanda   “ 
euca­describe­images   ­A   <user>   ­S   <password>   ­U   <URL>:7443/”   des   del  mateix 
servidor de monitoratge i es comprova que hi ha alguna imatge disponible.
• Màquines físiques:
◦ General: Aquesta plantilla és la mateixa que la general de l'oZones.
◦ Número de màquines virtuals corrent: Es monitoritza el numero de màquines virtuals 
que corren en cadascun dels nodes.
◦ KVM: Del KVM es monitoritza la memòria que s'està compartint per KSM.
◦ Emmagatzemament:
▪ I/O: es monitoritza el número d'operacions de I/O que es fan sobre els datastores de 
NFS.
3.5.10 Còpies de seguretat  
Per a fer les còpies de seguretat, tenim vàries coses sobre les que s'han de fer backups:
• Màquines virtuals
◦ Per   a   les   imatges   de   les   màquines   virtuals,   es   fan   snapshots   a   nivell   de   cabina 
d'emmagatzemament.  Se'n   fan  1  setmanal  amb retenció  de  3  setmanes,  1  diari  amb 
retenció de 4 dies i 3 durant el dia a les 8:00, 14:00 i 00:00 amb retenció d'un dia. En 
l'annex 7.9 podem veure el procés de recuperació d'una màquina virtual a través d'aquests 
snapshots.
• OpenNebula
◦ Per a totes les màquines amb serveis d'OpenNebula, tenim en primer lloc el MySQL i els 
fitxers de configuració del servei, tant  OpenNebula  com els Apaches. Pel que fa a la 
màquina en si,  corre sobre un  Xen  Server,  amb la qual cosa ja  té  el  seu sistema de 
backups a nivell de sistema operatiu a través de la cabina d'emmagatzemament.
Pel que fa al MySQL es fa un export diari amb una retenció d'1 mes.
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Pels fitxers de configuració junt amb els exports del MySQL se'n fa un backup que es 
passa a la llibreria de cintes del centre.
Per a les màquines físiques no fa falta, ja que no contenen dades, tant sols en cas de fallada d'una 
d'aquestes, podem reinstal∙lar­la de nou seguin l'annex 7.8.
3.5.11 Federació i interoperabilitat  
Anem a  estudiar  en  aquest  apartat   les  opcions  que  tenim a   la  hora  de  posar   l'OpenNebula  en 
federació. 
3.5.11.1 Federació
Per a  posar   l'OpenNebula  en  federació,  anem a veure   les  possibilitats  que  tenim en  base a   les 
característiques d'interoperabilitat que hem vist en l'apartat 2.3.
• Usuaris compartits:  Pel que fa als  usuaris  compartits,   tot  i que  OpenNebula  no ofereix 
aquesta   funcionalitat   entre   clouds,   si   que   seria   possible   modificar   els   drivers   per   a 
l'autenticació per a implementar un Single Sign­On entre diferents instàncies d'OpenNebula 
que   tinguem.   Per   a   implementar   aquesta   funcionalitat   entre   clouds   d'altres   fabricants 
probablement la cosa es complica.
• Xarxes compartides:  Pel que fa a les xarxes, es poden compartir  entre clouds,  però  no 
tenim una forma automàtica per a gestionar les IPs ocupades entre els dos, per lo que si que 
tenim la funcionalitat però no està suportada l'automatització d'aquesta.
• Storage compartit: El storage també pot ser compartit entre varis clouds, però tant sols a 
nivell de punt de muntatge en les màquines físiques, no ens permet, per exemple tenir vàries 
imatges iguals utilitzant el mateix fitxer en vàries instàncies.
• Tipus  d'instàncies   compartides   entre   clouds:  Mitjançant  OCCI  i  EC2  si   que   ens   és 
possible definir el mateix tipus d'instàncies entre varis clouds. Tant sols haurem de definir 
aquests de la mateixa forma a nivell de CPU, memòria i VCPU en les diferents instàncies.
• Live­migration entre instàncies: Degut a que OpenNebula no suporta l'automatització de 
xarxes  compartides  ni  de  compartició   d'imatges  entre   instàncies,   el   live­migration  entre 
instàncies a dia d'avui és impossible de portar a terme.
A continuació anem a veure les opcions que tenim a la hora d'implementar solucions de federació 
amb OpenNebula
• Cloud bursting: Pel que fa al cloud bursting,  OpenNebula  ens permet escalar a Amazon 
AWS. S'han fet proves amb aquesta funcionalitat i tot i que ens escala correctament si que 
ens hem trobat en problemes a la hora de tenir barrejats clusters d'EC2 amb normals, ja que 
no es pot escollir el clúster en el que es llancen les màquines virtuals i tant ens les llança en 
un o l'altre indistintament. En el següent apartat podem veure més detalls de la posta en 
marxa amb cloud bursting amb Amazon AWS.
• Cloud Broker:  Com a solucions de cloud broker ens  trobem amb Compatible One,  una 
solució  de brokering que ens permet  tenir  un punt centralitzat entre varies  instàncies de 
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cloud per al llançament dels recursos. Tot i això, aquest és un projecte encara en procés de 
definició   i  amb poca compatibilitat amb les noves versions d'OpenNebula,  per lo que de 
moment s'ha descartat la seva implementació.
• Agregació de clouds: Per a l'agregació de clouds, amb OpenNebula podem crear usuaris per 
a clients externs, així com entrar als recursos d'aquests. L'únic problema que ens trobem, és 
que OpenNebula no suporta el cloud­bursting entre instàncies d'OpenNebula, la qual no ens 
permetrà escalar cap a instàncies d'aquest tipus. 
• Multi­tier: Gràcies a l'oZones, com hem vist en l'apartat 3.3.9, podem tenir vàries instàncies 
d'OpenNebula  gestionades  des  d'un   sol  punt.  Aquestes   instàncies  poden   ser   situades  en 
diferents   zones   geogràfiques.   L'oZones   ens   permet   accedir   a   una  API  igual   que   la 
d'OpenNebula però amb la particularitat que podem especificar la zona on volem crear els 
nostres recursos.
3.5.11.2 Cloud bursting
Per a fer les proves s'ha fet associant el OpenNebula amb una compta d'Amazon AWS. En l'annex 
7.10 podem veure el procés d'instal∙lació i configuració del mòdul EC2 per a OpenNebula.
En el fitxer /etc/one/im_ec2/im_ec2.conf podem configurar el nombre màxim d'instàncies de cada 
tipus que volem que siguin llançats al Amazon, un exemple podria ser:
SMALL_INSTANCES=5
LARGE_INSTANCES=2
EXTRALARGE_INSTANCES=1
Un cop configurat aquest fitxer, al crear un host on seran llançades les instàncies d'Amazon, veiem 
com el  màxim de CPU i  memòria  que es  poden utilitzar  sobre aquest són calculats  en base a 
aquestes xifres, així doncs, tenint en compte que una instància small té 1,7 GB de memòria i 1 CPU, 
una large 7,5 GB de memòria i 4 CPUs i una  extralarge  15 GB de memòria i 8 CPUs, amb la 
configuració anterior tindrem un host amb un màxim de 21 CPUs i 38,5 GB de memòria. S'ha de 
tenir en compte que a la hora de crear les màquines virtuals s'ha d'indicar la CPU i memòria que el 
EC2 assigna a la màquina, d'aquesta forma farem coincidir el número màxim de instàncies que hem 
configurat amb el real. S'ha de tenir en compte també que el  OpenNebula  no limita pel número 
d'instàncies que creem si no per la mida total de les màquines virtuals creades, així per exemple, en 
el cas anterior, podríem arribar a crear 5 instàncies  small  i 4 de  large, ja que les  large  estarien 
ocupant l'espai de les extralarge.
La plantilla per a crear una màquina large, podria ser com segueix:
NAME="EC2" 
CPU      = 4 
MEMORY   = 7500 
REQUIREMENTS= "HOSTNAME=\"ec2\"" 
EC2 = [ AMI="ami­3fec7956", 
        KEYPAIR="keypair", 
        AUTHORIZED_PORTS="22", 
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        INSTANCETYPE=m1.large] 
Amb aquesta configuració de cloud híbrid amb l'OpenNebula, podem escalar cap a un cloud públic 
en cas de tenir els nostres hosts al màxim de capacitat en pics de càrrega, el que hem de fer abans és 
preparar les amis (imatges d'EC2) que vulguem per a que estigui configurat igual que la imatge que 
tinguem en el nostre cloud.
Una opció a fer per a tal de que les màquines es vegin a nivell de xarxa privada, és muntar una 
màquina virtual amb un servidor de VPN i configurar la ami del Amazon per a que es configuri  
automàticament amb la nostra VPN local, d'aquesta forma podrem accedir a la xarxa local des de 
l'Amazon i tractar aquestes noves màquines com a màquines internes del nostre cloud.
3.5.12 Problemàtiques  
Les   problemàtiques   amb   les   que   ens   hem   trobat   a   la   hora   de   desplegar  OpenNebula  són   les 
següents:
• Tal i com ja hem vist, OpenNebula és un programari molt flexible, però que comporta que el 
procés d'instal∙lació sigui molt més complex que en d'altres plataformes. La comprensió dels 
diferents   mòduls   i   drivers   també   és   més   complicada   d'entendre.   L'avantatge   d'aquest 
problema és que aquesta flexibilitat ens permet  personalitzar molt més el sistema segons 
les nostres necessitats.
• Tal   i   com   ja   hem   vist   en   l'apartat   corresponent,   el   driver   per   a  Open   vSwitch  amb 
OpenNebula no està acabat. Aquest fet ens ha portat a haver de desenvolupar el driver per a 
aquest.
• Per la part de federació, hem trobat a faltar que es pugui fer  cloud bursting  amb d'altres 
OpenNebula, tant a través de OCCI com a través de la API XML­RPC d'aquest. Creiem que 
en un futur seria molt recomanable trobar aquesta funcionalitat en el programari.
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4 Planificació i Cost del Projecte  
4.1 Planificació  
Anem a veure en aquest apartat quina ha estat el desenvolupament cronològic de les diferents parts 
que composen el servei. El projecte va començar fa aproximadament dos anys, però en l'empresa on 
s'ha desplegat el servei es porten molts més projectes i serveis i s'ha dedicat una part de les hores de 
treball a aquest projecte, a part de les hores dedicades en horari no laboral. 
En un inici el projecte va començar com un pilot per a la investigació de serveis amb federació amb 
d'altres empreses, però  gràcies al creixent interès per la part d'alguns clients se li va donar més 
prioritat al projecte posant en marxa un pilot, del qual no se'n parla en el llarg del projecte, en el  
qual tant els clients com els mateixos treballadors hem pogut provar les diferents característiques de 
la plataforma. Un cop provada la plataforma es va començar a implementar el servei però amb les 
garanties necessàries per a estar en producció, d'aquesta posta en producció és de la que ens centrem 
en aquest projecte.
A continuació es fa una aproximació de les hores dedicades dividint el projecte en tasques més 
petites.
• Avaluació de plataformes de gestió: Aquest apartat inclou l'avaluació de les plataformes de 
gestió, així com també del programari de virtualització i del programari de virtualització de 
xarxa. La dedicació total en hores d'aquest apartat ha sigut de 70 hores.
• Estudi de funcionalitats  OpenNebula:  Aquest apartat   inclou l'estudi  de funcionalitats   i 
característiques   d'OpenNebula   un   cop   ens   vam   decidir   per   a   aquesta   plataforma.   La 
dedicació total en hores d'aquest apartat ha sigut de 50 hores.
• Posta en marxa del pilot: Aquest apartat inclou tota la posta en marxa del pilot inicial 
d'OpenNebula i les proves inicials fetes amb aquest. La dedicació d'aquest apartat ha estat de 
60 hores.  En el diagrama de Gantt de la figura 33, veiem com la duració d'aquest va ser 
bastant allargada en el temps tot i que les hores dedicades per mi no van ser moltes, això és 
degut a que tot i que en aquest apartat no comptabilitzo les hores que els clients i la mateixa 
empresa vam estar provant el pilot, si que es pot veure que el pilot va durar durant força 
temps en el que personalment li vaig dedicar moltes menys hores.
• Implantació   inicial:   Aquest   apartat   inclou   el   desplegament   inicial   del   servei 
d'infraestructura amb la configuració del datastore, les xarxes (sense Open vSwitch), usuaris, 
màquines físiques, creació de VLANs en els switchos exteriors així com les diferents proves 
de concepte i rendiment fetes sobre aquests components. La dedicació total en hores d'aquest 
apartat ha sigut de 100 hores.
• Desplegament   i   estudi   Open   vSwitch:   Aquest   apartat   inclou   el   desplegament   del 
programari   d'Open   vSwitch   en   els   nodes   físics,   així   com   les   diferents   proves   tant   de 
rendiment   com   de   seguretat   d'aquesta   i   el   desenvolupament   del   driver   per   a   aquesta 
tecnologia amb OpenNebula. La dedicació   total  en hores d'aquest apartat  ha sigut de 80 
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hores.
• Preparació imatges: En aquest apartat es compatibilitza el temps dedicat per a la preparació 
d'imatges per a Ubuntu, Centos, Debian i Windows per a KVM i la preparació de scripts per 
a la contextualització d'aquestes. La dedicació en aquest apartat ha estat de 50 hores.
• Preparació   Sunstone,  OCCI   i   EC2:   En   aquest   apartat   s'inclou   la   preparació   de   les 
plantilles per a cadascuna de les interfícies, així com la personalització de la interfície del 
Sunstone per als usuaris. La dedicació total en hores d'aquest apartat ha estat de 25 hores.
• Investigació   i   posta   en  marxa   component   oZones:   En   aquest   apartat   s'inclou   tota   la 
investigació de VDCs i oZones i la seva posta en marxa. La dedicació d'aquest apartat ha 
estat d'unes 35 hores.
• Posta en alta disponibilitat i preparació front­ends: En aquest apartat s'inclou la posada 
en alta disponibilitat del component d'oZones i preparació dels apaches que actuen com a 
proxy revers amb els diferents serveis. La dedicació   total d'aquest apartat  ha estat de 60 
hores.
• Altres: En aquest apartat s'inclou el posar el monitoratge i còpies de seguretat. El temps 
total dedicat a aquest apartat ha estat d'unes 30 hores.
• Preparació memòria: En aquest apartat s'inclou la documentació de la memòria. El temps 
total dedicat a aquest apartat ha estat d'unes 300 hores.
En la figura 33 podem veure el diagrama de Gantt d'aquestes tasques.
Fig. 33: Diagrama de Gantt
4.2 Cost del Projecte  
En aquest apartat anem a avaluar el cost total de desplegament del servei, tot i que no és una cosa 
fàcil de quantificar, en aquest apartat comptabilitzarem les hores que s'ha dedicat al desplegament 
explicat en l'anterior apartat i el cost de les màquines físiques desplegades.
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En primer lloc veiem, sumant totes les hores del apartat anterior que en recursos humans, el cost en 
hores suma un total de 860 hores, que posant un preu mig de 30€/hora, es tradueix a un cost total de 
25.800€.
Pel que fa al maquinari, ara mateix s'estan utilitzant 5 nodes d'un chassis de blades Dell PowerEdge 
M610, format per 16 nodes. Tenint en compte que el preu per node és d'uns 1500€ i del chassis és 
d'uns 2000€, tenim que el preu per node és d'uns 1.500€+2.000€/16=1625€. Així doncs el preu total 
de la ocupació dels 5 nodes físics és de 1.625€x5=8.125€
Pel que fa al emmagatzemament, ara mateix tenim ocupats uns 900GB en tecnologia SATA, els 
quals podríem arrodonir el seu preu a uns 7.000€
Pel que fa a d'altres costos com poden ser electricitat, aires acondicionats de la sala i manteniments 
varis de la infraestructura relacionada, s'ha estimat que el cost mensual és d'uns 300€. Posant que el 
manteniment de màquines es fa cada aproximadament cinc anys,  fem els  càlculs  i  el  cost  total 
d'aquest apartat per aquest període és de 5x12x200€=12.000€
Així doncs, tenint en compte el càlcul anterior, els costos inicials de desplegament del projecte han 
estat de 25.800€+8.125€+7.000€=40.925€ i uns 12.000€ de manteniment cada cinc anys.
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5 Conclusions i línies de futur  
Els  objectius  d'aquest  projecte  eren  desplegar  un servei  d'infraestructura  cloud  i   l'estudi  de   les 
possibilitats per a muntar una federació de clouds. Com ja hem vist, avui en dia les possibilitats per 
a   muntar   federació   en   el   cas   d'OpenNebula  són   encara   reduïdes.   Durant   tot   el   procés   de 
desplegament del servei d'infraestructura ens hem anat trobant amb que  l'OpenNebula  en alguns 
casos està encara limitat. A part, també, tot i semblar que en un principi la complexitat podia passar 
per la definició de l'arquitectura de les xarxes i el sistema, ens hem trobat amb que OpenNebula és 
molt personalitzable i s'han hagut de fer moltes proves per a prendre les decisions correctes. Així 
doncs, tot i no haver posat en federació  l'OpenNebula, si que s'han estudiat totes les possibilitats i 
característiques d'aquesta opció. També s'han creat vàries instàncies  d'OpenNebula  i configurat el 
seu   accés   des   d'un   punt   únic.   Així   doncs,   tenint   en   compte   que   s'ha   posat   en   producció 
l'OpenNebula i s'han estudiat totes les possibilitats alhora de posar­la en una federació, podem dir 
que  s'han   assolit  els  objectius,  s'han   satisfet   totes   les   necessitats   inicials   de   l'empresa   i   les 
derivades que s'han trobat i investigat al llarg del desenvolupament del projecte.
L'aprenentatge  de   noves   tecnologies  i   els   diferents   tests   i   proves   sobre   cadascuna   de   les 
característiques de la plataforma han estat l'eix principal del projecte. El que més he aprés ha estat 
entorn a la virtualització, virtualització de xarxa i les implicacions que deriven de muntar un servei 
d'aquestes característiques. Sobre la virtualització alguna de les coses que he vist és la diferència de 
rendiment entre llançar màquines virtuals amb el driver virtio o sense, o d'altres com diferències 
entre cachejar el disc de les màquines virtuals,... Pel que fa a la virtualització de xarxa, ha estat molt 
interessant l'aprenentatge de totes les funcionalitats extres que ens pot donar el programari Open 
vSwitch com poden ser túnels GRE entre centres de dades, suport per a implementar QoS, o la 
possibilitat d'enviar Netflows a una altra màquina. Tot això a nivell de màquina física sense haver de 
sortir als switchs exteriors. Pel que respecta al desplegament d'un entorn d'aquestes característiques 
he pogut veure les moltes implicacions de seguretat, disponibilitat del servei, confiabilitat,... que té 
un servei d'aquest tamany. El projecte també m'ha servit per a aprofundir i aprendre'n més de temes 
que   ja   havia   estudiat   en   altres   assignatures   de   la   carrera.   Per   exemple   a   l'assignatura   de 
Administració  de Sistemes Operatius havia estudiat  la manera d'administrar un sistema operatiu 
Linux, i amb aquest projecte he hagut d'aprendre i aplicar molts dels conceptes d'aquesta. 
La problemàtica més gran a la hora d'afrontar el projecte ha estat desconeixença de moltes de les 
funcionalitats d'OpenNebula. A mida d'anar desplegant aquest, ens hem trobat que moltes de les 
funcionalitats s'havien de provar bé per a veure quina era la millor opció per a nosaltres.
Les possibles línies de futur del projecte i del món cloud en general són:
• En   un   futur,   creiem   que   si   la   plataforma   que   s'ha  montat   comença   a   tenir   un   volum 
considerable de màquines virtuals, el NFS és molt probable que no escali tant com poguem 
necessitar. A part  d'això   també  ens podem trobar que necessitem màquines virtuals amb 
discs més ràpids dels que podem aconseguir mitjançant aquest protocol. Una possible línia 
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de futur, pot ser fer un estudi de com implementar una solució  d'storage que ens permeti 
escalar millor que el NFS i a la vegada que ens permeti tenir velocitats d'escriptura i lectura 
majors sobre aquests. Una possible solució  podria passar a tenir tecnologies com ceph o 
similars per a tenir una plataforma de disc amb redundància a caigudes d'alguns dels nodes i 
que a la vegada sigui possible compartir entre diferents màquines físiques.
• Una altra  línia de futur,  creiem que en el nostre  cas,  podria  passar per aconseguir  tenir 
storage replicat en els dos centres de dades, així com les mateixes xarxes. Una configuració 
d'aquest tipus ens podria arribar a permetre de fer migracions de màquines virtuals en calent 
entre   centres   de  dades.  Tot   i   això,   com   ja   hem  explicat   en   l'apartat   d'interoperabilitat, 
aquestes són funcionalitats que estan molt poc treballades per part de les plataformes i que 
per ara, encara que aconseguissim aquesta arquitectura, seria dificil implementar­la a nivell 
de plataforma.
• Creiem també que un servei molt bo a afegir al desplegat, podria ser un de balanceig elastic 
al   estil   de  ELB d'Amazon.  La   idea   seria   instalar   alguna   aplicació   que   ens  permeti   fer 
balanceig de càrrega.  Per a  les  IPs públiques la   idea seria   tenir­les repetides  en els  dos 
centres   de   dades   i   alicar   un   protocol   d'enrutament   dinàmic   entre   les   dues   com  BGP. 
Aleshores en cas de caiguda d'un dels centres de dades el tràfic públic seria redireccionat 
automàticament al altre per l'enrutament dinàmic.
• Una altra funcionalitat que es pot afegir en un futur és posar QoS sobre la xarxa de les 
màquines   virtuals   i   d'aquesta  manera   tenir   diferents   categoriitzacions   de   xarxes   segons 
prioritat o ample de banda màxim, lògicament amb preus diferents entre elles també.
• Pel  que   fa   al   cloud  en  general,   creiem que  queda  molt  per   treballar   en  el   camp de   la 
interoperabilitat, al igual que en moltes d'altres tecnologies s'ha de treballar per a que els 
proveïdors parlin un llenguatge comú  i on es faciliti la vida al usuari per a poder passar 
imatges, màquines virtuals, xarxes,... d'un proveïdor a un altre sense restriccions. Tot aquest 
conjunt de funcionalitats són termes en els que creiem que s'ha de treballar per a assolir una 
certa maduresa en aquest camp, però  probablement això   s'haurà  d'apoiar en un futur de 
noves arquitectures per a compartir xarxes i emmagatzemament entre proveïdors.
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7 Annexos  
7.1 Instal·lació OpenNebula  
En aquest primer annex, anem a veure com instal∙lar l'OpenNebula.
7.1.1Configuració xarxa  
Configurem la xarxa amb la eth0 amb la IP pública, eth1 la privada i eth2 la d'storage:
# cat /etc/network/interfaces 
# This file describes the network interfaces available on your system 
# and how to activate them. For more information, see interfaces(5). 
# The loopback network interface 
auto lo 
iface lo inet loopback 
# The primary network interface 
auto eth0 
iface eth0 inet static 
address <ip_publica>
netmask 255.255.255.0 
gateway <gw_publica> 
dns­nameservers <dns> 
auto eth1 
iface eth1 inet static 
address <ip_privada> 
netmask 255.255.255.0 
auto eth2 
iface eth2 inet static 
address <ip_storage>
netmask 255.255.255.0 
Afegim al /etc/hosts el NFS:
# echo "192.168.60.1   nfscloud">>/etc/hosts 
7.1.2Creació volum NFS al Netapp  
Creem el volum de NFS al Netapp i el presentem a la màquina treballadora
filer_sata> vol create cloud aggregat 200g
filer_sata> vfiler add nom_vfiler /vol/cloud
filer_sata> rdfile /root_vfiler/etc/exports
Editem la linia on posa: 
/vol/cloud ­sec=sys,rw
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La cambiem per:
/vol/cloud_zona2        ­sec=sys,rw,root=<ip_privada>:<ips_hosts_fisics>
Executem:
filer_sata> vfiler context nom_vfiler
nom_vfiler@filer> exportfs ­a 
Entrem a la màquina del OpenNebula i instalem el nfs­common:
# apt­get install nfs­common
Muntem el NFS i creem els directoris necessaris pels datastores, logs, configuracions, i directori 
temporal del OpenNebula per a pujar les imatges.
# mount 192.168.66.10:/vol/cloud_zona2/ /mnt/
# mkdir ­p log/one 
# mkdir ­p etc/one 
# mkdir ­p datastores/0 
# mkdir ­p datastores/1
# mkdir tmp
# umount /mnt
Afegim al fitxer /etc/fstab per a muntar els directoris creats:
192.168.60.1:/vol/cloud_zona2/log/one   /var/log/one                  nfs     
bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock 0 0 
192.168.60.1:/vol/cloud_zona2/etc/one   /etc/one                  nfs     
bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock 0 0 
192.168.60.1:/vol/cloud_zona2/datastores/0   /var/lib/one/datastores/0          
nfs     bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock 0 0 
192.168.60.1:/vol/cloud_zona2/datastores/1   /var/lib/one/datastores/1          
nfs     bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock 0 0 
192.168.60.1:/vol/cloud_zona2/tmp   /var/lib/one/tmp                  nfs     
bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock 0 0 
Creem els directoris de muntatge i els muntem:
# mkdir ­p /var/log/one 
# mkdir ­p /etc/one 
# mkdir ­p /var/lib/one/datastores/0 
# mkdir ­p /var/lib/one/datastores/1 
# mkdir ­p /var/lib/one/tmp 
# mount ­a 
7.1.3Instal·lació OpenNebula  
Creem el grup i l'usuari per al OpenNebula:
# groupadd –gid 113 oneadmin
# useradd –uid 107 ­g oneadmin ­d /var/lib/one oneadmin
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Instal∙lem l'OpenNebula:
# apt­get install ruby rubygems libopenssl­ruby ruby­dev 
# apt­get install ruby­mysql ruby­password ruby­sequel  ruby­sqlite3 
ruby­nokogiri ruby­json ruby­sinatra thin1.8 curl 
# wget http://dev.opennebula.org/packages/opennebula­3.8.3\ 
/Ubuntu­12.04/Ubuntu­12.04­opennebula­3.8.3.tar.gz 
# tar ­zxvf Ubuntu­12.04­opennebula­3.8.3.tar.gz 
# cd opennebula­3.8.3/ 
# dpkg ­i *.deb 
Instal∙lem i configurem el mysql:
# apt­get install mysql­server mysql­client
# mysql_secure_installation
Configurem l'Opennebula per a que utilitzi MySQL de base de dades. Comentem la línia on es 
configura el sqlite, amb la qual cosa quedarà així:
#DB = [ backend = "sqlite" ] 
I configurem la part del MySQL:
# Sample configuration for MySQL 
 DB = [ backend = "mysql", 
        server  = "localhost", 
        port    = 3306, 
        user    = "oneadmin", 
        passwd  = "mysql_pwd", 
        db_name = "opennebula" ] 
Creem l'usuari i la base de dades al MySQL:
mysql> create user oneadmin@localhost identified by 'mysql_pwd'; 
mysql> create database opennebula; 
mysql> grant opennebula.* to oneadmin@localhost; 
mysql> grant all privileges on opennebula.* to oneadmin@localhost; 
mysql> flush privileges; 
Un cop ja configurat el MySQL només ens queda reiniciar el OpenNebula:
/etc/init.d/opennebula restart
Configurem el client d'ssh per a que no ens pregunti per a afegir els nous hosts al known_hosts:
$ cat ~/.ssh/config
Host *
StrictHostKeyChecking
Creem la clau SSH amb l'usuari  oneadmin i  copiem la clau publica al  usuari  oneadmin de les 
màquines físiques:
$ ssh­keygen 
$ cat .ssh/id_rsa.pub | ssh <node> cat ">>" .ssh/authorized_keys
Configurem els hosts físics tal i com s'explica en l'annex 7.8 i l'afegim al OpenNebula com a node 
treballador:
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$ onehost create <node> ­­im im_kvm ­­vm vmm_kvm ­n ovswitch
Configurem el fitxer /var/lib/one/remotes/vmm/kvm/kvmrc per a que destrueixi les màquines en cas 
de no respondre al shutdown normal.
Busquem la següent línia en el fitxer:
# export FORCE_DESTROY=yes 
i la descomentem, amb la qual cosa, queda:
export FORCE_DESTROY=yes 
7.2 Preparació proxy revers per a OpenNebula  
7.3 Configuració VirtualHosts Apache  
Instalem apache:
# apt­get install apache2 
Generem els certificats SSL per al apache:
# mkdir /etc/apache2/ssl 
# cd /etc/apache2/ssl 
# openssl genrsa  ­out nom.key 1024 
# openssl req ­new ­key nom.key ­out nom.csr 
# openssl x509 ­req ­days 1024 ­in nom.csr ­signkey nom.key ­out nom.pem 
# rm ­rf nom.csr
Editem el fitxer /etc/apache2/apache2.conf i posem el timeout alt (a 300 per exemple) per a poder 
pujar fitxers grans:
Timeout 300 
Editem el fitxer /etc/apache2/conf.d/security amb el següent contingut:
<Directory /> 
AllowOverride None 
Order Deny,Allow 
Deny from all 
</Directory> 
ServerTokens Prod 
ServerSignature Off 
TraceEnable Off 
Editem el fitxer /etc/apache2/port.conf amb el següent contingut, per a que escolti en els port 80, 
443, 7443, 8443:
NameVirtualHost *:80 
Listen 80 
<IfModule mod_ssl.c> 
    Listen 443 
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    Listen 7443 
    Listen 8443 
</IfModule> 
Creem el fitxer sites­enabled/000­default per al virtualhost corresponent al port 80, l'úniq que ens 
farà serà redireccionar el tràfic a https:
<VirtualHost *:80> 
ServerAdmin ois@cesca.cat 
RewriteEngine On 
RewriteCond %{HTTPS} off 
RewriteRule (.*) https://%{HTTP_HOST}%{REQUEST_URI} 
DocumentRoot /var/www 
<Directory /> 
Options FollowSymLinks 
AllowOverride None 
</Directory> 
<Directory /var/www/> 
Options Indexes FollowSymLinks MultiViews 
AllowOverride None 
Order allow,deny 
allow from all 
</Directory> 
ErrorLog ${APACHE_LOG_DIR}/error.log 
LogLevel warn 
CustomLog ${APACHE_LOG_DIR}/access.log combined 
</VirtualHost> 
Creem el   fitxer   /etc/apache2/sites­enabled/001­default­ssl  per  al  virtualhost  corresponent  al  port 
443, ens farà de ProxyPass al sunstone, substituïnt <IP_PUBLICA> amb la IP corresponent:
<IfModule mod_ssl.c> 
<VirtualHost _default_:443> 
ProxyRequests Off 
ProxyPreserveHost On 
<Proxy *> 
    Order deny,allow 
    Allow from all 
</Proxy> 
ProxyPass / http://<IP_PUBLICA>:4567/ 
ProxyPassReverse / http://<IP_PUBLICA>:4567/ 
ServerAdmin user@domini.cat 
ErrorLog ${APACHE_LOG_DIR}/sunstone.error.log 
LogLevel warn 
CustomLog ${APACHE_LOG_DIR}/sunstone.ssl.access.log combined 
SSLEngine on 
SSLCertificateFile    /etc/apache2/ssl/<certificat>.pem 
SSLCertificateKeyFile /etc/apache2/ssl/<certificat>.key 
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</VirtualHost> 
</IfModule> 
Creem el fitxer /etc/apache2/sites­enabled/002­occi per al virtualhost que ens redirigeix al OCCI:
<IfModule mod_ssl.c> 
<VirtualHost _default_:7443> 
        ProxyRequests Off 
ProxyPreserveHost On 
<Proxy *> 
    Order deny,allow 
    Allow from all 
</Proxy> 
        ProxyPass / http://84.88.12.84:4569/ 
ProxyPassReverse / http://84.88.12.84:4569/ 
ServerAdmin user@domini.cat 
ErrorLog ${APACHE_LOG_DIR}/occi.error.log 
LogLevel warn 
CustomLog ${APACHE_LOG_DIR}/occi.ssl.access.log combined 
SSLEngine on 
SSLCertificateFile    /etc/apache2/ssl/cn.cloud.cesca.cat.pem 
SSLCertificateKeyFile /etc/apache2/ssl/cn.cloud.cesca.cat.key 
</VirtualHost> 
</IfModule> 
Creem el fitxer /etc/apache2/sites­enabled/003­ec2 per al virtualhost que ens redirigeix al EC2:
<IfModule mod_ssl.c> 
<VirtualHost _default_:8443> 
        ProxyRequests Off 
ProxyPreserveHost On 
<Proxy *> 
    Order deny,allow 
    Allow from all 
</Proxy> 
        ProxyPass / http://84.88.12.84:4568/ 
ProxyPassReverse / http://84.88.12.84:4568/ 
ServerAdmin mail@domini.cat 
ErrorLog ${APACHE_LOG_DIR}/occi.error.log 
LogLevel warn 
CustomLog ${APACHE_LOG_DIR}/occi.ssl.access.log combined 
SSLEngine on 
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SSLCertificateFile    /etc/apache2/ssl/cn.cloud.cesca.cat.pem 
SSLCertificateKeyFile /etc/apache2/ssl/cn.cloud.cesca.cat.key 
</VirtualHost> 
</IfModule> 
Activem els mòduls necessaris i reiniciem l'apache
# a2enmod rewrite 
# a2enmod proxy 
# a2enmod proxy_http 
# /etc/init.d/apache2 restart 
7.3.1Instal·lació mod_security  
# apt­get install libapache2­modsecurity 
# cd /etc/modsecurity/
# mv modsecurity.conf­recommended modsecurity.conf
# a2enmod headers 
# a2enmod mod­security 
Editem el fitxer /etc/modsecurity/modsecurity.conf i cambiem el següents atributs:
SecRuleEngine on 
SecRequestBodyLimit 1310720000000 
SecRequestBodyNoFilesLimit 131072 
Descarreguem i instal∙lem les regles de Owasp:
# wget https://github.com/SpiderLabs/owasp­modsecurity­crs/tarball/v2.2.5 
# tar ­zxvf v2.2.5
# cd SpiderLabs­owasp­modsecurity­crs­5c28b52 
# cp ­R * /etc/modsecurity/ 
# cd /etc/modsecurity/ 
# mv modsecurity_crs_10_setup.conf.example modsecurity_crs_10_setup.conf 
Creem enllaços simbòlics per a activar les regles bàsiques i les opcionals:
# cd /etc/modsecurity/base_rules/ 
# for i in * ; do ln ­s /etc/modsecurity/base_rules/$i \ 
/etc/modsecurity/activated_rules/$i; done 
# cd /etc/modsecurity/optional_rules/ 
# for i in * ; do ln ­s /etc/modsecurity/optional_rules/$i 
/etc/modsecurity/activated_rules/$i; done 
Afegim la seguent linia al fitxer /etc/apache2/mods­enabled/mod­security.conf
Include "/etc/modsecurity/activated_rules/*.conf" 
Reiniciem l'apache: 
# /etc/init.d/apache2 restart 
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7.4 Desplegament oZones  
7.4.1Instal·lació programari  
Instal∙lem el ruby i l'aplicació rubygems per a instal∙lació de llibreries addicionals de ruby:
# apt­get install ruby rubygems 
Instal∙lem les llibreries necessàries de ruby: 
# gem install json thin rack sinatra libopenssl­ruby logger
# gem install sequel
Instal∙lem l'apache:
# apt­get install apache2 libopenssl­ruby
Instal∙lem l'OpenNebula
# apt­get install libvirt­bin 
# tar ­zxvf Ubuntu­12.04­opennebula­3.8.1.tar.gz 
# cd opennebula­3.8.1/ 
# dpkg ­i *.deb 
Instal∙lem el mysql:
# apt­get install mysql­server mysql­client 
# mysql_secure_installation 
7.4.2Configuració Apache  
Anem a configurar l'apache per a actuar com a un reverse proxy del sunstone i el self_service de 
cada un dels Virtual Data Centers.
Activem els mòduls rewrite i proxy_http:
# a2enmod rewrite 
# a2enmod proxy_http 
Editem el fitxer /etc/apache2/apache2.conf i afegim el següent al final, on <hostname> és el DNS o 
IP pel que accedirem al apache:
ServerName <hostname>
Editem el fitxer /etc/apache2/sites­available/default i canviem el següent:
<Directory /var/www/> 
                Options Indexes FollowSymLinks MultiViews 
                AllowOverride None
Per:
<Directory /var/www/> 
                Options Indexes FollowSymLinks MultiViews 
                AllowOverride All 
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Reiniciem l'apache:
# service apache2 restart 
Creem i posem de propietari al usuari oneadmin el fitxer /var/www/.htaccess:
# touch /var/www/.htaccess
# chown oneadmin /var/www/.htaccess
7.4.3Configuració servidor oZone  
Ens loggejem al mysql com a root i creem l'usuari i la base de dades per al servidor oZone.
mysql> create database ozones; 
mysql> create user 'ozones'@'localhost' identified by 'mysql_pwd'; 
mysql> grant all privileges on ozones.* to 'ozones'@'localhost'; 
mysql> flush privileges; 
Editem el fitxer /etc/one/ozones­server.conf i configurem els següents paràmetres:
:databasetype: mysql 
:databaseserver: ozones:mysql_pwd@localhost 
:htaccess: /var/www/.htaccess 
:host: 127.0.0.1 
7.4.4Creació de zones  
Ens loguejem amb l'usuari oneadmin i creem el fitxer d'autenticació del oZone:
$ mkdir .one
$ echo "oneadmin:ozone_pwd" >> .one/one_auth
$ chmod 0600 .one/ozones_auth
Creem el fitxer per a que ens carregui la variable d'entorn amb l'autenticació del oZone
$ echo "export OZONES_AUTH=./.one/ozones_auth " >> .profile
Arranquem el servidor oZone:
$ ozones­server start 
Creem una zona, creem el fitxer de template de la zona i la creem.
$ cat zone.template
NAME=CESCA1­CPD 
ONENAME=oneadmin 
ONEPASS=0n3N1v0lls 
ENDPOINT=http://84.88.12.84:2633/RPC2 
SUNSENDPOINT=http://84.88.12.84:4567 
SELFENDPOINT=http://84.88.12.84:4569/ui 
$ onezone create zone.template 
Un cop fet això, ja podrem accedir al nostre servidor al port 6121 i accedir als diferents Virtual Data 
Centers que creem a través del apache en el port 80.
Oriol Martí Bonvehí 124
Estudi i implantació d'un servei d'infraestructura  7Annexos
7.5 Preparació proxy revers per a oZones  
En aquest cas, l'apache tant sols estarà escoltant en el port 80 i 443. El procediment és el mateix que 
per a la preparació de l'Apache per al One, les diferències s'expliquen a continuació:
Al afegir els ports al fitxer /etc/apache2/port.conf amb el següent contingut, per a que escolti en els 
port 80 i 443:
NameVirtualHost *:80 
Listen 80 
<IfModule mod_ssl.c> 
    Listen 443 
</IfModule> 
Dintre   del   directori   /etc/apache2/sites­enabled   tant   sols   crearem   els   arxius   000­default   i 
001­default­ssl. El 000­default tindrà el següent contingut:
<VirtualHost *:80> 
ServerAdmin ois@cesca.cat 
RewriteEngine On 
RewriteCond %{HTTPS} off 
RewriteRule (.*) https://%{HTTP_HOST}%{REQUEST_URI} 
DocumentRoot /var/www 
<Directory /> 
Options FollowSymLinks 
AllowOverride None 
</Directory> 
<Directory /var/www/> 
Options Indexes FollowSymLinks MultiViews 
AllowOverride None 
Order allow,deny 
allow from all 
</Directory> 
ErrorLog ${APACHE_LOG_DIR}/error.log 
LogLevel warn 
CustomLog ${APACHE_LOG_DIR}/access.log combined 
</VirtualHost> 
El fitxer 001­default­ssl:
<IfModule mod_ssl.c> 
<VirtualHost _default_:443> 
ServerAdmin ois@cesca.cat 
ErrorLog ${APACHE_LOG_DIR}/error.log 
LogLevel warn 
CustomLog ${APACHE_LOG_DIR}/access.log combined 
SSLEngine on 
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SSLCertificateFile    /etc/apache2/ssl/cn.cloud.cesca.cat.pem 
SSLCertificateKeyFile /etc/apache2/ssl/cn.cloud.cesca.cat.key 
DocumentRoot /var/www 
<Directory /> 
Options FollowSymLinks 
AllowOverride None 
</Directory> 
<Directory /var/www/> 
Options Indexes FollowSymLinks MultiViews 
AllowOverride All 
Order allow,deny 
allow from all 
</Directory> 
ErrorLog ${APACHE_LOG_DIR}/error.log 
</VirtualHost> 
</IfModule> 
7.6 Posta en alta disponibilitat de oZones  
Un cop vist com instal∙lar el component oZones en una màquina virtual a part, anem a veure en 
aquest apartat com posar el component oZones en alta disponibilitat.
7.7 DRBD  
El disc per al DRBD el muntarem sobre LVM en les dues màquines.
Instal∙lem el programari per al drbd:
# apt­get install drbd8­utils 
Creem els discs de LVM en les màquines:
# pvcreate /dev/xvdb
# vgcreate drbd /dev/xvdb
# lvcreate ­n mysql ­L4G drbd
# lvcreate ­n metadata ­L4G drbd
Editem el fitxer /etc/drbd.d/drbd­disk.res 
resource mysqldata { 
    on ozones1 { 
        address 192.168.6.10:7791; 
        device /dev/drbd1; 
        disk /dev/drbd/mysql; 
        meta­disk /dev/drbd/metadata[0]; 
    } 
    on ozones2 { 
        address 192.168.6.11:7791; 
        device /dev/drbd1; 
        disk /dev/drbd/mysql; 
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        meta­disk /dev/drbd/metadata[0]; 
    } 
} 
Creem el disc DRBD en els dos nodes:
drbdadm create­md mysqldata
Aixequem el drbd en els dos nodes:
# service drbd start
Un cop aixecat, veurem que els dos nodes estan com a secundaris:
# cat /proc/drbd
 
version: 8.3.15 (api:88/proto:86­97)
GIT­hash: 0ce4d235fc02b5c53c1c52c53433d11a694eab8c build by phil@Build64R6, 
2012­12­20 20:09:51
 1: cs:Connected ro:Secondary/Secondary ds:Inconsistent/Inconsistent C r­­­­­
    ns:84 nr:184 dw:276 dr:3877 al:0 bm:6 lo:0 pe:0 ua:0 ap:0 ep:1 wo:f oos:0
Des del node 1, fem que es marqui com a master i que doni al node 2 la ordre per a sincronitzarse:
# drbdadm ­­ ­­overwrite­data­of­peer primary all
Veiem com ara està sincronitzant­se:
# cat /proc/drbd
........................
sync'ed: 0.4% K/sec 0:clusterdb_res SyncSource Primary/Secondary
........................
Des del node 1, formatejem el disc del drbd en el node1, com que es sincronitzen les dades, en el 
node2 ja tindrem un disc formatejat tb:
# mkfs ­t ext3 /dev/drbd1
7.7.1Configuració alta disponibilitat MySQL  
Ja hem vist en l'annex 7.4 com instal∙lar el MySQL per al oZones, en aquest apartat el prepararem 
per al Pacemaker/Corosync.
Creem l'usuari test_user per a que el pacemaker pugui anar checkejant que el MySQL està viu:
mysql ­uroot ­p
mysql> grant select ON mysql.user to test_user@'localhost' identified by 
'contrasenya';
mysql> flush privileges;
Parem el MySQL i copiem les dades al disc drbd:
# mount /dev/drbd1 /mnt
# cp /var/lib/mysql/* /mnt
# rm ­rf /var/lib/mysql
# umount /mnt
# mount /dev/drbd1 /var/lib/mysql
# chown mysql /var/run/mysqld/ 
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Fem que el fitxer /etc/my.cnf sigui un enllaç simbòlic al drbd
# mv /etc/my.cnf /var/lib/mysql
# cd /etc
# ln ­s /var/lib/mysql/my.cnf
En el node2, ens haurem d'esperar a muntar el FS del DRBD, i fer:
# cd /etc
# rm ­rf my.cnf
# ln ­s /var/lib/mysql/my.cnf
7.7.2Alta disponibilitat  
La idea és que l'apache estigui corrent sempre en les dues màquines. I la IP flotant, servei d'Ozones 
i MySQL pivoti, tindrem també una IP flotant privada per al MySQL.
Els punts de muntatge per NFS seran per al Apache i el OpenNebula, és gràcies al NFS pel que 
podem tenir els dos apaches engegats alhora.
/var/www 
/etc/one 
/var/log/one 
/etc/apache2
Per començar desactivem el OpenNebula i el MySQL al arrancar la màquina, ja que serà arrancat 
pel PaceMaker en la màquina que volguem.
update­rc.d opennebula­sunstone disable 
update­rc.d opennebula disable 
Per al MySQL, editem el fitxer /etc/init/mysql.conf, busquem les següents línies:
start on runlevel [2345] 
stop on starting rc RUNLEVEL=[016] 
I les cambiem per:
start on runlevel [345] 
stop on starting rc RUNLEVEL=[0126] 
Instal∙lem el pacemaker i el corosync
# apt­get install pacemaker corosync 
Creem el fitxer /etc/corosync/service.d/pcmk per a que el corosync arrenqui amb el pacemaker:
service { 
name: pacemaker 
ver: 0 
} 
Arranquem el corosync:
# service corosync start
Configurem el MySQL amb el pacemaker amb alta disponibilitat:
# crm configure property no­quorum­policy=ignore 
# crm configure property stonith­enabled=false 
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# crm configure rsc_defaults resource­stickiness=100 
# crm configure
primitive p_drbd_mysql ocf:linbit:drbd params drbd_resource="mysqldata" op 
monitor interval="15s" 
ms ms_drbd_mysql p_drbd_mysql meta master­max="1" master­node­max="1" 
clone­max="2" clone­node­max="1" notify="true" 
primitive p_fs_mysql ocf:heartbeat:Filesystem params device="/dev/drbd1" 
directory="/var/lib/mysql" fstype="ext3" 
primitive p_ip_mysql ocf:heartbeat:IPaddr2 params ip="192.168.66.59" 
cidr_netmask="24" nic="eth1" 
primitive p_mysql ocf:heartbeat:mysql params binary="/usr/bin/mysqld_safe" 
config="/var/lib/mysql/my.cnf" pid="/var/run/mysqld/mysqld.pid" 
test_user="test_user" test_passwd="1s3r_t3st" 
additional_parameters="­­bind­address=192.168.60.8" op monitor interval="20s" 
timeout="30s" op start timeout="120" op stop interval="0" timeout="120" 
group g_mysql p_fs_mysql p_ip_mysql p_mysql 
colocation c_mysql_on_drbd inf: g_mysql ms_drbd_mysql:Master 
order o_drbd_before_mysql inf: ms_drbd_mysql:promote g_mysql:start 
primitive p_ip_opennebula ocf:heartbeat:IPaddr2 params ip="8.8.8.1" 
cidr_netmask="24" nic="eth0" 
primitive p_opennebula lsb::opennebula op monitor interval=15s 
group g_opennebula p_ip_opennebula p_opennebula 
commit 
order o_mysql_before_opennebula inf: g_mysql:start g_opennebula:start 
primitive p_ping ocf:pacemaker:ping params name="ping" multiplier="1000" 
host_list="192.168.66.10" op monitor interval="15s" timeout="60s" start 
timeout="60s" 
clone cl_ping p_ping meta interleave="true" 
location l_drbd_master_on_ping ms_drbd_mysql rule $role="Master" ­inf: 
not_defined ping or ping number:lte 0 
commit 
7.8 Preparació de màquina física  
En aquest annex anem a veure com fem la instal∙lació de les màquines físiques que contindran les 
màquines virtuals.
7.8.1Instal·lació  
Instal∙lem la Ubuntu 12.04 a la màquina física, algunes de les coses que hem de tenir en compte 
durant la instal∙lació:
A l'apartat configura la xarxa, seleccionem la eth2 com a interfície primaria: Configurem una IP del 
rang de la xarxa privada. En el punt on ens demana el particionat, seleccionem disc sencer amb 
LVM  i   reservem   un   40%  per   si   hem   de   fer   snapshots   o   necessitem  més   espai   en   un   futur. 
Configurem sense actualitzacions automàtiques. A la selecció de programari, li diem que ens posi el 
OpenSSH Server. En el nostre cas al arrancar no funcioni, és degut a que s'ha d'afegir el següent a la 
línia d'arrancada del kernel (fitxer /boot/grub/grub.cfg):
rootdelay=100
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També tenir en compte que hem d'activar el flag de virtualització a la màquina física. En el nostre 
cas, pitjem F2 al arrancar i cambiem Processor Settings ­­> Virtualitzation Technology a Enabled.
Un cop instalat  entrem totes  les VLANS del cloud a  la  interfície 0 i   les d'storage a  la 1,  totes 
taggejades.
7.8.2Instalació KVM  
# apt­get install kvm libvirt­bin virt­viewer virtinst
7.8.3Instalació Open vSwitch  
La versió d'Open vSwitch que hi ha als repositoris no ens serveix pel fet de que no podem aplicar  
filtres amb màscara, així que anem a compilar­la.
Instal∙lem les llibreries necessàries:
# apt­get install autoreconf pkg­config dh­autoreconf 
libssl­dev linux­headers­`uname ­r` libtool git python­simplejson python­qt4 
python­twisted­conch automake autoconf gcc uml­utilities libtool 
build­essential git
# apt­get purge ebtables
Baixem i compilem Open vSwitch:
# wget http://openvswitch.org/releases/openvswitch­1.9.0.tar.gz
# tar ­zxvf openvswitch­1.9.0.tar.gz 
# cd openvswitch­1.9.0/ 
# ./boot.sh
# ./configure ­­prefix=/usr ­­localstatedir=/var ­­sysconfdir=/etc 
­­with­linux=/lib/modules/`uname ­r`/build 
# make && make install
# touch /usr/local/etc/ovs­vswitchd.conf 
# touch /etc/ovs­vswitchd.conf # mkdir ­p /etc/openvswitch 
# ovsdb­tool create /etc/openvswitch/conf.db vswitchd/vswitch.ovsschema
# ovsdb­server /etc/openvswitch/conf.db 
­­remote=punix:/var/run/openvswitch/db.sock 
­­remote=db:Open_vSwitch,manager_options ­­private­key=db:SSL,private_key 
­­certificate=db:SSL,certificate ­­bootstrap­ca­cert=db:SSL,ca_cert ­­pidfile 
­­detach ­­log­file
Creem els fitxers d'arranc d'Open vSwitch:
cat /etc/init.d/openswitch­switch
#! /bin/sh
### BEGIN INIT INFO
# Provides:          openvswitch­switch
# Required­Start:    $network $named $remote_fs $syslog
# Required­Stop:     $remote_fs
# Default­Start:     2 3 4 5
# Default­Stop:      0 1 6
# Short­Description: Open vSwitch switch
### END INIT INFO
(test ­x /usr/sbin/ovs­vswitchd && test ­x /usr/sbin/ovsdb­server) || exit 0
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. /usr/share/openvswitch/scripts/ovs­lib
test ­e /etc/default/openvswitch­switch && . /etc/default/openvswitch­switch
if test X"$BRCOMPAT" = Xyes && test ! ­x /usr/sbin/ovs­brcompatd; then
    BRCOMPAT=no
    log_warning_msg "ovs­brcompatd missing, disabling bridge compatibility"
fi
ovs_ctl () {
    set /usr/share/openvswitch/scripts/ovs­ctl "$@"
    if test X"$BRCOMPAT" = Xyes; then
        set "$@" ­­brcompat
    fi
    "$@"
}
load_kmod () {
    ovs_ctl load­kmod || exit $?
}
start () {
    if ovs_ctl load­kmod; then
        :
    else
        echo "Module has probably not been built for this kernel."
        if ! test ­d /usr/share/doc/openvswitch­datapath­source; then
            echo "Install the openvswitch­datapath­source package, then read"
        else
            echo "For instructions, read"
        fi
        echo "/usr/share/doc/openvswitch­datapath­source/README.Debian"
    fi
    set ovs_ctl ${1­start} ­­system­id=random
    if test X"$FORCE_COREFILES" != X; then
        set "$@" ­­force­corefiles="$FORCE_COREFILES"
    fi
    "$@" || exit $?
    ovs_ctl ­­protocol=gre enable­protocol
}
stop () {
    ovs_ctl stop
}
case $1 in
    start)
        start
        ;;
    stop | force­stop)
        stop
        ;;
    reload | force­reload)
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        # The OVS daemons keep up­to­date.
        ;;
    restart)
        stop
        start
        ;;
    status)
        ovs_ctl status
        ;;
    force­reload­kmod)
        start force­reload­kmod
        ;;
    load­kmod)
        load_kmod
        ;;
    *)
        echo "Usage: $0 
{start|stop|restart|force­reload|status|force­stop|force­reload­kmod|load­kmod}" >&2
        exit 1
        ;;
esac
exit 0
cat /etc/init.d/openswitch­controller
#!/bin/sh
### BEGIN INIT INFO
# Provides:          openvswitch­controller
# Required­Start:    $network $local_fs $remote_fs
# Required­Stop:     $remote_fs
# Should­Start:      $named
# Should­Stop:       
# Default­Start:     2 3 4 5
# Default­Stop:      0 1 6
# Short­Description: Open vSwitch controller
# Description:       The Open vSwitch controller enables OpenFlow switches that 
connect to it
#                    to act as MAC­learning Ethernet switches.
### END INIT INFO
PATH=/usr/local/sbin:/usr/local/bin:/sbin:/bin:/usr/sbin:/usr/bin
DAEMON=/usr/bin/ovs­controller # Introduce the server's location here
NAME=ovs­controller         # Introduce the short server's name here
DESC=ovs­controller         # Introduce a short description here
LOGDIR=/var/log/openvswitch # Log directory to use
PIDFILE=/var/run/openvswitch/$NAME.pid 
test ­x $DAEMON || exit 0
. /lib/lsb/init­functions
# Default options, these can be overriden by the information
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# at /etc/default/openvswitch­controller
DAEMON_OPTS=""          # Additional options given to the server 
DODTIME=10              # Time to wait for the server to die, in seconds
                        # If this value is set too low you might not
                        # let some servers to die gracefully and
                        # 'restart' will not work
                        
LOGFILE=$LOGDIR/$NAME.log  # Server logfile
#DAEMONUSER=            # User to run the daemons as. If this value
                        # is set start­stop­daemon will chuid the server
# Include defaults if available
default=/etc/default/openvswitch­controller
if [ ­f $default ] ; then
    . $default
fi
# Check that the user exists (if we set a user)
# Does the user exist?
if [ ­n "$DAEMONUSER" ] ; then
    if getent passwd | grep ­q "^$DAEMONUSER:"; then
        # Obtain the uid and gid
        DAEMONUID=`getent passwd |grep "^$DAEMONUSER:" | awk ­F : '{print $3}'`
        DAEMONGID=`getent passwd |grep "^$DAEMONUSER:" | awk ­F : '{print $4}'`
    else
        log_failure_msg "The user $DAEMONUSER, required to run $NAME does not exist."
        exit 1
    fi
fi
set ­e
running_pid() {
# Check if a given process pid's cmdline matches a given name
    pid=$1
    name=$2
    [ ­z "$pid" ] && return 1 
    [ ! ­d /proc/$pid ] &&  return 1
    cmd=`cat /proc/$pid/cmdline | tr "\000" "\n"|head ­n 1 |cut ­d : ­f 1`
    # Is this the expected server
    [ "$cmd" != "$name" ] &&  return 1
    return 0
}
running() {
# Check if the process is running looking at /proc
# (works for all users)
    # No pidfile, probably no daemon present
    [ ! ­f "$PIDFILE" ] && return 1
    pid=`cat $PIDFILE`
    running_pid $pid $DAEMON || return 1
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    return 0
}
start_server() {
    if [ ­z "$LISTEN" ]; then
        echo "$default: No connection methods configured, controller disabled" >&2
        exit 0
    fi
    if [ ! ­d /var/run/openvswitch ]; then
        install ­d ­m 755 ­o root ­g root /var/run/openvswitch
    fi
    SSL_OPTS=
    case $LISTEN in
        *ssl*)
            : ${PRIVKEY:=/etc/openvswitch­controller/privkey.pem}
            : ${CERT:=/etc/openvswitch­controller/cert.pem}
            : ${CACERT:=/etc/openvswitch­controller/cacert.pem}
            if test ! ­e "$PRIVKEY" || test ! ­e "$CERT" ||
                test ! ­e "$CACERT"; then
                if test ! ­e "$PRIVKEY"; then
                    echo "$PRIVKEY: private key missing" >&2
                fi
                if test ! ­e "$CERT"; then
                    echo "$CERT: certificate for private key missing" >&2
                fi
                if test ! ­e "$CACERT"; then
                    echo "$CACERT: CA certificate missing" >&2
                fi
                exit 1
            fi
            SSL_OPTS="­­private­key=$PRIVKEY ­­certificate=$CERT ­­ca­cert=$CACERT"
            ;;
    esac
# Start the process using the wrapper
        if [ ­z "$DAEMONUSER" ] ; then
            start­stop­daemon ­­start ­­pidfile $PIDFILE \
                        ­­exec $DAEMON ­­ ­­detach ­­pidfile=$PIDFILE \
                        $LISTEN $DAEMON_OPTS $SSL_OPTS
            errcode=$?
        else
# if we are using a daemonuser then change the user id
            start­stop­daemon ­­start ­­quiet ­­pidfile $PIDFILE \
                        ­­chuid $DAEMONUSER ­­exec $DAEMON ­­ \
                        ­­detach ­­pidfile=$PIDFILE $LISTEN $DAEMON_OPTS \
                        $SSL_OPTS
            errcode=$?
        fi
        return $errcode
}
stop_server() {
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# Stop the process using the wrapper
        if [ ­z "$DAEMONUSER" ] ; then
            start­stop­daemon ­­stop ­­quiet ­­pidfile $PIDFILE \
                        ­­exec $DAEMON
            errcode=$?
        else
# if we are using a daemonuser then look for process that match
            start­stop­daemon ­­stop ­­quiet ­­pidfile $PIDFILE \
                        ­­user $DAEMONUSER ­­exec $DAEMON
            errcode=$?
        fi
        return $errcode
}
reload_server() {
    [ ! ­f "$PIDFILE" ] && return 1
    pid=`cat $PIDFILE` # This is the daemon's pid
    # Send a SIGHUP
    kill ­1 $pid
    return $?
}
force_stop() {
# Force the process to die killing it manually
    [ ! ­e "$PIDFILE" ] && return
    if running ; then
        kill ­15 $pid
        # Is it really dead?
        sleep "$DODTIME"
        if running ; then
            kill ­9 $pid
            sleep "$DODTIME"
            if running ; then
                echo "Cannot kill $NAME (pid=$pid)!"
                exit 1
            fi
        fi
    fi
    rm ­f $PIDFILE
}
case "$1" in
  start)
        log_daemon_msg "Starting $DESC " "$NAME"
        # Check if it's running first
        if running ;  then
            log_progress_msg "apparently already running"
            log_end_msg 0
            exit 0
        fi
        if start_server && running ;  then
            # It's ok, the server started and is running
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            log_end_msg 0
        else
            # Either we could not start it or it is not running
            # after we did
            # NOTE: Some servers might die some time after they start,
            # this code does not try to detect this and might give
            # a false positive (use 'status' for that)
            log_end_msg 1
        fi
        ;;
  stop)
        log_daemon_msg "Stopping $DESC" "$NAME"
        if running ; then
            # Only stop the server if we see it running
            stop_server
            log_end_msg $?
        else
            # If it's not running don't do anything
            log_progress_msg "apparently not running"
            log_end_msg 0
            exit 0
        fi
        ;;
  force­stop)
        # First try to stop gracefully the program
        $0 stop
        if running; then
            # If it's still running try to kill it more forcefully
            log_daemon_msg "Stopping (force) $DESC" "$NAME"
            force_stop
            log_end_msg $?
        fi
        ;;
  restart|force­reload)
        log_daemon_msg "Restarting $DESC" "$NAME"
        stop_server
        # Wait some sensible amount, some server need this
        [ ­n "$DODTIME" ] && sleep $DODTIME
        start_server
        running
        log_end_msg $?
        ;;
  status)
        log_daemon_msg "Checking status of $DESC" "$NAME"
        if running ;  then
            log_progress_msg "running"
            log_end_msg 0
        else
            log_progress_msg "apparently not running"
            log_end_msg 1
            exit 1
        fi
        ;;
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  # Use this if the daemon cannot reload
  reload)
        log_warning_msg "Reloading $NAME daemon: not implemented, as the daemon"
        log_warning_msg "cannot re­read the config file (use restart)."
        ;;
  *)
        N=/etc/init.d/openvswitch­controller
        echo "Usage: $N {start|stop|force­stop|restart|force­reload|status}" >&2
        exit 1
        ;;
esac
exit 0
Configurem per a que vagi amb brcompat:
cat /etc/default/openvswitch­switch
# This is a POSIX shell fragment                ­*­ sh ­*­
# FORCE_COREFILES: If 'yes' then core files will be enabled.
# FORCE_COREFILES=yes
# BRCOMPAT: If 'yes' and the openvswitch­brcompat package is installed, then
# Linux bridge compatibility will be enabled.
BRCOMPAT=yes
Donem permissos d'execucio als scripts i configurem per a que arranquin al iniciar:
# chmod +x /etc/init.d/openswitch­switch
# chmod +x /etc/init.d/openswitch­controller
# update­rc.d openvswitch­switch
# update­rc.d openvswitch­controller
# insmod /root/openvswitch­1.9.0/datapath/linux/openvswitch.ko
# insmod /root/openvswitch­1.9.0/datapath/linux/brcompat.ko
# service openvswitch­switch restart
# service openvswitch­controller restart
Preparem els punts de muntatge per als datastores, en el cas de la zona 1 són els següents:
# mkdir ­p /var/lib/one/datastores/0
# mkdir ­p /var/lib/one/datastores/1
# mkdir ­p /var/lib/one/datastores/103
# mkdir ­p /var/lib/one/datastores/106
# apt­get install nfs­common
Afegim el següent al /etc/fstab:
192.168.60.1:/vol/cloud_proves2/datastores/0   /var/lib/one/datastores/0        
nfs     bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock,noauto 0 0
192.168.60.1:/vol/cloud_proves2/datastores/1   /var/lib/one/datastores/1        
nfs     bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock,noauto 0 0
192.168.60.1:/vol/cloud_proves2/datastores/103   /var/lib/one/datastores/103    
nfs     bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock,noauto 0 0
192.168.60.1:/vol/cloud_proves2/datastores/106   /var/lib/one/datastores/106    
nfs     bg,hard,noatime,vers=3,rsize=8192,wsize=8192,nosuid,nolock,noauto 0 0
Afegim el següent al /etc/rc.local:
rmmod brcompat
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rmmod openvswitch
insmod /root/openvswitch­1.9.0/datapath/linux/openvswitch.ko
insmod /root/openvswitch­1.9.0/datapath/linux/brcompat.ko
service openswitch­switch start
mount /var/lib/one/datastores/0
mount /var/lib/one/datastores/1
mount /var/lib/one/datastores/103
mount /var/lib/one/datastores/106
exit 0
Configuració de la xarxa amb les IPs corresponents, eth2 és la xarxa privada i la br2066 és un 
bonding de eth1 i eth3 per a la xarxa d'storage: /etc/network/interfaces
auto lo
iface lo inet loopback
auto eth0
iface eth0 inet manual
up ifconfig $IFACE 0.0.0.0 up
down ifconfig $IFACE down
auto eth1
iface eth1 inet manual
up ifconfig $IFACE 0.0.0.0 up
down ifconfig $IFACE down
# The primary network interface
auto eth2
iface eth2 inet static
        address <ip_privada>
        netmask 255.255.255.0
        gateway <gw_privat>
        # dns­* options are implemented by the resolvconf package, if installed
        dns­nameservers <dns>
        dns­search cesca.cat
auto eth3
iface eth3 inet manual
up ifconfig $IFACE 0.0.0.0 up
down ifconfig $IFACE down
auto br2066
iface br2066 inet static
address 192.168.60.30
netmask 255.255.255.0
Configurem els bridges per a la xarxa de les màquines virtuals i per al storage amb OpenvSwitch:
ovs­vsctl add­br br2066
ovs­vsctl add­bond br2066 bondst eth1 eth3
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ovs­vsctl set port br2066 tag=2066
ovs­vsctl add­br br32
ovs­vsctl add­port br32 eth0
7.8.4Configuració per a compatibilitat amb OpenNebula  
Instalem ruby:
# apt­get install ruby
Afegim usuari oneadmin:
# adduser ­­uid 107 ­­gid 113 ­­home /var/lib/one oneadmin
# usermod ­G kvm oneadmin
# usermod ­G libvirtd oneadmin
# touch /var/lib/one/.hushlogin
Editem el fitxer /etc/libvirt/qemu.conf i afegim el següent:
user = "oneadmin"
group = "oneadmin"
dynamic_ownership = 1
Afegim la clau publica del node del ONE al /var/lib/one/.ssh/authorized_keys.
Afegim al /etc/hosts totes les altres màquines.
Afegim la màquina física al /etc/hosts de totes les altres.
Entrem a la màquina del Open Nebula amb usuari oneadmin i afegim el node:
$ onehost create <nom> ­­im im_kvm ­­vm vmm_kvm ­n ovswitch
7.8.5Configuració ntp  
Per a  tal  de que les màquines estiguin sincronitzades en hora,  instal∙lem un client de NTP i el  
configurem amb el servidor del centre.
# apt­get install ntp ntpdate
Configurem el /etc/ntp.conf per a que vagi amb el servidor corresponent.
7.9 Recuperació de màquina virtual d'snapshot de  
cabina
En primer  lloc parem la màquina virtual que volem restaurar.  Suposant  que  l'id  de la  màquina 
virtual en qüestió és el 1711 executem:
$ onevm shutdown 1711
Seguidament mirem quin és el fitxer de la màquina virtual. 
$ onevm show 1711 | grep SOURC 
  SOURCE="/var/lib/one/datastores/106/7145bbc8fbf6c67a93cd8c236699e843", 
Com   podem   veure   en   la   sortida   el   fitxer   està   en   el   datastore   106   i   el   fitxer   és   el 
7145bbc8fbf6c67a93cd8c236699e843. 
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Per a saber la ruta completa del fitxer en el Netapp, serà /vol/cloud/datastores/<datastore>/<fitxer>. 
Així   en   l'exemple   que   estem   seguint,   la   ruta   sencera   del   fitxer   serà: 
/vol/cloud/datastores/106/7145bbc8fbf6c67a93cd8c236699e843.
El següent pas és veure quin és l'snapshot del qual volem recuperar el fixer. Entrem en el Netapp i 
executem:
filer> snap list montserrat_xs_mv_imatges
Aquesta comanda ens  donarà  el   llistat  dels  snapshots  disponibles   i   la  hora en la  que s'han fet. 
Suposem que volem restaurar el hourly.0
Restaurem el fitxer en qüestió des de la cabina:
filer> snap restore ­t file ­s hourly.0 
/vol/cloud/datastores/106/7145bbc8fbf6c67a93cd8c236699e843
Un cop restaurat, ja podem tornar a engegar la maquina virtual amb la següent comanda.
$ onevm restart 1711
7.10 Posta en marxa cloud híbrid amb Amazon AWS  
7.10.1 Instal·lació JAVA  
Per a començar necessitem instal∙lar el JAVA en el node que ofereix el servei de OpenNebula.
Ens descarreguem el JAVA del següent enllaç i el copiem per xarxa a la màquina:
http://www.oracle.com/technetwork/java/javase/downloads/jdk7­downloads­1880260.html
Instalem el JDK:
# tar ­zxvf jdk­7u17­linux­x64.tar.gz
# cp ­rp jdk1.7.0_17 /usr/local/jdk
# echo "export JAVA_HOME=/usr/local/jdk 
export PATH=\"\$PATH:\$JAVA_HOME/bin\"" >> /etc/profile
# source /etc/profile
7.10.2  Instal·lació EC2 API tools 
# wget "http://s3.amazonaws.com/ec2­downloads/ec2­api­tools.zip"
# unzip ec2­api­tools.zip
# mv ec2­api­tools­1.6.7.1/ /usr/local/ec2­api­tools/
# echo "export EC2_HOME=/usr/local/ec2­api­tools” >> /etc/profile
# source /etc/profile
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7.10.3 Instal·lació de clau privada i certificat per a  
l'autenticació
Suposant que ja tenim la nostra compta d'Amazon AWS donada d'alta, anem a Security Credentials i 
en l'apartat Acces Credentials clickem a la pestanya X.509 certificates, clickem a “Create a new 
certificate” i ens guardem la clau privada i el certificat, amb nom per exemple cert.pem i pk.pem i 
els pugem al servidor. Un cop pujat els copiem al home i donem permisos per al usuari oneadmin:
# mkdir /var/lib/one/.ec2
# cp cert.pem /var/lib/one/.ec2
# cp pk.pem /var/lib/one/.ec2
# chmod ­R 0600 /var/lib/one/.ec2
# chown oneadmin:oneadmin /var/lib/one/.ec2/* 
Per a provar el correcte funcionament tant de les EC2 API tools com del certificat i la clau privada, 
executem:
#  /usr/local/ec2­api­tools/bin/ec2­describe­regions ­K 
/var/lib/one/.ec2/pk.pem ­C \ /var/lib/one/.ec2/cert­.pem
Ens hauria de donar una sortida semblant a la següent:
REGION eu­west­1 ec2.eu­west­1.amazonaws.com 
REGION sa­east­1 ec2.sa­east­1.amazonaws.com 
REGION us­east­1 ec2.us­east­1.amazonaws.com 
REGION ap­northeast­1 ec2.ap­northeast­1.amazonaws.com 
REGION us­west­2 ec2.us­west­2.amazonaws.com 
REGION us­west­1 ec2.us­west­1.amazonaws.com 
REGION ap­southeast­1 ec2.ap­southeast­1.amazonaws.com 
REGION ap­southeast­2 ec2.ap­southeast­2.amazonaws.com 
7.10.4 Configuració cloud híbrid OpenNebula  
Editem el fitxer /etc/one/im_ec2/im_ec2.conf amb el màxim de màquines virtuals de cada tipus que 
volem que puguin ser llançades al EC2:
SMALL_INSTANCES=5
LARGE_INSTANCES=2
EXTRALARGE_INSTANCES=1
Editem   el   fitxer   /etc/one/vmm_ec2/vmm_ec2rc   i   busquem   la   línia   on   posa   EC2_HOME, 
EC2_PRIVATE_KEY i EC2_CERT i les substituïm pel següent:
EC2_HOME="/usr/local/ec2­api­tools" 
EC2_PRIVATE_KEY="/var/lib/one/.ec2/pk.pem" 
EC2_CERT="/var/lib/one/.ec2/cert.pem" 
Configurem el fitxer de configuració del OpenNebula per a que puguem crear hosts amb els drivers 
d'EC2, editem el fitxer /etc/one/oned.conf i descomentem les següents línies:
IM_MAD = [ 
      name       = "im_ec2", 
      executable = "one_im_ec2", 
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      arguments  = "im_ec2/im_ec2.conf" ] 
VM_MAD = [ 
    name       = "vmm_ec2", 
    executable = "one_vmm_ec2", 
    arguments  = "vmm_ec2/vmm_ec2.conf", 
    type       = "xml" ] 
Reiniciem l'OpenNebula
# su – oneadmin
$ one stop
$ one start
Creem el host ec2 al que seran enviades les instàncies que vulguem fer amb EC2:
onehost create ec2 ­­im im_ec2 ­­vm vmm_ec2 ­­net dummy ­­cluster default
Un cop creat el host, ja només ens queda fer una plantilla per a una màquina virtual i llançar­la al 
EC2:
# cat ec2template
CPU      = 1
MEMORY   = 1700
 
EC2 = [ AMI="ami­00bafcb5",
        KEYPAIR="gsg­keypair",
        ELASTICIP="75.101.155.97",
        AUTHORIZED_PORTS="22",
        INSTANCETYPE=m1.small]
 
REQUIREMENTS = 'HOSTNAME = "ec2"'
# onevm create ec2template
Aqui podem veure totes les opcions que es poden posar en el apartat EC2:
http://opennebula.org/documentation:rel3.8:ec2g#ec2_specific_template_attributes
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