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Abstract. We show that solutions of the chemical reaction-diffusion system associated to
A+B 
 C in one spatial dimension can be approximated in L2 on any finite time interval by
solutions of a space discretized ODE system which models the corresponding chemical reaction
system replicated in the discretization subdomains where the concentrations are assumed spa-
tially constant. Same-species reactions through the virtual boundaries of adjacent subdomains
lead to diffusion in the vanishing limit. We show convergence of our numerical scheme by way
of a consistency estimate, with features generalizable to reaction networks other than the one
considered here, and to multiple space dimensions. In particular, the connection with the class
of complex-balanced systems is briefly discussed here, and will be considered in future work.
reaction-diffusion and method of lines and reaction networks MSC 35K57 and MSC 65M20
and MSC 35Q80 and MSC 80A30
1. Introduction
Fueled in part by the advent of systems biology, the dynamical behavior of spatially homoge-
neous mass-action reaction systems has been the focus of much recent research. A great number
of results on the possibility of bistability or oscillation, local and global stability of equilibria,
persistence of solutions etc. have been developed for ODE systems corresponding to well-mixed
reaction networks. This effort started forty years ago [19,24,25], and has seen a surge of interest
in more recent years: [3–6, 10, 13–16, 27, 34, 35], to cite but a few examples. In particular, some
of this work led to a proof of the Global Attractor Conjecture [12], a global asymptotic stability
result for a large class of systems (called complex balanced networks).
On the other hand, much less is known about the corresponding reaction-diffusion setting,
where the focus has largely been on the asymptotic behavior of solutions. One of the most
studied examples is the reaction-diffusion system A+BC, whose solutions approach a spatially
homogeneous distribution; this was shown by way of semigroup theory [30] and entropy methods
[17]. Entropy considerations have also been used to successfully tackle other reaction-diffusion
systems, including dimerization systems 2AB [17], weakly reversible monomolecular reactions
and other classes of linear systems [20], and classes of complex balanced systems with and without
boundary equilibria [18]. The latter work lays out a general method for complex balanced
systems, but some of the technicalities depend on the specific network considered. This difficulty
goes away under the assumption of equal diffusion coefficients, where general results on the
asymptotic stability of positive equilibria have been shown in [28].
In this work our focus is different from that of the literature cited above, although the as-
ymptotic behavior of complex-balanced systems was part of our motivation (see Appendix 5.6).
Namely, we are concerned with the convergence of a certain space-discretization scheme –the so-
called method of lines– for mass-action reaction-diffusion systems. We adopt the framework for
convergence analysis introduced by Verwer [37], and concentrate on the proof-of-concept reaction
(1) A+B
k−1
k1
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within 1D space, while at the same time noting that our techniques are readily generalizable
to other reaction-diffusion networks and to more than one space dimension. Indeed, it will be
obvious how to extend our proofs to the multi-dimensional case; we only note that the proof
of the comparison principle (the continuous and the discrete versions; see Section 3) imposes a
limitation on the spatial dimension (should be at most five; see [7] for details).
The Method of Lines (MOL) is not a mainstream numerical tool and the specialized literature
is rather scarce. The method amounts to discretizing evolutionary PDE’s in space only, so it
produces a semi-discrete numerical scheme which consists of a system of ODE’s (in the time
variable). To prove convergence of the semi-discrete MOL scheme to the original PDE one needs
to perform some more or less traditional analysis: it is necessary to show that the scheme is
consistent with the continuous problem, and that the discretized version of the spatial differential
operator retains sufficient dissipative properties in order to allow an application of Gronwall’s
Lemma to the error term. As shown in [37], a uniform (in time) consistency estimate is sufficient
to obtain convergence; however, the consistency estimate we proved is not uniform for small
time, so we cannot directly employ the results in [37] to prove convergence in our case. Instead,
we prove all the required estimates “from scratch”, then we use their exact quantitative form in
order to conclude convergence.
For (1) we adopt the following paradigm: we envision splitting the spatial domain into N equal
subintervals in each of which we treat the concentrations of the three species as approximately
constant. This, of course, is a fairly reasonable assumption for large N . We assume that a
version of (1) takes place in each cell (or “box”) k (see Figure 1), and the diffusion of any of the
three species can be thought of as a reaction between adjacent replicas of the same species. The
coefficients of these same-species reactions must be proportional to N2 in order to get diffusion in
the N →∞ limit (see also [22] for an explanation of this scaling). The plan is to show that the
standard reaction-diffusion system corresponding to (1) is obtained from these approximating
reaction systems in the N →∞ limit.
The paper is organized as follows. The next section sets up the notation and preliminaries
needed to state our main result, Theorem 1. In Section 3 we discuss comparison principles for
solutions of the reaction-diffusion equation corresponding to (1) and for its space discretization,
which we then use to prove consistency and boundedness of the logarithmic norm (in the spirit
of [37], even though we had to make do with a nonuniform estimate). This completes the proof
of Theorem 1, and it is done in Section 4. The appendix collects a few technical results regarding
the heat kernel and needed in the proof of Theorem 1. MOL has an interesting interpretation
in the context of mass-action reaction-diffusion systems, and particularly for complex-balanced
networks. This is explored at the end of the appendix (Section 5.6), and discussed in connection
with asymptotic results from literature and future directions of work.
2. Main result
Let I := (0, 1). The primary concern of this work is the system of semi-linear parabolic partial
differential equations
(E1)

∂ta(t, x) = −k1a(t, x)b(t, x) + k−1c(t, x) + kA ∂2xa(t, x) in [0, T )× I,
∂tb(t, x) = −k1a(t, x)b(t, x) + k−1c(t, x) + kB ∂2xb(t, x) in [0, T )× I,
∂tc(t, x) = k1a(t, x)b(t, x)− k−1c(t, x) + kC ∂2xc(t, x) in [0, T )× I
together with the homogeneous Neumann boundary conditions
(2)

∂xa(t, 0) = ∂xa(t, 1) = 0,
∂xb(t, 0) = ∂xb(t, 1) = 0,
∂xc(t, 0) = ∂xc(t, 1) = 0.
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Here k1, k−1 and T are positive constants and kA, kB and kC are the constant positive diffusion
coefficients.
The problem should be well-posed once appropriate initial conditions a(0, x) = a0(x), b(0, x) =
b0(x) and c(0, x) = c0(x) are given. In the case of reaction-diffusion systems, there are two dif-
ferent aspects of existence to consider: local (in time) existence and global (in time) existence
of solutions. The existence question is, in general, difficult to deal with. The well-posedness for
a general form of nonlinear parabolic system was obtained in [26]. In addition, they established
existence and uniqueness for specific, three species systems when the diffusion coefficients are
the same for all three species. In [7] the authors established global existence and uniqueness of
solutions to (E1) with constants k1 = k−1 = 1 and distinct diffusion coefficients kA, kB , kC .
2.1. Discretization by the Method of Lines (MOL). We now discretize (E1) in space only:
more precisely, we use the standard three-point stencil to approximate the second-order spatial
derivatives. Let N ≥ 2 and divide the interval [0, 1] into N subintervals of equal length h := 1/N ,
so that we have N + 1 mesh points spaced by h and numbered from 0 to N . The discretized
problem is
(E2)

a˙Nk (t) = −k1aNk (t)bNk (t) + k−1cNk (t) + (kA/h2)[aNk−1(t)− 2aNk (t) + aNk+1(t)]
b˙Nk (t) = −k1aNk (t)bNk (t) + k−1cNk (t) + (kB/h2)[bNk−1(t)− 2bNk (t) + bNk+1(t)]
c˙Nk (t) = k1a
N
k (t)b
N
k (t)− k−1cNk (t) + (kC/h2)[cNk−1(t)− 2cNk (t) + cNk+1(t)]
aNk (0) = N
∫ k/N
(k−1)/N a0(x) dx
bNk (0) = N
∫ k/N
(k−1)/N b0(x) dx
cNk (0) = N
∫ k/N
(k−1)/N c0(x) dx
aN0 (t) := a
N
1 (t), b
N
0 (t) := b
N
1 (t) and c
N
0 (t) := c
N
1 (t),
aNN+1(t) := a
N
N (t), b
N
N+1(t) := b
N
N (t) and c
N
N+1(t) := c
N
N (t)
for k = 1, ..., N , and (.= ddt ). For the left endpoint x = 0 (k = 0) we use the forward difference
approximation
∂xa(0, t) ≈ a
N
1 (t)− aN0 (t)
h
= 0,
so we assume aN0 (t) = a
N
1 (t). For the right endpoint x = 1 (k = N) we use the backward
difference approximation
∂xa(1, t) ≈
aNN (t)− aNN+1(t)
h
= 0,
which gives aNN+1(t) = a
N
N (t). The same holds for b and c. Let
~uN (t) :=
[
~aN (t)T ,~bN (t)T ,~cN (t)T
]T
∈ R3N
denote a solution of (E2) with the column vector ~aN (t) = [aN1 (t), . . . , a
N
N (t)]
T ∈ RN , and similar
definitions for ~bN (t),~cN (t) ∈ RN . (Note that ~uN (t) is a column vector as well.)
What we presented above is known as Method of Lines (MOL) [31]; this nomenclature comes
from the fact that we have reduced the original problem of finding a solution for (E1) at all
points in the space-time rectangular domain I× [0, T ] to the problem of finding a solution ~uN on
a finite number of lines in the space-time domain. By this method we store the concentrations
at N + 1 mesh points spaced by h and numbered 0 to N , and estimate the second derivatives
of these concentrations at every point by using these values. The result of carrying out this
procedure is a discretization of the system. The discretization is a set of ODEs (E2) which
formally reduce to the original PDE (E1) in the N → ∞ limit. Note that this method is also
called semi-discretization because (E1) is discretized in space only.
The setup of MOL described above is particularly intuitive for chemical networks. The space
is divided into N equal “boxes” of homogeneous chemical compositions, with species transitions
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Figure 1. Boxes k − 1, k and k + 1
between adjacent boxes accounting for diffusion; see Figure 1. The result is a reaction network
with 3N species whose mass-action dynamics is given by (E2). Clearly, the construction outlined
here can be done starting from any reaction network, and it is discussed in Appendix 5.6.
We now define the following functions in a piecewise fashion. For t > 0 let
aN (t, x) := aNk (t), b
N (t, x) := bNk (t), c
N (t, x) := cNk (t) if (k − 1)/N ≤ x < k/N.
Throughout the paper we denote by ‖ · ‖2 the L2(0, 1)-norm, and by | · | and 〈·, ·〉 the Euclidian
norm and inner product in any Rn.
We are now ready to present the main result of our paper:
Theorem 1. Assume that the initial data a0, b0 and c0 in L
∞(0, 1) such that a0 ≥ 0, b0 ≥ 0, and
c0 ≥ 0 a.e. in (0, 1). Then the solution ~uN of (E2) converges in L2(0, 1) to the solution (α, β, γ)
of (E1) in the sense
(3) lim
N→∞
[
‖aN (t, ·)− α(t, ·)‖2 + ‖bN (t, ·)− β(t, ·)‖2 + ‖cN (t, ·)− γ(t, ·)‖2
]
= 0
for all t ∈ [0, T ).
3. The Comparison Principle (Continuous and Discrete Problems)
Chen, Li and Wright [7] established a maximum principle for a version of (E1) on the whole
real line and the constants k−1 = k1 = 1, kA > 0, kB > 0, kC > 0. We adapt their proof to our
case; the adaptation (Theorem 2 below) is quite straightforward but we show its proof in some
detail, mainly because the same proof will work for the discrete problem (E2) if one replaces the
Heat Kernel by its discrete version.
We change the variables by setting
u1(t, x) := k1a(t, x), u2(t, x) := k1b(t, x), u3(t, x) := k1c(t, x),
so that (E1) becomes
(4)

∂tu1(t, x) = −u1(t, x)u2(t, x) + k−1u3(t, x) + kA ∂2xu1(t, x),
∂tu2(t, x) = −u1(t, x)u2(t, x) + k−1u3(t, x) + kB ∂2xu2(t, x),
∂tu3(t, x) = u1(t, x)u2(t, x)− k−1u3(t, x) + kC ∂2xu3(t, x).
and the boundary conditions become
(5)

∂xu1(t, 0) = ∂xu1(t, 1) = 0,
∂xu2(t, 0) = ∂xu2(t, 1) = 0,
∂xu3(t, 0) = ∂xu3(t, 1) = 0.
We also know that (see [7] or [30]) the solutions u1, u2, u3 stay nonnegative if the initial data
u1,0, u2,0 and u3,0 are nonnegative.
The following lemma, adapted from [7], will be used to prove Theorem 2.
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Lemma 1. Assume that u1,0, u2,0 and u3,0 are nonnegative. Then there exists a constant C such
that ∫ 1
0
ui(t, x) dx ≤ C for all t and for i = 1, 2, 3.
Proof. Equations (4) yield
∂t[u1(t, x) + u2(t, x) + 2u3(t, x)] = kA ∂
2
xu1(t, x) + kB ∂
2
xu2(t, x) + 2kC ∂
2
xu3(t, x),
and therefore
∂t
∫ 1
0
[u1(t, x) + u2(t, x) + 2u3(t, x)] dx =
= kA
∫ 1
0
∂2xu1(t, x) dx+ kB
∫ 1
0
∂2xu2(t, x) dx+ 2kC
∫ 1
0
∂2xu3(t, x) dx,
or, using the boundary conditions (5):
(6) ∂t
∫ 1
0
[u1(t, x) + u2(t, x) + 2u3(t, x)] dx = 0.
It follows that∫ 1
0
[u1(t, x) + u2(t, x) + 2u3(t, x)] dx =
∫ 1
0
[u1,0(x) + u2,0(x) + 2u3,0(x)] dx = C
is constant. Since u1, u2, u3 are nonnegative [7], we end up with∫ 1
0
ui(t, x) dx ≤ C
for all t and i = 1, 2, 3. 
Theorem 2. If the initial data a0, b0, c0 of the system (4) belong to L
∞(0, 1), then the solution
of (4) is uniformly bounded for all time.
Proof. Let Hi(t, x, y) denote the Neumann Heat Kernel of the linear parabolic equation
∂tv = Liv,
where L1 = kA∂2x, L2 = kB∂2x and L3 = kC∂2x. Note that H1(t, x, y) = H(kAt, x, y), H2(t, x, y) =
H(kBt, x, y), and H3(t, x, y) = H(kCt, x, y), where H is the Neumann Heat Kernel defined in
Appendix.
First, from the nonnegativity of the solutions, we have
∂tu1 − kA ∂2xu1 = −u1u2 + k−1u3,
which implies
(7) ∂tu1 − kA ∂2xu1 ≤ k−1u3.
For each fixed T > 0, we compare u1(T + ·, ·) with the solution of the linear equation
(8)
{
∂tv − L1v = k−1u3(T + t, x)
v(0, x) = u1(T, x).
We know that the solution of (8) is
v(T + t, x) =
∫
I
H(kAt, x, y)u1(y, T ) dy+
+
∫ t
0
∫
I
H(kA(t− s), x, y) k−1 u3(T + s, y) dy ds.
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With I1 and I2 denoting the first and second integral terms above, it now follows that
u1(T + t, x) ≤ I1 + I2.
When t is bounded away from 0, H(t, x, y) is bounded in a pointwise sense. In the following,
we assume that δ/2 ≤ t ≤ δ for some δ > 0. According to (59) (Appendix), the Neumann Heat
Kernel satisfies the bounds
0 ≤ H(t, x, y) ≤ 1 + 2f(4t) ≤ 1 + 2f(2δ) for all x, y ∈ I, t ≥ δ
2
,
where f is defined in Appendix (5.4). Therefore, the integral I1 can be easily bounded as
I1 =
∫
I
H1(t, x, y)u1(T, y) dy ≤ [1 + 2f(2kAδ)]
∫
I
u1(T, y) dy ≤ C[1 + 2f(2kAδ)],
where, by Lemma 1, C is a constant which is independent of T . As for the integral I2, we can
rewrite it as
I2 =
∫ t
0
∫
I
H1(t− s, x, y) k−1 u3(T + s, y) dy ds
=
∫ t− δ2
0
∫
I
H1(t− s, x, y) k−1 u3(T + s, y) dy ds +
+
∫ t
t− δ2
∫
I
H1(t− s, x, y) k−1 u3(T + s, y) dy ds
=:Iˆ2 + I˜2.
Next we estimate
Iˆ2 =
∫ t− δ2
0
∫
I
H1(t− s, x, y) k−1 u3(T + s, y) dy ds
≤
∫ t− δ2
0
(1 + 2f(4kA(t− s)))k−1
∫
I
u3(T + s, y) dy ds
≤ k−1C
∫ t− δ2
0
(1 + 2f(4kA(t− s))) ds
≤ k−1Cδ
2
+
k−1C
2kA
∫ 4kAδ
2kAδ
f(τ)dτ = O(δ).
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For the integral I˜2, we use Ho¨lder’s inequality to get, for any∞ > p, q > 1 such that 1/p+1/q = 1,
I˜2 =
∫ t
t− δ2
∫
I
H1(t− s, x, y) k−1 u3(T + s, y) dy ds
≤
∫ t
t− δ2
∣∣∣∣∫
I
H1(t− s, x, y) k−1 u3(T + s, y) dy
∣∣∣∣ ds
≤ k−1
∫ t
t− δ2
(∫
I
∣∣H1(t− s, x, y)∣∣q dy)1/q (∫
I
|u3(T + s, y)|p dy
)1/p
ds
≤ k−1
∫ t
t− δ2
(∫
I
|1 + 2f(4kA(t− s))|q dy
)1/q (∫
I
|u3(T + s, y)| |u3(T + s, y)|p−1 dy
)1/p
ds
≤ k−1
∫ t
t− δ2
|1 + 2f(4kA(t− s))|
(
‖u3(T + s, ·)‖p−1∞
∫
I
|u3(T + s, y)| dy
)1/p
ds
≤ Ck−1 max
t− δ2≤s≤t
‖u3(T + s, ·)‖
p−1
p∞
∫ t
t− δ2
[1 + 2f (4kA (t− s))] ds
≤ Ck−1
(
δ
2
+
1
2kA
∫ 2kAδ
0
f(τ)dτ
)
max
t− δ2≤s≤t
‖u3(T + s, ·)‖
p−1
p∞ .
Therefore, we get
u1(T + t, x) ≤ C + C max
t− δ2≤s≤t
‖u3(T + s, ·)‖
p−1
p∞ ,
where the constant C1 depends on δ (in fact, due to the integrability of f , C1 tends to zero as δ
tends to zero). Since δ2 ≤ t ≤ δ, we deduce
(9) max
T+ δ2≤s≤T+δ
‖u1(s, ·)‖∞ ≤ C + C max
T≤s≤T+δ
‖u3(s, ·)‖
p−1
p∞ .
Applying the same argument to the equation for u2 from the system (4), we also have
(10) max
T+ δ2≤s≤T+δ
‖u2(s, ·)‖∞ ≤ C + C max
T≤s≤T+δ
‖u3(s, ·)‖
p−1
p∞ .
Finally, from the third equation of the system (4), we have
∂tu3 − kC ∂2xu3 = u1u2 − k−1u3,
which implies
∂tu3 − kC ∂2xu3 ≤ u1u2.
Just as before, one gets
u3(T + t, x) ≤ C + C max
t− δ2≤s≤t
‖u1(T + s, ·)‖∞‖u2(T + s, ·)‖(p−1)/p∞ ,
which yields
(11) max
T+ δ2≤s≤T+δ
‖u3(s, ·)‖∞ ≤ C + C max
T≤s≤T+δ
‖u1(s, ·)‖∞‖u2(s, ·)‖(p−1)/p∞ .
As in [7], we can use (9)–(11) to get
(12) max
T+ δ2≤s≤T+δ
‖u3(s, ·)‖∞ ≤ C + C max
T− δ2≤s≤T+δ
‖u3(s, ·)‖ω∞,
where
ω :=
p− 1
p
+
(
p− 1
p
)2
.
We choose
1 < p <
2
3−√5 , so that 0 < ω < 1.
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Once more, as in [7], we infer
(13) max
T+ δ2≤s≤T+δ
‖u3(s, ·)‖∞ ≤ C + C
(
max
T− δ2≤s≤T+ δ2
‖u3(s, ·)‖ω∞ + max
T+ δ2≤s≤T+δ
‖u3(s, ·)‖ω∞
)
,
which implies
(14) max
T+ δ2≤s≤T+δ
‖u3(s, ·)‖∞ ≤ C + C2 max
T− δ2≤s≤T+ δ2
‖u3(s, ·)‖ω∞.
Denote
M(t) := max
t− δ2≤s≤t+ δ2
‖u3(s, ·)‖ω∞.
Then, one can derive (see [7]) from (14) that
M(t) ≤ C2 + C3
[
M
(
t− δ
2
)]ω
for all
δ
2
≤ t ≤ δ.
Since 0 < ω < 1, we deduce u3 is bounded for all time if M(
δ
2 ) < ∞, and thus, u1 and u2 are
also bounded for all time. This completes the proof of the theorem. 
Note that the proof of the Theorem 2 goes through if we replace H by HN (i.e. the discrete
Neumann Heat Kernel on I). Indeed, as shown in Appendix, Subsection 5.4, HN has all the
desired properties.
Theorem 3. Assume that the initial data a0, b0, c0 in the system (E2) are essentially bounded
by a positive constant M . Then there exists a finite constant M˜ such that for all N , k = 1, 2, ..., N
and t ∈ (0,∞) we have
aNk (t), b
N
k (t), c
N
k (t) ∈ [0, M˜ ]
Proof. We can apply the same proof as above, by replacing the Heat Kernel H by HN and using
(50), (51) and (52). 
4. Convergence
In this section we will prove the main result. We first need to check the consistency of the
MOL scheme when applied to our system.
We solve (E1) with initial data a0, b0, c0, and denote by (α, β, γ) a solution. Let N ≥ 2 be
integer. For each t ≥ 0, we define the column vectors ~αN (t), ~βN (t), ~γN (t) whose components are
αNk (t) := α(t, (k − 1)/N) for all k = 1, ..., N,
βNk (t) := β(t, (k − 1)/N) for all k = 1, ..., N,
γNk (t) := γ(t, (k − 1)/N) for all k = 1, ..., N.
For t > 0 and (k − 1)/N ≤ x < k/N define
(15) αN (t, x) := αNk (t), β
N (t, x) := βNk (t), γ
N (t, x) := γNk (t)
and let
(16) ~vN (t) =
[
~αN (t)T , ~βN (t)T , ~γN (t)T
]T
∈ R3N .
Also, let us denote the discrete Laplacian matrix with Neumann boundary condition on I by
(17) ∆N := N2

−1 1 0 0 0 . . . 0
1 −2 1 0 0 . . . 0
0 1 −2 1 0 . . . 0
...
...
...
...
...
...
...
0 0 . . . 0 1 −2 1
0 0 . . . 0 0 1 −1

N×N
.
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Next, consider the vector field F˜N : R3N → R3N given by
F˜N =
 FNFN
−FN
 ,
where FN : R3N → RN ,
FN ([~aT ,~bT ,~cT ]T ) =
 −k1a1b1 + k−1c1...
−k1aNbN + k−1cN

for generic column vectors ~a,~b,~c ∈ RN .
Let ∆˜N be the (3N) × (3N) block-diagonal matrix whose diagonal blocks are the matrices
kA∆
N , kB∆
N and kC∆
N . Note that the discrete system (E2) can now be written as
(18)
d
dt
~uN (t) = F˜N
(
~uN (t)
)
+ ∆˜N~uN (t)
and consists of three coupled systems
~˙aN (t) = FN
(
~uN (t)
)
+ kA∆
N~aN (t),
~˙bN (t) = FN
(
~uN (t)
)
+ kB∆
N~bN (t),
~˙cN (t) = −FN (~uN (t))+ kC∆N~cN (t).
4.1. A consistency estimate. We begin by proving an estimate on the space truncation error;
this is called a consistency estimate. This is the error obtained by “plugging” the solution to the
continuous problem (E1) into the approximating discrete scheme. In order to do that, note that
we can write a system of equations for ~v (defined in (16)) in the form
(19)
d
dt
~vN (t) = F˜N
(
~vN (t)
)
+ ∆˜N~vN (t) + ~εN (t).
Here ~εN (t) :=
[
~εN,α(t), ~εN,β(t), ~εN,γ(t)
]T ∈ R3N , where ~εN,α ∈ RN has components
εN,αk (t) := kA∂
2
xα (t, (k − 1)/N)− kAN2
[
αNk−1(t)− 2αNk (t) + αNk+1(t)
]
,
and ~εN,β , ~εN,γ are defined similarly. It is readily seen that
(20)
∣∣εN,αk (t)∣∣ ≤ 1N ∥∥∂3xα(t, ·)∥∥L∞(0,1) ,
and similarly for β, γ; this implies that a consistency estimate boils down to bounding the third
spatial derivates, which we pursue next:
Theorem 4. Let a0, b0, c0 ∈ L∞(0, 1) and a0 ≥ 0, b0 ≥ 0, c0 ≥ 0 a.e. in I. Let kA, kB , kC ≥ 0
and k−1, k1 > 0. Consider the solution (α, β, γ) for the system (E1) with initial data a0, b0, c0.
Fix 0 < T < ∞. Then for any integer j ≥ 1 and any 0 < δ < T the derivatives ∂jxα, ∂jxβ, ∂jxγ
belong to L∞((δ, T )× I), with norm upper bounds depending only on j, δ, T, M, k−1, k1.
Proof. By Duhamel’s Principle, we have
α(t, x) =
∫
I
H (kA(t− δ), x, y) α(δ, y) dy(21)
+
∫ t
δ
∫
I
H (kA(t− s), x, y)
[
k−1γ(s, y)− k1α(s, y)β(s, y)
]
dy ds
for t > δ ≥ 0. It is easy to see that∫
I
∣∣∣∂yH (kAt, x, y) ∣∣∣ dy ≤ C(kA, δ, T ) <∞
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for all δ ≤ t < T ,uniformly in x ∈ I.
Proposition 1 also guarantees, in light of the property (5′) of H (see Appendix 5.1), that, for
all t ∈ (0, T ], the kernel H(t, x, y) satisfies (uniformly in x ∈ I)∫ t
δ
∫
I
∣∣∣∂xH (kA(t− s), x, y) ∣∣∣ dy ds ≤ C(kA, δ, T ) <∞.
Therefore, we can differentiate under the integral in (21) to see that, if 2δ ≤ t ≤ T , then α(t, ·)
is differentiable on (0, 1), and
∂xα(t, x) =
∫
I
∂xH (kA(t− δ), x, y) α(δ, y) dy
+
∫ t
δ
∫
I
∂xH (kA(t− s), x, y)
[
k−1γ(s, y)− k1α(s, y)β(s, y)
]
dy ds.
Now, using property (5’) of H again, and and replacing ∂xH by −∂yHD, we get
∂xα(t, x) =−
∫
I
∂yHD (kA(t− δ), x, y) α(δ, y) dy(22)
−
∫ t
δ
∫
I
∂yHD (kA(t− s), x, y)
[
k−1γ(s, y)− k1α(s, y)β(s, y)
]
dy ds.
Therefore, α(t, ·) is differentiable on (0, 1). The Neumann boundary conditions also give that
∂xα(t, 0) = ∂xα(t, 1) = 0, so α(t, ·) is differentiable on I, with zero slopes at boundary.
Obviously, β and γ enjoy the same regularity. Thus, we can integrate by parts (in space) (22)
to get
∂xα(t, x) =
∫
I
HD (kA(t− δ), x, y) ∂yα(δ, y) dy(23)
+
∫ t
δ
∫
I
HD (kA(t− s), x, y)
[
k−1∂yγ(s, y)− k1α(s, y)∂yβ(s, y)−
− k1β(s, y)∂yα(s, y)
]
dy ds,(24)
where we used that HD(t, x, 0) = HD(t, x, 1) = 0 for all t > 0, x ∈ I.
Let u(t, x) := ∂xα(t, x), v(t, x) := ∂xβ(t, x), w(t, x) := ∂xγ(t, x). From (23), we get
|u(t, x)| ≤
∣∣∣∣∫
I
HD(kA(t− δ), x, y)u(δ, y) dy
∣∣∣∣+
+
∫ t
δ
{
k−1
∣∣∣∣∫
I
HD(kA(t− s), x, y)w(s, y) dy
∣∣∣∣+
+ k1M
∣∣∣∣∫
I
HD(kA(t− s), x, y) v(s, y) dy
∣∣∣∣+
+ k1M
∣∣∣∣∫
I
HD(kA(t− s), x, y)u(s, y) dy
∣∣∣∣ } ds.
Since for any f ∈ L∞(I), g(t, x) := ∫
I
HD(kAt, x, y)f(y)dy satisfies g(0, ·) = f and solves
∂tg−kA∂2xg = 0 with Dirichlet boundary conditions, we conclude that each term whose absolute
value is taken in the right hand side of the above inequality is the solution of the Dirichlet
problem originating from the indicated function and evaluated at a later time; by property (2)
of HD (Appendix 5.1) we conclude
|u(t, x)| ≤ ‖u(δ, ·)‖∞ +
∫ t
δ
{
k1M
(
‖u(s, ·)‖∞ + ‖v(s, ·)‖∞
)
+ k−1‖w(s, ·)‖∞
}
ds.
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Let λ(k−1, k1,M) := max{k1M,k−1}. Then, for all x ∈ I we have
|u(t, x)| ≤ ‖u(δ, ·)‖∞ + λ(k−1, k1,M)
∫ t
δ
(
‖u(s, ·)‖∞ + ‖v(s, ·)‖∞ + ‖w(s, ·)‖∞
)
ds.
Likewise, we get
|v(t, x)| ≤ ‖v(δ, ·)‖∞ + λ(k−1, k1,M)
∫ t
δ
(
‖u(s, ·)‖∞ + ‖v(s, ·)‖∞ + ‖w(s, ·)‖∞
)
ds,
and
|w(t, x)| ≤ ‖w(δ, ·)‖∞ + λ(k−1, k1,M)
∫ t
δ
(
‖u(s, ·)‖∞ + ‖v(s, ·)‖∞ + ‖w(s, ·)‖∞
)
ds.
By addition and an application of Gronwall’s Lemma, we get
(25) ‖u(t, ·)‖∞ + ‖v(t, ·)‖∞ + ‖w(t, ·)‖∞ ≤ C1(k−1, k1, δ, T,M) for all t ∈ [2δ, T ].
We now return to (23) and, using now that the Dirichlet Kernel satisfies (see Appendix 5.1)∫
I
|∂xHD(t, x, y)| dy <∞ for t ≥ 2δ, uniformly in x ∈ I,
and ∫ t
δ
∫
I
|∂xHD(t− s, x, y)| dy ds ≤ C(kA, δ, T ) <∞,
we conclude that we can differentiate again with respect to x under the integral signs. Therefore,
we have
∂2xα(t, x) =
∫
I
∂xHD (kA(t− δ), x, y) u(δ, y) dy+
+
∫ t
δ
∫
I
∂xHD (kA(t− s), x, y)
[
k−1w(s, y)−
− k1β(s, y)u(s, y)− k1α(s, y)v(s, y)
]
dy ds.
Next we replace ∂xHD by −∂yH (property (5) of H in Section 5.1), and note that even though
H(t, x, ·) is not equal to zero at y = 0, 1, we can still integrate by parts and get rid of the
boundary terms because u(s, ·), v(s, ·), w(s, ·) are all zero at y = 0, 1 for all s ∈ [δ, t]. Therefore,
we get
∂2xα(t, x) =
∫
I
H(kA(t− δ), x, y)∂yu(δ, y) dy+(26)
+
∫ t
δ
∫
I
H (kA(t− s), x, y)
[
k−1∂yw(s, y)− 2k1u(s, y)v(s, y)−(27)
− k1β(s, y)∂yu(s, y)− k1α(s, y)∂yv(s, y)
]
dy ds.
Property (2′) of H in Section 5.1 implies
∥∥∂2xα(t, ·)∥∥∞ = sup
x∈I
∣∣∂2xα(t, x)∣∣ ≤ ∥∥∂2yα(δ, ·)∥∥∞ + ∫ t
δ
[
k−1
∥∥∂2yγ(s, ·)∥∥∞+
+ 2k1 ‖u(s, ·)‖∞ ‖v(s, ·)‖∞ + k1M
∥∥∂2yα(s, ·)∥∥∞+
+ k1M
∥∥∂2yβ(s, ·)∥∥∞ ] ds.
We use (25) to bound the term ‖u(s, ·)‖∞ ‖v(s, ·)‖∞, write the corresponding inequalities for the β
and γ terms, add them up and use Gronwall’s Lemma again to get a bound C2(k−1, k1, δ, T,M) <
∞ on ∥∥∂2xα(t, ·)∥∥∞ + ∥∥∂2xβ(t, ·)∥∥∞ + ∥∥∂2xγ(t, ·)∥∥∞ for t ∈ [2δ, T ].
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From (26), we differentiate again in x to get (after using the property (5′) for H yet again)
∂3xα(t, x) = −
∫
I
∂yHD
(
kA(t− δ), x, y
)
∂2yα(δ, y) dy−
−
∫ t
δ
∫
I
∂yHD (kA(t− s), x, y)
[
k−1∂2yγ(s, y)− 2k1∂yα(s, y)∂yβ(s, y)−
− k1β(s, y)∂2yα(s, y)− k1α(s, y)∂2yβ(s, y)
]
dy ds.
This time we deal with the Dirichlet Kernel once more, so even if ∂2yα(δ, y) and the likes do not
vanish at y = 0, 1, HD(t, x, ·) does for all t > 0 and all x ∈ I. Therefore, we can once more
integrate by parts to get
∂3xα(t, x) =
∫
I
HD (kA(t− δ), x, y) ∂3yα(δ, y) dy+
+
∫ t
δ
∫
I
HD (kA(t− s), x, y)
[
k−1∂3yγ(s, y)− 3k1∂2yα(s, y)∂yβ(s, y)−
− 3k1∂yα(s, y)∂2yβ(s, y)− k1β(s, y)∂3yα(s, y)− k1α(s, y)∂3yβ(s, y)
]
dy ds,
which implies∣∣∂3xα(t, x)∣∣ ≤ ∥∥∂3yα(δ, ·)∥∥∞ + ∫ t
δ
{
k−1
∥∥∂3yγ(s, ·)∥∥∞ + C˜(k−1, k1,M, T, δ)
+ k1M
∥∥∂3yα(s, ·)∥∥∞ + k1M ∥∥∂3yβ(s, ·)∥∥∞ } ds.
Again, by Gronwall’s Lemma, we get∥∥∂3xα(t, ·)∥∥∞ + ∥∥∂3xβ(t, ·)∥∥∞ + ∥∥∂3xγ(t, ·)∥∥∞ ≤ C3(k−1, k1,M, T, δ) <∞.
The procedure can be continued to get bounds of the type
(28)
∥∥∂jxα(t, ·)∥∥∞ + ∥∥∂jxβ(t, ·)∥∥∞ + ∥∥∂jxγ(t, ·)∥∥∞ ≤ C(j, k−1, k1,M, T, δ) <∞
for all orders of differentiation j ≥ 1. 
Remark 1. The regularity assumed on initial data in Theorem 4 prevents us from obtaining
uniform bounds as δ → 0. Thus, Theorem 3.1 in [37] cannot directly be applied here to yield a
uniform (in time) consistency estimate.
Since k1, k−1, and M are fixed here, the bound in Theorem 4 for third order derivatives only
depends on δ and T . Denoting this quantity by C(δ, T ), the consistency estimate now follows:
Theorem 5. For any 0 < δ < T <∞ there exists a real constant C(δ, T ) such that
(29) |~εN (t)|2 ≤ 1
N
C(δ, T ) for all integers N ≥ 2 and all t ∈ [δ, T ].
4.2. Proof of Theorem 1. Fix T > 0 and a0, b0, c0 ∈ L∞(0, 1). Let us begin by noticing that
(3) hold for t = 0 (see Appendix, Subsection 5.5). For t ∈ (0, T ) the proof is presented in three
steps: first we prove that
lim
N→∞
[
‖α(t, ·)− αN (t, ·)‖2 + ‖β(t, ·)− βN (t, ·)‖2 + ‖γ(t, ·)− γN (t, ·)‖2
]
= 0.
This is a straightforward consequence of Theorem 4, for j = 1. Indeed, since
‖α(t, ·)− αN (t, ·)‖22 =
N∑
k=1
∫ k/N
(k−1)/N
|α(t, x)− α(t, (k − 1)/N)|2dx,
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the bound on ∂xα(t, ·) provided by Theorem 4 shows that this quantity tends to vanish asN →∞.
The same is, obviously, true about the β and γ terms. Thus, (3) would follow from
(30) lim
N→∞
[
‖aN (t, ·)− αN (t, ·)‖2 + ‖bN (t, ·)− βN (t, ·)‖2 + ‖cN (t, ·)− γN (t, ·)‖2
]
= 0.
Next, let us prove (30). Let us define eN (t) by
1
2
[ ∥∥aN (t, ·)− αN (t, ·)∥∥2 + ∥∥bN (t, ·)− βN (t, ·)∥∥2 + ∥∥cN (t, ·)− γN (t, ·)∥∥2 ]
Thus,
eN (t) =
1
2N
[ ∣∣~aN (t)− ~αN (t)∣∣2 + ∣∣∣~bN (t)− ~βN (t)∣∣∣2 + ∣∣~cN (t)− ~γN (t)∣∣2 ]
=
1
2N
∣∣~uN (t)− ~vN (t)∣∣2 .
Take the time derivative to see that
(31) e˙N (t) =
1
N
〈
~uN (t)− ~vN (t), d
dt
~uN (t)− d
dt
~vN (t)
〉
.
From (18), (19) and (31) we obtain
e˙N (t) =
1
N
〈
~uN (t)− ~vN (t), F˜N (~uN (t))− F˜N (~vN (t))〉(32)
+N
〈
~uN (t)− ~vN (t), ∆˜N [~uN (t)− ~vN (t)]〉
+
1
N
〈
~uN (t)− ~vN (t), ~εN (t)〉 .
For the first term in the right hand side of the above display we use the Mean Value Theorem
for vector fields to write
(33) F˜N (~uN (t))− F˜N (~vN (t)) =
∫ 1
0
DF˜N ((1− θ)~uN (t) + θ~vN (t)) dθ ~y(t)
where ~y(t) := ~uN (t)− ~vN (t) and DF˜N denotes the Jacobian matrix of F˜N , i.e.
(34) DF˜N ([~aT ,~bT ,~cT ]T ) =
 B A CB A C
−B −A −C
 ∈ R3N×3N
with generic column vectors ~a,~b,~c ∈ RN and A = −k1 diag(~a), B = −k1 diag(~b) and C = k−1 I
(I denotes the identity matrix). Equation (33) yields (we drop the argument t to unburden the
notation):
~yT [F˜N (~uN )− F˜N (~vN )] =
∫ 1
0
~yT [DF˜N ((1− θ)~uN + θ~vN )] ~y dθ .
We now fix [~aT ,~bT ,~cT ]T := (1− θ)~uN + θ~vN and let M˜ be a uniform (with respect to N , k and
T ) upper bound on the components of a, b˜, c˜, as per Theorems 2 and 3. Then we set the column
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vector ~y = [~y1T , ~y2T , ~y3T ]T (where ~y1, ~y2, ~y3 are column vectors in RN ) and use (34) to get
~yT [DF˜N ((1− θ)~uN + θ~vN )] ~y = [~y1T , ~y2T , ~y3T ]
 B A CB A C
−B −A −C
 ~y1~y2
~y3
 ≤(35)
≤ [~y1T , ~y2T , ~y3T ]
 k1M˜I k1M˜I k−1Ik1M˜I k1M˜I k−1I
0 0 0
 ~y1~y2
~y3
 =
= k1M˜ [(~y
1T~y1 + ~y
2T~y2) + ~y
1T~y2 + ~y2T~y
1)] + k−1(~y1T~y3 + ~y2T~y3) ≤
≤ k1M˜(|~y|2 + 1
2
|~y|2 + 1
2
|~y|2) + k−1(1
2
|~y|2 + 1
2
|~y|2) =
= (2k1M˜ + k−1)|~y|2
(this is what is generally known as a bound on the logarithmic norm of the Jacobian). Thus,
1
N
〈
~uN (t)− ~vN (t), F˜N (~uN (t))− F˜N (~vN (t))〉 ≤ C(M˜) eN (t),
where C(M˜) = 2k1M˜ + k1 ∈ R is independent of N , t and T .
The term in the middle of the right hand side of (32) is nonpositive because −∆˜N is a
nonnegative-definite matrix. Finally, in light of the Cauchy-Schwarz inequality and (28), the last
term in the right hand side of (32) is bounded above by
eN (t) +
1
2N
|~εN (t)|2 ≤ eN (t) + 3C
2(δ, T )
2N2
.
Thus, we have
e˙N (t) ≤ (C(M˜) + 1) eN (t) + 3C
2(δ, T )
2N2
for all δ ≤ t ≤ T,
which implies
(36) e˙N (t) ≤ C1eN (t) + E(N, δ),
for some constant C1 = (C(M˜) + 1) which is independent of t, N and E(N, δ) :=
3C2(δ,T )
2N2 . Then
(37)
d
dt
(exp(−C1t)eN (t)) ≤ E(N, δ) exp(−C1t),
Fix 0 < t < T for given T > 0, and let δ ∈ (0, t). Integrate (37) from δ to t to get
eN (t) ≤ exp(C1(t− δ)) eN (δ) + E(N, δ)
C1
[exp(C1(t− δ))− 1]
and then let N go to infinity to conclude
lim sup
N→∞
eN (t) ≤ exp(C1(t− δ)) lim sup
N→∞
eN (δ) for all t ∈ [δ, T ].
Finally, let δ → 0+ to obtain
(38) lim sup
N→∞
eN (t) ≤ C(T ) lim inf
δ→0+
lim sup
N→∞
eN (δ),
where C(T ) = exp(C1T ). In view of (38) the proof of the theorem is complete once we show that
(39) lim inf
δ→0+
lim sup
N→∞
eN (δ) = 0,
which we do next.
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Recall that
eN (δ) =
1
2N
N∑
k=1
∣∣α(δ, kh)− aN (δ, kh)∣∣2 + 1
2N
N∑
k=1
∣∣β(δ, kh)− bN (δ, kh)∣∣2 +(40)
+
1
2N
N∑
k=1
∣∣γ(δ, kh)− cN (δ, kh)∣∣2 .
Since
α(δ, x) =
∫
I
H1(δ, x, y) a0(y) dy +
∫ δ
0
∫
I
H1(s, x, y)f1(δ − s, y) dy ds,
we have
α(δ, kh) =
∫
I
H1(δ, kh, y) a0(y) dy +
∫ δ
0
∫
I
H1(s, kh, y)f1(δ − s, y) dy ds.
Similarly, using the discrete Heat Kernel HN1 ,
aN (δ, kh) =
∫
I
HN1 (δ, kh, y) a
N
0 (y) dy +
∫ δ
0
∫
I
HN1 (s, kh, y)f
N
1 (δ − s, y) dy ds,
where aN0 (y) := −
∫ khN
(k−1)hN a0(u) du if (k − 1)hN ≤ y < khN , and
fN1 (s, y) := −k1aN (s, y)bN (s, y) + k−1cN (s, y).
Fix k ∈ {1, . . . , N} to get the estimate∣∣α(δ, kh)− aN (δ, kh)∣∣ ≤ ∣∣∣∣ ∫
I
H1(δ, kh, y) a0(y) dy −
∫
I
HN1 (δ, kh, y) a
N
0 (y) dy
∣∣∣∣(41)
+ (k1M
2 +K−1M)
∫ δ
0
∫
I
|H1(s, kh, y)| dy ds
+ (k1M˜
2 +K−1M˜)
∫ δ
0
∫
I
∣∣HN1 (s, kh, y)∣∣ dy ds.
H1 is nonnegative and to integrates to 1 in each spatial variable, so∫
I
|H1(δ, kh, y)| dy = 1 for all k = 1, . . . , N,
and it follows that∫ δ
0
∫
I
∣∣HN1 (s, kh, y)∣∣ dy ds ≤ ∫ δ
0
[1 + 2f(4kAs)] ds = δ +
1
2
∫ 4kAδ
0
f(s) ds.
Since f(t) =
∑∞
k=1 e
−k2t is positive and integrable on (0,∞) (see Appendix, Subsection 5.4), we
have
lim
δ→0+
[
δ +
1
2
∫ 4kAδ
0
f(s) ds
]
= 0.
We have thus obtained bounds on the last two terms in the right hand side of (41), depending
only on δ, and not on k, N . Moreover, these bounds tend to 0 as δ → 0+. Now focus on the first
term in the right hand side of (41) (call it T1). We have
T1 ≤
∫
I
H1(δ, kh, y)
∣∣a0(y)− aN0 (y)∣∣ dy + ∫
I
∣∣H1(δ, kh, y)−HN1 (δ, kh, y)∣∣ aN0 (y) dy.
Equation (59) in Appendix 5.4 yields H1(δ, kh, y) ≤ 1 + 2f(4kAδ) =: C(δ) for all y ∈ I. Since
aN0 converges in L
1(I) to a0, we may take N sufficiently large so that
∥∥a0 − aN0 ∥∥L1(0,1) ≤ δ/C(δ)
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(Proposition 2 in Appendix 5.5). Since
∣∣aN0 (y)∣∣ ≤ M˜ for all N, y, we get
T1 ≤ δ
∫
I
H1(δ, kh, y) dy + M˜
∫
I
∣∣H1(δ, kh, y)−HN1 (δ, kh, y)∣∣ dy
= δ + M˜
∫
I
∣∣H1(δ, kh, y)−HN1 (δ, kh, y)∣∣ dy
if N is sufficiently large.
But for all t > 0, HN1 (t, ·, ·) converges uniformly to H1(t, ·, ·) (see Appendix 5.3). Therefore,
we have
M˜
∫
I
∣∣H1(δ, kh, y)−HN1 (δ, kh, y)∣∣ dy ≤ δ
if N is sufficiently large, and so
∣∣α(δ, kh)− aN (δ, kh)∣∣ ≤ 2δ + δ (k1M2 + k−1M)+
+
(
k1M˜
2 + k−1M˜
) [
δ +
1
2
∫ 4kAδ
0
f(s) ds
]
.
It is shown similarly that the exact same bound works for |β(δ, kh)− bN (δ, kh)| and |γ(δ, kh)−
cN (δ, kh)|, and therefore for sufficiently large N (40) yields
eN (δ) ≤ 3
(
2δ + δ
(
k1M
2 + k−1M
)
+
(
k1M˜
2 + k−1M˜
) [
δ +
1
2
∫ 4kAδ
0
f(s) ds
])2
.
The bound B(δ) above depends on δ only, and thus
lim inf
δ→0+
lim sup
N→∞
eN (δ) ≤ lim inf
δ→0+
B(δ) = lim
δ→0+
B(δ) = 0.
This concludes the argument for (38), and the proof of Theorem 1.
5. Appendix
5.1. Heat Kernels.
A. Dirichlet Heat Kernel. Let I := (0, 1). Then, HD : (0,∞)× I × I → R given by
HD(t, x, y) := 2
∞∑
j=1
e−j
2pi2t sin(jpix) sin(jpiy)
is the Dirichlet Heat Kernel associated to I; that is, for any u0 ∈ L∞(I), the function u0 :
(0,∞)× I → R given by
u(t, x) =
∫
I
HD(t, x, y)u0(y) dy
is the unique solution to
(42)

∂tu = ∂
2
xu in (0,∞)× I
u(·, 0) = u(·, 1) = 0 in (0,∞)
u(0, ·) = u0(·) in I.
Properties of HD.
(1) u(t, x) =
∫
I
HD(t− δ, x, y)u(δ, y) dy for every t > δ ≥ 0.
(2) Maximum Principle:
max
t∈[0,∞)
x∈I
u(t, x) ≤ max
I
u0.
(3) We have HD > 0 in (0,∞)× I × I, and∫
I
HD(t, x, z)dz ≤ 1,
∫
I
HD(t, z, y)dz ≤ 1 for all x, y ∈ I.
CHEMICAL REACTION-DIFFUSION NETWORKS; CONVERGENCE OF THE METHOD OF LINES 17
(4) It is known that (see, e.g., [11]), there exists a positive constant CD > 0 such that
HD(t, x, y) ≤ CD√
t
exp
{
− (x− y)
2
8t
}
for all t > 0, x, y ∈ I.
Note that −u is also the solution for the initial data −u0. So, by the maximum principle, we
also have
min
t∈[0,+∞)
x∈I
u(t, x) ≥ min
I
u0.
So, in general, we have
‖u(t, ·)‖∞ ≤ ‖u(δ, ·)‖∞ for all t > δ ≥ 0.
B. Neumann Heat Kernel. Let H : (0,∞)× I × I → R given by
(43) H(t, x, y) := 1 + 2
∞∑
j=1
e−j
2pi2t cos(jpix) cos(jpiy).
This is the Neumann Heat Kernel associated to I; that is, the function (for any given u0 ∈ L∞(I))
u(t, x) =
∫
I
H(t, x, y)u0(y) dy
is the unique solution to
(44)

∂tu = ∂
2
xu in (0,∞)× I
∂xu(·, 0) = ∂xu(·, 1) = 0 in (0,∞)
u(0, ·) = u0(·) in I.
Properties of H. :
(1′) u(t, x) =
∫
I
H(t− δ, x, y)u(δ, y) dy for all t > δ ≥ 0.
(2′) H ≥ 0 on its domain and∫
I
H(t, x, y) dy =
∫
I
H(t, x, y) dx = 1 for all x, y ∈ I, and all t > 0.
(3′) From (1′) and (2′), we also get
‖u(t, ·)‖∞ ≤ ‖u(δ, ·)‖∞ for all t > δ ≥ 0.
(4′) It is known that (see, e.g., [8]), there exists a positive constant CN > 0 such that
H(t, x, y) ≤ CN√
t
exp
{
− (x− y)
2
8t
}
for all t > 0, and all x, y ∈ I.
(5′) ∂xH(t, x, y)+∂yHD(t, x, y) = ∂yH(t, x, y)+∂xHD(t, x, y) = 0 for all x, y ∈ I, and t > 0.
Proposition 1. There exists a positive real number C such that∫
I
|∂yH˜(t, x, y)|dy ≤ Ct−3/4 for all (t, x) ∈ (0,∞)× I,
where H˜ is either HD or H.
Proof. In the proof of Theorem 1.1 [23], the author shows that if HD satisfies (on some bounded
and open subset Ω of a smooth, connected, complete noncompact Riemannian manifoldM), for
every (t, x) ∈ (0, T )× I, that
E0(t, x) :=
∫
Ω
|HD(t, x, y)|2e
(x−y)2
4t dy ≤ 1
f(t)
for some 0 < T <∞ and some positive f ∈ L1(0, T ), then
E1(t, x) :=
∫
Ω
|∂yHD(t, x, y)|2e
(x−y)2
4t dy ≤ 5
F (t)
for all (t, x) ∈ (0, T )× I,
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where F (t) :=
∫ t
0
f(s)ds. From (4) of the above properties for HD, we see that if we takeM = R
and Ω = I, then we have the desired bound on E0 with f(t) = t/C
2
D. We deduce∫
I
|∂yHD(t, x, y)|2e
(x−y)2
4t dy ≤ 10C
2
D
t2
for all (t, x) ∈ (0, T )× I,
which, by Cauchy-Schwarz, yields(∫
I
|∂yHD(t, x, y)|dy
)2
≤ 10C
2
D
t2
∫
I
e−
(x−y)2
4t dy ≤ 20√pi C2D t−3/2.
So, in the case H = HD, the statement is proved for C :=
√
20
√
pi CD. A careful inspection
of the proof of Theorem 1.1 [23] reveals that the same argument works for the Neumann Heat
Kernel, so, in light of the property (4′) above, we get the desired bound in this case as well. 
Recall that the solution (α, β, γ) of (E1) with Neumann BC satisfies
α(t, x) =
∫
I
H(t, x, y) a0(y) dy+(45)
+
∫ t
0
∫
I
H(t− s, x, y) [k−1γ(s, y)− k1α(s, y)β(s, y)] dy ds,
β(t, x) =
∫
I
H(t, x, y) b0(y) dy+(46)
+
∫ t
0
∫
I
H(t− s, x, y) [k−1γ(s, y)− k1α(s, y)β(s, y)] dy ds,
γ(t, x) =
∫
I
H(t, x, y) c0(y) dy+(47)
+
∫ t
0
∫
I
H(t− s, x, y) [−k−1γ(s, y) + k1α(s, y)β(s, y)] dy ds.
Let us now mimic this representation formula in the discrete case below.
5.2. The Neumann Heat Kernel associated to the discrete case. Now, we solve the
system
(48) u˙Nk (t) =
1
h2N
(
uNk−1(t)− 2uNk (t) + uNk+1(t)
)
,
where k = 1, . . . , N and uN0 (t) := u
N
1 (t), u
N
N (t) =: u
N
N+1(t) (the Neumann BC). We define
hN =
1
N .
We can set
UN (t) :=
[
uN1 (t), . . . , u
N
N (t)
]
and rewrite the system (48) as
U˙N (t) = ∆NUN (t).
Note that the matrix ∆N has eigenvalues
λNj = −4N2 sin2
(j − 1)pi
2N
and eigenvectors ~vj = [νij ]
T
1≤i≤N , where
νij =

N−
1
2 if j = 1, 1 ≤ i ≤ N(
2
N
) 1
2
cos
(j − 1)(i− 12 )pi
N
else.
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If V N is the N ×N matrix whose columns are ~vj , j = 1, . . . , N , then we have
UN (t) = V N exp
(
DN t
) (
V N
)T
U0,
where exp
(
DN t
)
is the diagonal matrix whose diagonal entries are eλ
N
j t, j = 1, . . . , N .
Denote by ANij the (ij)
th entry in the product AN := V N exp
(
DN t
) (
V N
)T
. Define the
function HN : [0, T ]× I × I → R by
HN (t, x, y) =
ANij
hN
if (i− 1)hN ≤ x < ihN , (j − 1)hN ≤ y < jhN
for i, j = 1, . . . , N . Therefore, the solution UN (t) written as a function uN (t, x) (defined as
UNk (t) for (k − 1)hN ≤ x < khN ) is given by
uN (t, x) =
∫
I
HN (t, x, y)uN0 (y) dy for all (t, x) ∈ [0, T ]× [0, 1].
From the explicit formulae for the ~vj ’s we compute
(49) HN (t, x, y) = 1 + 2
N−1∑
k=1
e−4N
2 sin2 2kpi2N cos
k(i− 12 )pi
N
cos
k(j − 12 )pi
N
.
Going back to the discrete system (E2), we have
(50) aN (t, x) =
∫
I
HN (t, x, y) aN0 (y) dy +
∫ t
0
∫
I
HN (s, x, y)fN1 (t− s, y) dy ds,
(51) bN (t, x) =
∫
I
HN (t, x, y) bN0 (y) dy +
∫ t
0
∫
I
HN (s, x, y)fN2 (t− s, y) dy ds,
(52) cN (t, x) =
∫
I
HN (t, x, y) cN0 (y) dy +
∫ t
0
∫
I
HN (s, x, y)fN3 (t− s, y) dy ds,
where aN0 (y) := −
∫ khN
(k−1)hN a0(u) du b
N
0 (y) := −
∫ khN
(k−1)hN b0(u) du and c
N
0 (y) := −
∫ khN
(k−1)hN c0(u) du
if (k − 1)hN ≤ y < khN , and fN1 (t, y) := −k1aN (t, y)bN (t, y) + k−1cN (t, y),
fN2 (t, y) := −k1aN (t, y)bN (t, y) + k−1cN (t, y), and fN3 (t, y) := k1aN (t, y)bN (t, y)− k−1cN (t, y).
5.3. Convergence of HN (t, x, y) to H(t, x, y). Fix t > 0. Recall that
H(t, x, y) = 1 + 2
∞∑
j=1
e−j
2pi2t cos(jpix) cos(jpiy) for t ≥ 0, x, y ∈ I,
and
HN (t, x, y) =
1 + 2∑N−1j=1 e−j
2pi2t
(
sin
jpi
2N
jpi
2N
)2
cos
j(k− 12 )pi
N cos
j(i− 12 )pi
N
if t > 0, k−1N ≤ x < kN , i−1N ≤ y < iN , i, k = 1, . . . , N .
Of course, in the expression for HN above, both k and i depend on N and x, y (respectively),
i.e. k = k(N, x), i = i(N, y).
Take an arbitrary ε > 0 and fix an integer m ≥ 1 such that, as the tail of a convergent positive
term series, we have
∞∑
j=m+1
(
e−j
2pi2t + e−4j
2t
)
≤ ε
2
.
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We only consider N > m from now on and look at∣∣H(t, x, y)−HN (t, x, y)∣∣ ≤ 2∣∣∣ m∑
j=1
e−j
2pi2t cos(jpix) cos(jpiy)−
−
m∑
j=1
e
−j2pi2t
(
sin
jpi
2N
jpi
2N
)2
cos
j(k − 12 )pi
N
cos
j(i− 12 )pi
N
∣∣∣+
+
∞∑
j=m+1
e−j
2pi2t +
∞∑
j=m+1
e−4j
2t,
where we have used 2pi <
sin jpi2N
jpi
2N
< 1 for all 1 ≤ j ≤ N . With m thus fixed, it remains to show
that ∣∣∣ m∑
j=1
[
e−j
2pi2t cos(jpix) cos(jpiy)− e−j
2pi2t
(
sin
jpi
2N
jpi
2N
)2
cos
j(k − 12 )pi
N
cos
j(i− 12 )pi
N
]∣∣∣ ≤ ε
4
for N sufficiently large. Since m is a fixed positive integer, it is sufficient to prove that for
sufficiently large N we have:
(53)
∣∣∣e−j2pi2t cos(jpix) cos(jpiy)− e−j2pi2t
(
sin
jpi
2N
jpi
2N
)2
cos
j(k − 12 )pi
N
cos
j(i− 12 )pi
N
∣∣∣ ≤ ε
4m
for all j = 1, . . . ,m. So, fix j ∈ {1, . . . ,m}. We have
(54) lim
N→∞
jpi
2N
= 0 , so lim
N→∞
e
−j2pi2t
(
sin
jpi
2N
jpi
2N
)2
= e−j
2pi2t since
sin jpi2N
jpi
2N
−−−−→
N→∞
1.
Recall that we also have
k(N, x)− 1
N
≤ x < k(N, x)
N
and
i(N, y)− 1
N
≤ y < k(N, y)
N
(where we re-introduced the dependence of k, i on N, x, y to make the point that they vary with
N for x, y fixed). It follows that
− jpi
2N
≤ jpix− jpi k(N, x)−
1
2
N
<
jpi
2N
and − jpi
2N
≤ jpiy − jpi i(N, y)−
1
2
N
<
jpi
2N
,
i.e., both
(55)
∣∣∣jpix− j(k(N, x)− 12 )pi
N
∣∣∣ ≤ jpi
2N
and
∣∣∣jpiy − j(i(N, y)− 12 )pi
N
∣∣∣ ≤ jpi
2N
.
Thus,
(L) lim
N→∞
cos
j(k(N, x)− 12 )pi
N
= cos(jpix) and lim
N→∞
cos
j(i(N, y)− 12 )pi
N
= cos(jpiy).
By (18), (L) we get that for each j ∈ {1, . . . ,m}, there exists N(j) positive integer such that
(53) holds for all N ≥ N(j). Take N ≥ maxj=1,...,mN(j) to conclude
(56)
∣∣HN (t, x, y)−H(t, x, y)∣∣ ≤ ε for all x, y ∈ I.
Note that N(j) can be chosen independently of x and/or y, because the (L) limits above are
approached uniformly with respect to x, y (because of (55) and the fact that the cosine function
is Lipschitz).
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5.4. A special function. Let fn(t) :=
∑n
k=1 e
−k2t defined on (0,∞). Clearly, {fn}n is an
increasing sequence of positive decreasing functions on (0,∞).
Note that, for every n ∈ N and every T > 0, we have∫ T
0
fn(t) dt =
n∑
k=1
e−k
2t
−k2
∣∣∣T
0
=
n∑
k=1
1
k2
(1− e−k2T ) ≤
n∑
k=1
1
k2
<
∞∑
k=1
1
k2
=
pi2
6
.
Thus, fn is integrable on (0,∞) for all n ≥ 1 and
∫∞
0
fn(t) dt ≤ pi26 . By the Monotone Conver-
gence Theorem, the limiting function f(t) :=
∑∞
k=1 e
−k2t (which is positive and decreasing) is
also integrable on (0,∞) and ∫ ∞
0
f(t) dt ≤ pi
2
6
.
We shall next bound H and HN in terms of this special function f . From (49) we deduce
∣∣HN (t, x, y)∣∣ ≤ 1 + 2N−1∑
k=1
e−4N
2 sin2 2kpi2N(57)
= 1 + 2
N−1∑
k=1
e
−k2pi2t
(
sin 2kpi
2N
kpi
2N
)2
.
It is easy to see that g(x) :=
sinx
x
is positive and decreasing on [0, pi2 ] (at x = 0 we define
g(0) = 1, obviously). Therefore, we have
2
pi
=
1
pi
2
<
sin kpi2N
kpi
2N
< 1 for k = 1, . . . , N − 1,
and so
4
pi2
<
(
sin kpi2N
kpi
2N
)2
< 1 for k = 1, . . . , N − 1.
By (57) above, we infer
∣∣HN (t, x, y)∣∣ ≤ 1 + 2N−1∑
k=1
e−4k
2t(58)
< 1 + 2f(4t).
But in Subsection 5.3 we proved that for any t > 0, HN (t, ·, ·) converges uniformly to H(t, ·, ·),
so we also get
|H(t, x, y)| ≤ 1 + 2f(4t).(59)
In particular, for any time interval [t1, t2] with t2 > t1 ≥ 0, we have∫ t2
t1
∫
I
∣∣∣H˜(t, x, y)∣∣∣ dy dt ≤ (t2 − t1) + 2 ∫ t2
t1
f(4t) dt
≤ (t2 − t1) + 1
2
∫ ∞
0
f(t) dt (change pi2t←→ t)
≤ (t2 − t1) + 1
2
pi2
6
= (t2 − t1) + pi
2
12
,
where H˜ is either H or HN (for any integer N ≥ 2).
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5.5. Convergence of aN0 (x) to a0 in L
p(0, 1). Let 1 ≤ p <∞ and a0 ∈ Lp(0, 1).
Proposition 2. We have
‖aN0 − a0‖Lp(0,1) −→
N→∞
0,
where aN0 (x) = −
∫ kh
(k−1)h a0(y) dy if (k − 1)h ≤ x < kh for k = 1, · · · , N and h = 1N .
Proof. Take δ > 0. Since C∞c (0, 1) is dense in L
p(0, 1), there exists ϕ ∈ C∞c (0, 1) such that
‖ϕ− a0‖Lp(0,1) ≤ δ
3
.
Define
ϕN (x) = −
∫ kh
(k−1)h
ϕ(y) dy if (k − 1)h ≤ x < kh for k = 1, · · · , N.
So for sufficient large N we have
‖ϕ− ϕN‖pLp(0,1) =
N∑
k=1
∫ kh
(k−1)h
∣∣∣∣ϕ(x)−−∫ kh
(k−1)h
ϕ(z) dz
∣∣∣∣p dx.
Set ϕ(zN ) = −
∫ kh
(k−1)h ϕ(z) dz, where
k−1
N < zN <
k
N , then by the mean value theorem we have∣∣∣ϕ(x)− ϕ(zN )∣∣∣ ≤ ‖ϕ′‖∞|x− zN |.
Thus
‖ϕ− ϕN‖pLp(0,1) = ‖ϕ′‖p∞
N∑
k=1
∫ kh
(k−1)h
|x− zN |p dx ≤(60)
≤ ‖ϕ′‖p∞
N∑
k=1
∫ kh
(k−1)h
1
Np
dx =
1
Np
‖ϕ′‖p∞ −→
N→∞
0.
Thus ‖ϕ− ϕN‖Lp(0,1) ≤ δ3 for sufficient large N .
Furthermore,
‖ϕN − aN0 ‖pLp(0,1) =
∫
I
∣∣∣ϕN (x)− aN0 (x)∣∣∣p dx ≤
≤
N∑
k=1
∫ kh
(k−1)h
−
∫ kh
(k−1)h
∣∣∣ϕ(y)− a0(y)∣∣∣p dy dx
=
N∑
k=1
1
N
−
∫ kh
(k−1)h
∣∣∣ϕ(y)− a0(y)∣∣∣p dy
=
N∑
k=1
1
N
N
∫ kh
(k−1)h
∣∣∣ϕ(y)− a0(y)∣∣∣p dy
=
∫
I
∣∣∣ϕ(y)− a0(y)∣∣∣p dy,
Thus,
‖ϕN − aN0 ‖Lp(0,1) ≤ ‖ϕ− a0‖Lp(0,1) ≤
δ
3
.
The triangle inequality now yields
‖a0 − aN0 ‖Lp(0,1) ≤ ‖a0 − ϕ‖Lp(0,1) + ‖ϕ− ϕN‖Lp(0,1) + ‖ϕN − aN0 ‖Lp(0,1) ≤ δ.
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5.6. Multicell networks, complex balanced systems and asymptotic behavior. One of
the motivations for this work was the study of asymptotic behavior of complex-balanced reaction-
diffusion systems. In the spatially homogeneous case, complex-balanced networks are known to
be well behaved, and their study has been central in the field of chemical reaction networks. We
briefly, and rather informally, introduce some terminology.
5.6.1. Chemical reaction networks. Consider a set of n chemical species with vector of concen-
trations x = (x1, . . . , xn), and a chemical reaction network (CRN) involving r reactions between
these species. Reactions can be viewed formally as arrows between two complexes, which are
formal linear combinations of the species; for example, the reactions (1) considered in this paper
are A+B → C and C → A+B, with complexes A+B and C.
Let the system have stoichiometric matrix Γ with rank r. Here Γ is an n× r real matrix, and
Γij is the net change in concentration of species i when reaction j occurs. The jth column of Γ
is the reaction vector for the jth reaction. In spatially homogeneous, deterministic, continuous
time models, the evolution of the species concentrations is often modeled by mass-action ODEs:
(61) x˙ = Γv(x) ,
where v is the vector of reaction rates; the rate of each reaction is proportional to the concen-
trations of reactants. For example, the rate of reaction A + B → C is k1ab, where a and b
denote the concentrations of A and B. The cosets of im Γ intersect the nonnegative orthant
along stoichiometry classes. It is easy to see that stoichiometry classes are invariant for (61).
A CRN is called complex balanced [25] if it admits a positive equilibrium where the net flux at
each complex is zero. To make it precise, let IC , OC ⊆ {1, . . . , r} denote the indices of reactions
ending and starting at complex C. Then x∗ ∈ Rn≥0 is a complex balanced equilibrium if for each
complex C ∑
j∈IC
vj(x
∗)Γj =
∑
j∈OC
vj(x
∗)Γj ,
where Γj is the reaction vector of reaction j. A CRN is called complex balanced if it admits a
positive complex balanced equilibrium, in which case it turns out that all its positive equilibria
are complex balanced. The network A + B 
 C in this paper is trivially complex balanced
for any choice of rate constants k1 and k2. More generally, weakly reversible, deficiency zero
networks are complex-balanced for any choice of rate constants [19]. These are networks whose
connected components are strongly connected, and for which the number complexes is greater
than the number of connected components by rank Γ.
A lot is known about space homogeneous complex balanced systems: they have a unique
positive equilibrium in each stoichiometric class, and it is locally asymptotically stable [25]. A
long-standing conjecture states that positive equilibria for complex-balanced systems are in fact
globally asymptotically stable. The reader is referred to [3,13,16,21,29] for partial results towards
this conjecture, and to [12] for a recently announced proof of the general case.
5.6.2. Multicell reaction networks. Let R be a reaction network with species X1, . . . , Xn, and
let Γ ∈ Rn×m be its stoichiometric matrix. Fix a positive integer N , and let 1 ∈ RN denote
the column vector of ones. We let 1⊗R define the linear graph multicell reaction network [33],
consisting of a collection of N copies Rk of R with species Xki , i = 1, n, k = 1, N , and additional
transport reactions
Xki
kXi↼−−−⇁
kXi
Xk+1i , i = 1, n, k = 1, N − 1.
Letting xki denote the concentration of species X
k
i , and x
k = [xk1 , . . . , x
k
n]
T be the concentration
vector of cell k, the ODEs for 1⊗R can be written as
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d
dt
x
1
...
xN
 =

Γ -I 0 0 0 . . . 0 0 0
0 I Γ -I 0 0 . . . 0 0
0 0 0 I Γ -I . . . 0 0
...
...
...
...
...
. . .
...
...
...
0 0 0 0 0 . . . Γ -I 0
0 0 0 0 0 . . . 0 I Γ


v(x1)
w(x1, x2)
...
v(xN−1)
w(xN−1, xN )
v(xN )

The nN × (rN + n(N − 1)) matrix above is the stoichiometric matrix of 1 ⊗ R, henceforth
denoted Γ1⊗R. Here v(x) is the reaction rate vector of R, and w(xk, xk+1) = [kX1(xk1 −
xk2), . . . , kXn(x
k
N−1 − xkN )]T is the overall transition rate vector between cells k and k + 1.
Clearly, the conservation laws of 1⊗R are in direct correspondence with those of R:
ker ΓT1⊗R = {1⊗ ν : ν ∈ ker Γ},
where ⊗ denotes the Kronecker product. In other words, for each ν ∈ ker ΓT ,∑ni=1 νi(x1i + x2i +
. . .+ xNi ) is conserved. Note the similarity with the reaction-diffusion system
∂tx(t, y) = Γv(x) +D∆x
where integrating 〈ν, x〉 over the space variable y and using the homogeneous Neumann boundary
conditions yields
∑N
i=1
∫
νixi(t, y) dy = constant.
Now suppose y ∈ Rn>0 is a complex balanced equilibrium of R. Then it is immediate that
1⊗ y is a complex balanced equilibrium of 1⊗R, and therefore
Proposition 3. If R is complex balanced, then so is 1⊗R.
This observation has interesting implications: if R is complex balanced, then all positive
equilibria of 1⊗R are asymptotically stable within their compatibility class. This fact, together
with the connection made in Theorem 1 between the reaction-diffusion system (E1) and the
ODEs corresponding to 1 ⊗ R, may yield a way of studying the asymptotic behavior of (E1),
and perhaps of more general classes of complex-balanced systems. This kind of an approach
is similar to recent work of Aminzare and Sontag [1, 2], and an alternative to entropy-based
techniques [17,18,20]. We plan to pursue this line of research in future work.
Acknowledgements. We thank G. Craciun for encouraging this work, and for informative
discussions on multicell reaction networks.
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