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In this thesis, I have studied the classical minimal surface equation
div
∇u√
1 + |∇u|2 = 0.
In Chapter (1), I have discussed both parametric and non-parametric form of the
minimal surface equation in three dimensional Euclidean space following the dis-
cussion of [ RO ]. I try to show what happen to (i) the surface when the rate of
change of area of the surface becomes zero and (ii) the relationship between the
mean curvature and the area of the surface.
In Chapter (2), I have shown two important theorems, namely, Bernstein’s The-
orem and The Existence Theorem by using the ideas of [RO],[DHKW],[ET],[JD]
and [JC].
In Chapter (3), by applying the theorems from [GT], I show that the solution and
the gradient of the minimal surface equation with the given boundary conditions
are bounded by some constants so we can conclude that the numerical schemes
converge under the given boundary conditions.
iv
Summary v
In the last chapter, i.e. Chapter (4), I try to look for the solution of the minimal
surface equation by using Finite Difference Method and Finite Element Method.
I have chosen the square as the domain with the boundary condition u(x, y) =
sin2 x + cos2 y. I have tried to find merits in comparison of the two methods used
in solving the minimal surface equation.
In the appendix, please find two programmes for two methods using matlab.
Chapter 1
Introduction
1.1 Minimal Surface Equation for 3 Dimensional Case
1.1.1 Parametric surfaces
Let us first consider the surfaces in the parametric form.[RO][I].
Let D ⊂ R2 be a smooth domain in the u-plane, u = (u1, u2). Let us denote
the three dimensional Euclidean space by E3.
Suppose we have a function
x(u) : D → E3, (1.1)
and let the Jacobian matrix of this map be M = (mij), where mij =
∂xi
∂uj
, i = 1, 2;






















































u : [α, β]→ D, t ∈ [α, β]. (1.2)
and we get a curve
φ : [α, β]→ E3, t ∈ [α, β]. (1.3)
which can be obtained by the composition φ ≡ x·u; where φ(t) = (φ1(t), φ2(t), φ3(t)) ∈







The curve is regular at t0 if φ
′(t0) 6= 0 where







and the length of the tangent is




















3Let the length of the curve be L =
∫ β
α
|φ′(t)|dt. and the arc length be s =∫ t0
α




















Let S be the surface parameterized by x : D → E3. Let Π be the tangent plane


























































































= k(N, T ).
If we fix the normal vector N and vary T , we have principal curvatures,
k1(N) = maxTk(N, T ), k2(N) = minTk(N, T ),





Since k1(N) and k2(N) are the roots of the equation det(bij(N)− λgij), we get
H(N) =
g11b22(N)− 2g12b12(N) + g22b11(N)
2det(gij)
= H ·N, ∀N ∈ ΠT . (1.5)










− 2g12 ∂2x∂u1∂u2 ].







− 2g12 ∂2x∂u1∂u2 ] = 0 for H to be zero.
So we get the equation of minimal surface as
g11b22(N) + g22b11(N)− 2g12b12(N) = 0. (1.6)
The surface S is minimal if its mean curvature H is zero, which we will discuss
at the section (1.3).
1.1.2 Non-Parametric surfaces
In this section we do a brief discussion of the surfaces in the non-parametric
form.[RO][II],[DHKW][III]
We can define the surface in R3 by
x : D ⊂ R2 → E3 (1.7)



























































The minimal surface equation for the non-parametric surface





















]N3 = 0 (1.9)
for all normal vectors N .
Since we can choose component N3 arbitrarily, it follows that the coefficient of
N3 must vanishes. So we get one equation for one function f3. Since x1 = u1, x2 =
u2 and we can introduce the vector notation f(x1, x2) = [x1, x2, f3(x1, x2)]
T , the
minimal surface equation Eq (1.8) becomes

















]N = 0. (1.10)
6For non-parametric surfaces, x(x1, x2) = (x1, x2, f(x1, x2)), the area A(x) of a

























)2dx1dx2 = 0 (1.12)
where h(u) is the arbitrary function and
H(N) =
















2(1 + ( ∂f
∂x1




is the mean curvature. As in the case of parametric form, the surface becomes
minimal if its mean curvature is zero.
By using the fundamental lemma of the calculus of variation which yields the






1 + ( ∂f
∂x1








1 + ( ∂f
∂x1
)2 + ( ∂f
∂x2
)2
} = 0 (1.14)
which is the same as
div(
∇f√
1 + |∇f |2 ) = 0. (1.15)
where f is a function of x1 and x2.
Eq (1.15) is called the minimal surface equation in divergence form .
1.2 Normal Variation of the Surface, or Rate of Change of Area
Let x : D ⊂ R2 → E3 define a regular surface S at x(u),∀u ∈ D.[RO][III],[DHKW][II].
Let Σ be the surface defined by x restricted to 4, where 4 is a subdomain of
D.
7Let N ∈ C1 where N : 4→ E3 such that N(u) is normal to S at x(u).
∴ N(u) · ∂x
∂ui
= 0, i = 1, 2.

















For any arbitrary function h(u) ∈ C2 on D where h : D → R and for any real
number λ, we have another map x˜ : D → E3 which defines a new regular surface
S˜ given by
x˜ = x(u) + λh(u)N(u). (1.16)












































∴ g˜11 = g11 − 2λhb11(N) +O(λ2).
Similarly,
g˜12 = g12 − 2λhb12(N) +O(λ2),
g˜22 = g22 − 2λhb22(N) +O(λ2).












det(g˜ij) = g˜11g˜22 − (g˜12)2
= (g11 − 2λhb11(N) +O(λ2))(g22 − 2λhb22(N) +O(λ2))
− (g12 − 2λhb12(N) +O(λ2))2
= det(gij)− 2λh(g11b22(N)− 2g12b12(N) + g22b22(N)) +O(λ2),
∴ det(g˜ij) = det(gij)(1− 4λhH(N)) +O(λ2),
where H(N) is defined according to equation(1.4) which is the mean curvature of



































By differentiation with respect to λ at λ = 0 we get













9which is the rate of change of area. h in Eq (1.19) is an arbitrary function that
vanishes at the boundary.
So for the rate of change of its area to be zero, its mean curvature H(N) must
be zero.
The surface is minimal if the rate of change of its area is zero. In other words,
the surface becomes minimal if and only if its mean curvature H(N) must be iden-
tically zero everywhere.
1.3 A surface that minimizes area has mean curvature zero everywhere
Theorem 1.1
A surface that minimizes area has mean curvature zero everywhere.[RO][III]
Proof. Suppose H(N) ≡ 0, then it is clear that A′(0) = 0, for any h .
For the surface to be minimal, the rate of change of its area must be zero







Since det(gij) cannot be zero, and h(u) is an arbitrary function, its mean cur-
vature H(N) must be zero to get the rate of change of its area zero.
To be more precise, let us assume that A′(0) = 0 but H(N) 6= 0 , for all h .
Without loss of generality, in the subdomain4, which is bounded by the closed
curve Γ, of the domain D, there exist a point u = a and a normal N = N(a) in 4
to the surface S such that H(N) 6= 0 .
Suppose H(N) > 0.
Clearly a surface S is defined by x(u) and b = x(a) is a regular point of S and N
is a normal to S at b = x(a) , and H(N) is continuous. Since H(N) is continuous
at a, for every neighbourhood Vε of H(N(a)) , there exists a neighbourhood Vδ
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of a such that if u ∈ 4 ∩ Vδ ⇒ H(N(u)) ∈ Vε. So we can find a neighbourhood
V of a and N(u) ∈ C1 ⊂ V such that N(u) is normal to S at x(u). For any
neighbourhood W of a, where a ∈ W ⊂ V, we will have H(N) > 0 throughout W .
By applying multi-variable calculus, we can choose an arbitrary function h(u) so
that
h(a) = H(N(a)), h(u) ≡ 0,∀u ∈ W c.
So the integral for the rate of change of area A′(0) will become strictly positive.
∴ A′(0) > 0.
This contradicts our assumption that A′(0) = 0. Since a is an arbitrary point,
it is true for all u in the domain D . Therefore for the surface to be minimal ,
H(N) = 0.
Similarly we can consider for H(N) < 0. If we choose for the arbitrary function
h(a) ≡ H(N(a)) , we can show that for the surface to be minimal , H(N) must
identically equal to zero.
Therefore for the surface to minimize its area, its mean curvature must identi-





Every solution of the minimal surface equation defined on the whole plane must
be affine linear function.[RO][IV],[DHKW][I],[JC].
Proof. Let x3 = f(x1, x2) be a solution of non-parametric surface x(x1, x2) =
(x1, x2, f(x1, x2)) defined on a convex domain D of R
2.
We can find a neighbourhood of a regular point in which a surface S may be






















satisfied in D. ( see RO page 23− 26 )
Here p = ∂f
∂x1




















be the normal to the surface x(x1, x2) . We introduce the integral form
N ∧ dx = (α, β, γ) (2.2)
with the components
α = ηdx3 − ζdx2,
β = ζdx1 − ξdx3,
γ = ξdx2 − ηdx1.
Here
dx3 = pdx1 + qdx2
and
ξ = − p
W






By substitution these values, we get






















γ = − p
W









Since f(x1, x2) is a solution of minimal surface equation and the entire plane is
simply connected , there exists functions dF (x1, x2) = β and
13
















































































































































































G = G−G(0) + l′(x2),


























































This shows that E(x1, x2) has a positive definite Hessian.
By using these functions, we can define a real analytic map
ξ : (x1, x2)→ (ξ1, ξ2) (2.3)
such that
ξ1 = x1 +
∂E
∂x1
= x1 + F (x1, x2);
ξ2 = x2 +
∂E
∂x2
= x2 +G(x1, x2).
16







































2 + |p|2 + |q|2
W
≥ 2.
Therefore, ξ is a local diffeomorphism of D onto the domain ξ(D) by the Inverse
Function Theorem . Moreover ξ is open.
For any two distinct points x = (x1, x2), y = (y1, y2) ∈ D and their respective
images ξ(x), ξ(y) ∈ ξ(D), we have
(y1 − x1)(ξ(y1)− ξ(x1)) + (y2 − x2)(ξ(y2)− ξ(x2))
= (y1 − x1)2 + (y2 − x2)2 + (y1 − x1)(F (y1, y2)− F (x1, x2))
+ (y2 − x2)(G(y1, y2)−G(x1, x2))
(y1 − x1)(ξ(y1)− ξ(x1)) + (y2 − x2)(ξ(y2)− ξ(x2))
> (y1 − x1)2 + |y1 − x1|2 + (y2 − x2)2 + |y2 − x2|2 ≥ (y1 − x1)2 + (y2 − x2)2
∴ (ξ(y1)− ξ(x1))2 + (ξ(y2)− ξ(x2))2 ≥ (y1 − x1)2 + (y2 − x2)2
∴ |ξ(y)− ξ(x)| ≥ |y − x|.
17
To be more accurate, since E(x1, x2) is Hessian , define














(ty + (1− t)x)](yi − xi)(yj − xj),
L′′(t) > 0,∀0 ≤ t ≤ 1.
∴ L′(1) > L′(0).
F (y)(y1 − x1) +G(y)(y2 − x2) > F (x)(y1 − x1) +G(x)(y2 − x2)
∴ (F (y1, y2)− F (x1, x2)).(x− y) > 0,
(G(y1, y2)−G(x1, x2)).(x− y) > 0.
So ξ is a one-to-one map from D onto ξ(D). Moreover, ξ is also onto. Therefore
ξ is a global diffeomorphism of D onto the domain ξ(D). Therefore, ξ−1 exists.
We have a transformation
(ξ1, ξ2)← (x1, x2) (2.4)
where








































































































































g11 = | ∂x
∂ξ1
|2 = | ∂x
∂ξ2
|2 = g22, g12 = 0.
Hence (ξ1, ξ2) are isothermal parameters on the surface S defined by the non-
parametric form x3 = f(x1, x2).
Therefore we can define a function
φ(ξ1 + iξ2) = (x1 − F )− i(x2 −G)
= (2x1 − ξ1) + i(−2x2 + ξ2)
Let
u = (2x1 − ξ1); v = (−2x2 + ξ2).
20







































































Therefore, φ(ξ1+iξ2) satisfies the Cauchy-Riemann equations and consequently
φ(ξ1 + iξ2) is analytic.
Since φ(ξ1 + iξ2) is analytic at all finite points of the complex plane D , it is
21
said to be entire and its derivative φ′(ξ1 + iξ2) is also an entire function.
φ(ξ1 + iξ2) = (2x1 − ξ1) + i(−2x2 + ξ2).
φ′(ξ1 + iξ2) = (2
∂x1
∂ξ1














This can be seen by observing that
JW = 2W + 2 + p2 + q2 = 2W + 1 +W 2 = (1 +W )2.
Thus,







So φ′(ξ1 + iξ2) has bounded norm and since it is an entire function, we can use
Liouville’s Theorem.
Liouville’s Boundedness Theorem states that an entire function which
has a bounded norm in the complex plane is constant.
So we can conclude that φ′(ξ1 + iξ2) must be a constant.
Consider
|1− φ′(ξ1 + iξ2)|2
and
|1 + φ′(ξ1 + iξ2)|2.
22
|1− φ′(ξ1 + iξ2)|2 = |1− q
2 − p2 + 2ipq
JW
|2
= |2W + 2 + p
2 + q2 − q2 + p2 − 2ipq
JW
|2



















[JW (1 + p2)].







= |1− φ′(ξ1 + iξ2)|2.







= |1 + φ′(ξ1 + iξ2)|2.




































= |1− φ′(ξ1 + ξ2)|2.
1 + p2
W
(1− |φ′(ξ1 + iξ2)|2) = |1− φ′(ξ1 + ξ2)|2.




|1− φ′(ξ1 + iξ2)|2
1− |φ′(ξ1 + ξ2)|2 .
Since φ′(ξ1 + iξ2) is constant,
1+p2
W
is also a constant .









|1 + φ′(ξ1 + ξ2)|2




−i(φ′2(ξ1 + iξ2)− φ′2(ξ1 + iξ2))
1− |φ′(ξ1 + iξ2)|2 .
So we can conclude that |p|2 and |q|2 are constant and so as p and q.
Let p = A and q = B be some numbers.
We get
x3 = f(x1, x2) = Ax1 +Bx2 + C
where C is an arbitrary constant.
Therefore a non-parametric minimal surface x(x1, x2) = (x1, x2, f(x1, x2)) which
is defined on all of R2 has to be plane and the equation for x3 = f(x1, x2) is linear.
Therefore every solution of the minimal surface equation defined on the whole
plane must be affine linear function.
24
2.2 Existence of the solution of the boundary value problem
Theorem 2.2[JD],[ET],[RO][V].
Let Γ be an arbitrary Jordan curve in the Euclidean space E3 of dimension three.
Then there exists a simply-connected generalized minimal surface bounded by Γ.
Proof. Consider the function xi = gi(θ) : C → Γ , where C is the unit circle. Then
we have two dimensional manifold of pairs of points, one on Γ and the other on
C, forms a torus. The rectilinear transversal of the torus parallel to C are called
parallels and those parallel to Γ are called meridians.
















According to the topological correspondences, there are three topological rep-
resentations of Γ over C .
(i) Proper topological representation ℵ: The totality of the curves where each curve
is a continuous closed curve which is intersected in one and only one point by each
parallel and by each meridian.These curves are also called cyclically monotonic.
Notice that ℵ is not a closed set because a sequence of curves of ℵ may converge
to a limit not belonging to ℵ .
(ii) Improper topological representation = : Besides properly monotonic arcs, there
are curves where a meridian segment less than an entire meridian or a parallel seg-
ment less than an entire parallel.
(a) Improper topological representation of first kind =1: An arc of Γ less than all
of Γ corresponds to a single point of C.
(b) Improper topological representation of second kind =2 : An arc of C less than
25
all of C corresponds to a single point of Γ.
(iii) Degenerate topological representation D : This is the correspondences be-
tween Γ and C whose graph consists of a parallel together with a meridian. The
graph consists the whole of Γ corresponds to a single point of C and the whole of
C corresponds to a single point of Γ . The functional A(g) will not be defined for
the degenerate representations.
Let us consider the class of proper and improper representations of Γ where
three distinct fixed points P1, P2, P3 of C correspond to three distinct pointsQ1, Q2, Q3
of Γ .
Now we have the following classes of representations Γ on C.
(i) the class of all representations of proper, improper and degenerate :
< = ℵ+ =+ D .
(ii)the class of all proper and improper representations : M = ℵ+ =.
In this case, M is not a closed set since the sequence of representation M may tend
to a degenerate representation as limit.
(iii)the class of all proper and improper representations whereby three distinct
fixed points of Γ correspond to three distinct fixed points of C :
M′ = ℵ′ + =′.
So, M′ is closed and it does not contained any degenerate representation.
Each representation xi = gi(θ) of Γ determines a surface xi = <Fi(ω) and this
surface is called the harmonic surface determined by the representation g .
According to the different representations, the boundary of the harmonic sur-
faces become bounded or unbounded.
The harmonic surface determined by any proper representation of Γ is bounded
by Γ .
The harmonic surface determined by improper representation of the first kind
is not bounded by Γ but bounded by a curve derived from Γ by replacing certain
26
of its arcs by their chords, which chords will correspond to single point of C .
In the harmonic surface determined by improper representation of second kind,
the boundary point corresponding to each arc P ′P ′′ lies on Γ, but Γ is not in one-
one relation with C.
We want to show that the harmonic surface determined by a given
representation of Γ cannot be regarded as the one bounded by Γ unless
this representation is proper.














The integrand is defined everywhere on T except θ = φ,where T is the domain
of integration. Let us isolate θ = φ from the domain of the integration by means of
two regular curves symmetrically disposed on either side of it, enclosing a region
τ1 which deletes from the torus, so T1 = T − τ1 .
If g is proper or improper of second kind, the integrand is defined and continuous
on T1. If g is improper representation of first kind, the integrand is discontinuous
at the points of certain parallel and meridians, symmetrically disposed with respect
to the θ = φ and at most denumerable infinite in number.
The Riemann integral taken over T1 of the integrand exists since
(i) in any event, the discontinuities of the integrand in T1 form at most a set of
zero measure, and
(ii) let d be the diameter of Γ and δ > 0 be the smallest value of |θ−φ| in T1 ,then





Consider an infinite sequence of regions τ1, τ2, ..., τr, ... each contained in the
preceding and shrinking to the diagonal as limit, so that the corresponding com-
plementary regions T1, T2, ..., Tr, ... swell continually and tend to the entire torus











, ... form a continually increasing sequence of positive
numbers. The limit of this sequence is a finite positive number or infinitely positive
which appears as an improper integral.
Therefore A(g) may be defined uniquely as the upper bound of the integral over
any region of T to which the diagonal is exterior.
Let us divide the torus T into an infinite number of strips by means of lines
|θ − φ| = pi
r
, (r = 1, 2, 3, ...) . Let us denote ∆r := (θ, φ) :
pi
r+1
< |θ − φ| < pi
r
by the
region of a pair of strips symmetric with respect to the diagonal.
















Clearly, ∆r(g) ≥ 0. Note that,
A(g) = ∆1(g) + ∆2(g) + ...+∆r(g) + .... (2.7)
It means that A(g) may be defined as the finite or positive infinite sum of the
infinite series of positive terms.





















































































Let θ, φ vary independently over C from −pi to pi, x and y vary independently
from −∞ to ∞.By substituting the values of θ and φ from Eq (2.5) to gi(θ), gi(φ),
we get two new functions, namely hi(x), hi(y). We have
hi(x) = gi(2 arctanx),
































(x− y)2 dxdy. (2.11)










Let gi(θ), hi(x) be the functions which can be derived from gi(θ) and hi(x) by
the linear transformation Eq (2.4) and Eq (2.5) respectively.
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(x− y)2 dxdy. (2.13)
The domain of integration in Eq (2.7) is the entire plane of (x, y) whereas the















x− y = (ad− bc)(x− y)





(cx+ d)2(cy + d)2
dxdy
(cx+ d)2(cy + d)2




A(g) = A(g) (2.14)
Hence, A(g) is invariant under the transformation.
Now we can consider the equivalent representations of three fixed points.
In the presence of three essential parameters in the transformation, it is possible
to find for every non-degenerate representation g , an equivalent g which send any
chosen three distinct fixed points of C to correspond to any chosen three distinct
points of Γ .
So every element of M has an equivalent in M ′ .
Since A(g) is invariant as we have just shown,
(i) lower bound C of A(g) on M is equal to the lower bound C ′ of A(g) on C ′,
(ii) if we can prove that C ′ is attained for a certain g, then C is attained for every
g equivalent to g .
30
By Eq (2.3) , let us construct











where the domain Tr is
pi
r+1
≤ |θ − φ| ≤ pi, i.e.Tr = T − τ1.
LetA(g) be the limit of sequenceA1(g), A2(g), ..., Ar(g), ..., . Since each ∆r(g) >
0, the sequence is continually increasing, we have A1(g) < A2(g) < ... < Ar(g) < ...
. Each Ar(g) is a continuous functional of g, so if a sequence of representations








, it is pos-
sible to pass to the limit under the sign of integration by the dominant convergence
theorem.
As the values of A(g) are all positive, and some are finite, they have a finite
lower bound C ≥ 0. By definition of lower bound, A(g) cannot take any value less
than C, but can approach to C from above as closely as C .
Construct a minimizing sequence
g(1), g(2), ..., g(m), ..., (2.16)
that is,
A(g(1)), A(g(2)), ..., A(g(m)), ..., (2.17)
tends to the limit C , ( by Calculus of Variation) .
Note that, Eq (2.12) may not converge to a limit. However, sinceM ′ is compact,
select a sub-sequence g(m1), g(m2), ..., g(mk), ... , which converges to a limit g? . By
compactness of M ′, we conclude that
g? ∈M ′. (2.18)
31
The sequence of corresponding function valuesA(g(m1)), A(g(m2)), ..., A(g(mk)), ...,
which is a subsequence of Eq (2.13) tends to a limit M , which is the same limit
of Eq (2.13) . By lower semi-continuity of A(g) , we have
A(g?) ≤M. (2.19)
But by definition of lower bound, A(g?) ≥M ′.
So combine these two inequalities to get
A(g?) =M. (2.20)
On the other word, minimum of A(g) on M ′ is attained for g? and all of its
equivalents.
Consider the harmonic surface xi = <Fi(ω) . We will show that the harmonic




2(ω) = 0. (2.21)
The functions Fi(ω), determined by the representation xi = gi(θ) of Γ, are given







(aip − ibip)ωp (2.22)






















(Am − iBm)ωm. (2.24)
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Since the power series is convergent in the interior of C, we may differentiable
termwise and find



















p(aip − ibip)q(aiq − ibiq)ωp+q. (2.26)
Thus





p(aip − ibip)q(aiq − ibiq), (2.27)
where p ≥ 1, q ≥ 1, p+ q = m.
By using Eq (2.19),























































= (m− 1)ξm−1z + (m− 2)ξm−22z2 + ...
+ 2ξ2(m− 2)zm−2 + ξ(m− 1)zm−1.
The value of the last expression can be found by starting with the geometric
progression
ξm + ξm−1z + ξm−2z2 + ...+ ξ2zm−2 + ξzm−1 + zm =
ξm+1 − zm+1
ξ − z . (2.30)
Applying the operator ξz ∂
2
∂ξ∂z
to both sides of Eq (2.27), we get∑
p,q
pξpqzq = (m+ 1)ξz(ξm + zm)(ξ − z)−2 − 2ξz(ξm+1 − zm+1)(ξ − z)−3. (2.31)
The calculation of the first and second terms of this expression is as follows.
Let σ = θ+φ
2
, δ = θ−φ
2
. Then,
ξz = e−i(θ+φ) = e−2iσ,
ξm + zm = (cosmθ + cosmφ)− i(sinmθ + sinmφ)
= 2 cosmσ cosmδ − 2i sinmσ cosmδ
= 2e−imσ cosmδ;
ξ − z = (cos θ − cosφ)− i(sin θ − sinφ)
= −2 sinσ sin δ − 2i cosσ sin δ
= −2ie−iσ sin δ;
34
(ξ − z)−2 = − 1
4 sin2 δ
e2iσ;
First term of Eq(2.30) = −(m+ 1) cosmδ
2 sin2 δ
e−miσ,
Now the expression, ξm+1 − zm+1 = −2ie−(m+1)iσ sin(m+ 1)δ,
can be found from the above formula for ξ−z by replacing θ, φ by (m+1)θ, (m+1)φ;
(ξ − z)−3 = 1
8ie3iσ sin3 δ
;




Substituting these results in Eq (2.30), we obtain∑
p,q






The bracket is equal to
−(m+ 1) · 2 cosmδ sin δ + 2 sin(m+ 1)δ
4 sin3 δ
=
−(m+ 1){sin(m+ 1)δ − sin(m− 1)δ}+ 2 sin(m+ 1)δ
4 sin3 δ
= −(m− 1) sin(m+ 1)δ − (m+ 1) sin(m− 1)δ
4 sin3 δ
;
so that, referring to the notation (e−iθ = ξ, e−iφ = z), we have finally the expression:∑
p,q
pepiθ · qe−qiφ = −(m− 1)sin(m+ 1)δ − (m+ 1)sin(m− 1)δ
4sin3δ
e−imσ. (2.32)












































(m− 1) sin[(m+ 1) θ−φ
2




















(m− 1) sin[(m+ 1) θ−φ
2










Hence we can conclude that Am, Bm are proper Riemann integrals because




Next let us consider the transformations
θ = θ + λcos(mθ) = c(θ),
θ = θ + λsin(mθ) = s(θ)
(2.35)
of the unit circle C into C. If λ is a real parameter such that − 1
m
< λ < 1
m
, each
of these transformations is one to one and continuous. We have
dθ
dθ
= 1−mλsin(mθ) > 0, dθ
dθ
= 1 +mλcos(mθ) > 0,∀θ such that |λ| < 1
m
.
The transformations (2.32) have one to one continuous inverse, so we have
θ = c−1(θ), θ = s−1(θ).
Due to the parameter λ and by applying these to the representation g, we get
















































































Here Cm(λ), Sm(λ) are improper Riemann integrals since they have singu-
lar locus θ = φ. Let the tours T be the sum of an infinite number of strips






























Since any singular points θ = φ is not included in any ∆r, Cmr(λ), Smr(λ) are
proper Riemann integral .
Now we have an infinite series
Cm(λ) = Cm1(λ) + Cm2(λ) + ...+ Cmr(λ) + ...,
Sm(λ) = Sm1(λ) + Sm2(λ) + ...+ Smr(λ) + ....
(2.40)
37
Let λ = u+ iv, such that |λ| < 1
m
.
The circle in the complex plane defined by this inequality will be denoted by
C(m) and C(m) containing real interval.
The denominators of these integrands do not vanish for (θ, φ) in ∆r, in C(m).
Therefore, these fractions are holomorphic ( i.e. one to one and onto) .
Since σ = θ+φ
2
, δ = θ−φ
2













(1−mλ sin(mθ))(1−mλ sin(mφ)) = 1−mλ(sin(mφ) + sin(mθ)) +O(λ2)











+ λ{2 cos(δ) sin(mσ) sin(mδ)
sin3(δ)




2 cos(δ) sin(mσ) sin(mδ)
sin3(δ)
− 2m sin(mσ) cos(mδ)
sin2 δ
=




{sin(m+ 1)δ + sin(m− 1)δ} −m{sin(m+ 1)δ − sin(m− 1)δ}
sin3(δ)
sin(mσ)














− λ{(m− 1) sin[(m+ 1)(θ − φ
2
)]−























+ λ{(m− 1)sin[(m+ 1)(θ − φ
2
)]−











Let λ be any fixed value in C(m) such that |λ| = ρ0 < 1m .
Therefore, these series are uniformly convergent when (θ, φ) varies over ∆r.
Let




− λ{(m− 1)sin[(m+ 1)(θ − φ
2
)]−









and ρ = fixed positive number s.t.ρ0 < ρ <
1
m
. Suppose θ, φ, λ vary arbitrarily
subject to (θ, φ) in ∆r, |λ| = ρ. Then the three dimensional domain so defined is
closed and bounded.
The positive real-valued function |F (θ, φ, λ)| is finite and continuous on this
domain. This is due to fact that the denominator of F (θ, φ, λ) is not equal to zero.
F (θ, φ, λ)| ≤ B,B = positive real number independent of θ, φ, λ.
If Ak(θ, φ) is the coefficient of λ
k in the above two power series, then
|Ak(θ, φ)| ≤ Bρk ,∀(θ, φ) ∈ ∆r.
Therefore |Ak(θ, φ)λk| ≤ B ρ0ρk .





)k < B is convergent ,




of a standard uniform convergence test of Weierstrass are satisfied.
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In this way, we prove that the uniform convergence of the above two power
series Eq(2.36), Eq(2.37)for λ fixed in C(m) and (θ, φ) varying over ∆r.
Since
∑n
i=1[gi(θ) − gi(φ)]2 ≤ d2,where d is diameter of Γ, Cmr(λ), Smr(λ) are
uniformly convergent.


















| sin2[θ − φ
2
] ≤ K say . (2.43)
At diagonal θ = φ of Γ, Q(θ, φ, λ) is not defined, but has limit value 1 so we
have, for θ = φ,
Q(θ, φ, λ) = 1 (2.44)
Hence, Q(θ, φ, λ) is defined on closed domain (θ, φ) on Γ, |λ| ≤ ρ, by Eq(2.38), if θ 6=
φ and by Eq(2.39) , if θ = φ.





if |λ| < 1
m
, θ 6= φ, implies Q(θ, φ, λ) is finite and continuous on the closed and
bounded domain.
Thus |Cmr(λ)| ≤ K∆r(g),where K is independent of r.
This shows that a series with constant, positive terms
K∆1g +K∆2g + ...+K∆rg + ... converges to KA(g).
By uniform convergence test of Weierstras, the series for Cm(λ) is absolutely
and uniformly convergent in the circle |λ| ≤ ρ, ρ < 1
m
. We conclude that Cm(λ) is
analytic in the circle C(m).
Simillarly, Sm(λ) is analytic in the circle C(m).
So we have
Cm(λ) = A(g) + C
′
m(0)λ+ ...,













[gi(θ)− gi(φ)]2{(m− 1)sin[(m+ 1)θ − φ
2
]
















[gi(θ)− gi(φ)]2{(m− 1)sin[(m+ 1)θ − φ
2
]




















Bm = − 2
pi
C ′m(0). (2.48)







where these power series remain valid, since this interval is part of the circle C(m).
By applying Eq(2.32), which is one to one continuous transformations to fixed
representation g , we obtain a family of representations depending on the parameter
λ containing the orginal representation g .
Cm(λ) is part of the functional A(g) in the sense that its values are those of
A(g) on a certain part of the total range of g.
Suppose g = g?, the minimizing representation of A(g) . Then Cm(λ) has a
minimum at λ = 0, the value corresponding to g? .
C ′m(0) = 0,

















2(ω) = 0 which shows the harmonic surface xi = <Fi(ω) determined
by g? is minimal.
This is the proof of the existence of the minimal surface.
Now let us consider whether the boundary of the minimal surface can be any
form of proper and improper representations or not.
In the improper representation of first kind, a point P of C correspond to an
arc Q′Q′′ of Γ less than all of Γ. Since Γ has no double points,the end points Q′, Q′′
are distinct. So the distance between them which is the length l is not equal to
zero. This is d(Q′, Q′′) = l 6= 0 .
If the distinct one-sided limits Q′, Q′′ exist, the function g will have a disconti-
nuity at P . Therefore, if two points of C approach to P from opposite sides, the
distance between the corresponding points of Γ tends to l in the limit.
If f is any fixed proper fraction,then
n∑
i=1
[gi(θ)− gi(φ)]2 > fl2 (2.52)
under α < θ < α + δ, α − δ ≤ φ < δ, where α is angular coordinate of P, δ >
0 is fixed sufficiently small . By our definition of the functional A(g), A(g) over T
is less than A(g) over S, where S is the domain defined by α < θ ≤ α+ δ, α− δ ≤


























where m = fl
2
16pi
> 0 is a positive constant.
Eq (2.50) is improper since the integrand becomes infinity at the vertex of S
lying on the diagonal θ = φ .






























))− 4log(sin(δ))− 4log(sin(ε)) + 4log(sinδ − ε
2
).
Here Sε is the square obtained from S by removing strips of width ε along two






f(θ, φ)dθdφ = F (b, d)− F (b, c)F (a, d) + F (a, c). If we let ε tend to 0,
the limit of the third term is +∞ , so the double integral over S is equal to +∞.
By Eq (2.50) , A(g) = +∞.
By looking at this, we can say that the boundary of the minimal surface cannot
be improper representations of first kind.
In the improper representation of second kind, an arc P ′P ′′ of C less than all
of C cannot correspond by g? to a single point Q of Γ. That is g? cannot convert
an arc P ′P ′′ of C into a point Q of Γ without converting all of C into the point Q.




















Let ω = ρeiα, and taking the imaginary part of each side, we get





2ρ(1− ρ2)sin(θ − α)
[1− 2ρcos(θ − α) + ρ2]2 g
?
i (θ)dθ. (2.54)
Since g?i (θ) is constant on a certain arc P
′P ′′, g?i (θ) has the continuous value
zero on this arc.
Therefore, for θ , any point interior to P ′P ′′ , we have







[<ωF ′i (ω) + i=ωF ′i (ω)]2 = 0.
Taking the real part on both sides,
n∑
i=1







[<ωF ′i (ω)]2 = 0,













ωF ′i (ω) = 0, for θ any interior point of P
′P ′′ .
We can say ωF ′i (ω) will be equal to zero on an arc interior to a domain of
regularity, so
ωF ′i (ω) ≡ 0. (2.55)
Fi(ω) ≡ constant.
Therefore,
Fi(ω) = a+ ib.
xi = g
?
i (θ), boundary values of <ωF ′i (ω) makes all of C correspond to the point of
coordinates ai but this is contradiction.
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Hence, we can say that the boundary of the minimal surface cannot be improper
representations of second kind also.
Therefore, the representation g?i must be proper and minimal surface deter-
mined by proper representation ,g?i , is bounded by Γ .
Chapter 3
A Priori Estimate
3.1 A Priori Estimate
Theorem 3.1
The solutions with the given boundary conditions of the minimal surface equation
are bounded by some constant numbers.[GT]
Proof. The equation of the minimal surface is
(1 + u2x)uyy + (1 + u
2
y)uxx − 2uxuyuxy = 0. (3.1)
It is well known that it can be written in the divergence form as
div(
∇u√
1 + |∇u|2 ) = 0. (3.2)
Let us consider this equation over the domain Ω = (0, 1)× (0, 1).
Using Thm(10.10)[GT], [GT] stated that
supΩu ≤ sup∂Ωu+ C(n, |Ω|, H0)
is the estimate of the solution of the equation
div
Du√
1 + |Du|2 = nH
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for any C2(Ω) ∩ C0(Ω) if H satisfies H0 = supΩ|H| < (ωn|Ω|)
1
n .
So by applying the same idea for our case, we can directly imply that there
exists a constant C = C(n, |Ω|), such that
supΩ|u| ≤ max∂Ω|u|+ C. (3.3)
is the estimate for the solution of the Eq(3.1).
However, in our case, on the boundary ∂Ω, u(x, y) = sin2x+ cos2y.
It is clear that, |u(x, y)| = u(x, y) ≤ 2, on ∂Ω.
Therefore, supΩ|u| ≤ C + 2 = C1 and so u(x, y) is bounded from the above by
a constant number C1.
Now we are going to get a gradient estimate.
Let u ∈ C2(Ω) ∩ C1(Ω) satisfy our minimal surface equation Eq (3.1) in the
bounded domain Ω. Clearly, Eq (3.1) is elliptic in Ω and |u| ≤ supΩ|u|( as shown above).
Then we have the estimate
supΩ|Du| = sup∂Ω|Du|. (3.4)
by Theorem 15.1 in ([GT ][II], Chapter (15)).
Since the domain for our case is square or rectangle, it is clear that the domain
Ω is convex.
Moreover, the value of the function on the boundary is u(x, y) = sin2x+cos2y ∈
C2 and the minimum eigenvalue and the maximum eigenvalue for the minimal
surface equation are 1 and 1 + |Du|2 respectively.
So we can apply the Corollary 14.3 in ([GT ][III], Chapter (14)), and get
|Du| ≤ C on ∂Ω. (3.5)
where C is some constant.
This, together with Eq (3.4), implies
supΩ|Du| ≤ C. (3.6)
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Therefore, |Du(x, y)| is bounded from above by some constant C.
Hence, the solutions and the gradient of the minimal surface equation are
bounded by some constants depending on the boundary values.
Chapter 4
Computation of the Minimal Surface
Equation
Nonlinear partial differential equation
(1 + u2x)uyy + (1 + u
2
y)uxx − 2uxuyuxy = 0 (4.1)
or
−div |∇u|√
1 + |∇u|2 = 0 (4.2)
is called the minimal surface equation.
Geometrically, it means that the mean curvature of the graph is zero.
By solving this equation , we get nonlinear system which is not easy to solve.
We can transform the nonlinear system into linear system by substituting some
appropriate initial guess. In this way, we get a simple linear system in the form
of AU = B. We can solve this system by using any of iteration methods to get a
solution. However, in some cases the solution of the nonlinear problem may not be
convergent if the initial guess is not correctly chosen. So choosing the initial guess
is the crucial role in solving nonlinear problem. If the initial guess is not sufficiently
close to the exact solution, then the algebraic solution may diverge. In this section
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I have discussed solving minimal surface equation by Finite Difference Method
and Finite Element Method.
(4.1) Finite Difference Method
Consider a general form of minimal surface equation for two dimensional prob-
lem in the domain Ω = (0, 1)× (0, 1)
−div |∇u|√
1 + |∇u|2 = 0, in Ω
u = sin2(x) + cos2(y), on ∂Ω = Γ.
We use central difference scheme in order that we get the error in O(h2). Let















ui,j+1 − 2ui,j + ui,j−1
h2y
+O(h2y);
uxy = uyx =
ui+1,j+1 − ui+1,j−1 − ui−1,j+1 + ui−1,j−1
4hxhy
+O(h2x)
By substituting these central difference formulae in the minimal surface equa-
tion
(1 + u2x)uyy + (1 + u
2







ui,j+1 − 2ui,j + ui,j−1
h2y













ui+1,j+1 − ui+1,j−1 − ui−1,j+1 + ui−1,j−1
4hxhy
] = 0
By solving the equation, we get
AU = B
where




i,j+1 − 2ui,j+1ui,j−1 + u2i,j−1 + u2i+1,j − 2ui+1,jui−1,j + u2i−1,j],
B = 2(ui+1,j + ui−1,j)[4h2y + u
2
i,j+1 − 2ui,j+1ui,j−1 + u2i,j−1]
+ 2(ui,j+1 + ui,j−1)[4h2x + u
2
i+1,j − 2ui+1,jui−1,j + u2i−1,j]
− [{ui+1,jui,j+1 − ui+1,jui,j−1 − ui−1,jui,j+1 + ui−1,jui,j−1}
{ui+1,j+1 − ui+1,j−1 + ui−1,j+1 + ui−1,j−1}],
U = ui,j.
So Eq(4.1) can be written as
AU = B
where A,B and U are as stated above. We are looking for the solution point by
point. The algorithm for the computation is as follows. When looking at the value
at one point, we regard all the neighboring points as known values. For the first
step, since we have values on the boundary, we start calculating the solution of the
point near the boundary and we choose the values of the unknown points as zero
as an initial guess. In this way, we get the solutions of the points on the whole
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domain. Then we look the L2 norm of the whole matrix on each point and get
the error by comparing the values of u(x, y) at each point before and after the
calculation. We set error as 10−3 and try to iterate until the error of u(x, y) on
each point becomes less than 10−3. In this way, we get the desired result. I tried
to plot the figure which I get by using finite difference method after the discussion
of both methods.
Now I am trying to do a brief discussion of minimal surface equation on the
polar coordinate ( that is on the disk). The first step is to transform the rectangular
coordinate system into the convenient polar coordinates. Thus we can rewrite the
governing equation in those new coordinates. Let us consider the minimal surface
equation on a unit disk Ω = {(x, y) : x2 + y2 < 1, }
−div |∇u|√
1 + |∇u|2 = 0, in Ω
with the Dirichlet boundary condition u(x, y) = sin2x+ cos2y.
We need to use the polar coordinate transformation,




x = rcos(θ), y = rsin(θ).
and Chain rule
ux = urcos(θ)− uθ sin(θ)
r
;




Moreover, set u(r, θ) = u(rcosθ, rsinθ) and u = sin2(cosθ) + cos2(sinθ), on ∂Ω =
Γ.
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Substituting these values in Eq(4.1)and by solving, we get the minimal surface


















= 0, 0 < r < 1, 0 ≤ θ < 2pi.
(4.3)
with u(1, θ) = sin2(cosθ) + cos2(sinθ).
This is the open idea that if we use Central Difference Scheme for the unit disk
as in the case of square or rectangle, can we still get the desired result. Even though
we can get the solution by using Finite Difference Method for this case, it might
take time to do the calculation. So we prefer to use Finite Element Method to
solve this type of domain and irregular domain.
(4.2) Finite Element Method
Consider a general form of minimal surface equation for two dimensional prob-
lem in the arbitrary domain Ω = (0, 1)× (0, 1).
−div ∇u√
1 + |∇u|2 = 0, in Ω
u = sin2(x) + cos2(y), on ∂Ω = Γ.
(4.4)
which is the same as
−div(p(−→x )∇u) = 0, in Ω (4.5)
−(p(−→x )ux)x − (p(−→x )uy)y + q(−→x )u = f, (4.6)
where −→x = (x, y)T ∈ Ω, p(−→x ) = 1√
1+|∇u|2 , q(
−→x ) = 0, f = 0.
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n2 is the derivative in the
−→n direction.
Multiplying Eq(4.5) by a test function v ∈ H10 (Ω) and integrating on Ω , by




∇.(p(−→x )∇u)vdxdy = 0.



















a(u, v) = (p(−→x )∇u,∇v) is called bilinear form.
We have two formulations according to our problem Eq (4.5):
Variational formulation
Find u ∈ H1(Ω) such that
a(u, v) = (p(−→x )∇u,∇v) = 0,∀v ∈ H1(Ω)
= (
1√
1 + |∇u|2∇u,∇v) = 0.
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Minimization formulation
Find the minimizer u ∈ H1(Ω) such that
J(u) ≤ J(u+ εv),∀ε, ∀v ∈ H10 = V = {v ∈ H10 (Ω) : v|∂Ω ∈ P1(K),∀K ∈ Γh.}
(4.9)
where J(u) = 1
2
a(u, u).
Let us consider the basis function of each element after discretization. Let
Γh = {K1, K2, K3, ..., Kl} be the set of triangulation and Nh = {N1, N2, N3, ...NN}
be the set of nodes where Ni, i = 1, 2, 3, ...,M are interior nodes and Ni, i = M +
1,M+2,M+3, ..., N are boundary nodes. Also let Vh = {vh ∈ H10 (Ω) : vh|∂Ω = 0.}
Let Kj be the triangular element after discretization. Now we are going to
construct the continuous basis function on each element Kj.
Let
φj(x, y) = aj + bjx+ cjy on Kj, (4.10)
where φj(Nj) = 1, φj(Nk) = 0, φj(Ni) = 0.
Since φj is continuous and piecewise linear on each element, each φj is uniquely
determined. Moreover,
Vh = span{φ1, φ2, φ3, ..., φN}.
aj + bjxj + cjyj = 1,
aj + bjxk + cjyk = 0,
aj + bjxi + cjyi = 0,






















 = 2∆, where ∆ is area of Kj 6= 0.













and get the basis function
φj(x, y) =
(xkyi − xiyk) + (yk − yi)x+ (xi − xk)y
2∆
.
Since such φj is constructed on non boundary nodes Nj, φj(Ni) = 0, for bound-
ary nodes Ni, i =M +1,M +2, ..., N, so all vk ∈ Vk satisfies vk|∂Ω = 0. In this way,
on the boundary nodes Ni, i = M + 1,M + 2, ..., N, we can construct such basis
also.
For a linear function defined on Kj which has the form of u|∂Ω = u1φ1+u2φ2+
u3φ3, the partial derivatives with respect to x, y of this functions are constant given
below
ux|Kj =






















By Galerkin Method, we have
(
1√
1 + |∑Ni=1 αi∇φi|2
N∑
i=1
αi∇φi,∇φj) = 0, for all j = 1, 2, 3, ...,M. (4.12)
Then we get the non-linear system.
Aα = 0, (4.13)




i=1∇φi,∇φj) and α =
(α1, α2, α3, ..., αM)
T . The stiffness matrix A is symmetric positive definite if p(−→x ) >
0.
Let us consider the approximation of stiffness matrix A.




i=1∇φi,∇φj) in the stiffness matrix are
usually computed by summing the contributions from the different triangle Kj.
Let
aij = a(φi, φj)
= (
1√



















Now let us consider for local stiffness matrix on each triangle, say K . If the
nodes of K are Ni, Nj, Nk , then only φi, φj, φk are not identically zeros on K.
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1 + |∑Ni=1 αi∇φi|2
bibj + cicj
44 .




aK(φ1, φ1) aK(φ2, φ1) aK(φ3, φ1)
aK(φ1, φ2) aK(φ2, φ2) aK(φ3, φ2)
aK(φ1, φ3) aK(φ2, φ3) aK(φ3, φ3)
 .
In this way, we get the local stiffness matrix for each triangle Kj and adding
up in order of the place of each element, we get the global stiffness matrix A which
is a sparse matrix.
Now we have a non-linear system as stated in Eq (4.10). By substituting the
initial guess in the place of non-linear part, we get the linear system instead of










αi∇φi,∇φj) = 0, j = 1, 2, 3, ...,M.
So Eq (4.5) becomes a simple linear system after putting the initial guess which
is
Aα = 0. (4.14)
We can solve this linear system by using iteration method to get the desired
result which is convergent. I also plot the figure which I get by using finite element
method. Likewise in the case of Finite Difference Method, I tried to solve the same
boundary value for the unit disk by using Finite Element Method. I can get the
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result in a few steps without time consuming. I tried to plot the unit disk and
other irregular domain with the same boundary condition at the end of comparing
the figures obtained by using both methods in rectangular ( square) domain.
Moreover, I compare the advantages and disadvantages of Finite Element Method
over Finite Difference Method.
(4.3) Comparison of the two methods
(4.3.1) Advantages of Finite Difference Method
(i) We choose the central different method to solve the minimal surface equation
−div( ∇u√
1+|∇u|2 ) = 0 which gives the error O(h
2) which is more accurate compare
to error O(h).
(ii) It is very simple to apply to get the desired result.
(iii) Since we use L2 norm to get the error while calculating, the solution is more
accurate than using L1 norm.
(4.3.2) Advantages of Finite Element Method
(i) The main idea of the finite element method is to project the weak form of
the differential equation onto a finite-dimensional function space.
(ii) By using finite element method, we can approximate the solutions of the second
order nonlinear partial differential equations.
(iii) The advantages of the finite element method over the finite difference method
are usually a more accurate approximation obtained and irregular shaped domains
may be considered in the context of one program.
(iv) In our problem, since boundary value is chosen as initial guess for each node,
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we can get the desired result which is convergent in short iteration steps.
(v) Since we are calculating at many mesh points we can get the solution more
accurate.
(4.3.3) Disadvantages of Finite Difference Method
(i) Finite difference method takes so many iteration steps to get the desired result.
(ii) Finite difference method sometimes cannot get accurate approximation.
(iii) It is impossible to use finite difference method in solving irregular shaped do-
mains .
(4.3.4) Disadvantages of Finite Element Method
(i) While solving the nonlinear minimal surface problem, we expect to obtain non-
linear algebraic problems.
(ii) Some of the integral may be more difficult to evaluate.
(iii) Sometime admissible energy integrals may not exist. When no admissible en-
ergy integral exists, we have to use Galerkin’s formulation of the finite element
method.
(iv) Finite element method needs to calculate the coordinate of the nodal points
(p) , the index of the node of the element (t) and the index of the node of the
boundary (e) which requires PDE toolbox so the method does not work when
there is no PDE toolbox.
By looking at the comparison between Finite Difference Method and Finite
Element Method, although both methods are useful in common, they have some
weakness to perform also.
Appendix A
Figures showing the convergent of the
minimal surface equation by given
boundary conditions
Here I try to plot the figures by using both Finite Difference Method and Finite




Figure A.1: Figures showing the convergent of the minimal surface equation
−div |∇u|√
1 + |∇u|2 = 0, in Ω = (0, 1)× (0, 1)
where u = sin2(x) + cos2(y), on ∂Ω = Γ.
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Figure A.2: Figures showing the convergent of the minimal surface equation by
Finite Element Method
−div |∇u|√
1 + |∇u|2 = 0, in Ω = Triangle in D
where u = sin2(x) + cos2(y), on ∂Ω = Γ.
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Figure A.3: Figures showing the convergent of the minimal surface equation by
Finite Element Method
−div |∇u|√
1 + |∇u|2 = 0, in Ω = Circle in D
where u = sin2(x) + cos2(y), on ∂Ω = Γ.
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Figure A.4: Figures showing the convergent of the minimal surface equation by
Finite Element Method
−div |∇u|√
1 + |∇u|2 = 0, in Ω = Elliptic in D
where u = sin2(x) + cos2(y), on ∂Ω = Γ.
Appendix B
Programmes for solving Minimal Surface
Equation by using Finite Difference
Method






















































Programmes for solving Minimal Surface
Equation by using Finite Element Method
% Assume we have a triangulation p,e,t already
% p: (2*nnode) matrix to record the coordinate of the nodal points;
% t: (3*nele) matrix to record the index of the node of the element;





%: Let "nodes" to record the index of the node of the element;
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