Abstract-Nonparametric density gradient estimation using a generalized kernel approach is investigated. Conditions on the kernel functions are derived to guarantee asymptotic unbiasedness, consistency, and uniform consistenby of the estimates. The results are generalized to obtain a simple mean-shift estimate that can be extended in a k-nearestneighbor approach. Applications of gradient estimation to pattern recognition are presented using clustering and intrinsic dimensionality problems, with the ultimate goal of providing further understanding of these problems in terms of density gradients.
I. INTRODUCTION N ONPARAMETRIC estimation of probability density functions is based on the concept that the value of a density function at a continuity point can be estimated using the sample observations that fall within a small region around that point. This idea was perhaps first used in Fix and Hodges' [l] original work. Rosenblatt [2] , Parzen [3] , and Cacoullos [4] generalized these results atid developed the Parzen kernel class of density estimates. These estimates were shown to be asymptotically unbiased, consistent in a mean-square sense, and uniformly consistent (in probability). Additional work by Nadaraya [S] , later extended by Van Ryzin [6] to n dimensions, showed strong and uniformly strong consistency (with probability one).
Similarly, the gradient of a probability density function can be estimated using the sample observations within a small region. In this paper we will use these concepts and results to derive a general kernel class of density gradient estimates. Although Bhattacharyya [7] and Schuster [8] considered estimating the density and all its derivatives in the univariate case, we are interested in the multivariate gradient, and our results follow more closely the Parzen kernel estimates previously mentioned.
In Section II, we will develop the general form of the kernel gradient estimates and derive conditions on the kernel functions to assure asymptotically unbiased, consistent, and uniformly consistent estimates. By examining the form of the gradient estimate when a Gaussian kernel is used, in Section III we will be able to develop a simple mean-shift class of estimates. The approach uses the fact that the expected value of the observations within a small region about a point can be related to the density gradient Manuscript received February 1, 1973 ; revised June 13, 1974 . This work was supported in part by the National Science Foundation under at that point. A simple modification results in a k-nearestneighbor mean-shift class of estimates. This modification is similar to Loftsgaarden and Quesenberry's [9] k-nearestneighbor density estimates, in that the number of observations within the region is fixed whereas in the previous estimates the volume of the region was fixed.
In Section IV, applications of density gradient estimation to pattern recognition problems are investigated. By taking a mode-seeking approach, a recursive clustering algorithm is developed, and its properties studied. Interpretations of our results are presented along with examples. Applications to data filtering and ilitrinsic dimensionality determination are also .discussed. Section V is a summary.
II. ESTIMATION OF THE DENSITY GRADIENT
In most pattern recognition problems, very little if any information is available as to the true probability density function or even as to its form. Due to this lack of knowledge about the density, we have to rely on nonparametric techniques to obtain density gradient estimates. A straightforward approach for estimating a density gradient would be to first dbtain a differentiable nonparametric estimate of the probability density function and then take its gradient. The nonparametric density estimates we will use are Cacoullos' [4] multivariate extensions of Parzen's [3] univariate kernel estimates.
A. Proposed Gradient Estimates
Let X1,X,, * * -,X, be a set of N independent and identically distributed n-dimensional random vectors. Cacoullos [4] 
and where II * II is the ordinary Euclidean norm, and R" is the n-dimensional feature space. The parameter h, which to guarantee asymptotic unbiasedness of the estimate. Mean-square consistency of the estimate is assured by the condition lim A%"(N) = co.
N-tm
Although the condition (15) must be imposed on the density function, practically all density functions satisfy this condition. Thus
Uniform consistency (in probability) is assured by the at the points of continuity of V,p(X), provided that 1) condition p(X) satisfies (15); 2) h(N) goes to zero as N -+ co (see lim FIJI?"(N) = co, (8) (6)); 3) k(X) satisfies (2)--(5); and 4) sR" Iap(Y)/ayil dY < CO, N'G) for i = 1,2; * *,n. provided the true density p(X) is uniformly continuous. Additional conditions were found by Van Ryzin [6] to assure strong and uniformly strong consistency (with probability one).
The proof is given in the Appendix. Motivated by this general class of nonparametric density estimates, we use the differentiable kernel function and then estimate the density gradient as the gradient of the density estimate (1). This gives the density gradient estimate
The estimate vxpN(X) is consistent in quadratic mean,
N-too at the points of continuity of V,p(X), provided that the following conditions are. satisfied
and V, is the usual gradient operator with respect to x1, x2, * * * ,x,. Equation (10) is the general form of our density gradient estimates. As in density estimation, this is a kernel class of estimates, and various kernel functions k(Y) may be used. Conditions on the kernel functions and h(N) will now be derived to guarantee asymptotic unbiasedness, consistency, and uniform consistency of the estimate.
B. Asymptotic Unbiasedness
The basic result needed for the proof of asymptotic unbiasedness is [4, theorem 2.11 . This theorem, given here without proof, states that if the function k(X) satisfies conditions (2)- (4), h(N) satisfies condition (6), and g(X) is any other function such that s Is( dY < *,
R" then the sequence of functions gN(X) defined by
converges at every point of continuity of g(X) to
N-t03 R"
Using this we will be able to show that the estimate 6,pN(X) is asymptotically unbiased for a class of density and in addition to (2)- (5) the kernel function is such that 2) sup Iki'(Y)I < 00 
The proof is given in the Appendix. The additional power of two in the condition (19) on h(N) comes from estimating gradients and not just the density so that in (17),
with the additional h-' being generated. This additional power requires h(N) to go to zero slightly slower than in the previous case (7) for density estimation alone.
Since we may want to use the estimate of the density gradient over the ent.ire space in the same application and not just be satisfied with pointwise properties, we would like to determine the conditions under which the gradient estimate is uniformly consistent. 3) V,p(X) is uniformly continuous.
. .
(26) (27) %lT) (28) ( 29) The proof follows from the definition of Vx&X) and the properties of characteristic functions, the details of which are given in the Appendix. Again we see that the additional power of two in the condition (27) on h(N) is present.
III. SPECIAL KERNEL FUNCTIONS
Having derived a general class of probability density gradient estimates and shown it to have certain desirable properties, we will now investigate specific kernel functions in order to better understand the underlying process involved in gradient estimation. Ultimately this results in a simple and very intuitive mean-shift estimate for the density gradient. A simple modification then extends this in a knearest-neighbor approach to gradient estimation much in the same manner as Loftsgaarden and Quesenberry's [9] extension of kernel density estimates.
A. Mean-Shift Gradient Estimates
The Gaussian kernel function is perhaps the best known differentiable multivariate kernel function satisfying the conditions for asymptotic unbiasedness, consistency, and uniform consistency of the density gradient estimate. The Gaussian probability density kernel function with zero mean and identity covariance matrix is
(30) Taking the gradient of (30) and substituting it into (10) for Vk(X), we obtain as the estimate of the density gradient
An intuitive interpretation of (31) is that it is essentially a weighted measure of the mean shift of the observations about the point X. The shift Xi -X of each point from X is calculated and multiplied by the weighting factor h-("+2) . w-'1' exp (-(X -Xi)T(X -Xi)/2h2). The sample mean of these weighted shifts is then taken as the gradient estimate.
The same general form will result if the kernel function is of the form k(X) = g(XTX).
(32)
The most simple kernel with this form is
where (34) is the normalizing constant required to make the kernel function integrate to one and l?(w) is the gamma function. This kernel function can easily be shown to satisfy all the conditions for asymptotic unbiasedness, consistency, and uniform consistency of the gradient estimate and is, in a sense, quite similar to the asymptotic optimum product kernel discussed by Epanechnikov [lo] .
Substituting (33) into (lo), we obtain as the gradient estimate
is the volume of the region
(37) and k is the number of observations falling within S,,(X) and, therefore, the number in the sum.
Equation (35) provides us with an excellent interpretation of the gradient estimation process. The last term in (35) is the sample mean shift
(38) i of the observations in the small region S,(X) about X. Clearly, if the gradient or slope is zero, corresponding to a uniform density over the region S,,(X), the average mean shift would be zero due to the symmetry of the observations near X. However, with a nonzero density gradient pointing in the direction of most rapid increase of the probability density function, on the average more observations should fall along its direction than elsewhere in S,(X). Correspondingly, the average mean shift should point in that direction and have a length proportional to the magnitude of the gradient.
B. Mean-Shift Normalized Gradient Estimates
Examining the proportionality constant in (35), we see that it contains a term identical to the probability density estimate using a uniform kernel function over the region By taking this to the left side of (35) and using the properties of the function In y, 'we see that the mean shift can be used as an estimate of the normalized gradient
This mean-shift estimate of the normalized gradient has a pleasingly simple and easily calculated expression (41). It can also be given the same intuitive interpretation that was just given in the previous section for the gradient estimate. The normalized gradient can be used in most applications in place of the regular gradient, and, as will be seen in Section IV, it has desirable properties for pattern recognition applications.
This mean-shift estimate can easily be generalized to a k-nearest-neighbor approach to normalized gradient estimation. Letting h be replaced by the value of dk(X), the distance to the k-nearest-neighbor of X, and S,,(X) be replaced by S,,(X) = {Y : II Y -X II I dk} (42) we obtain for the k-nearest-neighbor mean-shift estimate of V, ln PQ, 9, In pN(x) = (43)
Thus we have developed both a kernel and a k-nearestneighbor approach to normalized gradient estimation.
What, if any, limiting properties, such as asymptotic unbiasedness, consistency, and uniform consistency, carry over from the kernel estimates to the k-nearest-neighbor case is still an open research problem.
IV. APPLICATIONS
In this section we will show how gradient estimates can be applied to pattern recognition problems.
A. A Gradient Clustering Algorithm
From Fig. 1 , we see that one method of clustering a set of observations into different classes would be to assign each observation to the nearest mode along the direction of the gradient at the observation points. To accomplish this, one could move each observation a small step in the direction of the gradient and iteratively repeat the process on the transformed observations until tight clusters result near the modes. Another approach would be to shift each observation by some amount proportional to the gradient at the observation point. This transformation approach is the one we will investigate in this section since it is in- (45) where a is an appropriately chosen positive constant to guarantee convergence. This is the n-dimensional analog of the linear iteration technique for stepping into the roots of the equation
and equivalently the modes of the mixture density p(X). Although local minima are also roots of (46), it is easy to see that the algorithm (45) will move observations away from these points since the gradients point away from them. Thus after each iteration each observation will have moved closer to its parent mode or cluster center. The use of the normalized gradient V, In p(X) = V,p(X)/ p(X) in place of V,..(X) in (45) can be justified from the following four points of view.
1) The first is that in the tails of the density and near local minima where p(X) is relatively small it will be true that V, In p(X) = V,p(X)/p(X) > V,p(X). Thus the corresponding step size for the same gradient will be greater than that near a mode. This will allow observations far from the mode or near a local minimum to move towards the mode faster than using V,p(X) alone.
2) The second reason for using the normalized gradient can be seen if a Gaussian density with mean M and identity covariance matrix is considered
Then if a is taken to be one, (45) becomes Xi1 = Xj + V, In p(Xj) = Xj -(Xj -M) = M. (48) Thus for this Gaussian density the correct choice of a allows the clusters to condense to single points after one iteration. This fact gives support for its use in the general mixture density problem in which the individual mixture component densities often look Gaussian. 3) The third reason for using the normalized gradient is that we can show convergence in a mean-square sense. In other words, if we make the transformation of random variables Y = X + aV,lnP(X) (49) then by selecting a proper a the covariance of our samples will get smaller, (55) p-t The last equality holds when the density function satisfies (15). Thus the second term of (54) becomes, upon using (55) and integrating by parts,
where we have assumed (56) lim Xp(X) = 0. Ilxll+~
Using (55) and (56) in (54), we obtain
Thus for convergence in a mean-square sense all that is required is that a be chosen small enough; in particular, from (58),
The optimum a, optimum in the sense of decreasing (54) as much as possible, is obtained by differentiating (58) with respect to a and noting that E{ZTZ} is greater than zero to obtain a opt = & * This analysis gives us some insight into the choice of the parameter a. If a is too small, then the observations move only slightly towards the modes, but the variance decreases. If a is increased to the optimum value, then the step size is just right, and the variance decreases as much as possible. As a is made larger still, we begin to slightly overshoot the mode, but the variance still has decreased since it only involves distances from the mode. Finally, if a is made too large, we greatly overshoot the mode with the resulting variance being larger than that before the iteration. Thus one should be conservative in the choice of a so that although more iterations may be required to achieve tight clusters, at least the algorithm will not diverge.
4) The fourth reason for using the normalized gradient is that it can be estimated directly using the mean-shift estimate (41). When a Gaussian kernel function is used, the normalized gradient cannot be estimated directly, and we have to estimate both V,p(X) and P(X) separately and take their ratio.
B. Clustering Applications
As an example of gradient estimation in clustering, the algorithm of (45) was implemented on a computer using both the Gaussian kernel function approach and the sample mean-shift estimate (41) for V, In p(X). The data for these experiments were computer-generated bivariate-normal random vectors. Sixty observations were obtained from each of three classes, each having identity covariance matrix and the following different means:
These distributions are slightly overlapping, the original data is shown in Fig. 2 . By recursively applying the clustering algorithm (45) using gradient estimates, the data are transformed into three clusters. Fig. 3 shows the resulting transformed data for the Gaussian kernel estimate algorithm with a = 0.5 and h = 0.8, and for the mean-shift estimate algorithm with a = 0.75 and h = 1.5. Fig. 4 shows the resulting class assignments using the different algorithms. These results show that gradient estimation is indeed applicable to clustering problems.
The choice of the parameter h seems to depend upon the size of the clusters for which one is searching. This is due to the fact that the density estimate can be interpreted as approximating the convolution integral of p(X) and h-"k(h-'X), and thus the kernel function is acting as a smoothing titer on the density, see to other modes. See [4] , [IO], and [11] for discussions of the problem of the choice of h. The choice of a that seemed to work well in these examples was h2 a=-. n+2 (62) Substituting (62) and (41) into (45) gives the mean-shift clustering algorithm xj+l=! c xi'.
This algorithm transforms each observation to the sample mean of the observations within the region S,, around it. Thus, if the entire data set is divided into convex subsets that are greater than distance h apart, the observations will always remain within their respective sets or clusters and cannot diverge. This is due to the fact that (63) is always a convex combination of members from the same convex set, therefore, it must also lie inside the set. Also, as soon as all the observations in such a set lie within a distance h of one another, the next iteration will transform them all to a common point, their sample mean.
C. Applications to Data Filtering
This approach can also be used as a data filter to reduce the effect of noise in determining the intrinsic dimensionality of a data set, The intrinsic dimensionality of a data set is defined (see [12] ), to be the minimum number no of parameters required to account for the observed properties of the data. The geometric interpretation is that the entire data set lies on a topological hypersurface of no dimensions. Fig. 6 shows a two-dimensional distribution that has intrinsic dimensionality of one. The Karhunen-Loeve dominant eigenvector analysis (see [12] ) used to find the number of principal axes of data variance of this distribution results in the two dominant axes shown in the figure. This suggests a dimensionality higher than the intrinsic value. This effect is avoided by using small local regions as in Fig. 7 . Then the Karhunen-Lo&e analysis of these subsets indicates dimensionalities close to the intrinsic value.
This process experiences difficulty if there is noise present in the data. Thus if our observation space has n > no This effect could be offset by taking larger regions, but these regions then might include several surface convolutions, again resulting in an overestimate of the intrinsrc dimensionality.
To reduce this effect, one would like to eliminate the noise in the minor dimensions, leaving only the dominant data surface. This can be achieved by using a few iterations of the mode clustering algorithm (45) as a data filter to contract the data onto its intrinsic data surface while still retaining the dominant properties of the data structure.
As an example, 400 observations were generated in the form (x1,x2) = (r cos 6, r sin 6)
where r and 8 were uniformly distributed over the regions 2.25 I r< 2.75 018571 (65) respectively. This noisy data set can be considered to have intrinsic dimensionality one, with the intrinsic data surface being a circle of radius r equal to 2.5. Fig. 8 shows the original noisy data set. By using two iterations of the transformation algorithm (45) with h = 0.6 and a = h2/3 = 0.12, we see that the noise has been effectively removed leaving just the intrinsic data surface. This transformed data set is shown in Fig. 9 . The results show that gradient estimation can be used to effectively eliminate the noise from a data surface.
V. SUMMARY By building upon previous results in nonparametric density estimation, we have been able to obtajn a general class of kernel density gradient estimates. Conditions on the kernel function were derived to guarantee asymptotic unbiasedness, consistency, and uniform consistency of the estimate. By generalizing the results for a Gaussian kernel function, we developed a sample mean-shift estimate of the normalized gradient and extended it to a k-nearest-neighbor approach.
Applications of these estimates to the pattern recognition problems of clustering and intrinsic dimensionality determination were presented with examples. Like most nonparametric sample-based techniques, the direct application of the algorithm may be costly in terms of computer time and storage, but still the underlying philosophy of density gradient estimation in pattern recognition systems is worth investigating as a means of furthering our understanding of the pattern recognition process. In this section we will show thal the gradient estimate is asymptotically unbiased for the density function that satisfies (15); that is,
Taking the expectation of vxp(X) of (9),
Now looking at the ith component of this expectation and integrating by parts, (2), and p(X) is a probability density function with (15) satisfied, the first term of (68) is zero as
Under the conditions (2)- (6), we can apply (14) to obtain the second term
where the last equality follows from condition (5) on k(X). Asymptotic unbiasedness (16) now follows by substituting (69) and (70) in the limit of (68).
B. Consistency
In this section we will show that the gradient estimate is consistent in a mean-square sense; that is,
goes to zero as N approaches infinity. Since the estimate is asymptotically unbiased for a density function that satisfies (15),
N-CO Substituting (9), the first term of (71) becomes
Using conditions (20)- (22), we see that [k,'(Y) 12 satisfies the conditions needed for (14) to hold. Thus (77) which is finite. Substituting (77), (76), an: (74) In this section we will show that the gradient estimate is uniformly consistent in probability; that is, lim pr {,"wn II~xPN(x) - where ei = 0 or 1 depending on whether di is the correct decision or not. Hellman and Cover [l] have shown that a lower bound for P, is 
