We consider binomial and inverse binomial sums at infinity and rewrite them in terms of a small set of constants, such as powers of π or log(2). In order to perform these simplifications, we view the series as specializations of generating series. For these generating series, we derive integral representations in terms of root-valued iterated integrals. Using substitutions, we express the interated integrals as cyclotomic harmonic polylogarithms. Finally, by applying known relations among the cyclotomic harmonic polylogarithms, we derive expressions in terms of several constants.
Introduction
The goal of this article is to find and prove identities of the following form:
Note that binomial and inverse binomial sums (see for example [5] ) are of interest in physics: in particular, these sums have been studied in order to perform calculations of higher order corrections to scattering processes in particle physics [3, 19, 16, 13, 11, 12, 15, 17, 21] . Central binomial sums were also considered in [18, 23, 9, 10] , and there is a connection to Apéry's proof of the irrationality of ζ(3) (see [8] ). In [22] , a list of conjectures on series for powers of π and other important constants is presented. In the frame of this article we are going to prove several of these conjectures involving binomial and inverse binomial sums. We summarize our approach with a concrete example. Consider the sum
where
sign(a) k k |a| denotes the generalized harmonic numbers with a ∈ Z \ {0}. As a first step we derive an integral representation for (1) . Using tools from [5] this leads to 
Next we want to rewrite these iterated integrals in terms of so called cyclotomic harmonic polylogarithms [2, 4, 6] which are extensions of the harmonic polylogarithms [20] . In order to define cyclotomic harmonic polylogarithms we introduce the following auxiliary function: For a ∈ N and b ∈ N, b < ϕ(a) (here ϕ denotes Euler's totient function) we define f By using the substitution x → (u−1) 2 1+u+u 2 we are going to show below how we can express the iterated integrals from equation (2) in terms of cyclotomic harmonic polylogarithms. Hence we get
Finally, by using known relations (see [4, 6] ) and new relations worked out in Section 4 between cyclotomic harmonic polylogarithms at one we can derive
Summarizing, the proposed strategy, which has been implemented in the Mathematica package HarmonicSums 1 [1] , is 1. Rewrite the sums in terms of nested integrals (see Section 2).
2. Rewrite the integrals in terms of cyclotomic harmonic polylogarithms (see Section 3).
3. Provide a sufficently strong database to eliminate relations among these cyclotomic polylogarithms and find reduced expressions (see Section 4).
Using this strategy the two main computational challanges are to transform the nested integrals into expressions in terms of cyclotomic harmonic polylogarithms, and to calculate the underlying relations such that the expressions in terms of cyclotomic harmonic polylogarithms collapse to simple constants. Here the computational effort grows exponentially with the nested deth of the integrals. We are able express a large set of binomial and inverse binomial sums at infinity in terms of several constants using the proposed method. As a bonus, we can generate base identities that can be combined to new interesting results. In particular we are able to discover and prove some of the conjectures from [22] . The remainder of this article is organized as follows: In Section 2, we show in detail how we can derive integral representations for special binomial and inverse binomial sums. In Section 3, we show how these integral representations can be transformed to expressions in terms of cyclotomic harmonic polylogarithms. Section 4 deals with relations between the cyclotomic harmonic polylogarithms. Finally, in Section 5, we summarize the base identities that we found together with some nice combined results and list the conjectures from [22] that we could prove using our approach.
Generating Functions and Infinite Nested Binomial Sums
As a first step, we derive integral representations for the binomial sums. In order to accomplish this task, we view infinite sums as specializations of generating functions [5] . Namely, if we are given an integral representation of the generating function of a sequence, then we can obtain an integral representation for the infinite sum over that sequence if the limit x → 1 can be carried out. This approach to infinite sums can be summarized by the following formula:
In order to find integral representations of the generating functions, we rely on some results given in [5] . First we need the following well known properties. 
In addition, we make use of the following identities, which are useful for expressions involving binomial coefficients. Related formulae can also be found in the Appendix of [13] , which do not explicitly express the results as iterated integrals. 
Let us illustrate the use of the formulae above by two simple examples.
Example 3. Consider the generating function
Applying (6), twice we obtain
Now, by virtue of (10) with f (n) := δ n,1 , we obtain the result
Example 4. Consider the generating function
Applying (6) and then (10), we obtain
Again, by applying (6) and then (10) with f (n) := δ n,1 , we obtain
Note that combining Example 12 and 14 and setting x → 1 we arrive at
Since the limit x → 1 can be computed, we obtain (2) as our result.
Special Iterated Integrals to Cyclotomic Harmonic Polylogarithms
In this section, we show how we can transform the iterated integrals that occur in the integral representation of Section 2 to expressions in terms of cyclotomic harmonic polylogarithms defined in (3) . As an example, we consider the iterated integral
which is part of (2). Substituting r → (u−1) 2 1+u+u 2 in the innermost integral leads to
Proceeding by the substitution s →
and finally by t → (w−1) 2 1+w+w 2 we arrive at
Since the integration for cyclotomic harmonic polylogarithms always starts at 0, we rewrite this integral in the form
These integrals can be rewritten in terms of cyclotomic harmonic polylogarithms using partial fractions and the formula
which can be derived by using integration by parts on
Let us illustrate this on
First we look at the inner integral
Applying (22) to the first integral twice, together with partial fractioning yields
Applying the second integral and using the same strategy yields
Proceeding in the same manner for the other two integrals in (24) and combining yields an expression in terms of cyclotomic harmonic polylogarithms for (23):
In a similar fashion we can rewrite all the iterated integrals in (21) in terms of cyclotomic harmonic polylogarithms. This leads to
Note that the computational effort that has to be made grows exponentially with the nested depth of the integrals. In HarmonicSums sophisticated algorithms are used to speed up these computations. By applying these substitutions to all iterated integrals in (2) we can derive (4) . Note that in our computations, integrands of the form
appear. In order to deal with these integrands, we used the substitutions x →
1+u 2 , respectively. More precisely we utilize the following substitutions:
Relations between Cyclotomic Harmonic Polylogarithms
In this section, we examine relations beween cyclotomic harmonic polylogarithms at argument 1 (compare [4, 6, 7] ). A first set of relations originates from the shuffle algebra structure of cyclotomic harmonic polylogarithms i.e., the product of two cyclotomic harmonic polylogarithms of the same argument can be expressed using the formula
in which p ∃ q represents all merges of p and q in which the relative orders of the elements of p and q are preserved. As an example, we have:
Secondly, there are the so-called duality relations which are due to argument transforms of the form 1
leads, for example, to the relation
Other classes of relations for cyclotomic harmonic polylogarithm at 1 originate from the sum representation of these constants [6] . For a i , k ∈ N * , b i , n ∈ N and c i ∈ Z * we define
k is called the depth and
Further relations can be discovered by utilizing the connection between cyclotomic harmonic polylogarithms at 1 and cyclotomic harmonic sums at ∞. This link can be established via the power series expansion of cyclotomic harmonic polylogarithms. In the following we sketch this translation mechanism, for details we refer the reader to [4, 6] . Let Φ a (x) be a cyclotomic polynomial. Then we can write
Hence we get the power series expansion of depth one cyclotomic harmonic polylogarithms as follows.
We can proceed recursively on the depth to obtain a power series expansion of a general cyclotomic harmonic polylogarithm. Let H m (x) be a cyclotomic harmonic polylogarithm with
for x ∈ (0, 1), w, g j ∈ N, c j ∈ Z and some cyclotomic harmonic sums S n j (i) .
Provided that a = 0 or ak = z for some k ∈ N we have
Finally, for x → 1 these sums turn into cyclotomic harmonic sums at infinity if c = 1:
Example 5. Consider
Then, for x → 1 we get
In summary we can rewrite a cyclotomic harmonic polylogarithm at 1 in terms of cyclotomic harmonic sums at ∞ using the power series expansion. From the sum representations, we can deduce additional classes of relations: cyclotomic harmonic sums form a quasi-shuffle algebra (see [4, 6, 14] ) and hence we get relations of the form S In addition to the quasi-shuffle relation there are two duplications: For c i 1 we have
where we sum on the left hand side over the 2 m possible combinations. In addition, let d i ∈ {−1, 1}. Then we have
where we sum on the left hand side over the 2 m possible combinations of the d i . Finally, there is the following multiple argument relation:
and for a i , m ∈ N,
As an exampleof a multiple argument relation, we state
.
Note that if the lim n→∞ S m (n) exists then it makes no difference whether we consider sums at ∞ or k · ∞, k ∈ N, and hence these relations remain valid in the limit. For example we get S (2,1,2) (∞) = 1 9 S (2,1,2) (∞) + S (6,1,2) (∞) + S (6,5,2) (∞) + 34 225 .
Summarizing we get the following classes of relations [6]:
• stuffle relations (quasi shuffle algebra of cyclotomic sums)
• two duplication relations (if the sum is finite, it makes no difference whether the argument is ∞ or 2 · ∞.)
• multiple argument relations (if the sum is finite, it makes no difference whether the argument is ∞ or k · ∞.)
• shuffle relations (shuffle algebra of cyclotomic polylogarithms)
• duality relations of cyclotomic polylogarithms.
As a first example, we consider cyclotomy 4, i.e., the cyclotomic polylogarithms with letters in {(0, 0), (1, 0), (2, 0), (4, 0), (4, 1)} or the cyclotomic sums with letters in Table 1 : Number of cyclotomic harmonic polylogarithms and cyclotomic harmonic sums together with the number of basis constants of cyclotomy 4 at different weights.
up to weight 5. Using the relations from above we can express all these constants using the following basis constants: As a second example we consider cyclotomy 6, i.e., the cyclotomic polylogarithms with letters in {(0, 0), (1, 0), (2, 0), (3, 0), (3, 1), (6, 0), (6, 1)} or the cyclotomic sums with letters in In the following we give some example relations for the cyclotomic harmonic polylogarithms appearing in (4): Plugging these relations into (4) we find
Results
In this section, we provide a number of base identities we discovered using the techniques outlined in Sections 2, 3, and 4. These results were obtained and proved using our implementation in the Mathematica package HarmonicSums [1] . We define here a number of constants that appear. Note that these constants do not possess any further relations induced by the algebraic properties given in Section 4.
l 1 := log(2); l 2 := log(3); l 3 := log 7 − 4 √ 3 ; l 4 := log 2 − √ 3 ; l 5 := log 2 + √ 3 ;
;
2 + √ 3 ;
Weight 1:
Weight 2:
Weight 3:
Weight 4: + 2 and G := C.
