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1. INTRODUCCI ´ON
En el disen˜o de controladores para mo´dulos fı´sicos se hace necesario un modelamiento matema´tico
que describe el funcionamiento real del sistema, en donde se hacen presentes aproximaciones que en
ciertos casos hace variar el funcionamiento real con el ‘teo´rico’, por eso las caracterı´sticas del disen˜o
de un sistema de control van a depender en gran medida de la fidelidad con la que el modelo empleado
describa el comportamiento del sistema [6]. En su mayorı´a los mo´dulos reales o procesos reales son
bastante complejos para ser descrito en forma precisa por cualquier modelo matema´tico y gracias a
esto se presentan errores de modelado adema´s del causado por aproximaciones simplificadoras, por
ello serı´a un modelo impreciso que contarı´a con incertidumbres.
En el disen˜o de controladores para e´stos sistemas se deben tener en cuenta todas las variaciones
posibles de la planta, de tal manera que lo que se vaya a controlar no sea una planta, sino una familia
de plantas que se comporten segu´n se desee. Los sistemas de levitacio´n magne´tica han llamado
la atencio´n acade´mica por sus aplicaciones, como los sistemas de transporte de alta velocidad,
despalzamiento terrestre sin roce o sistemas meca´nicos de almacenamiento de energı´a, pero gracias
a su principio de levitacio´n, e´ste sistema es bastante inestable y muy influenciado por perturbaciones
externas, es por eso que se pretende disen˜ar un controlador robusto H2/H∞ que cumpla con los
criterios de estabilidad robusta y mı´nimo error.
Una te´cnica conocidad como control mixto H2/H∞ [4] hace que cualquier sistema inestable e influ-
enciado por perturbaciones desconocidas se comporte como se desea, pero llega a ser teoricamente
complejo su desarrollo, es por eso que el disen˜o del controlador se hace mediante los algoritmos
gene´ticos que llegan a ser muy u´tiles y facilmente aplicables a cualquier problema, el algoritmo que
se pretende desarrollar a lo largo de e´ste trabajo es uno que permite obtener un controlador sencillo y
que a su vez cumple con restricciones de estabilidad robusta.
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2. MODELAMIENTO DE SISTEMAS F´ISICOS
2.1. INCERTIDUMBRES EN CONTROL ROBUSTO
El comportamiento de sistemas dina´micos puede ser modelado por ecuaciones lineales e invariantes
en el tiempo, tratando de reproducir con fidelidad la actuacio´n del sistema con el fin de analizarlo y
hacer disen˜os sobre e´ste, pero contando con aproximaciones permitidas. En el caso pra´ctico no es del
todo cierto el modelo matema´tico obtenido, ya que un proceso real no puede ser descrito ampliamente
y de forma precisa, por eso se incurren en ciertos errores de modelado, estudiado en [7].
Con el fin de controlar eficientemente un proceso real es necesario tener informacio´n sobre posibles
fuentes de incertidumbres, teniendo en cuenta el efecto influyente sobre el comportamiento de todo
el sistema, estas incertidumbres pueden ser catalogadas en dos grupos diferentes, incertidumbres
parame´tricas e incertidumbres estructuradas, cada una de ellas divide los factores causantes de errores
de modelado.
2.1.1. Incertidumbre Parame´trica
En e´ste caso se encuentra como errores de modelado la modificacio´n del punto de trabajo de la planta
e imprecisiones en los para´metros, en las ecuaciones que describen el sistema son incluidos muchos
para´metros fı´sicos como, masas, inercias, distancias, aceleraciones (gravedad), fuerzas y dema´s, y/o
para´metros ele´ctricos como inductancias, capacitancias, acoples ele´ctricos, etc. En estos casos es claro
que no se pueden tener valores precisos y que cada uno de estos para´metros tiene tolerancias asociadas.
2.1.2. Incertidumbre Estructurada
Las incertidumbres estructuradas generalmente son las que causan ma´s problemas en el compor-
tamiento del sistema [9], generalmente a altas frecuencias, precisamente por dina´micas no modeladas
de alta frecuencia, generalmente en sensores, actuadotes o en algunos casos la reduccio´n del orden de
la planta, tambie´n por dina´mica no lineal no considerada o probablemente por retardos de tiempos que
no son contemplados.
Dependiendo del conocimiento que se tenga sobre las causas de la incertidumbre se puede distinguir
entre incertidumbre estructurada y no estructurada.
Incertidumbre no estructurada
Para e´sta incertidumbre ba´sicamente se conoce que existen discrepancias entre el modelo matema´tico
y la planta real, y se conoce el taman˜o de las desviaciones en ciertas medidas, por ejemplo en la
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respuesta frecuencial o diferencia en la respuesta temporal gracias a la dina´mica de alta frecuencia no
modelada y la no consideracio´n de un elemento no lineal respectivamente.
En ciertos casos es posible tener incertidumbres parcialmente estructuradas, en e´ste caso se contempla
el hecho de que las incertidumbres en actuadores sean independientes entre si.
En algunos casos es necesario tener incertidumbres simulta´neas, pero en general es posible considerar
el conjunto de incertidumbres sobre el sistema como una sola incertidumbre equivalente, el cual puede
ser representado con el diagrama de bloques de la figura 2.1 de un sistema de control.
 
Figura 2.1.: Incertidumbre Equivalente
Donde G representa la planta, K el controlador, di,do las perturbaciones que podrı´an afectar el proceso,
r la referencia, y la respuesta del sistema y n el ruido de los sensores.
El bloque E representa los errores de modelado, el cual se puede representar de diferentes maneras
sobre el sistema.
La forma ma´s utilizada es la incertidumbre multiplicativa [11], ya que tiene como propiedad de ser una
incertidumbre pequen˜a a bajas frecuencias donde se conoce mejor la planta y aumenta la incertidumbre
a altas frecuencias donde el sistema es ma´s impreciso.
En general se puede expresar la planta real como:G′ = G+∆G Donde G es el modelo matema´tico del
sistema y ∆G representa las incertidumbres.
Existen varios modelos de incertidumbres que se citan a continuacio´n:
1. Aditiva (iA) figura 2.2:
G′ = G+E
∆G = E
2. Multiplicativa a la entrada(iMi) figura 2.3:
4
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Figura 2.2.: Incertidumbre aditiva
G′ = G(I +E)
∆G = GE
 
Figura 2.3.: Incertidumbre Multiplicativa a la entrada
3. Multiplicativa a la salida(iMo) figura 2.4:
G′ = (I +E)G
∆G = EG
4. Realimentacio´n a la planta (iRp) figura 2.5:
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Figura 2.4.: Incertidumbre Multiplicativa a la salida
G′ = (I +GE)−1 G
∆G =
[
(I +GE)−1− I
]
G
 
Figura 2.5.: Incertidumbre de Realimentacio´n a la planta
5. Como bucle realimentado a la entrada (iRi) figura 2.6:
G′ = G(I +E)−1
∆G = G
[
(I +E)−1− I
]
6. Como bucle realimentado a la salida (iRo) figura 2.7:
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Figura 2.6.: Incertidumbre como bucle realimentado a la entrada
G′ = (I +E)−1 G
∆G =
[
(I +E)−1− I
]
G
 
Figura 2.7.: Incertidumbre como bucle realimentado a la salida
En donde I es una matriz identidad en el caso MIMO, la cual es lo mismo que ‘1’ en el caso
SISO.
7. Factor coprima a la izquierda. figura 2.8:
G′ =
(
M˜+EM˜
)−1(
N˜ +EN˜
)
8. Factor coprima a la derecha. figura 2.9:
G′ =
(
N +EN˜
)(
M+EM˜
)−1
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Figura 2.8.: Incertidumbre con factor coprima a la izquierda
 
Figura 2.9.: Incertidumbre con factor coprima a la derecha
Para estas u´ltimas incertidumbres M y N son factorizaciones coprima del modelo G, donde EM y
ENson las incertidumbres para cada factor
2.2. MODELADO DE SISTEMAS CON INCERTIDUMBRES
2.2.1. Modelo del sistema Masa-Resorte-Amortiguador.
Para el sistema masa-resorte-amortiguador de la figura 2.10 tomada de [11] se tiene la ecuacio´n difer-
encial (2.1) que describe el sistema, donde m es la masa, c la constante de amortiguamiento, k la
rigidez del resorte, x la elongacio´n y f la fuerza aplicada al sistema:
m
d2x(t)
dt2 + c
dx(t)
dt + kx(t) = f (t) (2.1)
Ya que los valores tienen asociado una tolerancia la ecuacio´n (2.1) queda de la siguiente manera:
8
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Figura 2.10.: Sistema masa-resorte-amortiguador
(m+Pmδm)
d2x(t)
dt2 +(c+Pcδc)
dx(t)
dt +
(
k+Pkδk
)
x(t) = f (t) (2.2)
Donde m, c y k son los valores nominales de cada elemento, Pm, Pc y Pk son las tolerancias en las
medidas de cada uno de los para´metros correspondientes y δm, δc y δk son el rango de las tolerancias,
para este caso entre −1 ≤ δx ≥ 1.
Definiendo como variables de estado el desplazamiento y su derivada (la velocidad) se tiene el sigu-
iente diagrama de bloques que describe el sistema.
 
Figura 2.11.: Diagrama de bloques sistema masa-resorte-amortiguador
Como cada uno de los para´metros tiene asociado una tolerancia se hace una transformacio´n lineal
fraccional de la cual se puede obtener la matriz M que describe cada para´metro con su tolerancia
respectiva:
Para la masa se tiene:
1
m
=
1
m(1+Pmδm)
(2.3)
Por fracciones parciales se obtiene:
9
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1
m(1+Pmδm)
=
A
m
+
B
(1+Pmδm)
(2.4)
Donde A = 1 y B = −Pmδm
m
.
Teniendo como funcio´n caracterı´stica:
F (M,∆) = 1
m
+
Pm
m
δm(1+Pmδm)−1 (2.5)
Donde F (M,∆) es la transformacio´n lineal fraccional y en general se denota por:
F (M,∆) = M22 +M21∆(I−M11∆)−1 M12 (2.6)
Haciendo la comparacio´n e igualando te´rminos se obtiene la matriz:
Mm =
[
M11 M12
M21 M22
]
=
[
−Pm 1m
−Pm 1m
]
(2.7)
Para el amortiguador se tiene:
F (M,∆) = c(1+Pcδc) = c+Pcδc (1+0δc)−1 c (2.8)
Mc =
[
0 c
−Pc c
]
(2.9)
Para el resorte se tiene:
F (M,∆) = k (1+Pkδk) = k+Pkδk (1+0δk)−1 k (2.10)
Mk =
[
0 k
−Pk k
]
(2.11)
Sacando las tolerancias de los bloques se puede re dibujar el diagrama ası´:
Cada uno de los bloques de incertidumbre δ tiene entradas denotadas como ym, yc y yk y salidas um,
uc y uk, por lo tanto a continuacio´n se muestra la relacio´n entre las entradas y las salidas de la matriz
10
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Figura 2.12.: Diagrama de blolques con incertidumbres parame´tricas
M.
[
ym
x˙2
]
=
[
−Pm 1m
−Pm 1m
][
um
u− vc− vk
]
(2.12)
[
yc
vc
]
=
[
0 c
Pc c
][
uc
x2
]
(2.13)
[
yk
vk
]
=
[
0 k
Pk k
][
uk
x1
]
(2.14)
Donde:
um = δmym (2.15)
uc = δcyc (2.16)
uk = δkyk (2.17)
De las matrices (2.13) y (2.14) se obtienen las siguientes ecuaciones:
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vc = Pcuc + cx2 (2.18)
vk = Pkuk + kx1 (2.19)
Reemplazando estas ecuaciones en la matriz (2.12) se tiene:
[
ym
x˙2
]
=
[
−Pm 1m −Pcm − cm −Pkm − km
−Pm 1m −Pcm − cm −Pkm − km
]

um
u
uc
x2
uk
x1

(2.20)
Considerando la salida x1 = y y que ahora todas las variables estan en funcio´n de las mismas entradas
se obtiene la siguiente matriz:

x˙1
x˙2
−−
ym
yc
yk
−−
y

=

0 1 | 0 0 0 | 0
− k
m
− c
m
| −Pm −Pcm −Pkm | 1m
−− −− − −− −− −− − −−
− k
m
− c
m
| −Pm −Pcm −Pkm | 1m
0 c | 0 0 0 | 0
k 0 | 0 0 0 | 0
−− −− − −− −− −− − −−
1 0 | 0 0 0 | 0


x1
x2
−−
um
uc
uk
−−
u

(2.21)
De las ecuaciones (2.15), (2.16) y (2.17) se puede sacar la matriz que se muestra a continuacio´n:
 umuc
uk
=
 δm 0 00 δc 0
0 0 δk

 ymyc
yk
 (2.22)
Gmds es la nueva matriz que describe el sistema con incertidumbres parame´tricas, no´tese que e´sta
matriz solo contiene datos como m, c, k y las tolerancias Pm, Pc y Pk y esta dada por:
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Gmds =

0 1 | 0 0 0 | 0
− k
m
− c
m
| −Pm −Pcm −Pkm | 1m
−− −− − −− −− −− − −−
− k
m
− c
m
| −Pm −Pcm −Pkm | 1m
0 c | 0 0 0 | 0
k 0 | 0 0 0 | 0
−− −− − −− −− −− − −−
1 0 | 0 0 0 | 0

=

A | B1 | B2
− −− − −− −−
C1 | D11 | D12
− −− − −− −−
C2 | D21 | D22

(2.23)
La planta con incertidumbres queda representada por la figura 2.13.
Figura 2.13.: Sistema Masa-Resorte-Amortiguador con incertidumbres
2.2.2. Modelo del sistema de levitacio´n magne´tico.
El mo´dulo de levitacio´n magne´tico de e´ste estudio representado por la figura 2.14, es un sistema
bastante inestable por su accio´n de atraccio´n y no de repulsio´n, donde el segundo presenta mayor
estabilidad que el primero, es por eso que el sistema se debe modelar teniendo en cuenta algunas
variaciones que podrı´an existir en los para´metros como se mostrara´ a continuacio´n. Para e´ste sistema
el objeto levitante es una bola meta´lica y una bobina hace de electroima´n.
Las ecuaciones que describen el comportamiento del levitador magne´tico son las siguientes:
Mg− k
(
i
y
)2
= M
d2y
dt2 (2.24)
Siendo e´sta ecuacio´n una suma de fuerzas sobre la bola meta´lica con masa M, y haciendo la segunda
ley de Kirchhoff del circuito ele´ctrico se tiene:
e(t) = Ri+L
di
dt (2.25)
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e ( t )
+
-
R L
i
M
K (i/ y ) 2
Mg
y
Figura 2.14.: Levitador magne´tico
Definiendo como variables de estado x1 = y, x2 = dydt y x3 = i y linealizando se obtiene la ecuacio´n de
estado.
 ∆x˙1∆x˙2
∆x˙3
=
 0 1 02gY0 0 − 2Y0√ gkM
0 0 −RL

 ∆x1∆x2
∆x3
+
 00
1
L
 (2.26)
Con puntos de operacio´n:
y(t) = Y0
I0 =
√
MgY 20
k
E0 = R
√
MgY 20
k
El diagrama de bloques que describe el sistema es el que se muestra a continuacio´n.
++ ++
e ( t )
Figura 2.15.: Diagrama de bloques del levitador magne´tico
Para aplicar la transformacio´n lineal fraccional es necesario tranformar el diagrama de bloques 2.15
14
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de la siguiente manera 2.16:
A 2
A 1 ++ A 3 ++
A 4
e ( t )
Figura 2.16.: Bloques con incertidumbre
Siendo cada uno de los bloques:
A1 =
1
L
(2.27)
A2 =
−R
L
(2.28)
A3 =
−2
Y0
√
gk
M
(2.29)
A4 =
2g
Y0
(2.30)
Tal como se muestra, las ecuaciones que describen el sistema linealizado en te´rminos de Ai son:
d2y(t)
dt2 = A4y(t)−A3i(t) (2.31)
di(t)
dt = A2i(t)+A1e(t) (2.32)
Cada uno de los bloques presenta una incertumbre global al ser evaluadas las incertidumbres de cada
para´metro simultaneamente, de e´sta menera es posible realizar la transformacio´n lineal fraccional
para:
d2y(t)
dt2 = (
¯A4 +PA4δA4)y(t)− ( ¯A3 +PA3δA3)i(t) (2.33)
di(t)
dt = (
¯A2 +PA2δA2)i(t)+( ¯A1 +PA1δA1)e(t) (2.34)
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Para obtener la matriz M se procede a hacer la transformacio´n como sigue:
F (M,∆) = A1 (1+PA1δA1) = A1 +PA1δA1 (1+0δA1)
−1 A1 (2.35)
Si la transformacio´n lineal fraccional es:
F (M,∆) = M22 +M21∆(I−M11∆)−1 M12 (2.36)
Por comparacio´n de te´rminos se obtiene la matriz M:
MA1 =
[
0 A1
−PA1 A1
]
(2.37)
Aplicando de la misma manera la transformacio´n para los dema´s bloques se obtienen las matrices M
para cada bloque y el sistema con incertidumbres como se muestra en la figura 2.17
MA2 =
[
0 A2
−PA2 A2
]
(2.38)
MA3 =
[
0 A3
−PA3 A3
]
(2.39)
MA4 =
[
0 A4
−PA4 A4
]
(2.40)
Teniendo como variacio´n Pi: las ecuacio´nes (2.41) ,(2.41) ,(2.41) y(2.41) evaluadas con las tolerancias
de cada para´metro.
PA1 =
1
Ld
(2.41)
PA2 =
−Rd
Ld
(2.42)
PA3 =
−2
Y0d
√
gd∗k
Md
(2.43)
PA4 =
2gd
Y0d
(2.44)
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Siendo Ld, Rd, gd, Md y Y0d la tolerancia de la bobina, la resistencia, la gravedad, la masa y la medida
de la distancia respectivamente.
M A 2
M A 1 ++ M A 3 ++
M A 4
e ( t )
d A 1
d A 2
d A 3
d A 4
y A 1
y A 2
y A 3
y A 4
u A 1
u A 2
u A 3
u A 4
v A 1
v A 2
v A 3
v A 4
Figura 2.17.: Diagrama de bloques con incertidumbres
Cada uno de los bloques de incertidumbre δ tiene entradas denotadas como yA1 , yA2 , yA3 , yA4 y salidas
uA1 , uA2 , uA3 y uA4 relacionadas con la matriz M de la siguiente manera:
[
vA1
YA1
]
=
[
0 A1
−PA1 A1
][
e(t)
uA1
]
(2.45)
[
vA2
YA2
]
=
[
0 A2
−PA2 A2
][
∆x3
uA2
]
(2.46)
[
vA3
YA3
]
=
[
0 A3
−PA3 A3
][
∆x3
uA3
]
(2.47)
[
vA4
YA4
]
=
[
0 A4
−PA4 A4
][
∆x1
uA4
]
(2.48)
Del diagrama de bloques de la figura 2.17 se sabe que:
∆x˙3 = vA1 + vA2 (2.49)
∆x˙2 = vA3 + vA4 (2.50)
y = ∆x1 (2.51)
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Obteniendo vA1 , vA2 , vA3 y vA4 de las ecuaciones matriciales (2.45) ,(2.46) ,(2.47) y (2.48) se obtienen
las siguientes ecuaciones:
y = ∆x1 (2.52)
∆x˙2 = ¯A3uA3 + ¯A4uA4 (2.53)
∆x˙3 = ¯A1uA1 + ¯A2uA2 (2.54)
yA1 =−PA1e(t)+ ¯A1uA1 (2.55)
yA2 =−PA2∆x3 + ¯A2uA2 (2.56)
yA3 =−PA3∆x3 + ¯A3uA3 (2.57)
yA4 =−PA4∆x1 + ¯A4uA4 (2.58)
Organizando e´ste juego de ecuaciones en una matriz se obtiene:

y
−−
∆x˙2
∆x˙3
−−
yA1
yA2
yA3
yA4

=

1 0 0 | 0 0 0 0 | 0
−− −− −− − −− −− −− −− − −−
0 0 0 | 0 0 ¯A3 ¯A4 | 0
0 0 0 | ¯A1 ¯A2 0 0 | 0
−− −− −− − −− −− −− −− − −−
0 0 0 | ¯A1 0 0 0 | −PA1
0 0 −PA2 | 0 ¯A2 0 0 | 0
0 0 −PA3 | 0 0 ¯A3 0 | 0
−PA4 0 0 | 0 0 0 ¯A4 | 0


∆x1
∆x2
∆x3
−−
uA1
uA2
uA3
uA4
−−
e(t)

(2.59)
Gmds es la nueva matriz que describe el sistema con incertidumbres parame´tricas, con los valores
apropiados queda de la siguiente forma:
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
y
−−
∆x˙2
∆x˙3
−−
yA1
yA2
yA3
yA4

= Gmds

∆x1
∆x2
∆x3
−−
uA1
uA2
uA3
uA4
−−
e(t)

(2.60)
Gmds =

1 0 0 | 0 0 0 0 | 0
−− −− −− − −− −− −− −− − −−
0 0 0 | 0 0 −2
Y0
√
g∗k
M
2g
Y0 | 0
0 0 0 | 1L −RL 0 0 | 0
−− −− −− − −− −− −− −− − −−
0 0 0 | 1L 0 0 0 | −1Ld
0 0 RdLd | 0 −RL 0 0 | 0
0 0 2
Y0d
√
gd∗k
Md
| 0 0 −2
Y0
√
g∗k
M
0 | 0
−2gd
Y0d 0 0 | 0 0 0
2g
Y0 | 0

(2.61)
El levitador con incertidumbres parame´tricas queda representado por la figura 2.18 :
G mds y ( t)e ( t)
Figura 2.18.: Sistema de levitacio´n magne´tico con incertidumbres
2.2.3. Modelo del sistema de levitacio´n magne´tico por repulsio´n
El sistema de levitacio´n magne´tico de la figura 2.19 esta´ descrito por las ecuaciones (2.62) y (2.63).
my¨+ cy˙ = F −mg (2.62)
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mg
F
N
S
u
y
Figura 2.19.: Levitador magne´tico por repulsio´n
En donde F es la fuerza sobre el objeto levitante de masa m gracias a la accio´n de la bobina, expre-
sandose ası´:
F =
u
a(y+b)4 (2.63)
Siendo u la sen˜al de entrada y y la salida del sistema como la distancia del objeto levitante y c repre-
senta una pequen˜a friccio´n en el sistema.
De acuerdo con los experimentos hechos en [13] los valores de a y b pueden ser a = 2.34e− 4 y
b = 6.85, con un objeto levitante de m = 0.122kg.
El sistema en variables de estado queda representado con las matrices A, B, C y D:
A =
[
0 1
−4u
(x1+b)5
c
m
]
=
[
0 1
−0.0005 −4.9180
]
(2.64)
B =
[
0
u
am(x1+b)4
]
=
[
0
30.7567
]
(2.65)
C =
[
1 0
]
(2.66)
D =
[
0
]
(2.67)
Aunque el sistema es estable en lazo abierto como lo muestra la figura 2.20 tiene una ganancia muy
alta y es bastante lento para llegar a la referencia.
Cuando el sistema es influenciado por una incertidumbre de la forma de (2.68) el sistema presenta
el comportamiento que se muestra en 2.21 y para e´ste comportamiento es necesario un controlador
20
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Figura 2.20.: Respuesta al escalo´n en lazo abierto
robusto que permita esas variaciones.
δP(S) = 1
S+1
(2.68)
Figura 2.21.: Inceridumbre sobre el levitador
Cuando es influenciado por una perturbacio´n (2.69) se obtiene la figura 2.22.
δP(S) = 10
S+1
(2.69)
Y para una incertidumbre de la forma de (2.70) se tiene 2.23.
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Figura 2.22.: Incertidumbre con ganancia 10
δP(S) = 100
S+1
(2.70)
Figura 2.23.: Incertidumbre con ganancia 100
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3.1. CONTROLADOR MIXTO H2/H∞
El control H2/H∞ es bastante usado para un buen desempen˜o robusto en sistemas afectados por per-
turbaciones externas o incertidumbre en los para´metros.
La figura 3.1 representa un sistema de control realimentado, teniendo como planta P(S) que se ve
afectada por variacio´n en los para´metros, la variacio´n es denotada por ∆P(S), la cual se asume estable
pero incierta, se conoce que ∆P(S) es acotada por una fucio´n igualmente estable y conocida como se
muestra en (3.1)
|∆P(S)|< | f (S)| (3.1)
C (S)
+
-
r ( t ) e ( t ) u( t ) y ( t )
Figura 3.1.: Sistema con incertidumbre parame´trica
Para plantas con perturbaciones externas el sistema es el que se muestra en la figura 3.2 , donde r(t)
es la sen˜al de referencia a la entrada, e(t) es el error de seguimiento de la sen˜al de entrada y d(t) es la
perturbacio´n externa.
C (S) P (S) ++
-
r ( t ) e ( t ) u ( t ) y ( t )
d( t )
Figura 3.2.: Perturbacio´n externa
El problema del control mixto H2/H∞ pretende encontrar un controlador C(S) que minimice el error de
seguimiento e para una sen˜al de referecia especificada r cumpliendo con atenuacio´n de la perturbacio´n
y estabilidad interna en lazo cerrado [3].
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3.1.1. Restriccio´n H2
Escogiendo la energı´a como medida de una sen˜al dada de referencia, es necesario minimizar e´sta para
minimizar el error de seguimiento como se describe en (3.2)
J =
∫
∞
0
e2(t)dt (3.2)
Para que un sistema de control cumpla con la estabilidad robusta es necesario calcular la norma H∞,
la cual tiene restricciones diferentes para el tipo de incertidumbre.
3.1.2. Restriccio´n H∞
Para sistemas con incertidumbre parame´trica es necesario cumplir la siguiente desigualdad:
∥∥∥∥P(S)C(S) f (S)1+P(S)C(S)
∥∥∥∥
∞
≤ 1 (3.3)
La norma H∞ es posible calcularla obteniendo el ma´ximo de cierta funcio´n, para el caso de sistemas
con incertidumbre parame´trica se expresa de la siguiente manera:
∥∥∥∥P(S)C(S) f (S)1+P(S)C(S)
∥∥∥∥
∞
=
SUP
ω ∈ [0,∞)
√
P(− jω)P( jω)C(− jω)C( jω) f (− jω) f ( jω)
(1+P(− jω)C(− jω))(1+P( jω)C( jω)) (3.4)
Se puede expresar por dos polinomios que deben cumplir la siguiente restriccio´n de desigualdad:
∥∥∥∥P(S)C(S) f (S)1+P(S)C(S)
∥∥∥∥
∞
=
SUP
ω ∈ [0,∞)
√
β (ω)
α(ω)
≤ 1 (3.5)
Para los sistemas con perturbacio´n externa la norma H∞ debe ser calculada con la siguiente restriccio´n:
∥∥∥∥ W (S)1+P(S)C(S)
∥∥∥∥
∞
≤ γ (3.6)
Donde W (S) es una funcio´n escogida para rechazar la respuesta en frecuencia de perturbaciones
externas como d(t) y γ es el nivel de atenuacio´n deseado y debe ser un valor menor que 1.
Con las anteriores restricciones es posible obtener un controlador que haga que el comportamiento de
la planta sin incertidumbre sea el mismo que cuando la tenga sin presentar un gran error.
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3.2. CONTROLADOR PID ´OPTIMO
El disen˜o de controladores robustos mixtos H2/H∞ es bastante complejo y no es muy aplicado en la
industria como los son los controladores PID [5], por eso se pretende obtener un controlador PID con
restricciones de estabilidad robusta dada por la norma H∞ y por el seguimiento o´ptimo de desempen˜o
H2, el cual debe ser minimizado al tiempo que se minimiza el error.
Ya que todas las restricciones generan un espacio de bu´squeda no lineal, uno de los me´todos ma´s
eficientes para encontrar una respuesta de buen desempen˜o, generalmente la respuesta o´ptima, es la
bu´squeda por algoritmos gene´ticos [8], inicialmente inspirados por el proceso de la seleccio´n natural
y de la evolucio´n gene´tica de los individuos de mayor desempen˜o en un ambiente dado.
El disen˜o propuesto de un controlador mixto H2/H∞ debe encontrar un controlador PID que estabilice
el sistema en lazo cerrado y a la vez minimice el seguimiento o´ptimo de desempen˜o H2 sujeto a las
restricciones de la norma H∞ segu´n los criterios de estabilidad robusta o atenuacio´n de perturbaciones
externas segu´n se tenga conocimiento de las incertidumbres del sistema.
3.2.1. Descripcio´n del algoritmo gene´tico
Para un sistema como el que se muestra en la figura 3.3 , donde la perturbacio´n es de la forma multi-
plicativa a la entrada, es necesario disen˜arle un controlador PID que cumpla con restricciones robustas
mediante un algoritmo gene´tico.
C (S)
+
-
r ( t ) e ( t ) u( t ) y ( t )
Figura 3.3.: Sistema con incertidumbre parame´trica
Donde C(S) es el controlador PID dado como:
C(S) = k1 +
k2
S
+ k3S (3.7)
Para efectos pra´cticos en la implementacio´n del algoritmo se expresa como:
C(S) = k3S
2 + k1S+ k2+
S
(3.8)
La incertidumbre ∆P es desconocida pero esta acotada por una funcio´n conocida y estable de la sigu-
iente forma:
|∆P( jω)|< | f ( jω)| (3.9)
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Los algoritmos gene´ticos hacen parte de las te´cnicas heurı´sticas para la bu´squeda y optimizacio´n de
soluciones en problemas que no tienen te´cnicas especializadas para su resolucio´n.
Estos algoritmos imitan la seleccio´n natural de las especies en la naturaleza, de tal manera que la
supervivencia de una determinada especie depende en gran medida de la adaptacio´n a un ambiente
natural y su desempen˜o dentro de e´sta, ası´ se garantiza la existencia y evolucio´n de la especie.
No se puede asegurar que un algoritmo gene´tico llegue a la solucio´n o´ptima, pero si es problable
que este´ cerca a ella y presente un buen desempen˜o, el exito de e´stos algoritmos es que dificilmente
se quedan ’atrapados’ en optimos locales ya que hacen una evalucio´n por casi todo el espacio de
soluciones de manera paralela (bu´squeda global).
Aunque un algoritmo gene´tico tiene multiples aplicaciones es importante conocer el problema a fondo
de tal manera que se restrinja el el espacio de soluciones para no obtener respuestas absurdas, adema´s,
es por eso que se debe plantear una buena funcio´n objetivo que haga converger ma´s facilmente a una
respuesta de buen desempen˜o.
Las componentes de estos algoritmos obedecen a situaciones de la gene´tica, un cromosoma es un
individuo de una poblacio´n determinada que, para el estudio, es un posible candidato para ser el
controlador de la planta, cada cromosoma esta compuesto por genes que describen al individuo.
Para la bu´squeda de un controlador o´ptimo PID se realiza un algoritmo gene´tico como de describe:
El comienzo de un algoritmo gene´tico es crear una poblacio´n inicial aleatoria de Npop cromosomas,
donde cada uno de los genes del cromosoma es uno de los para´metros del controlador PID, de e´sta
manera el algoritmo hace una bu´squeda paralela por casi todo el espacio de soluciones verificando el
cumplimiento de tres restricciones:
1. Estabilidad del sistema en lazo cerrado mediante el criterio de Routh-Hurwitz
2. Estabilidad robusta mediante la norma ‖H‖
∞
3. Indice de desempen˜o J
Para los cromosomas candidatos en la poblacio´n inicial que cumplen con las tres restricciones les
asigna el valor de ı´ndice J, el cual debe ser minimizado, si un candidato no cumple con al menos un
criterio se le asigan un valor alto a e´ste ı´ndice. Es de aclarar que cada una de las restriciones no es
evaluada si la anterior no se cumple, quiere decir que si el sistema no es estable en lazo cerrado, no se
calcula el cumplimiento de estabilidad robusta, y automaticamente se le asigna el valor mencionado,
de esta misma manera para la siguiente restriccio´n.
El algortimo es descrito por el diagrama de flujo 3.4
Cuando todos los cromosomas de la generacio´n actual tienen asignado un valor de Fitness, se hace el
proceso de seleccio´n, reproduccio´n, cruce y mutacio´n a la poblacio´n y se repite el proceso.
3.2.2. Restricciones generales
Poblacio´n inicial
La poblacio´n inicial es creada aleatoriamente dando valores continuos entre un rango dado por el
usuario, conocidos como valores tı´picos en controladores,de e´sta menera se tiene como posibles con-
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POBLACIÓN
INICIAL
ESTABLE LAZO
CERRADO?
||H|| inf <=1?
cromosoma  i= k1 , k2 , k3
i=i+1
si
no
CALCULAR J
SELECCIÓN
CRUCE
MUTACÓN
gen _max?
no
si
TERMINAR
Figura 3.4.: Diagrama de flujo Algoritmo Gene´tico
figuraciones candidatas del controlador Npop cromosomas, las cuales deben ser evaluadas ya que no
todas cumplen con las restricciones, por eso se inicia un proceso iterativo que toma cada uno de los
cromosomas y obtiene ciertos valores de k1, k2 y k3. Por ejemplo si la poblacio´n inicial es:
POBLACI ´ON =
5 37 12
28 2 1
47 32 43
. . .
. . .
. . .
9 6 21
13 4 8
(3.10)
Se toma el primer cromosoma k1 = 5, k2 = 37 y k3 = 12, y se le hace la evaluacio´n de las tres restric-
ciones.
Estabilidad en lazo cerrado
El cromosoma escogido representa una configuracio´n del controlador, teniendo el controlador can-
didato se calcula el denominador de la funcio´n de tranferencia y se evalu´a la restriccio´n de estabilidad
del sistema en lazo cerrado, es decir, cumpla el criterio de Routh-Hurwitz:
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Para un sistema de sexto orden el criterio se aplica de la siguiente manera:
S6 ao a2 a4 a6 0
S5 a1 a3 a5 0 0
S4 b1 b2 b3 0 0
S3 c1 c2 0 0
S2 d1 d2 0
S1 e1 0
S0 f1 0
(3.11)
Para que el sistema sea estable debe cumplir:
a1 > 0
b1 > 0
c1 > 0
d1 > 0
e1 > 0
f1 > 0
(3.12)
Si el posible candidato cumple la restriccio´n de estabilidad en lazo cerrado se evalua la siguiente
restriccio´n.
Estabilidad robusta
La estabilid robusta busca que el sistema con incertidumbre tenga una buena respuesta para cualquier
entrada y se calcula mediante la norma H∞, para un sistema con incertidumbre parame´trica la norma
se halla ası´:∥∥∥∥P(S)C(S) f (S)1+P(S)C(S)
∥∥∥∥
∞
=
SUP
ω ∈ [0,∞)
√
P(− jω)P( jω)C(− jω)C( jω) f (− jω) f ( jω)
(1+P(− jω)C(− jω))(1+P( jω)C( jω)) (3.13)
En los sistemas influenciados por perturbaciones externas la norma H∞ debe hallarse de una manera
diferente y con restriccio´n de γ como se muestra:
∥∥∥∥ W (S)1+P(S)C(S)
∥∥∥∥
∞
≤
√
max
λi
β ′(λi)
α ′(λi)
≤ γ (3.14)
Donde λi son las raı´ces del polinomio y γ es el nivel de atenuacio´n.
Para encontrar el valor superior se debe hallar entonces la derivada del polinomio e igualarla a cero
para obtener las raı´ces, para esto se hace el siguiente procedimiento:
P(− jω) = N1
D1
,P( jω) = N2
D2
(3.15)
28
3.2. CONTROLADOR PID O´PTIMO
C(− jω) = N3
D3
,C( jω) = N4
D4
(3.16)
f (− jω) = N5
D5
, f ( jω) = N6
D6
(3.17)
Donde f es la funcio´n que acota la perturbacio´n de la planta de la siguiente manera:
|∆P(S)|< | f (S)| (3.18)
Teniendo como polinomio dentro de la raı´z:
N1
D1
N2
D2
N3
D3
N4
D4
N5
D5
N6
D6(
1+ N1D1
N3
D3
)(
1+ N2D2
N4
D4
) = N1N2N3N4N5N6
(D1D3 +N1N3)(D2D4 +N2N4)D5D6
(3.19)
Nombrando el numerador y el denominador como se muestra:
N1N2N3N4N5N6
(D1D3 +N1N3)(D2D4 +N2N4)D5D6
=
N
D
(3.20)
Para obtener las raı´ces se deriva y se iguala a cero:
d
dω
(
N
D
)
= 0 ⇒ DN′−D′N = 0 (3.21)
Obteniendo de esta manera un polinomio al cual se le pueden hallar las raı´ces.
Las raı´ces de e´ste polinomio indican los picos de la funcio´n y por lo tanto si son evaluadas en la raı´z
cuadrada es posible determinar el ma´ximo global; si la raı´z cuadrada de e´ste ma´ximo es menor o igual
a uno, el sistema presenta estabilidad robusta.
Seguimiento o´ptimo de desempen˜o H2
Mediante el teorema de Parseval es posible hallar el ı´ndice J que indica el desempen˜o del actual
cromosoma en estudio, ası´ teniendo los valores del controlador k1, k2 y k3 se puede calcular con el
siguiente procedimiento:
J =
min
c
∫
∞
0
e2(t)dt (3.22)
Que es lo mismo que tener:
J =
min
k1k2k3
1
2pi j
∫ j∞
− j∞
e(−S)e(S)dS (3.23)
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Para el sistema se tiene que el error es:
e(S) = r(S)
1+P(S)C(S)
(3.24)
Siendo r la referencia del sistema, el ı´ndice queda expresado como:
J =
min
k1k2k3
1
2pi j
∫ j∞
− j∞
r(−S)r(S)
(1+P(−S)C(−S))(1+P(S)C(S))dS (3.25)
Ya que una integral de e´ste tipo presenta gran taman˜o, computacionalmente es muy lento y en algunas
ocasiones es imposible evalurla, se utiliza el me´todo estudiado en [2]. Para una funcio´n de tranferencia
de cuarto orden se tiene.
El criterio indica que la funcio´n e(S) debe ser como se muestra:
e(S) = B(S)
A(S)
(3.26)
Utilizando la notacio´n que sigue se halla la funcio´n que determina la anterior integral.
B(S) = b3S3 +b2S2 +b1S+b0 (3.27)
A(S) = a3S3 +a2S2 +1a1S+a0 (3.28)
Para el sistema de cuarto orden, el ı´ndice se puede expresar de la siguiente manera:
J =
a0d3Q3−a0a4(d2Q2−d1Q1)−a4d0Q0
−2a4a0(a3Q3−a4a1Q2) (3.29)
Donde:
Q3 =
∣∣∣∣∣ a1 a0a3 a2
∣∣∣∣∣= a1a2−a0a3 (3.30)
Q2 = a1 (3.31)
Q1 = a3 (3.32)
Q0 =
∣∣∣∣∣ a2 a1a4 a3
∣∣∣∣∣= a1a2−a0a3 (3.33)
30
3.2. CONTROLADOR PID O´PTIMO
Los valores de las variables ”d” se hallan con la expresio´n:
dm =
n−1
∑
i, j=0
(−1)ibib j,donde ⇒ i+ j = 2m (3.34)
Para el caso donde m llega a m = 3 el vector queda expresado como:
d =

b20
2b0b2−b21
−2b1b3−b22
−b23
 (3.35)
Funcio´n objetivo Fitness
Mediante el desarrollo anterior es posible obtener el valor de J, al cual se le asigna una funcio´n de
desempen˜o llamada fitness, e´sta es posible obtenerla de diferentes maneras:
1. Fitness = k1− J siendo k1 un nu´mero real positivo grande relativo, ej: k1 = 10000
2. Fitness = k2J con k2 = 1
3. Fitness = mJ +b siendo m y b los valores de una recta que se calculan en cada iteracio´n con el
peor y mejor ı´ndice en esa iteracio´n.
Para e´ste algoritmo gene´tico se utilizara´ la primera opcio´n ya que es sencilla y entrega buenos
resultados. Ya que el problema de optimizacio´n es de minimizar el ı´ndice J, el algoritmo gene´tico
debe maximizar el fitness, e´ste u´ltimo se guarda en un vector donde cada una de las posiciones
guarda un valor que le corresponde a cada cromosoma, todo esto con el fin de seleccionar los
mejores para hacer el proceso de reproduccio´n, cruce y mutacio´n de la poblacio´n, ası´, por medio de
varias generaciones se obtiene los mejores para´metros para el controlador PID que cumple con las
restricciones robustas.
El proceso de reproduccio´n realiza una seleccio´n de los mejores cromosomas de la generacio´n actual,
y de ellos, la mitad continu´an a la siguiente generacio´n adema´s de ser los padres de los nuevos de-
scendientes. Para obtener los descendientes se hace un procedimiento de cruce, en donde los padres
intercambian un gen entre sı´, de este cruce se obtienen dos descendientes como se muestra:
k1 ↓ k2 k3
cromosomai 0.498 1.265 9.82
cromosoma j 8.831 45.1 11.5
(3.36)
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Con punto de cruce donde muestra la flecha el procedimiento entrega el siguiente resultado:
k1 ↓ k2 k3
cromosomai 0.498 45.1 9.82
cromosoma j 8.831 1.265 11.5
(3.37)
El proceso de mutacio´n hace un cambio aleatorio en algunos genes de toda la poblacio´n con el fin de
“dan˜ar” la respuesta y explorar otros espacios de soluciones.
Cada uno de los procedimientos anteriores se realiza k veces, donde k es el nu´mero de generaciones
que evolucionara´ el algoritmo.
Al terminar de evolucionar el algoritmo entrega un gra´fico que describe la evolucio´n del Fitness, la
respuesta al escalo´n unitario de la planta sin y con incertidumbre por separado y finalmente las dos
superpuestas.
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El disen˜o de controladores se hace mediante el algoritmo gene´tico para sistemas considerados en e´ste
trabajo, como manera de prueba se pretende encontrar los controladores para dos ejemplos dados
en [1] con el fin de validar y comparar los resultados de respuestas de muy buen desempen˜o dadas
en el artı´culo mencionado, finalmente la prueba sobre el levitador magne´tico dara como resultado un
controlador o´ptimo que cumple con las restricciones del control mixto H2/H∞.
4.1. Sistema Ejemplo1
El sistema de la figura 4.1 fue tomado de [1] con el fin de validar el algoritmo y su buen desempen˜o
en la bu´squeda de controladores PID con restricciones robustas.
PID
+
-
r ( t ) e ( t ) u( t ) y ( t )
Figura 4.1.: Sistema de Control que sufre perturbaciones
Para e´ste sistema la planta es:
P(S) = 0.9
S2
Aunque la perturbacio´n ∆P(S) es desconocida se sabe que esta´ acotada por una funcio´n conocida y
estable que es indicada ası´:
|∆P(S)| ≤
∣∣∣∣ 0.1S2 +0.1S+10
∣∣∣∣ (4.1)
La planta es afectada por la incertidumbre como se ve en la figura 4.2 y es inestable como se muestra
en 4.3.
El controlador PID es C(S) = k3S
2+k1S+k2
S donde los para´metros k1, k2 y k3 son los valores que se
pretende hallar con la respuesta del algoritmo gene´tico.
Para cumplir la primera restriccio´n, se deben obtener los rangos, mediante el criterio de Routh-
Hurwitz, entre los cuales cualquiera de los para´metros k1, k2 y k3 del controlador PID puede variar sin
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Figura 4.2.: Planta con incertidumbre
hacer inestable el sistema en lazo cerrado con incertidumbre.
S6 ao a2 a4 a6 0
S5 a1 a3 a5 0 0
S4 b1 b2 b3 0 0
S3 c1 c2 0 0
S2 d1 d2 0
S1 e1 0
S0 f1 0
(4.2)
Donde:
ao = 1
a1 = 2.1
a2 = 10.2+1.8k3
a3 = 20+0.18k3 +1.8k1
a4 = 18.18k3 +0.18k1 +1.8k2
a5 = 18.18k1 +0.18k2
a6 = 18.18k2
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Figura 4.3.: Inestable en lazo abierto
Segu´n el criterio cada uno de los valores ao, a1, b1, c1, d1, e1 y f1 debe ser positivo para que el sistema
en lazo cerrado sea estable, por lo tanto sera´n restricciones para la escogencia de kx cada polinomio
como el que se muestra:
b1 = 0.6762+1.7143k3−0.8571k1 > 0
Los dema´s polinomios no son mostrados por su gran extensio´n.
La prueba sobre e´ste sistema arrojo´ un mejor resultado que el presentado en el artı´culo con los sigu-
ientes para´metros para el controlador:
[ k1 k2 k3 ] = [ 0.000027152 0.0000 30.0000 ] (4.3)
La figura 4.4 muestra la evolucio´n del algortimo gene´tico hasta llegar a un ı´ndice J = 2.685212e−001
superando el valor de la configuracio´n del artı´culo de J = 2.685226e−001, e´ste u´ltimo obtenido con
los siguentes valores de k:
[ k1 k2 k3 ] = [ 0.0009 0.0000 30.0000 ] (4.4)
Se puede observar en la figura 4.5 el comportamiento similar al de la figura 4.6, aunque la primera
tiene mejor desempen˜o por tener un menor ı´ndice.
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Figura 4.4.: Evolucio´n Algoritmo Gene´tico
Figura 4.5.: Respuesta al escalo´n
El comportamiento del sistema con incertidumbre es igual al nominal, demostranto la robustez del
controlador encontrado por el algoritmo gene´tico.
Por otro lado, para configuraciones diferentes del controlador, por ejemplo para k1 = 0.7510, k2 = 0
y k3 = 3.3545, el comportamiento de la planta con incertidumbre no es como se desea, teniendo
un comportamiento como se muestra en la figura 4.7. Aunque el sistema tiene menos oscilacio´n al
momento del escalo´n no responde de buena manera cuando es influenciada por las incertidumbres,
oscilando por mas de 30 segundos y aunque se estabiliza no tiene un comportamiento igual a la planta
sin incertidumbre.
4.2. Sistema Ejemplo2
Para un sistema como el de la figura 3.2 , donde la planta es un servo motor P(S), se considera que se
conoce la funcio´n W (S), de la descrita por la siguiente funcio´n de transferencia:
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Figura 4.6.: Solucio´n controlador del artı´culo
P(S) = 0.8
S(0.5S+1) (4.5)
w(S) = 1
S+1
(4.6)
La funcio´n W (S) es escogida para rechazar la respuesta en frecuencia de la perturbacio´n externa.
Con el fin de encontrar la estabilidad del sistema, se halla la funcio´n de transferencia (4.7) que describe
el sistema teniendo como entrada d(t) como perturbacio´n, siendo d(t) = 0.1sin(t).
Y (S) = r(S) C(S)P(S)
1+C(S)P(S)
+d(S) 1
1+C(S)P(S)
(4.7)
Ya que el donominador es el mismo, basta con hallar la estabilidad a uno de ellos por medio del criterio
de Routh-Hurwitz:
S3 ao a2 0
S2 a1 a3 0
S1 b1 0
S0 c1 0
(4.8)
Donde:
ao = 0.5
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Figura 4.7.: Controlador no robusto
a1 = 1+0.8k3
a2 = 0.8k1
a3 = 0.8k2
Al cumplir el criterio de Hurwitz, se debe comprobar la estabilidad robusta del sistema con la siguiente
norma H∞:
∥∥∥∥ S2(0.5S+1)(S+1)[0.5S3 +(1+0.8k3)S2 +0.8k1S+0.8k2]
∥∥∥∥
∞
≤ γ (4.9)
Con γ = 0.1
Cumplido el criterio de estabilidad robusta, el algoritmo gene´tico calcula el indice de desempen˜o J a
partir de la ecuacio´n (4.10) .
J3 =
b22a0a1 +(b21−2b0b2)a0a3 +b20a2a3
2a0a3(−a0a3 +a1a2) (4.10)
Con:
b0 = 0
b1 = 1
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b2 = 0.5
El resultado dado por el algoritmo gene´tico con una poblacio´n inicial aleatoria de 200, obtuvo una
evolucio´n del Fitness mostrada en la figura 4.8 y un comportamiento mostrado en la 4.9 .
Figura 4.8.: Evolucio´n del ejemplo 2
El ı´ndice J hallado, con un valor de J = 0.0108, igualo´ al encontrado por el artı´culo. Los para´metros
de k encontrados fueron:
[ k1 k2 k3 ] = [ 29.9884 0.1845 30 ] (4.11)
Figura 4.9.: Solucio´n AG al ejemplo 2
Por lo tanto la solucio´n optima para e´ste problema es la conocida hasta el momento por el artı´culo y
comprobada durante e´ste estudio.
Mostrando la respuesta en detalle en la figura 4.10 se observa la velocidad en la respuesta al escalo´n
del servo motor sin presentar gran diferencia al momento de incluir una perturbacio´n externa, es por
eso que se puede afirmar que el controlador encontrado es robusto y permite ciertas variaciones del
sistema.
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Figura 4.10.: Respuesta al escalo´n con perturbacio´n externa
4.3. Sistema Masa Resorte amortiduador
El sistema de la figura 2.10 tiene la funcio´n de transferencia (4.12) infuenciada por una incertidumbre
tal como se ve en la ecuacio´n (4.13).
x(S)
f (S) =
1
mS2 + cS+ k (4.12)
∆P(S) = 0.1
S2 +0.1S+10 (4.13)
La influencia de la incertidumbre se puede ver en la figura 4.11 con la lı´nea verde, y la planta nominal
con la lı´nea azul.
Figura 4.11.: Incertidumbre en la Planta
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Dando los siguientes valores por conveniencia se puede analizar el sistema y determinar que´ contro-
lador es el o´ptimo.
m = 1
c = 1
k = 1
Con el fin de asegurar la estabilidad del sistema, se analiza el denominador de la funcio´n de transfer-
encia (4.14) del sistema en lazo cerrado.
H(S) = k3S
4 +(0.1k3 + k1)S3 +(10.1k3 + k2)S2 +(10.1k1 +0.1k2)S+10.1k2
S5 +(1.1+ k3)S4 +(1.1+0.1k3 + k1)S3 +(20.1+10.1k3 + k2)S2 +(10+10.1k1 +0.1k2)S+10.1k2
(4.14)
Ya que la funcio´n del error (4.15) es de tercer orden es necesario recalcular el ı´ndice J como se muestra
en (4.16).
e(S) = S
2 +S+1
S3 +(1+ k3)S2 +(1+ k1)S+ k2
(4.15)
J3 =
|Ω1|
2a3 |Ω| (4.16)
Teniendo como matrices Ω y Ω1 las ecuaciones (4.17) y (4.19):
|Ω1|=
∣∣∣∣∣∣∣
a0 0 d0
a2 a1 d1
0 a3 d2
∣∣∣∣∣∣∣ (4.17)
|Ω|=
∣∣∣∣∣∣∣
a0 0 0
a2 a1 a0
0 a3 a2
∣∣∣∣∣∣∣ (4.18)
41
4. RESULTADOS Y SIMULACIONES
Para m = 2:
d =
 b202b0b2−b21
b22
 (4.19)
La convergencia del algoritmo se dio en la generacio´n 20 con un valor de J = 5.004577e−003 con la
siguiente configuracio´n del controlador PID:
C(S) = 100S
2 +99.8573S+74.4474
S
(4.20)
Con una evolucio´n del fitnes como se ve en la figura 4.12.
Figura 4.12.: Evolucio´n sistema M-R-A
La respuesta del sistema ante un escalo´n es mostrado en la figura 4.13.
Figura 4.13.: Respuesta al escalo´n
Como se describe en la figura 4.14, la respuesta del sistema controlado es muy buena y presenta un
excelente comportamiento cuando contiene incertidumbres, el tiempo de establecimiento es mı´nimo
con un valor menor a 0.2 segundos.
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Figura 4.14.: Respuesta detallada
4.4. Mo´dulo de levitacio´n magne´tico con incertidumbre parame´trica
El mo´dulo de levitacio´n magne´tico de la figura 2.19 es descrito por las matrices A, B, C y D ası´:
A =
[
0 1
−4u
(x1+b)5
c
m
]
=
[
0 1
−0.0005 −4.9180
]
(4.21)
B =
[
0
u
am(x1+b)4
]
=
[
0
30.7567
]
(4.22)
C =
[
1 0
]
(4.23)
D =
[
0
]
(4.24)
Dandole a la constante de friccio´n c un valor de c = 0.6N/m, se linealiza el sistema al rededor de
y = 2.2cm con una sen˜al de entrada de u = 2V .
Con e´stas matrices se obtiene la funcio´n de transferencia del sistema sin incertidumbres descrita por
(4.25).
P(S) = 8.882e−16S+30.76
S2 +4.918S+5.22e−4 (4.25)
En la figura 2.21 la lı´nea azul indica la planta nominal, la verde cuando es sumada la incertidumbre y
la roja cuando es restada como se expresa en (4.26).
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H(S) = P(S)(1±δP(S)) (4.26)
El sistema en lazo abierto influenciado por la incertidumbre mencionada es estable tambien pero su
ganancia es el doble que cuando no lo estaba como se muestra en la figura 4.15.
Figura 4.15.: Respuesta al escalon en lazo abierto con incertidumbre
La ejecucio´n del algoritmo gene´tico arroja un resultado como controlador PID o´ptimo para el levitador
magne´tico modelado como en [13] con valores de k1 = 6.6924, k2 = 15.5877 y k3 = 20, con una
evolucio´n como la mostrada en 4.16 y obteniendo como controlador (4.27).
Figura 4.16.: Evolucio´n AG para el levitador
C(S) = 20S
2 +6.6924S+15.5877
S
(4.27)
Aplicando el controlador al sistema se obienten las funciones de transferencia (4.28) y (4.29), aplican-
do como entrada un escalo´n se obtiene la respuesta de la figura 4.17.
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H+δ (S) =
1.776.10−14S7 +615.2S6 +5077S5 +1.242.104S4 +1.33.104S3 +1.006.104S24717S+0.5006
S7 +627S6 +5122S5 +1.248.104S4 +1.332.104S3 +1.006.104S2 +4717S+0.5006
(4.28)
H−δ (S) =
1.776.10−14S6 +615.2S5 +3847S4 +4724S3 +3850S2 +2358S+0.2503
S6 +627S5 +3891S4 +4782S3 +3875S2 +2358S+0.2503 (4.29)
Figura 4.17.: Respuesta al escalo´n del levitador
Esta respuesta no presenta ninguna variacio´n para el sistema cuando esta´ influenciado por la incer-
tidumbre y su respuesta es ra´pida para llegar al valor de referencia.
Para una incertidumbre de la siguiente forma la respuesta al escalo´n es como se muestra 4.18.
δP(S) = 10
S+1
(4.30)
Con el fin de probar el controlador se pone una incertidumbre con mas ganancia como la que se
muestra y la respuesta al escalo´n es la presentada en la figura 4.19.
δP(S) = 100
S+1
(4.31)
4.5. Mo´dulo de levitacio´n magne´tico con perturbacio´n externa
Para el mismo sistema de levitacio´n del ejemplo anterior se presentan las respuestas al escalo´n cuado
existen perturbaciones externas denotadas por d(t).
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Figura 4.18.: Respuesta al escalo´n
El controlador para e´ste caso es el que se expresa en la ecuacio´n (4.32) y la perturbacio´n esterna
C(S) = 20S
2 +16.5316S+2.805
S
(4.32)
d(t) = 0.1sin(10t) (4.33)
La salida del sistema es la mostrada en 4.20 donde la lı´nea roja muesta la sen˜al de perturbacio´n, la
lı´nea azul el comportamiento del sistema nominal sin incertidumbre y la lı´nea verde incluyendo la
incertidumbre.
Con el fin de ver el detalle la respuesta en el tiempo de establecimiento se presenta la figura4.21
Al ingresar una perturbacio´n con mayor frecuencia y mayor magnitud como en (4.35) se evidencia
el buen desemplen˜o del controlador robusto disen˜ado, ya que la sen˜al de perturbacio´n alcanza el
cincuenta por ciento de la entrada del sistema y el controlador lo atenu´a a menos del diez por ciento
como se detalla en la figura 4.22.
d(t) = 0.5sin(50t) (4.34)
Finalmente para probar el controlador se ingresa una perturbacio´n que alcanza con su amplitud el cien
por ciento de la sen˜al de entrada de referencia, en donde se nota que aunque es el lı´mite para el sistema,
el controlador robusto mantiene el error en rangos permitidos como lo demuestra la figura4.23.
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Figura 4.19.: Respuesta al escalo´n
d(t) = 1sin(50t) (4.35)
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Figura 4.20.: Respuesta al escalo´n
Figura 4.21.: Respuesta al escalo´n detallada
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Figura 4.22.: Respuesta al escalo´n con perturbacio´n diferente
Figura 4.23.: Respuesta al escalon para amplitud 1 de la perturbacio´n
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Es de gran utilidad la obtencio´n de controladores robustos para sistemas que aunque son conocidos
fı´sicamente, tienden a variar sus para´metros gracias a influencias como la temperatura, medicio´n
inexacta de valores o simplemente conocimiento ba´sico de los sistemas, por otro lado las vibraciones,
las perturbaciones no deseadas que en un ambiente dado dificilmente pueden ser controladas u otras
influencias del entorno hacen que un sistema fı´sico presente funcionamientos erroneos o no deseados;
Estos controladores permiten que un sistema contenga incertidumbre pero hace que su desempen˜o
sea igual con o sin ella.
El me´todo de algoritmos gene´ticos es una manera de encontrar soluciones a mu´ltiples aplicaciones en
diferentes campos del conocimiento, de e´sta manera puede ser aplicado para obtener controladores
robustos que podrı´an llegar a ser costosos al momento de ser aplicados a un proceso comu´n industrial,
es por eso que e´ste me´todo hace que la brecha entre el control mixto H2/H∞ teo´rico y el control
pra´ctico en la industria reduzca, de tal manera que se pasa de un procedimiento dı´ficil y complejo
en cuanto a desarrollo y obtencio´n de controladores a un me´todo simple y efectivo para resolver
problemas que no pueden ser tratados con te´cnicas convencionales.
La obtencio´n de respuestas de gran desempen˜o hace que el algoritmo gene´tico sea destacado en la
resolucio´n de problemas, una caracterı´stica importante es que e´ste evalu´a simultaneamente varios
puntos del espacio de soluciones, tantos puntos como individuos tenga en su poblacio´n, de e´sta manera
la bu´squeda se torna multidireccional y se hace dı´ficil la convergencia a soluciones de mala calidad.
El mantenimiento de las mejores soluciones hacen que el algoritmo nunca pierda informacio´n
gene´tica, pero que en cambio trate de mejorar mediante los operadores gene´ticos tales como
reproduccio´n, cruce y mutacio´n.
El buen desempen˜o de los algoritmos gene´ticos se evidencia en la solucio´n mejorada del ejemplo 1
del artı´culo, y aunque el algoritmo implementado no tiene operadores especializados sino que es un
algoritmo estandar ba´sico, puede lograr buenas respuestas al te´rmino de su ejecucio´n.
Aunque el modelo del levitador magne´tico, para el cual fue disen˜ado un controlador, es estable en lazo
cerrado sin incertidumbre y con ella, la implementacio´n del controlador encontrado por el algoritmo
gene´tico hace que el error en estado estable sea mı´nimo y que llegue a la referencia adecuada en un
tiempo muy corto, lo que hace que en un sistema real la respuesta sea precisa y ra´pida.
El co´digo del algorimto gene´tico creado, simula el sistema en lazo cerrado con el controlador hallado
con el fin de mostrar la evolucio´n del Fitness y la respuesta al escalo´n para la plana con influencia de
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incertidumbres y sin ellas, demostrando su buena respuesta cuando el entorno influye sobre el sistema.
Aunque en e´ste trabajo no se incluye el disen˜o de controladores para otro tipo de entrada es posible
adaptarlo fa´cilmente, obteniendo controladores para sistemas comu´nes.
La no linealidad en el modelo matema´tico de sistemas fı´sicos, las aproximaciones algebraicas y
los modelamientos poco detallados hacen que el comportamiento a altas frecuencias cambie mucho
al momento de compararlo con el sistema real, o que el sistema varı´e ligeramente afectando el
desempen˜o del sistema, es por todo esto que el sistema a controlor pasa de ser una planta a ser una
familia de plantas a controlar.
Es destacada la respuesta al escalo´n de sistemas con perturbacio´nes externas ya que aunque la sen˜al
de perturbacio´n alcanza el cien por ciento de la sen˜al de referencia, el controlador robusto la atenu´a y
mantiene el error en un rango permitido.
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A.1. Algoritmo gene´tico
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Algoritmo gene´tico %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
tic
clc
% run eje1articu
% run eje2articu
% run daticos
run levita
% run levpertur
% run mra
%%
cosmin=1E-8;%Erro al cual converge
maxit=20;%Nu´mero ma´ximo de generaciones
mutrate=0.035;%Tasa de mutacio´n
Npop=200;%Nu´mero de cromosomas
yi=1;%para sistemas con incertidumbre parame´trica
% yi=0.1;%para sistemas con perturbacio´n externa
%********* lo modificable para otro sistema
%%
alos=100;
sl=0;
y1=1;
y2=10e20;
Nvar=3;%Nu´mero de genes
npopl=0.0000000000001;%Nu´mero mı´nimo de los para´metros k1 k2 k3
% npop=35;%Nu´mero mı´nimo de los para´metros k1 k2 k3
npopk1=20;%Nu´mero ma´ximo del para´metro k1
npopk2=20;%Nu´mero ma´ximo del para´metro k2
npopk3=20;%Nu´mero ma´ximo del para´metro k3
Nkeep=floor(Npop/2);%Numero de chromosomas que continuan en la siguiente generacio´n
nmut=ceil((Npop-1)*Nvar*mutrate);%Nu´mero de mutaciones
POP1=(npopk1-npopl).*rand(Npop,1)+npopl;
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POP2=(npopk2-npopl).*rand(Npop,1)+npopl;
POP3=(npopk3-npopl).*rand(Npop,1)+npopl;
POP=[POP1 POP2 POP3];
GENERA=[];
FVALUE=[];
iga=0;
conda=0;
options=optimset(’Display’,’off’);
generencon=0;
while iga<maxit
iga=iga+1; % Contador de generaciones
FTNESS=zeros(1,1);
%%
% CALCULO FITNESS
for intpop=1:Npop
chromo=POP(intpop,:);
k1=chromo(1);
k2=chromo(2);
k3=chromo(3);
syms w
if isreal(bt1)==0
fl0=eval(at0);
end
if isreal(bt1)==0
fl1=eval(at1);
end
if isreal(bt1)==0
fl2=eval(bt1);
end
if isreal(ct1)==0
fl3=eval(ct1);
end%%%%--------------hasta aqui para ej2articu y para levpertur
if isreal(dt1)==0
fl4=eval(dt1);
end%%%%--------------hasta aqui para levitador
% if isreal(et1)==0
% fl5=eval(et1);
% end%%%%--------------hasta aqui para mra
% if isreal(ft1)==0
% fl6=eval(ft1);
% end%%%%--------------hasta aqui para ej1articu
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%%%%%%%%%%%
if fl0<=0 || fl1<=0 || fl2<=0 || fl3<=0 || fl4<=0 %|| fl5<=0 %|| fl6<=0
fval=y2;
else% Verifica estabilidad robusta
run incerpara
% run perturexter
POL=((D)*(diff(N))-(diff(D))*N);
raices=roots(sym2poly(POL));
tal=0;
new=[];
for f=1:size(raices,1)
td=real(raices(f));
if td>0
tal=tal+1;
new(tal,1)=td;
end
end
tal=0;
L=[];
for w=new’
tal=tal+1;
L(1,tal)=eval((H)^0.5);
end
if max(L)<=yi%Busca el seguimiento o´ptimo H2, para minimizar J
% run Jejemplo1
% run Jejemplo2
run Jlevitador
% run Jmra
if J<0
% fval=0;
fval=y2;
else
fval=J;
end
else
fval=y2;
% fval=0;%bueno
end
end
%fitness=y1/f1;
fitness=y2-fval;
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FTNESS(intpop,1)=fitness;
FTNESS(intpop,2)=intpop;
end
MEJORES=sortrows(FTNESS,-1);
NEWPOP=zeros(1,Nvar);
%%
% SELECCIO´N MEJORES CROMOSOMAS
bestfitness=MEJORES(1,1);
fval=y2-bestfitness;
%fval=y1/bestfitness;
FVALUE(1,iga)=fval;
GENERA(1,iga)=iga;
if iga>1
anter=FVALUE(1,iga-1);
if anter-fval==0
if conda==0
generencon=iga;
end
conda=conda+1;
else
conda=0;
end
end
fprintf(’\n Generacio´n %d con fval %d’,iga,fval)
for intpop=1:Nkeep
sigener=MEJORES(intpop,2);
NEWPOP(intpop,:)=POP(sigener,:);
end
bestchromoso=NEWPOP(1,:);
%%
% CREACIO´N DE GENERACIONES
M=ceil((Npop-Nkeep)/2); % nu´mero de parejas
prob=flipud([1:Nkeep]’/sum(1:Nkeep)); % peso de los chromosomas
odds=[0 cumsum(prob(1:Nkeep))’]; % funcio´n de probabilidad de distribucio´n
pick1=rand(1,M); % compa~nero o pareja #1
pick2=rand(1,M); % compa~nero #2
% ma y pa contiene los indices de los chromosomas que se van a aparear
ic=1;
ma=[];
pa=[];
while ic<=M
56
A.1. Algoritmo gene´tico
for id=2:Nkeep+1
if pick1(ic)<=odds(id) && pick1(ic)>odds(id-1)
ma(ic)=id-1;%
end
if pick2(ic)<=odds(id) && pick2(ic)>odds(id-1)
pa(ic)=id-1;
end
end
ic=ic+1;
end
%%
% APAREAMIENTO UTILIZANDO U´NICO PUNTO DE CRUCE
ix=1:2:Nkeep+1; % posicio´n de las descendencias en POP
xp1=ceil(rand(1,M)*Nvar); % Punto de cruce1
r=rand(1,M);
% Para´metro de mezcla y propagacio´n a siguiente generacio´n(B),indice de apareamiento B
for ic=1:M
gencruz1=xp1(1,ic);%posicio´n del gen a cruzar
gen1=ma(1,ic);%Cromosoma a aparear de madre
gen2=pa(1,ic);%Cromosoma a aparear de padre
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if gen1~=gen2
prim=NEWPOP(gen1,gencruz1);
scun=NEWPOP(gen2,gencruz1);
NEWPOP(Nkeep+ix(ic),:)=NEWPOP(gen1,:);%Primer descendencia
NEWPOP(Nkeep+ix(ic)+1,:)=NEWPOP(gen2,:);%Segunda descendencia
NEWPOP(Nkeep+ix(ic),gencruz1)=scun;
NEWPOP(Nkeep+ix(ic)+1,gencruz1)=prim;
end
if gen1==gen2
if gen1~=1
prim=NEWPOP(1,gencruz1);
scun=NEWPOP(gen2,gencruz1);
NEWPOP(Nkeep+ix(ic),:)=NEWPOP(1,:);%Primer descendencia
NEWPOP(Nkeep+ix(ic)+1,:)=NEWPOP(gen2,:);%Segunda descendencia
NEWPOP(Nkeep+ix(ic),gencruz1)=scun;
NEWPOP(Nkeep+ix(ic)+1,gencruz1)=prim;
else
prim=NEWPOP(2,gencruz1);
scun=NEWPOP(gen2,gencruz1);
NEWPOP(Nkeep+ix(ic),:)=NEWPOP(2,:);%Primer descendencia
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NEWPOP(Nkeep+ix(ic)+1,:)=NEWPOP(gen2,:);%Segunda descendencia
NEWPOP(Nkeep+ix(ic),gencruz1)=scun;
NEWPOP(Nkeep+ix(ic)+1,gencruz1)=prim;
end
end
end
%%
% MUTACIO´N DE LA POBLACIO´N
mrow=sort(ceil(rand(1,nmut)*(Npop-1))+1);%No muta EL MEJOR
mcol=ceil(rand(1,nmut)*Nvar);
for ii=1:nmut
% nuev=((npop-npopl)*rand+npopl);
drc=rand;
if drc<=0.5
rndo=-1;
end
if drc>0.5
rndo=1;
end
drca=rand;
nuev=NEWPOP(mrow(ii),mcol(ii))+drca*rndo;
if mcol(ii)==1
if nuev>npopk1
nuev=npopk1;
end
end
if mcol(ii)==2
if nuev>npopk2
nuev=npopk2;
end
end
if mcol(ii)==3
if nuev>npopk3
nuev=npopk3;
end
end
if nuev<npopl
nuev=npopl;
end
NEWPOP(mrow(ii),mcol(ii))=nuev;% mutacio´n
end % ii
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POP=NEWPOP;
%%
% CRITERIO DE PARADA
if conda==alos
maxit=iga;
end
if fval<cosmin && sl==0
maxit=iga+10;
sl=1;
end
end %iga
plot(GENERA,FVALUE)
fprintf(’\n La mejor opcio´n para el controlador es:[k1 k2 k3]’)
chromo=bestchromoso
k1=chromo(1);
k2=chromo(2);
k3=chromo(3);
C=tf([k3 k1 k2],[1 0]);%*********
D=1;
% D=tf([2],[1 2]);
xmax=0.2;
ymax=1.3;
ymin=-0.5;
%--------------------------------------------------------------------------
%%%%%%para perturbacio´n externa
% t=0:0.002:15;
% u=1*sin(50*t);
% h1=C*P/(1+C*P);
% h2=1/(1+C*P);
% y1=step(h1,t);
% y2=lsim(h2,u,t);
% y=y1+y2;
% plot(t,y,t,y1,t,u)
% axis([0 xmax ymin ymax])
%--------------------------------------------------------------------------
%%%%%%%Para incertidumbre parame´trica
Pcon=P*(1+DP);
Pcon1=P*(1-DP);
[numbode,denbode]=tfdata(Pcon,’v’);
% roots(denbode)
Hsin=(C*P)/(1+D*C*P);
59
A. CO´DIGO PROGRAMAS ELABORADOS
Hcon=(C*Pcon)/(1+D*C*Pcon);
% subplot(3,2,1:2);plot(GENERA,FVALUE)
title(’Evolucio´n FITNESS’)
subplot(3,2,3);step(Hsin,0:0.01:20)
axis([0 xmax ymin ymax])
title(’Sin perturbacio´n’)
subplot(3,2,4);step(Hcon,0:0.01:20)
axis([0 xmax ymin ymax])
title(’Con perturbacio´n’)
subplot(3,2,5);step(Hsin,Hcon,0:0.01:30)
axis([0 xmax ymin ymax])
title(’Superpuestas’)
tarda=toc;
tietar=tarda/60;
minutes=fix(tietar)
secs=abs(minutes-tietar);
seconds=secs*60
Con e´ste co´digo es posible obtener el controlador para diferentes problemas activando la inicializacio´n
de cada uno numerados en el co´digo de 1 a 4 y descritos a continuacio´n.
A.1.1. run eje1articu
Este es el co´digo de inicializacio´n para el ejemplo 1 del artı´culo [1].
syms k1 k2 k3
P=tf([0.9],[1 0 0]);%*********
Pm=tf([0.9],[1 0 0]);%*********
rs=tf([1],[1 0]);%*********
rsm=tf([1],[-1 0]);%*********
DP=tf([0.1],[1 0.1 10]);%*********
D=tf([2],[1 2]);
Hs=P*(1+DP);
at0=1;%*********
at1=2.1;%*********
at2=10.2+1.8*k3;%*********
at3=20+0.18*k3+1.8*k1;%*********
at4=18.18*k3+0.18*k1+1.8*k2;%*********
at5=18.18*k1+0.18*k2;%*********
at6=18.18*k2;%*********
at7=0;%
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bt1=(at1*at2-at0*at3)/at1;
bt2=(at1*at4-at0*at5)/at1;
bt3=(at1*at6-at0*at7)/at1;
bt4=0;
% bt3=(at1*at6-at0*at7)/at1;
ct1=(bt1*at3-at1*bt2)/bt1;
ct2=(bt1*at5-at1*bt3)/bt1;
ct3=(bt1*at7-at1*bt4)/bt1;
% ct3=(bt1*at7-at1*bt4)/bt1;
dt1=(ct1*bt2-bt1*ct2)/ct1;
dt2=(ct1*bt3-bt1*ct3)/ct1;
% dt2=(ct1*bt3-bt1*ct3)/ct1;
dt3=0;
et1=(dt1*ct2-dt2*ct1)/dt1;
et2=0;
ft1=(et1*dt2-dt1*et2)/et1;
bt1=collect(bt1);
ct1=collect(ct1);
dt1=collect(dt1);
et1=collect(et1);
ft1=collect(ft1);
run Jejemplo1
Con el fin de encontrar el ı´ndice J es nesesario activar el siguiente co´digo desde el el algoritmo
gene´tico.
B_s=[1 2 0 0];
A_s=[1 2 1.8*k3 1.8*k1 1.8*k2];
ao=A_s(5);
a1=A_s(4);
a2=A_s(3);
a3=A_s(2);
a4=A_s(1);
bo=B_s(4);
b1=B_s(3);
b2=B_s(2);
b3=B_s(1);
Q3=a1*a2-ao*a3;
Q2=a1;
Q1=a3;
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Qo=a2*a3-a1*a4;
do=bo^2;
d1=2*bo*b2-b1^2;
d2=-2*b1*b3+b2^2;
d3=-b3^2;
omega1=det([ao 0 0 do;a2 a1 ao d1;a4 a3 a2 d2;0 0 a4 d3]);
omega=det([ao 0 0 0;a2 a1 ao 0;a4 a3 a2 a1;0 0 a4 a3]);
J=-omega1/(2*a4*omega);%J4 con matriz
A.1.2. run eje2articu
Este es el co´digo de inicializacio´n para el ejemplo 2 del artı´culo [1].
syms k1 k2 k3
P=tf(0.8,[0.5 1 0]);%*********
W=tf(1,[1 1]);%*********
at0=0.5;%*********
at1=1+0.8*k3;%*********
at2=0.8*k1;%*********
at3=0.8*k2;%*********
at4=0;%*********
bt1=(at1*at2-at0*at3)/at1;
bt2=0;
ct1=(bt1*at3-at1*bt2)/bt1;
bt1=collect(bt1);
ct1=collect(ct1);
run Jejemplo2
ao=0.8*k2;
a1=0.8*k3;
a2=1+0.8*k3;
a3=0.5;
bo=0;
b1=1;
b2=0.5;
J=(b2^2*ao*a1+(b1^2-2*bo*b2)*ao*a3+bo^2*a2*a3)/(2*ao*a3*(-ao*a3+a1*a2));
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A.1.3. run levita
Esta seccio´n muestra el co´digo de inicializacio´n para el levitador magne´tico estudiado.
%%
% syms k1 k2 k3
% P=tf([8.882e-16 30.76],[1 4.918 5.22e-4]);%%%%%% maglev repulsio´n orden 2
% roots([1 4.918 5.22e-4])% %%%%%% con DP=tf(1,[1 1]);
% DP=tf(1,[1 1]);
% SYS1=P*(1+DP);
% [nump,denp]=tfdata(SYS1,’v’);
% w3=denp(1,1);
% w2=denp(1,2);
% w1=denp(1,3);
% wo=denp(1,4);
% u2=nump(1,2);
% u1=nump(1,3);
% uo=nump(1,4);
% at0=w3+u2*k3;
% at1=w2+u1*k3+u2*k1;
% at2=w1+k3*uo+u1*k1+k2*u2;
% at3=wo+uo*k1+k2*u1;
% at4=k2*uo;
% at5=0;
% bt1=(at1*at2-at0*at3)/at1;
% bt2=(at1*at4-at0*at5)/at1;
% bt3=0;
% ct1=(bt1*at3-at1*bt2)/bt1;
% ct2=0;
% dt1=(ct1*bt2-bt1*ct2)/ct1;
%%
syms k1 k2 k3
P=tf([8.882e-16 30.76],[1 4.918 5.22e-4]);%%%%%% maglev repulsio´n orden 2
roots([1 4.918 5.22e-4])% %%%%%% con DP=tf(10,[1 1]);
DP=tf(10,[1 10]);
SYS1=P*(1+DP);
[nump,denp]=tfdata(SYS1,’v’);
w3=denp(1,1);
w2=denp(1,2);
w1=denp(1,3);
wo=denp(1,4);
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u2=nump(1,2);
u1=nump(1,3);
uo=nump(1,4);
at0=w3+u2*k3;
at1=w2+u1*k3+u2*k1;
at2=w1+k3*uo+u1*k1+k2*u2;
at3=wo+uo*k1+k2*u1;
at4=k2*uo;
at5=0;
bt1=(at1*at2-at0*at3)/at1;
bt2=(at1*at4-at0*at5)/at1;
bt3=0;
ct1=(bt1*at3-at1*bt2)/bt1;
ct2=0;
dt1=(ct1*bt2-bt1*ct2)/ct1;
%%
run Jlevitador
Con el fin de calcular el ı´ndice J para el levitadro es necesario activar el siguiente co´digo:
B_s=[1 4.918 5.22e-4];
A_s=[k3*8.882e-16 1+k1*8.882e-16+30.76*k3 4.918+k2*8.882e-16+30.76*k1 30.74*k2];
ao=A_s(4);
a1=A_s(3);
a2=A_s(2);
a3=A_s(1);
bo=B_s(3);
b1=B_s(2);
b2=B_s(1);
do=bo^2;
d1=2*bo*b2-b1^2;
d2=b2^2;
omega1=det([ao 0 do;a2 a1 d1;0 a3 d2]);
omega=det([ao 0 0;a2 a1 ao;0 a3 a2]);
J=omega1/(2*a3*omega);
A.1.4. run mra
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A.1. Algoritmo gene´tico
syms k1 k2 k3
m=1;
k=1;
c=1;
P=tf(1,[m c k]);
DP=tf([0.1],[1 0.1 10]);
Hs=P*(1+DP);
at0=m;
at1=c+k3+0.1*m;
at2=k+0.1*c+k1+0.1*k3;
at3=10*m+10*c+0.1*k+10.1*k3+k2;
at4=10*k+10.1*k1+0.1*k2;
at5=10.1*k2;
bt1=(at1*at2-at0*at3)/at1;
bt2=(at1*at4-at0*at5)/at1;
ct1=(bt1*at3-at1*bt2)/bt1;
ct2=(bt1*at5-at1*bt3)/bt1;
dt1=(ct1*bt2-bt1*ct2)/ct1;
dt2=0;
et1=(dt1*ct2-dt2*ct1)/dt1;
run Jmra
B_s=[m c k];
A_s=[m c+k3 k+k1 k2];
ao=A_s(4);
a1=A_s(3);
a2=A_s(2);
a3=A_s(1);
bo=B_s(3);
b1=B_s(2);
b2=B_s(1);
do=bo^2;
d1=2*bo*b2-b1^2;
d2=b2^2;
omega1=det([ao 0 do;a2 a1 d1;0 a3 d2]);
omega=det([ao 0 0;a2 a1 ao;0 a3 a2]);
J=omega1/(2*a3*omega);%J4 con matriz
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