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Le théor̀eme de Laman permet de caractériser la rigidit́e des syst̀emes̀a barres
en 2D. La rigidit́e structurelle est basée sur une ǵeńeralisation de ce th́eor̀eme.
Elle est ǵeńeralement consid́eŕee comme une bonne heuristique pour identifier
des sous-parties rigides dans les CSP géoḿetriques (GCSP), mais peut en réalit́e
se tromper sur des sous-systèmes tr̀es simples car elle ne tient pas compte des
propríet́es ǵeoḿetriques v́erifiées par les objets. Hoffmannet al. ont propośe en
1997 des algorithmes̀a base de flots s’appuyant sur la caractérisation par rigidit́e
structurelle pour ŕepondre aux principales questions liées au concept de rigidité :
déterminer si un GCSP est rigide, identifier ses composantes rigide, sur-rigide et
sous-rigide, en minimiser la taille,tc.
La rigidité structurelléetendue, une nouvelle caractérisation de la rigidit́e, aét́e
propośee par Jermannet al. en 2002. Elle permet de prendre en compte les pro-
priét́es ǵeoḿetriques du GCSṔetudíe et s’av̀ere ainsi plus fiable. Dans le présent
article, nous pŕesentons des algorithmes qui répondent aux principales questions
li éesà la notion de rigidit́e en utilisant cette nouvelle caractérisation. Plus pŕeciśe-
ment, nous montrons que deux modifications de la fonction de distribution de flot
utilisée dans les algorithmes de Hoffmannet al. permettent l’obtention d’une fa-
mille d’algorithmes baśes sur la rigidit́e structurelléetendue. Nous d́emontrons la
correction et la complétude des nouveaux algorithmes etétudions leur complexité
en pire cas.
1 Introduction
Les probl̀emes ǵeoḿetriques apparaissent dans de nombreuses applications pra-
tiques : la CAO, la robotique et la biologie moléculaire en sont trois exemples. Le para-
digme de la programmation par contraintes (PPC) consisteà mod́eliser les probl̀emes
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de façon d́eclarative sous forme de problèmes de satisfaction de contraintes (CSP) età
utiliser des outils ǵeńeriques pour ŕesoudre ces CSP. L’application de ce paradigme aux
probl̀emes ǵeoḿetriques permet de les considérer comme des problèmes de satisfaction
de contraintes ǵeoḿetriques (GCSP).
Dans un GCSP, les contraintes (distances, angles, incidences, ...) visentà restreindre
les positions, orientations et dimensions que peuvent adopter des objets géoḿetriques
(points, droites, plans, ...). La résolution d’un GCSP permet donc de d´ terminer des
positions, orientations et dimensions de tous les objets qui satisfont les contraintes. Ce-
pendant, des questions d’ordre qualitatif peuvent se poser avant de résoudre un GCSP:
le syst̀eme mod́elisé est-il d́eformable? Si tel est le cas, quelles sont les d´ formations
qu’il admet ? Admet-il des solutions, et sinon pourquoi ? Ces questions apparaissent
souvent dans les domaines que nous avons cités, òu un concepteur agissant plus au
niveau ǵeoḿetrique qu’au niveau CSP, souhaite connaı̂tre a priori les propríet́es du
syst̀eme ǵeoḿetrique qu’il a mod́elisé.
On a alors recours au concept géoḿetrique de rigidit́e et à différentes caractéri-
sations de ce concept pour essayer de répondreà ces questions. Intuitivement, les
sous-parties rigides d’un GCSP sont indéformables, alors que ses sous-parties sous-
rigides (sous-d́etermińees) pŕesentent des déformations et ses sous-parties sur-rigides
(sur-d́etermińees) fournissent des explicationsà l’absence de solution globale.
Ces informations qualitatives sontégalement souvent utilisées de façon implicite
ou explicite dans les résolveurs d́edíes aux GCSP[Kra92; BFH+95; DMS98; LM98;
HLS01; JTNR00]. En particulier, les ḿethodes de d́ecomposition ǵeoḿetriques ont
pour but de produire des séquences de sous-GCSP rigides pouvantêtre ŕesolus śepaŕement
puis assemblés. Elles ńecessitent des algorithmes efficaces permettant d’identifier de
petits sous-GCSP rigides dont les solutions partielles peuventêtre assemblées pour
reconstituer une solution globale du GCSP initial.
Le concept de rigidit́e dispose donc d’un statut central dans l’analyse et la résolu-
tion efficace de GCSP. La principale problématique est alors de concevoir des caractéri-
sations de ce concept qui soient suffisamment fiables et puissent donner naissanceà des
algorithmes efficaces répondant aux questions : un GCSP est-il rigide? Quelles sont ses
sous-parties rigide, sur-rigide et sous-rigide? Peut-on identifier de telles sous-parties de
taille minimale?
Les ḿethodes de caractérisation de rigidit́e peuvent̂etre clasśees en deux catégo-
ries : lesapproches̀a base de r̀egles[BFH+95; Kra92] utilisent un ŕepertoire de formes
rigides connues qui ne peut couvrir tous les cas de figure, alors que lesapproches struc-
turelles[HLS97; LM98] utilisent des algorithmes de flots (ou de couplage maximum)
pour v́erifier une propríet́e appeĺeerigidit é structurelle, baśee sur un compte des degr´ s
de libert́e dans le GCSP.
Les approches structurelles sont plus géńerales puisqu’elles peuventêtre appliqúees
à toute classe de GCSP (tous types d’objets, tous types de contraintes). Cependant, la
rigidité structurelle n’est qu’une approximation de la rigidité dans le cas ǵeńeral, c-̀a-d.
qu’il existe des GCSP mal caractériśes par cette propriét́e. Plusieurs heuristiques sont
alors emploýees pour assister cette propriét́e, mais aucune ne permet d’éliminer tous
les cas d’erreur.
Dans[JNT02], nous avons proposé une nouvelle caractérisation de la rigidit́e, ap-
peĺeerigidit é structurelleétendue, qui subsume la rigidité structurelle, et correspond
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même exactementà la rigidit́e pour des GCSP exempts de contraintes redondantes.
Dans le pŕesent article, nous proposons de nouveaux algorithmes basés sur notre
nouvelle caract́erisation de la rigidit́e pour ŕepondre aux principales questions liées au
concept de rigidit́e. Ces nouveaux algorithmes découlent de deux modifications princi-
pales dans la fonction de distribution de flots utilisée par les algorithmes de Hoffmann
et al. [HLS97].
Après les d́efinitions donńees en section 2, nous introduisons le principe de la ca-
ract́erisation de la rigidit́e à base de flots et présentons brièvement les algorithmes
propośes par Hoffmannet al.(section 3). Finalement, nous présentons les deux modifi-
cations que nous proposons dans la fonctionDistribute et la famille d’algorithmes
qui en d́ecoule (section 4). Nous analysons les propriét́es de chacun des nouveaux al-
gorithmes propośes: correction, complétude et complexité.
2 Définitions
Dans cette section sonténonćees et expliqúees les d́efinitions ńecessaires̀a la com-
préhension de cet article.
2.1 Problème de satisfaction de contraintes ǵeométriques
Définition 1 GCSP
Un probl ème de satisfaction de contraintes ǵeométriques (GCSP)S = (O,C) est
compośe d’un ensembleO d’objets ǵeoḿetriques et d’un ensembleC de contraintes
géoḿetriques.
S′ = (O′,C ′) est unsous-GCSPdeS = (O,C), not́e S′ ⊂ S, ssiO′ ⊂ O et C ′ =
{c ∈ C|c ne porte que sur des objets dansO′}, c-à-d. queS′ est induit parO′.
Les objets ǵeoḿetriques usuels sont les points, les droites et, en 3D, les plans. On
peut aussi consid́erer des objets ǵeoḿetriques plus complexes, tels que des cercles, des
coniques, des parallélépip̀edes,etc. Les param̀etres d’un objet ǵeoḿetrique d́efinissent
sa position, son orientation et ses dimensions.
Les contraintes ǵeoḿetriques sont, par exemple, des distances, des angles, des inci-
dences, des parallé ismes, des syḿetries, des alignements,etc. Les contraintes ont pour
effet de restreindre l’ensemble des positions, orientations et dimensions que peuvent
prendre les objets géoḿetriques du GCSP.
Une solution d’un GCSP est la donnée d’une position, d’une orientation et d’un jeu
de dimensions pour chaque objet g´ oḿetrique de telle sorte que toutes les contraintes
géoḿetriques soient satisfaites.
La figure 1-a pŕesente un GCSP en 2D constitué de 3 droites líees par 2 parallé is-
mes et deux distances droite-droite. La figure 1-b présente un GCSP en 3D constitué
d’une droite et de 5 points, liés par 4 incidences point-droite et 5 distances point-point.
Pourêtre ŕesolu, un GCSP est géńeralement transforḿe en un syst̀eme d’́equations,
chaque objet́etant repŕesent́e par des variables définissant sa position et son orientation,











FIG. 1 –Deux exemples de GCSP
Hypothèses : Nous supposerons que les objets géoḿetriques sont ind́eformables (pas
de cerclèa rayon variable par exemple) et que les contraintes ne peuvent porter que sur
les positions et orientations relatives des objets (pas de fixation par rapport au repère
global par exemple). Ces limitations simplifient la définition des caractérisations struc-
turelles de la rigidit́e et sont ńecessaires aux ḿethodes de ŕesolution de GCSP basées
sur la rigidit́e.
Sous ces hypoth̀eses, une solution d’un GCSP est composée d’une position et d’une
orientation pour chacun de ses objets satisfaisant toutes ses contraintes.
2.2 Rigidité
La rigidité d’un GCSP se d́efinit à partir des mouvements que celui-ci admet1. On
distingue deux types de mouvements : les d´ formations, qui ne préservent pas les posi-
tions et orientations relatives des objets, et les d´ placements (rotations et translations)
qui les pŕeservent. Intuitivement, un GCSP estrigide s’il n’admet aucune d́eformation
et admet tous les déplacements de l’espace g´ oḿetrique consid́eŕe2. Un GCSP qui ad-
met des d́eformations est ditsous-rigide, alors qu’un GCSP n’admettant pas certains
déplacements, ou aucune solution, est ditsur-rigide. Des d́efinitions plus formelles
peuvent̂etre trouv́ees dans[Jer02].
Dans l’exemple pŕesent́e en figure 1-b, le sous-GCSPCDF est rigide : un tri-
angle est ind́eformable et admet tous les déplacements de l’espace ;AF est sous-rigide
puisque la droiteA et le pointF ne sont líes par aucune contrainte et peuvent donc
être d́eplaćes ind́ependamment l’un de l’autre ; le sous-GCSPACDEF est quant̀a lui
sur-rigide : il est ǵeńeriquement impossible de placer le pointF à l’intersection des 3
sph̀eres (contraintes de distance) dont les centresC, D etE sont aligńes.
2.3 Rigidité structurelle
La rigidit é structurelle correspond̀a une analyse desdegrés de libert́e (DDL)
dans le GCSP. Intuitivement, un DDL repr´ sente un mouvement indépendant dans le
1. En ŕealit́e, la rigidit́e et les mouvements se d´ finissent au niveau de chaque solution d’un GCSP. Ce-
pendant, comme c’est géńeralement le cas en CAO, on considère la rigidit́e au niveau du GCSP comme
repŕesentant celle de toutes ses solutions car on souhaite géńeralement́etudier des systèmes non ŕesolus afin
d’en d́eduire des propriét́es ǵeńerales (c-̀a-d., valables pour toute solution).
2. Cette seconde condition est toujours vérifiée sous l’hypoth̀ese que nous avons posée sur les contraintes
géoḿetriques.
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GCSP. Plus formellement :
Définition 2 Degré de liberté (DDL)
- Objeto : DDL(o) est le nombre de variables indépendantes d́efinissant la position et
l’orientation deo.
- Contraintec : DDL(c) est le nombre d’́equations ind́ependantes représentant la con-
trainte c.





Le tableau ci dessous présente le nombre de degr´ s de libert́e de quelques objets et
contraintes ǵeoḿetriques usuels en 2D et 3D :
Dim. Objets DDL Contraintes DDL
Point 2 Distance Point-Point 1
2D Droite 2 Angle Droite-Droite 1
Cercle 2 Paralĺelisme Droite-Droite 1
Incidence Point-Droite 1
Point 3 Distance Point-Point 1
Droite 4 Angle Droite-Droite 1
3D Plan 3 Paralĺelisme Plan-Plan 1
Cercle 5 Paralĺelisme Droite-Droite 2
Sph̀ere 3 Incidence Point-Droite 2
Incidence Point-Plan 1
A partir de ces tableaux, on peut calculer le nombre de DDL de quelques sous-
GCSP de la figure 1-b. Par exemple, le sous-GCSPACD est constitúe d’une droite et
de 2 points, líes par 2 incidences point-droite et 1 distance point-point; il totalise donc
4 + 3 + 3− 2− 2− 1 = 5 DDL. Egalement, les sous-GCSPCDF etAF issus de la
même figure totalisent respectivement 6 et 7 DDL.
La rigidité structurelle est une géńeralisation du th́eor̀eme de Laman[Lam70] qui
caract́erise la rigidit́e ǵeńerique des systèmes̀a barres en 2D. Elle est basée sur l’intui-
tion suivante : si un GCSP admet moins (resp. plus) de mouvements que le nombre de
déplacements (d translations etd(d−1)2 rotations en dimensiond, soit
d(d+1)
2 déplacements
indépendants en tout) admis par l’espace géoḿetrique qui le contient, alors il est sur-
(resp. sous-)rigide. Plus formellement :
Définition 3 Rigidit é structurelle (s rigidit é)
Un GCSPS = (O,C) en dimensiond est s rigide ssi DDL(S) = d(d+1)2 et S ne
contient pas de sous-GCSP sur-sigide.
S est sous-srigide ssi DDL(S) > d(d+1)2 et S ne contient pas de sous-GCSP sur-
s rigide.
S estsur-srigidessi∃S′ ⊆ S tel que DDL(S′) < d(d+1)2 .
En pratique, la rigidit́e structurelle est considéŕee comme une bonne approxima-
tion de la rigidit́e [LM98; HLS97]. Cependant, l’́ecart entre srigidité et rigidit́e est
important (cf.[JNT02; Jer02]). Nous illustrons ici cet́ecart sur 2 sous-GCSP issus de
la figure 1-b :ABCD est srigide en 3D puisque DDL(ABCD)=6 (d(d+1)2 = 6 en
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dimensiond = 3); cependant, ce sous-GCSP est en réalit́e sous-rigide : le pointB peut
bouger ind́ependamment des pointsC et D sur la droiteA. ACDE est quant̀a lui
sur-srigide car DDL(ACDE)=5, mais il s’agit en ŕealit́e d’un sous-GCSP rigide.
2.4 Rigidité structurelle étendue
Dim. GCSP DDR
Deux points incidents (c-à d. confondus) 2
Deux points non-incidents 3
2D Deux droites śecantes (c-̀a-d. non-parall̀eles) 3
Deux droites parallèles 2
Un point et une droite non-incidents 3
Un point et une droite incidents 3
Deux points incidents (c-à d. confondus) 3
Deux points non-incidents 5
Deux droites śecantes (c-̀a-d. coplanaires) 6
Deux droites non-śecantes et non-parallè es 6
Deux droites parallèles 5
Un point et une droite non-incidents 6
3D Un point et une droite incidents 5
Un point et un plan non-incidents 5
Un point et un plan incidents 5
Une droite et un plan non incidents 6
Une droite et un plan incidents 5
Deux plans parallèles 3
Deux plans śecants 5
La rigidité structurelléetendue (not́ee esrigidité) est baśee sur le concept dedegŕe
de rigidité (DDR). Le degŕe de rigidit́e d’un GCSP repŕesente le nombre de dépla-
cements admis par celui-ci. Ce nombre d´ pend desrelations ǵeoḿetriquesvérifiées
par les objets du GCSP. Les relations géoḿetriques qui ont une influence sur le degr´
de rigidit́e correspondent̀a des positions ou orientations relatives spécifiques des ob-
jets ǵeoḿetriques; paralĺelisme, orthogonalité, incidence, tangence, sont autant de re-
lations qui, si elles sont v́erifiées, font varier le degré de rigidit́e. Par exemple, en
2D, deux droites admettent géńeralement 3 d́eplacements (2 translations et 1 rotation)
indépendants et disposent donc d’un degré de rigidit́e égalà 3; cependant, si ces droites
sont parall̀eles, alors la translation selon la direction de ces droites représ nte l’identit́e
pour ces droite, c-a-d. que cette translation est sans effet. Deux droites parallèles en 2D
disposent donc seulement de 2 déplacements ind́ependants, et ont donc pour degr´ de
rigidité 2. Le tableau ci-dessus décrit le DDR associé à quelques petits GCSP en 2D et
3D.
Notons que les propriét́es ǵeoḿetriques qui ont une influence sur le DDR cor-
respondent̀a des contraintes de positionnement relatifs des objets géoḿetriques: pa-
rallélisme, orthogonalité, incidence, ... ces propriét́es peuvent donc apparaı̂tre expli-
citement dans le GCSṔetudíe, sous la forme d’une contrainte. Elle peuvent toutefois
également̂etre induites par un sous-ensemble des contraintes du GCSP considéŕe, et
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être ainsi implicites. Par exemple, 2 droites parallèlesà une m̂eme troisìeme sont pa-
rallèles entre elles en 2D : 2 contraintes explicites de parallélisme peuvent ainsi en
impliquer une troisìeme, implicite. Dans ce dernier cas, inférer ces propriét́es (et donc
déterminer le DDR) est́equivalent̀a la preuve de th́eor̀eme ǵeoḿetrique.
Le principe de la rigidit́e structurelléetendue est de comparer le nombre de DDL
d’un GCSP au DDR de ce m̂eme GCSP, c-à-d. le nombre de mouvements au nombre
de d́eplacements. On peut ainsi déterminer si un GCSP admet ou non des d´ formations.
Définition 4 Rigidit é structurelle étendue (esrigidit é)
Un GCSPS = (O,C) estes rigidessi DDL(S)=DDR(S) etS n’est pas sur-esrigide.
S estsous-esrigidessi DDL(S) > DDR(S) etS n’est pas sur-esrigide.
S estsur-esrigidessi∃S′ ⊆ S, DDL(S′)< DDR(S′).
Le tableau ci-dessous présente une comparaison de la rigidité, la srigidité et la
es rigidité sur quelques sous-GCSP issus de la figure 1-b. Dans ce tableau, les cas de
divergence entre caractérisations structurelles (srigidité et esrigidité) et v́eritable ri-
gidité sont signaĺes en gras. Notons que la srigidité utilisée pour cette comparaison
est assist́ee d’une heuristique courante qui consisteà ne consid́erer que les sous-GCSP
contenant au moinsd + 1 objets ǵeoḿetriques en dimensiond; sans l’usage de cette
heuristique, la caractérisation serait entièrement fausse. Les cases contenantbiensigni-
fient rigide, srigide ou esrigide selon la colonne òu elles apparaissent.
Sous-GCSP Rigidité DDL s rigidité DDR es rigidité
ABCD sous 6 bien 5 sous
ACDE bien 5 sur 5 bien
ABCDF sous 7 sous 6 sous
ACDEF sur 5 sur 6 sur
ABCDEF sur 6 sur 6 sur
On peut constater sur ce tableau que la srigidité ne correspond pas toujoursà la
rigidité, alors que la esrigidité lui correspond pour chacun de ces sous-GCSP. En fait,
la esrigidité correspond̀a la rigidit́e pour tout sous-GCSP issu des figures 1-a ou 1-b.
De façon ǵeńerale, la esrigidité subsume la srigidité. Intuitivement, ceci s’ex-
plique par le fait que lorsque le DDR d’un sous-GCSP en dimensiond vaut d(d+1)2 , les
définitions de ces deux caractérisations sont́equivalentes; alors que lorsque le DDR
est diff́erent ded(d+1)2 , la s rigidité utilise une mauvaise estimation du nombre de
déplacements admis par le sous-GCSP est parvient doncà u e mauvaise conclusion.
La rigidité structurelléetendue demeure toutefois une approximation de la rigidité
dans le cas ǵeńeral: elle peut̂etre tromṕee par la pŕesence de contraintes redondantes
dans un GCSP. Elle poséegalement le problème du calcul du DDR, qui requiert la
détermination des propriét́es ǵeoḿetriques (incidences, parallélismes, ...) induites par
les contraintes du GCSP et´ quivaut ǵeńeralement̀a la preuve de th́eor̀eme en ǵeo-
métrie. Nous renvoyons le lecteurà [JNT02] pour plus de d́etails sur cette nouvelle
caract́erisation et une comparaison plus complète avec la rigidit́e structurelle.
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3 Caractérisation par rigidit é structurelle
Dans cette section, nous allons présenter les travaux de Hoffmannet al. sur la
caract́erisation algorithmique de la rigidité structurelle par des ḿecanismes de flots.
Cette caract́erisation s’appuie sur une représentation des GCSP sous forme de réseaux
dans lesquels une distribution de flots correspondà une distribution des degrés de
liberté des contraintes sur les degr´ s de libert́e des objets. Ce réseau fut introduit
dans[HLS97], ainsi que la fonctionDistribute qui està la base des algorithmes
Dense et Minimal Dense utilisés respectivement pour identifier des sous-GCSP
s rigide ou sur-srigide et en minimiser le nombre d’objets.
3.1 Réseau Objet-Contrainte
Un GCSPS = (O,C) peutêtre repŕesent́e par un ŕeseauG = (s,V,t,E,w) appeĺe
réseau objets-contraintes. La figure 2-a repŕesente le ŕeseau objets-contraintes corres-






































































































































































FIG. 2 –Réseaux objets-contraintes et distributions de flots par les algorithmesDen e
etOver-Rigid
Définition 5 Réseau objets-contraintes(s,V,t,E,w)
- s est la source ett est le puits.
- Chaque objeto ∈ O est repŕesent́e par un nœud-objetvo ∈ V .
- Chaque contraintec ∈ C est repŕesent́ee par un nœud-contraintevc ∈ V .
- Pour chaque objeto ∈ O, on ajoute un arc(vo → t) ∈ E de capacit́e w(vo →
t) =DDL(o).
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- Pour chaque contraintec ∈ C, on ajoute un arc(s → vc) ∈ E de capacit́e
w(s → vc) =DDL(c).
- Pour chaque objeto ∈ O sur lequel porte une contraintec ∈ C, il existe un arc
vc → vo de capacit́ew(vc → vo) = ∞ dansE.
Par d́efinition, un flot dans ce réseau représente une distribution des DDL des con-
traintes sur les DDL des objets ; c’est ce principe qui est utilisé pour la caractérisation
structurelle de la rigidit́e.
3.2 Principe de caract́erisation par un flot
Du point de vue ǵeoḿetrique, la caractérisation de la rigidit́e s’effectue en v́erifiant
qu’un GCSP n’admet que des déplacements. Sous cet angle, la détection de rigidit́e à
base de flots peutêtre expliqúee comme suit :
1. retirerK déplacements du GCSP en introduisantK DDL suppĺementaires du
côté des contraintes ;
2. vérifier si un sous-GCSP sur-contraintS′ existe en calculant un flot maximum
dans le ŕeseau objets-contraintes surchargé ;
3. si tel est le cas, alorsS′ vérifie DDL(S′)< K.
En effet, nous avons déjà expliqúe qu’un flot dans le ŕeseau objets-contraintes
repŕesente une distribution des DDL des contraintes sur les DDL des objets, ce qui
revient intuitivement̀a choisir quelles contraintes résolvent quels objets. Un flot maxi-
mum repŕesente donc une distributionoptimaledes DDL dans le GCSP. Si un flot
maximum ne peut saturer tous les arcs issus de la source du réseau, cela signifie que cer-
tains DDL des contraintes ne peuventˆ tre distribúes sur les objets (cf. définition 5). Il
existe alors obligatoirement un sous-GCSP′ sur-contraint (c-̀a-d. DDL(S′)<0) dans
le GCSP.
La détection structurelle de rigidité exploite cette propriét́e pour identifier un sous-
GCSPS′ qui vérifie DDL(S′)< K pour une valeurK donńee. Pour ce faire,K
DDL additionnels sont artificiellement introduits dans le réseau en provenance de la
source. Selon le principe expliqué ci-dessus, si le calcul d’un flot maximum ne permet
pas de saturer tous les arcs issus de la source cela signifie que les objets ne peuvent
pasabsorberles DDL des contraintesplus cesK DDL additionnels. S′ vérifie alors
nécessairement DDL(S′)< K. [HLS97] ont montŕe queS′ est alors induit par l’en-
semble des nœuds-objets traversés durant la dernière recherche d’un chemin augmen-
tant dans le ŕeseau :S′ est induit par l’ensemble de tous les nœuds-objets atteignables
par un parcours du graphe r´ siduel partant de la source.
En choisissant la valeur adéquate pourK, [HLS97] ont d́erivé des algorithmes pour




La fonctionDistribute est la mise en application algorithmique du principe
de caract́erisation structurelle de la rigidité à base de flots. Cette fonction, proposée
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dans[HLS97], applique la surchargeK en augmentant simplement la capacité de l’arc
liant la sourcèa une contraintec dans le ŕeseau, c-̀a-d. en ajoutantK au nombre de DDL
de la contraintec. Ceci a pour but de retirerK déplacements au sous-GCSP induit par
les objets líesà c.
Algorithme 1 Distribute (S : un GCSP ;K : un entier ;c : une contrainte)retourne
S′ : un GCSP
Requiert: K > 0, S = (O,C), c ∈ C
Assure: S′ ⊂ S vérifie DDL(S′)< K, ouS′ est vide
G ← Ŕeseau-Surcharg é(S,K,c)
V ← Ford-Fulkerson (G)
S′ ← Sous-GCSP-Induit (V,S)
RetourneS′
La fonction Ŕeseau-Surcharg é retourne le ŕeseau objets-contraintes corres-
pondant au GCSPS dans lequel la contraintec aét́e surcharǵee, c-̀a-d. que l’arcs → c
liant la sources à la contraintec est de capacité DDL(c)+K. Le calcul du flot maxi-
mum dans ce ŕeseau est effectué par la fonctionFord-Fulkerson qui applique l’al-
gorithme classique de[FF62]. Cette fonction retourne l’ensembleV des nœuds-objets
traverśes lors de la dernière recherche d’un chemin augmentant, cet ensembleétant
vide si le flot maximum sature tous les arcs issus de la sources. Enfin, la fonction
Sous-GCSP-Induit retourne le sous-GCSPS′ induit parV . Selon la preuve de
Hoffmannet al., S′ vérifie alors DDL(S′)< K ouS′ est vide.
Exemple d’application deDistribute : La figure 2-a illustre l’appelDistri-
bute( S,3,dAB) sur le GCSPS de la figure 1-a. Un flot maximum est repr´ sent́e
sur le ŕeseau par les chiffres en gras. Comme l’arcs → dAB n’est pas saturé dans ce
flot maximum, la fonction retourne le sous-GCSP induit par le sous-ensemble d’objets
atteignables dans le graphe résiduel en partant dedAB; il s’agit du sous-GCSPAB,
qui dispose effectivement de moins deK = 3 DDL.
Complexité deDistribute : La complexit́e de la fonctionDistribute est do-
minée par celle de la fonctionFordFulkerson qui effectue le calcul du flot maxi-
mum. En effet, la production du réseau objets-contraintes surchargé et l’extraction du
sous-GCSP induit parV peuventêtre effectúes en temps lińeaire, alors que le calcul
d’un flot maximum est enO(N2 ∗ (N + M)), N étant le nombre de nœuds etM
le nombre d’arcs dans le réseau. Notonsn le nombre d’objets ǵeoḿetriques etm le
nombre de contraintes géoḿetriques; en supposant que les contraintes g´ oḿetriques
consid́eŕees sont d’arit́e borńee3, on obtientN = n + m et M ∼ n. Il en résulte
que la complexit́e de la fonctionDistribute exprimée en nombre d’objets et de
contraintes estO(n ∗ (n + m)2).
3. En pratique, les contraintes géoḿetriques sont toujours d’arité borńee; m̂eme une contrainte d’égalit́e
de distance sera d’arité au plus 4.
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3.4 Algorithmes de Hoffmannet al.
Dense et Minimal-Dense sont deux algorithmes proposés par[HLS97] qui
reposent entièrement sur la fonctionDistribute et permettent respectivement de
caract́eriser des sous-GCSP srigide ou sur-srigide et d’en minimiser la taille pour
l’opération d’inclusion (cf. d́efinition 1).
3.4.1 AlgorithmeDense
L’algorithme Dense a pour but d’identifier un sous-GCSP sur-sigide s’il en
existe un dans le GCSP passé en param̀etre. Pour ce faire, il consiste simplementà ap-
pliquer śequentiellement la fonction Distributeà chaque contrainte du GCSP considéŕe,
avec une surcharge valantà chaque foisK = d(d+1)2 . La śequence se termine lorsque
l’appel courant retourne un sous-GCSP′ non vide. Par d́efinition de la fonction
Distribute , S′ vérifie alors DDL(S′)< d(d+1)2 , c-à-d. queS
′ est sur-srigide (cf.
définition 3). Notons que cet algorithme peutêtre utiliśe pour identifier des sous-
GCSP srigide ou sur-srigides en changeant simplement la valeur de la surcharge en
K = d(d+1)2 + 1.
Algorithme 2 Dense(S = (O,C) : un GCSP ;d : un entier)retourne S′ : un GCSP)
Requiert: d > 0 repŕesente la dimension de l’espace géoḿetrique contenantS
Assure: S′ ⊂ S vérifie DDL(S′)< d(d+1)2 , ouS′ est vide
Contraintes ← C
S′ ← EmptyGCSP
Tant que Contraintes 6= ∅ ∧ S′ = EmptyGCSP Faire
c ← Pop( Contraintes)
S′ ← Distribute( S,d(d+1)2 ,c)
Fin Tant que
RetourneS′
Exemple d’application deDense : La figure 2-a illustre aussi l’application de l’al-
gorithmeDense sur le GCSP de la figure 1-a :Dense( S,2) . En effet, cet algorithme
va immédiatement effectuer l’appelDistribute( S,4,dAB) . Comme nous l’avons
vu pŕećedemment,Distribute( S,3,dAB) retourne le sous-GCSPAB, et il en va
de m̂eme pour l’algorithmeDense : la surchargeK = 4 étant suṕerieureà K = 3,
le flot maximum ne pourra pas non plus saturer l’arcs → dAB liant la sourcèa la
contrainte consid́eŕee.
Le sous-GCSPAB est donc identifíe s rigide ou sur-srigide. Il est en ŕealit́e sur-
s rigide, mais il s’agit de l’un des cas où la s rigidité caract́erise mal la rigidit́e, comme
nous l’avons vùa la section 2.3.
Complexité deDense : La complexit́e de l’algorithmeDense dépend directement
de celle de la fonctionDistribute puisque cet algorithme consisteà appeler cette
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fonction au plus une fois par contrainte du GCSP. Il est donc enO(m ∗ n ∗ (n +
m)2). Il est à noter que l’algorithme présent́e dans[HLS97] s’applique sur un ŕeseau
construit incŕementalement, ce qui conduità une complexit́e pratique moindre puisque
l’algorithme termine toujours au plus tôt. Par ailleurs, d’autres optimisations peuvent
encore abaisser le coût de cet algorithme. Par exemple, pré-calculer un flot maximum
du ŕeseau non-surchargé une seule fois avant le premier appelà l’algorithmeDense
permet d’avoir seulementà mettreà jour ce ŕeseau pour chaque surcharge introduite,
ce qui abaisse la complexité de la fonction FordFulkerson d’un facteur linéaire.
3.4.2 AlgorithmeMinimal-Dense
L’algorithmeMinimal-Dense a pour but de retourner un sous-GCSP sur-srigide
minimal au sens de l’inclusion, c-à d. ne contenant aucun sous-GCSP sur-srigide. Pour
ce faire, l’algorithme commence par appliquer l’algorithmeDense afin d’identifier un
sous-GCSPS′ sur-srigide. Il applique ensuite unétape de minimisation qui consiste
à essayer de retirer les objets deS′ un à un. Apr̀es le retrait d’un objet, un appelà
l’algorithme Dense permet de tester s’il existe toujours un sous-GCSP sur-srigide,
auquel cas le processus se poursuit sur ce nouveau sous-GCSP strictement plus petit;
autrement, l’objet retiŕe était ńecessairèa l’existence d’un sous-GCSP sur-sigide et
doit doncêtre conserv́e. Notons l̀a encore que l’emploi de l’algorithmeDense avec
surchargeK = d(d+1)2 + 1 conduità un algorithmeMinimal-Dense qui identifie et
minimise un sous-GCSP srigide ou sur-srigide.
Exemple d’application deMinimal-Dense : appliqúe au GCSP de la figure 1-a,
cet algorithme retourneráegalement le sous-GCSPAB. En effet, le premier appel̀a
l’algorithme Dense retourneraAB. Le retrait deA donne alors un sous-GCSP vide
de contraintes, qui n’est donc pas srigide ou sur-srigide; le retrait deB également.A
etB étant ńecessaires, le sous-GCSP minimisé est bienAB.
Complexité deMinimal-Dense : La complexit́e de l’algorithme d́epend directe-
ment de celle de l’algorithmeDense puisqu’il consistèa appliquer au plus une fois cet
algorithme pour chaque objet du sous-GCSP identifi´ par le premier appelà Dense ,
qui est au pire le GCSP initial. Elle est enO(n∗m∗n∗(n+m)2). Là encore, les optimi-
sations de l’algorithmeDense permettent d’obtenir une complexité pratique inf́erieure
à cette complexit́e en pire cas.
4 Nouveaux Algorithmes
Nos nouveaux algorithmes, tout comme les algorithmes proposés par[HLS97],
sont baśes sur un calcul de flot maximum dans le réseau objets-contraintes. Cependant,
ils présentent deux différences principales :
– ils utilisent la esrigidité au lieu de la srigidité ;
– ils effectuent la distribution du flot de façongéoḿetriquement correcte.
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Algorithme 3 Minimal-Dense (S = (O,C) : un GCSP ;d : un entier)retourne S′ : un
GCSP)
Requiert: d > 0 repŕesente la dimension de l’espace géoḿetrique contenantS
Assure: S′ ⊂ S vérifie DDL(S′)< d(d+1)2 et∀S′′ ( S′, DDL(S′′)> d(d+1)2 , ouS′ est
vide
S′ ← Dense( S,d)
Necessaires ← ∅
O′ ← Objets( S′)
Pour chaqueo ∈ O′ \Necessaires Faire
S′′ ← Sous-GCSP-Induit( O′ \ {o},S′) {S′′ est le sous-GCSP deS′ ne
contenant pas l’objeto}
S′′ ← Dense( S′′,d)
Si S′′ 6= EmptyGCSP Alors
S′ ← S′′ {S′′ est dense, donco n’est pas ńecessaire; le sous-GCSPS′ devient
le nouveau sous-GCSPS′′ identifié}
Sinon
Necessaires ← Necessaires ∪ {o} {o est ńecessaire; il est conservé afin de




Ces deux aḿeliorations sont obtenues au moyen de deux modifications majeures
de la fonctionDistribute dans la façon d’appliquer une surcharge dans le rés au
objets-contraintes :
1. La valeur de la surcharge appliquée dans le ŕeseau est le degré de rigidit́e au lieu
d’être la constanted(d+1)2 .
2. La surcharge est appliquée via un nœudR dédíe à cet effet, au lieu d’être ap-
pliquée sur chaque contrainte.
4.1 Nouvelle fonctionDistribute
Comme nous l’avons vu dans la section préćedente, le principe de la caractérisa-
tion structurelle de la rigidit́e est de fixer arbitrairementK déplacements et de vérifier
l’existence d’un sous-GCSP bien-contraint. La fonctionDistribute propośee par
Hoffmannet al.applique ce principe en fixant lesK déplacements via une contrainte,
c-à-d. en fixant un rep̀ere local sur les objets géoḿetriques líesà une seule contrainte.
Cependant, retirerK déplacements̀a un sous-ensembleO′ d’objets n’est ǵeoḿetrique-
ment correct que si le sous-GCSP′ qu’il induit poss̀ede au moinsK déplacements,
c-à-d. qu’il vérifie DDR(S′)≥ K.4
4. Rappelons que le DDR représente le nombre de déplacements admis par un sous-GCSP.
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Consid́erons par exemple un segment en 3D, c-à-d. un sous-GCSP constitué de
2 points líes par une contrainte de distance. Ce sous-GCSP n’admet que 5 des 6 (3
rotations + 3 translations) déplacements autorisé par l’espace 3D puisque la rotation
selon l’axe d́efini par le segment est sans effet sur celui-ci. Ainsi, retirer 6 déplacements
à un segment 3D pour vérifier s’il est rigide est ǵeoḿetriquement incorrect et produit
assuŕement un ŕesultat errońe. C’est pourtant ce que fait la fonctionDistribute
propośee par Hoffmannet al. lorsqu’elle applique une surchargeK = 6 + 1 sur une
contrainte de distance liant deux points dans un GCSP en 3D.
De façonà appliquer le principe de détection structurelle de rigidité de façon ǵeo-
métriquement correcte, nous proposons d’introduire une contrainte virtuelleR posśe-
dantK DDL. Cette contrainte, qui représente le fait de fixerK déplacements sur un
ensemble d’objets, ne sera liée qu’aux sous-GCSPS′ vérifiant DDR(S′)= K. K etS′
sont les deux param̀etres d’entŕee de notre version de la fonctionDistribute .
Algorithme 4 Distribute (S : GCSP ;K : entier ;S′ : GCSP)retourne S′′ : GCSP)
Requiert: K > 0, S′ ⊂ S vérifie DDR(S′)= K
Assure: S′′ ⊂ S vérifie DDL(S′′)< K, ouS′′ est vide
G ← Ŕeseau-Surcharg é(S,K,S′)
V ← Ford-Fulkerson (G)
S′′ ← Sous-GCSP-Induit (V,S)
RetourneS′′
La fonctionŔeseau-Surcharg é est un peu diff́erente de celle utiliśee par Hoff-
mannet al.. Elle retourne le ŕeseau objets-contraintes correspondant au GCSPS dans
lequel la contrainteR a ét́e introduite, ainsi que les arcss → R et R → o, pour
chaqueo ∈ S′, de capacit́es respectivesK et+∞. Le calcul du flot maximum dans ce
réseau est toujours effectué par la fonctionFord-Fulkerson , qui retourne toujours
l’ensembleV des nœuds-objets travers´ s lors de la dernière recherche d’un chemin
augmentant, cet ensembleétant vide si le flot maximum sature tous les arcs issus de la
sources. Selon la preuve de Hoffmannet al., S′′ vérifie DDL(S′′)< K ouS′′ est vide.
Nos deux modifications de la fonctionDistribute permettent d’une part d’ap-
pliquer la surcharge sur n’importe quel sous-GCSP, et d’autre part de ne distribuer la
surcharge que vers les sous-GCSP pour lesquels cette opération est ǵeoḿetriquement
correcte.
Exemple d’application de Distribute : Toujours sur le GCSP de la figure 1-
a, notre fonctionDistribute proc̀ede diff́eremment de celle de Hoffmannet al.:
puisque DDR(AB)=2, la surcharge maximale applicable sur ce sous-GCSP estK = 2.
La figure 2-b pŕesente l’appelDistribute( S,2,AB) pour la nouvelle version de la
fonction. Le flot maximum parvient cette foisà saturer tous les arcs issus de la source
et aucun sous-GCSP n’est donc retourné. Ceci est̀a la fois correct du point de vue
structurel puisque DDL(AB) n’est pas strictement inférieurà K = 2, et du point de
vue ǵeoḿetrique puisque ce sous-GCSP n’est pas sur-rigide.
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Complexité deDistribute : La complexit́e de la nouvelle fonctionDistribu-
te est exactement la m̂eme que celle de la fonction initialement proposée par Hoff-
mannet al.. En effet, la seule diff́erence ŕeside dans la construction du réseau, et nos
modifications se font en temps linéaire dans la taille du sous-GCSPà lier à la contrainte
virtuelle R. Cetteétape de construction est toujours dominée par l’́etape de calcul du
flot maximum, et la fonction demeure enO(n ∗ (n + m)2), complexit́e en pire cas qui
peut toujourŝetre aḿeliorée par les heuristiques disponibles pour la version originale
de cette fonction.
4.2 Algorithmes pour la détection de rigidité
A partir de la fonctionDistribute , Hoffmannet al. dérivaient les algorithmes
Dense et Minimal-Dense qui permettent d’identifier des sous-GCSP rigides ou
sur-rigides et de les minimiser (en nombre d’objets).
Ces algorithmes sont entièrement reproductibles avec la nouvelle fonctionDis-
tribute . Ceci nous permet de répondre aux m̂emes probl̀emes mais de façon géo-
métriquement correcte et avec une meilleure caracté isation de la rigidit́e : la rigidit́e
structurelléetendue.
4.2.1 D́etection de sous-GCSP sur-esrigides
Sch́ematiquement, l’algorithmeDense effectue des appels̀a la fonctionDistri-
bute pour chaque contrainte présente dans le GCSP considéŕe, et ce jusqu’̀a ce que
cette fonction retourne un GCSP non-vide ou jusqu’à ce que toutes les contraintes aient
ét́e trait́ees. Dans cet algorithme, la surcharge est basée uniquement sur la dimension de
l’espace ǵeoḿetrique consid́eŕe ; elle repŕesente le nombre maximum de d´ placements
indépendants : 6 en 3D et 3 en 2D. L’algorithmeD nse retourne donc des sous-GCSP
sur-srigides5 puisque les GCSP retournés n’admettent pas certains déplacements de
l’espace ǵeoḿetrique consid́eŕe. Comme nous l’avons expliqué, cet algorithme est en
réalit́e incorrect puisqu’il peut retirer parfois plus de d´ placements que n’en admet le
sous-GCSP líe à la contrainte surchargée.
Pour obtenir un algorithme correct, nous proposons d’utiliser la définition de la
es rigidité et notre fonctionDistribute : la surcharge passée en param̀etreà la fonc-
tion Distribute sera le DDR du sous-GCSP sur lequel on applique la surcharge.
Ceci nous permet de définir le nouvel algorithmeOver-Rigid qui effectue un
appel de la formeDistribute( S,DDR( S′), S′) pour chaqueS′ ⊂ S jusqu’̀a ce
qu’un sous-GCSP sur-esrigide soit retourńe ou que tous lesS′ aientét́e trait́es. En ef-
fet, un sous-GCSPS′′ retourńe par un appel de ce type v´ rifie ńecessairement DDL(S′′)
< DDR(S′), une condition suffisante pour queS′′ soit sur-rigide (cf. d́efinition 4 et
lemme 1).
Bien ŝur, un tel algorithme serait exponentiel en pire cas puisque le nombre de
sous-GCSP dans un GCSP est´ gal au nombre de sous-ensembles d’objets dans l’en-
semble d’objets de ce GCSP. Fort heureusement, nous montrerons (cf. section Pro-
priét́es deOver-Rigid ) qu’il est suffisant d’appliquer la fonctionDistribute
5. s rigide ou sur-srigide si on utilise une surcharge augmentée de 1.
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aux sous-GCSPDDR-minimauxuniquement (cf. d́efinition 6 ci-apr̀es), ce qui produit
l’algorithme suivant :
Algorithme 5 Over-Rigid (S : GCSP) retourneS′′ : GCSP
Assure: S′′ ⊂ S est esrigide ou sur-esrigide ou vide
S′′ ← emptyGCSP
M ← DDR-Minimaux( S) {construit l’ensemble des DDR-minimaux deS}
Tant que S′′ = emptyGCSP etM 6= ∅ Faire
S′ ← Pop( M )
S′′ ← Distribute( S,DDR( S′), S′)
Fin Tant que
RetourneS′′
Définition 6 GCSP DDR-minimaux
Un GCSPS estDDR-minimal ssi il ne contient aucun sous-GCSP possédant le m̂eme
DDR, c-̀a-d. que∀S′ ( S, DDR(S′)<DDR(S).
L’importance de cette modification vient du fait que la taille d’un sous-GCSP DDR-
minimal est borńee en dimension donnée, et le nombre de tels sous-GCSP n’est donc
pas exponentiel (cf. paragraphe ci-dessous sur la complexité de l’algorithme).
Exemple d’application deOver-Rigid
Consid́erons le GCSPS de la figure 1-b. SoitM = {BC,CEF,...} l’ensemble de
ses sous-GCSP DDR-minimaux produits par la fonctionDDR-Minimaux( S) . L’al-
gorithmeOver-Rigid proc̀ede alors comme suit :
1. A la premìere it́eration,S′ = BC etK =DDR(BC)=5. La figure 2-c repŕesente
l’appel Distribute( S,5,BC) . Les arcs issus de la sources sont satuŕes par
le calcul du flot maximum et aucun sous-GCSP sur-rigide n’est identifi´ .
2. A la seconde it́eration,S′ = CEF etK =DDR(CEF )=6. La figure 2-d pŕesente
l’appel Distribute( S,6,CEF ) correspondant̀a cette it́eration. Cette fois-
ci, on peut constater que l’arcs → R n’est pas saturé par le flot maximum.
L’ensemble des objets atteignablesà partir de la source dans le graphe résiduel
étant{A,C,D,E,F}, l’algorithme terminèa cette it́eration en retournant le sous-
GCSPS′′ = ACDEF qui est effectivement sur-esrigide.
Sur ce m̂eme GCSP, l’algorithmeDense , qui a le m̂eme objectif que notre algo-
rithme Over-Rigid retournerait soit un segment (par exempleCD), soit un sous-
GCSP compośe de la droite et d’un point incident (par exempleAB), commeétant un
sous-GCSP sur-rigide, ce qui est faux6.
6. En pratique, l’algorithmeDense est assist́e par des heuristiques qui lui permettent d’éviter des erreurs
aussi triviales, mais il demeure g´ oḿetriquement incorrect et peut toujoursêtre tromṕe par des configurations
non ŕepertoríees dans l’heuristique[Jer02].
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Propri étés deOver-Rigid
Afin de d́emontrer la correction et la complétude de l’algorithme, nous utiliserons
les lemmes suivants quiétablissent des propriét́es du concept de DDR et de la distribu-
tion de flots dans des réseaux objets-contraintes :
Lemme 1 Soit S un GCSP etS′ ⊂ S′′ ⊂ S deux sous-GCSP. Alors DDR(S′) ≤
DDR(S′′).
Démonstration :Chaque unit́e du DDR dans un GCSP représente un d́eplacement
indépendant (translation or rotation) admis par ce GCSP. L’ajout d’un nouvel objet dans
ce sous-GCSP ne peut en aucun cas retirer un déplacement de ce GCSP puisque les
contraintes sont ind́ependantes du rep` re global. Ainsi, DDR(S′) ≤ DDR(S′ ∪ {o}).2
Lemme 2 Soit S′ ⊂ S′′ ⊂ S deux sous-GCSP du GCSPS. Si l’appel Distri-
bute( S,K,S′′) retourne un sous-GCSPS0 non vide, alors l’appel Distribu-
te( S,K,S′) retourne ńecessairement un sous-GCSP1 non vide.
Démonstration :Soit GS′ le réseau surchargé utilisé parDistribute( S,K,S′) et
GS′′ le réseau objets-contraintes surchargé utilisé parDistribute( S,K,S′′) . La
seule diff́erence entre ces deux réseaux est la présence d’arcs supplémentaires du type
R → o dansGS′′ puisqueS′ ⊂ S′′. Ainsi, la distribution de flot est ńecessairement
plusdifficile dansGS′ que dansGS′′ , les capacit́es totales issues de la source et entrant
dans le puitśetant identiques dans ces deux réseaux. Ainsi, si un calcul de flot maxi-
mum ne peut saturer les arcs issus de la source dansGS′′ , il est impossible, a fortiori,
qu’un flot maximum les sature dansGS′ .2
Correction de Over-Rigid :
Soit S′′ un sous-GCSPnon viderésultant de l’appel̀a Over-Rigid (S). Suppo-
sons queS′′ résulte de l’appelDistribute (S,DDR(S′),S′) pour un sous-GCSPS
donńe ; S′′ vérifie alors ńecessairement DDL(S′′) < DDR(S′) puisqu’il estnon vide.
De plus, par d́efinition de la fonctionDistribute , S′ ⊂ S′′. Le lemme 1 assure
alors que DDR(S′)≤DDR(S′′), et on peut donc affirmer que DDL(S′′)<DDR(S′′),
c-à-d. queS′′ est sur-esrigide.2
Complétude deOver-Rigid :
L’algorithme Over-Rigid applique la surcharge sur chaque sous-GCSP dans
l’ensembleM des sous-GCSPDDR-minimaux(géńeŕe par la fonctionDDR-Mini-
maux( S) ). Remarquons que tout sous-GCSP non DDR-minimal contient par défini-
tion un sous-GCSP DDR-minimal ayant mê e DDR. Le lemme 2 assure qu’aucun
sous-GCSP sur-esrigide ne peut̂etre manqúe par l’algorithme.2
Complexité deOver-Rigid :
La complexit́e en temps de l’algorithmeOver-Rigid dépend directement du
nombre de sous-GCSP DDR-minimaux. Nous avons prouvé parénuḿeration que la
taille (en nombre d’objets) d’un sous-GCSP DDR-minimal est 2 et 2D et 3 en 3D pour
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des GCSP constitués de points, droites et plans sous des contraintes de distances, inci-
dences, angles et parallélismes7. Ainsi, le nombre de sous-GCSP DDR-minimaux dans
un GCSP de ce type constitué den objets en dimensiond est enO(nd).
AppelonsC1 la complexit́e de la fonctionDDR-Minimaux , etC2 celle de la fonc-
tion Distribute que nous avonśetudíee à la section pŕećedente. Alors, la com-
plexité en pire cas de l’algorithmeOver-Rigid estO(C1 + nd ∗ C2).
C1 est ǵeńeralement la complexité de la d́emonstration automatique en géoḿe-
trie puisque le calcul du DDR nécessite la d́etermination des propriét́es ǵeoḿetriques
vérifiées par les objets du GCSP.C1 est alors exponentielle en pire cas. Cependant,
cette complexit́e peutêtre polynomiale voire constante pour des classes de GCSP par-
ticulières, comme les systèmes̀a barres ou les ḿecanismes ǵeńeriques. Qui plus est, on
peut employer plusieurs heuristiques dans le calcul du DDR qui permettent de rendre la
complexit́e moyenne plus abordable en pratique. Dans ces cas là,C1 est ǵeńeralement
négligeable en comparaison deC2, et on obtient une complexité globale de l’algo-
rithme Over-Rigid en O(nd ∗ n ∗ (n + m)2). En comparaison, la complexité de
l’algorithmeDense est enO(m ∗ n ∗ (n + m)2).
Notre algorithme induit donc un sur-coût approximativement lińeaire en 2D et qua-
dratique en 3D, puisque le nombre de contraintesm dans un GCSP est géńeralement
O(n) (moins d’́equations que de variables dans un GCSP rigide).
4.2.2 D́etection de sous-GCSP esrigides ou sur-esrigides
Afin d’identifier des sous-GCSP esrigides ou sur-esrigides, il suffit d’apporter une
très ĺeg̀ere modificatioǹa l’algorithmeOver-Rigid présent́e ci-dessus. Cette modi-
fication consiste simplementà ajouter 1̀a la valeur de la surcharge appliquéeà chaque
appel de la nouvelle fonctionDistribute . Celle-ci devientK = DDR(S′) +
1 au lieu deK = DDR(S′). Il en résulte que les GCSPS′′ non vides retourńes
par l’algorithmeWell-Or-Over-Rigid vérifieront ńecessairementDDL(S′′) ≤
DDR(S′), ce qui constitue une condition suffisante pour queS′′ soit esrigide ou sur-
es rigide (cf. d́efinition 4 et lemme 1).
Toutes les propriét́es de l’algorithmeOver-Rigid sont pŕeserv́ees : l’algorithme
Well-Or-Over-Rigid est correct, complet et de complexitéO(nd∗n∗(n+m)2)).
Remarque : Même si le sous-GCSPS′′ vérifie DDL(S′′) = DDR(S′′), cela ne
signifie pas qu’il est esrigide. En effet, il faut encore v́erifier la seconde condition de
la esrigidité, c-̀a-d. queS′′ ne contient aucun sous-GCSP sures-rigide.
4.2.3 D́eterminer la rigidit é d’un GCSP
Pour d́ecider si un GCSPS donńe est esrigide ou pas, il faut v́erifier les deux
conditions impośees par la d́efinition de la esrigidité (cf. d́efinition 4):
– DDL(S) = DDR(S)
– S n’est pas sur-esrigide, c-̀a-d.∀S′ ⊆ S, DDL(S′)≥ DDR(S′)
7. La plupart des GCSP peuvent se ramenerà des syst̀emes utilisant uniquement ces objets et contraintes
primitives.
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Pour v́erifier la premìere condition, il suffit de calculer le nombre de DDL deS (par
un simple compte, cf. d́efinition 2) et son degré de rigidit́e DDR (voir[JNT02]).
Afin de vérifier la seconde condition, un simple appelà l’algorithmeOver-Rigid
suffit: si cet algorithme retourne un sous-GCSP vide, alorsS n’est pas sur-esrigide.
L’algorithme est complet, correct et de complexit´ égale soit̀a celle du calcul du
DDR (si celle-ci estcher), soit égaleà celle de l’algorithmeOver-Rigid si le calcul
du DDR est ńegligeable.
4.2.4 Minimisation d’un sous-GCSP esrigides ou sur-esrigide
Cet algorithme reprend le principe de minimisation proposé par Hoffmannet al.
dans l’algorithmeMinimal-Dense , qui visait à minimiser un sous-GCSP srigide
ou sur-srigide. Il suffit de remplacer l’appel̀a Dense par un appel̀a Well-Or-
-Over-Rigid 8 dans l’algorithmeMinimal-Dense présent́e pŕećedemment afin
d’obtenir l’algorithmeMinimal-Rigid qui retourne effectivement un sous-GCSP
es rigide ou sur-esrigide minimal pour l’inclusion.
La correction et la complétude de cet algorithme sont encore une fois assurées par
les propríet́es des algorithmesMinimal-Dense et Well-Or-Over-Rigid . La
complexit́e, quant̀a elle, est en pire casO(n ∗ nd ∗ n ∗ (n + m)2)) si le sous-GCSP
initialement identifíe est le GCSP entier et que tout objet doit effectivementêtre test́e.
5 Conclusion
Dans cet article, nous avons proposé une nouvelle famille d’algorithmes permettant
de ŕepondre aux principales questions associées au concept géoḿetrique de rigidit́e en
nous appuyant sur une nouvelle caractérisation : la rigidit́e structurelléetendue. Ces
algorithmes d́ecoulent des algorithmes̀a base de flots proposé par Hoffmannet al.
pour la caract́erisation par rigidit́e structurelle.
D’une part, nous avons montré dans[JNT02] que la caract́erisation par rigidit́e
structurelleétendue correspond strictement mieuxà la rigidit́e que celle par rigidit́e
structurelle, et d’autre part, nous venons de montrer que les algorithmes existants pour
l’ancienne caractérisation pouvaient touŝetre reproduits pour la nouvelle caractérisa-
tion, moyennant un sur-coût approximativement lińeaire en 2D et quadratique en 3D.
Nous pensons donc que toutes les méthodes d’analyse qualitative ou de résolution
de GCSP actuellement basées sur la caractérisation par rigidit́e structurelle peuvent̀a
présent consid́erer l’utilisation de notre nouvelle caractérisation. Cette alternative ap-
portera vraisemblablement un gain significatif en fiabilité, maiśegalement en ǵeńericité
puisque les ḿethodes actuelles ont pour la plupart recoursà des r̀eglesad-hocpour
gérer les nombreuses exceptions connuesà la rigidit́e structurelle classique. Il en résulte
que ces ḿethodes pourront alorŝetre utiliśees dans des domaines d’application cri-
tiques òu l’erreur est difficilement toĺerable (par exemple, la conception aéronautique
ou áerospatiale).
Le concept de degré de rigidit́e (DDR), qui s’av̀ere central dans la définition de
la nouvelle caractérisation, pose cependant encore quelques questions: en pire cas,
8. ouOver-Rigid si on souhaite seulement minimiser des sous-GCSP sur-esrigides.
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calculer le DDR d’un GCSP s’avère de l’ordre de la preuve formelle de théor̀eme
géoḿetrique. Nous avons déjà identifíe des classes de GCSP pour lesquelles ce pro-
blème est polynomial, mais un effort resteà faire sur ce sujet afin d’identifier d’autres
classes d’une part, et de proposer des heuristiques de calcul permettant d’éviter le plus
possible le recours̀a des algorithmes exponentiels d’autre part.
Par ailleurs, une comparaison exp´ rimentale entre nos nouveaux algorithmes et les
algorithmes propośes par Hoffmannet al. resteà mener. Ce travail permettra de ju-
ger en pratique du surcoût engendŕe par l’emploi de notre caractérisation au travers
de nos nouveaux algorithmes. Toutefois, soulignonsà ouveau que l’emploi de notre
caract́erisation et des algorithmes associés peut s’av́erer malgŕe tout utile, voire indis-
pensable, pour les applications où un gain en fiabilit́e important est plus critique qu’un
gain en performance.
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