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3Résumé
Dans le cadre de l’étude des ensembles de pavages, nous nous sommes
concentrés sur le cas des pavages de zonotopes (figures d’un espace for-
mées de toutes les combinaisons linéaires d’un ensemble de vecteurs don-
nés). Après avoir défini un graphe dual d’un pavage de zonotope planaire
(par l’utilisation de la relation d’adjacence liant les tuiles), nous avons mon-
tré la relation biunivoque qui lie les deux classes d’objets. Nous avons
alors étudié comment l’opération de flip (qui est un réarrangement local
de tuiles) peut s’exprimer sur le dual, permettant par la suite de construire
l’ensemble des pavages du zonotope associé.
Cette méthode ne pouvant que très difficilement s’adapter aux cas de
dimensions supérieures (zonotopes non planaires), nous avons alors mis
au point une méthode de décomposition permettant d’étudier un pavage
en nous focalisant sur les propriétés de pavages plus petits. Ce type de mé-
thode nous a permis de démontrer des résultats forts de reconstruction et
de structure dans le cas de pavages de dimension 2. De plus, ceci nous a
permis de démontrer des résultats de connexité dans certains cas particu-
liers de dimensions supérieures.
Le choix des pavages de zonotopes étend naturellement certains pa-
vages étudiés classiquement (tels que les pavages de dominos sur une grille
carrée ou de losanges sur une grille triangulaire). En effet, ils ne peuvent
être définis sur une grille, et sont définis en toute dimension.
Abstract
In the context of studying sets of tilings, we focus on the case of tilings of
zonotopes (which are figures of a space defined by all linear combinations
of a given set of vectors). We first define a graph which is a dual of tiling
of a planar zonotope using the adjacency relation between tiles, then we
prove the one-to-one correspondence between the two sets. We also study
how the flip operation (which is a local reorganization of tiles) is defined on
the dual, allowing to study the set of tilings of the corresponding zonotope.
This method can only hardly apply to higher dimensional cases (non
planar zonotopes), we finalized a method by decomposition allowing to
study a tiling by considering the properties of smaller tilings.
This kind of method was performed to prove strong results on the re-
construction and structure of tilings in the particular case of codimension
2. Moreover, this allowed to show a connectivity result on some cases of
high dimension.
We chose zonotopal tilings for they extend quite naturally some classi-
cally studied tilings (such as domino tilings on the square lattice or lozenge
tilings on the triangular lattice). Moreover, these tilings are not defined on
a lattice, and they are defined for any dimension.
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Chapitre 1
Introduction
Cette thèse a pour objet l’étude des pavages, et particulièrement leurs
aspects combinatoires.
Les problèmes liés aux pavages sont présents en informatique depuis
que Berger a montré l’indécidabilité du problème de pavage du plan par
un ensemble donné de tuiles (voir [Ber66]). L’indécidabilité de certains pro-
blèmes de pavages (par exemple le pavage du plan par tuiles de Wang,
qui sont des tuiles carrées avec contraintes de bords) est à présent un ré-
sultat classique (voir par exemple [AD95, Mar00]). Parallèlement, certains
problèmes de pavages amènent d’intéressantes questions combinatoires à
travers l’étude du nombre de solutions présentées.
La définition classique d’un problème de pavage est la donnée d’une
partie d’espace à paver (appelée généralement support), et d’un jeu (en-
semble) de tuiles, qui sont en général des polyèdres ou polygones. Un
pavage est alors un recouvrement du support par des copies translatées
des tuiles sans trou ni recouvrement entre tuiles. Certains problèmes com-
portent également des contraintes sur la façon dont peuvent être dispo-
sées les tuiles (ce type de problème est par exemple modélisé par les tuiles
de Wang). Les questions qui se posent alors sont principalement de trois
types :
• Etant donné un problème, a-t-il une solution ? Autrement dit, existe-
t-il au moins un pavage du support donné par les tuiles choisies ?
(Ceci est le problème de la pavabilité.)
• S’il existe une solution, combien en existe-t-il ? Est-il possible de struc-
turer l’ensemble des solutions ?
• Est-il possible de générer automatiquement tous les pavages solution
du problème ? Ou d’en générer un aléatoirement avec une distribu-
tion uniforme ? (Ceci est évidemment lié à la structuration de l’en-
semble des solutions).
Dans la plupart des problèmes auxquels nous nous attachons ici, la pre-
mière question a une réponse évidente, et de par la définition du problème
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il existe toujours une façon simple de construire un premier pavage. Les
questions auxquelles nous nous intéresserons auront pour objet l’ensemble
des solutions d’un problème, et plus précisément les structurations pos-
sibles d’un tel ensemble.
Nous avons choisi dans ce cadre deux directions de recherche. Dans
un premier temps nous approfondissons un cas de pavage d’une partie
du plan. Nous étudions à cette fin les pavages d’un classe de polygones
convexes par des parallélogrammes. Ceux-ci constituent le cas particulier
de dimension 2 des pavages envisagés, les pavages de zonotopes, qui sont
définis en toute dimension.
Les travaux de Conway et Lagarias [CL90] ainsi que Thurston [Thu90]
ont apporté nombre de réponses dans le cas de pavages planaires pour les-
quels le support, ainsi que les tuiles, peuvent être définis sur une grille.
C’est le cas notamment des pavages par dominos sur la grille carrée, ainsi
que des pavages par losanges sur la grille triangulaire. En particulier, l’al-
gorithme de Thurston prend en entrée une région simplement connexe
d’une grille (la région est connexe et son complémentaire également) ainsi
qu’un ensemble de tuiles, et renvoie un pavage de cette région ou signale
l’impossibilité de paver cette région. Dans le cas des dominos et des lo-
sanges, ce résultat a été utilisé par Desreux et Rémila dans [DR03, Des],
où les auteurs présentent un algorithme efficace de génération de tous les
pavages d’une région de la grille.
Cependant, les études ci-dessus sous-entendent toujours la présence
d’une grille sous-jacente au pavage, qui permet de construire un groupe
de pavage. Ainsi, les résultats de pavabilité, et de structure de l’ensemble
des pavages connus dans ces cas sont assujettis à la présence d’une grille.
Les pavages de zonotopes, et donc leur cas particulier planaire, présentent
la particularité de ne pas être définis sur une grille (voir [BV00]). De plus,
tous les pavages d’un zonotope donné sont constitués des mêmes tuiles,
seules leurs positions relatives changent. Le problème est donc essentielle-
ment combinatoire.
Dans une recherche pour isoler les propriétés combinatoires de ces pa-
vages, nous montrons quelques propriétés du graphe sous-jacent (induit
par une relation d’adjacence entre tuiles), et établissons une bijection entre
graphes et pavages. Ceci présente l’intérêt de ramener certains problèmes
classiques sur les pavages (comptage de pavages, tirages aléatoires) à des
problèmes sur les graphes associés. De plus, ceci permet de s’affranchir
des contraintes géométriques et de se concentrer sur l’aspect combinatoire,
puisque la génération de pavages est ramenée ici à un ensemble de trans-
formations du graphe.
Dans le cadre de pavages du plan, Kenyon [Ken93] envisage le pro-
blème du pavage d’un polygone du plan par des parallélogrammes, et
montre d’une part les conditions sur le polygone nécessaires et suffisantes
pour l’existence d’un tel pavage, et d’autre part une génération de pavages
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à partir de pavages existants par des "rotations". Il montre ainsi en particu-
lier que dans le cas des zonotopes planaires, il y a connexité de l’ensemble
des pavages par flips (réorganisation locale de tuiles 2 à 2 adjacentes). Pa-
rallèlement, Elnitsky [Eln97], en utilisant certains groupes de Coxeter, dé-
montre la connexité par flips dans le cas de zonotopes planaires, et redé-
montre certains résultats de dénombrement. Cependant ces résultats sont à
notre connaissance les seuls à porter sur des pavages planaires non repré-
sentables sur une grille.
La question du dénombrement de pavages d’une figure donnée est un
sujet largement exploré depuis le fameux problème de dénombrement des
partitions planaires étudié par MacMahon (voir figure 1.1). Celui-ci ap-
porte une première réponse en 1899 dans [Mac16]. En effet les pavages
de zonotopes peuvent être vus comme une généralisation des partitions
d’entiers. Ceci est présenté en particulier par Destainville dans [Des97], et
par Bailey dans [Bai99]. Les pavages de zonotopes peuvent être vus éga-
lement comme des arrangement de pseudo-hyperplans (et pseudo-lignes
dans le cas particulier de la dimension 2). Dans le cas planaire, certains
travaux permettent de retrouver les résultats de dénombrement classiques
(voir [Fel97, FW01, BS99, BD]).
2
1 1 0
01
FIG. 1.1 – Pavage et la partition planaire correspondante.
Lesméthodes de permanent et déterminant entrent dans cette catégorie.
Les pavages d’hexagones sont alors vus comme des couplages sur la grille
triangulaire (il existe une définition similaire pour les pavages par dominos
sur la grille carrée). Ceci correspond en physique au problème du dimère
(voir par exemple [Ken98, Pro99, Kup98]). Etant donné un graphe (dans
le cas des pavages de losanges, c’est la relation d’adjacence des cellules de
la grille triangulaire, voir figure 1.2), ces méthodes permettent d’explorer
l’ensemble des couplages parfaits sur ce graphe (sélection d’un ensemble
d’arêtes du graphe tel que tout sommet est adjacent à une arête exactement
de l’ensemble). Chaque couplage parfait correspond à un pavage.
Les problèmes de dénombrement ont une importance particulière en
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FIG. 1.2 – Pavage et le couplage correspondant.
physique statistique où les systèmes envisagés ont de nombreux états pos-
sibles. On cherche en général ici à observer un état "standard" du sys-
tème, qui peut être construit par un tirage aléatoire dans l’ensemble des
configurations possibles. Ceci a amené à de nombreuses études (voir par
exemple [CLP98, Els84, Des01, Wil, Kup98, Kup94, LP86, Pro99]). Néan-
moins, si Propp montre dans [Pro98] comment générer un pavage aléatoire
avec une distribution uniforme dans le cas des hexagones et des dominos,
ces résultats ne peuvent s’étendre à d’autres types de zonotopes à cause du
manque de structuration de l’espace des pavages. Sur ce sujet, voir [JPS95].
En effet, son algorithme se base sur la structure de treillis distributif, dont
la présence n’a été démontrée que dans certains cas (dits de codimension
1), voir [Sen95, Des02].
Une deuxième direction de recherche est axée sur une étude de cas non
planaires. Nous envisageons ici les pavages de zonotopes sous un angle
différent, par une définition récursive. Le but de cette manipulation est
de mieux comprendre les structurations possibles de l’ensemble des pa-
vages d’un zonotope donné, tout en s’affranchissant des contraintes de re-
présentation. Nous montrons notamment certains résultats en dimensions
supérieures à 2. En effet les pavages de zonotope servent en particulier aux
physiciens à représenter des structures appelées quasicristaux. Ainsi, envi-
sager ces pavages dans le plan correspond en fait à considérer des coupes
de ces quasicristaux, et à étudier le comportement de telles coupes. On se
doit donc d’étudier les interactions entre coupes, ce qui amène en particu-
lier à étudier les pavages de dimension 3. De nombreuses questions sont
ouvertes à ce sujet. En particulier, certaines opérations de réarrangement
d’atomes dans la structure cristalline correspondent à un réarrangement
local de tuiles dans le pavage associé. Cette opération permet en particu-
lier de générer des pavages à partir d’un pavage déjà connu. Or, si on sait
qu’en dimension 2 cette opération induit une connexité de l’ensemble des
pavages d’un zonotope, la question est ouverte en dimension 3, ce qui im-
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plique notamment l’impossibilité d’effectuer une génération aléatoire par
processus markovien dans ce cas. Voir [BL03, WDMB98, LMN01].
Dans ce contexte, nous avons utilisé une nouvelle méthode, inspirée
des techniques connues dans le monde des matroïdes (voir [Zie92, BVS+99,
Zie95]). Le lien entre pavages de zonotopes etmatroïdes orientés a été établi
par Andreas Dress et Jochen Bohne, et une preuve du "théorème de Bohne-
Dress" apparaît dans la thèse de J. Bohne, et est présentée dans [RGZ94]. Le
résultat démontré ici présente les pavages de zonotopes comme une classe
de matroïdes orientés particuliers.
Notre méthode par décomposition a permis en particulier de montrer
la connexité par flips (réarrangement local de tuiles) de certains pavages de
dimension 3, et semble pouvoir être étendu à d’autres cas.
Dans le chapitre 2, nous présentons de façon précise les problèmes de
pavage que nous envisageons, ainsi que les outils fondamentaux et leurs
propriétés. Nous limitons ainsi l’étude à un type de problème dont les li-
mites géométriques et combinatoires sont bien posées, permettant d’isoler
les cas particuliers.
Le chapitre suivant traite des codages de pavages de zonotopes de di-
mension 2 (polygones à nombre de côtés pair et à symétrie centrale). Nous
définissons un graphe basé sur les relations d’adjacence entre tuiles, et
montrons dans quelles conditions (avec un ajout minimal d’information)
ces graphes peuvent être vus comme duaux des pavages. Ceci est un pre-
mier codage de ces pavages à la fois indépendant de la dimension et de la
codimension. Puis nous construisons une bijection liant de façon simple (en
termes d’algorithmique) les deux classes d’objets. Ce chapitre a fait l’objet
d’un article à paraître dans un numéro spécial de Theoretical Computer
Science ([CLM+04]).
Un deuxième codage des pavages apparaît dans le chapitre 4, où nous
abordons cette question sous un angle plus récursif, en décomposant un
"grand" pavage en pavages plus petits et en étudiant les interactions entre
ces derniers. Nous obtenons en particulier un résultat fort de reconstruction
permettant de caractériser de façon simple les ensembles de petits pavages
effectivement codant.
Nous effectuons dans le chapitre 5, en nous appuyant sur des résultats
déjà connus, l’étude du cas particulier de la codimension 1, et montrons
que l’ensemble des pavages d’un zonotope peut être structuré comme un
treillis distributif.
Le second codage est exploité dans le chapitre 6 pour obtenir un dia-
gramme de représentation dans le cas particulier de la codimension 2, ce
qui amène à la structuration de l’ensemble des pavages dans ce cas précis,
d’où découle la connexité par flips.
Les chapitres 5 et 6 ont fait l’objet d’un exposé à la "Latin-American
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Conference on Combinatorics, Graphs andApplications" (LACGA’04) [CR04],
ainsi que d’un article dans les actes de cette conférence. Par ailleurs, un ar-
ticle plus long est actuellement soumis à une revue internationale.
Chapitre 2
Définitions
Nous plaçons cette étude dans le cadre des pavages de zonotopes, et
définissons dans un premier temps les objets de l’étude ainsi que les outils
fondamentaux.
2.1 Zonotopes, tuiles et pavages
Cette partie présente les pavages de polyèdres de Rd par des parallélé-
pipèdes. Cependant, pour plus de clarté, la plupart des figures seront pré-
sentées dans le cas de la dimension 2.
Dans la suite, on notera (e1, e2, ..., ed) la base canonique de Rd. Soit
V = (v1, v2, ..., vD) une suite de vecteurs de Rd telle que D ≥ d, et que
toute sous-suite extraite (vi1 , vi2 , ..., vid) soit une base de R
d. Soit également
M = (m1,m2, ..., mD) une suite d’entiers positifs. Chaque mi est associé
au vecteur vi et appelé la multiplicité de vi. Le zonotope est par définition le
couple (V, M). Le supportZ du zonotope (V, M) est la somme deMinkovski
des vecteurs {mivi, i = 1, ..., D}, soit la région de Rd définie par :{
D∑
i=1
λivi, 0 ≤ λi ≤ mi, mi ∈ M, vi ∈ V
}
Autrement dit, Z est l’enveloppe convexe de l’ensemble S de points :
S =
{
v ∈ Rd, v =
D∑
i=1
λimivi, λi ∈ {0, 1}, vi ∈ V
}
Ainsi, on s’intéresse à l’object géométrique Z. Cependant, dans ce qui suit,
on codera Z sous la forme (V, M) qui, via les relations d’équivalence adé-
quates, contiendra l’information caractéristique des zonotopes auxquels on
s’intéresse. De plus, dans le codage (V, M), on ajoute l’information sur le
rapport entre la longueur des côtés de Z et la longueur des vecteurs de
15
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V . Ceci correspondra au nombre de tuiles du pavage, et nous permettra
de confondre des pavages identiques combinatoirement mais non géomé-
triquement. Parallèlement, ceci permet de différencier des pavages d’un
même support mais avec des tuiles de tailles différentes. Voir Figure 2.1.
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FIG. 2.1 – Gauche : un pavage du zonotope ((v1, v2, v3), (1, 1, 1)) ; Droite :
un pavage du zonotope ((12v1,
1
2v2,
1
2v3), (2, 2, 2)). Les supports sont iden-
tiques, mais pas les codages, ni les pavages.
Nous pouvons, à l’instar de Ziegler [Zie95], définir les faces d’un poly-
èdre, donc d’un zonotope en particulier.
Définition 1 Soit P ⊂ Rd un support de zonotope. Une inégalité linéaire de type
cx ≤ c0 est valide pour P si elle est satisfaite pour tous les points de P . Une face
de P est tout ensemble de la forme F = P ∪{x ∈ Rd|cx = c0} où cx ≤ c0 est une
inégalité valide pour P . La dimension d’une face est la dimension du plus petit
espace affine la contenant.
Ainsi, les sommets du polyèdre sont les faces de dimension nulle, les
arêtes sont les faces de dimension 1, et on appellera classiquement facettes
les faces de dimension d− 1.
Le paramètre c = D − d est appelé la codimension du zonotope, et s =∑D
i=1 mi est sa taille. On dira que Z est un s-zonotope. Si s = D, donc si
toutes les multiplicités sont égales à 1, on dit que le zonotope est unitaire. La
figure 2.2 donne deux exemples de zonotopes de taille 4, l’un en dimension
2, l’autre en dimension 3. Tous deux sont unitaires.
FIG. 2.2 – Zonotopes unitaires de dimension respectives 2 et 3 construits
sur 4 vecteurs
Soit donc Z = (V, M) un zonotope. L’ensemble V des vecteurs le défi-
nissant est appelé le type de Z. On définit une proto-tuile comme un zono-
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tope unitaire construit sur une sous-suite V ′ de d vecteurs distincts issus de
V (voir figure 2.3). De cette façon, une suite V de D vecteurs de Rd permet
de définir (Dd ) proto-tuiles différentes. Une tuile t est une prototuile trans-
latée ; en d’autres termes, une tuile est définie par une paire (p, w) où p est
une prototuile et w un vecteur déplacement. En pratique, pour les pavages
que l’on va étudier, un vecteur déplacement sera une combinaison linéaire
des vecteurs de V , w =
∑D
i=1 λivi, 0 ≤ λi ≤ mi telle que tous les λi sont
entiers. On représentera un tel déplacement par le vecteur (λ1, λ2, ..., λD).
Le type d’une tuile est simplement le type de la proto-tuile p la définissant.
FIG. 2.3 – Un zonotope unitaire de dimension 2 et de taille 5. Sa codimen-
sion est 3, et les 10 proto-tuiles associées sont représentées à droite.
Ayant défini un zonotope et les tuiles qui lui sont associées, on peut à
présent définir un pavage. Soit Z = (V, M) un zonotope ; un pavage T de
Z est un ensemble de tuiles construit sur les vecteurs de V tel que l’union
des tuiles couvre exactement Z (il n’y a pas de trou), et l’intersection entre
deux tuiles est une face (il n’y a pas de recouvrement). L’intersection entre
deux tuiles peut donc être soit vide, soit une face de dimension inférieure à
d. Les sommets des tuiles sont les sommets du pavage, et les arêtes des tuiles
sont les arêtes du pavage. Deux tuiles sont adjacentes si elles partagent une
facette. Dans l’exemple de la figure 2.4, t1 et t2 sont adjacentes, la facette
qu’elles partagent a pour type {v4} et son vecteur déplacement est v1. Les
tuiles t7 et t4 ont le point 2.v1 + v2 + v4 en commun, et ne sont donc pas
adjacentes.
Remarque : Pour tout pavage de dimension d avec V = {v1, ..., vD} etM =
{m1, ..., mD} , le nombre de tuiles du type {v1, v2, ..., vd} est de m1m2...md,
donc le nombre total de tuiles du pavage vaut :∑
1≤i1<i2<...<id≤D
mi1mi2 ...mid
On dira de plus que Z est le support du pavage T . Voir figure 2.5.
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FIG. 2.4 – un pavage d’un zonotope de dimension 2, associé à
M = (2, 1, 1, 1, 2). C’est un décagone dont les côtés ont longueur
2,1,1,1,2,2,1,1,1,2.
FIG. 2.5 – Un zonotope associé à 4 vecteurs de multiplicités 2, 2, 1, 1, sup-
port, et deux de ses pavages.
La section suivante introduit les fonctions de hauteur sur les pavages
de zonotopes, qui nous permettront de donner une expression unique du
vecteur déplacement associé à une tuile en fonction des vecteurs de V . Ceci
nous permettra d’obtenir un codage unique pour chaque tuile (le type de
la tuile est bien défini), et par conséquent un codage des pavages.
2.2 Familles, lignes et section de de Bruijn
2.2.1 Fonctions de hauteur
Nous définissons ici les premiers outils permettant l’étude de ces pa-
vages. Introduits par N.G. de Bruijn dans [dB81], ils permettent notamment
de positionner les tuiles les unes par rapport aux autres dans un pavage
donné.
Définition 2 (relèvement, fonction de hauteur) Soit Z = (V,M) un zono-
tope de Rd défini avec V = (v1, ..., vD). Un relèvement de V est une suite
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U = (u1, ..., uD) de vecteurs de R
d+1 telle que pour tout j, 1 ≤ j ≤ D, on
ait uj = (vj , αj).
Soit T un pavage de Z. Un relèvement associé à T est une fonction fT,U qui à tout
sommet de T associe un vecteur de Rd+1 et satisfait à la propriété suivante : pour
toute paire (x, x′) de sommets telle que x′ = x + vi et [x, x
′] est une arête de T ,
alors fT,U (x
′) = fT,U (x) + ui. Voir figure 2.6.
La fonction de hauteur hT,U associée au relèvement de pavage fT,U est la
composante de fT,U suivant ed+1.
Nous présentons quelques propriétés classiques des fonctions de hau-
teur, sans démonstration. Le lecteur intéressé peut se reporter à [Rém03,
CL90, BF02].
Nous appelons légal un chemin entre deux points d’un pavage passant
par des arêtes du pavage.
Proposition 2.2.1 (J.H.Conway) Soit T un pavage d’un polygone P . La diffé-
rence de hauteur de tout cycle légal de T est nulle.
Corollaire 2.2.2 Soit T un pavage d’un polygone P . Deux chemins de P légaux
pour T ayant mêmes extrémités ont même différence de hauteur.
Remarque : Tout chemin sur le contour d’un polygone étant légal pour
tout pavage, la hauteur d’un point de contour est indépendante du pavage.
Remarquons que si hT,U est une fonction de hauteur, alors toute fonc-
tion de hauteur est de type hT,U + edk+1 . Parmi ces fonctions, nous appel-
lerons hauteur canonique la fonction de hauteur dont la valeur est positive
en tout point du pavage et vaut exactement 0 en au moins un point du
pavage. Dans ce qui suit, sauf contre-indication, nous supposerons que les
fonctions de hauteur utilisées sont canoniques.
Les deux fonctions de hauteur les plus utilisées par la suite sont :
• la fonction de hauteur principale définie par ∀vi ∈ V, ui = (vi, 1)
• la fonction de hauteur suivant k définie par : uk = (vk, 1) pour k fixé,
et ∀i 6= k, ui = (vi, 0), et notée hi
La hauteur suivant k a même valeur en tout sommet d’une tuile dont le
type ne contient pas vk, et diffère de 1 aux extrémités d’une arête de type vk.
Ainsi, la hauteur principale diffère de 1 aux extrémités de toutes les arêtes
du pavage (voir Figure 2.7). En effet, la hauteur principale est une compo-
sition des hauteurs suivant tous les vecteurs définissant un zonotope.
2.2.2 Sections de de Bruijn
Nous définissons à présent, en nous appuyant sur les fonctions de hau-
teur, les sections et familles de de Bruijn, concept fondamental dans toute
l’étude qui suit (voir [dB81] pour plus de détails).
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FIG. 2.6 – La hauteur suivant le vecteur 2 et deux sections de de Bruijn
(S{v2,1} et S{v2,2}). Ici elles forment une famille de de Bruijn.
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FIG. 2.7 – La hauteur principale
Définition 3 (sections de de Bruijn, familles de de Bruijn) Soit T un pavage
d’un zonotope Z = (V, M), et hi sa hauteur suivant vi associée. La famille de
de Bruijn associée au vecteur vi est l’ensemble des tuiles dont le type contient vi.
De plus, la j-ème section de de Bruijn de cette famille est l’ensemble des tuiles
dont la hauteur suivant hi vaut j− 1 sur une face de dimension d− 1 (c’est-à-dire
sur tous les sommets d’une telle face), et j sur la face opposée. On notera une telle
section S{vi,j}. Voir figure 2.6.
Remarquons dès à présent que la suppression d’une section de de Bruijn
S{vi,j} déconnecte le pavage en deux parties notées par la suite T
+
{vi,j}
et
T−{vi,j}. La première est composée des tuiles ayant une hauteur suivant vi
valant au moins j en tout sommet, et la seconde correspond aux tuiles dont
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la hauteur hi est positive et vaut au plus j− 1 en tout sommet. S étant l’en-
semble des tuiles dont la hauteur suivant vi vaut j − 1 sur une face et j sur
la face opposé, il est clair que T = T+ ∪ T− ∪ S. De plus, par définition
de S, T+ et T−, ces trois ensembles sont disjoints. Il en résulte que T est
l’union disjointe de S, T+ et T−.
Pour j < j′ on aura T−{vi,j} ⊆ T
−
{vi,j′}
ainsi que T+{vi,j} ⊇ T
+
{vi,j′}
.
Les sections de de Bruijn sont ainsi l’outil fondamental qui permet les
raisonnements par récurrence. En effet, considérant l’opération inverse de
la suppression, on peut construire un pavage en commençant avec une tuile
et en ajoutant successivement des sections de de Bruijn. Deux cas sont pos-
sibles :
• soit il existe déjà une section de de Bruijn de même type (même en-
semble de vecteurs la caractérisant), et on incrémente la multiplicité
de la famille correspondante
• soit il n’existe aucune section du même type, et on incrémente la co-
dimension
Nous dirons que deux sections de de Bruijn S{vi,j} et S{vk,l} sont paral-
lèles si vi = vk. L’intersection de d sections de de Bruijn d’un pavage T qui
deux à deux sont non parallèles est une tuile de T . De même, l’intersec-
tion de d− 1 sections non parallèles deux à deux est un ensemble de tuiles
qui peuvent être totalement ordonnées de sorte que deux tuiles successives
soient adjacentes. Un tel ensemble est appelé une ligne de de Bruijn. Pour
d = 2, on remarque aisément que les lignes de de Bruijn sont exactement
des sections de de Bruijn. Cependant, pour d 6= 2, les lignes de de Bruijn
diffèrent des sections de de Bruijn.
On peut remarquer par ailleurs que dans un pavage quelconque toute
paire de sections de de Bruijn non parallèles se coupent. Par contre, ceci
n’est pas vrai pour les lignes de de Bruijn dès lors que d ≥ 3.
Remarque : Pour un zonotope donné, tous les pavages sont constitués des
mêmes tuiles. Seules les positions des tuiles dans le pavage changent. On
peut d’ores et déjà noter de manière informelle que les lignes de de Bruijn
permettent de connaître les positions relatives des tuiles, donc le pavage.
2.3 Suppressions
Ayant défini les sections de de Bruijn, nous présentons l’opération de
suppression, qui sera étudiée plus extensivement au chapitre 3.
Soit T un pavage d’un zonotope (V,M), et S{vi,j} une section de de
Bruijn de T . On peut alors supprimer les tuiles de S{vi,j} et translater les
tuiles de T+{vi,j} par le vecteur−vi. Pour D > d, la configuration obtenue est
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un pavage de Z ′ = (V, M ′) où M ′ est défini par m′i = mi−1 et ∀k 6= i, m
′
k =
mk (dans le cas où mi = 1, Z ′ = (V ′,M ′), où V ′ et M ′ sont obtenus en
retirant la i-ème composante respectivement de V et M ). Cette opération
est appelée suppression.
La suppression définit, à partir d’un pavage de taille s, un pavage de
taille s − 1 (voir figure 2.8). Par applications successives ceci permet d’ob-
tenir des pavages de plus en plus petits, jusqu’aux pavages de taille d + 1,
plus petits pavages non triviaux (non réduits à une tuile).
FIG. 2.8 – Pavage et suppressions successives. En grisé la section à suppri-
mer.
L’opération réciproque permet de construire récursivement les pavages,
à partir d’une tuile posée à l’origine (son vecteur de translation est (0, ..., 0)),
puis en ajoutant les sections de de Bruijn une par une. Voir Figure 2.9.
FIG. 2.9 – Construction d’un pavage par ajouts successifs de lignes de de
Bruijn. En grisé la ligne ajoutée.
2.4 Codage
Ayant introduit les fonctions de hauteur et sections de de Bruijn, nous
pouvons présenter un premier codage des pavages de zonotopes induit par
ces sections.
Un pavage peut être codé sous forme d’un ensemble de tuiles, chaque
tuile t étant définie par un couple t = (p, w) où p est la prototuile définissant
la forme de t et w est un vecteur déplacement définissant sa position.
Proposition 2.4.1 Etant donné un point p d’un pavage T , la position de p est
p =
∑D
i=1 hT,i(p)vi.
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Preuve : Nous montrons cette proposition par récurrence sur la taille
du zonotope support du pavage.
Pour un pavage trivial, c’est-à-dire une tuile, le résultat est évident. Il
suffit de vérifier que tout sommet de la tuile est atteint en suivant les arêtes
de la tuile, ce qui correspond à des combinaisons linéaires à coefficients
dans {0, 1} des vecteurs définissant la tuile.
Supposons le résultat vrai pour un zonotopeZ de taille s, et considérons
le zonotope Z ′ pavé de taille s+1 construit à partir de Z en lui ajoutant une
section de de Bruijn S{vi,j}. Ceci correspond à translater la partie T
+
{vi,j}
de
vi, puis à insérer les nouvelles tuiles dans l’intervalle créé. Soit p un point
de T ′, le pavage obtenu de Z ′. Deux cas sont possibles :
• si p ∈ T ′−{vi,j}, alors p est tel que hT,i(p) = hT ′,i(p) ∀i. Comme sa
position dans T est la même que sa position dans T ′, le résultat est
obtenu.
• si p ∈ T ′+{vi,j}, alors p est l’image d’un point p0 de T par la translation
de vecteur vi. De plus, hT ′,i(p) = hT,i(p0)+1 puisqu’il y a une section
de de Bruijn supplémentaire entre le point de hauteur principale 0 et
p. Le résultat étant par hypothèse vrai pour p0 ∈ T , il est vrai pour p.
Voir Figure 2.10 pour un exemple. ¤
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FIG. 2.10 – Les hauteurs avant (gauche) et après (droite) ajout d’une section
de de Bruijn.
Nous appellerons origine d’une tuile t le point de coordonnées (0, ..., 0) dans
(v1, ..., vD), cette suite étant le type de t. Ainsi, ce point correspond exacte-
ment au vecteur déplacement de t.
Nous introduisons le codage suivant : T est représenté par l’ensemble de
ses tuiles. Chaque tuile de T est un couple (p, w) où p est le type de la tuile,
et w son vecteur de déplacement. Une méthode permettant de choisir les
vecteurs de représentation sera explicitée par la suite.
Considérons la figure 2.4. Le support de T est défini par 5 vecteurs. Ici, t6 a
pour type {v1, v5}, noté 15, et son vecteur déplacement est v1 +v2 +v4, noté
(1, 1, 0, 1, 0). T est décrit par :
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T =


t1 = (14, (0, 0, 0, 0, 0)), t2 = (14, (1, 0, 0, 0, 0)), t3 = (24, (2, 0, 0, 0, 0)),
t4 = (34, (2, 1, 0, 0, 0)), t5 = (35, (2, 1, 0, 1, 0)), t6 = (15, (1, 1, 0, 1, 0)),
t7 = (12, (1, 0, 0, 1, 0)), t8 = (25, (1, 0, 0, 1, 0)), t9 = (15, (0, 0, 0, 1, 0)),
t10 = (45, (0, 0, 0, 0, 0)), t11 = (45, (0, 0, 0, 0, 1)), t12 = (35, (0, 0, 0, 1, 1)),
t13 = (13, (0, 0, 0, 1, 1)), t14 = (23, (1, 0, 0, 1, 1)), t15 = (13, (1, 1, 0, 1, 1)),
t16 = (15, (1, 1, 1, 1, 1)), t17 = (25, (1, 0, 1, 1, 1)), t18 = (15, (0, 0, 1, 1, 1)),
t19 = (12, (0, 0, 1, 1, 2))


2.5 Transformations élémentaires
Ayant défini un premier codage des pavages, nous présentons certaines
transformations sur les zonotopes, permettant de se ramener à un cas cano-
nique. Ceci nous amènera par la suite à avoir des conventions sur les repré-
sentations des pavages de dimension 2 et à simplifier le cas de codimension
1.
Chacune des transformations considérées est une transformation bijec-
tive sur l’ensemble des zonotopes qui à un zonotopeZ associe un zonotope
Z ′ = Φ(Z). A partir de chaque transformation Φ, on définit une bijection
ΦZ,pavage qui à tout pavage T de Z associe un pavage T ′ = ΦZ,pavage(T ) du
zonotope Z ′ = Φ(Z). De plus on obtient une bijection ΦT,tuile qui à toute
tuile t ∈ T associe une tuile t′ = ΦT,tuile(t) ∈ T ′ = ΦZ,pavage(T ).
Ces applications sont précisées ci-dessous dans chaque cas, ainsi que
leurs propriétés. On fixe un zonotope Z = (V,M), avec V = (v1, v2, . . . , vD)
et M = (m1,m2, . . . , mD).
2.5.1 Echange de vecteurs
On définit l’applicationΦj,k qui à Z associe le zonotope Z ′ = Φj,k(Z) tel
que v′i = vi ∀i 6= j, k et v
′
k = vj , v
′
j = vk. De même on a m
′
i = mi ∀i 6= j, k
et m′k = mj , m
′
j = mk. Cette première transformation correspond informel-
lement à échanger les vecteurs vj et vk.
Le support du zonotope est inchangé, on a juste renuméroté les vecteurs
le définissant.
Etant donné un pavage T de Z, on définit l’application ΦZ,pavage telle
que ΦZ,pavage(T ) = T ′, où T ′ est le pavage de Z ′ identique au pavage T
de Z. Alors ΦZ,pavage est l’application identité, de même que l’application
ΦT,tuile.
Notons que le codage de T ′ est différent de celui de T . En effet, étant
donnée une tuile t, si le type de t ne contient ni vj ni vk, le codage de t est
inchangé, mais si le type de t contient vk (respectivement vj), ce dernier est
remplacé par vj (respectivement vk). De même, les composantes du vecteur
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déplacement suivant vk et vj sont échangées dans le codage de t.
Reprenant l’exemple de la Figure 2.4, nous échangeons les vecteurs v2
et v3 (respectivement de multiplicités 2 et 1). Le même pavage, avec les
vecteurs 2 et 3 échangés, est alors codé par :
T =


t1 = (14, (0, 0, 0, 0, 0)), t2 = (14, (1, 0, 0, 0, 0)), t3 = (34, (2, 0, 0, 0, 0)),
t4 = (24, (2, 0, 1, 0, 0)), t5 = (25, (2, 0, 1, 1, 0)), t6 = (15, (1, 0, 1, 1, 0)),
t7 = (13, (1, 0, 0, 1, 0)), t8 = (35, (1, 0, 0, 1, 0)), t9 = (15, (0, 0, 0, 1, 0)),
t10 = (45, (0, 0, 0, 0, 0)), t11 = (45, (0, 0, 0, 0, 1)), t12 = (25, (0, 0, 0, 1, 1)),
t13 = (12, (0, 0, 0, 1, 1)), t14 = (23, (1, 0, 0, 1, 1)), t15 = (12, (1, 0, 1, 1, 1)),
t16 = (15, (1, 1, 1, 1, 1)), t17 = (35, (1, 1, 0, 1, 1)), t18 = (15, (0, 1, 0, 1, 1)),
t19 = (13, (0, 1, 0, 1, 2))


2.5.2 Multiplication par un réel positif
On définit Φj,λ l’application qui à Z associe le zonotope Z ′ = (V ′,M ′)
tel que v′i = vi ∀i 6= j et v
′
j = λvj , λ ∈ R
∗
+, et donc informellement multiplie
le vecteur vj par le coefficient λ. On a par ailleurs M = M ′. Φj,λ modifie
le support du zonotope en dilatant d’un facteur λ les faces dont le type
contient vj .
Soit T un pavage de Z, et soit ΦZ,pavage l’application qui à T associe
le pavage T ′ de Z ′ de même codage que T . Les codages de T et T ′ sont
identiques, mais pas les pavages, puisque chaque tuile dont le type contient
vj a été dilatée du coefficient λ. L’application Φj,λ n’est pas l’identité, mais
le codage de T ′ est le même que celui de T .
Pour une tuile t ∈ T , ΦT,tuile(t) est la tuile de T ′ ayant même codage.
Voir figure 2.13 pour un exemple.
2.5.3 Opposé d’un vecteur
Soit Z = (V, M) un zonotope. On définit l’application Φj,− qui associe
à Z le zonotope Z ′ = (V ′,M ′) tel que v′i = vi ∀i 6= j et v
′
j = −vj . De plus,
m′i = mi ∀i. Informellement, Φj,− remplace le vecteur vj par son opposé.
Φj,− translate le support du zonotope de−mjvj . Formellement sup(Φj,−(Z)) =
sup(Z)−mjvj .
Le support du zonotope étant translaté de −mjvj , à tout pavage T de
Z on fait correspondre le pavage T ′ = ΦZ,pavage(T ) qui est le translaté par
−mjvj de T . De même, étant donnée une tuile t ∈ T , ΦT,tuile(t) est la tuile
t′ ∈ ΦZ,pavage(T ) telle que t′ = t−mjvj .
Pour le codage, le type de t′ est celui de t. Si nous désignons par wt′
(respectivement wt) la j-èmè coordonnée de t′ (respectivement t), on a :
• si vj apparaît dans le type de t, alors wt′ = wt −mjvj + 1,
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• sinon wt′ = wt −mjvj .
Voir Figure 2.12.
Sur l’exemple de la Figure 2.11 :
• le premier cas correspond à la tuile t5 de T . Son type contenant v2,
qui devient v′2 dans T
′, l’origine est déplacée de v2.
• le deuxième cas correspond à la tuile t1 de T , dont l’origine est en bas
à gauche dans les deux cas.
FIG. 2.11 – Une tuile avant et après passage à l’opposé d’un des vecteurs
définissant son type. Notons le déplacement de l’origine
On obtient au final la figure 2.12, le pavage de droite étant translaté de
−2v2.
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FIG. 2.12 – Deux pavages, avant et après avoir remplacé v2 par −v2. Les
origines des tuiles sont représentées en grisé. Le point de coordonnée
(0, 0, 0, 0) est représenté par un point noir.
Les deux pavages T et T ′ = ΦT (T ) sont codés par :
T =


t1 = (13, (0, 0, 0, 0)), t2 = (34, (0, 0, 0, 0)), t3 = (12, (0, 0, 1, 0)),
t4 = (23, (1, 0, 0, 0)), t5 = (24, (0, 0, 1, 0)), t6 = (23, (1, 1, 0, 0)),
t7 = (14, (0, 1, 1, 0)), t8 = (24, (1, 1, 1, 0)), t9 = (12, (0, 1, 1, 1))


T ′ =


t1 = (13, (0,−2, 0, 0)), t2 = (34, (0,−2, 0, 0)), t3 = (12, (0,−1, 1, 0)),
t4 = (23, (1,−1, 0, 0)), t5 = (24, (0,−1, 1, 0)), t6 = (23, (1, 0, 0, 0)),
t7 = (14, (0,−1, 1, 0)), t8 = (24, (1, 0, 1, 0)), t9 = (12, (0, 0, 1, 1))


conformément aux remarques précédentes.
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2.5.4 Equivalences
Etant données les trois transformations précédentes, nous dirons que
deux zonotopes sont équivalents si on peut passer de l’un à l’autre par une
suite de telles transformations.
De même, la notion d’équivalence ci-dessus définit naturellement une
relation d’équivalence entre pavages de zonotopes équivalents, puis entre
tuiles de pavages équivalents (voir Figure 2.13).
FIG. 2.13 – Deux pavages équivalents, notons que seules les transforma-
tions de type Φj,λ apparaissent.
Les ensembles de pavages de deux zonotopes équivalents peuvent ainsi
être mis en bijection. Ceci permet de choisir une convention sur l’ordre, la
longueur et le sens des vecteurs de l’ensemble de vecteurs d’un zonotope.
Proposition 2.5.1 Soient deux pavages T et T ′ équivalents, t1 et t2 deux tuiles
adjacentes de T , t′1 et t
′
2 leur tuiles correspondantes dans T
′. Alors t′1 et t
′
2 sont
adjacentes.
Preuve : Toute relation d’équivalence entre pavages étant une com-
posée des trois transformations décrites ci-dessus, il suffit de vérifier que
l’adjacence est conservée pour chacune des transformations.
L’échange de deux vecteurs conserve la géométrie du pavage. Ainsi, les
images de deux tuiles adjacentes sont adjacentes.
La multiplication d’un vecteur par un réel positif conserve évidemment
les adjacences, puisqu’elle laisse le codage inchangé.
Le passage à l’opposé d’un vecteur vi translate toutes les tuiles de−mivi.
Ainsi deux tuiles adjacentes sont translatées de −mivi, et leur images par
la transformation sont adjacentes. ¤
Dans le cas particulier de la dimension 2, les vecteurs (de R2) peuvent
être naturellement totalement ordonnés. Chaque vecteur v de R2 peut être
représenté par v = reiθ, θ ∈ [0; 2pi[ étant l’argument de v. Etant donnés deux
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vecteurs v = reiθ et v′ = r′eiθ
′
, nous dirons que v < v′ dans l’ordre naturel si
θ < θ′.
Les remarques précédentes permettent de se ramener, en dimension 2,
au cas canonique suivant :
– V = (v1, v2, ..., vD) est tel que vi < vi+1
– l’argument de vD est inférieur à pi (c’est-à-dire que le pavage est défini
dans un demi-plan)
Comme conséquence directe, le point de coordonnée (0, ..., 0) est un
sommet du zonotope.
Par la suite, toutes les représentations de pavages de dimension 2 seront
canoniques.
Ayant défini ces notions d’équivalence, nous pouvons ainsi représenter
les pavages de R2 par l’ensemble des tuiles, chacune étant représentée par
son type et son vecteur déplacement.
Par commodité, on notera les types des tuiles uniquement par les suites
d’indices. Ainsi, {vi, vj} deviendra ij. Dans les cas où certains vecteurs ont
une multiplicité supérieure à 1, on notera i′, i′′, i′′′ les duplications succes-
sives du vecteur vi.
2.6 Flips
Nous nous intéressons à présent à la construction de pavages. Il est clair
qu’étant donné un zonotope, on peut facilement construire un de ses pa-
vages (en ajoutant les sections successives dans un ordre donné, voir Fi-
gure 2.14). Le problème consistant à en construire d’autres peut être abordé
par la notion de flips. Un flip est une réorganisation locale de tuiles, per-
mettant d’obtenir un nouveau pavage à partir d’ un pavage existant. Nous
les définissons à présent de façon plus précise.
FIG. 2.14 – Exemple de construction d’un pavage
2.6.1 Pavages d’un d + 1-zonotope unitaire
Considérons un zonotope unitaire de codimension 1 (ainsi D = d + 1).
On vérifie facilement qu’un tel zonotope admet deux pavages :
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Soit V = (v1, ..., vd+1) la suite de vecteurs de V , et p0 la proto-tuile
construite avec les d premiers vecteurs : il existe un pavage T avec une
tuile t0 de type p0 tel que T+{vd+1,1} soit vide et T
−
{vd+1,1}
= {t0}, et un pavage
T ′ tel que T−{vd+1,1} soit vide et T
+
{vd+1,1}
= {t0}. Voir Figure 2.15.
FIG. 2.15 – Exemples de flips en dimension 2 et 3
Dans ce qui suit, on considérera arbitrairement l’un de ces pavages
comme étant en position haute, et l’autre en position basse. Un flip est le pas-
sage d’une position à l’autre.
Remarquons que chacun de ces deux pavages est symétrique de l’autre
par rapport au vecteur
∑d+1
i=1 vi/2.
Toutes les tuiles de ces deux pavages sont adjacentes 2 à 2, car deux
tuiles quelconques ont exactement d− 1 vecteurs en commun, et les lignes
de de Bruijn sont de longueur 2. Les ordres respectifs des tuiles dans les
lignes de de Bruijn des deux pavages sont inverses l’un de l’autre.
2.6.2 Espaces de pavages
Les pavages de zonotopes unitaires de codimension 1 décrits précédem-
ment apparaissent, translatés, dans des pavages de plus grands zonotopes
(au sens des multiplicités associées aux vecteurs, ou de la codimension).
Supposons qu’un pavage Tz d’un tel zonotope unitaire apparaisse, trans-
laté d’un vecteur de déplacement v, dans un pavage T d’un zonotope Z
(formellement, Tz + v ⊆ T ). Alors le pavage T ′ = ((T\(Tz + v)) ∪ (T ′z + v))
est obtenu de T par un flip géométrique (ici T ′z est le pavage du support de
Tz après le flip). Le type du flip est le type de z, support de Tz . Ce flip est
montant si Tz est en position basse, et son opposé est un flip descendant.
L’espace des pavages d’un zonotope Z est le graphe symétrique étiqueté
dont les sommets sont les pavages de Z, et deux pavages sont liés par une
arête s’ils diffèrent d’un flip géométrique. L’étiquette de l’arête est le type
du flip (voir Figure 2.16).
Les arêtes de l’espace des pavages peuvent être orientées par l’orienta-
tion des flips. On peut définir une relation entre pavages de la façon sui-
vante : étant donnés deux pavages T et T ′, on dira que T ≤flip T ′ s’il existe
une suite de flips montants menant de T à T ′. Il sera montré plus tard que
cette relation est effectivement une relation d’ordre, mais ceci n’est pas vrai
a priori.
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FIG. 2.16 – L’espace des pavages d’un octogone avec un côté de longueur 2
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Dans ce qui suit, on notera un flip par la suite des indices des vecteurs
définissant le (d + 1)-zonotope unitaire support du flip.
Notons que la représentation canonique des pavages permet cette étude,
la proposition suivante établissant la compatibilité des flips avec les trans-
formations élémentaires.
Proposition 2.6.1 Soient T1 et T2 deux pavages d’un même zonotope, et T
′
1 et
T ′2 leurs images respectives par une transformation, c’est-à-dire qu’il existe une
composition de transformations élémentaires Φpavage telle que T
′
1 = Φpavage(T1)
et T ′2 = Φpavage(T2). Si T1 et T2 diffèrent d’un flip, alors T
′
1 et T
′
2 aussi.
Preuve : Nous avons vu précédemment que l’adjacence de tuiles est
conservée par les relations d’équivalences entre pavages. Soit {ti} l’en-
semble des tuiles flippées entre T1 et T2. Ces tuiles sont adjacentes deux
à deux. Ainsi, leurs images dans T ′1 et dans T
′
2 sont également adjacentes
deux à deux. Par définition, le support du flip ne peut être pavé que de
deux façons. Ainsi, les pavages T ′1 et T
′
2 diffèrent d’un flip. ¤
Proposition 2.6.2 Deux zonotopes équivalents ont même espace de pavage.
Preuve : Nous avons vu précédemment que les pavages de zonotopes
équivalents peuvent être mis en correspondance deux à deux, et que la re-
lation de flip est conservée par la relation d’équivalence entre pavages, ce
qui donne directement le résultat. ¤
Notons que ce résultat implique que l’étude des cas canoniques se gé-
néralise à tous les pavages de zonotopes par les relations d’équivalence.
Ceci s’applique en particulier aux résultats de structure.
Par ailleurs, un résultat important est que ces flips induisent une conne-
xité de l’ensemble des pavages d’un zonotope pour d = 2, i.e. tous les pa-
vages d’un zonotope de dimension 2 peuvent être déduits de l’un d’entre
eux par des suites de flips (voir [Des97, Eln97, Ken93]). Cette question reste
ouverte dès la dimension 3.
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Chapitre 3
Codage de pavages de
zonotopes de dimension 2
Nous nous restreignons dans ce chapitre au cas de dimension 2, donc
aux pavages de polygones à nombre de côtés pair et à symétrie centrale par
des parallélogrammes de côté unitaire. Nous présentons ici un codage de
ces pavages par un graphe déduit des relations d’adjacence entre tuiles, et
montrons la relation d’équivalence qui lie les deux classes d’objets.
3.1 Préliminaires
Nous supposerons dans ce chapitre que les pavages présentés sont ca-
noniques. Etant donnés deux vecteurs v = reiθ et v′ = r′eiθ
′
, nous rappe-
lons que v < v′ dans l’ordre naturel si θ < θ′. Soit V = {v1, v2, ..., vD} une
famille de D vecteurs du plan non colinéaires deux à deux. On suppose
que vi < vi+1 dans l’ordre naturel. Soit M = {m1,m2, ...,mD} une famille
de D entiers positifs. L’entier mi est la multiplicité de vi. Le 2D-gone (V, M)
associé à V et M est la partie du plan affine définie par :
{
D∑
i=1
λivi, 0 ≤ λi ≤ mi,mi ∈ M, vi ∈ V
}
Il existe plusieurs définitions équivalentes pour ces objets. Par exemple
un 2D-gone peut être vu comme la projection d’un hypercube de dimen-
sion D sur le plan. Voir [Zie95] pour plus de détails. Pour D = 2, les 2D-
gones sont des parallélogrammes ; pourD = 3 ce sont des hexagones ; pour
D = 4 des octogones ; pour D = 5 des décagones, etc. Voir figure 3.1.
Etant donné un 2D-gone P associé à (V, M), une proto-tuile de P est
un 2D-gone construit sur deux vecteurs de V , chacun avec multiplicité 1.
Ainsi, chaque proto-tuile est un parallélogramme défini par deux vecteurs
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FIG. 3.1 – Un ensemble de vecteurs et son décagone associé. Les multiplici-
tés respectives sont 2,3,1,1,2
de V , et on ne fera aucune différence entre la proto-tuile en temps que fi-
gure et la paire de vecteurs servant à la définir.
Finalement, un pavage T d’un 2D-gone P est un ensemble de tuiles
(c’est-à-dire de copies de proto-tuiles translatées) qui couvre exactement
P et tel qu’il n’y ait aucun recouvrement entre tuiles. Ainsi, T est un en-
semble de couples dont la première composante est la paire de vecteurs dé-
finissant une proto-tuile, et la seconde est un déplacement. Les translations
utilisées dans les pavages de 2D-gones peuvent toujours être représentées
comme des combinaisons linéaires de vecteurs de V à coefficients entiers :
t =
∑
i tivi, ti étant un entier compris entre 0 etmi. Nous prendrons comme
vecteur translation le vecteur des hauteurs canoniques principales, et t sera
décrit par un vecteur de dimension D, t = (t1, ..., tD) où ti est la hauteur
associée à vi. Deux pavages T et T ′ de deux 2D-gones P et P ′ sont équiva-
lents si T = T ′, où T et T ′ sont vus comme des ensembles de couples.
Soient P un 2D-gone, et T un de ses pavages. La i-ème famille de de
Bruijn de T est l’ensemble des tuiles de T construites sur le vecteur vi. De
plus, chaque famille peut être décomposée en lignes de de Bruijn : la j-ème
ligne de la i-ème famille est l’ensemble des tuiles construites avec vi et dont
la j-ème composante du vecteur de translation vaut j− 1. Pour des raisons
pratiques, nous dirons également que la j-ème ligne de la i-ème famille
est la α-ème ligne de de Bruijn, où α =
∑i−1
k=1 mk + j, mk étant la mul-
tiplicité de la k-ème famille. Nous définissons aussi f(α) comme l’indice
du vecteur associé à la α-ème ligne, c’est-à-dire que f(α) est le numéro de
la famille contenant la ligne α. Notons que deux lignes appartenant à une
même famille n’ont jamais de tuile commune, alors que deux lignes de fa-
milles différentes ont exactement une tuile en commun dans le pavage. De
plus, chaque ligne partage le pavage en deux parties disjointes. Nous utili-
serons ces propriétés classiques (voir [dB81]) dans la suite.
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Nous avons tout d’abord besoin d’un certain nombre de notations que
nous introduisons maintenant.
Définition 4 Soit P = (V, M) un 2D-gone. Pour tout k, 1 ≤ k ≤ D on définit
le k-ème côté de P comme l’ensemble des points :
{
D∑
i=1
λivi,∀i < k : λi = mi,∀i > k : λi = 0, et 0 ≤ λk ≤ mi
}
De la même façon, le (k + D)-ème côté de P est défini par
{
D∑
i=1
λivi,∀i > k : λi = mi,∀i < k : λi = 0, et 0 ≤ λk ≤ mi
}
Chaque côté i (ou i + D) du 2D-gone peut également être divisé en i parties
égales, appelées pas, correspondant chacune à une copie du vecteur vi. Chaque pas
correspond exactement, par définition du pavage, au côté d’une tuile s’appuyant
sur le bord. Ainsi, la j-ème tuile du i-ème côté est la tuile dont un côté est sur la
j-ème copie de vi sur le i-ème côté, soit le j-ème pas du côté vi.
Notons que la tuile j du côté i est une extrémité de la α =
∑i−1
k=1 mk + j-ème
ligne de de Bruijn du pavage.
De plus, l’enveloppe de P , notée H(P ), est l’union de tous les côtés de P .
Nous dirons également qu’une tuile t est sur le i-ème côté de P si un des côtés de
t est inclus dans le i-ème côté de P . Voir figure 3.2.
t
FIG. 3.2 – Un pavage (P), avec ses vecteurs de définition. En grasH(P ). No-
tons que t est extrémité de la 4-ème ligne de de Bruijn, et qu’elle appartient
au 2-ème et au 3-ème côté.
Nous pouvons à présent introduire la notion de graphe d’adjacence.
Définition 5 (graphe d’adjacence d’un pavage) Soit T un pavage d’un 2D-
gone donné (V, M), et soit n = |T | le nombre de tuiles de T . Soit pi : T →
{1, 2, ..., n} une numérotation des tuiles de T . Le graphe d’adjacence de T est le
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graphe non orienté A(T ) = (VT , ET ), où VT = {pi(t), t ∈ T} et {pi(t), pi
′(t)} ∈
ET si et seulement si t et t
′ ont un côté (un côté est ici une face de dimension 1) en
commun dans T . Voir figure 3.3 pour un exemple.
Nous allons voir par la suite que ce graphe d’adjacence recèle beau-
coup d’information sur le pavage. Cependant, le fait que deux pavages
aient même graphe d’adjacence n’implique pas qu’ils sont équivalents :
par exemple les pavages T1 et T3 de la figure 3.4. ont même graphe d’ad-
jacence. Pour obtenir une bijection entre l’ensemble des pavages d’un 2D-
gone et l’ensemble des graphes d’adjacence, nous introduisons maintenant
le graphe de de Bruijn.
Définition 6 (graphe de de Bruijn d’un pavage) SoientA = (V, E) le graphe
d’adjacence d’un pavage T d’un 2D-gone P , et pi la correspondance entre les tuiles
de T et les sommets de A. Le graphe de de BruijnA′ = (V,E, λ, ν) est un graphe
avec sommets étiquetés et un sommet distingué ν. L’étiquetage λ(t) de t ∈ V est
une paire d’entiers {i, j} telle que les deux lignes de de Bruijn contenant la tuile
pi−1(t) sont la j-ème et la i-ème. Le sommet ν, appelé origine du graphe, est asso-
cié à la tuile dont le vecteur translation est (0, ..., 0) et qui est sur le premier côté
de P . Voir figure 3.3.
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FIG. 3.3 – Un pavage, son graphe d’adjacence et son graphe de de Bruijn.
En gras le côté définissant l’origine.
Théorème 3.1.1 Etant donné le graphe de de Bruijn d’un pavage T , l’algorithme
1 construit un pavage équivalent à T en temps O(n), où n est le nombre de tuiles
du pavage, c’est-à-dire le nombre de sommets du graphe.
Preuve : L’idée de l’algorithme est de commencer par l’origine du graphe,
puis de faire un parcours en largeur afin de calculer la tuile associée à
chaque sommet, c’est-à-dire le couple de vecteurs qui définissent la proto-
tuile, et le vecteur déplacement.
Considérons un sommet v étiqueté {α, β}, ce qui signifie qu’il correspond
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FIG. 3.4 – Trois pavages d’un même octogone, respectivement T1, T2 et T3
de gauche à droite ; T1 et T2 ont même codage, donc correspondent à un
même pavage, alors que T3 diffère des deux autres.
à une tuile t = (τ, trans) dans la α-ème et la β-ème ligne de de Bruijn. Il
est clair, de par la définition de f , que la proto-tuile τ est définie par f(α)
et f(β). La fonction f est aisément calculable, puisque deux lignes de de
Bruijn γ et δ sont dans la même famille si et seulement si elles ne se coupent
pas, c’est-à-dire s’il n’y a pas de sommet étiqueté {γ, δ} dans le graphe de
de Bruijn. Ainsi, on peut aisément trouver toutes les lignes appartenant à
une même famille de de Bruijn, et donc trouver les familles de de Bruijn.
On obtient alors la proto-tuile τ .
Le point suivant et de trouver les vecteurs déplacement. Chacun d’eux
est déduit du vecteur déplacement d’un sommet déjà visité. Comme on
commence avec un sommet de vecteur déplacement (0, ..., 0) (l’origine), et
comme on visite les sommets en largeur d’abord, un voisin v′ d’un sommet
v, et visité après v, a nécessairement un vecteur déplacement supérieur ou
égal à celui de v. Supposons que l’on ait déjà calculé la tuile t = (τ, trans)
qui correspond à v, et considérons la tuile t′ = (τ ′, trans′) qui correspond
à v′. Comme vu précédemment, on a déjà t = {α, β} et t′ = {β, γ} avec
trans′ ≥ trans. Les six cas présentés figure 3.5 peuvent être obtenus. Ils
conduisent à deux possibilités :
• si f(α) > f(β) > f(γ) (figure 3.5 (a)) ou f(α) < f(β) < f(γ) (fi-
gure 3.5 (b)), alors trans′ = trans
• dans tous les autres cas la f(α)-ème composante du vecteur transla-
tion doit être incrémentée.
Ces remarques mènent directement à l’algorithme 1, et comme on visite
chaque sommet deux fois (une fois pour calculer f(x) pour tout x, et une
fois dans le parcours en largeur), sa complexité est O(n), n étant le nombre
de sommets. ¤
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FIG. 3.5 – Les six configurations possibles pour la position de deux tuiles t
et t′ pendant le calcul des vecteurs translation
Algorithme 1: Construction d’un pavage à partir de son graphe de de
Bruijn.
Entrée : G = (V,E, λ, ν), le graphe de de Bruijn d’un pavage T .
Sortie : Un pavage équivalent à T , donné par une liste
(type, translation).
début
Soit {α, β} = λ(ν) ;
Mettre tous les sommets à "non marqué";
resu ← {({f(α), f(β)}, (0, ..., 0))};
courant← {(ν, (0, 0, ..., 0))};
Marquer ν ;
tant que courant 6= ∅ faire
pour chaque τ = (v, trans) de courant faire
pour chaque sommet v′ non marqué tel que (v, v′) ∈ E faire
Soit {α, β} l’étiquette de v, et {β, γ} l’étiquette de v′;
Soit trans’ une copie de trans;
si non (f(α) > f(β) > f(γ) ou f(γ) > f(β) > f(α))
alors
Incrémenter la f(α)-ème composante de trans’ de
1;
resu← resu ∪ {({f(β), f(γ)}, trans’)};
current← current ∪ {(v′, trans’)};
Marquer v′;
courant← courant \ {v};
Retourner (resu);
fin
Ce résultat montre que toute l’information d’un pavage de 2D-gone est
contenue dans son graphe de de Bruijn. Cependant, nous allons montrer
que le graphe de de Bruijn contient de l’information redondante. Nous al-
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lons en fait montrer que le graphe d’adjacence contient presque toute l’in-
formation nécessaire. Il suffit de rajouter deux marques au graphe d’ad-
jacence de T pour pouvoir reconstruire T . Ceci conduit à la définition du
graphe avec origines d’un pavage T .
Définition 7 (graphe avec origines d’un pavage) Soient T un pavage d’un
2D-gone, A = (V, E) son graphe d’adjacence, et pi la correspondance des tuiles
avec les sommets. Le graphe avec origines associé à T est G = (V, E, v1, v2), où
v1 et v2 sont deux sommets de V appelés origines de G et définis comme suit. Soit
t1 la tuile de T sur le premier côté de P avec vecteur de translation (0, ..., 0). Soit t2
la tuile sur un côté de P avec vecteur translation (1, 1, 0, ..., 0) si t1 est aussi sur
le deuxième côté de P , ou celle avec vecteur translation (1, 0, ..., 0) sinon. Alors
v1 = pi(t1) et v2 = pi(t2). Voir figure 3.6 pour un exemple.
FIG. 3.6 – Deux pavages et leurs graphes avec origines. Notons que, si on
retire les origines, les deux graphes sont isomorphes. En gras les côtés dé-
finissant les origines.
Remarquons que l’ajout des deux origines rend possible la distinction
entre deux pavages différents ayant même graphe d’adjacence, comme ex-
plicité figure 3.6. Nous allons montrer dans la suite que la correspondance
entre les graphes avec origines et les pavages de 2D-gones est une bijection.
Plus précisément, étant donné un graphe d’adjacence, le pavage lui cor-
respondant est défini modulo le choix des vecteurs. Ainsi, la première ori-
gine permet de fixer un point de départ permettant d’éliminer les diverses
rotations du pavage associé au graphe, et la deuxième origine permet, étant
donné le pavage avec une origine, d’éliminer les symétries restantes. Voir
figure 3.6.
3.2 Dualité
Nous explicitons ici un algorithme permettant de construire le graphe
de de Bruijn d’un pavage à partir de son graphe avec origines. Ceci permet,
avec l’algorithme présenté précédemment, de construire le codage d’un pa-
vage à partir uniquement de la donnée de son graphe avec origines.
La correspondance est bijective, ainsi, avec l’algorithme 1 et le théo-
rème 3.1.1, ceci montre que les graphes introduits ci-dessus peuvent être
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vus comme duaux des pavages considérés, bien qu’étant très proches des
graphes d’adjacence (seules les origines les distiguent). Notre algorithme a
une complexité O(m.n), où n est le nombre de sommets du graphe, ou éga-
lement le nombre de tuiles du pavage, et m est la somme des multiplicités
définissant le 2D-gone.
Pour construire l’algorithme et prouver sa validité, nous montrons tout
d’abord quelques propriétés liant les pavages de 2D-gones et leurs graphes
d’adjacence. En particulier, certaines sous-structures, les bordures et les éven-
tails, vont jouer un rôle prépondérant. Nous les présentons maintenant, et
montrons certaines de leurs propriétés.
Définition 8 (bordure d’un pavage) Soit T un pavage de 2D-gone, et pi la cor-
respondance entre les tuiles et les sommets de son graphe d’adjacence. Soit C ⊆ T
l’ensemble des tuiles de T qui ont au moins un point dans H(P ). Nous définissons
la bordure de T , notée B(T ) = (pi(C), E) comme suit : (pi(t), pi(t′)) ∈ E si et
seulement si t et t′ sont dans C, sont adjacentes et telles qu’un point de leur in-
tersection est dans H(P ). Notons que c’est un sous-graphe du graphe d’adjacence
de T , mais ce n’est pas le graphe induit par C (certaines arêtes manquent). Voir
figure 3.7.
FIG. 3.7 – Gauche : un pavage. Droite : sa bordure et le graphe correspon-
dant dans son graphe d’adjacence.
Une propriété remarquable est que la bordure contient tous les sommets
de degré inférieur à 4 (c’est-à-dire de degré 2 ou 3), plus éventuellement
quelques sommets de degré 4.
Dans la suite, nous ne faisons aucune différence entre la bordure d’un
pavage T et le chemin correspondant dans le graphe d’adjacence de T , ap-
pelé bordure du graphe. De plus, on confondra une tuile t et le sommet
correspondant dans le graphe.
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3.2.1 Propriétés de la bordure
Tout sommet de degré 2 ou 3 appartient à la bordure. Celle-ci contient
de plus certains sommets de degré 4. La bordure peut prendre trois formes,
dépendant du zonotope (ou 2D-gone) :
1. si V = (v1, v2), avec M = (1, n), le zonotope est une ligne de tuiles
de type identique. Alors le graphe est une chaîne, et la bordure aussi
(figure 3.8 (a)),
2. si V = (v1, v2, v3) avec M = (1, 1, n), le zonotope est un hexagone
de côtés de longueurs 1,1 et n. Alors le graphe comprend un point
d’articulation, et la bordure est l’union de deux cycles joints par ce
point d’articulation(figure 3.8 (b))
3. sinon, la bordure est un cycle
(a) (b)
FIG. 3.8 – Cas particuliers avec leurs graphes d’adjacence. La bordure est
représentée en gras.
Les deux cas particuliers peuvent être facilement reconnus : le premier
correspond au cas où le graphe d’adjacence est réduit à un chemin, le se-
cond au cas où le graphe présente un unique point d’articulation. Le pa-
vage est alors aisément reconstruit.
Dans la suite nous supposerons n’être dans aucun de ces cas patholo-
giques. Ceci sans perte de généralité, d’après les remarques précédentes.
Définition 9 (éventail) Soit T un pavage d’un 2D-gone P , un éventail F (x)
de T est une suite de tuiles (fi)i=1,...,p telles que :
• ∀i ∈ {1, ..., p− 1} fi et fi+1 ont une facette en commun,
• ∩pi=1fi = x ∈ H(P ), x est appelé la tête de l’éventail
• f1 et fp ont un côté dans H(P )
Les tuiles f1 et fp sont les extrémités de F , et p−1 est la taille de F . De plus,
on dit qu’un éventail F appartient au i-ème côté de P si une de ses extrémités a
une facette incluse dans le i-ème côté de P .
Remarquons que deux tuiles se succédant sur le contour du pavage et
ayant une facette en commun constituent un éventail de taille 1.
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De plus, un éventail peut être vu comme le voisinage d’un sommet
placé sur le contour du zonotope. Considérons deux tuiles f1 et f2 ayant
chacune un point sur le contour et un point p en commun. Soit f1 et f2
sont adjacentes, soit il existe une tuile adjacente à f1 contenant p. Alors soit
cette dernière est adjacente à f2, soit il y a une autre tuile qui contient p.
De proche en proche, un tel chemin doit atteindre f2, sinon l’ensemble de
tuiles n’est pas connexe, ce qui est exclu par construction. Alors, f1 et f2
sont extrémités d’un même éventail.
Remarque : la bordure d’un pavage est une concaténation de tous les éven-
tails du graphe. De plus, les deux origines données dans le graphe sont les
extrémités d’un éventail particulier.
Nous introduisons quelques notations pour les éventails.
Notation : Soit F = (f1, f2, ..., fp) un éventail d’un pavage de 2D-gone T .
Pour tout i tel que 1 ≤ i ≤ p − 1, comme fi et fi+1 ont exactement un côté
en commun, il y a une ligne de de Bruijn qui contient fi et fi+1. Nous la no-
tons Li, et L(F ) est l’ensemble de toutes les lignes Li de F . De plus, chaque
Li peut être divisée en deux parties, l’une contenant fi, et l’autre contenant
fi+1, que nous appelons demi-lignes. Nous notons L+i la partie contenant fi,
et l’autre L−i . Voir figure 3.9.
1
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−
−
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+
+
+
4
3
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L
L
L
L L
L
L
L4
3
2
FIG. 3.9 – Un éventail et ses demi-lignes.
Notons que L (respectivement Lp), la ligne contenant f1 (resp. fp) et
différente de L1 (resp. Lp−1), coupe L+1 , L
+
2 , ..., L
+
p−1 (resp. L
−
1 , L
−
2 , ..., L
−
p−1)
en ordre croissant des indices (resp. décroissant) à partir de l’éventail.
Finalement, nous remarquons que, à partir de l’éventail, L−i coupe suc-
cessivement L+i+1, L
+
i+2, ..., L
+
p−1, et Lp. L
+
i coupe successivement L
−
i−1, L
−
i−2
,...,L−1 , et L. Ainsi, chaque ligne L
+
i coupe toutes les lignes L
−
j avec j < i et
L−i coupe toutes les lignes L
+
j avec j > i. Par conséquent, Li ayant coupé
toutes les autres lignes du pavage, deux demi-lignes de même signe ne
peuvent se couper.
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De plus, par construction, on peut noter que, de même qu’une ligne de
de Bruijn, une demi-ligne sépare l’ensemble des tuiles qu’elle ne contient
pas en deux parties : formellement, on définit tout d’abord, pour chaque
tuile t′′ de Li, le segment représentatif de t′′ comme le segment liant les
milieux des côtés de t′′ dont le type est {vi} (où vi est le vecteur définissant
la famille deLi). PourL+i , considérons l’ensemble S
+
i formé par l’union des
segments représentatifs des tuiles de L+i ainsi que du segment commun à
fi et fi+1 (voir figure 3.10). Par définition, deux tuiles t et t′ (n’appartenant
pas à L+i ) sont dans la même partie s’il existe une fonction continue de [0, 1]
vers le 2D-gone P telle que f(0) est le centre de la tuile t, f(1) est le centre
de la tuile t′, et pour tout réel x ∈ [0, 1] f(x) n’est pas dans S+i ).
L
i
+
i
if
v
FIG. 3.10 – une ligne L+i , et les segments représentatifs des tuiles.
3.2.2 Plus courts chemins
Nous définissons tout d’abord les éléments fondamentaux des preuves sui-
vantes, et montrons comment les structures particulières d’éventails et de
lignes de de Bruijn sont caratérisées en termes de plus courts chemins dans
le graphe du pavage.
Définition 10 (indice de ligne, valeur de ligne) Soit T un pavage,L une ligne
de de Bruijn de T , et t1, t2 deux tuiles de T . Comme vu précédemment, L partage
T en trois parties T+, T− et L. Nous définissons l’indice de ligne indL(t1, t2)
comme suit :
• si t1 ∈ L et t2 ∈ T
+ ∪ T− alors indL(t1, t2) = 1/2
• si t1 ∈ T
+ et t2 ∈ T
−, ou t1 ∈ T
− et t2 ∈ T
+, alors indL(t1, t2) = 1
• dans les autres cas, indL(t1, t2) = 0
Soit B = {L1, ..., Lq} un ensemble de lignes de de Bruijn et demi-lignes
de T . La valeur de ligne indB(t1, t2) est la somme
∑q
k=1 indLk(t1, t2).
Intuitivement, la valeur de ligne de t1 à t2 compte le nombre de lignes
de B coupées par un chemin de t1 à t2.
Soit (t0, t1, ..., tr) un chemin de tuiles (c’est-à-dire que deux tuiles consé-
cutives sont adjacentes), et considérons la suite (a0, a1, ..., ar) telle que pour
chaque entier i, 0 ≤ i ≤ r, ai = indB(t1, ti) (voir figure 3.11). On supposera
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que B est bien fondé, c’est-à-dire pour chaque ligne L, au plus un élément
de {L,L+, L−} est dans B, et si L+ (ou L−) est dans B, alors l’extrémité
de cette demi-ligne dans l’éventail n’appartient à aucune autre ligne (ou
demi-ligne) de B.
Remarquons que pour tout entier i tel que 1 ≤ i ≤ r, indL(t1, ti+1) =
indL(t1, ti), sauf si L est une ligne qui contient l’une des tuiles ti et ti+1 et
pas l’autre. Comme B est bien fondé, dans tous les cas, il existe au plus
deux telles lignes, pour chacune desquelles l’indice change d’au plus 1/2
unité. Alors |ai − ai+1| ≤ 1. De plus nous avons a0 = 0. Ceci induit :
• r ≥ ar, la valeur de ligne est une borne inférieure de la distance entre
les deux tuiles
• l’équivalence : r = ar si et seulement si pour tout entier i tel que
0 ≤ i ≤ r, ai+1 − ai = 1
3/2
1
0
44
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2
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t2
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FIG. 3.11 – Deux chemins avec les mêmes extrémités, et les valeurs asso-
ciées à chaque sommet sur deux chemins distincts, B étant ici l’ensemble
des lignes n’appartenant pas à la famille définie par v1. Notons que la va-
leur de ligne en un sommet ne dépend pas du chemin suivi.
Lemme 3.2.1 Soient t et t′ deux tuiles de la bordure d’un pavage (précisément
deux tuiles ayant degré 2 ou 3), reliées par une ligne de de Bruijn L, et soit
(t0, t1, ..., tr) le chemin de tuiles commençant en t = t0 induit par L (c’est-à-
dire que t0 = t, tr = t
′ et toute tuile ti est dans L). Le chemin (t0, t1, ..., tr) est
l’unique plus court chemin de t à t′.
Preuve : Nous prenons pour B l’ensemble des r lignes de de Bruijn qui
coupentL. Avec les notations précédentes, nous avons ar = r, ce quimontre
que le chemin donné est un plus court chemin.
En supposant que le plus court chemin de t à t′ n’est pas unique, soit p
un autre chemin de longueur r entre t et t′. Les chemins p et (t0, t1, ..., tr)
ont un préfixe commun (éventuellement réduit à t = t0). Soit c le dernier
sommet commun aux deux chemins, et d le premier sommet de p qui n’est
pas dans L. Soit Lc la ligne coupée par L en c. La tuile d est nécessairement
dans Lc. Alors indLc(t, c) = indLc(t, d), et |indB(t, c) − indB(t, d)| ≤ 1/2, ce
qui contredit le fait que p a pour longueur r. ¤
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Lemme 3.2.2 Soient T un pavage de zonotope, et t, t′ deux tuiles de T ayant un
point en commun et ayant chacune un côté sur un côté du 2D-gone. Le point com-
mun est supposé sur l’enveloppe du 2D-gone. L’unique plus court chemin entre t
et t′ est l’éventail (t = f1, f2, ..., fr = t
′) de t à t′. Voir figure 3.12.
p
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+L
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L
FIG. 3.12 – Un éventail et l’unique plus court chemin entre ses extrémi-
tés.(Lemme 3.2.2).
Preuve : L’argument est exactement le même que pour le lemme 3.2.1, en
utilisant l’ensemble formé par {L+i |1 ≤ i ≤ p − 1} ∪ {Lp} (nous rappelons
que Lp est définie par le côté de t′ qui est sur l’enveloppe du 2D-gone). ¤
Nous allons voir comment ces propriétés de plus courts chemins sont
exploitées pour construire la bordure, puis le pavage.
3.2.3 Construction de la bordure
La première partie de l’algorithme pour construire un pavage équi-
valent à T en partant du graphe avec origines de T est de construire sa bor-
dure. Les sommets de degré 2 ou 3 font évidemment partie de la bordure.
Le point suivant est donc de trouver d’une part les sommets de degré 4 qui
appartiennent à la bordure, et d’autre part de trouver l’ordre des sommets
sur la bordure. Nous donnons tout d’abord quelques propriétés du graphe
permettant de faire cela enmême temps, puis un algorithme construisant la
bordure d’un graphe avec origines (Théorème 3.2.10), ce qui complètera la
première partie de la construction de T à partir de son graphe avec origines.
Ayant montré les propriétés de plus court chemin, nous commençons
la partie principale de l’algorithme. Dans la suite, par "tuiles successives"
on entend 2 tuiles telles que :
• soit elles sont la i-ème et la (i + 1)-ème tuiles d’un côté du zonotope
• soit l’une est la mi-ème tuile du côté i du zonotope, et l’autre la pre-
mière du (i + 1)-ème côté.
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Ainsi, deux tuiles successives sont deux tuiles de degré 2 ou 3 adjacentes
par un point sur le contour du zonotope, et donc extrémités d’un éventail.
L’algorithme que nous allons construire est un algorithme glouton qui,
étant données deux tuiles successives de la bordure, trouve une tuile succé-
dant à l’une des deux par construction d’éventails. Ainsi, en commençant
aux origines, ceci construit de proche en proche les chemins entre tuiles
successives de la bordure, ce qui aboutit à la construction complète de la
bordure.
Soient T un pavage, et t1, t2, t3 trois tuiles telles que :
• t1 et t3 sont extrémités d’un éventail, associé à un point v (v = t1 ∩
t3 ∩H(T ))
• t1 et t2 sont extrémités d’un éventail, associé à un point v′ (v′ = t1 ∩
t2 ∩H(T ))
Nous supposons ici que l’éventail associé à v′ a déjà été construit, et on
veut construire l’éventail associé à v.
Soit c0 le côté de t1 sur le contour et contenant v. c0 induit une ligne
de de Bruijn L, qui coupe le pavage en trois parties : T+, T− et L. Nous
supposons, sans perte de généralité, que t3 ∈ T−.
Soit c′ le côté de t2 sur le contour et contenant v′. c′ induit une ligne de
de Bruijn L′.
Soit cp le côté de t3 sur le contour et contenant v. cp induit une ligne de
de Bruijn Lp.
Soit t12 la tuile à l’intersection de L et L′, si elle existe. En particulier,
cette tuile divise L en L+ et L−. L− est la partie de t1 à t12 exclue, et L+
l’autre partie de L. t1 est une des extrémités de L, nous appelons tL l’autre
extrémité deL. Ainsi,L+ est la partie deL allant de t12 à tL. Voir figure 3.13.
Soient t′1, t
′
2, ..., t
′
p les tuiles de l’éventail induit par v, de sorte que le
chemin de t1 à t3 soit t1 = t′1, t
′
2, ..., t
′
p = t3. Soit ci le côté commun à t
′
i+1 et
t′i. Nous appelons Li la ligne de de Bruijn induite par ci. Voir figure 3.14.
Notons que c0 et cp sont les côtés sur le contour induits par v.
Nous supposons également que t1 et t3 ne sont pas adjacentes (sinon la
recherche de t3 est évidente).
Pour plus de simplicité, dans ce qui suit nous appellerons ceci la situa-
tion de recherche d’éventail.
Nous introduisons les notations suivantes :
• A1 est l’ensemble des tuiles plus proches de t1 que de t2, c’est-à-dire
A1 = {t ∈ T, dist(t, t1) < dist(t, t2)}
• A2 = {t ∈ T, dist(t, t2) < dist(t, t1)}
• A= est l’ensemble des tuiles à même distance de t1 et t2
Dans cette situation, deux cas sont possibles, qui dépendent de la posi-
tion de t2. Soit t2 est dans T+, ce qui est le cas général, soit t2 est dans L. Ce
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FIG. 3.13 – Le cas général. Gris clair : L+ ; Gris foncé : L−
L’
1
L 2
v’
v
tt 13
t 2
3
4L
L
L
L 5=L p
L
FIG. 3.14 – La situation de recherche d’éventail, et la numérotation des
lignes.
cas est caractérisé par le fait que t1 a alors degré 2, et t1 et t2 sont adjacentes.
Ceci permet de séparer les deux cas de façon algorithmique.
Nous traitons tout d’abord le cas général.
Cas général : t2 ∈ T
+
Ce cas se subdivise en deux sous-cas. Soit L,L′ et Lp sont parallèles (ce
qui signifie que c0, cp et c′ ont même support), soit au moins deux d’entre
elles se coupent dans le pavage. Nous commençons avec ce dernier cas, qui
est le plus général.
a- c0, cp et c
′ n’ont pas tous même support
Nous supposons donc ici qu’au moins deux des lignes L,Lp et L′ se
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coupent dans le pavage.
Proposition 3.2.3 On se place dans la situation de recherche d’éventail.
Soit T+hull = {t ∈ T
+, deg(t) < 4}. On a alors :
1. L− ⊆ A1
2. L+ ∪ T+hull ⊆ A2 ∪A=
3. si L et L′ sont parallèles (c0 et c
′ ont même support), alors L ∪ T− ⊆ A1
Conséquence directe du second point : avec T−hull = {t ∈ T
−|deg(t) < 4}
et A1,hull = {t ∈ A1|deg(t) < 4}, on a A1,hull ⊆ T−hull ∪ {tL}, où tL est l’extré-
mité de L différente de t1 (donc incluse dans L+). Si de plus L et L′ ne sont
pas parallèles, alors A1,hull ⊆ T−hull.
Preuve : Soit ui la i-ème tuile de L, en commençant à t1, et Mi la ligne
coupant L en ui. Nous prenons Bi = {Mj |1 ≤ j ≤ i}. Nous montrons tout
d’abord que dist(ui, t2) ≥ dist(ui, t1).
Le lemme 3.2.1 implique que dist(t1, ui) = i − 1. Pour 1 ≤ j < i, on a
indMj (ui, t2) = 1/2 si t2 ∈ Mj , et indMj (ui, t2) = 1 sinon (en effet ui 6∈ Mj
pour i 6= j). De plus, on a indMi(ui, t2) = 0 si t2 ∈ Mi et indMi(ui, t2) = 1/2
sinon. Etant donné que t2 appartient à au plus deux lignes de de Bruijn,
au plus deux des valeurs précédentes sont minimales. Ceci implique que
indBi(ui, t2) ≥ (i − 1/2) − 2 × 1/2, ainsi dist(ui, t2) ≥ i − 1. On a alors
dist(ui, t2) ≥ dist(ui, t1).
1. Soit ui ∈ L−. Supposons dist(ui, t2) = i − 1, et soit (ui = r0, r1,
r2 ,...,ri−1, ri = t2) un chemin de longueur i − 1 de ui à t2. Nous
avons nécessairement indBi(ui, rj) = j. Nous montrons alors par in-
duction que pour 0 ≤ j ≤ i, rj = ui−j : l’initialisation de l’induc-
tion est triviale, et en supposant rj = ui−j , on a indBi(ui, rj+1) =
indBi(ui, rj) + 1. De plus on doit alors quitter Mj , c’est-à-dire que
rj+1 ∈ L et donc rj+1 = ui−j−1. Ceci implique t2 = t1, ce qui contre-
dit l’hypothèse. Alors dist(ui, t2) > dist(ui, t1).
2. Soit t ∈ L+. L’unique plus court chemin de t à t1 suit L. De plus,
le chemin de t à t2 consiste à suivre L+ jusqu’à t12, puis à suivre L′
jusqu’à t2. Ce chemin a une longueur de dist(t, t1), parce que t12 ∈ A=
(toute ligne coupe L− si et seulement si elle coupe L′−). Alors L+ ⊆
A= ∪A2.
Soit alors t ∈ T+hull
(a) soit le plus court chemin de t à t1 contient au moins une tuile de
L+ (dans ce cas un suffixe du chemin est une partie de L), et on
peut construire un chemin de même longueur allant de t à t2 en
remplaçant la partie de t12 à t1 par le chemin de t12 à t2. Alors
t ∈ A= ∪ A2 (il peut exister un autre chemin de même longueur
de t à t2).
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(b) dans l’autre cas, le plus court chemin de t à t1 coupe nécessai-
rement L′ sur une tuile tL′ de L′− (ce dernier ensemble étant la
partie de L′ comprise entre t2 et t12, à l’exclusion de t12). L’ar-
gument utilisé au point 1. ci-dessus induit que tL′ ∈ A2, et donc
t ∈ A2. Ceci implique le résultat.
3. si L et L′ sont parallèles, alors L = L−, et le point 1. implique le
résultat pour L. Pour T−, ce cas est le symétrique du cas 2.(b). Le
même argument conduit ici à la même conclusion, en échangeant les
rôles respectifs de L et L′, et de T+ et T−. ¤
Lemme 3.2.4 Soit A1,hull = {t ∈ A1, deg(t) < 4}. Nous avons alors :
1. ∀t ∈ A1,hull, dist(t, t1) ≥ dist(t3, t1)
2. si dist(t, t1) = dist(t3, t1), alors t ∈ Lp
3 2
1t
t t
L
L
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L
L
p
2
3
4
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+
+
+
+
FIG. 3.15 – Les lignes qui doivent être coupées pour atteindre le bord, dans
la situation de recherche d’éventail
Preuve : Soit t ∈ A1,hull. D’après le lemme précédent, soit t ∈ T−hull, soit
t = tL.
Si t ∈ T−hull, alors :
• ind
L+
1
(t, t1) = 1/2
• ind
L+i
(t, t1) = 1 pour 2 ≤ i ≤ p− 1
• indLp(t, t1) = 1/2 si t ∈ Lp, 1 sinon
Alors, si B est l’union des lignes précédentes, nous avons indB(t, t1) ≥ p −
3+1+1/2+1/2 = p−1. Comme dist(t, t1) ≥ indB(t, t1) et dist(t3, t1) = p−1,
alors dist(t, t1) ≥ dist(t3, t1). De plus, l’égalité est obtenue uniquement
dans le cas où indLp(t, t1) = 1/2, et alors t ∈ Lp.
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Si t = tL, L et L′ sont parallèles (sinon t ∈ L+, et d’après la proposi-
tion 3.2.3 on aurait t ∈ A2 ∪ A=, ce qui contredit t ∈ A1,hull). Alors L et Lp
se coupent (le cas où les trois lignes sont parallèles est traité plus tard), et
indLp(t, t1) ≥ 1/2. Ceci conduit directement au même résultat que dans le
cas précédent. ¤
Lemme 3.2.5 Soit t ∈ A1,hull telle que dist(t, t1) = dist(t3, t1). Soit (t3 =
r0, r1, ..., rk = t) une géodésique de t3 à t. Pour tout entier i tel que 0 ≤ i ≤ k,
alors ri ∈ A1,hull.
Preuve : Soit t ∈ A1,hull telle que dist(t, t1) = dist(t3, t1) (d’après le lemme 3.2.4
on a alors t ∈ Lp). Soit également (t1 = s0, s1, ..., sp−1 = t) une géodésique
de t1 à t.
Cette géodésique coupe successivement L+1 , L
+
2 , ..., L
+
p−1. Comme
dist(t, t1) = p − 1, aucune autre ligne n’est coupée par la géodésique, et
ainsi s0 est nécessairement sur L+1 , s1 est sur L
+
2 ,..., et sp−1 est sur Lp.
Soit j l’indice de la dernière tuile si appartenant à l’éventail. Supposons
que j < p − 1. D’après les conditions précédentes, sj+1 est sur L+j+2, donc
sj+1 est nécessairement sur L−j , ainsi que sj . Pour la même raison (si j+1 <
p− 1), sj+2 est aussi sur L−j , et ainsi jusqu’à atteindre sp−1.
L’ensemble de lignes de de Bruijn qui coupent la géodésique (c’est-à-
dire L−j ) entre sj et t est {Lj+1, Lj+2, ..., Lp}. De plus ces lignes sont exacte-
ment celles qui atteignent le contour sur T− entre t et t3.
Alors, en commençant sur l’éventail, L−j+1 coupe successivement Lj+2,
Lj+3,..., Lp, et aucune autre ligne n’est coupée par L−j+1. On peut répéter le
même argument : en commençant sur l’éventailL−j+2 coupe successivement
Lj+3, Lj+4,..., et Lp, et aucune autre ligne n’est coupée par L−j+2.
Sur l’autre côté, pour j ≤ j′ ≤ p− 1, entre s′j et l’éventail, la ligne L
+
j′+1
coupe successivement Lj , Lj+1, ..., Lj′ , et aucune autre ligne n’est coupée
par L+j′+1 entre sj′ et l’éventail (avec la convention que Lp = L
+
p pour j
′ =
p− 1).
Ceci induit le résultat : la ligne Lp suit la bordure entre t3 et t et, pour
tout entier i tel que 0 ≤ i ≤ k, on peut construire un chemin de longueur
p− 1 de t1 à ri. ¤
Proposition 3.2.6 Soit X3 le sous-ensemble de A1,hull formé des tuiles telles que
dist(t, t1) = dist(t3, t1). La tuile t3 est l’unique élément de X3 dont le degré est
plus petit que le degré de toutes les autres tuiles de X3.
Preuve : Le résultat est évident, à partir du lemme précédent, aussitôt
qu’on a remarqué que tLp , l’autre extrémité de Lp, ne peut pas être dans
X3. En effet, si Lp et L se coupent, alors Lp n’est pas dans A1, d’après le
lemme 3.2.1. Dans le cas contraire, Lp et L′ se coupent, ce qui implique que
dist(tLp , t1) > dist(t3, t1), en utilisant l’ensemble de lignes formé par L
+
i
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FIG. 3.16 – Preuve du lemme 3.2.5 : le zonotope unitaire (en gras), en gris
la géodésique de t1 à t. L’éventail de t1 à t3 force le pavage du zonotope
unitaire en entier, ce qui conduit au résultat.
pour 1 ≤ i ≤ p− 1, et L′. ¤
b- c0, cp et c
′ ont même support
Nous montrons tout d’abord une propriété particulière à ce cas, puis
quelques cas particuliers qui amènent une étude plus approfondie. On se
place dans la situation de recherche d’éventail, avec L,Lp et L′ parallèles.
Lemme 3.2.7 Soit A1,hull = {t ∈ A1, deg(t) < 4}. Alors ∀t ∈ A1,hull,
dist(t, t1) ≥ dist(t3, t1)−1. De plus, s’il existe t telle que dist(t, t1) = dist(t3, t1)−
1, alors t = tL, tL étant l’extrémité de L différente de t1.
Preuve : On peut utiliser les arguments du lemme similaire du cas gé-
néral, sauf dans le cas t = tL. Dans ce dernier cas, il est possible d’avoir
ind
L+p−1
= 1/2. Ainsi on obtient indB(t, t1) ≥ p − 3 + 12 +
1
2 , ce qui amène
à dist(t, t1) ≥ dist(t3, t1)−1, et l’égalité ne peut être obtenue que pour tL. ¤
Deux situations particulières peuvent se produire, que nous étudions
maintenant en conservant les notations du lemme précédent :
1. dist(tL, t1) = dist(t3, t1)− 1.
Ce cas correspond à la situation de la figure 3.17. CommeL est coupée
par chaque demi-ligne L+i en une tuile ui, la géodésique de t1 à tL est
nécessairement (u1, u2, ..., up−1), avec t1 = u1 et tL = up−1. Comme
L et Lp sont parallèles, Lp contient également p − 1 tuiles. De plus,
en commençant en t3, Lp coupe successivement Lp−1, Lp−2, ..., L1. De
même, en commençant en t2,L′ coupe successivementL1, L2, ..., Lp−1.
Un point important pour la suite est que u2 est adjacent à une tuile de
A2. Ceci permet de vérifier si on est dans ce cas.
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Soit X3 l’ensemble {t ∈ A1, dist(t, t1) = dist(t3, t1)} et Xmin l’en-
semble des éléments de X3 de degré minimal. On a t3 ∈ Xmin,
card(Xmin) = 2, et l’élément t4 de Xmin différent de t3 est l’autre ex-
trémité de Lp.
Notons que dist(t4, tL) = 2, et dist(t3, tL) = p− 1, qui vaut au moins
3, puisque l’on a éliminé les cas particuliers où la bordure n’est pas
un cycle.
3 21
t
tt t
L
FIG. 3.17 – Le cas particulierpour lequel tL est plus proche de t1 que t3, et
toutes les tuiles de Lp (en gris) sont à la même distance de t1.
2. dist(tL, t1) = dist(t3, t1).
Dans ce cas, d’après la situation précédente, une ligne de de Bruijn
L′′ non parallèle à L′ et Lp est ajoutée au pavage, puisque L contient
toutes les tuiles ui de la situation précédente plus une autre tuile.
Cette situation est celle décrite par la figure 3.18. L’espace compris
entre L et L′ contient uniquement certaines tuiles de L′′, et ces tuiles
sont dans A=.
Avec les notations ci-dessus, card(Xmin) ≤ 2, et si card(Xmin) = 2,
alors l’élément de Xmin différent de t3 est tL.
On peut remarquer que la tuile de L adjacente à t1 est également ad-
jacente à une tuile de A2 ∪A=, et que la tuile de l’éventail adjacente à
t1 n’a pas cette propriété, puisqu’elle est dans T−.
3.2.4 Cas particulier : t2 ∈ L
Maintenant que nous avons vu comment trouver le successeur d’une tuile
sur la bordure dans le cas t2 ∈ T+, nous devons étudier le cas particulier
où t2 ∈ L. Nous procédons comme dans le cas général, la différence étant
le critère qui permet d’exclure les tuiles de T+.
Lemme 3.2.8 Considérant la situation de recherche d’éventail, si t2 ∈ L, alors :
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FIG. 3.18 – Cas particulier avec une ligne coupant L. Notons que la tuile
adjacente à t (en gris) est dans A= ∪ A2, contrairement à toutes les tuiles
adjacentes à t′.
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FIG. 3.19 – Le cas t2 ∈ L.
1. soit tx une tuile de T
+ ∪ L \ {t1}. Alors tx ∈ A2. Plus précisément, toute
géodésique de t1 à tx contient t2.
2. t3 ∈ A1 ∪A=
Preuve :
1. si tx ∈ L, alors la géodésique de tx à t1 est incluse dans L. Comme
la seule tuile de L adjacente à t1 est t2, tx ∈ A2. Donc L \ {t1} ⊆ A2.
Si tx ∈ T+, considérons un plus court chemin de t1 à tx. Supposons
que ce plus court chemin ne commence pas par (t1, t2, ...). Alors il
commence par (t1, t′, ...), avec t′ ∈ T−. Ainsi ce chemin contient une
tuile t′′ (différente de t1) qui est sur L, étant donné que tx ∈ T+. Le
lemme 3.2.1 implique que l’unique plus court chemin entre t1 et t′′
suit L, ce qui contredit l’hypothèse, et tx ∈ A2.
2. Il est évident que indL(t2, t3) = indLp(t2, t3) = 1/2. De plus, pour
3 ≤ i ≤ p− 1, ind
L+i
(t2, t3) = 1, et indL+
2
(t2, t3) ≥ 1/2. Ainsi, en consi-
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dérant l’ensemble B de toutes ces lignes, on obtient indB(t2, t3) ≥
p − 3 + 3 × 1/2. Ceci conduit à dist(t2, t3) ≥ p − 1 car dist(t2, t3) ≥
indB(t2, t3) et les distances sont entières. ¤
Lemme 3.2.9 Soit A1,=,hull = {t ∈ A1 ∪A=, deg(t) < 4}. Alors :
1. ∀t ∈ A1,=,hull, dist(t, t1) ≥ dist(t3, t1).
2. si dist(t, t1) = dist(t3, t1), alors t ∈ Lp.
Preuve : Cette preuve est similaire à celle du lemme 3.2.4, nous ne la don-
nons pas extensivement. ¤
Ce lemme implique en particulier que card(Xmin) ≤ 2, où Xmin est
défini comme précédemment. En effet, les élément tels que dist(t, t1) =
dist(t3, t1) étant dans Lp, les seuls pouvant appartenir à Xmin sont t3 et tLp .
Si card(Xmin) = 2, nous sommes dans un cas similaire à celui de la fi-
gure 3.18, et il existe un zonotope unitaire entre L et Lp. Le lemme 3.2.9
souligne le fait que L \ {t1} ∈ A2. Par construction dist(tLp , tL) = 2, c’est-
à-dire que dist(tLp , A2) = 2. De plus, avec les mêmes notations que précé-
demment, et en choisissant pour B l’ensemble {L−i |1 ≤ i ≤ p − 1} ∪ Lp,
nous obtenons indB(t3, tL) ≥ p − 1 + 1/2, car indLp(t3, tL) = 1/2 et ∀i,
ind
L−i
(t3, tL) = 1. De plus, p−1 ≥ 2 (sinon il n’y a qu’une tuile dans l’éven-
tail, et elle est adjacente à t1, t3, tL et tLp , et ce cas particulier a été exclus).
Alors dist(t3, A2) ≥ 3, étant donné que toutes les autres tuiles de A2 sont
plus éloignées de t3 que L (voir lemme3.2.8).
3.2.5 Algorithme de construction de la bordure
Nous avons à présent tous les ingrédients nécessaires à l’écriture d’un al-
gorithme qui construit la bordure du graphe d’adjacence d’un pavage de
2D-gone (algorithme 2).
Dans la situation de recherche d’éventail, nous faisons un parcours en
largeur d’abord dans A1, en commençant en t1, et sélectionnons les tuiles
les plus proches de t1 avec degré < 4. Ceci produit un ensemble de tuiles,
dont l’une est t3 dans la plupart des cas ; nous appelons ces sommets candi-
dats.
Dans le cas général, soit il n’y a qu’un candidat, et c’est t3, soit il y en a
plusieurs, et celui de degré minimal est t3.
L’étude précédente isole quelques cas particuliers :
– il peut n’y avoir qu’un candidat qui n’est pas t3 (voir lemme 3.2.7).
C’est le cas de la figure 3.17, et le candidat est tL. Alors il existe une
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tuile adjacente à la fois à t2 et au successeur de t1 sur le chemin de
t1 à tL. On peut alors effectuer un autre parcours en largeur d’abord
dans A1 \ L, car L est le chemin de t1 à tL.
– il peut y avoir deux candidats de degré minimal, l’un d’eux étant
alors t3. Deux cas sont possibles :
– si l’autre candidat est tLp , alors on est dans le cas de la figure 3.17
(après le parcours dans A1 \ L). Alors il existe un chemin de lon-
gueur 2 de tLp à tL, ce qui permet de retrouver t3. Ceci est égale-
ment le cas particulier du lemme 3.2.9, et le candidat à exclure est
celui qui est à distance 2 de A2.
– dans l’autre cas, le candidat est tL, et on est dans le cas de la fi-
gure 3.18. Alors il est possible de retrouver t3 dans l’arbre de re-
cherche induit par le parcours en largeur d’abord. Il suffit de com-
mencer en t1 et de choisir à chaque pas le successeur de degré 3
(c’est-à-dire celui qui a lui-même 2 successeurs). Des deux feuilles
obtenues, l’une a degré < 4, et c’est t3.
Ces remarques conduisent à la procédure suivante :
1. si t3 et t1 sont adjacents, alors le résultat est évident
2. si t1 et t2 sont adjacents, et que t1 a degré 2, alors t2 ∈ L. On ef-
fectue alors une recherche en largeur pour déterminer Xmin = {t ∈
A1,=, deg(t) < 4, dist(t, t1)minimal}. Nous avons alors les alterna-
tives suivantes :
(a) Xmin est réduit à un unique élément, et c’est t3
(b) Xmin a deux éléments. Alors, L et Lp sont parallèles, et le lemme
3.2.9 implique qu’il existe un unique t ∈ Xmin tel que
dist(t, A2) ≥ 3. Celui-ci est t3.
3. dans les autres cas, t2 ∈ T+. Nous effectuons un parcours en largeur
pour trouver Xmin = {t ∈ A1, deg(t) < 4, dist(t, t1)minimal}. Nous
avons les alternatives suivantes :
(a) Xmin a un unique élément t. Nous effectuons un test pour savoir
si cet élément est t3. Soit ttest le premier sommet sur le plus court
chemin de t1 à t trouvé lors du parcours en largeur.
i. si ∃t′ 6= t1 tel que t′ est adjacent à t2 et à ttest, alors t n’est pas
t3, et nous sommes dans le cas de la figure 3.18. Nous effec-
tuons un nouveau parcours en largeur pour trouverXmin2 =
{t ∈ A1 \ L, deg(t) < 4, dist(t, t1)minimal}. Alors Xmin2 a
deux éléments. L’un d’entre eux est à distance 2 de t, l’autre
est t3.
ii. sinon, t = t3.
(b) Xmin a deux éléments. Alors Xmin = {t3, tL}, et L,L′ et Lp sont
parallèles. Nous effectuons un test pour reconnaître t3. Soit t une
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tuile de Xmin et ttest la première tuile sur le plus court chemin
de t1 à t trouvé précédemment. S’il existe une tuile de A= ∪ A2
adjacente à ttest, alors t = tL, sinon t = t3.
Théorème 3.2.10 Etant donné le graphe d’adjacence d’un pavage de 2D-gone,
l’algorithme 2 calcule sa bordure en tempsO(m·n), où n est le nombre de sommets
du graphe, et m est la somme des multiplicités définissant le 2D-gone.
Preuve : La complexité de l’algorithme glouton est en O(m · n), puisqu’il
consiste uniquement à parcourir tous les sommets de degré au plus 3 et
effectuer des parcours en largeur dans le reste du graphe, où les sommets
ont degré 4. En commençant à l’origine, on suit uniquement des sommets
à distance 1 tant que possible. Les cas particuliers étant basés sur 1 ou 2
parcours en largeur peuvent également être traités en O(m ·n), ce qui est la
complexité de l’algorithme global. ¤
3.3 Construction des lignes de de Bruijn
Nous allons à présent montrer que, lorsque la bordure du graphe d’un
pavage de 2D-gone T est connue, alors on peut construire les lignes de
de Bruijn de T en calculant certains plus courts chemins dans le graphe.
En effet, la bordure est une connaissance de la succession des tuiles le
long du contour du pavage. Ainsi on peut trouver la j-ème tuile pour tout
j ∈ {1, ..., 2 · m}, où m est la somme des mutliplicités définissant le 2D-
gone. Nous prenons comme convention qu’une tuile ayant deux côtés sur
le contour (et qui correspond donc à un sommet de degré 2) est simulta-
nément la j-ème et la (j + 1)-ème tuile de la bordure ; de plus la première
tuile est l’origine v1 (ainsi l’origine v2 est la deuxième ou troisième, suivant
le degré de v1 et la multiplicité m1). De par la construction d’un pavage, on
peut aisément vérifier que la j-ème et la (j + m)-ème tuile sont extrémités
de lignes de la même famille de de Bruijn.
Les deux lemmes suivants montrent qu’en choisissant une tuile t sur
un côté du pavage et en calculant les plus courts chemins vers toutes les
tuiles sur côté opposé du pavage, on trouve la ligne de de Bruijn dont t est
extrémité, qui est le chemin de longueur minimale.
Remarquons d’ores et déjà que m peut être calculé facilement à partir
du graphe d’adjacence : on a m = 2T2 +T3, où T2 est le nombre de tuiles de
degré 2 et T3 le nombre de tuiles de degré 3.
Lemme 3.3.1 Soit T un pavage de 2D-gone, t et t′ deux tuiles de T , avec t sur le
côté i et t′ sur le côté i+D du 2D-gone. Ceci implique que t et t′ sont extrémités de
lignes de la i-ème famille. Soit Lt (respectivement Lt′) la ligne de la i-ème famille
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Algorithme 2: Construction de la bordure du graphe d’adjacence d’un
pavage de 2D-gone.
Entrée : G = (V, E, v1, v2) le graphe avec origines d’un pavage de
2D-gone.
Sortie : La bordure de G, B(G), sous forme d’une suite de sommets.
début
soit B l’ensemble des sommets de V de degré < 4;
t1 ← v2, t2 ← v1;
B ← plus court chemin(t2, t1) à l’exclusion de t1;
répéter
si ∃t ∈ B, t 6= t2, (t1, t) ∈ E alors
t3 ← t ; //cas 1. t1 et t3 sont adjacents
sinon
si (t1, t2) ∈ E et deg(t1) = 2 alors
Xmin = BFS(A1 ∪A=, t1) ; //cas 2. t2 ∈ L
si card(Xmin) = 1 alors
t3 ← Xmin ; //case (a)
sinon
soit t ∈ Xmin, dist(t, A2) ≥ 3 ; // cas 2(b)
t3 ← t;
sinon
Xmin = BFS(A1, t1) ; //cas 3
si card(Xmin) = 1 alors
soit ttest le premier sommet du chemin (t1, Xmin) ;
//cas 3(a)
si ∃t′ 6= t1 ∈ V, (ttest, t
′) ∈ E, (t1, t2) ∈
E et (t2, t
′) ∈ E alors
Xmin2 = BFS(A1 \ chemin(t1, Xmin), t1) ;
// cas 3(a)i.
t3 ← t, t ∈ Xmin2, dist(t,Xmin) ≥ 3;
sinon
t3 ← Xmin ; //cas 3(a)ii.
sinon
// cas 3(b);
soit t ∈ Xmin, et ttest le premier sommet du plus
court chemin (t1, t);
soit t′′ l’autre élément de Xmin;
si ∃t ∈ V, (t, ttest) ∈ E, t ∈ A= ∪ A2 alors t3 = t
′′
sinon t3 = t;
ajouter le plus court chemin (t1, t3) (excepté t3) à la fin de B;
t2 ← t1, t1 ← t3;
jusqu’à t3 = v1;
retourner(B);
fin
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contenant t (respectivement t′). Soit r le nombre de lignes de la i-ème famille qui
ne sont pas placées entre Lt et Lt′ . Alors dist(t, t
′) = m − r − 2 (où m est la
somme des multiplicités). Voir figure 3.20.
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FIG. 3.20 – Le cas général, et les valeurs associées à un chemin de t à t′.
Preuve : Nous considérons l’ensemble B de toutes les lignes de de Bruijn
excepté les r lignes de la i-ème famille qui ne sont pas entre Lt et Lt′ . Il y a
exactement m lignes de de Bruijn dans le pavage, donc m − r d’entre elles
sont prises en compte. Deux lignes se coupent en chacune des tuiles t et t′.
Donc dans le pire cas il y a quatre lignes pour lesquelles ind(t, t′) = 1/2.
Toutes les autres lignes doivent être coupées pour aller de t à t′ donc leurs
indices valent 1, et il y am−(r+4) telles lignes. On obtient ainsi indB(t, t′) =
(m − (r + 4)) × 1 + 4 × 1/2 = m − r − 2, d’où dist(t, t′) ≥ m − r − 2. Par
conséquent la longueur du chemin est au moins m− r − 2.
Soit à présent L′ la ligne de de Bruijn qui coupe Lt en t, et considérons
le chemin consistant à suivre L′ de t jusqu’à son intersection avec Lt′ , puis
à suivre Lt′ jusqu’à atteindre t′. A chaque pas de ce chemin on quitte une
ligne de l’ensemble précédent et on en atteint une autre, ce qui implique
que ce chemin a pour longueur m− r − 2. D’où le lemme. ¤
Lemme 3.3.2 Soit T un pavage, t et t′ deux tuiles extrémités d’une ligne de
de Bruijn L, et t′′ une tuile telle qu’il existe un éventail entre t′ et t′′. Alors
dist(t, t′) ≤ dist(t, t′′). Voir figure 3.21.
Preuve : Soit (t = t0, t1, ..., tr = t′) le chemin induit par L commençant en t.
Pour tout entier i tel que 1 ≤ i < r, soitLi la ligne de de Bruijn coupantL en
ti, et bi la valeur 1 si i 6= 0 et b0 = 1/2. Remarquons que indLi(t, t
′′) = bi si t′′
n’est pas sur Li et indLi(t, t
′′) = bi−1/2 si t′′ est sur Li. Alors, en choisissant
pour B l’ensemble des lignes Li, nous obtenons indB(t, t′′) ≥
∑r
i=0 br − 1,
car t′′ est sur au plus deux lignes Li. Ainsi, indB(t, t′′) ≥ r − 1/2. De plus,
dist(t, t′′) ≥ indB(t, t
′′) ≥ dist(t, t′)−1/2, ce qui donne le résultat, dist(t, t′′)
étant un entier. ¤
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FIG. 3.21 – La position des tuiles correspondant au lemme 3.3.2.
Nous avons alors un critère pour retrouver les extrémités de chaque
ligne de de Bruijn. En prenant une tuile t1 et la tuile t2 placée sur le côté
opposé à t1 (c’est-à-dire que t1 est à la α-ème position dans la bordure, et t2
à la (α + m)-ème position, m étant la somme des multiplicités), on a deux
extrémités de lignes d’une même famille. Si de plus on sait que la (α − 1)-
ème position n’est pas sur le même côté que la α-ème, alors on peut calculer
le plus court chemin de t1 à t2.
Nous considérons la tuile t3 placée après t2 dans la bordure. Si t3 est
dans la même famille que t2, alors dist(t1, t3) = dist(t1, t2)−1. Dans l’autre
cas, dist(t1, t3) ≥ dist(t1, t2). Ceci fournit un critère algorithmique pour re-
connaître les lignes de de Bruijn.
Dans cette situation, l’algorithme construit les lignes de de Bruijn comme
suit :
Il calcule tout d’abord dist(t1, t2). Puis, il se déplace de t2 vers son suc-
cesseur dans la bordure, disons t3, et calcule dist(t1, t3). Si dist(t1, t3) =
dist(t1, t2)− 1, alors on est toujours dans la même famille de de Bruijn. On
continue ainsi jusqu’à ce que dist(t1, ti) ≥ dist(t1, ti−1), où ti est le (i − 2)-
ème successeur de t2 dans la bordure. A ce point, on sait que t2, ..., ti−1
sont les extrémités de lignes de la même famille que t1. Alors, les lignes
de de Bruijn sont les plus courts chemins entre successivement (t1, ti−1),
(t′1, ti−2),..., (t
(i−3)
1 , t2), où les t
′
i sont les successeurs de t1 sur la bordure.
Ceci permet de calculer une famille de de Bruijn en entier, et en réité-
rant le processus pour chaque famille de de Bruijn, on obtient le pavage en
entier. Ces remarques conduisent directement au théorème suivant.
Théorème 3.3.3 Etant donné le graphe avec origines d’un pavage de zonotope de
dimension 2 T et sa bordure, l’algorithme 3 calcule le graphe de de Bruijn de T
en temps O(m.n), où n est le nombre de sommets du graphe, et m la somme des
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multiplicités définissant le zonotope.
En partant du graphe avec origines d’un pavage de 2D-gone T , il est
clair que l’on peut construire un pavage équivalent à T en calculant la bor-
dure du graphe par l’algorithme 2, puis le graphe de de Bruijn par l’algo-
rithme 3, et obtenir finalement le pavage par l’algorithme 1. Nous pouvons
donc combiner les théorèmes 3.1.1, 3.2.10 et 3.3.3 pour obtenir :
Théorème 3.3.4 Etant donné le graphe avec origines d’un pavage de 2D-gone T ,
il existe un algorithme qui construit un pavage équivalent à T en temps O(m.n),
où n est le nombre de tuiles etm la somme des multiplicités des vecteurs définissant
le 2D-gone.
Ce résultat non seulement donne un moyen simple et efficace de coder
et manipuler les pavages de 2D-gones, mais également clarifie la relation
existant entre le graphe d’adjacence avec origines et le pavage lui-même.
En particulier, il prouve que, bien qu’il n’y ait pas de bijection entre les
graphes d’adjacence et les pavages, le graphe d’adjacence contient presque
toute l’information sur le pavage.
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Algorithme 3:Construction du graphe de de Bruijn d’un pavage de 2D-
gone à partir de son graphe avec origines.
Entrée : G = (V, E, v1, v2) le graphe avec origines d’un pavage de
2D-gone T et B(G) sa bordure.
Sortie : G′ = (V, E, λ, ν), le graphe de de Bruijn de T .
début
i ← 1 ; //calcul de m = taille(B)/2
pour chaque x ∈ B(G) faire
si deg(x) < 4 alors
B[i] ← x, i ← i + 1;
si deg(x) = 2 alors
B[i] ← x, i ← i + 1;
α ← 1 ;
répéter
β ← α + ⌊taille(B)/2⌋ ;
//α, β : indices des extrémités
dist[0] ← distance(B[α], B[β]);
currentpath← plus court chemin (B[α], B[β]);
endfamily ← faux ; //currentpath contient le
dernier chemin calculé
l ← 0 ; // boucle pour calculer la taille l
d’une famille de de Bruijn
tant que endfamily=faux et β + l < taille(B) faire
l ← l + 1;
tmp← plus court chemin(B[α], B[β + l]);
dist[l] ← distance(B[α], B[β + l]);
si dist[l] < dist[l − 1] alors
currentpath← tmp
sinon
endfamily← vrai
//calcul des lignes de la famille courante
pour chaque sommet v de currentpath faire
λ(v) ← λ(v) ∪ {α};
l ← l − 2 ; α ← α + 1;
tant que l ≥ 0 faire
construire le plus court chemin entre B[α] et B[β + l];
pour chaque sommet v du chemin faire
λ(v) ← λ(v) ∪ {α};
l ← l − 1 ; α ← α + 1;
jusqu’à α > ⌊taille(B)/2⌋;
retourner (V, E, λ, v1);
fin
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Chapitre 4
Décomposition d’un pavage
L’étude va se tourner maintenant sur la structure d’un pavage en toute
dimension, et certaines remarques nous amèneront par la suite à considérer
les structurations possibles de l’ensemble des pavages d’un zonotope.
Nous présentons dans un premier temps un nouveau codage d’un pa-
vage, basé cette fois sur l’opération de suppression. Nous verrons par la
suite comment les caractéristiques de ce codage permettent d’envisager un
autre type de représentation indépendante de la dimension.
L’opération de suppression est une autre vision d’un outil classique en
théorie des matroïdes orientés (voir par exemple [CF93, BVS+99, BdO00,
FF02]). Le lien entre pavages de zonotopes et matroïdes orientés a été établi
en 1989 par Jochen Bohne et Andreas Dress (pour plus de détails, voir par
exemple [RGZ94]).
4.1 Suppressions
Soit T un pavage d’un zonotope Z, et S{vi,j} une section de de Bruijn
de T . On peut alors supprimer les tuiles de S{vi,j} et translater les tuiles
de T+{vi,j} par le vecteur −vi. Pour D > d, la configuration obtenue est un
pavage de Z ′ = (V, M ′) oùM ′ est défini parm′i = mi−1 et ∀k 6= i, m
′
k = mk
(dans le cas oùmi = 1,Z ′ = (V ′,M ′), où V ′ etM ′ sont obtenus en retirant la
i-ème composante respectivement de V et M ). Cette opération est appelée
suppression.
On notera D{vi,j}(T ) le pavage résultant de la suppression de S{vi,j}, et
pour toute tuile t de T on poseD{vi,j}(t) = t si t ∈ T
−
{vi,j}
etD{vi,j}(t) = t−vi
si t ∈ T+{vi,j}.
Pour la consistance, les sections de de Bruijn de D{vi,j}(T ) dirigées sui-
vant vi sont supposées numérotées 1, 2, ..., j−1, j +1, ..., mi. De cette façon,
t est dans la même section de de Bruijn avant et après suppression. Nous
avons aussi besoin de cette convention pour la proposition suivante, dans
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le cas où vi = vk, et qui établit la commutativité des suppressions.
Proposition 4.1.1 (commutativité des suppressions) Soient T un pavage d’un
zonotopeZ, et deux suppressionsD{vi,j} etD{vk,l}. Alors on aD{vi,j}(D{vk,l}(T )) =
D{vk,l}(D{vi,j}(T )) (voir figure 4.1).
FIG. 4.1 – La commutativité de deux suppressions
Preuve : Le pavage T peut être partitionné en les cinq parties ci-dessous :
• T−{vi,j}∩T
−
{vk,l}
: les tuiles de cette partie ne sont pas déplacées pendant
les deux suppressions, quel qu’en soit l’ordre
• T+{vi,j} ∩ T
−
{vk,l}
: les tuiles de cette partie sont translatées de −vi quel
que soit l’ordre des suppressions
• T−{vi,j} ∩ T
+
{vk,l}
: les tuiles de cette partie sont translatées de −vk quel
que soit l’ordre des suppressions
• T+{vi,j} ∩T
+
{vk,l}
: les tuiles de cette partie sont translatées de−(vi + vk)
quel que soit l’ordre des suppressions
• S{vi,j}∪S{vk,l} : les tuiles de cette partie sont supprimées quel que soit
l’ordre des suppressions.
Donc l’ordre des suppressions ne change rien pour le résultat, d’où la com-
mutativité. ¤
T étant supposé de taille s, un pavage obtenu de T par une suite de p
suppressions est appelé un (s− p)-mineur de T . Les paires {vi, j} peuvent
être totalement ordonnées (lexicographiquement, par exemple). Ainsi, les
ensembles de p éléments de type {vi, j}, c’est-à-dire les ensembles de la
forme {{vi1 , j1}, {vi2 , j2}, ..., {vip , jp}} peuvent être totalement ordonnés. Donc
les (s − p)-mineurs peuvent également être totalement ordonnés. La suite
des (s-p)-mineurs de T est donnée par cet ordre.
Proposition 4.1.2 Pour s ≥ d + 2, tout pavage est déterminé par la suite de ses
(d− 1)-mineurs. Voir figure 4.2
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Preuve : Soient Z un zonotope de taille s et T un de ses pavages. Re-
marquons qu’il est possible de calculer la suite des (d − 2)-mineurs de T à
partir de ses (d− 1)-mineurs.
Soient {vi, j} et {vk, l} deux paires distinctes, D1 et D2 les suppressions
qui leur sont respectivement associées, et D1,2 la double suppression. Pour
toute tuile t′ deD1,2(T ) on peut déterminer les tuiles t1 telle que t1 ∈ D1(T )
et D2(t1) = t′, et t2 telle que t2 ∈ D2(T ) et D1(t2) = t′. Il existe une paire
(ε1, ε2) de {0, 1}2 telle que t′ = t1 − ε1vk et t′ = t2 − ε2vi.
Soit t0 la tuile telle que t1 = D1(t0), La commutativité induit que l’on a
aussi t2 = D2(t0), de façon à ce que t′ = D2(D1(t0)). On a nécessairement
t′ = t0 − ε2vi − ε1vk. En effet, il existe donc une paire (ε3, ε4) de {0, 1}2
telle que t1 = t0 − ε3vi et t2 = t0 − ε4vk. Donc t′ = t0 − ε3vi − ε1vk et
t′ = t0 − ε4vk − ε2vi. Ceci implique que ε3 = ε2 et ε3 = ε2 (ceci est évident
pour vj 6= vk. Pour vj = vk, on obtient ce résultat par une étude des trois cas
possibles de position de t0 par rapport aux sections de Bruijn considérées).
En d’autres termes, on peut calculer t0 à partir du triplet (t′, t1, t2). Ceci
donne le résultat, car pour toute tuile t0 de T , il existe deux paires distinctes
{vi, j} et {vi′ , j′} telles que t0 ne soit pas dans S{vi,j} ∪ S{vi′ ,j′} (ce qui pro-
vient de l’hypothèse s ≥ d + 2). On peut donc retrouver toutes les tuiles de
T. ¤
t’
1
2
1
2
0t
12 tt
T
1,2D
D
D
D
D
FIG. 4.2 – Preuve de la proposition 4.1.2, calcul des positions de t0
Remarquons que ce résultat est faux pour s = d+1. Dans ce cas, chaque
d-mineur est réduit à une tuile, donc toutes les informations sur l’arrange-
ment de tuiles sont perdues.
En itérant la preuve pour les (s− 1)-suppressions, on obtient le résultat
suivant comme corollaire de la proposition 4.1.2 (voir figure 4.3).
Corollaire 4.1.3 Soit s′ un entier tel que d + 1 ≤ s′ ≤ s. En supposant s ≥
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11’411’311’2 123
1234 1’23411’3411’2411’23
124 134 1’23 1’24 1’34 234
11’234
FIG. 4.3 – L’ensemble des mineurs d’un pavage de taille 4 avec 1 vecteur de
multiplicité 2.
d + 2, tout pavage T d’un s-zonotope est défini par la suite de ses s′-mineurs. En
particulier, ce résultat s’applique pour les (d + 1)-mineurs.
Preuve : directe, par induction de la preuve de la proposition précédente.¤
4.2 Codage basé sur les suppressions
Notons qu’il existe deux types de (d+1)-mineurs : ceux de codimension
0 (un des vecteurs est dupliqué), dits bloqués, et ceux de codimension 1,
dits libres, qui sont des pavages de zonotopes unitaires. Seuls les mineurs
libres contiennent de l’information nécessaire pour reconstruire le pavage
T . Cette information peut être réduite à un unique bit codant le fait que
le mineur est en position haute ou basse dans T . Ceci donne un codage
des pavages de zonotopes par un mot sur l’alphabet {0, 1} de longueur∑
1≤i1<i2<...<id+1≤D
mi1mi2 ...mid+1 (voir Figure 4.4).
On peut pour obtenir cela ordonner les mineurs par ordre lexicogra-
phique des indices des vecteurs définissant chaque mineur.
Il est clair que tout mot sur {0, 1} (de taille correcte) ne code pas un pa-
vage, on a des interactions entre mineurs, qui conduisent à des problèmes
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d’incompatibilité de position de mineurs dans un même pavage. Ceci amè-
nera au théorème de reconstruction, qui caractérise les mots effectivement
codant, en testant la compatibilité des positions des mineurs, donc des bits
correspondant.
0
v4
v3
v2
v1
D{v1}=234
1
D{v2}=134
0
D{v3}=124
1D{v4}=123
0 110
FIG. 4.4 – Gauche : les positions basses ; Droite : les mots codant deux pa-
vages
4.3 Théorème de reconstruction
Nous nous intéressons au problème suivant : étant donnés un zonotope
Z et une suite de (d + 1)-pavages (avec une cardinalité et des vecteurs bien
choisis), existe-t-il un pavage T de Z dont la suite donnée est la suite des
(d + 1)-mineurs ? Autrement dit, existe-t-il un pavage T codé par la suite
de (d + 1)-mineurs donnée ?
Ce problème peut bien sûr être résolu en reconstruisant les (d + 2)-
mineurs potentiels (c’est-à-dire en supposant que l’on est dans le cas d’un
mot codant un pavage), puis les (d + 3)-mineurs, et ainsi de suite. S’il y a
contradiction pendant le processus, la reconstruction est impossible, sinon
on obtient le pavage cherché. Cependant, la proposition suivante indique
que la première étape du processus est suffisante pour obtenir la réponse.
Proposition 4.3.1 Soit (Zm)m une suite de pavages de codimension 1. Il existe
un pavage T d’un zonotope dont la suite de (d+1)-mineurs est exactement (Zm)m
si et seulement si les (d+2)-mineurs sont compatibles, c’est-à-dire qu’ils peuvent
être reconstruits correctement.
Preuve : Nous faisons la preuve par induction sur la taille s du zono-
tope. Le cas s = d + 2 est évident.
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Soit s > d + 2. Considérons la sous-suite formée des (d + 1)-pavages où
les tuiles de la section de de Bruijn (potentielle){vD, mD} n’apparaissent
pas (ceci correspond à l’hypothèse que la suppressionD{vD,mD} a été faite).
Cette suite est, par hypothèse, la suite de (d + 1)-mineurs d’un pavage T ′
de taille s− 1.
De plus, pour toute tuile t de T ′, il existe un (d + 1)-pavage Tt contenant
t ainsi que d tuiles de la section de de Bruijn {vD,mD}. Donc on peut at-
tribuer un signe + ou − à t, qui correspond à sa position par rapport à
S{vD,mD} (on assigne + si la hauteur suivant D de t vaut 1, − si elle vaut 0).
Soient donc T ′+ l’ensemble des tuiles de T ′ marquées + et T ′− l’ensemble
des tuiles de T ′ marquées − (voir figure 4.5).
Nous considérons à présent une droite l de vecteur directeur vD. Nous dé-
montrons le résultat suivant : si on suit l dans l’orientation de vD, alors on
rencontre d’abord des tuiles marquées −, puis des tuiles marquées +. Ceci
signifie que T ′+ et T ′− sont convexes suivant vD, donc que la section de de
Bruijn {vD,mD} peut être insérée correctement dans T ′, pour résulter en le
pavage T cherché (voir figure 4.6).
Deux cas sont possibles :
• l ne rencontre dans le pavage aucune face de dimension inférieure à
d − 1. Soient alors deux tuiles t1 et t2 de T ′, qui ont une facette en
commun, et telles que t2 suit t1dans la suite de tuiles traversées par l
dans le sens de vD. Alors il existe un (d + 2)-mineur Td+2 contenant
des tuiles de {vD,mD} ainsi que t1 et t2. Il y a 4 attributions possibles
de signes + et − aux tuiles t1 et t2. Alors l’attribution + pour t1 et −
pour t2 est impossible, sinon la tuile de type {τ}∪{vD}, où τ désigne
l’ensemble des vecteurs communs à t1 et t2, ne peut être placée dans
le mineur Td+2 (voir Figure 4.5).
2
T
T
t
t
+
−
v
D
+
+ +
+
−
−
−
−
1
FIG. 4.5 – Les attributions de signes pour 3 tuiles. Remarquons l’attribution
interdite
• l coupe une face f de dimension inférieure à d−1. Alors il existe deux
tuiles t1 et t2 satisfaisant aux hypothèses du cas précédent, mais ne
partageant que la face f . Il existe une ligne l′, proche de l, qui satisfait
aux hypothèses du cas précédent, et qui traverse t1et t2 (cependant
t1 et t2 ne sont pas nécessairement consécutives sur l′, voir figure).
Alors l’attribution + pour t1 et − pour t2 est impossible.
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l
21t
t
l’
FIG. 4.6 – La ligne l coupant un sommet, et sa ligne dérivée l′
Ainsi T ′+ et T ′− sont cohérents (convexes) par rapport à {vD,mD}, ce qui
permet de translater T ′+ de vD, et d’insérer la section de de Bruijn S{vD,mD}.
Le pavage obtenu T , tel que T ′+ = T+{vD,mD} et T
′− = T−{vD,mD}, est le pa-
vage cherché, ce qui termine la preuve. ¤
Le théorème de reconstruction peut être représenté par la figure 4.7.
L’idée est que l’ensemble des mineurs est compatibles (donc code un pa-
vage) si la première étape du processus peut être effectuée sans incompati-
bilité.
d+1
étape 1
étape 2
étape D−3
D−1
D
d+2
FIG. 4.7 – Schéma d’un processus de reconstruction.
De ce chapitre il résulte que les pavages de zonotopes sont détermi-
nés par leurs mineurs de taille d + 1. Nous allons voir dans ce qui suit les
propriétés d’une représentation des pavages par leurs mineurs dans le cas
particulier de la codimension 2.
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Nous obtenons une caractérisation des mots codant effectivement un
pavage en toute dimension. Cependant, pour mieux comprendre la struc-
ture de l’ensemble des pavages et étudier plus précisément ses caractéris-
tiques, on doit trouver une représentation quimet en exergue les contraintes
entre les (d+1)-mineurs. Ceci est fait dans le chapitre suivant pour le cas de
codimension 1, et dans le chapitre 6 pour la codimension 2. Nous verrons
par la suite les difficultés liées aux codimensions supérieures.
Chapitre 5
Structure de l’espace des
pavages en codimension 1
Nous présentons dans ce chapitre les résultats permettant de structu-
rer l’espace des pavages dans le cas de codimension 1. Dans le plan, ceci
correspond à l’exemple désormais classique des pavages d’hexagones par
3 types de losanges sur la grille triangulaire. Ceux-ci se représentent de fa-
çon naturelle par des empilements de cubes, ce qui amène à une structure
de treillis distributif de manière directe. Nous allons voir cependant com-
ment cette représentation se généralise en dimensions supérieures.
Ce travail généralise les résultats classiques en dimension 2 [Rém03]. Il
étend et replace dans un cadre plus général les résultats de [LMN01, BL03].
5.1 Définitions structurelles
Nous rappelons dans cette partie les définitions liées à la théorie des
ordres et aux treillis. Nous renvoyons le lecteur à [DP90] pour plus de pré-
cisions.
Définition 11 (ensemble ordonné) Un ensemble ordonné est un coupleP =
(E,≤) où E est un ensemble et≤ un ordre sur E, c’est-à-dire une relation binaire
définie sur E, qui est réflexive, antisymmétrique et transitive. On note indifférem-
ment x ∈ E ou x ∈ P .
Notons que dans le cas général, un ordre peut comporter des éléments
incomparables, c’est-à-dire des éléments x et y de E tels que l’on n’ait ni
x ≤ y ni y ≤ x. S’il n’y a aucun couple d’éléments incomparables, l’ordre
est total. C’est par exemple le cas de l’ordre naturel sur les entiers.
Définition 12 (relation de couverture) Soient x et y deux éléments de P . On
dit que y couvre x, et on note x ≺ y, le fait que x < y et qu’il n’existe pas
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d’élément z ∈ P tel que x < z < y. Cette relation sur P est antisymétrique et
transitive.
Notons que l’ordre ≤ de P est obtenu en effectuant la cloture transi-
tive et réflexive de ≺. Tout ordre est ainsi représentable par sa relation de
couverture. Cette représentation s’appelle le diagramme de Hasse. Le dia-
gramme de Hasse représente chaque élément de l’ensemble par un point
de sorte que x est au-dessous de y si x < y et de plus x et y sont liés par un
segment si x ≺ y. Voir figure 5.1.
Définition 13 (infimum, supremum, treillis) Soient x et y deux éléments d’un
ordre P . Si l’ensemble des éléments plus petits que x et y a un unique élément
maximal, on appelle cet élément l’infimum de x et y, et on le note x ∧ y. De façon
similaire, on définit, s’il existe, le supremum de x et y comme l’unique élément
minimal de l’ensemble des éléments plus grands que x et y, que l’on note x ∨ y. Si
dans P tout couple (x, y) a un supremum et un infimum, alors P est un treillis.
Définition 14 (treillis distributif) Un treillis L est distributif si chacune des
opérations ∨ et ∧ sont distributives l’une par rapport à l’autre, c’est-à-dire :
• ∀x, y, z ∈ L x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z)
• ∀x, y, z ∈ L x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z)
Un exemple classique de treillis distributif est le treillis des sous-ensem-
bles d’un ensemble ordonné par inclusion. Voir figure 5.1.
La propriété de distributivité induit de nombreux résultats forts (voir
par exemple [Ber99, Lat00, Lat01]).
5.2 Fonctions de hauteur
Nous reprenons ici les définitions du chapitre 2, et explicitons les pro-
priétés des pavages de codimension 1 en parallèle avec celles des fonctions
de hauteur associées. Dans tout ce chapitre, nous considérerons des hau-
teurs canoniques.
5.2.1 Réduction à la grille
Une première façon d’aborder le problème, et la plus classique, est de
trouver une représentation telle que les points du pavage sont tous situés
sur la grille carrée de dimension d. Ce cas est notamment étudié dans [BL03].
On considère une suite de vecteurs (v1, ..., vd, vd+1) non dégénérée. On
a une égalité du type vd+1 = α1v1 + ... + αdvd, puisque par définition l’en-
semble des vecteurs est tel que tout sous-ensemble de taille d est une base
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1234
abc
bcacab
cba
1 2 3 4
12 13 14 23 24 34
123 124 134 234
FIG. 5.1 – Diagrammes de Hasse du treillis des sous-ensembles de {a, b, c}
et de {1, 2, 3, 4}.
de Rd.
En posant ei = −αivi et ed+1 = vd+1, on obtient l’égalité ed+1 = −e1 −
e2...− ed. Les transformations élémentaires définies au chapitre 2 nous per-
mettent d’étudier seulement les pavages construits à partir de la suite de
vecteurs (e1, ..., ed+1).
Etant donné un hypercube de dimension d défini par e1, ..., ed, le vecteur
ed+1 correspond ici à la diagonale reliant le point e1+e2+ ...+ed et l’origine
de l’hypercube (voir figure 5.2 pour un exemple en dimension 3).
e
4e
3
2
1
e
e
FIG. 5.2 – Exemple d’hypercube en dimension d, et un exemple de cycle en
trait plein.
Pour la suite, nous nous concentrons sur ce cas précis. De plus, on se
place dans le cas d’un support S est homéomorphe à un disque. Le sup-
port étant simplement connexe, la notion de hauteur s’étend naturellement.
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Nous considérons le réseau induit par ces vecteurs. Les points du ré-
seau sont les points de Zd, et deux points v1 et v2 sont reliés par une arête
si on peut écrire v1 = v2 + ei ou v2 = v1 + ei pour un i donné.
Avec les définitions données, on remarque que tout rhomboèdre a une
unique arête liant deux sommets opposés. Réciproquement, à toute arête
du réseau, on peut associer un unique rhomboèdre traversée par cette arête.
Dans ce cas de figure, on dit de qu’une telle arête est l’arc centrale du rhom-
boèdre.
On utilise la hauteur principale canonique par rapport aux {ei}i=1,...,d+1.
Nous rappelons quelques propriétés fondamentales énoncées au cha-
pitre 2 :
La hauteur d’un point du contour du support ne dépend pas du pa-
vage. La hauteur d’un point intérieur au pavage est bien définie, la simple
connexité du support assure cette propriété.
Rhomboèdre et hauteur
Un rhomboèdre dans ce cas est construit sur d vecteurs parmi les d + 1
définissant le support. Il a donc la structure d’un hypercube de dimension
d, et comprend comme vu ci-dessus une arête centrale.
Etant donné que les ei satisfont l’égalité
∑d
i=1 ei = 0, la notion d’arc
central est totalement symétrique. Ainsi les fonctions de hauteur autour
d’un rhomboèdre sont telles que étant donnés deux sommets v et v′ tels
que v′ = v + ei, deux cas sont possibles. Soit T un pavage :
• soit la différence de hauteur hT (v′)− h− T (v) vaut 1, et l’arête [v, v′]
est une arète du bord d’un rhomboèdre de T
• soit hT (v′)− hT (v) vaut −d, et [v, v′] est l’arête centrale d’un rhombo-
èdre de T .
En effet, soit C un cycle (v0, v1, v2, ..., vd+1 = v0) (voir figure 5.3) tel que,
il existe une permutation pi des n+1 premiers entiers positifs telle que pour
tout i on ait vi+1 = vi + epi(i). Dans la suite, on note ci = epi(i).
Alors, C étant un cycle, la somme des différences hT (vi+1) − hT (vi) de
hauteurs sur tous les arcs ci vaut 0. Comme C comprend d + 1 arcs, l’un
d’entre eux est tel que la différence de hauteur entre ses extrémités est−d et
tous les autres 1. Ainsi tout cycle de longueur d+1 et dont tous les arcs sont
différents contient un unique arc de valeur −d. Considérant cet arc c, tous
les cycles possibles remplissant ces conditions et comprenant c forment un
hypercube de dimension d dont c est l’arc central (voir figure 5.2).
Ceci implique qu’une arête (v, v′) telle que |h(v)− h(v′)| = d définit un
rhomboèdre de dimension d, dont elle est l’arête centrale. On a une bijec-
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tion entre rhomboèdres et arêtes centrales.
c
d+1
i
2
1
c
c
c
FIG. 5.3 – Le cycle C, et la numérotation des arêtes.
Ayant étudié la structure d’un rhomboèdre particulier, nous pouvons
caractériser les pavages en termes des propriétés des fonctions de hauteurs
correspondantes.
Proposition 5.2.1 Soit (T, T ′) une paire de pavages d’un support S, hT et hT ′
les hauteurs associées. Si pour tout sommet hT (v) = hT ′(v), alors T = T
′.
Preuve : Soit (v, v′) une paire de sommets de S tels que v′ = v + ei pour un
i fixé. On a deux cas possibles :
• si l’arête [v, v′] ne coupe aucune tuile de T , alors hT (v′) = hT (v) + 1
• sinon, [v, v′] est l’arête central d’une tuile de T , et hT (v′) = hT (v)− d
(en suivant le contour de la tuile)
Ainsi, le pavage T est formé de tuiles dont l’axe central est une arête
[v, v′] tel que |hT (v′)− hT (v)| = d.
Le même argument s’applique à T ′, donc T = T ′. ¤
Proposition 5.2.2 Soit f une fonction de l’ensemble des sommets de S dans Z
vérifiant les propriétés suivantes :
• f(v0) = 0, où v0 est l’origine du support S
• pour toute paire (v, v′) de sommets de S voisins tels que v′ = v + ei pour i
fixé, on a soit f(v′) = f(v) + 1, soit f(v′) = f(v)− d
• si de plus l’arête [v, v′] est sur le bord de S, alors f(v′) = f(v) + 1
Alors il existe un pavage T tel que f(v) = hT (v) pour tout sommet v de S.
Preuve : Soit T l’ensemble des tuiles dont les arêtes centrales sont celles
dont les hauteurs des extrémités diffèrent de d. Alors nous avons les pro-
priétés suivantes :
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• T couvre toutes les arêtes de S. En effet, d’après les propriétés des
rhomboèdres, toute arête (v, v′) de S appartient à un cycle C conte-
nant d + 1 arêtes toutes différentes. Ainsi le cycle considéré contient
une arête dont les hauteurs des extrémités diffèrent de d, et tout le
cycle appartient la une tuile de T dont l’arc central est l’arête mise en
evidence. .
• T est tel que les intérieurs des tuiles sont disjoints. En effet, soit un
cycle C de d + 1 arêtes contenant une arête dont les hauteurs des ex-
trémités diffèrent de d. Par définition de la hauteur, la somme des dif-
férences de hauteurs sur C vaut 0, et comme la différence sur une arête
en sens direct ne peut valoir que 1 ou −d, il ne peut y avoir d’autre
arête de valeur −d dans le cycle. Ainsi aucune arête du contour du
rhomboèdre n’est l’arête centrale d’une autre tuile, et les intérieurs
des tuiles sont disjoints.
• f(v) = hT (v) en tout sommet de S. La vérification est triviale.
¤
5.2.2 Le treillis des pavages
Les fonctions de hauteur, comme vu précédemment, induisent un ordre
canonique sur l’ensemble des pavages d’un support S homéomorphe à un
cercle. Etant donnée une paire (T, T ′) de pavages de S, on dit que T ≤ T ′
si et seulement si hT (v) ≤ hT ′(v) en tout sommet v de S.
Lemme 5.2.3 Soit (T, T ′) une paire de pavages de S. Pour tout sommet v de S,
la différence hT (v)− hT ′(v) est un multiple de d + 1.
Preuve : On rappelle que pour toute paire (v, v′) de sommets de S voisins
telle que l’arc (v, v′) est direct, on a f(v′) = f(v) + 1 ou f(v′) = f(v) − d.
Alors, si le résultat est vrai pour v, il l’est pour v′, et réciproquement. Ceci
induit le lemme, en remarquant que hT (v0) − hT ′(v0) = 0, qui est multiple
de d + 1. ¤
Proposition 5.2.4 Soient T, T ′ deux pavages de S. Les fonctions :
• ∀x f(x) = min(hT (x), hT ′(x))
• ∀x f ′(x) = max(hT (x), hT ′(x))
sont également fonctions de hauteurs de deux pavages.
Preuve : Nous faisons la preuve pour f en utilisant la proposition 5.2.2 (la
preuve pour f ′ est similaire).
La première contrainte, ainsi que la dernière, sont évidemment satis-
faites.
Soit une paire (v, v′) de sommets de S voisins, telle que l’arc (v, v′) soit
direct. Supposons que hT (v) < hT ′(v). Alors d’après le lemme précédent,
5.2. FONCTIONS DE HAUTEUR 77
nous avons hT (v) ≤ hT ′(v)−(d+1). De plus, hT (v′) ≤ hT (v)+1 et hT ′(v′) ≥
hT ′(v)− d. Donc :
hT (v
′) ≤ hT (v)+1 ≤ hT ′(v)−(d+1)+1 ≤ HT ′(v
′)+d−(d+1)+1 = hT ′(v
′)
Ceci montre que, si hT (v) < hT ′(v), alors f(v′) = hT (v′). D’autre part
f(v) = hT (v), donc f(v′)−f(v) = hT (v′)−hT (v), ce qui garantit la seconde
contrainte de la proposition 5.2.2.
Les cas hT (v) > hT ′(v) et hT (v) = hT ′(v) se traitent de façon similaire.¤
Corollaire 5.2.5 L’ordre défini ci-dessus induit une structure de treillis distribu-
tif sur l’ensemble des pavages de S.
Preuve : Conséquence directe de la proposition précédente. ¤
5.2.3 Treillis et flips
Soit T un pavage de S. Un maximum local (respectivement minimum
local) de hT est un sommet intérieur v de S tel que pour chaque voisin v′
de v hT (v′) < hT (v) (respectivement hT (v′) > hT (v)).
Proposition 5.2.6 Un sommet intérieur v de S est un extremum local de hT si
et seulement si v est le centre d’un zonotope unitaire de taille d + 1 recouvert par
d + 1 tuiles adjacentes 2 à 2.
Preuve : Si v est v est le centre d’un zonotope unitaire de taille d + 1 re-
couvert par d+1 tuiles adjacentes 2 à 2, alors une vérification facile montre
que une hauteur de v est un extremum local de hT .
Réciproquement, soit v un maximum local (la preuve est similaire pour
un minimum local). Soit [v, v′] une arête telle que v = v′ + ei. Alors on a né-
cessairement hT (v′) = hT (v′)− d. Cette arête est l’arête centrale d’une tuile
ti. Les d+1 tuiles ti sont deux a deux adjacentes. Ce qui donne le résultat.¤
Ainsi, un flip est le remplacement de d +1 tuiles (définies par leur arête
centrale) par d+1 autres tuiles telles que toutes les arêtes centrales ont pour
extrémité un sommet v du pavage.
Etant donnés deux pavages T et Tv séparés par un flip autour d’un
sommet v, tout chemin suivant les arêtes du pavages dans T peut être
modifié pour donner un chemin de Tv ayant même propriété en chan-
geant uniquement la dernière arête. On a ainsi |hT (v) − hTv(v)| = d + 1.
Si hTv(v) = hT (v) + d + 1, alors le flip est montant (un minimum local est
changé en maximum local), sinon le flip est descendant (un maximum local
est changé en minimum local).
Ceci permet les applications suivantes.
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5.2.4 Applications
Nous présentons ici deux applications essentielles des fonctions de hau-
teur.
Construction d’un pavage
Etant donné un support S, comment construire un pavage de S, où véri-
fier que S n’est pas pavable ? Si un tel pavage existe, on note Tmin le pavage
minimal. Tmin n’a pas de maximum local, sinon il suffirait de faire un flip
descendant en ce sommet pour obtenir un pavage plus petit que lui.
Ceci implique que chaque sommet v de S tel que hTmin(v) est maximal
est sur le contour de S. Cette propriété permet de construire Tmin en temps
O(a(S)), où a(S) est le nombre de cellules de S, par l’algorithme de Thurs-
ton [Thu90], que nous rappelons ici.
Algorithme 4: Algorithme de Thurston
Entrée : un support S
Sortie : un pavage de S ou l’information que S n’est pas pavable
début
Calculer la hauteur en tous les sommets du contour de S;
répéter
Soit v un sommet de hauteur maximale sur le contour;
Placer l’unique tuile dont v est une extrémité de l’arête cen-
trale, l’autre extrémité n’étant pas sur le contour;
Mettre à jour le contour et la fonction de hauteur;
jusqu’à S est entièrement pavé, ou un sommet v de S a deux hauteurs
différentes (et S n’est alors pas pavable) ;
fin
Distance de flips entre deux pavages
Soit (T, T ′) une paire de pavages de S. Peut-on transformer T en T ′
par une suite de flips, et dans ce cas quelle est la longueur d’une plus
courte suite ? Ces questions correspondent à chercher une distance dans
l’ensemble des pavages.
Définition 15 Soit (T, T ′) une paire de pavages de S. La distance∆(T, T ′) entre
T et T ′ est définie par :
∆(T, T ′) =
∑
v∈S
|hT (v)− hT ′(v)|
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Proposition 5.2.7 Soit (T, T ′) une paire de pavages de S. Alors T ≤ T ′ si et
seulement si il existe une suite (T0, T1, ..., Tp) de pavages tels que T = T0, Tp = T
′
et pour tout entier i tel que 0 ≤ i < p Ti+1 est obtenu à partir de Ti par un flip
montant.
Preuve : Supposons T < T ′. Soit v un sommet de S tel que hT (v) < hT ′(v)
(ainsi hT (v) ≤ hT ′(v) − (d + 1) d’après le lemme 5.2.3) et de hauteur mi-
nimale. Comme hT (v) 6= hT ′(v), v est à l’intérieur de S (on sait que les
sommets du contour ont une hauteur indépendante du pavage).
Soit v′ un voisin de v tel que l’arc (v′, v) soit direct.
Si hT (v) = hT (v′) + 1, alors
hT (v
′) = hT (v)− 1
≤ hT ′(v)− (d + 1)− 1
≤ hT ′(v
′) + 1− (d + 1)− 1
= hT ′(v
′)− (d + 1)
(5.2.1)
d’où hT (v′) < hT ′(v′) Ceci contredit la minimalité de hT (v), donc l’hy-
pothèse hT (v) = hT (v′) + 1 est absurde. Ainsi, la tuile dont l’axe central est
(v, v′) apparaît dans T .
Cet argument peut être utilisé pour tout sommet v′′ tel que l’arc (v′′, v)
est direct. On obtient au final que v est un minimum local de hT . Par consé-
quent, un flipmontant peut être effectué sur T autour de v. Soit T1 le pavage
obtenu par ce flip. Notons que T1 ≤ T ′.
De plus, pour w 6= v, hT ′(w) − hT1(w) = hT ′(w) − hT (w), et hT ′(v) −
hT1(v) = hT ′(v) − (hT (v) + (d + 1)). Ceci implique ∆(T1, T
′) = ∆(T, T ′) −
(d + 1).
Ce processus peut être répété pour T1, puis pour tous les pavages suc-
cessifs jusqu’à ce que T ′ soit obtenu. ¤
Cette proposition peut être interprétée de la manière suivante. Nous
avons deux ordres sur l’ensemble des pavages de S. Le premier est direc-
tement induit par les fonctions de hauteur, le second par les flips. Cette
proposition établit l’égalité entre ces deux ordres.
Une conséquence de cette proposition est la formule donnée par le co-
rollaire suivant. Elle a été démontrée dans [STJR95] pour le cas des pavages
de dominos.
Corollaire 5.2.8 Soient (T, T ′) une paire de pavages de S, et n(T, T ′) le nombre
minimum de flips permettant de passer de T à T ′.
Alors n(T, T ′) = ∆(T, T ′)/(d + 1).
Preuve : Soit (T = T0, T1, ..., Tp = T ′) une suite de pavages telle que pour
chaque entier i tel que 0 ≤ i < p, Ti+1 est obtenu à partir de Ti par un flip.
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Alors
∆(T, T ′) ≤
p−1∑
i=0
∆(Ti, Ti+1) = (d + 1)p
Ceci implique que n(T, T ′) ≥ ∆(T, T ′)/(d + 1).
D’autre part, pour chaque pavage T ′′ tel que T ′′ ≥ T et T ′′ ≥ T ′, nous
avons n(T, T ′′) = ∆(T, T ′′)/(d+1) et n(T ′′, T ′) = ∆(T ′′, T ′)/(d+1), d’après
la proposition ci-dessus.
Soit Tsup le supremum de T et T ′ (c’est-à-dire le plus petit pavage supé-
rieur à la fois à T et T ′). Notons d’abord que
∆(T, T ′) =
∑
w∈S,hT ′ (w)<hT (w)
hT (w)−hT ′(w)+
∑
w∈S,hT ′ (w)>hT (w)
hT ′(w)−hT (w)
On en déduit ∆(T, T ′) = ∆(T, Tsup + ∆(Tsup, T ′)), et donc
n(T, T ′) ≤ n(T, Tsup) + n(Tsup, T
′) = (∆(T, Tsup) + ∆(Tsup, T
′))/(d + 1)
A partir de ces inégalités, on obtient n(T, T ′) ≤ ∆(T, T ′)/(d + 1), ce qui
termine la preuve. ¤
Il existe d’autres applications importantes non détaillées ici :
• génération de l’ensemble des pavages d’un support donné : Un al-
gorithme de génération exacte efficace de tous les pavages d’un do-
maine de la grille triangulaire par losanges (ou grille carrée par domi-
nos) décrit par Desreux et Rémila dans [DR03]. Voir également [Des].
Il s’étend naturellement aux dimensions supérieures, en codimension
1.
• génération aléatoire uniforme de pavages : En dimension 2, des résul-
tats très forts ont été obtenus pour la génération aléatoire uniforme de
pavages par des losanges, et sur la statistique de tels pavages. Pour
plus de précisions, voir [Pro98, CLP98, JPS95, Des01, MLS01].
La structure de treillis nous donne directement la connexité de l’es-
pace des pavages, et donc un processus Markovien de tirage aléa-
toire de pavages, qui converge vers la distribution uniforme. De plus
la méthode de "couplage à partir du passé" permet une génération
aléatoire totalement (et non approximativement) uniforme.
Il est d’autre part bien connu que le problème de temps de conver-
gence de tels processus est difficile dans le cas général. Pour le cas
particulier des pavages de zonotopes, les principaux résultats actuels
sont des résultats d’approximation, ou partiellement expérimentaux
[Des01, WDMB98, Wil, BD].
Chapitre 6
Représentation en codimension
2
Comme précisé au chapitre 4, les pavages de zonotopes peuvent être
codés par leurs mineurs. Précisément, un pavage est déterminé par l’en-
semble de positions hautes ou basses de tous ses (d + 1)-mineurs (libres).
Nous allons par conséquent décrire une représentation des pavages de zo-
notopes basée sur les structures des mineurs. Le théorème de reconstruc-
tion montre que toutes les contraintes entre (d + 2)-mineurs contiennent
entièrement la caractérisation des mots codants. Ceci entraîne l’étude des
(d + 2)-mineurs, que nous effectuons à présent. On se limitera dans ce cha-
pitre au cas D = d + 2.
Pour simplifier, dans ce qui suit le type d’un flip sera parfois repré-
senté par l’indice du vecteur absent du flip (par exemple {v1, v2, ..., vd+1} =
1...(d + 1) = d + 2).
Dans un premier temps, nous établissons l’égalité entre flips géomé-
triques et un autre type de flip : le flip ensembliste. Ce résultat implique la
possibilité d’étudier les contraintes sur les mineurs et d’appliquer les résul-
tats aux flips géométriques.
6.1 Flip ensembliste
Nous définissons le flip ensembliste comme suit : soient T et T ′ deux pa-
vages d’un zonotope tels que tous leurs (d + 1)-mineurs soient identiques,
sauf un. On dit que T et T ′ diffèrent d’un flip ensembliste. Le flip ensem-
bliste de T à T ′ est ditmontant si le (d+1)-mineur considéré est en position
basse dans T et en position haute dans T ′, et le flip est descendant dans
l’autre cas.
Proposition 6.1.1 Soient T et T ′ deux pavages d’un zonotope Z. T diffère de T ′
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d’un flip ensembliste montant si et seulement si T diffère de T ′ d’un flip géomé-
trique montant.
La relation ≤flip définit un ordre partiel.
Preuve : Il est évident qu’un flip géométrique est un flip ensembliste
de même orientation, parce qu’il échange localement les positions de d + 1
tuiles. Etant donné qu’un seul (d+1)-mineur contient toutes ces tuiles, leurs
positions sont échangées dans ce mineur uniquement.
Pour la réciproque, on étudie l’incidence d’une suppression et d’un flip
ensembliste sur une ligne de de Bruijn. Une suppression qui ne supprime
pas toute la ligne de de Bruijn supprime une unique tuile de la ligne, et ne
change par conséquent pas l’ordre des tuiles restantes de la ligne.
Ceci implique qu’un flip ensembliste change l’ordre sur une ligne de
de Bruijn uniquement pour les paires de tuiles apparaissant dans le flip,
puisque toute autre tuile apparaît dans un (d+1)-mineur qui est inchangé.
Donc, pour la consistance de l’ordre, ceci signifie que toutes les paires de
tuiles qui apparaissent dans le flip sont adjacentes deux à deux. Ainsi le flip
est effectivement géométrique.
La seconde partie de la proposition est une conséquence directe de ce
premier résultat. ¤
Ce résultat exprime l’égalité entre l’ordre sur les flips et l’ordre sur les
mineurs. Ceci permet d’aborder l’étude de la structure de l’espace des pa-
vages par le biais de l’étude des structures sous-jacentes aux mineurs.
6.2 Diagrammes de représentation
Nous introduisons ici une nouvelle représentation en exprimant les con-
traintes liant les (d + 1)-mineurs d’un pavage contenus dans un même
(d + 2)-mineur.
6.2.1 Les (d + 2)-zonotopes de base
En dimension d, il existe deux types de base de (d + 2)-zonotopes de
dimension d dont le pavage n’est pas unique : soit tous les vecteurs ont
multiplicité 1 (on est alors en codimension 2), ou l’un des vecteurs a multi-
plicité 2 (cas de codimension 1). Etudions tout d’abord ces deux cas.
Les (d + 2)-zonotopes de codimension 1
Proposition 6.2.1 L’espace des pavages d’un zonotope Zi de codimension 1 avec
le vecteur vi de multiplicité 2 (et les d autres de multiplicité 1) comprend 3 pavages,
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et peut être structuré comme une chaîne de longueur 2.
Preuve : Dans tout pavage il existe une unique tuile t qui n’est pas dans
S{vi,1} ∪ S{vi,2}. Comme de plus T
−
{vi,1}
⊆ T−{vi,2}, on obtient 3 pavages :
• t ∈ T−{vi,1}
• t ∈ T+{vi,2}
• t ∈ T−{vi,2}\T
−
{vi,1}
.
Les arêtes correspondant aux flips sont évidentes, il suffit de remarquer
que les (d + 1)-mineurs libres de Zi sont de même type, ce qui donne la
chaîne. Voir figure 6.1. ¤
FIG. 6.1 – Pavages d’un zonotope de codimension 1 avec un vecteur dupli-
qué, et son diagramme
Informellement, on peut rapporter cet espace de pavages à l’empile-
ment de deux hypercubes de dimension (d+1). Ainsi la contrainte liant les
deux mineurs considérés correspond à l’idée que l’on s’en fait : l’hypercube
du haut ne peut être posé que si celui du bas est présent.
Les (d + 2)-zonotopes unitaires
Nous étudions à présent le cas où tous les vecteurs définissant le (d+2)-
zonotope diffèrent.
Lemme 6.2.2 Soit T un pavage d’un (d+1)-zonotope unitaire Z, et v un vecteur
n’apparaissant pas dans le type de Z. On définit un tournoi G(T,v) sur les tuiles
de T en posant que (t1, t2) est un arc de G(T,v) si la copie du vecteur v qui traverse
leur face commune passe de t1 vers t2. Voir Figure 6.2.
Le tournoi G(T,v) est un ordre total.
Preuve : Etant donné que toutes les paires de tuiles sont reliées, il suffit de
montrer que G(T,v) est sans cycle de longueur 3. Nous faisons cette preuve
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1
2
FIG. 6.2 – Un pavage de codimension 1, le vecteur supplémentaire (en poin-
tillés), et la numérotation des tuiles induite par ce vecteur.
par réduction au cas d = 2, pour lequel ceci peut être aisément fait par une
analyse exhaustive.
En dimension supérieure, notons que, comme D = d + 1, les types de 3
tuiles données t1, t2 et t3 contiennent (d+1)−3 = d−2 vecteurs communs.
Soit p la projection orthogonale sur l’espace de dimension 2 qui est ortho-
gonal aux d− 2 vecteurs communs. Les projections p(ti) sont des parallélo-
grammes, et on a (ti, tj) ∈ G(T,v) si et seulement si (p(ti), p(tj)) ∈ GH,p(v),
où H est l’hexagone couvert par les parallélogrammes p(ti) (H est effecti-
vement un hexagone, sinon les tuiles ne peuvent être adjacentes 2 à 2). Ceci
implique le lemme, parce que Gp(v) n’est pas un cycle. ¤
Un ordre total sur les tuiles étant établi, nous pouvons à présent mon-
trer comment structurer l’ensemble des pavages en s’appuyant sur cet ordre.
Proposition 6.2.3 L’espace de pavages d’un (d+2)-zonotope unitaire est un cycle
de longueur 2(d + 2), et tout étiquette possible est attribuée à une paire d’arêtes
opposées dans le cycle.
Preuve : Soit T un pavage d’un zonotope unitaire Z = ((v1, v2, ..., vd+2),
(1, 1, ..., 1)). D’après le lemme précédent, T−{vd+2,1} est un segment initial de
l’ordre induit par vd+2 sur les tuiles de D{vd+2,1}(T ).
Réciproquement, étant donné un pavage T ′ dont le support est
Z ′ = D{vd+2,1}(T ), et un segment initial T
′ (suivant l’ordre induit par vd+2),
on peut aisément construire un pavage de Z : les tuiles qui ne sont pas dans
le segment initial sont translatées de vd+2, et les tuiles de S{vd+2,1} sont in-
sérées dans l’espace ainsi créé. Il existe d + 2 segments initiaux possibles
pour un ensemble de d + 1 éléments, donc, comme Z ′ peut être pavé de
deux façons différentes, il existe 2(d + 2) pavages pour Z.
Considérons maintenant un pavage de T , c’est-à-dire un pavage T ′ du zo-
notope Z ′ et I un de ses segments initiaux. Quels flips sont possibles à
partir de T ? Tout d’abord, si le segment est propre (c’est-à-dire ni vide ni
T ′ tout entier), alors il y a deux flips possibles qui correspondent à ajou-
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ter ou retirer une tuile dans I . Il n’y a pas d’autre flip possible à cause des
positions relatives de tuiles données par l’ordre des tuiles de T ′ (le flip agis-
sant uniquement sur des tuiles de T ′ n’est pas possible à cause de la coupe
par S{vd+2,1}). Un argument similaire s’applique dans l’autre cas : si I est
vide, deux flips sont possibles : l’un correspond à ajouter la première tuile
dans I , l’autre agit sur toutes les tuiles de T ′. Si I = T ′, deux flips sont
possibles : l’un correspondant à retirer la dernière tuile de I , l’autre agis-
sant sur les tuiles de T ′. Ceci donne le résultat, en utilisant la symétrie des
deux pavages de Z ′ pour obtenir les étiquettes sur les arêtes opposées (voir
figure 6.3). ¤
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FIG. 6.3 – L’ordre associé à un octogone unitaire
Convention sur l’ordre
On fixe un pavage de base T0 pour le (d + 2)-pavage unitaire. Nous
forçons alors la convention sur les positions hautes et basses des (d + 1)-
pavages, en choisissant comme positions basses des (d + 1)-pavages les
positions apparaissant dans les (d + 1)-mineurs de T0. Avec cette conven-
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tion, T0 est le pavage le plus bas ; T1, son opposé dans le cycle, est le pavage
le plus haut. L’espace est formé de deux chaînes orientées de T0 vers T1, qui
ne se rencontrent qu’en leurs extrémités. Aux renumérotations de vecteurs
près, on peut supposer que de T0 à T1 la suite des étiquettes successives
dans une chaîne est (d + 2, d + 1,..., 1), et dans l’autre chaîne (1,...,d + 1,
d + 2).
On peut alors coder chaque pavage par sa position dans le cycle comme
suit : le pavage à l’extrémité de la chaîne issue de T0 dont la suite d’éti-
quettes est (d + 2, d + 1,..., d + 3− i) est notée TiL (moins formellement
c’est le i-ème pavage dans la chaîne de gauche), et le pavage à l’extrémité de
la chaîne issue de T1 dont la suite d’étiquettes est (d + 2, d + 1,..., d + 3− i)
est noté TiR (c’est le i-ème pavage dans la chaîne de droite).
6.2.2 Diagrammes de pavages
Nous pouvons à présent expliciter notre représentation d’un pavage
donné T , qui est une composition des contraintes associées à chaque type
de (d + 2)-mineur.
Points
Dans cette représentation, chaque (d + 1)-mineur est représenté par un
point. Chaque point est défini par deux paramètres. Nous avons d’abord un
vecteur de coordonnées, élément de Zd+2, qui indique la position du (d + 1)-
mineur dans la suite des mineurs : la i-ème coordonnée est j si la suppres-
sion suivant {vi, j} n’a pas été faite pour obtenir le (d + 1)-mineur corres-
pondant ; la i-ème corrdonnée est nulle si, pour tout entier 1 ≤ j ≤ mi,
la suppression suivant {vi, j} a été faite (il existe donc une unique compo-
sante nulle). Remarquons qu’un vecteur de coordonnées similaire peut être
associé à chaque (d + 2)-mineur dont le support est un zonotope unitaire,
la différence est qu’il n’y a alors pas de composante nulle.
L’autre paramètre est une couleur, qui est blanc si le (d + 1)-mineur est
en position basse, et noir s’il est en position haute.
On peut mettre en parallèle la coloration avec le codage du chapitre 4.
En effet un point noir correspond à un bit à 0 pour le codage, et un point
noir correspond à un bit à 1.
Il est clair que toutes les colorations ne sont pas possibles. En effet, cer-
taines ne correspondent pas à des pavages, c’est exactement celles corres-
pondant aux ensembles non compatibles par rapport au théorème de re-
construction. Ainsi, pour la reconstruction d’un pavage, on se concentrera
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sur l’ensemble des contraintes de colorations qui sont données par la suite
de (d + 2)-mineurs. Nous les explicitons maintenant.
Lignes
Un ensemble de d + 2 points correspond aux mineurs d’un (d + 2)-
mineur dont le support est un zonotope unitaire si et seulement si toutes
leurs coordonnées non nulles sont celles d’un vecteur de coordonnées du
(d + 2)-mineur.
Ces points sont liés par une ligne, c’est-à-dire qu’ils forment une suite dans
l’ordre donné par leur suite de types, en un chemin de T0 à T1. D’après ce
qui précède sur les pavages de (d + 2)-zonotopes unitaires, les points noirs
forment un segment initial ou final (c’est-à-dire un préfixe ou un suffixe)
de la ligne. Ceci est la première contrainte. Voir figure 6.4.
FIG. 6.4 – L’espace des pavages d’un (d + 2)-zonotope unitaire, et les colo-
rations de la ligne correspondantes.
Flèches
Deux points correspondent à une paire de mineurs d’un même (d + 2)-
mineur dont le support est un (d+2)-zonotope de codimension 1 si et seule-
ment s’ils diffèrent d’une seule coordonnée.
D’après les résultats précédents sur ces (d + 2)-pavages, il y a exactement
trois colorations possibles pour de telles paires de points, qui correspondent
à des pavages d’un (d + 2)-zonotope.
La configuration interdite comprend les deux couleurs. Nous posons une
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flèche de sorte que son origine soit blanche dans la configuration inter-
dite (l’extrémité est alors noire). Ainsi les trois colorations autorisées sont
les deux points noirs, les deux blancs, et l’origine noire avec l’extrémité
blanche. Ceci est la deuxième contrainte, ou contrainte de flèche (voir fi-
gure 6.5).
La flèche est étiquetée par la coordonnée qui diffère entre les deux points.
FIG. 6.5 – La contrainte de flèche.
Les flèches d’un diagramme donnent la relation de couverture : un point
p est couvert par un point p′ s’il existe une flèche dont p est l’origine et p′
l’extrémité.
Informellement, on peut voir ces flèches comme des empilements de
cubes. Un point noir correspond à un cube existant, ce qui implique que la
coloration interdite soit l’origine blanche et l’extrémité noire.
Ainsi, les pavages de zonotopes sont présentés comme des diagrammes
dont les lignes représentent des (d + 2)-zonotopes unitaires, et les flèches
des (d + 2)-zonotopes de codimension 1. Voir figure 6.6. Notons que les
flèches et les lignes ne dépendent que du support du pavage.
D’après le théorème de reconstruction, une coloration des points corres-
pond à un pavage si et seulement si elle respecte les contraintes ci-dessus.
6.3 Propriétés des diagrammes
Remarquons tout d’abord que le diagramme le plus haut (c’est-à-dire
dont tous les points sont noirs) et le plus bas (dont tous les points sont
blancs) sont des pavages, puisqu’ils satisfont les contraintes de lignes et de
flèches. Nous présentons deux propriétés fondamentales des diagrammes.
Lemme 6.3.1 (propriété d’inversion) Soient l = (p1, p2, ..., pd+2) et l
′ = (p′1,
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{v2,1}
{v2,2}
{v3,1}
{v4,1}
{v1,1}
L=(1,1,1,1)
L’=(1,2,1,1)
(1,2,1,0)
(0,1,1,1)
(0,2,1,1)
(1,0,1,1)
(1,1,0,1)(1,1,1,0)
(1,2,0,1)
FIG. 6.6 – Un pavage et le diagramme associé. Notons l’orientation des
flèches, conformément à la propriété d’inversion.
p′2, ... , p
′
d+2) deux lignes distinctes telles qu’il existe un unique entier i tel que
pi = p
′
i.
Supposons que p1 soit couvert par p
′
1. Pour tout entier j tel que 1 ≤ j < i, pj est
couvert par p′j , et pour tout entier j tel que i < j ≤ d + 2, p
′
j est couvert par pj .
Voir figure 6.6.
Il existe évidemment une propriété similaire si on suppose que pd+2 est
couvert par p′d+2.
Preuve : Considérons le (d + 2)-mineur dont les suites de mineurs cor-
respondent aux points pi et p′i. Son support Z0 est de codimension 2, les
multiplicités sont de 1 pour tout vecteur vj avec j 6= i et de 2 pour un vec-
teur donné vi.
Soit Tbl le pavage de Z0 dont tous les points sont blancs. Ce pavage a deux
mineurs de codimension 2 obtenus en effectuant une suppression suivant
vi. Par définition, ces deux mineurs sont égaux à T0. Ceci signifie qu’il n’y
a pas de tuile entre les deux sections de de Bruijn basées sur vi dans Tbl.
Par une série de flips, on peut déplacer les sections de de Bruijn de fa-
çon que chaque tuile (dont le type ne contient pas vi) du pavage résul-
tant Tinterieur soit entre les deux sections de de Bruijn basées sur vi. Ceci est
fait en procédant à deux séries de flips, l’une étiquetée par (1, 2, ..., i− 1)
utilisée pour déplacer une section de de Bruijn, et l’autre étiquetée (d + 2,
d + 1,..., i + 1) pour déplacer l’autre section de de Bruijn.
L’ensemble de points noirs de la configuration résultante est soit {p1,
p2,...,pi−1, p′i+1,..., p
′
d+2}, soit {p
′
1, p
′
2,..., p
′
i−1, pi+1, pi+2,...,pd+2}. Le deuxième
ensemble est impossible à cause de l’hypothèse que la flèche est dirigée de
p1 vers p′1 (c’est-à-dire si p
′
1 est noir, alors p1 doit être noir).
Ainsi l’ensemble de points noirs est {p1, p2,..., pi−1, p′i+1,..., p
′
d+2}, ce qui
force le sens des flèches, et le résultat. ¤
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bl intérieur
TT
FIG. 6.7 – Les pavages Tbl et Tinterieur
La propriété d’inversion permet de définir le graphe de lignes étiqueté,
dont les sommets sont les lignes du diagramme. Soient l = (p1, p2, ..., pd+2)
et l′ = (p′1, p
′
2, ...p
′
d+2) deux lignes distinctes. La paire (l, l
′) est une arête
du graphe de lignes si et seulement si il existe un unique entier i tel que
pi = p
′
i. Cette arête est étiquetée par i
− s’il existe une flèche du diagramme
de p1 vers p′1, ou une flèche de p
′
d+2 vers pd+2. Sinon, l’arête est étiquetée i
+.
Le graphe de lignes ne dépend que du support du pavage, c’est-à-dire
que deux pavages ayant même support ont le même graphe de lignes (no-
tons informellement que le signe inclus dans les étiquettes indique le sens
de rotation pour passer de l à l′).
Lemme 6.3.2 (propriété de consistance) Soient (l1, l
′
1) et (l2, l
′
2) deux arêtes
du graphe de lignes dont les étiquettes sont dans {i+, i−}. Les deux arêtes ont
même étiquette si et seulement si (il1 − il′1)(il2 − il′2) > 0.
Preuve : Considérons le zonotope Z0 de codimension 2, avec multiplicité 1
pour tous les vecteurs vj avec j 6= i, et multiplicité 2 pour vi. Comme pour
le lemme précédent, toute paire (lk, l′k) induit un pavage de Z0.
Soit Tbl le pavage de Z0 dont tous les points sont blancs. Toute section
de de Bruijn de Tbl suivant vi est numérotée par un élément de {ilk , il′k},
suivant la paire (lk, l′k). De plus l’indice le plus bas de chaque paire {ilk , il′k}
est donnée à la même section de de Bruijn (et l’indice le plus haut est donné
à l’autre section).
A partir de ce pavage, comme pour le lemme précédent, on peut ef-
fectuer une série de flips pour obtenir le pavage Tinterieur. En observant les
ensembles de points noirs pour toutes les paires de lignes, on obtient le ré-
sultat, en considérant les étiquettes des ensembles de flips dans chaque cas.
¤
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FIG. 6.8 – Le diagramme d’un zonotope, et la coloration.
6.4 Structure de l’ordre en codimension 2
Nous allons maintenant utiliser les propriétés des diagrammes de re-
présentation pour obtenir des résultats structurels sur les espaces de pa-
vages. Le théorème fondamental est le suivant :
Théorème 6.4.1 Soient (T, T ′) une paire de pavages avec le même support, etBT
(respectivement BT ′) l’ensemble des points noirs sur le diagramme représentant T
(respectivement T ′). Alors T ≤ T ′ si et seulement si BT ⊆ BT ′ .
On sait que pour D − d = 1, l’espace des pavages est un treillis distri-
butif (voir [CR03, Fel97]). Comme corollaire du théorème précédent, nous
obtenons une extension de ces résultats pour D − d = 2, c’est-à-dire la co-
dimension 2.
Le sens direct du théorème est évident. Pour le sens indirect, on consi-
dère deux pavages T et T ′ tels que BT ⊆ BT ′ . La preuve nécessite deux
lemmes que nous explicitons maintenant.
Par commodité, introduisons tout d’abord un peu de vocabulaire. Les
points de BT sont dits totalement noirs, ceux qui ne sont pas dans BT ′ sont
totalement blancs, et ceux restant sont dits positifs. Un point positif est critique
s’il n’est couvert que par des points totalement blancs.Un point positif p est
enlevable pour la paire (T, T ′) si BT ′\{p} est encore l’ensemble de points
noirs du diagramme d’un pavage. Un point enlevable est nécessairement
critique. Il nous faut montrer que (si T 6= T ′) il existe un point enlevable.
Si on considère un pavage, alors le plus bas est par défaut le pavage avec
tous les points blancs. On parle alors de point absolument enlevable. Voir
figure 6.8.
6.4.1 Réduction de faisceau
Le faisceau Fp généré par un point p est l’ensemble des lignes qui passent
par p. Notons que la relation de couverture induit un ordre total sur les
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points de Fp qui ont même type. De plus, un faisceau peut être vu comme
le diagramme d’un zonotope Zp, et les colorations précédentes, réduites à
Fp, sont des pavages, que nous notons Tp et T ′p, de Zp. Remarquons que
BT ⊆ BT ′ implique BTp ⊆ BT ′p .
Le point p n’est couvert par aucun point de Fp. Donc, si p est critique pour
(T, T ′), alors p est enlevable dans Fp, pour la paire (Tp, T ′p).
Lemme 6.4.2 Soient p un point enlevable dans Fp pour la paire (Tp, T
′
p), et p
′ un
point positif qui couvre p. Alors p′ est enlevable dans Fp′ pour la paire (Tp′ , T
′
p′).
Preuve : Considérons une ligne l′ passant par p′. Il existe une ligne l passant
par p et coupant l′ (comme p′ couvre p ils ne diffèrent que d’une coordon-
née) en un point commun p′′. D’après la propriété d’inversion, on voit (par
une analyse exhaustive) que si p est enlevable sur l pour la paire (Tl, T ′l )
de pavages induits par (T, T ′), alors p′ est enlevable sur l′ pour la paire
(Tl′ , T
′
l′). (Voir figure 6.9. On peut facilement vérifier que les autres configu-
rations produisent le même résultat). Alors p′ est enlevable dans Fp′ . ¤
p’
l’
p
l
FIG. 6.9 – Réduction d’un faisceau
D’après ce lemme, il suffit de montrer qu’il existe un point p qui peut
être enlevé dans Fp pour montrer le théorème 6.4.1. Nous le faisons main-
tenant à partir d’une nouvelle notion : le graphe d’obstacles.
6.4.2 Graphe d’obstacles
L’idée de la preuve du théorème est de considérer deux pavages T et T ′,
avec T ≤ T ′, et de chercher une suite de flips permettant de passer de T ′
à T . Ceci correspond à "enlever" un certain nombre de points noirs dans le
diagramme correspondant (c’est-à-dire colorer en blanc les points positifs),
tout en conservant à chaque étape un pavage (c’est-à-dire un diagramme
satisfaisant aux contraintes de lignes et de flèches). Le graphe d’obstaclemo-
délise les transitions impossibles dans ce processus, c’est à dire qu’il carac-
térise comment, dans un faisceau, une ligne peut empêcher une recolora-
tion d’un point qui est possible sur une autre ligne.
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Définition 16 (Graphe d’obstacles) Le graphe d’obstacles est le graphe éti-
queté orienté G tel que :
• Les sommets de G sont les pavages (ou les lignes de points correspondant)du
(d + 2)-zonotope unitaire (excepté T0).
• (T, T ′) est un arc de G s’il existe un pavage Taux, de taille d+3 et codimen-
sion 2 tel que :
– T est un mineur de Taux correspondant à une ligne l = (p1, p2, ..., pd+2)
incluse dans le diagramme de Taux
– T ′ est unmineur de Taux correspondant à l’autre ligne l
′ = (p′1, p
′
2, ...p
′
d+2)
incluse dans le diagramme de Taux
– l’unique point pi tel que pi = p
′
i est (absolument) enlevable dans l, mais
pas dans l′
• si p1 = p
′
1 alors l’arc (T, T
′) est étiqueté 1+. Si pi = p
′
i pour un entier i tel
que 2 ≤ i ≤ d + 2, alors l’arc (T, T ′) est étiqueté i− si p1 est couvert par
p′1, et étiqueté i
+ sinon.
Voir figure 6.11 pour un exemple d’arc.
Moins formellement, le signe inclus dans l’étiquette indique le sens de
rotation pour passer de l à l′.
Nous donnons ci-dessous les détails des arcs du graphe d’obstacles (voir
figure 6.11). Les arcs sont les suivants :
• pour toute paire (k, j) telle que 1 ≤ k < j ≤ d + 2, la paire (TkL, TjL)
est une arc étiqueté k− (excepté la paire (T1L,Td+2L) qui n’est pas un
arc)
• pour toute paire (k, j) telle que 1 < k < d + 2 et d + 3 < j + k, la paire
(TkL, TjR) est un arc étiqueté k−
• pour toute paire (k, j) telle que 1 ≤ k < j ≤ d + 2, la paire (TkR, TjR)
est un arc étiqueté k+ (excepté la paire (T1R, T(d+2)R) qui n’est pas un
arc)
• pour toute paire (k, j) telle que 1 < k < d + 2 et d + 3 < k + j, la paire
(TkR, TjL) est un arc étiqueté k+
• pour tout entier j tel que 1 ≤ j < d + 2, la paire (T1, TjL) (nous
rappelons que T1 = T(d+2)L = T(d+2)R) est un arc étiqueté 1+, et la
paire (T1, TjR) est un arc étiqueté (d + 2)−
l
2 d+2
l=(p  ,p   ,...,p     )
1 2 d+2
l’=(p’  ,p’   ,...,p’     ) −2
l’
1
FIG. 6.10 – Exemple d’un arc d’un graphe d’obstacles
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Lemme 6.4.3 Nous disons qu’un cycle orienté dans le graphe d’obstacles est équi-
libré si la suite des étiquettes de ses arcs est telle que pour tout entier i tel que
1 ≤ i ≤ d + 2, l’étiquette i+ apparaît si et seulement si l’étiquette i− apparaît.
Alors le graphe d’obstacles n’a aucun cycle équilibré (non vide).
Preuve : Supposons que l’on ait un tel cycle. Les sommets T1L et T1R ne
peuvent apparaître dans ce cycle, puisqu’il n’ont aucun arc entrant. Alors
nous les supprimons du graphe ainsi que tous les arcs qui leur sont ad-
jacents, c’est-à-dire tous les arcs étiquetés 1− ou (d + 2)+. A cause de la
condition d’équilibre sur le cycle, on retire également les arcs étiquetés 1+
et (d + 2)−.
On recommence alors avec les sommets T2R et T2L. Comme les arcs étique-
tés 1+ et (d+2)− ont été retirés, T2R et T2L n’ont plus d’arc entrant. Alors on
peut les retirer, ainsi que toutes les arcs qui leur sont adjacents, c’est-à-dire
tous les arcs étiquetés 2− et (d + 1)+. Pour maintenir la condition d’équi-
libre, on retire également les arcs étiquetés 2+ et (d + 1)−.
En continuant le processus, on voit que tout le graphe va être supprimé. Il
n’existe donc aucun cycle équilibré. ¤
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3R3L
2L 2R
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FIG. 6.11 – Le graphe d’obstacles dans le cas général
6.4.3 Fin de la preuve
Nous avons maintenant tous les outils pour finir la preuve du théo-
rème 6.4.1.
Preuve (du théorème 6.4.1) : Comme dit précédemment, le sens direct est
évident. Pour le sens indirect, d’après la réduction de faisceau, il suffit de
trouver un point p enlevable dans Fp pour la paire (Tp, T ′p).
Pour toute ligne l, nous disons qu’un point p est enlevable dans l si p est en-
levable pour la paire (Tl, T ′l ) de pavages du (d+2)-zonotope unitaire induit
par la paire (T, T ′) à partir des colorations de l.
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Si T 6= T ′, il existe une ligne l0 contenant un point positif p0, qui peut
être supposé enlevable dans l0. Si p0 est enlevable dans Fp0 pour (Tp0 , T
′
p0
),
alors le résultat est atteint.
Sinon, il existe une ligne l1 qui passe par p0, telle que p0 ne peut être
enlevé dans l1. Il existe un autre point p1 qui est enlevable dans l1 pour
(Tl1 , T
′
l1
). Si p1 est enlevable dans Fp1 pour la paire (Tp1 , T
′
p1
), alors c’est
fini. Sinon on peut répéter le processus.
Supposons qu’il n’existe aucun point p enlevable dans Fp pour la paire
(Tp, T
′
p). Avec cette hypothèse, le processus peut être répété indéfiniment
pour construire une suite (li)i≥0 de lignes. Alors il existe une sous-suite fi-
nie (li)i1≤i≤i2 qui est un cycle, c’est-à-dire li1 = li2 .
Ce cycle est un cycle Cligne du graphe de lignes. L’idée principale est
la suivante : à partir du cycle Cligne, on peut obtenir canoniquement un
cycle Cobstacle du graphe d’obstacles, à partir de l’application qui associe,
à chaque ligne l du diagramme, la coloration donnée par le pavage T ′l du
(d + 2)-zonotope unitaire. L’étiquetage des arcs est préservé : si (l, l′) est un
arc de Cligne, alors l’arc (T ′l , T
′
l′) obtenu par l’application a même étiquette
que (l, l′).
D’après l’étude du graphe d’obstacles, le cycle Cobstacle n’est pas équili-
bré. On peut supposer sans perte de généralité que l’étiquette j+ apparaît
dans le cycle, mais pas l’étiquette j−. Ceci signifie qu’en suivant le cycle
Cligne, la j-ème coordonnée change toujours dans la même direction. Ceci
ne peut se produire. Ainsi le processus doit finir sur une ligne li et un point
pi qui peut être enlevé. ¤
Ceci implique que dans toute configuration valide il existe un point noir
enlevable (sinon on aurait un cycle équilibré dans le graphe d’obstacle).
6.4.4 Conséquences
D’après le théorème 6.4.1, nous obtenons une structure d’ordre gradué
pour l’espace des pavages. L’élément maximal est le pavage dont tous les
points sont noirs, l’élément minimal étant celui dont tous les points sont
blancs. Le rang d’un pavage est le nombre de points noirs de son dia-
gramme. La hauteur de l’ordre est égale à la somme :∑
1≤i1<i2<...<id+1≤d+2
mi1mi2 ...mid+1 .
La hauteur ci-dessus est également le diamètre de l’espace de pavages.
Nous obtenons par là même la connexité de l’espace des pavages. En effet,
par le processus décrit, tout pavage peut être connecté au pavage minimal
(dont tous les points sont blancs) par une suite de recolorations de sommets
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qui satisfait aux conditions flèches et lignes. Ceci correspond, nous l’avons
vu, à une suite de flips descendants. Il est clair que le résultat est le même
si on considère des flips montants.
Notons que dans le cas général l’ordre donné n’est pas un treillis. La
figure 6.12 en donne un contre-exemple. Pour plus de clarté, la figure 6.14
donne l’ensemble des pavages du support considéré, et situe les deux pa-
vages T et T ′.
B
T
B
T’
FIG. 6.12 – Les deux pavages T et T ′
S2
S1
FIG. 6.13 – Les deux suprema et leurs diagrammes
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FIG. 6.14 – L’espace de pavages associé à l’exemple de la figure 6.12, et les
quatres pavages remarquables.
6.5 Représentation en codimension 1
Onpeut remarquer que le diagramme de représentation décrit ci-dessus
pour les cas de codimension 2 s’adapte naturellement à la codimension 1.
En codimension 1, les contraintes de lignes n’existent pas, seules les
contraintes de type flèche persistent, et sont basées sur les duplications des
vecteurs définissant le support.
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On peut aisément orienter les mineurs (c’est-à-dire choisir les positions
hautes et basses) de façon à obtenir un diagramme sans cycle. On peut
vérifier que l’ensemble des colorations compatibles du diagramme obtenu
forme un treillis distributif.
Informellement, on retrouve la représentation par empilement d’hyper-
cubes. Chaque point correspond à un hypercube de l’empilement, et les
contraintes de type flèche correspondent aux lois "classiques" de l’empile-
ment (voir figure 6.15).
FIG. 6.15 – Un pavage de codimension 1 et son diagramme associé.
Chapitre 7
Conclusion et perspectives
Nous avons dans cette thèse abordé les pavages par un côté purement
combinatoire, et proposé deux codages permettant de mettre en lumière
certaines de leurs propriétés. Le premier codage présenté a l’avantage de
montrer certaines caractéristiques des pavages de zonotopes, et nous a per-
mis d’étudier certaines propriétés en parallèle avec leur traduction sur le
graphe. Ces graphes semblent très fortement structurés, mais de nombreuses
particularités liées aux pavages sous-jacents sont encore incomprises. En
particulier, un critère de caractérisation plus simple que l’algorithme de
reconstruction permettrait de retrouver les résultats de dénombrements
connus, et de les étendre.
Les graphes paraissent un outil assez naturel de représentation des pa-
vages de zonotopes. Ils permettent notamment d’aborder les cas comme
ceux étudiés ici, où le pavage ne repose pas sur une grille, et sur lesquels
les résultats de Thurston ne peuvent s’appliquer.
Le second outil de représentation que nous avons exhibé a l’avantage
de permettre une approche de la structure de l’espace des pavages. L’appli-
cation à la codimension 2 est naturelle et impliquée directement par le théo-
rème de reconstruction. Cependant, s’il est maintenant clair que les inter-
actions entre (d + 2)-mineurs définissent le pavage, il est tout aussi évident
que les contraintes (comme les contraintes de lignes) se compliquent au fur
et à mesure de l’accroissement de la codimension. C’est pourquoi dès la
codimension 3 il ne nous a pas encore été possible de construire les dia-
grammes de représentation.
L’extension naturelle des travaux présentés ici serait tout d’abord d’étu-
dier plus complètement la structure du graphe d’adjacence, afin d’en déga-
ger les propriétés menant par exemple à une caractérisation de la classe de
graphe mise en jeu. En effet, l’approche par graphes paraît être une bonne
base pour comprendre plus complètement la structure des pavages. En par-
ticulier, si les lignes de de Bruijn sont un outil fondamental, la façon dont
99
100 CHAPITRE 7. CONCLUSION ET PERSPECTIVES
elles modèlent le graphe d’adjacence est encore incomprise.
Pour l’étude des cas de dimensions supérieures, il serait intéressant
de comprendre quels sont les différents types de (d + 2)-pavages et com-
ment on peut structurer leurs espaces de pavages afin de comprendre les
contraintes qu’ils entraînent au niveau des diagrammes. On pourrait ainsi
structurer les espaces de pavages en toute dimension pour des codimen-
sion supérieures, ce qui permettrait d’éclairer les cas difficiles. En particu-
lier, le problème de la connexité par flips est une question ouverte pour le
cas général dès la dimension 3.
Une application du graphe d’obstacle est de considérer le cas plus gé-
néral de deux pavages quelconques. Ceci entraîne une modification du
graphe d’obstacle, en considérant un quatrième type de sommets. Des ré-
sultats tels que la distance de flips entre deux pavages pourraient découler
de l’étude d’un tel graphe.
Ce travail nous aura donc permis, au-delà des résultats proprement
dits, de dégager deux axes d’études des pavages, sans grille sous-jacente
ou de grande dimension, qui pourront peut-être, nous l’espérons, se révé-
ler fructueux.
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