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Abstract 
Network design has been an extensively studied topic in combina-
torial optimization and approximation algorithms. In recent years, 
its degree bounded variants have attracted lots of attention as they 
capture natural requirements in practice. Exciting results about de-
grco bounded edge connectivity network design have been found. In 
contrast, only a few positive results for its vertex connectivity coun-
terpart aro known. 
In this thesis, we study the problem of finding a minimum cost 
/c-vertex-connected subgraph such that the degree at every vertex is 
as small as possible. When k — 2, this specializes to the Travelling 
Salesman Problem. Our main result is a (2 + {k — \)/n + l//c)-
approximation algorithm for this problem when metric cost is as-
sumed. 
Our approach can be seen as an extension of Christofides' 3/2-
approximation algorithm for the Travelling Salesman Problem. As 
an intermediate step, we have proved a strengthening of a splitting-
ofT theorem due to [5 . 
摘要 
網絡設計（Network D e s i g n )是為組合優化與近似算法中一個 
受廣泛研究之課題。近年來，由於實際應用上之自然需要，其度 
限（Degree Bounded)版本受到大量關注，有關度限邊連通性（Edge 
C o n n e c t i v i t y )網络設計之研究取得了重大進展。對比下，關於其頂 
點連通性（Vertex Connec t iv i ty )版本之正面成果則鮮有發現° 
在此論文中，我們研究的問題是，尋找一最低成本的A : -頂點連 
通子圖，而圖中每一頂點的度必需盡可能的小。當 / c = 2時，此問題 
相當於著名的旅行推销員問題（Travelling Salesman P r o b l e m ) �我們 
的主要結果是，當邊成本符合三角不等式時，此問題存在一性能比 
為（2 + (/c — l ) / n + 1/k)之近似算法。 
我們的算法可以被視為C h r i s t o f i d e s對於旅行推銷員問題的3 / 2 -
近似算法之延伸。作為一個中間步驟，我們證明了 
理（Splitting-OfT Theorem)之加強版本。 
5 ty 個分裂定 
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This chapter is an overview of our study in this thesis. In Section 1.1, 
wc introduce and motivate the investigation of the degree bounded 
network design problem. In Section 1.2, formal definition is given for 
the problem we study in this thesis and our main result is stated. In 
Section 1.3, a brief outline of our algorithm is sketched. 
1.1 Background 
This scction contains background discussion about the areas of net-
work design and degree bounded network design. We also introduce 
the concepts of approximation algorithms and bicritcria approxima-
tion. Specific problems where constant factor approximations are 
achievable and- hardness results related to the problem wc consid-
ered are highlighted. 
1.1.1 Network Design 
I 
Network design is an important topic in combinatorial optimization 
and approximation algorithms. The basic question in network design 
is how we can build a reliable network to connect a given set of nodes 
in a cost ofFcctive way. By "reliable", wc mean that the network 
should remain functional even when multiple link or node failures 
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happen. Subject to such reliability requirement, we want to minimize 
the total cost of the links and/or nodes used in building the network. 
Naturally, network design problems can be modeled as the prob-
lem of finding a minimum cost subgraph that satisfies certain edge/vertex-
connectivity requirements. (Please refer to Section 1.2.1 for the defi-
nitions of edge connectivity and vertex connectivity) One example is 
the well known Minimum Spanning Tree problem. In this problem, 
we need to connect all nodes such that there is at least one path 
between every pair of nodes. This can be modeled as the problem 
of finding a minimum cost 1-connected spanning subgraph. Another 
similar example is the Minimum Steiner Tree problem. In this prob-
lem, only a subset of the terminal nodes have to be connected, while 
the remaining non-terminal nodes are not required to be included in 
the network. This can be modeled as the problem of finding a min-
imum cost subgraph in which the edge connectivity between every 
pair of terminal vertices is at least 1. 
It is well known that the Minimum Spanning Tree problem is solv-
able in polynomial time. On the other hand, the Minimum Steiner 
Tree problem is NP-complete [38]. It is widely believed that no ef-
ficient algorithms exist for such problems. Similarly, many other 
network design problems, such as the Travelling Salesperson Prob-
lem , t h e Minimum Cost /f;-Edge-Connected Subgraph problem, are 
also NP-complete. 
In order to compromise for the intractability of such NP-complete 
problems, instead of insisting on finding the optimal solution, one 
may design a polynomial time algorithm which returns an approxi-
mately optimal solution that is provably good. This is the approach 
we adopt in this thesis. 
Approximation Algorithms 
For an optimization (say minimization) problem, we say that an al-
gorithm A is an f{n)-approximation algorithm if it returns a feasible 
solution whose cost is at most f{n) times that of the optimal feasible 
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solution, where n is the size of the input and f(n) is some polynomial 
time computable function of n. We say that f{n) is the approxima-
tion ratio of A. For example, it is not hard to sec that, in metric 
graphs, computing the minimum spanning tree that spans the ter-
minal nodes would give a 2-approximation for the Minimum Steiner 
Tree problem. 
There is a long line of research on approximation algorithms for 
NP-complcte edge connectivity network design problems. Some no-
table results include the 2-approximation algorithm for the Steiner 
Forest problem using the primal-dual framework of Gocmans and 
Williamson [30] and the 2-approximation algorithm ibr the Minimum 
Cost /c-Edge-Connected Subgraph problem in |40 . 
A common generalization of these results is the 2-approximation 
of the Steiner Network problem by Jain using the iterative rounding 
technique [34]. In the Steiner Network problem, there is an edge 
connectivity requirement r{u, v) between every pair of vertices u and 
u, our goal is to find a minimum cost subgraph such that there are 
at least r(u, v) edge-disjoint paths connecting u and v. This is the 
most general edge connectivity network design problem that admits 
a 2-approximation. 
Vertex connectivity network design problems are also long stud-
ied, although most of them appear to be much harder to approximate 
than their edge connectivity counterparts. In particular, the Vertex 
Connectivity Steiner Network is proved to have no constant factor 
approximation. Even for the much restricted special case, the Mini-
rniini Cost /c-Vertex-Connccted Subgraph problem, it is open whether 
it admits a constant factor approximation. 
1.1.2 Degree Bounded Network Design 
In addition to reliability, one may want to impose other types of 
constraints to obtain other desired qualities of the network. For 
example, it may be desired that the network has a low diameter, so 
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padcets only need to travel short distances to reach their destinations. 
Another desired quality may be that every node in the network only 
has bounded number of connections to other nodes. This constraint 
may model hardware restrictions or load balancing requirement in 
practice. In this thesis, we focus on the latter degree constraint. 
The earliest, studied problem in degree bounded network design 
is the Minimum Degree Spanning Tree problem, which asks for the 
spanning tree with the smallest maximum degree. This problem 
is NP-hard as it generalizes the Hamiltonian Path problem. Using 
local search technique, Fiirer and Raghavachari |27| show that in 
polynomial time, one can find a spanning tree of maximum degree at 
most d + 1 or decide that there is no spanning tree with maximum 
degree at most d. 
�rhis result has attracted lots of interest in degree bounded net-
work design since then. Among them, the most studied is the Degree 
Bounded Minimum Spanning Tree problem, which is a weighted gen-
eralization of the Minimum Degree Spanning Tree problem. In this 
problem, we are given a weighted graph and a degree bound By (up-
per and/or lower bounds) on every vertex v. The task is to find a 
spanning tree of minimum cost that satisfies all the degree bounds. 
In some special cases, for instance when the cost is induced by 
Euclidean distance [7] or a metric [21], there are constant factor 
approximation algorithms for this problem. However, when arbitrary 
costs are allowed, there can be no approximation if we insist that all 
degree bounds are satisfied, since deciding whether such a tree exists 
is already NP-hard. 
Bicriteria Approximation 
To cope with this inapproximability of the Degree Bounded Mini-
rnuiri Spanning Tree problem, one may further relax the strict degree 
bound and view the Degree Bounded Minimum Spanning TYce prob-
lem as a bicritcria optimization problem. Quite often, the two objec-
tives of a bicriteria optimization conflict with each other and there 
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exists no solution that is optimal with respect to both objectives. To 
handle this issue, we follow the approach of other previous works, 
namely we treat the second objective as a given budget, and try to 
optimize (minimize) the first objective under this budget constraint. 
Wc say that an algorithm is a (c, /(B))-bicriteria-approximation al-
gorithm if it returns a feasible solution whose first objective value 
is at most c times that of any solution that has its second objective 
below B and the second objective value of the solution it returns is 
at most f{B) where f is some function of B. 
(An alternative approach is to incorporate the two objectives into 
one, say, by taking some linear combination of the two values. How-
ever, as shown in [52], our approach is more general.) 
In the case of Degree Bounded Minimum Spanning Tree problem, 
the two objectives are the cost and the degree of each vertex, (here 
wc abuse the notation a little bit even though different vertex may 
have different degree bound) An algorithm is a (c, f{By))-bicriteria-
approximaiion algorithm if it returns a solution in which every vertex 
V has degree at most f[B”) where By is its degree upper bound and 
the cost of the solution is at most c times that of any solution that 
satisfies all the degree bounds. 
Utilizing Lagrangian relaxation techniques, as developed in a se-
ries of papers [42], [43] Konemann and Ravi show that there are 
(0(1), 0{By-\-\og n))-bicriteria-approximation algorithms for this prob-
lem and the more general Degree Bounded Minimum Stciner Tree 
problem (for uniform degree bound). Independently, based on the 
Push-Relabel idea in Goldberg and Tarjan's maximum flow algo-
rithm [31], Chaudhuri et al [36], [37] have developed a (1, 0{ By + 
log n))-bicriteria-approximation algorithm for the Degree Bounded 
Minimum Spanning Tree problem. Note that their algorithm actu-
ally returns a solution that is optimal in cost. 
A breakthrough in the research of this problem is Goeman's (1, By-{-
2)-approximation result [28]. His algorithm uses techniques from 
polyhedral combinatorics and matroid intersection and depends cm-
CHAPTER 1. OVERVIEW 6 
cially on the analysis of a basic solution to the natural linear pro-
gramming relaxation for this problem. 
Inspired by this result and Jain's iterative rounding algorithm 
for the Steiner Network problem, in [47], Lau et al have devised a 
(2, 2/V卜3)-bicriteria-approximation algorithm for the Degree Bounded 
Steiner Network problem using the iterative relaxation technique. 
This technique is then used in [57] to obtain a (1，By + 1 )-bicriteria-
approximation algorithm for the Degree Bounded Minimum Span-
ning Tree problem. For arbitrary cost, this is the best possible result. 
Since then, the same technique has been extended to other degree 
bounded network design problems. It is shown that (0(1), 0{By))-
bicriteria approximation is possible for the Minimum Cost Degree 
Bounded Arborescence problem [3] and additive approximation (in 
degree bound) is possible for the Degree Bounded Steiner Network 
problem [48] and the Degree Bounded Submodular Flow problem 
41 
1.1.3 Degree Bounded Vertex Connectivity Network De-
sign 
Unlike the edge connectivity counterparts, very few positive results 
about degree bounded vertex connectivity network design problems 
arc known. In fact, it is proved that similar bicriteria, approxima-
tions arc impossible for degree bounded vertex connectivity network 
design. As shown in [47], even when cost is not considered, the de-
gree bound for the much more restricted Degree Bounded Subset 
/c-Vertex-Connected Subgraph problem is still "-hard to ap-
proximate. In this problem, the vertex connectivity requirement be-
tween a pair of vertices x and y is /c if both x and y are in a given 
terminal vertex set R, and zero otherwise. 
Nevertheless, in some interesting special cases, a constant factor 
approximation is possible. One important special case is when the 
costs are assumed to form a metric, that is, when the triangle inequal-
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ity w{uv)-\-w{vw) > w{uw) is satisfied for every three vertices u, v, w. 
One notable example is the Minimum Degree A:-Vertex-Connected 
Subgraph problem. In this problem, we are required to find a min-
imum cost spanning A:-vertex-connected subgraph G such that the 
degree at every vertex is as small as possible (no /c-vert ex-connected 
subgraph G' exists such that da'{v) < d G � v � \ h and d c — do). Since 
a metric graph is complete, it must contain a /c-vertex-connected 
subgraph whose maximum degree is at most /c + 1. In fact, we can 
further require all vertices to have degree k. Except when both \V 
and k are odd, in such case, one vertex must be allowed to have 
degree A: + 1. We say that such a graph is almost k-regular. 
For simplicity, in this thesis, wc will assume tliat riot, both of 
V\ and k are odd and focus on the equivalent Minimum Cost k-
Regular /c-Vertex-Connected Subgraph problem. This is the problem 
that asks us to find a minimum cost spanning A:-vertex-connected 
subgraph in which every vertex has degree exactly k. A minor change 
to our algorithm can be made to find an almost /c-regular solution 
in case both \V\ and k are odd. The modification is covered in 
Section 3.4. 
When k — 2, the Minimum Cost A:-Regular /c-Vertex-Connected 
Subgraph problem specializes to the famous Travelling Salesperson 
Problem. Christofides [15] shows that there is a 3/2-approxirnation 
algorithm for this problem. When /c > 2, it is implied by the results 
in and [44] that this problem admits a (2 + {k — l ) /n , k + 1)-
bicriteria-approximation. 
In this thesis, we will prove that there is a (2 + {k — l)/n + l//c)-
approximation algorithm for this problem. Our approach is inspired 
by both of the results we just mentioned. 
1.2 Our Results 
As discussed in the last section, degree bounded vertex connectivity 
network design-problems are often harder to approximate than their 
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edge connectivity counterparts. There are very few positive results 
known about them.「rhc main result in this thesis is a (2 + (/r — l ) / n + 
l/A;)-approximation algorithm for the Minimum Cost Regular k-
Vertex-Connected Subgraph problem when the edge costs satisfy the 
triangle inequality. Below we give a formal definition of the problem 
and state our result. 
1.2.1 Problem Definition 
Let G 二 (y, E) be a graph. G is k-regular if every vertex has exactly 
k edges incident to it, and G is k-vertex-connected {k-edge-connected) 
if we need to remove at least k vertices (respectively k edges) to 
disconnect G. For the definition of A;-vertex-connectivity to make 
sense, we also require |V| > k for a /c-vertex-connected graph. By 
removing a set of vertices X, we mean deleting X and all edges 
incident to some vertex in X from V and E. An example of a 2-
regular 2-vortex-connected graph is a Hamiltonian cycle. 
In a network design problem, G is associated with a cost function 
w : B —> R T h e cost of a subgraph H — ([/, F) of G is defined as 
'⑴(")二 EeeF 咖)• 
We can now define The Minimum Cost /c-Regular A;-Vertex-Connected 
Subgraph Problem. 
Problem: Minimum Cost /c-Regular /c-Vertex-Connectcd Subgraph 
Input: A graph G 二 (V, E) that has a /c-vertex-connected subgraph, 
a cost function w : E — IR+, and a positive integer k > 2 such that 
k or | y | is even 
Objective: Find a minimum cost A:-regular /c-vertex-connected sub-
graph of G. 
1.2.2 M a i n Result 
The main result in this thesis is the following theorem. 
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T h e o r e m 1.2.1. If the edge cost satisfies the triangle inequality 
and \V\ > 2k there is a polynomial time (2 + (/c — l ) / n + l/k)-
approximation algorithm for the Minimum Cost k-Regular k-Vertex-
Connected Subgraph problem. 
For the slightly more general Minimum Degree A:-Vertex-Connected 
Subgraph problem, our algorithm can find a solution with minimum 
possible degrees, namely, at most one vertex has degree above k and 
when it does, its degree is A: + 1. Therefore, when metric cost is 
assumed, pure non-bicriteria approximation can be achieved. This 
is in great contrast to the case of general cost, where even bicriteria 
approximation is not known to be possible. Also, the lower bound 
adopted in our analysis is the minimum cost of a A;-vertex-connected 
subgraph with no restriction on degrees. This shows that, for metric 
graph，degree bounds can be handled with only a small extra cost. 
We remark that the result in this thesis is based on [8], where 
some of the proofs have been omitted due to lack of space. In that 
paper, some other degree bounded network design problems with 
metric cost assumption are also considered. 
1.2.3 Organization of This Thesis 
In the remainder of this chapter, an outline of our algorithm is given 
in Section 1.3. We will first look at an algorithm that solves the case 
for k = 2, then we discuss how it can be extended to the general 
case. 
Chapter 2 reviews previous work related to our results. The first 
three sections introduce basic concepts in the study of connectivity 
problems. The next three sections focus on the splitting-ofF opera-
tion, which is an important component of our a lgor i thm.� rhe last 
two sections cover results in vertex connectivity network design and 
metric cost network design. 
Technical contents including the proofs of our splitting-off theo-
rems and the complete description of our algorithm is presented in 
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Chapter 3. 
The last chapter concludes this thesis with a few remark on pos-
sible direction for future work. 
1.3 Algorithm Outline 
In this scctiori, we give a sketch of our algorithm and a quick overview 
of the technical tools wc used. As we mentioned in Soction 1.1.3, our 
approach is inspired by [15] and 15]. Therefore, it will be illuminative 
to take a look at their results first. 
1.3.1 Christofides' Algorithm for T S P 
We begin by examining the special case of the Minimum Cost k-
Rcgular A:-Vertex-Connected Subgraph problem when k 二 2. Notice 
that a 2-edge-corinected graph is also 2-vertex-coririected when it is 
2-rcgular, therefore this is same as the Minimum Cost 2-Regular 2-
Edge-Connected Subgraph problem. 
As we mentioned before, this special case is equivalent to the 
Travelling Salesperson Problem. Recall that the Travelling Salesper-
son Problem asks for a minimum cost Hamiltonian cycle, a simple 
cycle that spans all vertices, in a given graph. Christofides [15] has 
derived a 3/2-approximation algorithm for this problem. Central to 
his algorithm is the shortcutting procedure. 
Shortcutting Eulerian Cycle 
A graph is Eulerian if every vertex has an even number of incident 
edges. It is well known that a connected Eulerian graph must contain 
an Eulerian cycle, where an Eulerian cycle is a spanning cycle that 
traverses every.edge in E exactly once. ‘ 
Christofides observes that, when the triangle inequality is satis-
fied, an Eulerian cycle can be transformed into a Hamiltonian cycle 
without any increase in cost by shortcutting: just follow the Eule-
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rian cycle and skip any visited vertex. (See (b) and (c) of Figure 
1.1) Therefore, the Travelling Salesperson Problem with metric costs 
can be reduced to the problem of finding a low cost 2-edge-coririected 
Eulerian graph. 
To find a low cost 2-edge-corinected Eulerian graph, Christofides 
makes use of two lower bounds. 
Combine M S T with Matching to Get Eulerian Subgraph 
The first one is a minimum spanning tree of the graph. This is a 
lower bound of the cost of a minimum cost Hamiltonian cycle as it 
is 1-connectcd. However, a MST is not Eulerian and not 2-edge-
conriected. 
A natural idea to make it become Eulerian is k) add a perfect 
mat,ching on the odd degree vcrticcs. A perfect matching on a set of 
vortices [/ is a set of edges M such that each vertex in U is incident 
to exactly one edge of M. In fact, this procedure also makes it 
2-edge-connected. 
Indeed, for every proper subset X of V, we have d{X) 二 尼x d(v) — 
2\E{X)\, where d{X) {d{v)) is the number of edges with exactly one 
cndpoint in X (respectively v) and E{X) is the set of edges with both 
endpoints in X. Since G is Eulerian, d[X) is even and therefore at 
least 2 
(a) 、、•& 
Figure 1.1: (a) A spanning tree T (b) Dashed lines form a. matching M on the odd 
vertices (c) Result after shortcutting 
Moreover, the cost of a minimum cost perfect matching M on the 
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odd degree vertices U is at most one half of that of a minimum cost 
simple cyclc C spanning U, since C can be dccoriiposcd into two 
rnatchings. But the cost of C is no more than that of the optimal 
solution by the same short cut ting argument. So the cost of M can 
be bounded. 
It is well known that the problem of finding M can be solved in 
polynomial time [19]. Therefore, a 3/2-approximation of the TSP 
problem is as follows: find a MST T, compute the minimum cost 
matching M, and shortcut the Eulerian cycle to get a Hamiltonian 
cycle. 
1.3.2 Extending Christofides' Algorithm to k > 2 
Naturally, we would like to extend Christofides' Algorithm to the 
general case for k > 2. Therefore, we need to generalize the short-
cutting procedure used in the algorithm. 
Shortcutting and Splitting-OfF 
Let G — (V, E) be a /c-edge-connectcd graph, and uv, vw be two 
edges sharing a common vertex The splitting-off of uv and vw 
is the operation of shortcutting uv and vw, that is, the operation 
that removes uv, vw and adds uw to E (see Figure 1.2). Let G' 
be the resulting graph after the splitting-off operation is performed. 
Wc say that uv and vw is an admissible pair on v (with respect to 
/c-edge-connectivity) if G' is still /c-edge-connected. 
Suppose G is a /c-edge-connected graph such that d{v) has the 
same parity as k for every vertex v, i.e. d(v) and k are both odd or 
both even. One of our observations is that the shortcutting proce-
dure in Christofides' algorithm can be interpreted as a sequence of 
splitting-offs of admissible pairs. Note that the splitting-off operation 
has several useful properties: 
1. The degree parity of G remains unchanged ail or shortcutting. 
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R 
u ^ 0 � v 
(i) (ii) 
Figure 1.2: (i) Before splitting off uv and vw (ii) After splitting off (dashed lines 
repiosent removed edges) 
2. When the cost function satisfies the triangle inequality, the cost 
of the graph never increases. 
Therefore, assuming that there is always an admissible pair on a 
vertex with degree at least /c + 2, then we can transform G to become 
/c-regular without increasing the cost. 
Indeed, for edge connectivity, such assumption is valid by a splitting-
off theorem that we are going to prove in Section 2.4. Moreover, a 
/c-edge-connected graph of cost at most 2 + 1/k times that of the 
optimal value, with all vertices /c-even (a vertex v is /c-even if d{v) 
has the same parity as k, otherwise it is k-odd), can be found using 
an approach similar to Christofides': by adding a [) or feet matching 
on the set of A:-odd vertices of a low cost A:-edge-connoctcxl subgraph. 
However, unlike the case when k 二 2, this does not irmncdiatcly 
give us an algorithm for the Minimum Cost A;-llcgular A;-Vertex-
Connected Subgraph problem, because for k > 2, a /c-regular k-
edge-connected is not necessarily /c-vertex-connected. 
1.3.3 Bienstock et al's Splitting-Off Theorem 
Nevertheless, the same approach should be extensible to handle ver-
tex connectivity if, it can be shown that an admissible pair (with 
respect to A:-vertex-connectivity) always exists on a vertex with de-
gree at least A: + 2 in a A:-vertex-connected graph G, 
Unfortunately, in [5] and [32]，examples were shown, where no 
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admissible pair exists for a vertex with degree at least k + 2, 
V 
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Figure 1.3: Example 1 for k = 4 
Example 1: The graph in Figure 1.3 is creatcd by taking a copy 
of the complete bipartite graph Kk-i^k-i > 4). and creating a 
new vertex v that is adjacent to every vertex in the bipartite graph. 
This graph is A:-vert ex-connected. However, if any pair of edges uv 
and vw incident to v are split off, K{U,W) will decrease to /c — 1: if 
u, w are on different sides of the bipartite graph, their node degrees 
become /c — 1, if u,w on the same side, the other side is a size {k — 1) 
cutset. 
Figure 1.4: Example 2 for /c = 2 and p — A 
Example 2: Another example is the complete bipartite graph Kk,p 
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where p > k + 2. It can be checked that this graph is /c-vertex-
coniiGcted but splitting off any pair of edges incident to a vertex v 
in the smaller side S will make S — v become a cutset of size k — 
This example can be generalized by replacing a vertex v in the larger 
side by a /c-vertex-connected subgraph and attach the edges incident 
to to /c distinct vertices in the subgraph. 
Therefore, we may get stuck if we just naively split-off vertices 
with high degree. The surprising result of Bienstock et al [5| is that 
under mild conditions, when there is no admissible pair on a vertex 
X there will be two jointly admissible pairs. 「厂wo pairs of edges 
are jointly admissible if splitting off both simultaneously preserve 
/c-vertex-connectivity. 
T h e o r e m 1.3.1 (Bienstock, Brickell, M o n m a [5]). Let G = 
{V, E) he a minimally k-vertex-connected graph with > 2k. If 
X G V has degree at least k + 2, then either: 
1. there is a splitting-off on x that maintains k- vertex-connectivity; 
2. there are two jointly admissible pairs. 
An edge is critical if its removal decreases the vertex connectivity 
of a graph, otherwise it is redundant A graph is minimally k-vertex-
connected if every edge of it is critical. 
An example of jointly admissible pair is shown in Figure 1.5. The 
graph in example 1 shows that the assumption on the size of V is 
necessary. 
Bicriteria Approximation by Splitting-OfF 
Using Theorem 1.3.1 alone, Bienstock et al proved the following prop-
erty of a minimum cost /c-vertex-connected subgraph of a, metric 
graph. 
T h e o r e m 1.3.2. When the cost function satisfies the triangle in-
equality, there is a minimum cost k-vertex-connected subgraph in 
which every vertex has degree at most k 1. 
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‘ 0 
Figure 1.5: Example 2 after splitting off XXI, xx'2 and y工2, y�[3 
Since there is a (2H-(A:—l)/n)-approximation algorithm [44] for the 
Minimum Cost /c-Vertex-Connected Subgraph problem when metric 
cost is assumed, we can obtain the following bicriteria approximation 
result. 
Theorem 1.3.3. When the cost function satisfies the triangle in-
equality and \V\ > 2k, there is a {2 {k — l ) /n, k I V)-bicriteria-
approximaiion algorithm for the Minimum Cost k-Regular k- Vertex-
Connected Subgraph problem. 
Adapting Bienstock at al's Splitting-OfF Theorem 
One may expect that combining Christofides' ideas arid Bienstock at 
al's splitting-off theorem would immediately yield the desired result 
for the case of exact degree bound. However, a closer inspection will 
reveal some non-trivial details that still need to be handled. 
Problem 1 (Parallel Edges): First of all, notice that adding the 
matching may produce new parallel edges. (If we require the match-
ing to be simple, the cost of the matching will be much higher. Also, 
it is unclcar how the simplicity can be maintained during splitting-
ofFs.) 
In some applications, we can freely remove any parallel edges as 
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A:-vertex-connectivity will still be preserved. However, in our case, 
throwing redundant parallel edges away is not acceptable as it would 
violate the edge degree parity invariant. Therefore, we need to de-
velop a splitting-ofF theorem that allows parallel edges. Effectively, 
what, we need is the following theorem, which is to be proved in 
Section 3.2. 
T h e o r e m 1.3.4. Let G 二 (V",五)he a simple k- vertex-connected 
graph. Suppose u, v G V are adjacent, d{u) > k + 1 and uv is 
non-redundant, then there is a u-neighbor Uj, 一 v such that removing 
uui and adding vui preserve k-vertex-connectivity. 
Problem 2 (Redundant Edges): Secondly, recall that Bienstock 
et al's splitting-off theorem has a prerequisite that the graph must 
be minimally A:-vertex-connected. However, in our graph there may 
be redundant edges resulting from adding the matching or previous 
splitting-ofFs. Therefore, we cannot apply it directly. We prove a 
strengthened version of their splitting-off theorem that allows the 
existence of redundant edges, which is the content of Section 3.3. 
T h e o r e m 1.3.5. Let G 二 {V, E) be a simple k-vertex-connected 
graph with \V\ > 2k. If x E V has edge degree at least k + 2，then 
either: 
1. there is a splitting-off on x that maintains k-vertex-connectivity; 
2. there are two jointly admissible pairs. 




This chapter covers basic knowledge on vertex connectivity network 
design and splitting-ofF theorems that arc necessary for understand-
ing our work. 
In Sections 2.1 and 2.2, we define notations and concepts that are 
used in our proofs and discussion. In Sections 2.3 and 2.4, we in-
troduce the fundamental notion of submodular function and demon-
strate its use in proving splitting-off theorems through an example. 
In Sections 2.5 and 2.6, we survey previous works on splitting-off 
theorems and sketch some of their applications. In Section 2.7, we 
consider the rooted connectivity problem, an important special case 
in vertex connectivity network design, which is used as a subroutine 
in our problem as well as many other problems. In Section 2.8, we 
focus on two examples and explain how the metric cost assumption 
can be used to design better approximation algorithms. 
2.1 Notations and Terminology 
In this Section, we define some notations and terminology tliat are 
used in our proofs and discussion. 
An undirected graph G is defined by an ordered pair (V, E), where 
V is the set of vertices and E is the set of edges. An edge is a two-
element subset of V. The elements of an edge are called its endpoints. 
18 
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An edge with endpoints u,v ^ V will be denoted by uv [vu is same 
as uv for undirected graph). 
For a subset X of V, (^(X) denotes the set of edges with exactly 
one endpoint in X. An edge e E E is incident to a vertex v e V 
if e G {?;})• Two vertices u and v are adjacent if uv is an edge 
in E. The neighbors of X is the set of vertices Y C V — X that 
are adjacent to some vertex in X. The edge degree of X is defined 
as d{X) = and the node degree of X is defined as V{X)= 
7V(X)| (when there is no confusion, e.g. the graph being considered 
is simple, we use degree instead of edge degree). For simplicity, we 
often identify a vertex v ^V with the singleton set thus we use 
notation like d{v) to refer to G is k-regular if d{v) 二 k for 
every vertex v ^ V. A neighbor u of a vertex v is called a v-neighbor. 
We say that G is disconnected if there are two vertices u and v 
such that there is no path between them. Recall that in Section 1.2.1, 
we defined a graph G to be k-vertex-connected {k-edge-connected) if 
we need to remove at least k vertices {k edges) to disconnect G. 
By removing a set of vertices 5, we mean deleting X and all edges 
incident to some vertex in X from V and E. is a separator if the 
removal of X disconnects G. Therefore, a graph G with \V\ > k + l 
is A;-vertex-connected if 
r(X) > k (2.1) 
I 
holds for every X CV such that \X\ < — k. 
An edge uv is a parallel edge if there are more than one copy of 
uv in E. Two copies of a parallel edge with endpoints {u, v} are 
denoted by the same name uv. G is simple if there are no parallel 
edges and no self loops, otherwise, G is a multigraph. We remark 
that if G is /c-vertex-connected then there is a simple subgraph of G 
that is also /c-vert ex-connected. Also, if G is /c-vertex-connected and 
A:-rogular, then r{v) = d{v) = k for all v E V and G must be simple. 
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2.2 Monger's Theorem 
In Section 1.2.1, we defined the edge (vertex) connectivity of a graph 
to bo the minimum number of edges (vertices) that must be removed 
to disconnect two vertices. In this section, we give an alternative 
definition of /c-edge(vertex)-connectivity. 
Let G — (y, E) be a graph and u, v be two vortices in V. A path 
p between u and v is an alternating sequence of vertices and edges 
V0VI,VI,VIV2,..., vi^ivi.vi) where vq u and vi 二 仏 The 
vertices vq ^ v i ^ vi are called the internal vertices of p. �rwo paths 
Pi and p2 between u and v are said to be edge disjoint {internally 
disjoint) if pi and p2 don't share any edges (internal vertices respec-
tively). The edge connectivity between u and v, denoted as 入 
is the maximum number of pairwise edge disjoint paths between u 
and V. Similarly, the vertex connectivity between u and v, denoted as 
K[u,v), 'is the maximum number of pairwise internally disjoint paths 
between u and v. 
Clearly, if V) > k for every pair of non-adjacent vertices u 
and V, then G is /c-vert ex-connect ed. A vertex set S whose removal 
disconnects G is called a cutset. A cutset is minimal if no proper 
subset of it is a cutset. The maximal connoctcci components in G — 
S are called the S-components. A simple but useful fact about a 
minimal cutset S is that for every vertex x in S, every S'-component 
must contain at least one x-neighbor. The well known Menger's 
theorem states that the "cut" and "path" notions of connectivity 
are equivalent. V) < k if and only if there is a cutset of size < k. 
T h e o r e m 2.2,1. Let G — (V, E) be a graph and u, v be two non-
adjacent vertices in V. 
如 ） = m � $ r � （2.2) 
Similarly, for edge connectivity, there is another version of Menger's 
theorem. 
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Theorem 2.2.2. Let G = (V, E) be a graph and u,v be two distinct 
vertices in V. 
X{u,v)= mm d{X) (2.3) xcv:uex,v^x 
2.3 Submodular Functions 
Let K be a ground set. A set function / : 股 is submodular if 
the inequality 
f { x ) + f{Y) > f { x n r ) + f { x u y) (2.4) 
is satisfied for all X,Y CV. 
Submodular functions play a crucial role in combinatorial opti-
mization. They are especially important for connectivity problems. 
For instance, we can give a proof of the Menger's theorem based 
on submodular function argument without resorting to network flow 
theory. One example of submodular functions is the edge degree d 
function. Its submodularity follows from the following equation. 
Proposition 2.3.1 For any nonempty X, Y C V, 
I d(x) + d(Y) = d(x ny) + d(x u y) + 2d(x, v) 
where d(X, Y) is the number of edges between X — Y and Y — X. 
Similarly, it can be checked that the node degree function P is 
also submodular. 
A set function f is said to be supermodular if the reverse of the 
inequality 2.4 holds. One simple but important example of super-
modular function is the constant function f { X ) 二 k > 0 for some 
integer k. Such supermodular function (and its variants) usually 
arises in connectivity problems as an alternative form of the connec-
tivity requirement function. For instance, by the Menger's theorem, 
finding a A:-edge-connected subgraph is same as finding a subgraph 
such that d{X) > k for every non-empty proper subset X of V. 
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In this thesis, since we are mainly concerned with uniform con-
nectivity requirement, the only supermodular function that we will 
consider is the constant function. 
2.4 Use of Submodularity 
in Proofs of Splitting-OfF Theorems 
Usually, the content of a splitting-off theorem is to establish some 
kind of sufficient condition for the existence of an admissible pair. 
Intuitively, if a vertex has high degree, an admissible pair (with re-
spect to A:-edge-connectivity) is more likely to exist. In this section, 
wc will prove that high enough degree is a sufficient condition for the 
existence of an admissible pair. 
By the Menger's theorem, the connectivity of a graph is not pre-
served after performing a splitting-off operator! precisely when the 
edge degree of some set has decreased below k. Therefore, if we can 
find a pair of edges such that, after splitting off them, the edge de-
gree of every set remains at least k, this pair of edges will form an 
admissible pair. 
This leads lis to consider the so called tight sets and dangerous 
sets. A set X C V is tight if d{X) 二 k and it is dangerous if 
d{X) < A: + 1. Since a splitting-off decreases the edge degree of a set 
by at imost two, these tight and dangerous sets are the ones whose 
edge degrees may potentially fall below k. 
In丨 the following, we demonstrate how to use submodularty argu-
ment to prove a weaker version of the Lovasz's splitting-ofF theorem 
concorning edge connectivity. For simplicity, we add the extra re-
quirement that d{x) > k 2. (In the original version, d{x) is only 
required to be even and connectivity from x needs not be preserved.) 
Theorem 2.4.1. Let G 二 (V, E) he a k-edge-connected graph and x 
be a vertex in V with edge degree at least k -\-2 and k > 2. There is 
a pair of edges incident to x such that splitting off preserves k-edge-
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connectivity. 
Ilccall that G is /c-edge-connected if d{X) > k for all non-empty 
proper subset X of V. Since d is symmetric, i.e. d{X) ^ d{X) for 
any 论:/: X C X, a set X is dangerous if and only if its complement is 
also dangerous, but for convenience, we will assume that a dangerous 
set X does not contain x. We can characterize a non-admissible pair 
on X as follows. 
Claim 2.4.2. Two edges xu and xv are non-admissible if and only 
if there is a dangerous set X such that x ^ X and u, v E X. 
Proof. For any non-empty subset Y of V, d{Y) either stays the same 
or decreases by exactly 2 after a splitting off (see Figure 2.1). The 
later case happens exactly when x ^ Y and u,v ^ Y or x ^ Y and 
u, V G Y. Without loss of generality, we can choose X to be the side 
that contains u，v. • 
(a) (b) (c) 
Figure,2.1: In (a) and (b), splitting off doesn't change d(X). In (c), d(X) decreases 
by exactly 2 
We also need the following equations which imply the submodu-
larityiof d. It can be easily verified by checking that the contributions 
of an edge to both sides of the equation are the same. 
Proposition 2.4.3. For any nonempty X,Y C V, 
d{x) + d{Y) = d{x ny) + d{x u v) + 2d{x, v) 
where d[X, Y) is the number of edges between X — Y and Y — X. 
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Proposition 2.4.4. For any nonempty X,Y cV： 
d{X) + d{Y) = d(X - V ) + d(V - X ) + 2d(X nV,XU F), 
Proof, (of Theorem 2.4.1) For the sake of contradiction, assume that 
every pair of edges incident to x is non-admissible. In particular, 
consider two edges XX] and XX2 for some .x-neighbors X] and X2. 
By Claim 2.4.2, there is an inclusionwise maximal dangerous set 
abbreviated as X12, such that x 贫 Xi2 and X], X2 C X^. 
By assumption, d{x) > /c + 2 but X12 is dangerous, so there is 
a x-neighbor 0:3 not contained in X12. Since xxi and xx^ are non-
admissible, there is another maximal dangerous set X13 containing 
Xi and x^. Notice that X u — X13 is non-empty, otherwise X13 con-
tradicts the maximality of X12. By Proposition 2.4.4, wo have 
> d{Xu) + d{Xi3) 
= d { X u 一 Xi3) + d{Xu 一 Xu) + 2d{Xu H X13, ^12 U X13) 
> A: 4 /c + 2. 
Therefore, equality holds everywhere. Also, d{Xi2r\Xi：], X12 U X13)= 
1 implies that xxi is the only edge between Xi2nXi3 and X]2 U X13, 
so X2 is not in X12 门 By symmetry, there is also a maximal 
dangerous set X23 that contains X2 and 工3 but not . Also, JL 002 IS 
the only edge between Xi and Xij U Xu where X � : Xij Pi Xu for 
distinct G {1, 2, 3}. 
We claim that Xi is tight for all i. As if otherwise, by Proposi-
tion 2.4.3, . 
/c+ 1 + + 1 
> d{Xij) + d{Xu) 
= d { X i ) + d{X i j U Xu) + Xu) 
> + l + d{Xi j U Xu). 
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Xij U Xii would be dangerous, which contradicts the maximality of 
Xij. Moreover,, we have d{Xij, Xu) = 0 for distinct I G {1,2, 3}. 
Now, we consider the dangerous set X u and the tight set X^. 
Suppose that X u fl X^ is non-empty. By Proposition 2.4.3, we have 
M+k > d{Xi2)+d{Xs) > d{XunX,)+d{Xu^X,) > 
So Xi2 U 而 is dangerous. But this contradicts the maximality of 
Xi2. Therefore, X12 门 X3 二义i2 门义i3 n X23 must be empty. 
b 
Figure 2.2: The structure of X ^ , X23 and X13 
The structure of X12, X u and X23 is displayed in Figure 2.2. One 
can check that 
=d{Xi) + d{X2) + d{Xs) 
二 d{Xi2) + d{Xu) + d{X23) — a — 6 — c 一 3 
<3A: + 3 - a - 6 - c - 3 , 
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where a = d(Xi2, X13 U X23), b = d{X23, Xu U Xis) and c 二 d{Xi3, X12 U X23) 
The second equation can be verified by noticing that every edge 
e + xxi that leaves Wi leaves either Wij or Wu and xxi leaves both 
Wij and Wu for distinct i,j,l G {1, 2, 3}. 
Therefore, a = b = c = which means xxi, XX[] are the 
only edges that leave X12 U X13 U X23. However, by assumption, 
k > 2. If k > 3, then d{Xi2 U X13 U X23) == 3 contradicts that 
G is /c-edge-connected. Otherwise, k G {2,3}, but Xu U X13 U X23 
would be dangerous and this contradicts the maximality of X ^ . This 
completes the proof. • 
A Typical Proof of Splitting-Off Theorem 
As we have seen in the example above, a typical proof of a splitting-
ofl" t,hcorcni involves several components. 
(i) First, we characterize the condition under which the operation 
fails to preserve the connectivity requirement. Usually, this condition 
can be stated in terms of the existence of some tight or dangerous 
sets with certain properties. 
(ii) Then, we try to argue that the tight (or dangerous) sets must 
form some special configuration due to the submodularity constraints. 
In the example above, the special configuration is tlic three properly 
intersecting maximal dangerous sets. 
(iii) The proof is then concluded by showing that the existence of such 
special configuration would lead to a contradiction, so there is always 
an admissible pair. In some other cases, the special configuration 
itself may already be the desired conclusion. We then show that 
some operations can be performed when such special configuration 
exists. 
The proofs of our splitting-off theorems in Chapter 2 will have a 
similar flavor. 
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2.5 Splitting-Off Concerning Edge Connectivity 
In this scction, we survey previous work on splitting-ofF theorems, 
which has a broad literature of its own. We also present sample 
applications of some edge connectivity splitting-o(T tliooreins. 
Lovasz's and Mader's Splitting-Off Theorems 
The splitting-off operation is initially introduced for solving edge con-
nectivity problems. The first general splitting-off theorem is proved 
by Lovasz [49 . 
Theorem 2.5.1. fLovasz^s Splitting-Off Theorem) 
Lei G = [V s^E) be a graph such that 
d{X) > k yd) ^  X CV (2.5) 
where k >2. Suppose d{s) is even. Then for any edge su incident 
I 
on s, there is another edge sv such that condition 2.5 holds after 
splitting-ojf su and sv. 
Another theorem by Mader states that in a minimally A;-edge-
conriected graph, there is always a vertex with degree oxactly k. 
These two theorems together imply a constructive charactcrization 
of the class of A:-edge-connected graphs when k is even. 
Later, Mader [51] proved a much stronger extension of Theo-
rem 2.5.1. 
Theorem 2.5.2. (Mader's Splitting-Off Theorem [51]) 
Let G •= {V, E) be a graph, s be a vertex such that d{s)：卜 3 and 
there is no cut edge (an edge is an cut edge if its rem,oval increases 
the number of connected components) incident to s. Then there is a 
pair of edge incident to s such that X{u, v) 二 y(u,v) for every pair 
of vertices u^v ^ s, where \\u�v) is the edge connectivity between u 
and V after the splitting-off is performed. 
These splitting-off theorems and other variants have many appli-
cations in edge connectivity orientation and augmentation problems. 
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One typical application is to use the splitting-off operation as an re-
duction step in an inductive proof for certain property of the class 
of /c-edge-connected graphs. 
Robins' Orientation Theorem: An orientation theorem of Robins [56 
states that a graph G = (V, E) has a strongly 1-edge-connected ori-
entation if and only if it is 2-edge-connected, where a strongly k-
edgc-connccted orientation of G is an assignment of directions to 
edges in G such that there are k edge disjoint directed paths from 
every vertex to any other vertex. 
The "only if" direction is true bacause for very subset X of V, 
at least one edge in must be oriented to enter X arid another 
must be oriented to leave it. So G must be 2edge-coiinected. 
The "if" direction can be proved by induction on the size of \V . 
Our proof follows that of Lovasz. It can be shown that there is 
always an even degree vertex in a minimally 2-edge-connected graph. 
Therefore, we can apply splitting-off to an even degree vertex until 
it is isolated from the rest of G. A strongly connected orientation 
of the remaining graph can be found by induction. This orientation 
can then be extended to a strongly connected orientation of G in the 
natural I way. 
In fact, Lovasz's original proof was used to prove a stronger the-
orem by Nash-Williams [53], which generalizes Robin's orientation 
theorem. 
T h e o r e m 2.5.3. (Nash-Williams，Weak Orieniaiion Theorem [53]) 
An undirected graph G is 2k-edge-connected if and only if G has an 
strongly k-edge-connected orientation. 
Edge Connectivity Augmentation Problem: Another beau-
tiful application of splitting-off theorem can be found in edge con-
nectivity augmentation problem. Suppose G 二 (V, E) is a k-edge-
connected graph and we want to add a minimum number of edges 
to G to make it {k + 1)-edge-connected. Prank [23] proves that the 
following algorithm is optimal. 
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( O ) 
⑵ 
( Q ) 
(3) (4) 
Figure 2.3: Orientation by Splitting-Off 
every vertex 
Now remove 
Add a new vertex 5 to G such that it is adjacent to 
in y . This new graph will be (k + 1 )-edge-connecte(l. 
redundant edges incident to 5 until it becomes minimally (k + 1)-
edge-connccted. Without loss of generality, it can be assumed that 
s has even degree. Perform splitting-offs on s until s is isolated and 
the resulting graph will be [k + l)-edge-connected. 
(3) 
Figure 2.4: Aiigmontaiioii by Splitting-Off wlioii k --- 3 
Some variants of splitting-off theorems may need to preserve ad-
ditional constraints. For example, the splitting-off may have to pre-
serve simplicity [2] or bipartiteness [1] of the graph. Such variants 
have been developed for solving constrained augmentation problems. 
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Splitting-ofF theorems have also found application in various other 
problems, such as tree (or more generally Steiner tree) packing prob-
lems [46], [9| or analysis of fractional solution in polyhedral combi-
natorics [29], to name a few. 
2.6 Splitting-Off Concerning Vertex Connectiv-
ity 
In this SGction, we discuss several variants or extension of Bienstock 
et al's vertex connectivity splitting-off theorem and explain why they 
cannot be applied in our scenario. 
Unlike the case for edge connectivity, there are not as many splitting-
ofF theorems for vertex connectivity. Possibly this is due to their lim-
ited number of applications as compared to those of edge connectiv-
ity splitting-off theorems. In many applications of edge connectivity 
splitting-ofF theorems, a complete splitting off is required to isolate 
a vertex (a complete splitting off is a sequence of splitiing-ofFs of all 
the edges incident to the same vertex that preserves the connectivity 
for tlie rest of the graph), however for vertex connectivity, such a 
complete splitting off in general may not exist. 
Also, because of the transitive nature of edge connectivity, the 
reverse operation of splitting-off: subdivide an edge and hook them 
to a vertex, can preserve the global edge connectivity of the whole 
graph, but this is not true for vertex connectivity, as the hooking 
operation may glue together two vertex disjoint paths. For example, 
suppose pi and p2 are two internally disjoint st-paths and uv is an 
edge on pi，w is an edge on p2 for some u,v,w 0 {5, t}. If uv is an 
edge resulting from splitting off the edges uw and vw, reversing the 
operation may make w become a cut vertex. 
Variants of Bienstock et al's Splitting-Off Theorem 
The earliest splitting-ofF theorem concerning vertex connectivity is 
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Bienstock et al's splitting-off theorem that we have already men-
tioned. Jordan [35] has proved a related theorem that asserts the 
existence of a "saturating edge" in an augmentation problem. 
Recall that, for a /c-vertex-connected graph G, a tight set is a set 
with exactly k neighbors. In order to increase the vertex connectiv-
ity of G from k to k + 1, a new edge must be added between X and 
V — {X U N{X)) for every tight set X. Roughly speaking, a satu-
rating edge uv is a now edge whose addition eliminates two disjoint 
minimal tight sets such that no tight set contains u and v. Actually, 
the theorem of Jordan can be seen as a variant of Bienstock et al's 
splitting-off theorem in a different context. It suffers from the same 
problems as Bienstock et al's splitting-off theorem does and therefore 
cannot be applied in our scenario. 
Another vertex connectivity splitting-off theorem is proved by 
Cheriyan and Thurimella [11]. It also characterizes condition un-
der which admissible pair exists but it is weaker than Bienstock et 
al's splitting-off theorem as it requires the assumption that the de-
gree of the vertex to split on must be at least 2k instead of /c + 2. 
Therefore, it is also not applicable in our case. 
Extension to Rooted Connectivity 
A graph G = (V, E) is said to be k-vertex-connected from s for a 
specific root vertex 5 G F if there are k internally disjoint paths 
from 5 to for every v ^ V^ v ^ s. 
An extension of Bienstock et al's splitting-off theorem to rooted 
connectivity is proved by Cheriyan, Jordan and Nutov丨 10|. We need 
the definition of Property(T) for stating their results. 
Definition. Let G — (y, E) be a simple k - vert ex- conn ec i ed graph 
and X ^ V be a vertex with d{x) > k + 2. We say that G has 
Property(T) on x if there is a size k cutset S such that x ^ S and 
each 与-component contains exactly one x-neighbor. 
A sample graph with Property(T) on x is Example 2 in Sec-
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tion 1.3.3. In this example, S — {x, y}. 
Theorem 2.6.1. (Cheriyan et aVs Splitting-Off Theorem, Theorem 
3 of [10]) ‘ 
Let G = (y, E)，with \V\ > 2k, be a simple k-vertex-connected from 
X graph for a specific root vertex x E V . If x has degree at least 
/c + 2 and every edge incident to x is critical with respect to k-vertex-
connectivity from X , then either: 
1. there is a splitting-off on x that maintains k-vertex-connectivity 
from X； 
2. G has property(T) on x. 
With a simple proof, Theorem 2.6.1 can be shown to imply Bien-
stock et al's splitting-off theorem, though it has the same problem 
of Bienstock et al's splitting-off theorem. It requires the assumption 
that every edge, incident to x must be critical. So it cannot be applied 
in our algorithm. 
In fact, Cheriyan et al have proved a version of Theorem 2.6.1 
(Theorem 18 of [10]) that permits redundant edges incident on x. 
However, in this version, they require d{x) to be at least k + 3. This 
slight' difference makes it inapplicable in our case as there may be 
degree ^-f-2 vertex with redundant incident edge when executing our 
algorithm. Their theorem is not sufficient for reducing the degree of 
such vertex. 
2.7 Vertex Connectivity Network Design 
In Section 1.1, we have briefly mentioned some of the results in vertex 
connectivity network design. In this section, we will go into some 
more details. 
We start by defining the most general model. In a vertex connec-
tivity network design problem, we are typically given a undirected 
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graph G 二 (V", ^^ and a cost function w on E and our task is to 
find a minimum cost subgraph H of G such that between every pair 
of vertices u and v in V, there are at least r{u, v) internally disjoint 
paths, where r is a specific connectivity requirement function. The 
case for directed graph can be similarly defined. 
There are numerous special cases that are of special interests. 
Among them, the most widely studied cases are (i) rooted connec-
tivity, (ii) global connectivity and (iii) generalized Steiner network, 
where they are classified according to their connectivity requirement, 
starting from the most restricted to the most general. As expected, 
the most general is also the most difficult. 
On the other hand, we may also classify these problems according 
to t he edge cost function. Some popular models include: 
1. G is the complete graph, w(e) G {0,1} for all e G E, this is also 
called the minimum size augmentation problem; 
2. the unweighted case, where w{e) 二 1 for all e G E\ 
3. the metric cost, where G is the complete graph, and w is as-
sumed to satisfy the triangle inequality; and 
4. the general cost, where w can be arbitrary. 
Since the focus of this thesis is on metric cost, we will only briefly 
cover the results on other cases. 
In the following three sections, we will survey previous works on 
three major special cases: (i) rooted connectivity, (ii) global connec-
tivity and (iii) generalized Steiner network. 
2.7.1 Rooted Connectivity 
In the rooted connectivity problem, the connectivity requirement 
r(u,u) is positive only when or is the root vertex s. In this 
section, we further restrict ourselves to the case where r(s, v) = k 
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for all i； G V for some constant k. The more general rooted Steiner 
network problem is discussed in Section 2.7.3. 
八 digraph D = (V, A) is k- vertex-connected fr'om s for a specific 
root vertex 5 G V if there are k internally disjoint, directed paths 
from s to i； for every v £ V, v ^ s. 
The problem of finding a minimum cost subgraph that is /c-vertex-
connected from s plays an important role in vertex connectivity net-
work design since it is often used as a subroutine in solving other 
vertex connectivity network design problems. 
Even for the unweighted case, the undirected version of this prob-
lem is NP-complete as it generalizes the liarniltonian cycle prob-
lem. Surprisingly in contrast, as shown by Frank and Tardos [26], 
the directed version is polynomial time solvable for arbitrary weight 
using submodular flow technique. Later this result is extended by 
Prank [24], who showed that a common generalization of this prob-
lem and the Minimum Cost /c-Edge-Connected From s problem can 
be rcduccd to matroid intersection. 
This algorithm can be used to get a 2-approximatiori algorithm 
for the undirected version [39]. Given an undirected graph and a 
root vertex, we just have to replace every undirected edge uv by two 
arcs between u and v with opposite directions and run Frank and 
Tardos' algorithm. The underlying undirected graph of the returned 
solution would be /c-vertex-connected from s. 
M i n i m u m Cost A:-Vertex-Connected Subgraph Problem 
One application of Prank and Tardos' algorithm is the Minimum 
Cost /c-Vertex-Connected Subgraph problem. 
Let G* be a minimum cost /c-vertex-connected subgraph and C* 
be a minimum cost /c-vertex-connected from s subgraph for some 
vertex s. Clearly, w{G*) is a lower bound of w{G*) as G* is k-
vertex-connected from every vertex. On the other hand, if C* is 
not /c-vertcx-connected, then every separator of size < k must con-
tain s. Therefore, we can get a simple 2 k-appr oxi m at ion by running 
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the 2-approximation algorithm for the (undirected) Minimum Cost 
/c-Vertex-Connected Prom s Subgraph problem on k arbitrary root 
vertices. 
In case the cost function satisfies the triangle inequality, a better 
approximation ratio can be achieved with some more observations. 
It is discussed in Section 2.8. 
M i n i m u m Cost Vertex Connectivity Augmentation 
Frank and Tardos' algorithm can also be used in finding a minimum 
cost set of edges that augments a /c-vertex-connected graph to be-
come {k + 1 )-vertex-connected [13 . 
Let G be a /c-vertex-connected graph. A vertex subset T is called 
a tight set cover if every tight set in G contains at least one vertex 
in T. Mader [50] proved that when n, the size of the vertex set, is 
sufficiently large with respect to k, namely n 二 there is a 
tight set cover of size 3. 
We can enumerate all triples of vertices to find a minimum size 
tight set cover T in this case. A 6-approximation to the Connectiv-
ity Augmentation By One problem can be obtained by taking the 
union'' of the solutions returned from running the 2-approximation 
algorithm for the (undirected) Minimum Cost /c-Vertex From s Sub-
graph problem on each vertex s in T, where the cost of an edge is 
zero if is in the given graph. 
We remark that a 0(log A:)-approximation [13| (given that n = 
to the Minimum Cost A:-Vertex-Connected Subgraph problem 
can be obtained by applying the augmentation algorithm k times. 
2.7.2 Global Connectivity 
In global connectivity problem, the connectivity requirement be-
tween all pairs of vertices is a parameter k. This is the Minimum 
Cost /c-Vertex-Connected Subgraph problem. 
For directed graphs, the minimum size augmentation problem (the 
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special case where w{e) G {0,1}) is proved to be polynomial time 
solvable by Frank and Jordan [25]. The result in |25| uses the el-
lipsoid method. Later, more efficient combinatorial algorithms are 
obtained in [4]. For undirected graphs, it is a major open problem 
that whether the minimum size augmentation problem is solvable in 
polynomial time, though it is known to be true for every fixed k [33 . 
The Minimum Cost /c-Vertex-Connected Subgraph problem be-
comes NP-hard when the input graph is no longer a complete graph, 
even in the unweighted case where every edge has the same cost, as 
it generalizes the Hamiltonian Cycle problem. In this case, Cheriyan 
and Thurirnella [12] gives a (1 + 1 /A:)-approximatiori algorithm. 
For metric cost, the Minimum Cost A:-Vertex-Connectod Subgraph 
problem admits constant factor approximation. One of such algo-
rithm is used as a black box in our algorithm. We will talk more 
about this in Section 2.8, where the topic is metric cost network 
design. 
In case of general cost, it is another major open problem that 
whether it has a constant factor approximation as the case for edge 
connectivity does. For small k [k = Cheriyan et al |13] has 
given a 0(log k) approximation algorithm for this problem. Building 
on a long line of work [45], [20], Nutov [54] extends the 0{\ogk)-
approximation to all cases except when k = n — o{n). 
I . I 
2.7.3 Generalized Steiner Network 
111 the generalized vertex connectivity Steiner network problem, the 
connectivity requirement between all pairs of vertices can be arbi-
trary. Two special eases of particular interests are 
(i) Rooted Steiner Network, where the connectivity requirement r{s, v) 
is a parameter k when s is the root vertex and v is in a specific set of 
terminal vertices and zero otherwise, this generalizes the Minimum 
Cost A:-Vertex-Connected Prom s Subgraph problem; and 
(ii) Minimum Cost Subset /c-Vertex-Connected-Subgraph problem, 
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where the connectivity requirement r(u, v) is a constant k when both 
u and V are in a specific set of terminal vertices and zero otherwise, 
this generalizes the Minimum Cost /c-Vertex-Connected Subgraph 
problem. 
For metric cost, there is a constant factor approximation algo-
rithm for the Minimum Cost Subset /c-Vertex-Connected-Subgraph 
problem by Cheriyan and Vetta [14]. Building on this, they also 
show 'that there is a 0(logrVncu:)-approximation algorithm for the 
general vertex connectivity Steiner network problem, where is 
the maximum value of r(u, v). However, for general cost, in [6], 
Chakraborty et al have shown that the generalized vertex connectiv-
ity Steiner network problem is A;…i)-hard to approximate even when 
r(u, v) only take values in {0, k}. 
Recently, the generalized vertex connectivity Steiner network prob-
lem has attracted much attention ([6] and [16]), in attempts to 
close the gap between its approximation ratio and the hardness re-
sult. In particular, Chuzhoy and Khanna [17| showed a randomized 
log n-approximation algorithm using a reduction to the Element 
Connectivity Steiner Network problem, which can be approximated 
to within a factor of 2 [22] by generalizing Jain's iterative rounding 
technique [34]. Recently, Nutov [55] has obtained k'^  approximation 
for the Rooted Steiner Network problem and /c^  log k approximation 
for the Minimum Cost Subset /c-Vertex-Connected-Subgraph prob-
lem. 
2.8 Network Design with Metric Cost 
As we have mentioned in Section 1.1.3, many network design prob-
lems or degree bounded network design problems are hard to ap-
proximate when arbitrary edge costs are allowed. For example, the 
Minimum Cost /c-Vertcx-Connected Subgraph problem is not known 
to admit constant factor approximation, while both the Travelling 
Salesperson Problem and the Degree Bounded Minimum Spanning 
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Tree problem are not even approximable within f{n) for any poly-
nomial time computable function f . 
However, the situation improves drastically if the cost function 
must obey the triangle inequality. Much better approximation is 
achievable in this case. One example we have already seen in Sec-
tion 1.3.1 is the Metric Travelling Salesperson Problem which has a 
3/2-approximation algorithm. In this section, we will see two more 
problems which allow much better approximation when metric cost 
is assumed. 
2.8.1 M i n i m u m Cost A:-Vert ex-Connected Subgraph 
The first problem we considered is the Minimum Cost A;-Vertex-
Connected Subgraph problem. Khuller and Raghavachari [39] showed 
that there is a (2 + 2{k — 1)/n)-approximation algorithm for this 
problem. A similar algorithm with a slightly improved approxima-
tion ratio 2 + (/c — l ) / n is obtained in [44]. It is used as a black box 
in our algorithm. We include the proof of [39] here for completeness. 
Let G = {V, E) be a graph (or digraph) and R be a specific set of 
k root vertices in V. G is called /c-vertex-connected from R if there 
are /c— paths from R — v to v that are vertex disjoint except 
at V for any v G V. 
Khuller and Raghavachari made the following observation. 
L e m m a 2.8.1. Let H be an undirected graph and R be a set of k 
root vertices. If H is k-vertex-connected from R, then H + K is k-
verlex-connected, where K is a clique (a complete subgraph) on R. 
Proof. Assume for contradiction that H+K is not /c-vert ex-connected, 
so there must be a minimal cutset S of size < A: in I-I + K. Let Xi be 
the z-th 5-component. Since all vertices in R are adjacent in H ^-K, 
R cannot intersect two different ^'-components. Therefore, R is con-
tained in S U Xi for some i. Consider a vertex v in Xj where j ^ i. 
Since 11 is A;-vortex-connected from R, there arc k: paths Jfrom R to 
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V that are pair wise vertex disjoint except at v. This contradicts that 
5 is a cutset of size < k. • 
Based on this observation, it suffices for us to find a low cost 
/c-vertex-connected from R subgraph H for some k root vertices R 
such that there is a low cost clique on R. Here we make use of the 
assumption that the cost function satisfies the triangle inequality. 
A d-star, denoted as K�d is a bipartite subgraph with exactly one 
vertex on one side and d vertices on the other. 
L e m m a 2.8.2. Let G be a weighted graph with a cost function w 
that satisfies the triangle inequality. Suppose S is a d-star and K is 
the d -I- 1-clique on the vertices of S. Then, w[K) < {k — l)w{S). 
Proof. Let x be the center of S (the vertex on the smaller side of 
S). For any two vertices y,z ^ x in S, by triangle inequality, we 
have w{yz) < w{xy) + w{xz). Therefore, we can charge the cost of 
an edge in K to the corresponding pair of edges in S. Each edge xy 
in S is charged by exactly k — \ edges (including xy itself) that are 
incident to y in K. • 
Let S be the minimum cost (k — l)-star in the input graph G and 
G* be the minimum cost A:-vertex-connected subgraph of G. Since 
two copics of G* can be obtained by taking the union of all stars 
centered at each vertex in G*, the cost of S is at most 2/n limes that 
of G* 
It remains to find a low cost /c-vertex-connected from S subgraph. 
We use Frank and Tardos' algorithm as subroutine. 
We create a new digraph D by replacing each directed edge uv in G 
by two arcs uv and vu of opposite directions (with cost unchanged), 
and adding to C a new vertex s and k zero-cost arcs from s to S. 
Next, we run Prank and Tardos’ algorithm on this new graph with s 
as the root vertex. The returned solution D* is then converted back 
to a /c-vertex-connected from S subgraph G' by taking the undirected 
version of each arc picked in D*. 
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The cost of G' is at most 2w{G*) since picking both arcs for each 
edge in G* and the k zero-cost arcs leaving s makes a, directed k-
vertex-connected from s subgraph in D. Finally, the union of G' and 
the clique K on S gives us a /c-vertex-connected subgraph whose cost 
is at most (2+ ' (A:- l)/n)w{G*). 
2.8.2 Degree Bounded M i n i m u m Spanning Tree 
In this section, we consider another problem that admits much bet-
ter approximation when restricted to the special case of metric cost, 
which is the Degree Bounded Minimum Spanning Tree problem. Re-
call that for general cost, this problem is NP-hard to approximate as 
it generalizes the Hamiltonian Path problem. 
However, as shown by Fekete et al [21], when the cost satisfies 
the triangle inequality, there is a polynomial time algorithm that 
transforms any given tree T to a tree T' that satisfies the degree 
upper bound at every vertex such that w{T') < (2 — mm{{b{v)— 
2)/(而如）—2) ： driv) > 2})w{T), where b{v) is the degree upper 
bound at the vertex v and driv) is the degree of v in T. We now 
give a sketch of their algorithm. 
Their algorithm is based on an operation called the adoption. For 
an edge xy in T, an adoption of a 工-neighbor by y is the operation 
of removing from T the edge xz and adding a new edge yz to T. By 
the triangle inequality, the increase in cost caused by this operation 
is at most w{xy). Alternatively, we might also view it as duplicating 
xy and then splitting off xy and xz. 
Clearly, a main effect of the adoption operation is that the degree 
of X is reduced by one while that of y is increased by one.�rhcrefore, 
for two adjacent vertices x and y, if x has a higher degree than b{x) 
while y has a lower degree than b{y), we can shift the load of x to y. 
In case the two vertices are not adjacent, we can repeat the adoption 
process. The increase in cost is at most the cost of the path between 
thern, but by triangle inequality, this is no more than the cost of xy. 
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d(y) += 1 
Figure 2.5: Adoption of a x-neighbor z by y 
The only problem that remains is to match vertex with too high 
degree to vertex with low enough degree such that the total cost of 
the adoption sequence is minimized. Fekete et al shows that this can 
be formulated as a network flow problem and the cost of the adoption 
sequence can be bounded by (2 — min{ {b{v) — 2)/{dr{v) — 2) : driv) > 
• E n d of chapter. 
Chapter 3 
Min imum Degree 
A;-Vertex-Connected Subgraph 
In this thesis, we study a special case of the degree bounded vertex 
connectivity network design problem. 
Problem: Minimum Cost /c-Regular /c-Vertex-Connected Subgraph 
Input: A graph G 二E) that has a /c-vertex-connected subgraph, 
a cost function w : — M+, and a positive integer k >2 such that 
k or \V\ is even 
Objective: Find a minimum cost /c-regular ^-vertex-connected sub-
graph of G. 
Our main result is an approximation algorithm for this problem. 
Theorem 1.2.1 If the edge cost satisfies the triangle inequality 
and > 2k there is a polynomial time (2 + (/c - l ) / n + 1/k)-
approximation algorithm for the Minimum Cost k-Regular k-Vertex-
Connected Subgraph problem. 
We will present the algorithm in this chapter. According to our 
outline in Section 1.3, our algorithm consists of four main phases. A 
chart phowing these main phases is given in Figure 3.1. 
The procedure for finding the initial A:-vertex-connected subgraph 
in Step 丨 1 has been discussed in Section 2.8.1. Steps 2 and 3 are for 
converting the vertices to be k-even. By Bienstock et al's splitting-
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Input: All integer k > 2 such that k or is even, a graph G = (V, E) with 
\V\ > 2k, a. cost function w : E that satisfies triangle inequality 
Output: A spanning /c-regular vertex-connected subgraph of G 
Begin 
1. Find a /c-vertex-connected subgraph using the algorithm in [44 
2. Split-off until all vertices have degrees A; or /c + 1. 
(No need to keep parallel edges) 
3. Add a inininium cost matching on the set of /r-odd vertices. 
Split,-oil until all vertices have node degrees k. 
End 
Figure 3.1: Simplified Main Algorithm 
off theorem, admissible pairs or jointly admissible pairs exist if some 
vertex has degree > A: + 2, so Step 2 is feasible whereas Step 3 
can be done by. using a standard minimum cost matching algorithm. 
Therefore, after Step 3，all vertices have edge degree either k or /c + 2. 
Step 4 is for getting rid of the remaining degree k f- 2 vertices. This 
is the most technical part of our work. 
As we have mentioned at the end of Section 1.3.3, Bienstock et 
al's splitting-ofF theorem can no longer be applied in Step 4, since 
parallel'edges and redundant edges may have been created in Step 3. 
Therefore, we have to extend Bienstock et al's splitting-ofF theorem 
to handle such cases. As we will see, we can handle parallel edges 
and redundant edges separately. We will apply Theorem 1.3.4 for 
splitting-ofF in ease parallel edges exist, and Thcoroni 1.3.5 in case 
redundant edges exist. 
Since the proof for Theorem 1.3.4 is easier. It will be presented in 
Section 3.2 first. Then in Section 3.3, we will prove Theorem 1.3.5. 
Some common arguments used in both proofs are described in Sec-
tion 3.1.1. The. complete description and proof of correctness of our 
main algorithm is given in Section 3.4. 
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3.1 Preliminary 
3.1.1 Tight Sets 
Recall the example we used in Section 2.4 to illustrate a typical proof 
of a splitting-off theorem. In that example, tight and dangerous 
sets play an important role. They are the obstacles that prohibit 
admissible splitting-offs. In this section, we are going to develop some 
preliminary properties of tight sets that are needed in our proofs. 
In the example in Section 2.4, tightness is defined with respect 
to the edge degree function d and the uniform edge connectivity 
function g = k. In this chapter, we study tight sets for vertex con-
nectivity. Recall the definition of /c-vertex-connected graph: a graph 
二 ("!/, E) with | y | > /c + 1 is /c-vertex-connected if removing less 
than k — 1 vertices does not disconnect G. More formally, G is k-
vertex-coririected if 
r � - \ N{ x ) \ > k (3.1) 
holds for all non-empty subset X of V such that |\/ — > k. In 
the following, a set X C V^  is said to be tight if r ( X ) 二 /i;. 
As mentioned in Section 2.3, the node degree function r is sub-
modular. The following two propositions are results from the sub-
modularity of r . Intuitively, they state that tight sets are closed 
under''intersection, union and set difference if they are intersecting. 
Two sets Wi and W2 are said to be intersecting if W\ fl W2 is non-
empty. Suppose Wi CV and W2 QV are tight and intersecting. Let 
= iV(H^i), S2 = N(W2), Ui = V\{WiUSi) and U2 = V\{W2US2). 
(Note'that, by definition, WiUSiUUi is a partition of V for i G {1,2}.) 
Proposition 3.1.1. If U W2I < - k, then Vl,i n W2 and 
M/i U W2 are tight, N{Wi H W2) = (^i n W2) U (6、i n ^2) U (6、n Wi) 
and N{Wi U W2) = (6、fl U2) U {Si Pi S2) U {82 n ( 7 i ) . 
Proof. It is easy to check that \N{Wi)\ + |yV(M,2)| = \N{Wi 0 W2)\ + 
N{Wi U W2)\ + 1^ 1 + \B\ + \C where A = {Si H S2) \ n W2), 
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w, c w, 
Figure 3.2: Neighbors of Wi,W2, Wi fl W2 and Wi U W2 partitioned according to 
their contribution to each term in Inequality 2.4 when f = V 
B = {Si n W2) \ N ( W i n W2) and C = (S2 n W j ) \ N ( W i n W2). 
(See Figure 3.2) So by the definition of tight set and condition 3.1, 
we have. 
k f k 
N{Wi)\ + \N{W2) 
N{Wi n W2)\ + \N{Wi U W2) c 
which implies \N{Wi nW2)\ = \N{Wi U VK2)| = k and 二 \B 
|(7| 二 0. 
And by definition of Si and S2, N{Wi Pi W2) C (.S^ i fl W2) U {Si Pi 
S2)U{S2nWi). Conversely, we have C 
N{Wi n W2) because = = \C\ = 0. We can also check that 
N{Wi u W2) = {Si n U2�u (51 n S2) u {S2 n u\). • 
Proposition 3 . 1 . 2 . / / 1V l^ iUVFs| < \V\-k, WiflL/s andW2r]Ui are 
non-empty, then P^i n U2 and W2 Pi Ui are tight, N{]/Vi fl U2) 二 (S^ i H 
U2)u{SinS2)u{S2nWi), N{W2nUi) = (5^2n[/i)u(s^2ns^i)u(s\nW2) 
and n (72| = IS2 n I7i| = Pi 5^2丨=1^2 n Si . 
Proof. Partition V according to Figure 3.3. Observe that N{Wi 门 
U‘2) c J U M U O and N{W2 n [ / ! ) � /C U Af U P. As M^ i n U2 and 
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Figure 3.3: Partition of K by intersections of 5\, 14,2, S2 and U2 
W2 n Ui are non-empty, by condition 3.1, \ J\ + \M\ H- \0\ > k and 
/i:| + |M| + |P | > k. But \J\ + \M\ + \0\ + \K\ + \M\ + \P\ 二 |S'i| + |S'2 二 
k-hk.soWif] U2 and W2 门 U! are tight, N{Wi n U2) = J U M U O, 
N{W2 n Ui) 
plies |0 | 二 丨/)|, 1 = 
- 0 \ -I- |M| 4 \P\ (by 
Prop. 3.1.1) implies \J\ = \0\. Therefore \J\ 二 丨/^ 二 丨0| 二 |P|. • 
Moreover =/c 二 J + M + 0 
K + M + P implies J 二 K and 
3.1.2 (xxi)-Critical Sets 
Rccall that for a /c-vcrtex-connected graph G, an edge in G is critical 
if its removal decreases the vertex connectivity to /c — 1, otherwise it 
is redundant. A graph is minimally /c-vcrtex-conncctod if every edge 
of it is critical. 
Intuitively, if an edge is redundant, it is easier to form an admis-
sible pair with another. In fact, we can show that when there are 
two redundant edges, there is always an admissible pair. 
It will be convenient to characterize a critical edge using a special 
type of tight set. Let x be a vertex and xi be a x-neighbor. We say 
that a tight set X is (xxi)-critical if { x j = Xr]N{x) and x G N[X). 
Clearly, the edge xxi is critical if there is a (a;a;i)-critical set. The 
reverse is also true. Removing xxi decreases the vertex connectivity 
by at most one, and it decreases only if in G — xxi^ x and Xi are 
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contained in different 5'-components X and Y for some size k — 1 
cutset S. The set X is a (xxi)-critical set. 
Suppose G 二 ( V ^， i s a simple /c-vertex-connected graph, x is a 
vertex with degree at least k -\-l and Xi and Xj are two x-neighbors. 
Claim 3.1.3. If there exists a [xxi)-critical set, then there exists an 
unique maximal {xxi)-critical set. 
Proof. Suppose there are two distinct maximal (xxi)-critical sets Wi 
and W2. By definition of (xxi)-critical set, \N{x) \ {W] U W2)\ > 
N{x) \ {xJI which is at least k as d(x) > k -i- 1. So by Proposi-
tion 3.1.1, Wi U W2 is tight. It is easy to check W] U W2 is a (xxi)-
critical set. This contradicts the maximality of W] and W'?. • 
For a critical edge xXi, we use Wi to denote the unique maximal 
(.Tx,)-critical set. We also set Si = N[Wi) and = [Wi U Si). 
Claim 3.1.4. Wi and Wj are disjoint if they exist for i + j, 
Proof. Suppose that Wi and Wj are non-disjoirit. By definition, x G 
Si n Sj and \ WiU Wj\ > |{x}| + \N{x) \ U Wj\ > 1 I- \N{x) \ 
{xi, Xj}\ > k. So by Proposition 3.1.1, x G N{Wi fl Wj), i.e. some 
x-neighbor xi is in Wi 门 VKj. However, by definition, xi ^ Wj and 
Xj ^ Wj, so xi + Xi, Xj. This contradicts the definition of Wi as a 
(x'x-^)-critical set. • 
Thfese two properties of (xxi)-critical sets will be frequently used 
in the proofs of Theorems 1.3.5 and 1.3.4. 
3.2 Splitting-OfF with Parallel Edges 
I 
As mentioned in the outline of our main algorithm, parallel edges 
may form when adding the matching or performing splitting-offs. 
Therefore, we need to allow splitting-off involving parallel edges. 
Suppose each of uv and uw has at least two copies. Note that 
splitting-off a copy of uv and a copy of uw is just the same as adding 
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vw (in terms of vertex connectivity). So uv and uw must be admis-
sible when both of them have multiple copies. Therefore, we may 
assume the pair of edges to split involves only one parallel edge. But 
splitting-off a parallel edge uv and a non-parallel edge uw is same as 
removing uw and adding a new edge vw (in terms of vertex connec-
tivity) . I n fact, it suffices for our purpose to prove the following. 
Theorem 1.3.4 Let G = {V, E) be a simple k-vertex-connected 
graph. Suppose u^v eV are adjacent, d{u) > k + 1 and uv is non-
redundant, then there is a u-neighbor ui such that removing uui and 
adding vui preserve k-vertex-connectivity. 
We emphasize that G in Theorem 1.3.4 is simple, but Theo-
rem 1.3.4 and the discussion above imply that for non-simple graphs, 
there is an admissible pair if uv is a parallel edge and one of u and 
V has edge degree at least /c + 2. 
Proof of Theorem 1.3.4 
In the following, we prove Theorem 1.3.4. Let Ui be the i-th u-
rieighbor distinct from v and Vi be the i-th neighbor distinct from 
u. For the sake of contradiction, assume that Theorem 1.3.4 is false, 
then every uUi must be critical. So every i/-neighbor ui 一 v is con-
tained in a maximal (ixiti)-critical set, denoted as W^• Also by as-
sumption, the n-neighbor v is contained in a maximal )-critical 
set which we denote as W i^y. By Claim 3.1.4, these maximal tight 
sets are all disjoint. 
I 
3.2.1 W h e n Does Replacement Fail? 
Fori each i/-neighbor Ui + v, let Wu^ v be the unique maximal tight set 
W such that l y n N(u) = { u j , {u,v} C N{W) if such a set exists. 
Claim 3.2.1. If there exists a tight set W such that W 门 二 {iz-J, 
{n, ‘？;} C N{W), then the maximal such tight set is unique. 
Proof, The proof is similar to that of Claim 3.1.3. Suppose there are 
two distinct maximal such tight sets Wi and W2. By definition of 
CHAPTER 3. MINIMUM DEGREE K- VERTEX-CONNECTED SIJBGRAPH46 
W^ I and W2, |A/'(u) \ {Wi UW2)\ > \N{u) \ which is at least k 
as d(u) > k -h l . So by Proposition 3.1.1, W1UW2 is tight. It is easy 
to check Wi U W2 satisfies the definition of W. This contradicts the 
maximality of Wi and W2. • 
Also note that if Wu-i, exists, since W^v is tight and v G N{Wuiv), 
Wu;v must contain some f-neighbor vj (possibly v) 二 Uj), otherwise 
^{^^Uiv) — is a cutset of size < k. 
We may characterize the condition under which replacement fails 
as follows. 
Claim 3.2.2. Removing uui and adding vui destroy k-vertex-connectivity 
if and only if Wu^v exists. 
Proof. The "if direction is obvious. We consider the “ only if di-
rection. Assume to the contrary that the resulting graph G' is not 
A:-vertex-connected. Then, there is a size-(A: — 1) cutset S in G' whose 
removal creates two connected components W and U with Ui G W, 
ueU SindWn NG{U) 二 {ni}. (See Figure 3.4.) 




V A ^ y 
I ‘ Figure 3.4: After replacement, S separates W and U 
Notice that v ^ W a-s Ui is the only ti-neighbor in W but v and 
Ui are adjacent after addition of vui, so v must be in S, otherwise v 
is a new neighbor of W. Wmv is the unique maximal such W. • 
�rherefore, assuming that replacement destroys /c-vertex-connectivity 
for every ？i-neighbor Ui, then W .^^  exists and is well defined. We now 
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show that all these and Wy are pairwise disjoint and this would 
lead to a contradiction. 
3.2.2 Deriving a Special Structure 
Claim 3.2.3. = W^. for each u-neighbor ui + v. 
I 
Proof. First, we show that Wu^ Q Wu^v Suppose Wu. — Wu^y is non-
empty. By definition of Wu,v and > \N{u)\ 
which is at least k as d{u) > /c + 1. So by Proposition 3.1.1, 
Wa, U \Vu,i, is tight. Wc can check that Wu, U M';,,,， satisfies the 
definition of 14^ u,:”. This contradicts the maximality of Wu,u. 
However, W^v is also a (uiii)-critical set. Therefore, by the max-
imality of W叫，Wu…二 VFur 口 
3.2.3 Such Structure Is Impossible 
1 • 
Recall that each Wmv contains at least one i'-neighbor, thus by 
Claim 3.2.3, so dose each W^• However, all arc pairwise dis-
joint, so the ！‘-neighbors contained in different are distinct. By 
assumption, d{u) > /c + 1, so there are at least k such W^t/s. How-
ever,.iM4 is also disjoint from them, which implies Wy has at least 
/c 4- 1 neighbors, namely u and the > k distinct t'-neighbors in the 
ly^^/s. The structure of W^.'s and Wy is shown in Figure 3.5. This 
contradicts the tightness of Wy and completes the proof. 
3.3 Splitting-Off with Redundant Edges 
In this section, we are going to prove Theorem 1.3.5. For convenience, 
it is recapped here. 
T h e o r e m 1.3.5 Let G = (F, E) he a simple k-vertex-connected 
graph with |1/| '> 2k. If x e V has degree at least k + 2， then either: 
1. there is a splitting-off on x that maintains k-vertex-connectivity; 
Figure 3.5: The structure when k 二 3，Wy has > 3 neighbors 
2. there tire two jointly admissible pairs. 
This is a strengthening of Bienstock et al's Splitting-OfF Theorem, 
which additionally requires G to be minimally /c-vertex-connected 
(actually, it suffices to assume that all edges incident to x are criti-
cal). We will remove their minimality assumption. Our proof closely 
follows that of Bienstock et al while some additional observations are 
added. It will be beneficial to first take a look at their proof. After 
that, we will highlight the differences between the proofs of ours and 
theirs. 
3.3.1 Proof Outline 
Bienstock et al's proof follows the general strategy outlined in Sec-
tion 2.4. The most technical part lies in the derivation of the struc-
ture of the graph when no admissible pair exists. Ilocall that in 
Section 1.3.3, two minimally A:-vertex-connectcd graphs (Examples 1 
and 2) are shown, where each of them contains a vertex that has no 
admissible pairs. Example 1 is eliminated by the condition |1/| > 2k 
in Theorem 1.3.1. For convenience, the definition of Property(T) is 
recapped here. 
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Definition. Let G = {V^ E) be a simple k-vertex-connected graph 
and X ^ V be a vertex with d{x) > k 2. We say that G has 
Property(T) on x if there is a size k cutset S such that x G 
each S-component contains exactly one x-neighbor. 
S and 
I'igiirc 3.6: Propcrty(T) on x for k — 3 
Note that Example 2 in Section 1.3.3 is a sample graph with Prop-
erty (T) on X. In fact, Bienstock et al show that no admissible pair 
on X exists if and only if G has Property(T) on x for a minimally k-
vertex-connected graph G. Moreover, the 5-components are exactly 
the maximal (xxi)-critical sets VF '^s. 
Then, they concluded by a path counting argument that if G has 
Property(T), G would have two jointly admissible pairs such that 
simultaneously splitting off both of them would preserve k-veitex-
connectivity. An example has been shown in Figure 1.5. 
Our Observations 
We remove the minimality assumption in Theorem 1.3.1 in two steps. 
An x-noighbor xxi is called a special neighbor if xxj is redundant. 
First, we show that when there are two redundant cxiges incident to 
X, there is always an admissible pair of edges, '.rhcroforc, wc may 
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assume that there is at most one special neighbor. When it exists, 
we name this unique special neighbor Xg- It can also be shown that 
Xg, if it iexists, must reside in N(Wi) for any non-special x-neighbor 
工i • 
Using this property it can be proved that if a redundant edge 
is incident to x and no admiss ib le pair exists on x, then G has a 
structure similar to Property(T), which we call the Property(T*). 
Definition. Let Q : (y^ E) be a simple k-vertex-connected graph 
and X e V is a vertex with d{x) > k + 2. We say that G has 
Property(T*) on x if there is a size k cutset S such that S contains 
X and exactly one x-neighbor Xg, and each S-com,ponent contains 
exactly one 工-neighbor. 
Figure 3.7: Property(T*) on a; for k = 3 
This step is similar to the derivation of Property(T) in Bienstock 
et al's proof with some more careful analysis. After Property(T*) is 
established, we can show that there is always two jointly admissible 
pairs of edges. 
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3.3.2 W h e n Does Splitting-OfF Fail? 
Throughout this section, Section 3.3.3 and Section 3.3.4, we assume 
that G — (y, E) is a simple (not necessarily minimally) /r-vertex-
cormected graph, x is a vertex in V with d{x) > k + 2 and xi is the 
z-th x-neighbor. 
In this section, we characterize the condition under which splitting 
off would destroy /c-vertex-connectivity. Again, this is stated in terms 
of the existence of some tight sets. A tight set X is [xxi, xxj)-critical 
if Xi eX.Xj exu N{X), x e N{X) and X n N{x) C {xi.xj}. 
Proposition 3.3.1. xxi and xXj form an non-admissible pair if and 
only if at least one of the following is true: 
i. there is a [xxi, xxj)-critical set W that contains both xi and Xj, 
ii. there is a {xxi, xxj)-critical set W that contains Xi and Xj is in 
N{W), 
Hi. there is a (xxj^xxi)-critical set W that contains Xj and Xi is in 
N{W). 
Proof. If one of the three cases is true, then after splitting off, 5 — x 
becomes a cutset of size k — 1. This proves the "if" direction. 
Now we prove the converse. Let G, be the graph resulted from 
splitting-off xXi and xXj. As /c-vertex-connectivity is not preserved, 
there is a cutset S with l^l < k and each S'-component VV" must have 
at least one of {x, Xi, Xj} but not all of them, otherwise its neighbor 
set is unchanged. 
Since S is a cutset, there are at least two ^-components. But as 
Xi and Xj are adjacent in G', xi and Xj must not be in two different 
5'-components. So there are exactly two S'-componerits, one contains 
X and the other contains XI or XJ or both. Without loss of generality, 
let W be the S'-component that does not contain x. 
Irif all cases , xi ^ W for I ^ otherwise S is not a cutset. And 
二 /c — 1 or else G is not A:-vert ex-connected, so is a size-/c 
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W S+x u- W 
(ii) IJ 
W . s+x u-x W S 
(iii) IJ 
Figure 3.8: Three cases in which xxi and xxj are non-admissible 
cutset in G which means W is {xxi, xxj)-critical or {xXj, xx.i)-critical 
in G, 
• 
We remark that the three cases are not mutually exclusive. 
Claim 3.3.2. If there exists a (xx,：, xXj)-critical set, then there exists 
an unique maximal ( 00 iZ/ 2,，^ 工 7_ 
)-critical set. 
Proof. Suppose there are two distinct maximal {xXi, xxj)-critical sets 
VIZ! and W2. By definition, \ {Wi U W2)| > \N{x) \ {xi,xj} 
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which is at least k by assumption, so by Proposition 3.1.1, Wi U W2 
is tight. It is easy to check Wi U VK2 is a {xxi, xxj)-critical set. This 
contradicts the maximality of Wi and W2. • 
From now on, for two x-neighbors x,； and ocj, we use Wij to denote 
the maximal (xx,；, .x-xj)-critical set if one exists, otherwise we set 
W-ij 二 0. Moreover, we set Sij = N{Wij) and U,,^ = V\ U Sij). 
Combining Claim 3.3.2 and Proposition 3.3.1, we can characterize 
non-admissible pairs in terms of Wij. 
Proposition 3.3.3. A pair of edges xxi and xxj is non-admissible 
if and only if at least one of the following is true: 
I. Wij = Wji + 0, 
ii. Wij ^ 0 and Xj G Sij, 
Hi. Wji 0 and xi G Sji. 
1 
The concept of (a:j:i)-critical sets we introduced in the Preliminary 
is also needed here. Recall that, a tight set X is (xx,:)-critical if 
{xJ ^ Xn N{x) and x e N{X). For a critical edge xXi, Wi denotes 
the unique maximal (a:Xi)-critical set and Si == A^CVK?:) and Ui = 
Some useful relations between W^s and Wij's are listed below. 
Claim 3.3.4. If Wij + 0, then Wi C Wij. 
Proof. Suppose that \ Wij ^ 0. \N{x) \ (Wi U Wij)\ > \ 
{xi, Xj}\ > k implies WiVJWij is tight. Checking the definition shows 
that Wi U Wij is {xxi,xxj)-cntical. This contradicts the maximality 
of Wij. • 
Claim 3.3.5. In case (ii) of Proposition 3.3.3, 二 H/^ In case 
(in) of Proposition 3.3.3, Wj = Wji. 
Proof. As the proofs for both cases are symmetric, we just prove the 
former. By Claim 3.3.4, C Wij. It is easy to verify that Wij is 
(xx^)-critical. So by the maximality of Wi, Wi 二 Wij. 口 
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Claim 3.3.6. If Wij + Wji, then Wj H ^ 0, i.e. W,： and Wj are 
adjacent. 
Proof. The assumption that Wij • Wji implies case (ii) or (iii) of 
Proposition 3.3.3 is true. For case (ii), by Claim 3.3.5, Wi = Wij 
and Xj G Wj is clearly in Si. Similarly, for case (iii), Wj — Wji and 
Xi G Wi is in Sj. • 
3.3.3 Admissible Pairs Exists 
If T w o Redundant Edges Are Present 
In this section, we prove that an admissible pair always exists when-
ever there are two redundant edges incident to x. For the sake of 
contradiction, hereafter we assume that no admissible pair on x ex-
ists. • ‘ 
Claim 3.3.7. There can be at most one special neighbor Xs-
Proof. Suppose there are three special neighbors .t.s” .t.s^  and Xg.^-
Since they do not form admissible pairs, by Proposition 3.3.3, one 
of the three cases is true, but cases (ii) and (iii) are impossible, 
for otherwise, say if Ws^ s2 + 0 and x^ ^ G S^ysi, will be a 
(xx.sj-critical set, contradicting the specialness of x,^ .^ But then, 
by Proposition 3.1.1, the intersection of Ws^ s2 and W^ s^-^  is tight and 
is a (.Tx.^.j)-critical set. 
Therefore, we may assume that there are exactly two special 
neighbors x^ ^ and x^ ^ • Following the previous argmnents, x^ ^ and 
cc的 must be contained in the same maximal (xxg^, xXsJ-criticEil set 
Ws^ s2- Moreover, Xg^  cannot be in a (xx^^,xxi)-critical set for any 
other x-neighbor Xj, so Xg^ is a neighbor of Wi for each i 二卜 si, S2. 
Since x^ ^ G Si for each there is at least one path pi from Xs^  to 
Xi which consists entirely of vertices in Wi except for the end-vertex 
Xg. As \ {xsi,X52}| > k, there are at least k such paths each 
connecting Xg^  and one xi and since W^'s are pairwise disjoint, these 
paths are vertex disjoint except at Xs. Notice that they must pass 
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through Ss:s2 as Xi 0 Ws^ s2- However \Ss^ s2 —工| = A; — 1, so there 
cannot exist k such paths. • 
Therefore, from now on, we assume that there is at most one 
special neighbor. We call it Xg. Next, we show a property of this 
special neighbor, which makes most of the arguments in Bienstock 
et al's original proof to work through. 
Claim 3.3.8. If Xg exists, then Xg G Si for every non-special x-
neighhor Xi. 
Proof. Since .x.^  and Xi are non-admissible, by Proposition 3.3.3, one 
of the three cases must be true. 
Let .T., be the Xj in Proposition 3.3.3. By Claim 3.3.5, case (iii) is 
impossible as otherwise there is a (xxs)-critical set. So we consider 
cases (i) and (ii). For case (ii), clearly Xg is in Sj, For case (i), 
suppose Xs and xi are in the same maximal [xxi, xa;s)-critical set Wis 
but Xs ^ Si. Since — 二 /c —1, d{x) > k + 2 and HVs are pairwise 
disjoint, there exists xi G N{x), I ^ i j such that Wi 门 Si 二 0 which 
implies Wii ^ W H ^ ^ by Claim 3.3.6. 
Notice that by the choice of xu xi G Wu 门 Uis and by assumption 
Xs G Wis n Uii, i.e. Wu n Uis and Wis 门 Uu are non-empty, so we can 
apply Proposition 3.1.2 and M i^s 门 Uu would be a tight set, however 
this contradicts the specialness of Xg. So Xg must be in Sj, 口 
i 
3.3.4 Proof of Property(T*) 
Rccall thai when G has Property(T*) on a vertex x, there is a cutset 
S that contains x and cach S'-component has cxactly one :c-ncighbor. 
One can check that all these S'-components are (xx,;)-critical sets. In 
fact, they are exactly the collection of Wi's. 
The proof of Property(T*) has three main steps, we will show 
that 
1. Wi and Wj share the same neighbor set if they are non-adjacent; 
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2. a maximal collection of pairwise non-adjacent Wi's and their 
common neighbor set S form a partition of V; and 
3. the common neighbor set S can contain at most one x-neighbor, 
namely, the special neighbor Xg. 
Neighbor Set 
Wn share the same 
Non-Adjacent Wi and Wj Share C o m m o n 
In this section, we characterize when Wi and 
neighbor set. 
L e m m a 3.3.9. If Xi, Xj + Xs and Wi fl Sj == 0，i.e. Wi and Wj are 
non-adjacent, then Si = Sj = Sij. 
Proof. By Claim 3.3.6，Wj 0 5^  = 0 implies Wij = Wji + 0. And 
since \Si — x\ = k — I, d{x) > k 2 and W^'s are pairwise disjoint, 
there exists xi G N{x), I + such that Wi H Si 二 0. (Notice that 
xi must be non-special because of the choice of xi and Claim 3.3.8.) 
Again by Claim 3.3.6, Wu exists. 
Claim 3.3.10. M/^  二 fl Wu and Si 二（5；:) n Su) U (6；：/ n Wij) U 
{S^jnWu). 
Proof. By Claim 3.3.4, Wi C Wij, Wu. And we know that Wij and 
W^i； are tight, \V\WijUWu\ > \{x}\ + \N{x)\WijUWu\ > l + |iV(x)\ 
{xi,xj,xi}\ > k. So by Proposition 3.1.1, Wij fl Wu is also tight. It 
can b,e checked that Wij fl Wu is a (xxi)-critical set. Therefore, by 
the maximality of Wi, Wi = Wij fl Wu and by Proposition 3.1.1, 
& 二 N { w ” n Wu) = {Sij n Su) u'iSu n Wij) u ( � n w,,) • 
By Claim 3.3.4, Wj C Wij but by assumption, Wj 门 = 0, 
so Wj C Wij n Uii. Similarly, Wi C Wu but by the choice of xi, 
W i n S i ^ ^ , so c Wu n Uii. 
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Therefore Wij 门 Uu, Wu fl Uij and Wij Pi Wu are non-empty and 
by applying Proposition 3.1.2, we have Wij 门 Uu, Wu D Uij are tight, 
N{w^j n Uu) 二 (知 n Uu) u (5,,- n s^ ,) u {Su n w^:》, 
N{Wu n Uij) 二 (5,：/ n Uij) u (而 n Su) u � n w") 




As WijCiUii is {xxj)-cntic3l, by t h e m a x i m a l i t y of Wj, Wj 二 W^jPlt/?:/. 
Similarly, Wi = Wu H Uij. Wj = Wij Pi Uu and Wi = W l^ fl U”. 
Therefore, Sj D = 5； fl Sj nSi = Sij fl Su. Now we have Wa = 0 
for a,b E {z, j, /}. So by symmetry, we have Si Pi Sj = Si Pi Sj D Si = 
Sij 门 Sii but this implies Su 门 W^ j = 0. Moreover, by equation (3.4), 
SijPiUii, SiinUij, S i^/PlV i^j, and SijCiWu are all empty and 
k. • 
Therefore, Wi and Wj share the same neighbor set if and only if 
they are non-adjacent. The following claim goes on to say that if Wi 
and Wj丨 axe adjacent, then Wi contains Xj and vice versa. 
Claim 3.3.11. Wi and Wj are adjacent if and only if Xj G Si. 
Proof. The proof of the "if direction is by definition. So we only 
prove the converse. 
Assume to the contrary that Wi and Wj are adjacent, but xj is 
not in Si. Let A = {a\xa e N{x),Wa n Si = 0,a — ?:,.s} {A is the 
index set of the x-neighbors Xa distinct from cci, Xg such that Wa and 
Wi are non-adjacent). By Lemma 3.3.9, Wi and Wa share the same 
neighbor set Si for all a e A. (If Xg exists, Xs is in Si by Claim 3.3.8) 
By definition of A, Wh and Wi are adjacent for all non-special xt 
where 运 AU{iJ}. Let B = {b\xb e k�h 
Since {.Xs}, Wj and all Wb, b e B, are disjoint, we have \Si — x\ > 
I恢6 门 + l ^ j n S'il + a where a = 1 if x,, exists and cr 二 0 
otherwise. To get a contradiction, notice that \Si — x\ 二 k 一 1, 
A\i+ \B\ + a + 2 = d{x) >k + 2 and \Wb H Si\ is at least one for all 
b e B, so we just need to prove \Wj fl Si\ > \A . 
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Figure 3.9: There are + 1 vertex disjoint paths from Xj to some vertex y in 
Wi n Sj and every Wa H Sj, ae A 
Since G is /c-vert ex-connected, there are k vertex disjoint paths 
connecting Xj and every vertex y in Sj, whose internal vertices en-
tirely lie in Wj. Notice that if y is in Wi or WQ, for some a e A, 
the path from Xj to y must pass though Si. So each of these paths 
will have at least one distinct vertex in Si. Recall that, by defini-
tion, Wi n Sj and all Wa fl a G A, are non-empty. So we have 
Wj n > \A\ + 1, thus reaching a contradiction. • 
Deriving Property(T*) 
Wc conclude our proof of Property(T*) by Claim 3.3.12, which shows 
that any maximal family of pairwise non-adjacent VK?:’s together with 
their common neighbor set S form a partition of V and Claim 3.3.12, 
which shows that S cannot contain any a;-neighbor other than Xg. 
Claim 3.3.12. Suppose Xi is a non-special x-neighbor and A = 
Si}. Then (Uae/i ^a) U Si is a partition of V. 
\ I 
Proof. By Claims 3.3.11 and 3.3.9, Si — Sa for a E A. Clearly Si and 
each WaeA are disjoint. Suppose that there are some vertices not 
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contained in (IJae^i 晰a) U Si. As G is connected, among them there 
must be one component Y that is adjacent to Si or some WaeA• But 
by definition of Si, every neighbor of Wa^A is in Si. So Y is adjacent 
to Si but not adjacent to any WaeA- But by definition of A^  every 
x-neighbor is either in Si or some WaeA, which means that Si — x is 
a size-(A: — 1) cutset in G, contradicting the /c-vertex-connectivity of 
G. • 
Claim 3.3.13. Suppose that > 2k. Let Xi be a non-special x-
neighbor. Then SinN{x) = 0 if Xg does not exist or else = 
{ rr \ } • 
Proof. Suppose Si contains some Xj G N{x) other than x^- Let 
A = {a\xa e N{x),xa i s^}. By Claim 3.3.12, V 二（LU/i 州 U Si. 
Since Wj's are pairwise disjoint, IJ/)幼 W) ^ Si. 
Now consider Xj, the x-neighbor in Si. Let B = {b\xh G N{x),xb 0 
Sj}. Notice that SjnWa ^ 0 for a G yl. So by Claim 3.3.11, Xa E Sj 
for all a e A. However by applying Claim 3.3.12 again, we have 
V - (Uez? ^b) u Sj, which means LUx 队 ^ Sj. This implies 
Kl < IS^ il + - |{;r}| < 2A:- 1, contradicting that > 2k. • 
Therefore, when no admissible pair exists, either G has Prop-
erty(T) on x and there is no special neighbor, or G has Property(T*) 
on X. This completes the derivation of Property(T*). 
Torcomplete the proof of Theorem 1.3.5. It remains to show that 
when I G has Property (T*), there are two jointly admissible pairs. 
The case when G has Property(T) is similar and is proved in [5]. We 
omit it here. 
3.3.5 Existence of Jointly Admissible Pairs 
Claim 3.3.14. If G has Property(T*) on x, then there exists a pair 
of X-neighbors Xi, Xj (possibly Xj = Xg) and a pair of Xs-neighhors 
Vj, vi such that splitting off XgVj and XgVi after splitting off xxi, xxj 
preserves k-vertex-connectivity. 
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Call the original graph G and the graph after splitting off twice 
G' 
Claim 3.3.15. It suffices to show that there are k internally disjoint 
paths connecting each of the pairs of vertices ( x , X j ) , ( x , X j ) , {xs.Vj) 
and (x.s, vi) in G'. 
Proof. Suppose that G' is not /c-vertex-connected. There exists a 
pair of vertices y-[ and 7/2 which can be disconnected by removing a 
cutset S of less than k vertices. But since G is /c-vert ex-connected, 
there is at least one other path pmG that is not hit by any vertex in 
S. So S can disconnect yi and y2 in G' only if at least one of xxi, xxj, 
XgVj and XgVi is on p and its endpoints are not /c-vertex-connected 
in G', otherwise, replacing each of these edges on p by one of the 
k internally disjoint paths between its endpoints gives a y\-y2 path 
that is not disconnected by S, 
Proof, (of Claim 3.3.14) 
Suppose G has Property(T*) on a vertex. For the 
if all ^'-components are singleton sets, then there is a 
shown in the left-hand-side of Figure 3.10. 
• 
case /c = 2, 
subgraph as 
f 
Figure 3.10: G with Property(T*) on 5 for A: = 2 and G after splitting off su,st 
and tu, tw 
Note that st is the unique redundant edge incident to s. The 
resisting graph of splitting off the pair su and st and the pair tu 
and tw is shown in Figure 3.10. The resulting graph of splitting off 
Figure 3.12: G with Property(T*) on r for k = 3 and G after splitting off ru,rt 
and tu, tx • 
The resulting graph of splitting off the pair ru and rt and the pair 
tu and tx is shown in Figure 3.12. For each of the following pairs of 
vertices, we can list three internally disjoint paths between them, 
r and u: (r,x,u) and (r,v,s,u) 
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Figure 3.11: G with Property(T^ 
and Lu’ tv 
on s for k = 2 and G after splitting oil su, sw 
the pair su and sw and the pair tu and tv is shown in Figure 3.11. 
Clearly, both of them are 2-vertex-connected. 
In case the • ^ '-components are not singleton sets, then we can 
just replace each singleton set by some vertex disjoint path in the 
corresponding 5^-component. 
For the case k = 3, again, if all S'-components are singleton sets, 
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r and t: (r, x, u, t), (r, w^ t) and (r, v^ t) 
t and u: (t, u), (t,iu,r, x,u) and (t, v, s, u) 
t and X： (t, u, x ) , {t, w, r, x ) and (t, v, 5, x ) 
Figure 3.1: 
and Lu�tx 
G with Property(T*) on r for k = 3 and G aft.or s])litting off ru, rv 
The resulting graph of splitting off the pair ru and rv and the pair 
tu and tx is shown in Figure 3.13. We list three internally disjoint 
paths between each of the following pairs of vertices. 
r and u: (r, x, u), (r, t, v, u) and (r, w, 5, u) 
r and v: (r,t,v), (r, x, u, v) and s,v) 
t and u: (t,v,u), (t, r, x, u) and (t,w, s,u) 
t and X： (t, r, x), (t, v, u, x) and (t, w, s, x) 
Similarly, a singleton S'-component can be replaced by some vertex 
disjoint path in the corresponding 5-component. 
For the case /c > 3, if the splitting-off involves the redundant edge, 
we can duplicate k — 2 copies of the path through v and s in Fig-
ures 3.12 and 3.13 by replacing v and s in each copy by respectively a 
path in some distinct 5-component and a distinct vertex in S] if the 
splitting-off does not involve the redundant edge, we can duplicate 
k — 2 copies of the path through w and s by replacing w and s in 
each copy by respectively a path in a distinct ^-component and a 
distinct vertex in S. 
" ‘ • 
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Input: All integer k > 2 such that k or \V\ is even, a, graph G 二 [V, EJ) with 
V\ > 2k, a cost function w : E — 1R+ that satisfies triangle inequality 
Output: A spanning A;-regular /c-vertex-connected subgraph of G 
Begin 
1. Find a /c-vertex-connected subgraph using the algorithm in [44 . 
2. Split-off until all vertices have degrees /c or /c + 1. 
(No need to keep parallel edges) 
3. Add a minimum cost matching on the set of k-odd vertices. 
4. While there is a vertex u with d{u) == /e + 2, 
(a) If there is an edge uv with more than two copies, 
remove a pair of uv. 
Elseif u has two neighbors v, w s.t. uv, uw are parallel, 
split-off uv and uw. 
Elseif there is an parallel edge uv with exactly two copies, 
(i) remove both uv if /c-vertex-connectivity is preserved, 
(ii) otherwise, split-off one copy of uv and another edge uw 
s.t. /c-vertex-connectivity is preserved. 
Perform a splitting-ofF on u or perform two splitting-offs 




Figure 3.14: Approx.kRkCS 
3.4 Main Algorithm 
With Theorems 1.3.5 and 1.3.4, we can now present our main algo-
rithm and prove its correctness. We say that a vertex is k-odd if 
d{v) - k IS odd. 
T h e o r e m 3.4.1. Approx^kRkCS (in Figure 3,14) returns a k-regular 
k-vertex-connected spanning subgraph. 
Proof. Since all operations in Step 4 never increase the edge degree 
of a vertex and they all preserve edge degree parity, we may assume 
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that all vertices have edge degrees k or k-h 2. Clearly, by defini-
tion, /c-vertex-conncctivity is always preserved, moreover, when Ap-
proxJcIlkCS terminates, the graph is /c-regular. So wc Just need to 
prove one of the operations is always feasible. 
13y operation 4.(a), we can assume that all parallel edges have 
exactly two copies. By operation 4.(b), no vertex is incident to two 
distinct parallel edges. Suppose there is a parallel edge uv, u,v must 
have edge degree /c + 2. By previous assumption, u has node degree 
Am 1. If operation 4.(c)(i) is infeasible, then by Theorem 1.3.4, 
operation 4.(c),(ii) is feasible. So suppose there is no parallel edge, 
then by Theorem 1.3.5, operation 4.(d) must be feasible. • 
Theorem 3.4.2. The cost of the solution returned by ApproxWkCS 
is at most 2+(/c—l)/n+l/A: times that of the minimum cost k-regular 
k-vertex-connected subgraph. 
Proofj Let G' be the subgraph found in Step 1 and M be the match-
ing found in Step 3, G* be the minimum cost A:-regular /c-vertex-
corinccted subgraph, and be the minimum cost A;-vortcx-connected 
subgraph. 
Since all operations never increase the cost, the cost of the final 
solution is at most w�G'�+ w{M). By the result of |44|,we have 
w{G') < (2 + (/c — G * ) . 
We claim that w{M) < w{G*)/k. Coincident ally, we can prove 
this using splitting-off technique. To see this, let T be any set of even 
number of vertices. We can get a 2/c-regular 2/c-edge-connected graph 
I spanning only T such that w{G=) < as follows: take two 
copies of and then apply Theorem 2.5.2 (Mader's Splitting-Off 
Theorem) until every vertex has degree exactly 2k if it is in T and 
zero otherwise. Clearly, by scaling down the incidence vector of G二 
by a factor of 2k�we get a feasible fractional solution to the perfect 
matching polytope. As the perfect matching polytope is integral [18], 
this shows that w[M) < w{G=)/2k < 2w{G*)/2k. 
Combining all these, we have + w{M) < (2 -I- {k - l ) /n + 
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l A M G * ) < (2 + (A:- l)/n+l/k)w{G*) since —G*) < 
• 
W h e n |y| and k Are Both O d d 
In Section 1.1.3, we have introduced the Minimum Degree A:-Vertex-
Connected Subgraph problem. We mentioned that this is the same 
as the Miniiniirn Cost /c-Regular A^Vertex-Connectcd Subgraph prob-
lem for metric graphs as long as not both |\/| and k are odd, and 
for simplicity, wc have assumed that this is true in all previous sec-
tions. Here, we show how a small modification can be made to 
ApproxJ^RkCS, so that it finds an almost A:-regular solution in such 
case. 
First，we pick an arbitrary vertex x. At the beginning of Step 3, 
a: has edge degree either k or k + 1. Let T be the set of vertices 
with degree /c + 1. Since every graph has even number of odd (edge) 
degree vertices, |T| is odd. If d{x) = A: + 1, we remove x from T, 
otherwise we add x to T. Then, we find a minimum cost matching 
on T. In both cases, after adding the matching, ” is the only vertex 
that has edge degree /c + 1. 
Now we consider Step 4. Notice that all operations either do not 
change the edge degree of a vertex or decreases it by exactly two. 
However, the later case happens only if /c-vertex-connectivity can 
be preserved by the operation. Clearly, this is impossible for x as 
d{x) : k + 1. Therefore, the edge degree of x remains unchanged 
throughout the algorithm. On the other hand, we can check that 
one of the cases in Step 4 can still be applied as long as there is a 
vertex with edge degree /c + 2. 
• E n d of chapter. 
Chapter 4 
Concluding Remarks 
The splitting-ofF operation and the related adoption operation have 
been useful tools for metric cost connectivity design. In this thesis, 
we applied them in the design of a better approximation algorithm for 
the Minimum Cost A:-R,egular A:-Vertex-Connected Subgraph prob-
lem. 
It would be interesting to know whether our approach can be ex-
tended to other similar problems as well, such as the directed version 
or the case of /-mixed /c-connectivity, which is a common generaliza-
tion of edge connectivity and vertex connectivity. 
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