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Abstract: Perturbative gravity in global de Sitter space is subject to so-called lineariza-
tion stability constraints: If they are to couple consistently to the gravitational field, quan-
tum states must be invariant under the de Sitter isometries. While standard Fock spaces
contain no de Sitter-invariant states apart from (possibly) the vacuum, a full Hilbert space
of de Sitter-invariant quantum states can be constructed via group averaging techiniques.
We re-examine the simple toy model of de Sitter group averaging given by the free 1+1
scalar field, expanding on an earlier analysis by Higuchi. Our purpose is twofold: to include
the scalar zero-mode, and to explicitly count the number of de Sitter-invariant states as a
function of an appropriately defined energy.
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1. Introduction
Understanding quantum gravity in de Sitter space remains an important problem. A major
motivation is the relevance of de Sitter to cosmology: measurements of the CMB [1] are
consistent with a period of inflation in which the universe underwent a de Sitter-like phase
of rapid expansion, and observations of type Ia supernovae suggest [2] that our universe
may have a small positive cosmological constant and may approach de Sitter space in the
far future. Thus any theory of quantum gravity should include a description of de Sitter
space, at least in some approximate form. Unfortunately, the study of de Sitter quantum
gravity has been fraught with conceptual difficulties (see, e.g., [3, 4, 5]). In this paper
we examine one particular hurdle that arises in perturbative gravity about a de Sitter
background.
To summarize this hurdle, recall that field theories on spacetimes with Killing symme-
tries have conserved charges. We wish to regard such a theory (together with linearized
gravitational waves) as the zero-order perturbative approximation to a theory of matter
plus gravity. This context is particularly interesting when the background also has compact
Cauchy surfaces. Then the gravitational equivalent of Gauss’ law implies that the above
charges must vanish in order for a solution to this zero-order theory to consistently couple
to dynamical gravity [6, 7, 8, 9, 10, 11, 12]. Since these constraints are not encoded in the
linearized field equations, they are known as linearization-stability constraints.
In de Sitter space, the linearization-stability constraints require linearized quantum
states to be invariant under the de Sitter group SO0(D, 1) where D is the spacetime
dimension [13, 14, 15]. Because the de Sitter group is non-compact, the standard Fock
space contains no de Sitter-invariant states except for a possible vacuum [14]. This meager
set of states is clearly insufficient to reproduce the rich physics of the corresponding classical
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theory. Fortunately, however, one may use the standard Fock space (which we call the
‘auxiliary’ Hilbert space Haux) to build a new ‘physical’ Hilbert space Hphys of de Sitter-
invariant states via group averaging [14]1. This technique considers linear superpositions
of auxiliary states []ψ〉 of the form
|Ψ〉 :=
∫
g∈G
dg U(g)[]ψ〉, (1.1)
where G is the de Sitter group, dg is the unique (unimodular, left- and right-invariant) Haar
measure of G, and U(g) gives the unitary representation of G on Haux. Such superpositions
are formally invariant under the de Sitter group. For compact groups the analogue of (1.1)
converges and gives the projection of []ψ〉 onto the trivial representation. However, since
our G is non-compact, the state (1.1) is not normalizable in Haux. Nevertheless it can
be understood (see e.g. [18]) as a “generalized state” in a sense similar to that used for
non-normalizable eigenstates of operators with continuous spectrum (e.g., plane waves in
infinite space).
More concretely, one defines a new inner product on the group-averaged states (1.1):
〈Ψ1|Ψ2〉 := 〈ψ1[]·|Ψ2〉 =
∫
g∈G
dg 〈ψ1[] U(g) []ψ2〉. (1.2)
The linear superposition (1.1) is meaningful when this “group-averaging inner product”
converges.
When the sense of the convergence is sufficiently strong, a theorem of [19] states
that the group-averaging inner product is the unique inner product consistent with the ⋆-
algebra of bounded gauge-invariant observables in Haux. More formal discussions of group
averaging can be found in [20, 21]. Other studies of de Sitter group averaging include
[22, 23].
The purpose of this paper is to analyze group averaging for a massless scalar field
in 1 + 1 de Sitter, completing the analysis begun by Higuchi [14]. Higuchi was primarily
concerned with de Sitter group averaging for 3+1 gravitons and used the 1 + 1 massless
scalar as a toy model. For simplicity, he omitted the scalar zero mode (which has no
analogue for gravitons). However, the physical massless scalar has a zero mode that should
be included in a more complete analysis. We do so below. We also compute the number
of de Sitter-invariant states as a function of energy flux through the de Sitter neck. For
energies much greater than the de Sitter scale, a straightforward calculation shows that
this entropy agrees with that of the naive auxiliary Hilbert space. This provides an explicit
check of the argument presented in [22] that such a result should hold for generic field
theories.
This paper is organized as follows. Section 2 briefly reviews the quantization of the
massless scalar in de Sitter. Section 3 then follows Higuchi in using group averaging to
construct an orthonormal basis of physical states from special auxiliary “seed states.” The
physical entropy is computed in 4 and section 5 presents some final discussion.
1See [16, 17] for independent introductions of similar techniques in related contexts.
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2. Free scalar field in 1 + 1 de Sitter
We begin with a brief overview of massless scalar fields in 1 + 1 de Sitter [24, 25, 26]. It
is useful to adopt conventions of conformal field theory [27, 28], and to write the 1+1 de
Sitter metric in the form
ds2 =
ℓ2
cos2 τ
(−dτ2 + dθ2), (2.1)
which is just a conformal factor times the metric on the cylinder. Here the conformal time
τ has range −π/2 < τ < π/2, θ periodic θ ∼= θ + 2π, and ℓ is the de Sitter length scale.
We adopt lightcone coordinates x± = τ ± θ.
2.1 Operators and States
The action of a free scalar field is
S = −1
2
∫
d2x
√−ggab∇aφ∇bφ =
∫
d2x ∂+φ∂−φ, (2.2)
where gab is the de Sitter metric and ∇a the covariant derivative associated with gab.
In the second equality we note that the conformal factor from (2.1) cancels out of the
action, making the theory conformally invariant. The equation of motion for φ is thus
∂+∂−φ(x) = 0, and the solutions are familiar left- and right-moving modes
∂+φ(x
+) =
1
2
√
π
∑
m
αm exp
[−imx+] , ∂−φ(x−) = 1
2
√
π
∑
m
α˜m exp
[−imx−] . (2.3)
Upon integrating one finds
φ(x) =
φ0
4π
+ α0x
+ + α˜0x
− +
i
2
√
π
∑
m6=0
[
αm
m
e−imx
+
+
α˜m
m
e−imx
−
]
=
φ0
4π
+ (α0 + α˜0)τ + (α0 − α˜0)θ
+
i
2
√
π
∑
m6=0
1
m
e−imτ
[
αme
−imθ + α˜me
+imθ
]
. (2.4)
We identify the term linear in τ as the momentum p ∝ (α0+ α˜0). The fact that φ(x) must
be single-valued places further constraints on the mode expansion, depending on the target
space of φ(x). We consider two cases:
i) The target space of φ(x) is the real line. Single-valuedness of φ(x) requires φ(τ, θ +
2π) = φ(τ, θ); thus α0 = α˜0 and the term linear in θ in (2.4) vanishes.
ii) The target space of φ(x) is the circle S1 with radius R. Single-valuedness requires
φ(τ, θ + 2π) = φ(τ, θ) + 2πRw, where w ∈ Z is the winding number of the field.
From (2.4) we see that Rw is given by Rw = (α0 − α˜0). Furthermore, because φ(x)
is periodic, p is quantized: p = k/R, k ∈ Z. Periodic scalars in de Sitter have
previously been considered in, e.g., [29].
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For the remainder of this section we will keep p explicit so that our expressions apply to
either case; later we will specialize to case (ii) and write expressions in terms of k. Our
mode expansion is now
φ(x) =
φ0
4π
+ 2pτ +Rwθ +
i
2
√
π
∑
m6=0
1
m
e−imτ
[
αme
−imθ + α˜me
imθ
]
. (2.5)
We now quantize our scalar field using canonical techniques, the end result of which
is the auxiliary Hilbert space Haux. The quantities φ0, p, w, αm, and α˜m are promoted to
operators. Imposing the canonical commutation relation [φ(τ, θ1), φ(τ, θ2)] = iδ(θ1 − θ2)
we find
[φ0, p] = i, [αm, αn] = [α˜m, α˜n] = mδm,−n, (2.6)
with all other commutators vanishing. In the usual fashion, αm and α˜m are interpreted as
left- and right- moving creation operators (m < 0) and annihilation operators (m > 0). It
will be useful to use the Virasoro generators L0, L±1 [27, 28]
Lm =
1
2
∞∑
n=−∞
: αm−nαn :, (2.7)
which obey the algebra
[L±1, L0] = ±L±1, [L1, L−1] = 2L0, (2.8)
and likewise for L˜0, L˜±1.
We can define a vacuum state []0〉 as the state for which
αm[]0〉 = α˜m[]0〉 = 0 ∀ m > 0. (2.9)
Such a vacuum state is not in general annihilated by α0 or α˜0. Instead, there is a two-
parameter family of vacua distinguished by their eigenvalues of α0 and α˜0, i.e. the mo-
mentum and winding of each vacuum. It is equivalent to label independent vacua by their
eigenvalues h and h˜ of the Virasoro generators L0 and L˜0:
h =
1
2
(
p+
Rw
2
)2
, h˜ =
1
2
(
p− Rw
2
)2
; (2.10)
we therefore denote a vacuum by []0;h, h˜〉. We shall see shortly that the only de Sitter-
invariant vacuum is the p = w = 0 vacuum []0; 0, 0〉. Excited states are created by acting
on a vacuum with creation operators αm (α˜m) for m < 0, and will be labeled using the
somewhat degenerate notation []n, n˜;h, h˜〉, where n, n˜ are the eigenvalues of L0− h, L˜0 − h˜
and we refer to N := n+n˜ as the level of a state. Each creation operator αm (α˜m) increases
the eigenvalue of L0 (L˜0), and thus the level, by m.
Let us also introduce the operator
H = L0 + L˜0, (2.11)
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which generates translations in τ ; i.e., it is the Hamiltonian for the conformally rescaled
problem on the cylinder S1×R, up to a constant offset associated with the Casimir energy.
Since de Sitter space does not have a global future-directed timelike Killing field, H is not
naturally thought of as a de Sitter Hamiltonian. However, it does agree with the flux of
de Sitter stress-energy through the sphere at τ = 0 (again up to a constant offset). In this
latter form, this operator was an important ingredient in the analysis of [22]. We shall thus
refer to H as an “energy.” This operator acts on a state []n, n˜;h, h˜〉 as
H[]n, n˜;h, h˜〉 =
(
h+ h˜+ n+ n˜
)
[]n, n˜;h, h˜〉
=
(
p2 +
R2w2
4
+ n+ n˜
)
[]n, n˜;h, h˜〉, (2.12)
and so the energy of such a state is E := h+ n+ h˜+ n˜.
2.2 The de Sitter group
Let us quickly review the symmetries of 1 + 1 de Sitter spacetime. This space has three
independent Killing vector fields which we may take to be
∂θ =
1
2
(∂+−∂−), ξa1∂a =
1
2
(cos(x+)∂++cos(x
−)∂−), ξ
a
2∂a =
1
2
(sin(x+)∂++cos(x
−)∂−).
(2.13)
Such isometries can be understood by embedding 1+1 de Sitter in 2 + 1 Minkowski space:
there ∂θ generates rotations preserving the Cartesian coordinate X
0, while ξa1 and ξ
a
2 gen-
erate boosts along the Cartesian spatial directions. The Killing fields act on Haux via
operators J , B1, and B2 which satisfy the SO0(2, 1) algebra
[B1, B2] = iJ, [B1, J ] = iB2, [B2, J ] = −iB1. (2.14)
On the scalar field φ(x), their action is
[B1, φ(x)] = i£ξ1φ(x) = iξ
a
1∂aφ(x), (2.15)
and likewise for J and B2. One may express the SO0(2, 1) generators in terms of Virasoro
generators via
J = L0 − L˜0, (2.16)
B1 =
1
2
(
L1 + L−1 + L˜1 + L˜−1
)
, (2.17)
B2 = − i
2
(
L1 − L−1 − L˜1 + L˜−1
)
. (2.18)
We see that the de Sitter group is a diagonal subgroup of the SL(2, C)×SL(2, C) generated
by L0, L±1, L˜0, L˜±1.
Constructing de Sitter-invariant states is non-trivial, as can be seen from the expres-
sions of the generators (2.16)-(2.18). Because the boost generators contain both raising
and lowering Virasoro generators, it is difficult to construct a non-trivial state that is boost
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invariant. Indeed, it is easy to show that the only de Sitter-invariant state in our basis is
the p = w = 0 vacuum []0; 0, 0〉 (see also [30]). Furthermore, it can be shown that there
exist no linear combinations of our basis states that are both de Sitter-invariant and nor-
malizable [13]. Thus []0; 0, 0〉 is the only de Sitter-invariant state in the auxiliary Hilbert
space Haux.
3. Group Averaging and the physical Hilbert space
We now construct de Sitter invariant states via group averaging. We study the resulting
physical Hilbert space Hphys and provide an orthonormal basis. We follow closely in the
steps of [14] and, in particular, define the space Hseed = {[]ψ〉seed} of “Higuchi seed states”
which are:
i) SO(2)-invariant, i.e.
J []ψ〉seed = 0, (3.1)
ii) annihilated by the lowering operators L1 and L˜1,
L1[]ψ〉seed = L˜1[]ψ〉seed = 0, (3.2)
iii) in the subspace corresponding to eigenvalues E > 1 of H (recall 2.12). We note that
H preserves the conditions (3.1), (3.2) and so can be diagonalized in Hseed.
Furthermore, we will confine attention to a basis of such states which are eigenstates of E
with inner products
seed〈ψ1[]ψ2〉seed = (E − 1)
2
δψ1,ψ2 . (3.3)
Here δψ1,ψ2 denotes the complete set of Kronecker deltas needed to specify that []ψ1〉seed
and []ψ2〉seed represent the same state in our basis .
The group averaging of such states is easy to control. Criterion (ii.) has the effect
that
B1[]ψ〉seed = (L−1 + L˜−1)[]ψ〉seed, seed〈ψ[]B1 = seed〈ψ[](L1 + L˜1). (3.4)
As a result seed〈ψ1[]B1[]ψ2〉seed = 0 for all seed states. Recalling the commutation relations
[L±1, L0] = ±L±1, [L1, L−1] = 2L0, (3.5)
we may compute seed〈ψ1[](B1)2[]ψ2〉seed by commuting creation operators to the left (an-
nihilation operators to the right), with the result seed〈ψ1[](B1)2[]ψ2〉seed = seed〈ψ1[](L0 +
L˜0)[]ψ1〉seed = E seed〈ψ1[]ψ2〉seed, where E is the energy of either state. Continuing in this
manner, one can readily see that
seed〈ψ1[](B1)m[]ψ2〉seed = 0 m odd, (3.6)
seed〈ψ1[](B1)m[]ψ2〉seed = f(m,E) seed〈ψ1[]ψ2〉seed m even, (3.7)
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where f(m,E) is a function of m and E. In particular, [14] showed that
seed〈ψ1[]eiλB1 []ψ2〉seed =
(
cosh
λ
2
)−2E
seed〈ψ1[]ψ2〉seed (3.8)
if the zero-mode is ignored, i.e. for the Fock space over the p = w = 0 vacuum. However,
since dependence on p,w enters only through E, we see that (3.8) holds in general. Working
in terms of the the energy flux E turns out to make the inclusion of several effects of the
zero mode quite straightforward.
We wish to compute the group averaging inner product of two seed states. We begin
by specializing expression (1.2) to the case of SO0(2, 1). Using the Cartan decomposition
of SO0(2, 1) we can write any group element as a product of two SO(2) rotations and a
boost [31, 32]:
U(g) = eiαJeiλB1eiγJ . (3.9)
Here eiαJ is the SO(2) rotation through angle α (0 ≤ α ≤ 2π) and eiλB1 is the boost along
ξa1 with rapidity λ (0 ≤ λ ≤ ∞). In a similar fashion, the Haar measure can be decomposed
as
dg =
1
4π2
dαdγ dλ sinhλ, (3.10)
where 1
2pi
dα and 1
2pi
dγ are both Haar measures on SO(2). The group averaged inner product
is then
〈Ψ1|Ψ2〉 = 1
4π2
∫
dαdγ dλ sinhλ 〈ψ1[]eiαJeiλB1eiγJ []ψ2〉
=
∫ ∞
0
dλ sinhλ 〈ψ1[]P0 eiλB1P0[]ψ2〉. (3.11)
In the second line we have identified the projector P0 onto SO(2)-invariant states
P0 = 1
2π
∫ 2pi
0
dα eiαJ . (3.12)
Now consider the inner product of two physical states built from seed states |Ψ1,2〉 :=∫
dgU(g)[]ψ1,2〉seed. From (3.11) we have
〈Ψ1|Ψ2〉 =
∫ ∞
0
dλ sinhλ seed〈ψ1[]P0 eiλB1P0[]ψ2〉seed
=
∫ ∞
0
dλ sinhλ seed〈ψ1[]eiλB1 []ψ2〉seed
= seed〈ψ1[]ψ2〉seed
∫ ∞
0
dλ sinhλ
(
cosh
λ
2
)−2E
= seed〈ψ1[]ψ2〉seed 2
(E − 1)
= δψ1,ψ2 . (3.13)
In the second line we used the fact that seed states are SO(2)-invariant; in the third line we
used (3.8). Evaluating the integral and inserting our normalization (3.3) leads to the final
– 7 –
result. This is essentially the same calculation as was performed previously in [14] without
the zero mode. We emphasize again that our formalism allows a quick generalization to
the case of non-vanishing zero-mode.
We see from (3.13) that the set of de Sitter-invariant states {|Ψi〉} built from the seed
states {[]ψi〉} forms an orthonormal set. One can also show that this set spans the space
of de Sitter-invariant states constructed from linear combinations of auxiliary states with
E > 1. The proof is exactly as in [14]. Thus we have an orthonormal basis of states as
desired.
We conclude this section with a discussion of auxiliary states with E ≤ 1. It is natural
to ask whether such states contribute to the physical Hilbert space and, if so, how we can
incorporate them into our formalism. Fortunately, for any vacuum there are only a few
such states (and there are none for h+ h˜ > 1). In particular,
The case p = w = 0: The only states with E ≤ 1 are the vacuum []0; 0, 0〉 and the
single-particle states α−1[]0; 0, 0〉, α˜−1[]0; 0, 0〉. The vacuum is de Sitter-invariant and
can be a state in the physical Hilbert space. However, this state must be treated
separately since for []0; 0, 0〉 group averaging does not converge. This separate treat-
ment may be justified via the observation (see [18, 33]) that []0; 0, 0〉 is superselected
from states where group averaging does converge. Turning now to the single-particle
states, one notes that they each have angular momentum ±1. As a result, the group
average of such states over the rotation group SO(2) ⊂ SO(2,1) already vanishes and
we do not expect these states to contribute the physical Hilbert space.
The case p2 ≤ 1, w = 0, or p = 0, R2w2/4 ≤ 1: Here the only states with E ≤ 1
are vacua []0;h, h˜〉. Such vacua are not de Sitter invariant, though group averaging
again fails to converge. In this case we expect an appropriately renormalized form of
group averaging to converge, though we leave this for future work. The resulting de
Sitter-invariant states will again be superselected from states for which no such renor-
malization was needed. See [18, 33, 34, 35, 36] for further examples and discussion
of this phenomenon.
The case |k| = |w| = 1 and R = √2: Such states also have J = ±1 6= 0 and again
group average to zero under SO(2) ⊂ SO(2,1). We expect no physical states from
such seed states.
4. Physical Entropy
We now compute the density of physical states. One typically computes this density as a
function of energy. However, as previously remarked, there is no natural conserved notion
of energy in de Sitter space. Moreover, those charges which are associated with de Sitter
isometries must vanish for physical states. We will thus need to find some other notion of
energy to use below.
A natural approach is to follow [22] and to consider the energy E defined in section
2, which measures the flux of stress energy through the surface τ = 0. Since the definition
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of E as the eigenvalue of H is not de Sitter invariant, this quantity is not a priori defined
on physical states. Nevertheless, a de Sitter-invariant notion of E was defined in [22]. In
our present language, the de Sitter invariant energy is the operator whose eigenstates are
precisely the physical states |Ψi〉 obtained by group averaging Higuchi seed states []ψi〉seed,
and such that the eigenvalue of |Ψi〉 is just the eigenvalue of H for []ψi〉seed. The one to one
map between physical states and seed states, and that fact that the |Ψi〉 form an orthogonal
basis of Hphys, imply that this de Sitter-invariant energy is a self-adjoint operator on Hphys.
Furthermore, because any two states related by the action of some U(g) yield the same
state under group averaging, we see that defining H in some other reference frame (i.e.,
replacing H by U(g)HU(g−1)for some g in the definition of a Higuchi seed state) would lead
to the same de Sitter-invariant notion of energy. In a very rough sense, this energy operator
considers the energy flux of a physical state through each possible de Sitter neck (associated
with each possible choice of reference frame) and reports the smallest value obtained. For
simplicity, we will again use E to denote the eigenvalue of this de Sitter-invariant energy.
It is clear that counting the density of physical states is equivalent to counting the
number of Higuchi seed states as a function of E. The density diverges when the scalar
target space is non-compact, so we focus on the case with S1 target space. As usual, we
perform the calculation separately for the Fock space over each vacuum []0;h, h˜〉. Our task
is thus to compute lnNseed(N), the logarithm of the number of Higuchi seed states as a
function of the level N (recall N = E − h− h˜) above each vacuum []0;h, h˜〉. To do so, we
must first examine the seed state criteria in more detail. We begin with SO(2) invariance
which requires
J []n, n˜;h, h˜〉 = (kw + n+ n˜)[]n, n˜;h, h˜〉 = 0, (4.1)
so that an SO(2)-invariant state at level N must satisfy
n =
1
2
(N − kw), n˜ = 1
2
(N + kw). (4.2)
Since n and n˜ must be non-negative integers, SO(2)-invariant states are possible only at
levels N = kw + 2m, where m is a non-negative integer.
Next consider the property L1[]ψ〉seed = 0. Because the left- and right-moving sectors
commute, we can decompose the Fock space over a given vacuum into left- and right-moving
Hilbert spaces Haux = HL⊗HR; an auxiliary state with levels (n, n˜) is then in the product
space Hn⊗Hen. Because L1 acts only on left-movers we can focus on Hn. The annihilation
operator L1 lowers n by 1, i.e. L1[]n, n˜;h, h˜〉 = []n − 1, n˜;h, h˜〉. In fact, L1 is a surjective
map from Hn to Hn−1:
L1 : Hn →Hn−1. (4.3)
The number of states in Hn annihilated by L1 is therefore given by the difference in
dimension (
# states in Hn
annihilated by L1
)
= dim(Hn)− dim(Hn−1) = P (n)− P (n− 1), (4.4)
where P (x) is the number of integer partitions in x [28]. For n = 1 we have P (1)−P (0) = 0,
while for n > 1 we have P (n) − P (n − 1) > 0. The same argument applies for the action
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of L˜1 on the right-moving sector Hen. Combining our observations (4.2) and (4.4), we find
that the number of seed states at level N is
Nseed(N) = P
(
N + kw
2
)[
P
(
N − kw
2
)
− P
(
N − kw − 2
2
)]
×P
(
N − kw
2
)[
P
(
N + kw
2
)
− P
(
N + kw − 2
2
)]
. (4.5)
One can easily re-write this as a function of the energy flux E, though in practice this will
not be required to establish agreement with the density of states in Haux.
Let us now compare the number of seed and auxiliary states for both small and large
N . Note that the number of states in Haux with given (n, n˜, h, h˜) is simply Naux(n, n˜) =
P (n)P (n˜) and the total number of states at level N is
Naux(N) =
N∑
n′=0
P (n′)P (N − n′). (4.6)
Because P (x) ∼ x for x of order 1, for small N there are dramatically fewer seed states
than auxiliary states:
Nseed(N ∼ 1) ∼ N, Naux(N ∼ 1) ∼ N2. (4.7)
However, it is more interesting to compare entropies in the thermodynamic limit of large
N . For N →∞ we may use the Hardy-Ramanujan formula for the asymptotic behavior of
P (x)[37]:
P (x) ≈ 1
4x
√
3
exp
[
2π
√
x
6
]
as x→∞. (4.8)
Inserting (4.8) into (4.5) and using Cardy’s formula [38] to compute (4.6) yields
Sseed(N) ≈ Saux(N) ≈ 2π√
3
√
N, (4.9)
so that in this limit the seed state entropy agrees with the entropy of the auxiliary Hilbert
space as claimed. This provides an explicit confirmation of the general argument given in
the appendix of [22].
5. Discussion
We have studied the behavior of 1+1 massless scalars under de Sitter group averaging,
building on earlier work by Higuchi [14]. The new element was to include the scalar zero
mode. We constructed an orthonormal set of de Sitter-invariant states which forms a
basis of the physical state space (up to the minor exceptions discussed in section 3). We
have also computed the entropy of this physical space. As anticipated in [22], to leading
order at large E this entropy agrees with the entropy of the auxiliary Hilbert space. This
observation supports the claim that group averaging will yield enough states to reproduce
classical physics in the ~→ 0 limit.
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The elegant orthonormal bases constructed constructed here and in [14] belie the
fact that implementing group averaging for more general fields can be quite difficult (see
e.g.[23]). The simplicity of group averaging for the present model is in part due working in
low dimensions, but has more to do with the presence of conformal symmetry. For general
masses and dimensions one looses the useful commutation relations between the raising
and lowering parts of B1 (here L1 + L˜1 and L−1 + L˜−1) and E which in our case followed
from the Virasoro algebra. Similar relations do hold, however, for conformally-coupled
scalar fields in arbitrary dimension, i.e. for scalars on dSd+1 which satisfy the equation of
motion
gab∇a∇bφ(x) =
(
d2 − 1
4
)
φ(x). (5.1)
In such cases it is straightforward to use Higuchi’s algorithm to construct an orthonormal
basis of physical states. (The 3+1 case was studied in [39].) Additionally, in the right
choice of gauge, both free gravitons and free gauge vector fields in 3 + 1 dimensions have
boost matrix elements identical to those of conformally coupled scalar fields, and one may
again construct an orthonormal basis [14].
The more general case remains open for future work. However, one expects the massless
scalar field in higher dimensions to be qualitatively similar to the case discussed here. I.e.,
we expect that there is some analogue of our quantity E which in some sense measures
the total excitation of the state, including contributions from both particles and the zero
mode. One expects group averaging to fail when the quantity is very small, but to converge
when it is sufficiently large.
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