[1] We examined the role of short-period waves on the Southern Annular Mode (SAM) through analysis of 6-hourly reanalysis data of the European Centre for Medium-Range Weather Forecasts (ECMWF ERA-Interim). We focused on medium-scale waves, those with periods shorter than about 6 days. Although medium-scale waves generally have much smaller amplitudes than synoptic waves, they have a much higher correlation with the SAM index. As a result, about one third of wave-driven meridional circulation and zonal wind acceleration associated with the SAM is generated by medium-scale waves. Their contribution is large in spite of their climatologically smaller amplitude. Moreover, two thirds of SAM-related meridional circulation and zonal wind acceleration comes from waves of periods shorter than about 3 days. Our analysis demonstrates a positive feedback between westerly winds around 60°S and amplification of synoptic and medium-scale waves, which sustains hemispheric SAM variability. For the feedback process between zonal wind and waves, baroclinic conversion is a key process to both synoptic waves and medium-scale waves. Our analysis also shows that wave forcings calculated from daily data explain only half of the total forcings and that the contribution from short-period waves is very significant around 50°S.
Introduction
[2] The Southern Annular Mode (SAM) is a prominent mode of the variability in the Southern Hemisphere troposphere [Hartmann and Lo, 1998; Hartmann, 1999, 2000; Wallace, 1998, 2000] . It is a seesaw variability of air mass between the polar cap and midlatitudes, and it indicates a structure of the sea level pressure (SLP) that is nearly zonally symmetric. The SAM appears throughout the year, but it couples with the stratospheric variability in late winter/spring [e.g., Kuroda and Kodera, 2001; Kuroda, 2002] .
[3] The SAM is closely related to transient waves rather than stationary waves [e.g., Lorenz and Hartmann, 2001; Kuroda, 2005a] . Most transient waves are believed to be generated by baroclinic instability and are called synoptic waves because of their horizontal scales (∼5000 km), corresponding to the largest growth rate due to the instability. There also exist waves of smaller scale than synoptic waves. Sato et al. [2000] found that such waves coexist with synoptic waves in the extratropic regions of both hemispheres and called them medium-scale waves because their spatiotemporal characteristics fall between those of synoptic-scale waves and mesoscale disturbances. Medium-scale waves are characterized by spatial scales smaller than about 3000 km and periods shorter than about 2 days.
[4] Most previous studies of the SAM relied upon transient waves derived from daily data, and contributions from waves of shorter period and smaller scale have not been recognized. The purpose of our study was to examine how shorter and smaller waves, including medium-scale waves, influence the formation of the SAM. We found that these waves have important effects on the SAM.
[5] This paper is organized as follows. Section 2 describes the data and principal method of analysis. After the presentation of the results in section 3, section 4 offers discussion and then section 5 conclusion and remark.
Data and Method of Analysis
[6] The data we used were 21 years of 6-hourly new reanalysis data of the European Centre for Medium-Range Weather Forecasts (ECMWF ERA-Interim) [Dee et al., 2011] from 1 January 1989 to 31 December 2009.
[7] Although we based most of our analysis on the monthly mean, second-order or higher-order quantities such as Eulerian wave forcings were calculated first for every 6 h and then averaged over each month. The Eulerian mass stream function c was calculated from zonal mean vertical and horizontal winds as by Kuroda [2008] as follows: where z 0 is log pressure height for 100 hPa, z is log pressure height, is latitude, a is the radius of the Earth, r 0 (z) is the basic density, the overbar denotes the zonal mean, and other terms follow the usual convention [e.g., Andrews et al., 1987] .
[8] We calculated frictional forcing and diabatic heating as residuals of three-dimensional momentum and thermodynamic equations using the 6-hourly reanalysis data.
[9] The synoptic and medium-scale waves were extracted from the 6-hourly original data using the Lanczos band-pass filter with a window width of 30 days [e.g., Hamming, 1977] . We defined synoptic waves as those with periods of 2-6 days and medium-scale waves as those with periods less than 1.75 days, according to the definition of Sato et al. [2000] .
[10] The SAM is defined as the dominant mode of variability of monthly 850 hPa geopotential heights in the Southern Hemisphere. To extract the SAM pattern, we performed the month-to-month Empirical Orthogonal Function (EOF) analysis for the region south of 20°S from January 1989 to December 2009, after removing the climatological seasonal variation from the original monthly data, according to the definition of Thompson and Wallace [1998] . The dominant variability (SAM) explains 28.0% of the total variance and greatly exceeds the second one (11.3%). The SAM index is defined by standardized month-to-month time coefficients.
[11] To examine the relationship between the SAM variability and the waves, we performed correlation analysis between the SAM index and various quantities, removing the seasonal cycle of the quantities before calculating the correlation with the SAM index. We paid particular attention to wave forcings that originated from short-period waves.
[12] The model we used to diagnose meridional circulation, acceleration of zonal wind, and surface pressure change due to wave forcings was almost the same as that used by Kuroda [2005a] . It was a quasi-geostrophic Eulerian mean model that is essentially the same as that used by Plumb [1982] , Haynes and Shepherd [1989] , and Kuroda and Kodera [2004] . However, to include effects from shortperiod waves, we expanded the model by including other eddy forcings and terms that had been neglected in the original model as follows:
where the terms
are eddy mechanical forcings (F 1 + F 2 ) and thermal forcings (Q 1 + Q 2 ) with suffix 1 (2) signifying forcing from meridional (vertical) convergence, G and S are frictional forcing and diabatic heating, G = −∂T 0 /∂p + T 0 /p is the stability of the basic atmosphere at temperature T 0 ( p), and W is the angular velocity of the Earth. Note that the terms F 2 and Q 2 represent ageostrophic components that do not appear in the quasi-geostrophic equations. The terms F n (Q n ) and J indicate nonlinear advection terms of the zonal wind (temperature) equation and the violation of balanced wind, respectively. In these equations, field variables with primes denote a departure from the zonal mean.
[13] Boundary conditions were set to be
at the 1000 hPa level, ! = 0 for the upper boundary and v = 0 at = ±p/2, where F 0 (p) is a geopotential of the basic atmosphere. Eddy terms and other smaller terms were ignored in deriving equation (4) from the correct lower boundary condition of DF=Dt = 0. The resolution of our model was 100 vertical levels at intervals of 10 hPa in the pressure coordinate and 121 horizontal grids of equal intervals for the sine of latitude. As there is a high plateau (Antarctica) on the polar cap of the Southern Hemisphere, the use of equation (4) is not exact here. However, we used this equation for simplicity throughout the paper.
[14] As equation (2) can be put into an elliptical differential equation of !:
the meridional circulation can be calculated from equations (5) and (2e) with the stipulated boundary conditions. Note that _ J indicates the time derivative of J . Acceleration of zonal winds can be directly evaluated from equation (2a) using calculated meridional winds. The surface pressure change is obtained from ! on the lower boundary. As any forcings analyzed beneath the ground surface (Antarctica) should be spurious, we set them to zero before our calculations. The Appendix of Kuroda and Kodera [2004] presents more detail on solving these equations.
[15] As equation (5) is completely linear with respect to forcings F i , Q i , G, S, and J , we could evaluate the meridional circulation, acceleration of zonal wind, and surface pressure change due to these respective forcings.
Results

Climatological Features of Waves
[16] Figure 1 shows the wave number-frequency spectral plots of the geopotential height at the 300 hPa level at 55°S using all 21 years of 6-hourly data. The specific latitude and height were chosen because the climatologically transient waves have their largest amplitudes there (Figure 2 ). Figure 2 shows that waves of higher frequency tend to have higher wave numbers, and there are energetic waves with significant amplitude even for the period range shorter than 2 days. Note that the peaks with periods of 1 and 0.5 day, for wave numbers 1 and 2, correspond to tidal signals. To find effects of shorter-period and smaller-scale transient waves on the SAM, our examination focused on synoptic waves and medium-scale waves. As the frequency range of the mediumscale waves overlapped with tidal waves, we removed the latter by discarding zonal wave number components from 0 to 2 after time filtering.
[17] Figure 2 shows the annual mean climatological zonal mean zonal wind ( Figure 2a ) and amplitudes of the synoptic ( Figure 2b ) and medium-scale waves (Figure 2c ), where the amplitudes of waves are defined as the square root of the squared mean of the geopotential height for a given latitude circle and shown by contours. Shading indicates month-tomonth standard deviation of their deseasonalized amplitudes. We defined the climatology as the annual mean because the seasonal variation of the amplitude of waves is less than approximately 15%. The synoptic (medium-scale) waves attain their peak of about 87 (28) m around 300 (350) hPa and 55°S, slightly poleward of the polar jet around 50°S. The variability of wave amplitudes tends to be proportional to their amplitude, but the largest variability appears around 60°S for both wave types. The largest zonal wind variation also appears around 60°S. Moreover, the amplitude of the waves peaks around the tropopause. 
SAM and Its Related Variabilities 3.2.1. SAM Variability
[18] Figure 3 shows the 850 hPa geopotential height, zonal mean zonal wind, and Eulerian mass stream function associated with the SAM variability, calculated as regression patterns with the SAM index. In Figure 3 , shading indicates statistical significance at 99.9% level (correlation higher than 0.23) according to Student's t statistics with an ensemble size of 251 ( = 12 × 21 − 1).
[19] Geopotential height pattern ( Figure 3a) shows a seesaw pattern between the polar cap and middle latitudes with three centers of action. The polar cap signal has a roughly triangular shape with a peak value of about −50 m, and is very similar to that obtained in previous studies [e.g., Thompson and Wallace, 2000; Kuroda, 2005a] . The zonal wind pattern ( Figure 3b ) shows a meridional dipole pattern with two centers of action around 60°S and 40°S. Peaks of the zonal wind around 300 hPa are 2.8 and −1.2 m/s at high and low latitudes, respectively, and the high-latitude anomaly extends to the middle stratosphere. The temperature anomaly has a meridional quadruple structure which satisfies the thermal wind balance with the zonal wind pattern (not shown). The Eulerian stream function pattern ( Figure 3c ) shows a clear meridional dipole structure with an anticlockwise circulation at high latitude and a clockwise circulation at low latitude. The upwelling over the polar cap corresponds closely to the decrease of surface pressure there, while the downwelling around 45°S matches the high-pressure belt of the SAM. The meridional stream function at high (low) latitude has its peak value of 5.4 × 10 9 (−4.0 × 10 9 ) kg s −1 at the 850 (750) hPa level and 55°S (30°S).
Role of Synoptic and Medium-Scale Waves
[20] First we sought to determine the overall features of how SAM-related circulation is dynamically created. To this end, we computed all wave forcings from all waves and estimated the nonconservative forcings and terms of nonlinear and violation from the balanced wind from 6-hourly reanalysis data. We then used regressed monthly mean forcing terms to diagnose SAM-related circulation using equation (5). As equation (5) is a linear equation of ! and forcings, the operations of time averaging and regression do not affect its form. This means that the sum of the meridional circulations calculated from the respective forcings ideally should be equal to the observed circulation. In using equation (5), we computed the basic stability G from annual mean climatological temperature averaged poleward of 30°S. The Eulerian meridional circulation, acceleration of zonal mean zonal wind, and surface pressure change calculated from the respective SAM-related forcings are shown in Figure 4 .
[21] The total meridional mass flux driven by all wave forcings from all eddies is 3 × 10 9 kg s −1 (Figure 4a ). Almost the same strength of meridional circulation is driven by frictional forcing, dominant in the lower troposphere (Figure 4b ), which counters the zonal wind from the SAM. For the diabatic heating and nonlinear and other terms, meridional circulations are relatively small outside the tropics (not shown). For the sum of these terms, the computed meridional circulation (Figure 4c ) is almost the same as that obtained in Figure 3c . In fact, the peak values of 5.5 × 10 9 kg s −1 and −4.0 × 10 9 kg s −1 in the lower troposphere in Figure 4c are almost the same as those in Figure 3c . This result suggests that our diagnosis is sufficiently accurate.
[22] The acceleration of zonal wind due to all waves ( Figure 4d ) is about 0.3 m s −1 d −1 around 60°S in the middle troposphere, which is about one third of the maximum value of the mechanical forcing (1 m s −1 d −1 at 60°S and 250 hPa; not shown). Frictional forcing (Figure 4e ) works to decelerate the zonal wind through the troposphere around 50°S to 70°S. Contributions from diabatic and other forcings are small (not shown). The sum of all terms (Figure 4f) shows that the zonal wind acceleration is almost negligible except in the polar cap region.
[23] For surface pressure changes, waves work to reduce the pressure over the polar cap area and increase it around 50°S (Figure 4g ). Frictional forcing has the opposite effects (Figure 4h ). Contributions from diabatic and other forcings are small at all latitudes (not shown). As a result, surface pressure changes outside the polar cap area are almost nil due to the balance between eddies and friction. The surface pressure change should be zero since the analysis is done for the period when the SAM variation attains a peak value. In addition, small values over the polar cap area indicate that the lower boundary condition of equation (4) for the calculation is well satisfied even there.
[24] Next we examined how synoptic and medium-scale waves behave with variations in the SAM. Figure 5 shows the correlation (Figures 5a and 5c ) and regression (Figures 5b  and 5d ) patterns of amplitudes of synoptic and mediumscale waves with the SAM index. For both the correlation and regression, both waves have a meridional dipole structure with a positive center at high latitudes and a negative one at low latitudes. However, if the comparison is made between synoptic and medium-scale waves, the highest value of correlation with medium-scale waves (0.8) (see Figure 5c ) is much higher than that with synoptic waves (0.6) (see Figure 5a ). The highest value of the correlation appears in the lower troposphere at 60°S for medium-scale waves (Figure 5c ) and in the upper troposphere at 60°S for synoptic waves (Figure 5a ). Corresponding to the correlation pattern, the regression pattern of medium-scale waves has a positive peak value of 3 m around 350 hPa and 60°S (Figure 5d ), whereas for synoptic waves it is 5 m around 250 hPa and 60°S (Figure 5b ). These peaks reside slightly poleward of the climatological peak amplitude of these waves at around 55°S (Figures 2b and 2c) . It should be noted that the SAM index represents the variation of nearsurface wind around 60°S, because almost the same correlation patterns can be obtained if the zonal wind speed at 60°S and 850 hPa is used instead of the SAM index (not shown).
[25] High correlations between the SAM index and wave amplitudes indicate a close relationship between waves and the SAM. In fact, previous studies suggest that the SAM is maintained by transient waves [e.g., Lorenz and Hartmann, 2001] . To investigate the influence of short-period waves, we examined Eulerian wave forcings associated with the SAM. Figure 6 shows regression patterns of Eulerian mechanical and thermal forcings of synoptic and mediumscale waves. Eulerian mechanical forcings have peaks of 0.75 and 0.35 m s −1 d −1 around 300 hPa and 60°S for synoptic ( Figure 6a ) and medium-scale waves (Figure 6c ), respectively. The peaks of the mechanical forcing well correspond to that of the regressed zonal wind anomaly (Figure 3b) . The thermal forcings indicate meridional dipole structures across 60°S with positive centers of peak values of 0.11 K d −1 (Figure 6b ) and 0.05 K d −1 (Figure 6d ), respectively. The thermal forcings does not correspond to the temperature anomaly (not shown). Hence, the meridional circulation will play an important role in creating the temperature anomaly.
[26] The meridional circulation, zonal wind acceleration, and surface pressure change produced by synoptic and medium-scale waves associated with the SAM are shown in Figure 7 . Here, meridional mass flux is 2 × 10 9 kg s −1 for synoptic waves (Figure 7a ) and 0.9 × 10 9 kg s −1 for medium-scale waves (Figure 7b ). The meridional circulation produced by medium-scale waves is about half of that produced by synoptic waves irrespective of their far smaller climatological amplitude (Figure 2) .
[27] The acceleration of zonal winds due to the synoptic (medium-scale) waves is 0.23 (0.12) m s −1 d −1 in the lower troposphere at 60°S (Figures 7c and 7d) . These values are about one third of those due to mechanical forcing alone (Figures 6a and 6c) . Comparison with the zonal wind acceleration due to all waves (Figure 4d ) shows that these waves play a primary role in the zonal wind acceleration associated with the SAM. In fact, the peak of the westerly acceleration around 60°S (Figures 7c and 7d ) coincides closely with the high-latitude center of the zonal wind variation (Figure 3b ).
[28] Figures 7e and 7f indicate that synoptic and mediumscale waves explain most of the wave-induced surface pressure change between 40°S and 70°S (Figure 4g ). However, surface pressure change poleward of 70°S (Figure 4g ) is attributable not to these wave components, but rather to planetary waves, as shown in section 3.2.3.
Role of Waves With Various Periods and Horizontal Scales
[29] Having examined the role of short-period waves in the SAM variability in terms of two components, synoptic and medium-scale waves, it is of interest to examine the role of waves on the SAM from a more general point of view. First, we examined the roles of wave components with frequencies ranging from less than 1 day to greater than 10 days. Each wave component was obtained by applying a Lanczos band-pass filter to the 6-hourly data set, as was done in filtering the synoptic and medium-scale waves.
[30] Figure 8 shows the regression of Eulerian mechanical forcing along with the induced meridional circulation, zonal wind acceleration, and surface pressure change associated with Eulerian wave forcings (mechanical plus thermal forcings). The largest mechanical forcings exceed 0.3 m s
for waves with periods of 1-2 days (Figure 8b ), 2-3 days (Figure 8c ), and greater than 10 days (low-frequency component, LFC) (Figure 8e ). The thermal forcing exceeds 0.05 K d −1 only for the eddy component with 1-2 day periods and LFC (not shown).
[31] These results show that the meridional circulation is mainly produced by waves with 1-3 day periods (Figures 8g  and 8h ). In fact, the correlation between mechanical forcing and SAM index exceeds 0.6 in a large area in the meridional plane for waves with periods less than 3 days and has the highest value for waves with 1-2 day periods (not shown). On the other hand, the correlation between thermal forcing and SAM index exceeds 0.6 only for waves of 1-2 day periods (not shown). This would explain why the meridional circulation induced by waves with 1-2 day periods (Figure 8g ) is comparable to that induced by waves with 2-3 day periods (Figure 8h ) despite the smaller climatological activity of the shorter-period waves.
[32] For zonal wind acceleration, the largest value for waves of 1-2 day periods is 0.13 m s −1 d −1 (Figure 8l ), which is larger than that for waves of 2-3 day periods (0.10 m s −1 d −1 ) (Figure 8m ), 3-6 day periods (0.08 m s (Figure 8n ), and shorter than 1 day period (0.03 m s (Figure 8k ). Note that LFC works to decelerate the zonal wind around 60°S (Figure 8o ), similar to the frictional forcing (Figure 4e) .
[33] The surface pressure change for the latitudinal band from 40°S to 70°S comes primarily from waves with 1-3 day periods (Figures 8q and 8r) , whereas LFC mainly contributes in the polar cap area (Figure 8t ). LFC also works to reduce a negative peak of the surface pressure change around 65°S produced from waves with periods shorter than 10 days (Figures 8p-8s) .
[34] We also examined the role of waves with different zonal wave numbers (WNs). Figure 9 shows the regression of Eulerian mechanical and thermal forcings for specified WNs along with their induced meridional circulation and the surface pressure change associated with Eulerian wave forcings. All wave components except WN2 and WN4 have large mechanical forcings related to the SAM variability (Figures 9a-9d ). For the thermal forcing, only WN1 ( Figure 9e ) and WN5-9 (Figure 9g ) components are large. Wave components WN1 and WN3 show quasi-stationary behavior and are forced by nonzonal structure around Antarctica [Kuroda, 2005a] . Although their contribution to meridional circulation is small (Figures 9i and 9j) , they play an important role in the surface pressure change in the polar cap area (Figures 9m and 9n) . In fact, the surface pressure changes are −0.20 and −0.17 hPa d −1 for WN1 and WN3, respectively (Figures 9m and 9n) . On the other hand, components WN5-9 have wave forcings (Figures 9c and 9g) , meridional circulations (Figure 9k ), zonal wind accelerations (not shown), and surface pressure changes (Figure 9o ) that are very similar to those from synoptic waves (Figures 6a,  6b , 7a, and 7e), whereas those with WN larger than 10 (WN10+) (Figures 9d, 9h , 9l, and 9p) are similar to those of medium-scale waves (Figures 6c, 6d, 7b, and 7f) . These WNs correspond to the dominant wave numbers of synoptic and medium-scale waves, respectively (Figure 1 ).
Feedback Between Zonal Field and Eddies
[35] Our analysis shows that the correlation of the amplitude variation with the SAM index is much larger for medium-scale waves than for synoptic waves ( Figure 5) . A previous study [Lorenz and Hartmann, 2001 ] suggested that the SAM is sustained by a positive feedback between waves and zonal wind such that waves reinforce the zonal wind, which in turn works to amplify the waves. Our analysis showed that both synoptic and medium-scale waves tend to accelerate zonal winds (Figures 7c and 7d ) and produce sea level pressure change with the SAM around 60°S (Figures 7e and 7f ). So a process by which zonal winds tend to amplify waves is needed to complete a positive feedback process. The fact that the amplitude of the medium-scale waves is more strongly correlated with the SAM index than that of synoptic waves suggests that there is a dynamic process by which zonal mean zonal wind in the lower troposphere around 60°S (which is closely related to the SAM) enhances the activities of medium-scale waves. Moreover, the correlation between the wave forcings and the SAM index tends to be higher as wave frequency increases (not shown). Hence, zonal winds would be apt to more strongly control higher-frequency waves.
[36] To demonstrate a feedback process from the zonal wind to waves more explicitly, we evaluated the energy conversion rate from the zonal mean field to synoptic and medium-scale waves, following the formulation by Holton [1975] . See the Appendix for the definition of the energy conversion rate. In the regression of the total energy conversion rate from the zonal mean field to eddies (i.e., the sum of "(K, K′) and "(P, P′) in equations (A3) and (A4)) for synoptic and medium-scale waves, shown in Figures 10a  and 10c , respectively, the energy transfer from the zonal mean field to eddies shows a clear meridional dipole structure with a positive center around 60°S and a negative one around 40°S extending from lower to upper troposphere for both wave components. The regressed energy transfer to synoptic waves has peak values of 1.7 × 10 −4 W m −3 at 65°S and 1000 hPa, and −3 × 10 −5 W m −3 at 45°S and 850-500 hPa (Figure 10a (Figures 8f-8j) , and 0.05 m s −1 d −1 (Figures 8k-8o ).
45°S and 950-400 hPa for medium-scale waves (Figure 10c ). This meridional dipole structure is very similar to that of the regressed wave amplitudes (Figures 5b and 5d) . A very high correlation (>0.8) between wave amplitudes and waveenergy density was obtained for the area poleward of 30°S for both waves (not shown). Medium-scale waves have higher correlations than synoptic waves around 60°S in the lower troposphere (not shown). The dominance of the positive over the negative center for medium-scale waves (Figure 10c ) corresponds well to that of the wave amplitude (Figure 5d ).
[37] If the energy conversion rate is divided into kinetic energy (equation (A3): "(K, K′)) and available potential energy components (equation (A4): "(P, P′)), the regression of "(P, P′) has large positive centers around 60°S for both wave types and the regression of "(K, K′) has a large negative center around 50°S (not shown). Thus the negative center of the total energy conversion rate (Figures 10a and 10c ) (Figures 8a, 8e, 8i , and 8m), WN3 (Figures 8b, 8f, 8j , and 8n), WN5-9 (Figures 8c, 8g, 8k , and 8o), and WN10+ (Figures 8d, 8h, 8l, and 8p) . Contour intervals are 0.1 m s
, and 5 × 10 8 kg s −1 in the first, second, and third rows, respectively. comes mainly from "(K, K′) whereas the positive center comes from "(P, P′). This means that the energy conversion around 60°S from the zonal mean field to eddies is composed mainly of "(P, P′). Detailed analysis reveals that the term proportional to v′T ′∂T /∂ (the first term on the right-hand side of equation (A4)) explains most of "(P, P′) for synoptic and medium-scale waves (Figures 10b and 10d) . Thus, our analysis shows that baroclinic energy conversion is the main contributor to the energy conversion for synoptic and medium-scale waves, and it contributes to the feedback process from zonal winds to eddies. This result is consistent with the finding of Yamamori and Sato [2002] .
[38] We also performed a lagged analysis using the SAM index and 31 day running averaged variables, such as wave forcings. Figure 11 compares the time evolution of zonal wind acceleration and total energy conversion due to synoptic and medium-scale waves at 60°S and 850 hPa relative to the SAM index. A positive lag means the precedence of the SAM variation. The zonal mean zonal wind at 60°S and 850 hPa correlates very well with the SAM index with no lag. Here, acceleration of zonal wind was calculated from lagged regression of wave forcings, as was done in Figures 7c and 7d appears at −3 (−1) days for synoptic (medium-scale) waves.
The amplitude of each wave attains its peak at the same lag (not shown). Thus maximum activities associated with synoptic waves precede the peak day of the zonal wind by 3-4 days for both zonal wind acceleration and energy conversion whereas activity of medium-scale waves precedes the peak day of the zonal wind by 1 day. A comparison of these feedback processes shows that the timing of the zonal wind acceleration due to each wave precedes the energy conversion from the zonal mean field to the waves by 0-1 day, although the overall time evolutions of these processes are very similar. It should also be noted that all the analysis performed in the paper with no lag can be justified because the amplitudes with no lag are little different from the largest amplitudes with a certain lag.
Discussion
[39] We have shown that medium-scale waves play a very important role in the hemispheric variability of the SAM. Even though they have much smaller climatological amplitudes than synoptic waves, medium-scale waves have activities closely related to the SAM variability and can exert significant influence on the SAM.
[40] Our analysis found that the vertical momentum flux convergence (F 2 in equation (3)) is large enough that it cannot be neglected for medium-scale waves. Figure 12 , comparing vertical and meridional terms of the mechanical forcings for medium-scale waves associated with SAM variability, shows that the forcing due to vertical convergence F 2 (Figure 12b ) is about half of that due to meridional convergence F 1 (Figure 12a ). Meridional thermal forcing Q 2 is comparable in magnitude to vertical thermal forcing Q 1 for medium-scale waves (not shown). For synoptic waves, the vertical convergence term is about one fourth (half) of the meridional momentum (thermal) convergence term. Vertical convergence terms become important for shortperiod waves because their aspect ratios become much larger. [41] In past studies, most analyses of the SAM were done using daily data [e.g., Hartmann and Lo, 1998; Lorenz and Hartmann, 2001; Kuroda, 2005a] . Such data sets cannot well represent waves with periods less than 2 days, corresponding to medium-scale waves. Even for synoptic waves, daily data capture only about two thirds of the total wave forcings. Thus it is important to use 6-hourly rather than daily data to analyze the SAM. Figure 13 shows the meridional circulation and surface pressure changes induced by all eddies calculated from daily data. The peak value of the meridional circulation shown in Figure 13a is only about half of that shown in 6-hourly data (Figure 4a ). For surface pressure change, the polar cap decrease in Figure 4g is well reproduced in Figure 13b , but the increase from 40°S to 60°S is poorly reproduced in Figure 13b using daily data. This comparison also indicates that short-period waves, which can be only poorly represented in daily data, play an important role in the SAM variability. Moreover, if only those eddy forcings associated with horizontal convergence are considered, the meridional circulation becomes much weaker [Kuroda, 2005a, Figure 4 ; Kuroda, 2007a, Figure 4 ]. The actual meridional circulation associated with the SAM (Figure 4a ) has almost the same strength as that associated with the Arctic Oscillation [Kuroda, 2005b, Figure 4; Kuroda, 2007b, Figure 4] .
[42] However, there may be a question whether the 6-hourly data set is sufficient for describing eddy forcings of the SAM variability. For a 6 h sampling, the shortest period that can be represented is 12 h. Figure 8 shows that the contribution of eddy forcings on the SAM is negligible for waves with periods less than about 1 day. Moreover, the sum of meridional circulations calculated from 6-hourly data (Figure 4c ) is very similar to that obtained from the observed circulation using monthly mean data (Figure 3c ). Thus, it is plausible that waves with periods shorter than 12 h do not have a significant effect on the SAM variability. Therefore we believe that a temporal resolution of 6 h is sufficient to describe the temporal evolution of the SAM variability.
[43] We found that wave forcings with the SAM tend to be larger as their frequencies increase up to a period of about 1 day (not shown). For waves of still shorter periods, the correlation becomes slightly lower than that for periods of 1-2 days. The reason such waves contribute less to the SAM (Figures 8f, 8k , and 8p) is their smaller amplitude (Figure 1) , not their lower correlation with the SAM index.
[44] Why do waves of shorter period tend to have higher correlation with the SAM index or zonal wind at 60°S and 850 hPa, as shown in Figure 5 ? This is a key point for the role of medium-scale waves in producing SAM variability. We found that low-frequency variation of the amplitude of medium-scale waves at 60°S and 850 hPa, with periods longer than about a week, closely follows variation of the zonal wind (not shown). This implies that the amplitude of medium-scale waves is strongly controlled by the zonal wind; however, the mechanism of this control is not clear. More study of the interaction between zonal winds and medium-scale waves is needed.
[45] Our analysis showed the existence of a two-way feedback between zonal wind around 60°S and mediumscale waves as well as synoptic-scale waves. One is the acceleration of zonal winds and SLP change produced through forcings due to these waves. The other is the amplification of these waves through the baroclinic energy conversion of enhanced westerlies. It is not surprising that synoptic waves are enhanced by baroclinic conversion (Figure 12a ) and 0.05 m s −1 d −1 (Figure 12b ), respectively. associated with intensified vertical wind shear of westerlies. However, medium-scale waves are also forced through the baroclinic process, and thus medium-scale waves could be recognizable as baroclinically unstable waves. However, medium-scale waves have smaller growth rates than synoptic waves: the time scales at which spatially integrated wave energy associated with the climatological amplitude could be replenished through the baroclinic conversion in the region from the surface to 100 hPa and south of 20°S are 3.9 days for synoptic waves and 8.0 days for medium-scale waves. Thus, medium-scale waves have less effect through baroclinic conversion than synoptic waves. We further examined the time scales for different frequencies. They are 35.5, 5.2, 3.6, and 4.0 days for waves of less than 1 day, 1-2 day, 2-3 day, and 3-6 day periods, respectively. This result shows that the efficiency of baroclinic conversion becomes less at periods shorter than 3 days.
Conclusion and Remarks
[46] We examined the role of short-period waves on the Southern Annular Mode (SAM) by using a 6-hourly reanalysis data set. Our major findings are as follows:
[47] 1. Although their climatological amplitude is small, short-period waves, especially those with periods shorter than about 3 days in the high-latitude Southern Hemisphere, play an important role in creating the meridional circulation, the acceleration of zonal mean zonal wind, and the surface pressure change with the SAM variability.
[48] 2. The medium-scale waves first reported by Sato et al. [1993] extract energy through the baroclinic process and tend to be amplified with the increase of zonal wind around 60°S in the lower troposphere. The correlation of the wave amplitude and the zonal wind speed tends to increase with increasing frequency, at least to periods of 1 day.
[49] 3. The SAM is sustained by positive feedback between zonal mean zonal wind and transient eddies. About two thirds of total eddy forcings associated with the SAM variation comes from synoptic waves and one third comes from medium-scale waves.
[50] 4. Eddy forcing due to ageostrophic components, i.e., vertical convergences of the momentum and thermal flux, cannot be neglected for short-period waves.
[51] 5. Daily data are not sufficiently frequent to evaluate wave forcings related to the SAM variability, and the use of at least 6-hourly data is necessary.
[52] The question arises whether short-period waves play a similar role in the Northern Annular Mode (NAM), also known as the Arctic Oscillation. It is true that medium-scale waves are very active in the high northern latitudes [Sato et al., 2000] . Although previous studies show that the role of transient waves is secondary [e.g., Limpasuvan and Hartmann, 2000] , more accurate evaluation of short-period waves should be done in a future study.
