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Kirkwood-Buff (KB) integrals are notoriously difficult to converge from a canonical simulation
because they require estimating the grand-canonical radial distribution. The same essential difficulty
is encountered when attempting to estimate the direct correlation function of Ornstein-Zernike
theory by inverting the pair correlation functions. We present a new theory that applies to the entire,
finite, simulation volume, so that no cutoff issues arise at all. The theory gives the direct correlation
function for closed systems, while smoothness of the direct correlation function in reciprocal space
allows calculating canonical KB integrals via a well-posed extrapolation to the origin. The present
analysis method represents an improvement over previous work because it makes use of the entire
simulation volume and its convergence can be accelerated using known properties of the direct
correlation function. Using known interaction energy functions can make this extrapolation near
perfect accuracy in the low-density case. Because finite size effects are stronger in the canonical than
the grand-canonical ensemble, we state ensemble correction formulas for the chemical potential and
the KB coefficients. The new theory is illustrated with both analytical and simulation results on
the 1D Ising model and a supercritical Lennard-Jones fluid. For the latter, the finite-size corrections
are shown to be small.
I. INTRODUCTION
Kirkwood and Buff’s theory of solutions exploits a
Gibbs relation to determine derivatives of activities from
fluctuations in particle number at constant volume,(
∂βµα
∂nγ
)
nη,V,T
=
[〈nα′nγ′ |µ, V, T 〉 − V 2ρα′ργ′]−1αγ ,
(1)
with the notation ρα = 〈nα|µ, V, T 〉 /V , the average num-
ber of molecules of type α in the grand-canonical ensem-
ble (where µ, V, T are given), and using µ ∈ Rν to denote
a vector of chemical potential values and n ∈ Nν , a vec-
tor of molecule numbers for all ν solution components.
The inverse indicated above is the Moore-Penrose pseu-
doinverse of the ν×ν matrix of number fluctuations. KB
theory is exact even when applied to periodic simulation
volumes with finite unit cells, but requires an open system
(i.e. data from the µ, V, T ensemble). In this work, we
consider only such finite unit cells and use the additional
assumption that no fixed external potential is present
that breaks the translational symmetry. We introduce a
theory that applies equally to open and closed systems
and then investigate its zero-frequency limit (which is
only rigorous for the open system). Also, we maintain
constant temperature throughout and hence omit it in
further notation.
KB theory is commonly cast in terms of the grand-
canonical radial distribution function,
gαγ(r|µ,L) ≡ 〈ρˆα(r)ρˆγ(0)|µ,L〉 − δαγδ(r)ρα
ραργ
, (2)
whose integral reports on number fluctuations in the
grand-canonical ensemble. Here, r ∈ R3/L is a coor-
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dinate vector in the periodic unit cell with lattice vectors
given as rows of a 3×3 matrix, L, and
ρˆα(r) ≡
nα∑
i=1
δ(r − rα,i) (3)
is a sum of delta-functions located at the centers of mass
for all particles of type α (so that
∫
V
ρˆα(r)dr = nα and
ρα = 〈ρˆα(0)|µ,L〉). Directly integrating Eq. 2 gives Kirk-
wood and Buff’s Eq. 7,[1] confirming that it applies to
finite volumes with the entire volume as the domain of
integration.
A recurring problem is that KB integrals estimated
from closed systems (i.e. those under NVT or NPT con-
ditions) contain substantial finite-size effects.[2, 3] Pro-
posed corrections fall into two categories: those aimed
at computing number density fluctuations directly in
small sub-volumes,[4–6] and those addressing the cutoff
error in truncating the KB integral at a finite maximum
radius.[2, 3, 7] Both categories recognize that two inde-
pendent corrections are necessary. First, the sub-volume
or truncation radius is typically extrapolated to infinite
size. Second, the radial distribution (or equivalently
the number correlations) themselves must be corrected
for the effect of using a closed system. These correc-
tions were defined as implicit and explicit by Salacuse et.
al. [8, 9], who derived and compared calculations of the
closed system correction. However, the finite truncation
radius remained as a source of ambiguity, which more
recent works have addressed with renewed interest.[7]
In this work, we re-introduce the structure factor as the
preferred method for computing both the direct correla-
tion function and the KB integral as its zero-frequency
limit. This corrects a minor defect in Ref. 8 by using the
unique vectors in reciprocal space that correspond to a
finite simulation volume, and yields exact direct correla-
tion functions corresponding to the canonical ensemble
simulated. For the problem of estimating the thermo-
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2dynamic limit, our method improves on earlier works as
it remains invariant to shifts of g(r|n,L) by a constant,
and makes use of the entire available simulation volume.
In the process, we find two major conclusions. First, ex-
trapolation of the direct correlation function for closed
systems to zero frequency gives good estimates of the
second derivatives of the Helmholtz free energy. Second,
both closed (canonical) and open (grand-canonical) KB
integrals can be estimated under near-critical conditions
from box lengths on the order of 5 to 10 times the corre-
lation length.
II. THEORY
A. Definitions
We introduce the structure factors using Fourier trans-
forms of the density operators,
Sˆα(m) ≡ F [ρˆα](m) ≡
∫
V
ρˆα(r)e
−2piim·r dr. (4)
Explicit formulas for these transforms are,
Sˆα(m) =
nα∑
j=1
e−2piim·rα,j , ρˆα(r) =
1
V
∑
m
Sˆα(m)e
2piim·r,
(5)
where the sum over m runs over the infinite reciprocal
lattice with vectors m = L−1u (u ∈ Z3), and the volume
of the periodic unit cell is V = |L|. These sums can be
computed efficiently using the fast Fourier transform in
molecular simulations.[10] The results in this work were
computed with our own implementation of the method,
which is available with documentation in Ref. 11.
For any fixed-volume ensemble with partition function
Z(Γ, L) (e.g. Γ = n, T for canonical or Γ = µ, T for
grand-canonical), and probability distribution P (τ |Γ, L)
(where τ represents the combined positions and momenta
of all molecules present), define an extended ensemble
that characterizes its response to a set of externally ap-
plied fields, φ = {φα}, using the partition function,
Θ(φ,Γ, L) = Z(Γ, L)
∫
e〈ρˆ,φ〉 P (τ |Γ, L)dτ (6)
〈X,Y 〉 ≡
∑
α
∫
V
Xα(r)
†Yα(r)dr
=
1
V
∑
α
∑
m
F [Xα](m)†F [Yα](m). (7)
The last two lines define a convenient notation for inner
products between two functions of r in the unit cell and
state the appropriate Poisson summation formula.[12] We
also define the function,
φ˜α(m) ≡ F [φα](m)/V (8)
to absorb the normalization constant in Eq. 7. This way,
〈ρˆ, φ〉 =
∑
α
∑
m
Sˆ†α(m)φ˜α(m), (9)
and φ˜α(0)/β = µα, (10)
the chemical potential of species α. The first and second
derivatives of ln Θ generate the densities and correlations,
∂ln Θ
∂φ˜α(m)†
=
〈
Sˆα(m)
〉
≡ Sα(m) (11)
∂2 ln Θ
∂φ˜α(m)†φ˜γ(m′)
=
∂Sα(m)
∂φ˜γ(m′)
= V δm,m′Qαγ(m) (12)
Qαγ(m) ≡ 1
V
〈
∆Sˆα(m)∆Sˆγ(m)
†
〉
(13)
= F [〈ρˆα(r)ρˆγ(0)〉](m)− δm,0V ραργ ,
(14)
where ∆Sˆα(m) ≡ Sˆα(m) − Sα(m). All quantities in
Eqns. 11-14 are conditional on the macrostate (φ,Γ, L)
and evaluated at points where φ is spatially uniform. The
vanishing of m 6= m′ cross-derivatives in Eq. S9 can be
proven from translational symmetry in this case.
The matrix Q/ρ is the structure factor of scattering
theory.[8] It is connected to the Fourier transform of the
radial distribution function via Eqns. 14 and 2. It is
also related to the integral theory of solutions via the
definition,[13]
Q−1αγ (r) = δ(r)
∂βµidα
∂ργ
− cαγ(r), (15)
of the Ornstein-Zernike direct correlation function,
cαγ(r). Here, µ
id
α is the chemical potential of an ideal
gas, whose derivative is ∂βµidα /∂ρα = 1/ρα.
B. Canonical Kirkwood-Buff Coefficients
It is well-known that the matrix inverse of Eq. S9 gives
the shift in the potential required to maintain a small
change in the density profile appropriate for an ensemble
with fixed (S,Γ, L). Eqns. 11-14 apply exactly to both
canonical (Γ = n, T ) and grand-canonical (Γ = µ, T )
ensembles.
From this connection, the most relevant quantities to
canonical KB theory are the fit coefficients, c0 and c2, for
lim
m→0
Q−1αγ (m|n,L) =
∂βµidα
∂ργ
+c0,αγ(0)+c2,αγ(2pim)
2+O(m4).
(16)
There is no linear term since Q must be an even func-
tion of m by symmetry. For a sufficiently large number
of molecules of type α, the first coefficient provides the
density dependence of their excess chemical potential,
lim
L/Lc→∞
c0,αγ(n, V ) = βV (µ
ex
α (n, V )− µexα (n− δγ , V )) ,
(17)
3where we define
βµexα (n, V ) ≡ − ln
〈
e−β∆Uα |n, V 〉 , (18)
to be the test particle insertion free energy in the canon-
ical ensemble.[14] The coefficient c0,αγ also converges to
∂βµexα /∂ργ in the thermodynamic limit. Convergence to
the particle insertion free energy is faster though, because
the Helmholtz free energy can be rigorously stated as the
sum of n successive test particle insertions,
βA(n, V, T ) = βAid(n, V, T ) +
n−1∑
j=0
βµex(j, V, T ), (19)
while the ideal term is indistinguishable from n ln ρ after
n ≥ 100.
As further justification of the limit, we invoke the well-
known result that density fluctuations must become un-
correlated as the wavelength, 1/m grows much larger
than the correlation length.[15] Thus, under these con-
ditions Q−1(m) is continuous as m approaches zero and
its extrapolation becomes easier as the cell size increases
and the range of interactions becomes shorter.
Away from m = 0, the matrix Q reports on structural
features that cannot be calculated from bulk thermody-
namic data. The second coefficient, c2, in Eq. 16 provides
the correlation length for the αγ radial distribution,[16]
L(αγ)c =
√
|Qαγ(0)c2,αγ |. (20)
The coefficient c2 is generally negative for oscillatory de-
cay and positive for monotonic decay of the radial distri-
bution, g(r).
The identification of Eq. 17 as the proper limiting form
for the canonical ensemble allows us to carry through
the rest of the Kirkwood-Buff analysis unchanged. All
the other derived quantities of Kirkwood-Buff theory can
be stated by noting that the matrix Qαγ(0|µ,L) is iden-
tical to Bαγ defined in Eq. 9 of Ref. 1. The supple-
mentary information provides explicit expressions. In
the thermodynamic limit, the density-derivatives of the
chemical potential are the same for the canonical and
grand-canonical ensembles. However, at finite volume,
the grand-canonical ensemble provides observables closer
to the thermodynamic limit than the canonical.
From this identification, we conclude that the most ef-
fective method for estimating KB integrals from canon-
ical simulations is to use density fluctuations over the
entire simulation cell to estimate Q(m) and then to ex-
trapolate the value of Q(0). Our numerical results be-
low indeed show this works, but caution that there are
two sources of error. The first is due to the difficulty
of extrapolating to m = 0. The second is due to finite
size corrections, which become increasingly important for
successive density derivatives. This work shows that the
first type of error can be entirely eliminated within the
canonical ensemble when the simulation box size is larger
than about ten correlation lengths (which can be easily
estimated using Eq. 20).
C. Finite Size Corrections
Finite size corrections (which extrapolate a result at
finite volume to the thermodynamic limit) are more se-
vere for the canonical than the grand-canonical ensemble.
This section derives relations connecting averages in the
canonical and grand-canonical ensembles. It is usually
assumed that the grand-canonical value is close enough
to the thermodynamic limit that this ensemble correction
is a good estimate of the finite size correction.
The correction to the distribution function was given
by Lebowitz [15],
Qαγ(m|µ,L)−Qαγ(m|n,L)
=
1
2V
∑
ηζ
Qηζ(0|µ,L) ∂
2
∂ρη∂ρζ
Qαγ(m|µ,L), (21)
which is correct to relative order 1/V unless m = 0. At
the point m = 0, Qαγ(0|n,L) = 0, and the entire con-
tribution to Qαγ(0|µ,L) comes from the second term.
Eq. 21 was shown to match the thermodynamic limit in
Ref. 9.
Using the same method, we derive in the appendix the
correction to the excess chemical potential valid to first
order in 1/V ,
βµexα (µ, V )− βµexα (n, V )
=
1
2V
(
2
ρα
−Q−1αα(0) +
∑
γ
∂Q−1αγ
∂βµγ
(0)
)
.
(22)
For a 1-component system, Q(0) = ρ2κ/β is proportional
to the isothermal compressibility, κ, and the correction
(Eq. 22) specializes to the derivative of the excess com-
pressibility,
β∆µex(µ, V ) =
−1
2V κ
∂(κ− β/ρ)
∂ρ
. (23)
This result agrees with Ref. 17, where it was first derived
and tested against the thermodynamic limit for hard-
sphere fluids.
III. LATTICE GAS MODEL
To illustrate the convergence properties of the struc-
ture factor approach, we apply it to a simple one-
dimensional, one-component periodic lattice gas on L
sites with nearest-neighbor interaction energy βJThis
system is isomorphic to the 1D Ising model.[18] The oper-
ators, ρˆ, are defined as indicator functions on the L sites,
and all Fourier transforms become discrete Fourier trans-
forms over L. Otherwise, the theory above goes through
as expected except for a change in the ideal chemical
potential, [19]
∂βµid
∂ρ
=
1
ρ(1− ρ) . (24)
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FIG. 1. Discrete radial distribution functions. The marked
points show canonical, closed simulation data, while the solid
lines show corresponding grand-canonical radial distributions.
The upper panel (a) shows the antiferromagnetic model (x =
−2), while the lower panel (b) shows the ferromagnetic x = 2.
For both plots, the grand-canonical distributions overlap so
as to be indistinguishable, showing strong insensitivity to the
cell size, L.
This system, along with several generalizations, were
shown to have a strictly nearest-neighbor direct correla-
tion function in a series of original studies,[20, 21] yet it
still poses a nontrivial estimation problem since the cor-
relation length goes to infinity at strong coupling. It is
ideal for illustrating estimation of the direct correlation
function because the densities and pair distributions can
be computed analytically in the grand-canonical ensem-
ble using the transfer matrix method.[22] We also cal-
culated the canonical ensemble densities and pair distri-
butions exactly with the use of the absolutely conver-
gent cluster summation technique of Ref. 23. The most
important properties of this model depend on the pa-
rameter y ≡ ± exp(−1/Lc), where Lc is the correlation
length over which the radial distribution functions decay
exponentially. The complete expression for y in terms of
βJ and φ(= βµ) is given in the supplementary informa-
tion. It can vary from −1 in an antiferromagnetic system
when βJ → −∞ to +1 in a ferromagnetic system when
βJ → +∞.
Fig. 1 compares the radial distribution function com-
puted in the canonical ensemble with the corresponding
grand-canonical distributions (at the chemical potential
φ = −βJ , for which 〈n|µ,L〉 = L/2). The convergence
is slow with increasing L, even though the canonical cor-
relation functions appear to flatten out to a constant at
large distance. These shifts in g(r|n,L) by a constant
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FIG. 2. Inverse correlation function from Eq. 14 without any
ensemble corrections. The marked points show canonical sim-
ulation data, while the smooth lines show the low-density lim-
iting form, −2βJ cos(2pim) + const. As in Fig. 1, (a) and (b)
are antiferromagnetic and ferromagnetic, respectively.
do not affect our analysis, since they merely change the
structure factor at m = 0 – which our analysis disre-
gards. The interesting ensemble effect shown in this plot
is that the r = 1 point appears to have a different vertical
shift than the large-distance asymptote. For the antifer-
romagnetic case (a), the short-range behavior is relatively
insensitive to the ensemble correction. In contrast (and
disregarding the smallest simulation size), ensemble de-
pendence shows up most strongly at short range in the
ferromagnetic case (b).
Fig. 2 compares the inverse correlation function,
Q−1(m) for the three systems above in the canonical and
grand-canonical ensembles. The function Q−1 can be cal-
culated exactly and simplifies in the limit as L/Lc →∞,
Q−1(m|µ) = 1
ρ(1− ρ)
(
1− y
1 + y
− 2y
1− y2 (cos(2pim)− 1)
)
.
(25)
Fig. 3 compares two estimates for the KB coefficients
corresponding to extrapolating to m = 0 following Eq. 16
(panels a,b) and correcting for ensemble dependence, fit-
ting every two successive lengths to an empirical expres-
sion,
Q−1extrap(1/L) ∼ Q−1∞ (0) + c/L, (26)
for panels (c,d). The latter two plots used Eq. 26 rather
than Eq. 21 because it gave much faster convergence.
Several coupling values, βJ , and several simulation sizes
are shown, and fall on a single curve when scaled by their
5correlation lengths. The lines in (a,b) plot Eq. 17 for
second derivatives (times L) of the Helmholtz free energy
for the lattice gas as n is varied. Its agreement with the
extrapolated values shows that the canonical ensemble
Q−1(0|n, V ) converges to 17 first, and then converges to
∂βµex/∂ρ as V increases.
The error visible at βJ = −1 (panel a) gives another
important message for estimating the KB coefficients.
Rather than fit to Eq. 16, we should have subtracted off
the known contribution to the direct correlation function,
cLR = −2βJ cos(2pim), in Eq. 15 and fit the remainder.
Since the correlation length is very short for this weakly
coupled limit, the resulting estimate would give perfect
agreement with the line for βJ = −1 (not shown).
The lower panels (c,d) show extrapolation to 1/L = 0
using the assumption[7] that ∂
2
∂ρ2Q(m|µ,L) is indepen-
dent of L in Eq. 21 and that Q(1/L) ∼ Q(0). Attempts
to combine both types of extrapolation, in either order,
resulted in worse convergence (not shown).
Comparing the ferromagnetic and anti-ferromagnetic
cases shows that the oscillating radial distribution func-
tion of the anti-ferromagnetic system leads to better over-
all convergence. This is associated with better short-
range behavior of g(r) (Fig. 1a). The strong ensemble-
dependence of the ferromagnetic g(r) carries over to
Fig. 3a, where it appears as worse agreement at small
inverse-distance, m. It is because of the slow convergence
of canonical and grand-canonical chemical potentials that
Fig. 3b shows Q(0|n,L) is 10% lower than Q(0|µ,L), even
at very large lengths. Luckily, this issue appears to be
limited to the 1D case.
IV. LENNARD JONES MODEL
This section presents results of applying the formal-
ism to a supercritical Lennard-Jones (LJ) gas. To mirror
the conditions of the lattice model, we fix the density
to a near-critical value, ρ∗σ3 ≈ 0.36, and set β−1 =
kBT = 1.5. This is above the critical temperature,
T ∗ = 1.36/kB . In the lattice model analogy, the cou-
pling constant, |βJ |, would be /kB(T − T ∗) if the tem-
perature varied while  remained constant. Fluctuations
in this system are interesting because they report on
cluster formation processes.[24] After summarizing target
‘thermodynamic limit’ results computed in the grand-
canonical ensemble and using analytical formulas, we
present the scaling behavior in the canonical ensemble.
The LJ gas has become an indispensable simulation
model, for which analytical approximations many prop-
erties are available. The most important for the present
case are the equation of state, which gives Q(0) via
the compressibility, and the radial distribution function,
which gives Q(m) via Eq. 2. We compare our simulation
results to the MBWR equation of state,[25, 26] which
was parameterized from molecular dynamics and Monte
Carlo simulation data, and includes the effects from tail
corrections. We compare the radial distribution func-
L/σ µex/ βP/ρ Q−1(0)/σ3 Lc/σ
∂Q−1(0)
∂(βµ)
/σ3
6.525 -1.887(3) 0.4597(11) 1.89∗ 0.70∗
8.434 -1.886(3) 0.4670(7) 1.81 0.97
10.36 -1.884(3) 0.4697(5) 1.53 1.16
12.65 -1.882(3) 0.4720(4) 1.32 1.36
16.44 -1.882(3) 0.4730(3) 1.24 1.49
19.68 0.47367 1.27 1.50
25.30 0.47312 1.25 1.55
GC -1.878(3) 0.47591 1.084(9) 1.50 4.0(3)
PY 1.28 1.77 4.0724
MBWR -1.854 0.48218 1.1330 3.3978
TABLE I. Comparison of excess chemical potential, pressure,
and its derivatives from canonical simulations (top 7 rows),
and grand-canonical and equation of state calculations (bot-
tom rows). Numbers in parentheses display the uncertainty
in the last digit. ∗Only the first two points were used in the
extrapolation to m = 0 for the smallest simulation size.
tion with a numerical solution of the Percus-Yevick (PY)
closure of the Ornstein-Zernike equation, computed fol-
lowing the method of Fries and Patey.[27]
Our grand-canonical Monte Carlo (GC) simulations
were performed with Towhee,[28] at an excess chemi-
cal potential of µex = −1.868 in a cubic box of length
10.357σ. Pair interactions were truncated at 5σ after
which long-range corrections were added for the energy
and pressure. Simulations were run long enough to col-
lect 10,000 configurations for analysis. The number of
trial moves between configurations was 40,000, since the
potential energy showed an exponential autocorrelation
function with a decay time of 13,200 trial moves. Moves
were selected randomly with 25% probability for particle
insertion/deletion and 75% probability for translation.
Because our GC simulation gave a slightly different
density (0.356σ−3), the GC properties summarized in Ta-
ble I were obtained at ρ = 0.36σ−3 by differentiating the
partition function estimate,
βPV = Θ(βµ) ≈ Θ(βµ0)eC(βµ−βµ0) (27)
C(λ|µ,L) ≡ ln
∞∑
n=0
fn(µ,L)e
λn, (28)
where fn is the frequency of observing n particles in the
GC simulation. Eq. 28 is a maximum likelihood esti-
mate appropriate for a large number of samples, S, when
the probability for observing a histogram, f , is given by
Sanov’s theorem. We computed the estimation error us-
ing the saddle-point approximation (taking the second
derivative of the relative entropy) to yield the covariance,
〈δC(λ)δC(λ′)〉S = eC(λ+λ′)−C(λ)−C(λ′) − 1. (29)
The MBWR equation of state is fairly accurate near
the state point studied here, but predicts Q−1(0) that is
too low by 0.06σ3 and ∂Q−1(0)/∂(βµ) that is too low
6−0.5
 0
 0.5
 1
a) (−J) b) (+J)
c) (−J) d) (+J)
L / Lc
Q
(0
)/
Q
fi
t(
0
) 
−
 1
−0.5
0
0.5
0 5 10 15
Q
(0
)/
Q
ex
tr
ap
(0
) 
−
 1
βJ=1
3
5
0 5 10 15 20 25 30 35
7
9
FIG. 3. Convergence of estimates Q−1fit (m) ∼ Q−1∞ (0)+am2 [3 point fit near m = 0, (a,b)] and Q−1extrap(1/L) ∼ Q−1∞ (0)+c/L (c,d)
as a function of the ratio of cell size to correlation length. Each series of points shows estimates derived from Q(m|n,L) (Eq. 14)
at the same value of |βJ |. The lines in (a,b) are second differences of the canonical free energy, showing that extrapolation
yields the canonical KB coefficient. The antiferromagnetic case (βJ < 0) is left (a,c) and the ferromagnetic case (βJ > 0) is
right (b,d).
by 0.7σ−3. Although its parameterization[26] did not
include the particular state point studied here, it can be
noted that the MBWR slightly over-estimates βP/ρ in
this region. That quantity reaches a minimum near the
present simulation conditions, and it is the shape of the
minimum which the derivatives in Table I report on. We
estimated the finite-size correction for Q(m) in Eq. 21,
from GC, PY and MBWR methods and all three agree on
Q(0)
2
∂2Q(0)
∂ρ2 = −20, although the error in the GC estimate
is 50%.
Canonical simulations were performed with Towhee for
L = 6.525σ to L = 16.44σ. The smallest two simu-
lations used pair interaction cutoffs of 3.25σ and 4.2σ,
respectively. All larger cell sizes used a cutoff of 5σ.
All results include long-range corrections for the energy
and pressure. The largest two simulations were run with
LAMMPS using a timestep of 0.003 LJ units and collect-
ing 104 samples – each separated in time by 104 dynamics
steps. The Q(0) and Lc values reported in Table I were
fit to the smallest 3 m-points following Eq. 16. For the
L = 6.525σ simulation, only the smallest 2 points were
used in the fit.
Figure 4 shows a running integral of the radial distri-
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r/σ
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Q
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FIG. 4. Estimates of Q(0) using the radial distribution func-
tion integral (Eq. 30) from different simulation sizes. The
value at the origin is the ideal gas contribution, ρ = 0.36σ−3,
while the final estimate must be positive. Dotted lines show
the partial integral without the correction of Ref. 7. The in-
verse of the final values (labeled on the plot) should be com-
pared to Tbl. I. The PY number is smaller than 1.28 due to
the integral cutoff.
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FIG. 5. Estimates of Q(m) from the Lennard-Jones system
for the same simulations shown in Fig. 4. The L = 25.30σ line
shows artificial damping at large m caused by the smoothing
spline FFT method on our fixed 1283 grid. Otherwise, all the
lines in (a) overlap one another. In (b), only the smallest three
k-points from each simulation are shown, and the horizontal
axis is scaled to show (2pim)2, anticipating the role of the
correlation length (Eq. 20). The dotted line plots Eq. 31 plus
a constant using η = 1.
bution function from several of the simulations. The solid
lines use the correction proposed by Kru¨ger et. al.,[7]
Qest = ρ+ ρ
2
∫ L/2
0
4pir2(g(r)− 1)
(
1− ( rL/2 )3
)
, (30)
where L is the length of one side of the simulation cell.
The dotted lines were not corrected (setting the 1−2r/L
term to 1 in Eq. 30). The figure also shows that the PY
closure yields a reasonable estimate of the RDF up to
4σ, while the remainder is not possible to judge based on
our simulation sizes. The long correlation length of this
near-critical point system makes for a challenging test
case.
Fig. 5a plots the structure factor, Q, using spec-
troscopy units, k = 2pim. It should be compared with
Figs. 3 and 4 of Ref. 29, where the relationship is
ρ2h˜(k) = Q(k/2pi)−ρ. That reference shows the shape of
Q(m) near m = 0 was very flat, and easy to extrapolate.
The present case is much more difficult because it is near
the critical point and a very large peak has appeared near
m = 0.
Fig. 5b shows the inverse of Fig. 5a near the origin. It
is the analogue of Fig. 2 for the lattice gas. For clarity,
only the first three points with smallest m from each sim-
ulation are shown. These particular m-points correspond
to averages over plane wave shaped density fluctuations
oriented along faces, edges, and corners of the cubic unit
cell. All five of the canonical simulation points shown
at m = 0 are extrapolations from these points. Their
numerical values are in Table I.
Fig. 5b also shows two other important points. First,
Q(m) computed from the largest simulation size is artifi-
cially noisy and scaled downward at high wavenumbers.
The scale artifact is due to the inaccuracy of B-spline
smoothing past Kmax/2, where Kmax = 128/L is set by
our numerical grid, which contained 1283 points for every
L. A similar artifact also appears for the L = 12.65 simu-
lation just past the right boundary of Fig. 5b. The noise
is caused by the discrete nature of the 1283 grid points,
which appear at irregularly spaced distances from the
origin. It could be eliminated by resamping the data to
uniform intervals in |m|.
Second, the long-range portion of the LJ potential can
be Fourier-transformed according to Ref. 10 to give,
cLR(x = m/η) =
4
3
[
(1− 2x2)e−x2 + 2x3√pi erfc(x)
]
,
(31)
where η is an inverse distance corresponding to a division
between short-range and long-range forces. Recognizing
that this term makes an additive contribution to Eq. 15
can accelerate the convergence of the fit in Eq. 16. In-
deed, we find that subtracting this term from Q−1 makes
the first few points much more linear. The result can be
visualized from Fig. 5b as the distance between the red
and black lines. However, to keep our discussion simple,
we have not included it in our estimates.
Similar to the antiferromagnetic lattice gas in Fig. 3a,
the estimates of Q(0) are larger than the grand-canonical
value, and decrease with increasing cell size. The former
figure showed that the extrapolated points, Q(0), quickly
converged to second differences of the Helmholtz free en-
ergy (Eq. 17). We cannot test this numerically here, since
the MD estimates of βµex at finite volumes have uncer-
tainties on the order of the volume.
Instead, we have tested the finite-size corrections to
βµex in Eq. 22. Using the value of Q−1 and its derivative
from Table I gives ∆βµex = 4.18σ3/V . This is a good
fit to the size-dependence of µex seen in simulations. In
the limit as m → 0, the finite-size corrections to Q and
to βµex are related by a density derivative. Comput-
ing the finite-size correction to Q(0) from Eq. 21 gives
limm→0 ∆Q(m) = −20/V , which agrees with the den-
sity derivative of Eq. 22. The simulation points do not
allow a single estimation of the slope near m = 0 for
the largest simulations, but the slope of the c0 values vs.
1/V appears to be +200 rather than -20 for simulations
at intermediate cell-sizes.
Because finite size corrections are relatively more im-
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FIG. 6. Contour plot of the 1/V coefficient in the finite-size
correction to the free energy, ∂(κ − β/ρ)/∂ρ/2κ (Eq. 23) as
calculated using the MBWR equation of state. Contours are
shown every 2σ3, while variations above ±10σ3 were colored
at the max/min values. The axes are LJ temperature and
density. Values in the liquid-vapor coexistence region (bot-
tom, under the saturation curve) have been set to zero for
clarity.
portant for canonical than grand-canonical simulations,
we have plotted the finite size correction to the free en-
ergy predicted by the MBWR equation of state in Fig. 6.
The result reassures us that the chemical potential cal-
culated by test particle insertion has negligible volume
dependence in both gas and liquid states.Near the solidi-
fication line, test particle insertion should be expected to
slightly overestimate the excess chemical potential, while
we get an underestimation for high-temperature liquids
near the critical point.
V. CONCLUSIONS
Kirkwood-Buff integrals are notoriously difficult to
calculate from canonical, closed simulations. We have
shown that this problem can be helpfully mapped onto
the problem of estimating the direct correlation func-
tion of Ornstein-Zernike theory in a canonical ensem-
ble. All earlier work used truncated real-space estimates,
for which the process of extrapolating to infinite trunca-
tion radius, R, is ill-posed.[2, 3] Our exact theory for the
canonical ensemble uses the entire simulation volume at
once, is manifestly invariant to shifts of the radial distri-
bution function by a constant, and replaces the problem
of extrapolating to infinite R with the well-posed prob-
lem of extrapolating to zero m within a finite simulation
volume.
The density-dependence of the radial distribution func-
tion becomes important when estimating the thermody-
namic limit.[8, 15] These higher-order derivatives are very
difficult to estimate accurately from simulation data, and
it is simpler to test for finite size effects by scaling up
the system.[7] This work showed that the principle dif-
ficulty in reaching the thermodynamic limit is the size-
dependence of the canonical ensemble itself. We then
provided a simple, general formula for estimating finite-
size corrections of the excess chemical potential from KB
coefficients. These corrections are small for the LJ fluid.
Our data in Fig. 5 show excellent agreement for the en-
tire correlation function at low wave-vectors in reciprocal
space. Higher wave-vectors require smaller grid-spacing
to avoid numerical artifacts, though. Fits using Eq. 16
provide an estimation of both the KB coefficient and the
correlation length which are more accurate than radial-
distribution function integrals and fit well into the con-
text of integral theories of solution. We have shown that
the theory is robust by treating difficult cases with long-
range correlations. These can be identified in simulation
work from the shape of Q(m) near m = 0.
We have shown that the zero-frequency limit of the
canonical KB theory gives second derivatives of the
Helmholtz free energy for simulation sizes larger than
about 5 times the correlation length. Further, this the-
ory has several nice properties. In the low density limit,
the direct correlation function can be predicted from
the long-range form of the interaction energy function.
This leads to even better extrapolation to zero frequency.
Further information on the applicability of this process
is given in the supplementary material. Alternatively,
the direct correlation function can be computed from
simulation data and used to test common assumptions
for OZ closure relations.[13] A companion paper uses
this process to compute the spatial dielectric response
of water.[30] This use of Q to estimate pair interaction
energies was first proposed by Madden and Rice [31].
SUPPLEMENTARY MATERIAL
The supplementary material includes derivations and
extended discussion of several formulas from the main
text. It provides a definition of the finite-volume radial
distribution, free from cutoffs, and consistent with Eq. 2.
It also provides explicit expressions for the other derived
quantities of Kirkwood-Buff theory in terms of the matrix
Qαγ(0|µ). It derives the ensemble correction to the free
energy (Eq. 22). Then it gives computable expressions
for the correlation function of the finite-size Ising model
and an approximate expression for the correlation length
of the Lennard-Jones fluid. Both correlation lengths are
plotted as a function of state point. Those results provide
additional intuitive insight on the long-range correction
proposed above.
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I. ENSEMBLE DEPENDENCE
Explicit expressions for the radial distribution func-
tions help to show how ensemble dependence arises in
the KB integral. Eq. 1 of the main text can be written
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as an average over canonical simulations,
〈ρˆα(r)ρˆγ(0)|µ,L〉 =
∑
n
P (n|µ,L) 〈ρˆα(r)ρˆγ(0)|n,L〉
〈ρˆα(r)ρˆγ(0)|n,L〉 = nγ
V
nα∑
j=1
P (rα,j = r|rγ,1 = 0, n, L)
(S1)
The conditional probability in the last line gives the prob-
ability that the jth molecule of type α has its center of
mass at r given that the first molecule of type γ is cen-
tered at the origin. When α = γ, this has the effect of
decomposing the sum over j into j = 1, where we know
rj is already at the origin, and j 6= 1, where j is distinct
from the molecule at the origin. This gives a delta func-
tion at the origin plus nα − 1 times the pair distribution
function for fixed n. Explicitly,
P (r = rα,j |rγ,1 = 0, n, L) =
{
δ(r), α = γ, j = 1
gαγ(r|n,L)/V, o.w.
(S2)
and
〈ρˆα(r)ρˆγ(0)|n,L〉 = nγ
V
(
nα − δαγ
V
gαγ(r|n,L) + δαγδ(r)
)
(S3)
The identification of g(r|n,L) in Eq. S3 agrees with
its method of computation from canonical ensemble sim-
ulation data by estimating the conditional probability,
P (r = rα,j |rγ,1 = 0, n, L). Of course, when the two
particles are independent, the conditional probability is
1/V , and g(r|n,L) is 1. However, even for real molecules
with excluded volume, g(r|n,L) always integrates to the
volume, V . This makes the integral of g(r|n,L) uninfor-
mative for number fluctuations – since there are none in
a canonical simulation. Explicitly, if we insert Eqns. S3
and S1 into Eq. 1 and integrate, then the g(r|n,L) term
drops out and the entire Kirkwood-Buff integral is due
to the ensemble correction.
For completeness, we re-state the derived quantities
of Kirkwood-Buff theory in terms of the ν × ν matrix
Q = [Qαγ(0|µ,L)] and using the vector of ν densities, ρ,
below.
κ/β = 1/ρTQ−1ρ (S4)
V¯ =
κ
β
Q−1ρ (S5)
βV
[
∂µα
∂nγ
]
n,P,T
= Q−1 − β
κ
V¯ V¯ T (S6)[
∂Π
∂ρα
]
µ1,ργ 6=1,T
= Q2
−1ρ2 (S7)
These formulas express the isothermal compressibility,
vector of partial molar volumes, matrix of constant-
pressure chemical potential derivatives, and vector of
ν − 1 osmotic pressure derivatives (respectively). The
derivative of the osmotic pressure requires a special no-
tation,Q2, for the ν−1×ν−1 sub-matrix ofQ discarding
the first row and column, and a similar notation, ρ2 for
the ν−1 component vector of solute densities. Note that
the entries are discarded from Q before inverting. The
equation for ∂µ/∂ρ at constant temperature and pres-
sure requires using the relation dn1V¯1 + dn2V¯2 = 0 for a
constant pressure variation of n1 at constant (arbitrary)
volume, which does not generalize beyond 2-components.
II. ENSEMBLE CORRECTION FOR THE
EXCESS CHEMICAL POTENTIAL
The exponent of the excess chemical potential can be written in the grand-canonical ensemble as,
e−βµ
ex
α = eβ(µ
id
α−µα) ≡ Z, (S8)
which we call Z for compactness. The ensemble correction for Z requires alternating derivatives,[15]
Z(µ) = Z(n) +
V
2V
∑
γ
∂
∂(βµγ)
∂
∂nγ
Z(µ), (S9)
evaluating the first at constant chemical potentials (µα) and the second at constant densities (µ
id
α ). The volume is
constant in both, and can be used to transform nγ/V = ργ . The first derivative is,
∂
∂ργ
Z(µ) = Z(µ)
(
∂βµidα
∂ργ
−Q−1αγ (0)
)
. (S10)
The next step requires the other derivative,
∂
∂(βµγ)
Z(µ) = Z(µ)
(
∂βµidα
∂ρα
Qαγ(0)− δαγ
)
, (S11)
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which uses the fact that µidα does not depend on any densities other than ρα. Using these in Eq. S9 yields, (to order
1/V )
Z(µ)
Z(n)
= 1 +
1
2V
(
−2∂βµ
id
α
∂ρα
+Qαα(0)
[(
∂βµidα
∂ρα
)2
+
∂2βµidα
∂ρ2α
]
+Q−1αα(0)−
∑
γ
∂Q−1αγ
∂(βµγ)
)
. (S12)
Since ∂βµidα /∂ρα = 1/ρα, the Qαα(0) term cancels. The
final ensemble correction given in the main text is the first
term in the expansion of − lnZ(µ)/Z(n). Since Q−1 is
naturally a function of ρ, while its derivative in Eq. S12 is
taken at constant ρ, it is useful to change the independent
variables from µ to ρ,
∂Q−1αγ
∂(βµγ)
=
∑
δ
Qγδ(0)
∂Q−1αγ
∂ρδ
. (S13)
Another alternate formula is,
∂Q−1αγ
∂(βµγ)
= −
∑
ij
Q−1αi
∂Qij
∂(βµγ)
Q−1jγ . (S14)
III. ISING MODEL DISTRIBUTION
FUNCTION
The lattice gas in the main text has potential energy
function,
βH(ρˆ|L) = −x
L∑
j=1
ρˆj−1ρˆj , (S15)
where we have defined βJ ≡ x and used periodic bound-
ary conditions, ρˆL = ρˆ0. To compute powers of the trans-
fer matrix,
T ≡
[
eφ+x eφ/2
eφ/2 1
]
, (S16)
we write it as T = αI + rxσx + rzσz, where σx and σz
are 2× 2 Pauli spin matrices and
α ≡ (eφ+x + 1)/2, r ≡ [eφ/2, 0, (eφ+x − 1)/2]T . (S17)
We also define the scale parameter,
y ≡ α− |r|
α+ |r| . (S18)
The partition function can then be written as,
Z(φ,L) = Tr
[
TL
]
= (α+ |r|)L(1 + yL)
Tm
(α+ |r|)m/2 = (1 + y
m)I + (1− ym)(rxσx + rzσz)/|r|,
(S19)
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FIG. S1. Scale of the cosine term in Eq. 18 compared with
the correlation length, Lc, and the interaction energy, y/ρ(1−
ρ) ∼ x as x → 0. Points mark the scale observed in closed
simulations from L = 10 to L = 512. The largest L values
approach the line most closely.
and it is easy to find expectation values of σˆz(j),
〈σˆz(0)〉 = Tr
[
TLσz
]
/Z =
(
1− yL
1 + yL
)
rz
|r| (S20)
〈σˆz(0)σˆz(j)〉 = Tr
[
TL−jσzT jσz
]
/Z
=
r2z
|r|2 +
r2x
|r|2
yj + yL−j
1 + yL
. (S21)
These can be transformed into average densities and
radial distribution functions by substituting, σˆz(j) =
2ρˆ(j)− I.
Fig. S1 shows the prefactor of the cosine-term in
Q−1(m), 2y/(1−y2). Since the prefactor dictates the cor-
relation length estimated by Eq. 16 of the main text, it is
important to compare to the analytical Lc in this model.
In the high temperature limit, |x| → 0, and the prefactor
simplifies to 2xρ(1− ρ). At large coupling, the prefactor
approaches the analytical correlation length, Lc. Both
limits are shown in the figure.
The finite-size effect on Lc was calculated by estimat-
ing the prefactor for canonical, closed systems. This esti-
mation is very nearly exact, since Q−1 for closed systems
maintains its cosine shape, even at high coupling. Those
estimates are shown by crosses in the figure. All these es-
timates show a larger effective correlation at finite sizes.
Our simulation lengths were spaced logarithmically in L,
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so the figure suggests that the prefactor scales linearly
with L/Lc.
IV. CORRELATION LENGTH OF THE
LENNARD-JONES SYSTEM
The main text suggests estimating Q(m) near m = 0
by subtracting a long-range estimate for the direct cor-
relation function,
− c˜LR(m) =
∫
e−2piim·ruLR(r)dr. (S22)
In a companion paper,[30]we show that this estimate is
near quantitative accuracy for ionic systems away from
any phase transitions.
To apply this ansatz here, we modify the WCA ap-
proximation by using a fictitious reference system. WCA
showed that the hard-sphere reference system gets the
high-wavenumber behavior of c˜(m) right. Since c˜LR(m)
is small at high wavenumbers, we simply add it to the
hard-sphere solution in the mean spherical approxima-
tion (MSA),
cA(r) = cd(r; ρσ
3)− βuLR(r). (S23)
In variance with the main text, we let uLR be the long-
range part of the WCA potential,
uLR(r) =
{
−1, r < 21/6
4(r−12 − r−6), r ≥ 21/6 , (S24)
and r is in units of σ. The function cd is the cubic poly-
nomial on [0, d) given by the MSA solution of the hard
sphere system for a diameter chosen by a consistency con-
dition on Q(0). We then multiply the solution by e−βu0
as described in Ref. [29]to smooth the first peak around
r = d. The solution has better agreement with c˜(m) at
small wavenumber, but still predicts a first peak that is
lower than simulation (and lower than the PY solution
used in the main text).
However, it is a good approximation for predicting the
correlation length. It can be found from Eq. 20 in the
main text, using
1− ρc0 ≡ ρQ−1(0) = β
ρκ
= 1− 4piρ
∫ ∞
0
r2c(r)dr (S25)
=
(2η + 1)2
(1− η)4 −
32
9 piρβ
√
2 (S26)
ρc2 =
4piρ
6
∫ ∞
0
r4c(r)dr = 4835piρβ2
5/6 − d
2
(1− η)4
(
(S27)
(2η + 1)2( η20 − 316 ) + 3(η + 18 )/2
)
. (S28)
The second part in Eq. S26 is the zeroth-order perturba-
tion,
∫
uLR(r)dr, which matches the corresponding term
in the WCA perturbation energy.[29]
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FIG. S2. Correlation length of the LJ system predicted from
LR perturbation, Eqns. S25-S26. The correlation length in-
creases sharply around phase transition points. The model
predicts a critical temperature that is too high and a liquid
density line that is too dilute.
Fig. S2 plots Eq. S25-S26 for the correlation length
along a few isotherms. The numerical value at β−1 =
1.5 and ρ = 0.36σ−3 is Lc = 2σ, which is higher than
simulation, but smaller than the PY approximation. The
correlation length shows the basic features of the phase
diagram, which is remarkable because the hard-sphere
system does not have a liquid-vapor transition.
Fig. S2 is based on an approximation to the WCA
model, so its phase behavior is only qualitative. The
qualitative agreement, however, allows us to conclude
that Eq. S22 is a good approximation to the small-
wavenumber behavior of c˜(m) and its inclusion will aid
extraction of c˜(m) from simulation.
It also shows that Lc is only few molecular diameters
away from phase transitions. This short-ranged behavior
translates to a small second derivative of Q, which makes
estimation of Q(0) possible from the method in the main
text without corrections under ordinary circumstances.
