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POSPRANDIALES EN DIABETES TIPO 2
POR
ING. ALEJANDRO OMAR REYES GUÍA
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The conventional treatment of Type 2 Diabetes (T2D) consists of a diet, physi-
cal activity, and medicial prescriptions by health specialist. The patients have an
important role in the follow-up of their treatment. In order to keep their glucose
in the healthy range, they must adhere to the indicated diet of carbohydrates to
avoid hyperglycemic events that their metabolism is unable to regulate, contribu-
ting negatively to the assigned treatment. Precision medicine proposes the appli-
cation of quantitative methodologies to predict undesired events in order to take
action before they occur, thus avoiding possible decompensation patient’s health.
Prediction is achieved by recording continuous glucose measurements in T2D pa-
tients and a logbook where they record the amount of carbohydrates ingested at
each meal, as well as the intake time. Each postprandial hyperglycemic event is
caused by an amount of carbohydrates and such events have a behavior that can
be reproduced by a mathematical model. Using genetic algorithms, a model ca-
pable to represent postprandial hyperglycemia is constructed and, subsequently,
machine learning techniques are used to predict the maximum level of glucose
present a postprandial hyperglycemic event, as well an estimation of the time in
which the máximun level of glucose would be reached, from the moment of the
carbohydrate intake.
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El tratamiento convencional de la Diabetes Tipo 2 (DT2) consiste en las reco-
mendaciones de dieta, actividad fı́sica y medicamentos que el especialista en sa-
lud prescribe. Los pacientes tienen un papel importante en el seguimiento de su
tratamiento, para mantener su glucosa en el rango sano, deben adherirse a la dieta
indicada de carbohidratos para evitar eventos hiperglucémicos que su metabolis-
mo no sea capaz de regular y que eleven aún más los niveles basales de glucosa
en la sangre, contribuyendo negativamente al tratamiento asignado. La medicina
de precisión propone la aplicación de metodologı́as cuantitativas para predecir
eventos que puedan dañar a la salud de los pacientes para tomar medidas antes
de que sucedan, evitando ası́ posibles descompensaciones. La predicción se logra
a partir del registro de mediciones continuas de glucosa en pacientes con DT2 y
una bitácora donde registran la cantidad de carbohidratos ingeridos en cada co-
mida, ası́ como la hora de la ingesta. Cada evento hiperglucémico posprandial
es causado por una cantidad de carbohidratos y dichos eventos tienen un com-
portamiento que puede ser reproducido por una modelo matemático. Mediante
algoritmos genéticos se construye un modelo capaz de representar la hipergluce-
mia posprandial y, posteriormente, se utilizan técnicas de aprendizaje automático
de maquina (machine learning) para predecir el nivel máximo de glucosa presen-
te en la hiperglucemia, ası́ como el tiempo en el que se va a presentar después de
la ingesta de carbohidratos.
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La diabetes tipo 2 (DT2) es una enfermedad que, según la Federación Interna-
cional de Diabetes (FID), en México afecta a más de 12 millones de personas, lo
que representa el 10% de la población adulta en este paı́s. Sólo en la región de
America del Norte y el Caribe, el gasto sanitario relacionado con la Diabetes fue
de 342.5 mil millones USD [1].
En principio, la DT2 es la consecuencia directa de incapacidad de las células
del cuerpo de responder a la insulina, lo que comúnmente se conoce como re-
sistencia a la insulina. La producción de insulina se ve afectada con el tiempo,
llegando a cantidades inadecuadas debido a que las células beta pancreáticas no
cumplen con la demanda. La enfermedad muchas veces puede presentarse sin
sı́ntomas y determinar el inicio de la enfermedad suele ser complicado. Cuando
no se identifica la enfermedad a tiempo, en el momento del diagnostico ciertas
complicaciones pueden estar manifestándose tales como retinipatı́a o úlceras en
miembros inferiores que no sanan [2].
El papel fundamental del paciente en su tratamiento yace, en gran medida, en
el control nutricional ya que la ingesta de grandes cantidades de carbohidratos se
traduce en glucosa que el organismo es incapaz de procesar [3]. Se le denomina
hiperglucemia posprandial a los niveles de glucosa alcanzados después de una
ingesta de alimentos, y se caracteriza por ser considerablemente más alto que el
nivel de glucosa normal, sin embargo, no existe sı́ntoma de que el paciente al-
canzó tales niveles de glucosa por lo que fácilmente puede ignorar esta condición.
Una de las grandes expectativas que se tiene de la medicina a futuro es el
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pronóstico de las condiciones del cuerpo humano [4] y en el tema de DT2, el nivel
de glucosa que se puede tener a futuro con el fin de poder evitar eventos desfavo-
rables para la salud. De forma que el paciente puede saber que niveles de glucosa
alcanzará con base en los alimentos que planea comer y conocer una predicción
de los niveles que alcanzará por dicha ingesta [5].
1.2. Contexto actual del modelado y predicción de glu-
cosa
1.2.1. Modelado matemático del metabolismo de glucosa
El modelado matemático del metabolismo de glucosa ha sido ampliamente
estudiado y se han distinguido dos corrientes diferentes: (i) modelos fisiológicos
cuyo objetivo es describir el comportamiento dinámico del metabolismo de glu-
cosa, tomando como base el principio de balance de materia en los órganos donde
se lleva a cabo el consumo y producción de glucosa. Este enfoque proporciona sis-
temas de ecuaciones diferenciales ordinarias. (ii) modelos basados en datos, éstos
modelos hacen uso de datos clı́nicos de los pacientes y registros de datos de en-
trada (ingesta de carbohidratos y medicamentos) y datos de salida (medición de
glucosa en sangre) para proponer esquemas de caja negra o gris, para ajustar la
respuesta del modelo a los datos adquiridos. También se han propuestos modelos
basados en técnicas de inteligencia artificial para reproducir la dinámica de los
datos.
Modelos fisiológicos
La complejidad matemática de estos modelos puede ser variada, lo que ha obli-
gado que esta categorı́a se divida en dos diferentes tipos de modelos fisiológicos.
El primer tipo llamado modelos mı́nimos corresponde a los primeros modelos fi-
siológicos cuya caracterización se basaba en pocas ecuaciones y parámetros fáciles
de identificar y ası́ como lograr captar las interacciones relevantes en el metabolis-
mo de la glucosa y la interacción que tiene la insulina. El primero ejemplo de este
tipo de modelo fue presentado en Bergman y col. Que presenta un sistema de tres
partes para representar las diferentes concentraciones de: insulina, glucosa remo-
ta y glucosa en la sangre. El segundo tipo de modelos fisiológicos, llamado mode-
los completos, supone que el balance de materia tiene lugar en diversos órganos
del cuerpo humano. Consideran cada uno de ellos como un compartimento en
donde hay ingreso, consumo y/o producción de glucosa. Cada compartimento
proporciona una ecuación diferencial de cada una de las especias quı́micas que se
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analizan, esto es, glucosa y hormonas, principalmente insulina y glucagon. [6].
Algunos ejemplos de modelos se discuten a continuación. En un trabajo pre-
sentado por De Gaetano y Arino [7] plantea que el modelo mı́nimo presentado
por Bergman y col. [8] requiere un nuevo planteamiento ya que el modelo se di-
vide en dos partes, correspondientes a la insulina y a la glucosa, se calculan por
separado y no permite un equilibrio. En ese trabajo se destaca la idea de que es
deseable la unificación de un modelo que describa la interacción entre ambas par-
tes para lograr una correcta descripción del metabolismo de la glucosa. De Gae-
tano y col. proponen, posteriormente, un nuevo modelo dinámico que contenı́a
la interacción entre ambas partes, partiendo del modelo mı́nimo de Bergman. En
este nuevo modelo se tomaron en cuenta las diferentes dinámicas en diferentes
situaciones, ya que se deseaba que todos los estados del modelo dinámico fueran
observables en todo momento. Ası́ mismo, los parámetros que utilizaron fueron
calculados por un algoritmo quasi-Newton de mı́nimos cuadrados. Para finalizar,
De Gaetano y col. concluyen que es necesario que los modelos que se desarrollen a
futuro tomen en cuenta la no-linealidad del modelo y que los sistemas de regula-
ción de insulina y de glucosa deben ser considerados simultáneamente y obtener
una aproximación cercana a los valores reales. Ademas, las propiedades del siste-
ma dinámico como la observabilidad, estabilidad, la positividad de las soluciones
obtenidas y la limitación de las soluciones deben ser estudiadas a fondo.
Un modelo presentado por Hovorka y col. [9] consiste en un sistema no lineal
que fue desarrollado para mantener los niveles de glucosa en normoglucemia, es
decir, niveles que oscilan entre los 70mg/dL y 130mg/dL, en pacientes con diaba-
tes mellitus tipo 1. El modelo incluye un modelo de regulación de glucosa que a
su vez contiene submodelos que describen la absorción subcutánea de la insulina
que los pacientes se administran. Dicho modelo fue validado con 15 experimen-
tos clı́nicos en sujetos que padecen esta enfermedad. Aunque en este proyecto
implementan un control para lograr la estabilización de la glucosa, es importan-
te mencionarlo ya que el modelo utilizado consta, como ya se menciono, de dos
partes importantes: un subsistema de glucosa, encargado de describir su absor-
ción, distribución y disposición; y un subsistema de insulina, que igualmente se
encarga de describir la respuesta de la insulina con la evolución de la glucosa,
la disposición y su generación endógena. Dicho modelo también fue probado con
personas en sus niveles basales, es decir, normoglucemia. En ese trabajo se conclu-
ye que el modelo propuesto logró describir el metabolismo de glucosa utilizando
un control para lograr la estabilización de la glucosa y se validó con experimen-
tos clı́nicos. Ası́ mismo, condiciones especiales fueron probadas y el modelo logró
adaptarse a dichas condiciones. Otro problema detectado es la posible aparición
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de eventos hipoglucemicos, es decir, glucosa en la sangre con niveles por debajo
de los 70mg/dL.
En otro trabajo, presentado por Dalla Man, Rizza y Cobelli [10], se desarrolló
un modelo del metabolismo de la glucosa centrado en los estados posprandiales,
es decir, después de una ingesta de carbohidratos. El modelo presentado incluye
la interacción de varios subsistemas que son capaces de describir el metabolis-
mo de glucosa. Fue estructurado para coincidir con los parametros promedio de
una base de datos de personas sanas. Sin embargo, dicho modelo también puede
aplicarse a pacientes con DT2. Dicho modelo contiene un esquema de control de
glucosa-insulina que pone en relación las mediciones en plasma de concentracio-
nes de glucosa e insulina. La sola concentración tanto de glucosa como de insulina
hacen virtualmente imposible un buen modelado, sin embargo es la existencia de
estas variables, tales como ratio de aparición, utilización o degradación, hace po-
sible el modelado del metabolismo de glucosa. Una estrategia implementada es
el uso de una función obligatoria que ayuda al desarrollo de los subsistemas. La
inclusión de ingestas de carbohidratos hizo novedoso a este modelo y actualmente
su implementación tiene un gran impacto y es ampliamente utilizado.
Modelos basados en datos
Una corriente importante dentro del modelado del metabolismo de glucosa es
la del estudio no fisiologico de la glucosa en la sangre basados en información
obtenida de medidores continuos de glucosa, registros de comidas, terapias de in-
sulina y otras entradas. El hecho de que estos modelos sean capaces de soportar
técnicas de aprendizaje de máquina hace que exista el desarrollo de diferentes
aproximaciones, incluyendo modelos de series temporales, algoritmos genéticos,
filtros robustos, modelos basados en lógica difusa, aprendizaje forzado, filtros de
Kalman, entre otros. La aplicación base para estos modelos se centra en el desa-
rrollo de modelos que sean capaces de alertar sobre eventos, tanto hipoglucémicos
como hiperglucémicos, ya que este tipo de modelos utilizan las tendencias de los
datos [11].
1.2.2. Predicción de glucosa
La predicción de los niveles de glucosa ha sido ampliamente estudiada en per-
sonas que padecen diabetes mellitus tipo 1. En un trabajo presentado por Duun-
Henriksen y col. [12] trabajaron con un modelo de ecuaciones diferenciales ordi-
narias, al que llaman modelo de caja blanca, pues describe el proceso fisiólogico.
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El objetivo de este proyecto fue combinar el modelo de caja blanca con ecuacio-
nes diferenciales estocásticas que permitan la posibilidad de describir modelos
usando datos conocidos del proceso fisiológico, convirtiéndolo ası́ en un modelo
de caja gris.
En ese trabajó se concluyó que la transformación del sistema de caja blanca
en caja gris resulto en una buena predicción de los niveles de glucosa ya que los
datos reales ayudaron en los errores del modelo matemático.
En otro trabajo presentado por Fang, Yu y Li [13] introducen el modelo de Co-
belli [6] modificado, reduciendo su complejidad, siendo el error entre el modelo
reducido y el original tan pequeño que puede ser ignorado, asi mismo el modelo
reducido presenta la misma estabilidad que el original. Los resultados obtenidos
arrojaron que el modelo reducido puede predecir los niveles de glucosa tan bien
como el modelo original y se presenta una reducción considerable del número de
parámetros. Se analizaron tres diferentes situaciones que pueden presentar condi-
ciones especiales y todas fueron abordadas por el modelo de manera satisfactoria.
Finalmente hace énfasis en que los futuros modelos tiene que tener en cuenta di-
ferentes condiciones tales como actividad fı́sica, estrés, emociones, etc.
Una comparación sobre distintas herramientas de aprendizaje de máquina fue
presentado por Zarkogianni y col. [14] en donde se analizan 4 técnicas diferentes:
redes neuronales prealimentadas, de una capa oculta y con función de activación
sigmoide para cada neurona; un mapa autoorganizado, una red neuronal difusa
con wavalets como funciones de activación y un modelo de regresión lineal. Se
utiliza la misma base de datos que consta del registro del monitoreo continuo de
glucosa en 10 pacientes con diabetes mellitus tipo 1. Los resultados arrojaron que
las diferentes técnicas analizadas presentaron buenos desempeños, sin embargo
es el mapa autoorganizado el que tiene un desempeño superior al de los otras
técnicas. Se concluye que el desarrollo de mapas autoorganizados posee la habi-
lidad de capturar el metabolismo de la glucosa en pacientes con esa enfermedad
lo que los hace buenos candidatos para la integración con controladores de lazo
cerrado.
1.2.3. Predicción de glucosa en pacientes con DT2
El metabolismo de la glucosa es un proceso que se ve afectado por un gran
número de perturbaciones [3], entre las cuales podemos destacar, por supuesto,
la ingesta de comida, el ejercicio fı́sico y actividad hormonal diversa. Este trabajo
se enfoca únicamente en los eventos de hiperglucemia posprandial, basada tam-
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bién en los registros de diferentes comidas de los pacientes.
La condición degenerativa de la enfermedad agrega un grado de complejidad
al modelado de la glucosa, sin embargo se ha demostrado que un buen control y
monitoreo continuo ayuda al tratamiento de los pacientes [15], por lo que el evitar
estados hiperglucémicos no necesarios podrı́a constituir un factor importante en
su dı́a a dı́a.
Un antecedente directo de este trabajo es el presentado por Shi, Zou y Huang
[16] en el cual se desarrolla una herramienta de predicción de eventos hiper-
glucémicos posprandiales gracias a la ayuda de un vector de entrada cuyas com-
ponentes son valores entre verdadero y falso y cada columna representaba una
diferente comida y a su vez el valor de la glucosa inicial. Utilizando una regresión
lineal eran capaces de predecir los estados hiperglucémicos, sin embargo la base
de datos de comidas era muy limitada y no personalizada. Otra cosa que se pue-
de destacar de ese trabajo es la colaboración de una interfaz gráfica móvil que se
comunica a un servidor, este es el encargado de realizar los cálculos y posterior-
mente enviar los resultados de nuevo a la interfaz móvil, la carga computacional
era absorbida en su totalidad por el servidor.
Otro trabajo fue presentado por Albers y col. [17] en el cual utilizaban una
herramienta llamada asimilación de datos, en la que se implementó un filtro de
Kalman que utiliza las mediciones de un medidor continuo de glucosa y a su vez
el modelo presentado por Dalla Man, Rizza y Cobelli [10], del cual se habló an-
teriormente. En conjunto forma una nueva señal asimilada que utiliza el modelo
y los datos, a lo cual ellos lo llamaron: un modelo hibrido. Posteriormente, utili-
zando herramientas de regresión, lograban predecir los niveles de hiperglucemia
posprandial causados por una ingesta de carbohidratos, como entrada tienen la
señal asimilada obtenida del filtro de Kalman. El uso del modelo de Dalla Man,
Rizza y Cobelli [10] representaba una fuerte carga computacional para su algorit-
mo.
Doike y col. (2018) Presentaron un trabajo donde utilizaban un registro de
monitoreo continuo de glucosa y, con ayuda de la aplicación de redes neuronales
recurrentes, predicen eventos hipoglucémicos, es decir, niveles de glucosa en la
sangre menores a 70mg/dL. Utilizando una ventana de datos previa a un evento
hipoglucémico conocido, se entrena el modelo para que, a medida que se registran
las mediciones, fuera capaz de predecir estados hipoglucémicos con una antela-
ción de 30 minutos. Sin embargo, debido a que el comportamiento de la glucosa
puede ser afectado por otros procesos fisiologicos, es posible que se presentaran
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falsos positivos dentro de la predicción.
El más reciente trabajo fue presentado por Gadaleta y col. [18], en el cual se
comparan varias técnicas de regresión para la predicción de niveles de hiperglu-
cemia posprandial, utilizando un registro de monitoreo continuo de glucosa e
ingestas de carbohidratos. Se destaca de este ultimo trabajo la implementación de
dos diferentes planteamientos del modelo. En el primer planteamiento se utiliza-
ban las mediciones del registro para el entrenamiento del modelo, en el segun-
do planteamiento no sólo utilizaban las mediciones anteriores, sino que a medi-
da que avanzaba el tiempo y se realizaban nuevas predicciones, se tomaban los
datos reales y se comparaban con la predicción del modelo para realizar un re-
entrenamiento y de esta manera se encontraba en un constante aprendizaje.
1.3. Definición del problema
La principal dificultad para la predicción de los Eventos Hiperglucémicos Pos-
prandiales (EHP) es la variabilidad de la glucosa respecto a otros procesos fi-





Sin embargo, se puede afirmar que a toda ingesta de carbohidratos correspon-
de una elevación en los niveles de glucosa.
1.4. Solución propuesta
Para el problema identificado se propone como solución la implementación
del esquema mostrado en la Figura 1.1. De entrada se puede observar una base de
datos, la cual consta de: un registro de glucosa obtenido de un medidor continuo
y un registro de ingestas de carbohidratos. Se le llamo Gm al conjunto de datos
correspondientes únicamente a los EHPs, G(0) a la primer medición de cada EHP
y CHO a la ingesta de carbohidratos que produjo dicho EHP.
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Figura 1.1: Esquema propuesto para la solución del problema identificado.
El vector de datos Gm y la ingesta de carbohidratos CHO entran a un esquema
de observación en conjunto con un modelo dinámico nominal propuesto en este
trabajo, esto con el fin de lograr la corrección entre los datos reales y un mode-
lo matemático propuesto. Se le llaman datos asimilados o Ĝ(t + 1) al conjunto de
datos obtenidos a partir de este esquema de observación. Posteriormente se obtie-
ne el valor máximo de este EHP asimilado ası́ como el valor de tiempo en el que
ocurrió para posteriormente entrenar un predictor, cuyas entradas corresponde a
G(0) y a CHO.
1.5. Hipótesis
Es posible estimar la hiperglucemia posprandial de un paciente con DT2 usan-




Desarrollar un algoritmo de predicción de hiperglucemia inducida por ingesta
de carbohidratos en pacientes con diabetes tipo 2.
1.6.2. Objetivos particulares
Desarrollar un sistema de captura y conversión de perturbaciones debidas a
ingesta de carbohidratos.
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Desarrollar un esquema de predicción de hiperglucemia inducida por per-
turbaciones de ingesta.




2.1. Aspectos fundamentales del metabolismo de la
glucosa
La glucosa es una molécula que proviene de carbohidratos que se ingieren en
la alimentación y es la precursora de la molécula ATP (trifosfato de adenosina),
que es la principal fuente de energı́a de las células del cuerpo humano. El me-
tabolismo de glucosa se define como el conjunto de procesos quı́micos y fı́sicos
que participan en la producción y consumo de glucosa; ası́ como los procesos de
degradación y eliminación de productos de desecho. La importancia del meta-
bolismo de glucosa en el cuerpo humano radica en garantizar la disponibilidad
de ATP en las células. El metabolismo de glucosa se puede dividir en dos esta-
dos: el estado de absorción, ocurre cuando los nutrientes ingeridos ingresan a la
circulación y, por lo tanto, existe glucosa para la producción de ATP y el estado
de postabsorción en el que la absorción de nutrientes fue completada y los com-
bustibles dentro del organismo deben satisfacer los requerimientos energéticos.
El estado de postabsorción es interrumpido al momento de ingerir una nueva co-
mida y se estima una duración de 12 horas, mientras que la absorción requiere 4
horas. Como el organismo no puede prescindir de la glucosa para la producción
de ATP, es fundamental mantener los niveles normales de glucémia durante este
periodo. Hormonas como la insulina son las principales encargadas de mantener
estos niveles. Durante el ayuno y la inanición, las células corporales recurren a los
cuerpos cetónicos (grasas) para la producción de ATP [2].
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2.1.1. Metabolismo de absorción
Ocurre poco después de la comida, los nutrientes comienzan a ingresar al to-
rrente sanguı́neo, lo hacen como glucosa, aminoácidos y triglicéridos. Del estado
de absorción se destacan dos principios metabólicos fundamentales, la oxidación
de la glucosa, que ocurre en la mayorı́a de las células y produce ATP, y el almace-
namiento del exceso de moléculas energéticas para su uso futuro, que tiene lugar
en los hepatocitos (higado), adipocitos (grasas) y fibras musculares esqueléticas
[2]. Las siguientes son algunas de las reacciones predominantes durante el estado
de absorción.
Aproximadamente el 50% de la glucosa absorbida después de una ingesta
tı́pica se oxida en las células para producir ATP mediante la glucólisis.
En los hepatocitos, la mayor parte de la glucosa ingresada se convierte en
glucógeno (almacenes de glucosa). Una pequeña parte se puede utilizar para
la sı́ntesis de ácidos grasos y gliceraldehı́do 3-fosfato (G3P).
Los adipocitos captan lo que no se incorpora en el hı́gado y la convierten en
triglicéridos para su depósito. Generalmente, cerca del 40% de la glucosa
absorbida se convierte en triglicéridos, el 10% restante se almacena como
glucógeno en los músculos esqueléticos y los hepatocitos.
Cuando la absorción comienza, los niveles crecientes de glucosa estimulan las
células beta del páncreas para que liberen insulina. La insulina causa la entrada
de glucosa y aminoácidos en las células y la conversión de la glucosa en glucógeno,
tanto en el hı́gado como en las células musculares [2].
2.1.2. Metabolismo posprandial
Después de 4 horas de la última comida, la absorción de nutrientes en el intes-
tino delgado casi se ha completado y, por consiguiente, los niveles de glicemia co-
mienzan a descender debido a que la glucosa deja el torrente sanguı́neo y entra en
las células corporales. El objetivo primordial durante el estado de postabsorción
es mantener la glucemia normal en el intervalo de 70 a 110 mg/mL. La homeosta-
sis de la glucemia es importante para el sistema nervioso y en los eritrocitos por
las siguientes razones:
El sistema nervioso tiene como principal combustible para la producción de
ATP es la glucosa.
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Los eritrocitos (globulos rojos) obtienen todo su ATP en la glucólisis de la
glucosa.
Algunas de las reacciones más importantes del estado de postabsorción, en las
que se produce glucosa, son las siguientes:
Degradación del glucógeno hepático. Ocurre durante el ayuno, la glucosa
sanguinea tiene como principal fuente el glucógeno hepático, su suminis-
tro dura aproximadamente 4 horas. Este glucógeno se forma y degrada en
respuesta a las necesidades del organismo.
Gluconeogénesis a partir del ácido láctico. Sucede en el ejercicio, el gluco-
geno almacenado es desdoblado por el tejido muscular esquelético y ocasio-
na la producción de algunas moleculas de ATP.
Durante este estado, la producción de glucosa como su conservación ayudan
a mantener los niveles de glucosa en la sangre. Las hormonas encargadas de re-
gular ahora el metabolismo se les conoce como hormonas anti-insulina, ya que
actúan contrarrestando los efectos de la insulina ocurridos durante la absorción.
Se liberan cuando los niveles de glucemia disminuyen y la secreción de insulina
desciende [2].
2.1.3. Desórdenes en el metabolismo de la glucosa
La diabetes mellitus es el desorden endocrino más común, causado por la in-
capacidad de producir o procesar la insulina. Los niveles de glucosa aumentan
considerablemente, esto causado por la incapacidad de la insulina de promover
la glucosa del torrente sanguı́neo a las células del cuerpo, desechandola después
mediante la orina. Existen dos tipos de diabetes mellitus y tanto los factores am-
bientales como los genéticos pueden propiciar la aparición de ambos, aunque los
mecanismos exactos no se conocen aún [2].
La diabetes tipo 1 (DT1) es una enfermedad en la que el sistema inmunológico
ataca las células beta del páncreas, causando la poca o nula producción de insu-
lina y por consiguiente, los enfermos de DT1 dependerán de inyecciones de insu-
lina para su tratamiento. El metabolismo de un diabético tipo 1 guarda muchas
similitudes al de una persona que sufre inanición, debido a que no existe insulina
que procese la entrada de glucosa a las células, la mayorı́a de estas utiliza ácidos
grasos para la producción de ATP. La producción de ATP mediante ácidos grasos
ocaciona un descenso en el pH de la sangre, causando un trastorno llamado ce-
toacidosis. La cetoacidosis debe tratarse rápidamente ya que puede llegar a ser
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mortal [2].
La diabetes tipo 2 (DT2) es causada por la insensibilidad de las células por la
insulina ya que existe una regulación en decremento de los receptores de insulina.
El diabético tipo 2 suele recibir un tratamiento basado en dieta, ejercicios, dismi-
nución de peso y, sólo en casos extremos, se requerirá de inyecciones de insulina
ya que el organismo aún posee suficiente (o inclusive mayores) niveles de insulina
[2].
Los pacientes que tienen DT2 se caracterizan por tener niveles de glucosa en la
sangre superiores a los 110 mg/dL en sangre en ayunas, aún y cuando el paciente
este llevando una dieta sana y apropiada para su condición [19]. En el capı́tulo
anterior se definió la hiperglucemia posprandial como el aumento de glucosa que
se produce tras la ingesta de carbohidratos. De ahora en adelante, a este proceso
le llamaremos evento hiperglucémico posprandial (EHP).
Los EHP son descriptivos de la condición metabólica de los pacientes con DT2,
ya que en ellos se puede observar la disminución de producción de insulina des-
pués de una ingesta, la falta de inhibición de la producción de glucagón (hormona
encargada de la estimulación del hı́gado para la producción de más glucosa) y el
vaciamiento gástrico [20]. La concentración basal plasmática de glucagón se en-
cuentra en niveles mayores en pacientes con DT2 y la supresión posprandial esta
considerablemente disminuida.
A pesar del tratamiento para disminuir los niveles hiperglucémicos, la DT2 es
una patologı́a progresiva y debido a esto, cerca del 50% de las personas afectadas
con DT2 requerirán insulina dentro de los primeros 10 años de evolución de la en-
fermedad [20]. Por la importancia en el efecto de la ingesta de carbohidratos en el
tratamiento y manejo de la DT2, es que es relevante cuantificar los EHP. La finali-
dad de la cuantificación es proporcionar algoritmos de predicción que le permita
los pacientes contar con información para tomar decisiones sobre el manejo de su
padecimiento. Por tal motivo, en las siguientes secciones se revisarán conceptos
generales de modelado matemático, identificación y estimación de sistemas. La
revisión de los métodos está orientada al problema metabolismo de glucosa, por
el tema de aplicación de esta tesis.
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2.2. Aspectos fundamentales de modelado
Un sistema representa un fenómeno y está conformado por elementos orga-
nizados que interactúan entre sı́. Un modelo matemático es una representación
abstracta de las interrelaciones de las variables de un sistema [21]. El sistema o el
entorno del mismo pueden presentar propiedades a las cuales se les pueden asig-
nar valores numéricos, a este tipo de propiedades se les conoce como parámetros
y pueden ser constantes o coeficientes de alguna ecuación.
Una de las formas más simples y conocidas para mapear un conjunto de núme-
ros reales son las funciones algebraicas polinomiales, un conjunto de funciones
con la forma:
P (x) = p1x
n + p2x
n−1 + · · ·+ pnx+ pn+1, (2.1)
donde n es un número entero positivo, a0, · · · , an son constantes reales. La prin-
cipal razón de su importancia es que se aproximan de manera uniforme a las
funciones continuas. Esto quiere decir que dada una función definida, continua
y acotada en un intervalo, es posible que exista un polinomio que se le acerque
tanto como se desee. Es común la utilización de polinomios para la aproximación
de funciones continuas ya que la derivada y la integral definida de estos muchas
veces son fáciles de determinar y también son polinomios [21].
Una interacción entre varios sistemas es donde se comparte información de
manera fluida y constituye un proceso, la salida de este es en función no sólo de
las caracterı́sticas de los sistemas sino también de las interacciones e interrelacio-
nes que existen dentro del mismo. La principal ventaja que ofrece la simulación
numérica de sistemas es que permite el análisis de sistemas complejos o fenóme-
nos naturales de los cuales la experimentación directa podrı́a ser muy costosa y
hasta peligrosa [21].
Establecido lo anterior, se puede definir un EHP como un fenómeno que forma
parte del metabolismo de la glucosa, el cual puede ser medido, estudiado y carac-
terizado. Este trabajo analiza diferentes formas de modelar matemáticamente un
EHP causado por una ingesta de carbohidratos y, basados en el historial clı́nico
del pacientes, construir un modelo matemático personalizado.
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Figura 2.1: EHP obtenido del historial clı́nico de un paciente.
2.2.1. Aproximación numérica
Para construir un modelo basado en los datos de la glucosa del paciente es ne-
cesario determinar una función o, si es necesario, un conjunto de funciones que, a
partir de los datos discretos, pueda describir la lı́nea de tendencia que presentan.
Para ello considera la gráfica mostrada en la Figura 2.1 en ella se muestran los
puntos de medición de la glucosa obtenidos del medidor continuo de la glucosa,
al que se le llama continuo porque realiza una medición en una ventana de tiempo
lo suficientemente pequeña como para construir una señal continua, sin embar-
go, se pueden observar que las mediciones entregadas corresponden a una señal
discreta con una tiempo de muestreo de cinco minutos. Para la construcción de
un modelo se requiere una función que sea capaz de simular el comportamiento
de estos datos. Por lo tanto definimos el conjunto ordenado de datos medidos de
la siguiente forma:
g(t) = g0, g1, g2, · · · , gm, (2.2)
donde g(t) representa el conjunto de mediciones de glucosa del medidor continuo
donde se presenta al EHP y m es el número de muestras, y. El conjunto ordenado
de valores estimados es:
ĝ(t) = ĝ0, ĝ1, ĝ2, · · · , ĝm, (2.3)
donde ĝ(t) es la aproximación del modelo a los datos reales.
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Para evaluar el modelo se requiere definir una función que muestra la dispari-
dad que existe entre los valores reales y los valores obtenidos del modelo construi-
do, dicha función puede ser una de error, representada por la siguiente fórmula:
ei = (gi − ĝi) , (2.4)
donde i representa el número de muestra dentro del EHP. Medir el desempeño
del modelo es posible al calcular la raı́z del error cuadrático medio o RMSE (por







(gi − ĝi)2, (2.5)
cuyo valor describe el error medio a lo largo del EHP. Un objetivo de la metodo-
logı́a de modelado seleccionada podrı́a ser que:
RMSE u 0, (2.6)
lo cual indica que el modelo construido se aproxima correctamente al EHP del
paciente.
2.2.2. Interpolación lineal
Una matriz de Vandermonde [22] se define como una matriz cuyas columnas




















m · · · α2m αm 1
 , (2.7)
donde n > 0∧ n ∈ R y representa la potencia a la cual están elevados los compo-
nentes de la primer columna, se puede observar que en la última columna es un
vector de unos, al ser la potencia n igual a 0, la columna previa es un vector de va-
lores α arbitrarios dentro del dominio de los números reales y este vector servirá
como base para las columnas anteriores que son ese mismo vector pero elevado a
potencias consecutivas hasta llegar a n.
Para el método se plantea la siguiente ecuación:
V (x)P = Y , (2.8)
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donde: V (x) ∈ Rm×(n+1) es la matriz de Vandermonde cuya columna n es el vec-
tor x ∈ Rn que contiene las muestras de tiempo del EHP; Y ∈ Rm×1 es el vector
que contiene a g(t) explicado en la ecuación (2.2) y P ∈ R(n+1)×1 es el vector que
contiene los coeficientes del polinomio de interpolación:
P (x) = p1x
n + p2x
n−1 + · · ·+ pnx+ pn+1, (2.9)
por lo que la ecuación (2.8) queda de la siguiente forma:
xn1 x
n−1
1 · · · x1 1
xn2 x
n−1






















Por consiguiente, para resolver el sistema definido en la ecuación (2.10) es
necesario calcular una matriz inversa, sin embargo al ser una matriz rectangular







donde V † es la psuedoinversa de V (x). El nuevo sistema queda de la siguiente
forma:
P = V (x)†Y (2.12)
por ultimo, para obtener la aproximación numérica se sustituye en la ecuación
(2.9) el vector de coeficientes obtenidos en P (ecuación (2.12)).
2.2.3. Ecuación diferencial
Una ecuación diferencial relaciona las variables independiente con las varia-
bles dependientes y sus derivadas con respecto a una o más variables. Si y = f (x)
es una función dada, se puede interpretar su derivada como la tasa de cambio de
la variable y, que es dependiente, a la variable x, que es independiente [24, 25].
Una ecuación diferencial ordinaria general de orden n se suele representar
mediante los sı́mbolos:
F(x,y,y′, · · · , yn) = 0 (2.13)
Se supondrá que es posible despejar la derivada de orden máximo yn, de una
ecuación diferencial de orden n, como la mostrada en la ecuación (2.13):
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yn = f (x,y,y′, · · · , yn−1). (2.14)
Existe una función Φ , que esta definida en algún intervalo I , que cuando se
sustituye en una ecuación diferencial y la transforma en una identidad, se dice
que es una solución de la ecuación diferencial en ese intervalo. Es decir, la solución
de la ecuación diferencial ordinaria (ecuación (2.13)) es una funcion Φ con al
menos n derivadas:
F(x,Φ(x),Φ ′(x), · · · ,Φn(x)) = 0, para todo x en I (2.15)
De esta forma, se puede decir que y = Φ(x) satisface la ecuación diferencial.
I puede ser un intervalo abierto, (a,b), cerrado, [a,b], infinito, (a, ı́nf), etc. Para fi-
nes prácticos, se supondrá que x se encuentra en el dominio de los números reales.
Problemas de valor inicial
Es común observar ecuaciones diferenciales sujetas a condiciones prescritas,
es decir, condiciones que imponen a y(x) o a sus derivadas. En algún intervalo Z
que contiene a x0, el problema
dny
dxn = f (x,y,y
′, · · · , yn−1)
y(x0) = y0, y′(x0) = y1, · · · , yn−1(xo) = yn−1,
(2.16)
en donde y0, y1, · · · , yn−1 son constantes reales y son propuestas arbitrariamente,
se le llama problema de valor inicial. Los valores propuestos en la funcion des-
conocida y(x) y de sus primeras n − 1 derivadas en un punto x0, tal que y(x0) =
y0, y
′(x0) = y1, · · · , yn−1(xo) = yn−1 se les llama condiciones iniciales.
Geométricamente, se observa que para la solución de la ecuación diferencial
dados los valores iniciales, es necesario que la solución contenga x0 en un inter-
valo I , de esta forma la curva solución pase por el punto (xo, yo). Esto se puede
observar en la figura 2.2.
Ecuación diferencial lineal




+ a0(x)y = g(x) (2.17)
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Figura 2.2: Solución al problema del valor inicial.
Si a ambos lados de la ecuación se divide entre el primer coeficiente a1(x), se
obtendra la forma estándar de una ecuación lineal:
dy
dx
+ P (x)y = f (x). (2.18)
Se requiere encontrar una solución de la ecuación (2.18) en un intervalo I, so-
bre el cual las dos funciones P (x)y sean continuas. La ecuación diferencial descrita
en la ecuación (2.18) tiene una solución que es la suma de dos soluciones, es decir:
y = yc + yp (2.19)
donde yc es la solución a:
dy
dx
+ P (x)y = 0 (2.20)
y yp es la solución particular de la ecuación (2.18). Se procede a encontrar la so-




+ P (x)dx = 0, (2.21)










Para encontrar la solución particular yp supóngase la existencia de una función
u, tal que yp = u(x)y1(x), de esta forma la funcion u es un parámetro variable
para encontrar la solución particular. Al sustituir yp = uy1 en la ecuación (2.18)
obtenemos:
d
dx [uy1] + P (x)uy1 = f (x)
u dy1dx + y1
du









dx = f (x)
y1
du
dx = f (x).






Respetando la definición de y1 se obtiene:







P (x)dxf (x)dx. (2.24)
Por consiguiente:
y = yc + yp = ce
−
∫






P (x)dxf (x)dx (2.25)

















P (x)dxy = e
∫
P (x)dxf (x) (2.27)
al dividir la ecuación (2.27) entre e
∫
P (x)dx obtenemos la ecuación (2.18).
A lo largo del trabajo se ha explicado que el EHP es un fenómeno que se ca-
racteriza por el crecimiento de los niveles de glucosa en la sangre en un tiempo
determinado, inducido por una ingesta de carbohidratos. Por lo que, si se conoce
el valor inicial de la glucosa antes del EHP, es decir, en t = 0, es posible obtener el
comportamiento de crecimiento con este modelo de ecuaciones diferenciales para
un t > 0.




= kx, x(to) = xo; (2.28)
donde k es una constante de proporcionalidad. De esta manera, para fines de este
trabajo se propone la siguiente ecuación diferencial:
dĝ
dt
= −τĝ +u, ĝ0 = g0nom, (2.29)
donde ĝ es el conjunto de datos ordenados de la glucosa, τ es un valor adimensio-
nal que pertence a los números reales, el cual se ajustará para que la trayectoria
coincida con los valores nominales, se hace un especial énfasis en el hecho de que
ĝ0 = g0nom, lo que indica que el valor inicial se hace coincidir con el valor nominal
de las glucosas iniciales de los EHP del paciente. Los valores nominales se expli-
can más adelante. u es una constante que representa la entrada de carbohidratos
que induce al EHP.
La solución de la ecuación (2.29) tiene una respuesta en el tiempo presentada
en la figura 2.3. De este modelo nominal se resaltan las siguientes caracterı́sticas:
(1) el modelo propuesto puede simular el EHP al llegar a los valores nominales
tales como: el valor máximo y el tiempo en llegar a dicho valor. (2) este tipo de
ecuaciones no pueden reproducir la parte posterior al valor máximo, es decir, la
caı́da de la glucosa, sin embargo el enfoque de este trabajo esta situado en el pun-
to número (1), por lo que no es relevante este hecho.
2.2.4. Espacio de estado y matriz de transición
La representación en espacio de estado es un modelo matemático de un siste-
ma que esta descrito con ecuaciones diferenciales de primer tipo que combinan
las entradas, las salidas y las variables de estado. Un estado es el conjunto de va-
riables que, junto con la entrada, en un tiempo t ≥ t0 brindan el comportamiento
del sistema en cualquier t ≥ t0 [26].
Las ecuaciones de estado son el conjunto de ecuaciones que describen la dinámi-
ca de un sistema mediante la relación entre las variables de entrada, las variables
de salida y las variables de estado. La estructura de la ecuaciones de espacio de
estado es la siguiente:
ẋ(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
(2.30)
donde x(t) es el vector de estados, y(t) es el vector de salida, u(t) es el vector de
entradas, A es la matriz de estados, B es la matriz de entrada, C es la matriz de
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Figura 2.3: Ejemplo de la respuesta en el tiempo del modelo propuesto, con valo-
res nominales arbitrarios.
salida y D es la matriz de transición directa, que comúnmente vale cero.
Para transformar el modelo propuesto en la ecuación (2.29( a su estructura
en espacio de estados, es necesario definir el estado con el cual trabajaremos. El
estado x será el valor de la glucosa respecto al modelo propuesto, es decir:
x = ĝ (2.31)
por lo que:
ẋ = ˙̂g, (2.32)
El espacio de estados sólo lo compone un estado y la salida que nos interesa del
sistema es ese mismo estado, es decir, la glucosa dada por el modelo. La estructura




Respuesta natural de un sistema
Esta respuesta se obtiene únicamente de las condiciones iniciales, cuando la
entrada al sistema u(t) se hace igual a cero. Se tiene que:
ẋ = Ax(t) +Bu(t). (2.34)
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Donde u(t) = 0, por lo tanto:
ẋ = Ax(t). (2.35)
Al aplicar transformada de Laplace se obtiene:
sX(s)− x(0) = AX(s) (2.36)
Reagrupando la ecuación:
X(s) = (sI −A)−1x(0) (2.37)













aplicando la transformada de Laplace inversa, tenemos:
φ = eτt (2.40)
La ecuación (2.40) es la matriz de transición de nuestro modelo.
2.2.5. Estimación de parámetros
Se propone un modelo para la estimación de datos reales, sin embargo se tiene
que buscar el mejor modelo que describa mejor el evento fı́sico del cual estamos
trabajando. Un buen indicador de que el modelo que estamos construyendo es un
buen modelo es la ecuación (2.4), ya que se busca la minimización de esta y al ser
más pequeño su valor se logrará el objetivo planteado, que es un modelo del EHP
[27].
Estimación paramétrica con algoritmos genéticos
Partiendo de la ecuación diferencial propuesta en la ecuación (2.29) y para










ĝ +u, ĝ0 = g0nom, (2.42)
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1.- Generación de una población de tamaño M con una función
aleatoria de distribución uniforme.
2.- Evaluación de la población.
3.- Selección de los mejores N individuos, donde N << M.
4.- Se calcula la media y la desviación estándar de la población seleccionada.
5.- Se calcula una nueva generación, esta vez utilizando una función aleatoria
de distribución normal, donde el 50% de las nuevas generaciones utilizan
la media y la desviación estándar calculadas en el punto 4 y el resto utilizan los
valores del mejor evaluado.
6.- Si la solución no es encontrada, regresar al punto 2).
Cuadro 2.1: Algoritmo del EvoNorm.
donde a,b son variables adimensionales, las cuales son necesarias para obtener
la respuesta en el tiempo que coincida con la solución de la ecuación (2.29). Esta
tarea se llevo a cabo utilizando un algoritmo genético que alternara los valores de
ambos parámetros de tal forma que se busca obtener la solución optima, es decir,
minimizar el error que existe entre el modelo nominal y los valores obtenidos del
registro. El algoritmo genético que se implementó fue el EvoNorm [28].
El EvoNorm utiliza funciones de distribución normal, dichas funciones por si
solas son capaces de describir una gran cantidad de fenómenos que ocurren en el
dı́a a dı́a. Para esta construcción se utilizan dos parámetros: (1) es la media de los
datos, que indica el centro de la campana y (2) la desviación estándar y es una
medida de dispersión que existe al rededor de la media, es decir, la apertura de la
campana es proporcional a este valor.
El EvoNorm presenta las caracterı́sticas de un algoritmo evolutivo, tiene un
proceso de evaluación ası́ como uno de selección, la diferencia radica en el cruce
y la mutación, estas son sustituidas por el calculo de los parámetros de la función
normal. El algoritmo del EvoNorm se muestra en en el cuadro 2.1.
2.3. Modelos matemáticos basados en datos
La predicción o la estimación de los valores de las variables se da a partir de
los valores de otras variables y se consolida en el siguiente supuesto: Si dos (o
más) variables covarı́an entre sı́, es decir, presentan una relación, es posible saber
el comportamiento de una de las variables basándose en el comportamiento de
otra variable y conseguir una estimación de un estado futuro [29].
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El problema con la predicción de los EHP es que se presenta una alta varia-
bilidad de las condiciones, especı́ficamente hablando del efecto que tienen las
ingestas de los carbohidratos con el aumento de la glucosa posprandial. Lo que
dificulta la predicción directa de un estado hiperglucemico mediante herramien-
tas convencionales.
A continuación se plantean las herramientas utilizadas para la correcta pre-
dicción de los EHP para cada paciente.
2.3.1. Asimilación de datos
La asimilación de datos es una rama disciplinaria de las matemáticas que se
encarga de combinar de forma óptima los modelos numéricos con las observa-
ciones de los modelos fı́sicos. Existen diferentes objetivos buscados con la asi-
milación de datos, entre ellos: la determinación de la posición de un estado en
un sistema, determinación de condiciones iniciales para un modelo de pronóstico
numérico, interpolación de datos, cuya observación fue escasa, al utilizar el cono-
cimiento del sistema, etc. La asimilación de datos es distinta de otras formas de
aprendizaje de maquina, análisis de imágenes y otros métodos estadı́sticos ya que
utiliza un modelo dinámico del sistema [30, 31]. El uso de la asimilación de da-
tos tuvo su mayor implementación dentro de la aplicación de sistemas dinámicos
caóticos, cuya predicción es difı́cil con las herramientas de extrapolación conven-
cionales. La causa de esta dificultad se debe a que los pequeños cambios dentro de
las condiciones iniciales del sistema conducı́an a grandes cambios en la precisión
de la predicción, comúnmente llamado efecto mariposa.
Para empezar en la asimilación de datos, es necesario asumir que el sistema a
considerar tiene la siguiente ecuación diferencial:
dx
dt
= f (t,x) (2.43)
con la siguiente condición inicial:
x(0) = x0 (2.44)
Como se ha visto existen muchos métodos de encontrar la solución a dicha
ecuación diferencial, sin embargo hasta ahora se ha supuesto que es posible des-
cribir tanto la función en la ecuación (2.43) como sus condiciones iniciales, cuan-
do en realidad eso es una tarea difı́cil. Por ejemplo, si se considera a la ecuación
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(2.43) como una ecuación altamente no lineal, una mı́nima variación a sus condi-
ciones iniciales puede cambiar sus condiciones de comportamiento y de predic-
ción. Por precisión, se describirá el sistema de la ecuación (2.43) y sus condiciones
iniciales de la siguiente forma:
dx
dt
= f (t,y) + q1(t) (2.45)
x(0) = x0 + q2 (2.46)
donde q1(t) representa el error inherente al sistema, perturbaciones o cualquier
otro ruido que pueda afectarlo, mientras que q2 representa el error que yace en
las condiciones iniciales, justificado por que no es posible medirlo o prescribirlo
con exactitud en un modelo fı́sico realista. Sin embargo, pese a que estamos con-
siderando los errores del sistema y las condiciones iniciales, esto no nos garantiza
un buen desempeño del modelo. Es por eso que para sistemas altamente no linea-
les la asimilación de datos considera, ademas, la existencia de mediciones fı́sicas
del evento a modelar, las cuales son representadas tal que:
g(t,x) + q3 = 0 (2.47)
donde q3 representa el error existente dentro de la medición.
La asimilación de datos toma un pronostico, también llamada primera supo-
sición, y le aplica una corrección a la previsión con base en un conjunto de datos
observados y una serie de errores que están presentes tanto en las mediciones
como en el pronóstico. La diferencia presentada entre las predicciones y las me-
diciones, en ese momento, se le conoce como innovación, ya que brinda nueva
información para el proceso de asimilación. Posteriormente se aplica un factor
de ponderación a la innovación, para determinar cuanto debe corregirse la nueva
predicción. El análisis consiste en buscar la mejor estimación del estado basado
en la corrección del pronóstico para determinar el mejor valor de la ponderación
de la innovación. Gran parte del trabajo presente en la asimilación de datos es la
estimación adecuada de dicho factor de ponderación.
2.3.2. Filtro de Kalman
El Filtro de Kalman es una potente herramienta matemática que juega un im-
portante papel cuando se incluyen mediciones del mundo real en el sistema con
el que se trabaja. Fue propuesto por Rudolph Emil Kalman a finales de la década
de 1950, con la finalidad de filtrar y predecir sistemas lineales [32, 33].
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El Filtro de Kalman es un conjunto de ecuaciones que implementan un estima-
dor del tipo predictor-corrector. Se procesan todas las mediciones disponibles, sin
tomar en cuenta la precisión de estas, para estimar el valor actual de la variable
de interés. Todo esto se puede hacer debido a:
1. Todo el conocimiento que se tiene del sistema y sensores que entregan las
mediciones.
2. Descripciones estadı́sticas de los ruidos del sistema, errores de medicion e
incertidumbre en los modelos.
3. Toda la información disponible sobre la variable de interés.
El algoritmo del filtro es de procesamiento de datos, por consiguiente solamen-
te podrá trabajar sobre medidas discretas en lugar de trabajar en tiempo continuo.
Una ventaja de ser un algoritmo recursivo es que no requiere almacenar todos los
datos previos para procesarlos de nuevo a medida que se tomen nuevos valores.
Algoritmo del filtro de Kalman
El filtro de Kalman representa una predicción en el estado xt en el tiempo
t que viene dada por la media, xt y la covarianza Pt. El filtro de Kalman recibe
como entrada la suposición en el tiempo t − 1 representada por xt−1 y Pt−1. Para
la actualización del siguiente estado se requieren las señales de control (ut) y las
mediciones que proporcionan los sensores (zt). Finalmente, la salida del filtro de
Kalman es la suposición en el tiempo t, que es xt y Pt. El algoritmo se muestra en
el cuadro 2.2.
Se puede apreciar que dentro del algoritmo existen dos diferentes etapas: 1)
Etapa de predicción, en la que se proyecta la suposición en el instante t actual, se
define el siguiente estado gracias a las condiciones actuales. 2) Etapa de actualiza-
ción, donde una vez que se predice el siguiente estado, se hace una corrección en
la que se toma en cuanta la medición tomada por los sensores en el instante t y se
calcula la ganancia de Kalman. Una vez hecho estos ajustes es necesario tomar es-
ta información final para el siguiente ciclo y repetir el proceso las veces que sean
necesarias. A continuación, se definen las matrices mostradas en el cuadro 2.2.
At, dimensión n× n, relaciona el estado en el instante t − 1 con el estado en
el instante t, en ausencia de señales de control.




1.- Proyección del estado hacia adelante
x̄t = Atxt−1 +Btut














4.- Actualización del estado con la medida (zt)
xt = x̄t +Kt (zt −Ctx̄t)
5.- Actualización de la covarianza del error
Pt = (I −KtCt)P̄t
6.- Devuelve xt, Pt
Cuadro 2.2: Algoritmo del filtro de Kalman
Rt, dimensión n×n, covarianza del ruido del proceso.
Ct, dimension m × n, matriz que relaciona el estado actual con las observa-
ciones del entorno.
Qt, dimensión n×n, representa la covarianza del ruido en las observaciones.
Kt, dimensión n×m, es la ganancia de Kalman. Dicha ganancia indica la con-
fianza en las caracterı́sticas observadas, empleando su propia incertidumbre
y una medida de calidad de los datos del proceso y los medidos.
2.3.3. Redes neuronales artificiales
Una Red Neuronal Artificial (RNA) es un modelo matemático inspirado en
el comportamiento biólogico de las neuronas y en la estructura del cerebro. Es
un sistema inteligente que lleva a cabo tareas de forma distinta a como lo harı́a
una computadora convencional. Existen tareas en las que el uso de computadoras
convencionales no es optimo, ya que las hace pesadas y de difı́cil procesamiento,
tales como el reconocimiento y clasificación de patrones, sin embargo el cerebro
humano puede resolver estas tareas correctamente y sin aparente esfuerzo.
Existen diferentes tipos de neuronas, en la Figura 2.4 se muestra un modelo
simplificado y se compone por:
Soma: el cuerpo central que contiene el núcleo celular.
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Figura 2.4: Modelo simplificado de una neurona biológica.
Axón: es una prologación del Soma.
Dentritas: son ramificaciónes terminales.
Sinapsis: es la zona de conexion entre una neurona y otra.
Se conoce que la función principal de las neuronas es la transmisión de los im-
pulsos nerviosos, que viajan por la neurona comenzando por las dentritas, hasta
llegar a la terminación del axón, es aquı́ donde pasan a otra neurona y a esto se le
conoce como conexión sináptica.
Las RNA son un intento de la emulación de las conexiones cerebrales que
se encargan de los procesos de aprendizaje con los cuales respondemos ante los
estı́mulos del exterior.
Modelo neuronal de McCulloch-Pitts
El primero modelo presentado de una neurona artificial, capaz de resolver
tareas simples, fue hecho por Warren McCulloch y Walter Pitts, en el año 1943
[34]. Dicho modelo se presenta en la Figura 2.5, se puede observar que consta de
los siguientes elementos:
x,y, que representan las entradas.
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Figura 2.5: Modelo de la neurona de McCulloch-Pitts
w1,w2, son los pesos sinápticos correspondientes a cada entrada.
b, que es un término aditivo.
f , es una función de activación.
z, la salida.
Las entradas x,y representan el estimulo externo que la neurona recibe, la sa-
lida z es la respuesta a dicho estimulo. La forma de adaptarse de la neurona es
mediante la modificación del valor de sus pesos sinápticos w1,w2 y el término
aditivo b. Estos ultimos reciben el nombre de parámetros libres pues pueden ser
cambiados y adaptados con respecto a cada tarea determinada.
En el modelo de McCulloch-Pitts, la salida z se expresa como:
z = f (w1x+w2y + b) (2.48)
donde f es la función de activación seleccionada de acuerdo a la tarea realizada.
Aplicación del perceptrón
Se aplicará el modelo de McCulloch-Pitts, para realizar una tarea de clasifica-
ción de plano. Para eso, la función de activación será la función signo dada por:
f (s) =
{
1, si s ≥ 0
−1 si s < 0 (2.49)
Es decir, la salida de la red neuronal z estará dada por:
z =
{
1, si w1x+w2y + b ≥ 0
−1 si w1x+w2y + b < 0
(2.50)
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Figura 2.6: (a) Clases en el plano, separables linealmente. (b) Clases en el plano,
no separables linealmente.
Se tienen dos clases en el plano: la clase C1, conformada por los cı́rculos blan-
cos y la clase C2, formada por los circulos negros, mostrados en la Figura 2.6. Cada
elemento de estas clases se representa por un punto (x,y) en el plano. Además se
considera que dichas clases pueden separarse linealmente, lo que quiere decir que
es posible trazar una recta que sea capaz de separar ambas clases (Figura 2.6 (a)).
Se considera el modelo presentado en la Figura 2.5, cuya salida es la ecuación
(2.50). La neurona artificial puede clasificar correctamente las clases C1 y C2 si los






separe de forma correcta ambos grupos. La ecuación implı́cita de la recta es:
w1x+w2y + b = 0. (2.52)
Notese que si el punto (x0, y0) ∈ C1, entoncesw1x0+w2y0+b < 0 y si (x0, y0) ∈ C2,
entonces w1w0 +w2y0 +b > 0. Por lo tanto, dado el par (x0, y0) ∈ C1∪C2, la neurona
clasifica al mismo de la siguiente manera:
(x0, y0) ∈ C1 ⇔ z = −1
(x0, y0) ∈ C2 ⇔ z = 1
(2.53)
Se supone entonces que se tienen dos clases C∗1 y C
∗
2, que sean separables li-
nealmente y distintas a las anteriores, la neurona no podrá clasificar correctamen-
te a estas clases, pues la recta planteada en la ecuación 2.51 no puede separarlas.
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si pueda separar el nuevo conjunto. El proceso por el cual la neurona se adapta a
los nuevos valores, se le conoce como método de aprendizaje. Este proceso permite
modificar los parámetros libres con el fin de que la neurona sea capaz de afrontar
diferentes situaciones.
Perceptrón multicapa
En un perceptrón multicapa se encuentra un conjunto de neuronal organiza-
das por capas. Se constituyen por los nodos de entrada, los nodos de salida que
entrega la salida final del sistema y, entre ambas, encontramos la capa oculta (Fi-
gura 2.7). La Red Neuronal puede tener varias capas ocultas, o simplemente no
tener ninguna. Los links sinápticos (las flechas saliendo y llegando a las neuro-
nas) indican el flujo de la señal y cada una tiene asociado un peso sináptico. Si
una neurona presenta salidas hacia una o más neuronas, estas recibirán la misma
información. Para calcular el número total de capas de una red se suma el número
total de capas ocultas más la capa de salida [34].
Figura 2.7: Esquema de muestra de una Red Neuronal de dos capas.
El principal objetivo de este tipo de red es el mismo que el modelo de McCulloch-
Pitts, ajustar los pesos sinápticos para establecer una correspondencia entre un
conjunto de entrada y un conjunto de salidas deseadas, de tal forma que:
(x1, · · · ,xN ) ∈RN −→ (y1, · · · , yM) ∈RM . (2.55)
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Para conseguirlo, se tiene un conjunto de p pares de entrenamiento, de manera
que se puede relacionar perfectamente a cada patrón de entrada una salida. Es
decir,
(xk1, · · · ,x
k
n) −→ (yk1 , · · · , y
k
M), k = 1, · · · ,p (2.56)
Como muestra, se analizará el perceptrón multicapa con una sola capa oculta,















wij representa el peso sináptico que conecta la neurona de salida i con la
neurona j de la capa oculta.
f1 es la función de activación de las neuronas de salida.
tjr es el peso sináptico que conecta la neurona j con la neurona de entrada
xr .
f1 es la función de activación de las neuronas de la capa oculta.
Como función de activación será una función diferenciable y no decreciente,






Es una función simple ya que pasa por los valores del potencial sináptico al in-
tervalo [0,1]. La pendiente de la curva es controlada por el parámetro de ganancia
β y es proporcional a ella. La derivada de esta función es simple:
f ′(x) = 2βf (x)[1− f (x)] (2.59)
Función tangente hiperbólica





Los valores del potencial sináptico pasan por el intervañp [−1,1] y su pendiente
es controlada proporcionalmente con el valor de β. La derivada de esta función es
simple ya que está en función de si misma:






Para la solución del problema de predicción de EHP, se propuso el mostrado
en la Figura 2.8. Para la solución del problema de predicción es necesario cruzar
tres etapas: (1) procesamiento de datos, (2) asimilación de datos y (3) etapa de
predicción. Estas etapas se describen a continuación.
Figura 2.8: Esquema propuesto.




Esquema hı́brido para la predicción
del EHP
El principal objetivo de este trabajo es la predicción de los parámetros funda-
mentales de un EHP, tales como el pico máximo de glucosa y el tiempo en llegar
a ese punto. Para lograr dicho objetivo lo primero es entender el comportamiento
de un EHP y para eso se busca el diseño de un modelo matemático que sea capaz
de lograrlo. Por lo tanto se exploraron diversos métodos.
Una vez encontrado el modelo es necesario proceder a la predicción de estos
parámetros mediante el uso de los datos clı́nicos de los pacientes y el modelo en
sı́, es por eso que el método es hı́brido ya que usa una base de datos existente y un
modelo matemático del proceso.
3.1. Registro de datos
Los datos de entrada constan de un registro de 16 pacientes. Cada paciente
se sometió, durante al menos 2 semanas, a un estudio de monitoreo continuo de
glucosa, se colocó un sensor que midiera y registrara el nivel de glucosa cada cin-
co minutos. Cada paciente tiene una matriz de datos por cada dı́a que duró el
estudio. A su vez, esta matriz de datos se compone de dos columnas: la primer
columna son las mediciones de glucosa del medidor continuo a lo largo de un dı́a
efectivo, es decir, desde que se presenta el desayuno (que por desayuno se entien-
de como la primer comida del dı́a) hasta el final del efecto del EHP de la cena; la
segunda columna corresponde al vector de carbohidratos, que la mayorı́a de sus
elementos son 0, salvo aquellos donde se registró una ingesta de carbohidratos,
en cuyo caso el valor del elemento es la cantidad (en mg) de carbohidratos que
consumió.
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Figura 3.1: Identificación de un EHP a lo largo del registro del medidor continuo
de glucosa.
Durante el procesamiento de datos se separaron todos los EHP identificables
de cada paciente. En la figura 3.1 se puede observar este proceso de identifica-
ción. A partir de una ingesta de carbohidratos se identifica el aumento de glucosa
posprandial y se aı́sla de los demás datos. De este conjunto de datos del EHP se
destacan dos importantes: (1) ∆G que es el valor máximo alcanzado durante el
EHP y (2) ∆t que es el tiempo que tardó en llegar a dicho valor máximo.
De este procesamiento de datos se obtiene:Gm, vector de datos de glucosa para
cada EHP del paciente; CHO, que es un vector que contiene la información de las
ingestas de carbohidratos y G(0) corresponde a la glucosa inicial de cada EHP.
Posteriormente se establece el escenario de estudio, el cual corresponde al dı́a
productivo del paciente. Se define como dı́a productivo al periodo del dı́a en el que
el paciente se encuentra activo, es decir, descartan las lecturas del medidor du-
rante el periodo de sueño. Como no se puede definir por las lecturas la hora en
la que el paciente se despertó o, en su defecto, se durmió, se toma como inicio
del dı́a la primer muestra a la hora a la que el paciente registro su primer comida
(el desayuno) y como ultima muestra la medición que marca el fin del EHP que
corresponde a última ingesta del dı́a (la cena).
A continuación, se muestra un ejemplo del registro. Se puede ver en la primer
columna los registros de glucosa en mg/dL, en la segunda columna la ingesta de
carbohidratos que registro el paciente, en mg. En negrita se destacan las lecturas
que pautan el inicio de un EHP y siempre corresponden a una ingesta de carbohi-
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dratos.






















Cuadro 3.1: Ejemplo de un registro de un dı́a de medición de concentración de
glucosa en sangre e ingesta de carbohidratos.
Para lo siguiente, se requiere el aislamiento de los EHP para cada paciente para
su posterior análisis. Como principal criterio se tienen las siguientes caracterı́sti-
cas:
Inicio: Un EHP inicia cuando existe una ingesta de carbohidratos y se le
acompaña de una tendencia a la alza.
Manifestación: Es aquı́ donde los niveles de glucosa tienden a crecer has-
ta alcanzar un máximo, despues comienza a descender. Comúnmente tiene
forma de campana.
Fin: El EHP términa cuando la tendencia a la baja, que se presenta después
de alcanzar los valores máximos, se rompe, ya sea por que se mantiene du-
rante un tiempo el mismo valor o vuelve a tener una tendencia a la alza.
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Usando este criterio es posible definir los EHP y aislarlos del resto de datos.
En la figura 3.2 se puede observar como se aplica el criterio para la selección de
los EHP. De esta forma se aı́sla el efecto que tiene la ingesta de carbohidratos
Figura 3.2: Selección de EHP (verde) de un dı́a de registro. De izquierda a de-
recha se puede apreciar que cada EHP corresponde al desayuno, comida y cena,
respectivamente.
3.2. Modelos matemáticos para predecir el EHP
3.2.1. Método de Vandermonde
Una vez que se tienen aislados los EHP se procede con el método. Para la cons-
trucción de la matriz de Vandermonde en la ecuación (2.7) se necesita un vector
base x que se define como las muestras de tiempo del EHP. Para esto tomare-
mos el vector correspondiente a un EHP y se le asignara una muestra de tiempo,
tratándose como un evento aislado.
El vector x es entonces la columna Tiempo de la tabla 3.2 y de esta forma se
puede construir la matriz V (x) en la ecuación (2.8). Para el vector Y se toman
las muestras de glucosa, correspondientes a los miembros de la columna Glucosa.































Cuadro 3.2: Tabla de valores de un EHP aislado.
es necesario definir el orden con el cual se va a trabajar. Para la realización de este
trabajo se utilizó un orden de valor 4, ya que un polinomio de 4to grado puede
describir el comportamiento tı́pico de un EHP, que como ya se menciono antes,
tiene una forma de campana. El polinomio entonces queda de la siguiente forma:
P (x) = p1x
4 + p2x
3 + p3x
2 + p4x+ p5 (3.1)
De esta forma se dispone a resolver la ecuación (2.12) para obtener los coefi-
cientes a sustituir en la ecuación (3.1). El resultante es el polinomio representativo
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del EHP. Sin embargo, este polinomio se sobreajusta al conjunto de datos y, como
una primera aproximación es aceptable, pero para fines de esta investigación se
utiliza el modelo dinámico descrito en la ecuación (2.29).
3.2.2. Modelo dinámico nominal
Uno de los inconvenientes con el uso de polinomios es la extrapolación. Son
útiles para describir los fenómenos que pasan dentro del mismo dominio del tiem-
po que los datos originales, pero fuera de eso pierden el sentido y no tienen un
correcto comportamiento. Es por eso que el uso de un modelo dinámico nominal
que pueda realizar la descripción del comportamiento y que al mismo tiempo no
presente problemas al extrapolarlo. El modelo dinámico nominal utilizado es el




= −τĝ +u, ĝ0 = g0nom, (3.2)
Para lograr la construcción de un modelo que pueda, no sólo describir el com-
portamiento de un EHP, sino el comportamiento promedio de todos los EHP del




















donde ∆Gi es valor máximo que presentó el i-ésimo EHP del paciente, ∆Gnom re-
presenta el promedio de todos los valores máximos presentados en los EHP del
paciente. De esta misma forma, ∆ti es el tiempo en el que el ∆Gi se presentó en
el i-ésimo EHP y ∆tnom es el promedio de tiempo de todos los EHP del paciente.
G(0)nom es el promedio de todas las glucosas iniciales de los EHP.
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Como se mencionó anteriormente, para que la ecuación (3.2) sea un modelo
que describa correctamente el comportamiento de los EHP del paciente es ne-
cesario realizar un ajuste de parámetros y para tal caso, el modelo dinámico se





ĝ +u, ĝ0 = g0nom, (3.6)
Una forma serı́a alternar los valores de a y b hasta que la función cumpla la meta,
sin embargo esto computacionalmente es muy extenso, por lo que la técnica que
se utilizó para lograr dicha estimación fue el uso de un algoritmo genético que
ayude a optimizar la tarea.











Esta función objetivo sólo describe una distribución de los datos, por lo que
carece de entrada y por consiguiente de una respuesta. Es por eso que, aunque
no nos sirva para modelar, es de gran utilidad para encontrar los valores de las
variables a y b dentro de la ecuación (2.42). De tal forma que el algoritmo a seguir
es el siguiente:
1.- Iniciación. Primeramente se crea la población. Se trata de un conjunto de
100 posibles soluciones, para los parámetros A,B y cada elemento tendrá un valor
dado por una función aleatoria y uniformemente distribuida, de entre 1 y 1000.
2.- Inicio del ciclo. Se propone una cantidad de 100 ciclos. Se evalúan las so-
luciones al ingresar cada par de parámetros en la ecuación (2.42). Se almacena
posteriormente el error (ecuación (2.4)) que existe entre el modelo prototipo y el
resultante de la solución evaluada.
3.- Selección de la mejor población. Ya almacenados los errores que tuvieron
cada una de las posibles soluciones, se escogen las mejores 10, es decir, aquellas
que presentaron los errores más bajos. A esta población de se llamará Población
seleccionada.
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4.- Caracterı́sticas de la población seleccionada. Posteriormente se calcula la
media y la desviación estándar de la población seleccionada, esto con el fin de
generar la siguiente población.
5.- Siguiente generación. Para generar la siguiente población se utiliza una
función aleatoria pero, a diferencia la iniciación, esta será de distribución normal.
El 50% de la nueva población utilizará la media de la población seleccionada y
la desviación estándar. El otro 50% restante, a diferencia de los demás, utilizará
como media el mejor valor obtenido y, la desviación estándar.
6.- Fin del ciclo. Si no se han cumplido el número total de ciclos, entonces
regresar al paso 2. De otra manera, se entregan los valores de los parámetros A,B
que cumplen con el objetivo.
3.3. Estimador basado en asimilación de datos
Una vez obtenido el modelo dinámico nominal del paciente es posible realizar
la asimilación de datos, utilizando el filtro de Kalman para asimilar los datos y
corregir errores asociados a la adquisición de datos.
La asimilación de datos consiste en la corrección de las mediciones existentes
comparándolas con un pronóstico dado por un modelo matemático. Dicha correc-
ción dependerá de la diferencia que exista entre la medición real y el pronostico
del modelo, ademas de una ganancia que determinara cuanto impacto tendrá esta
corrección. Posteriormente se utiliza una herramienta de aprendizaje automatico
que utilice los datos asimilados para generar predicciones, en este caso se prede-
cirá los estados hiperglucémicos máximos y el tiempo que tardará en presentarse.
El filtro de Kalman utiliza el modelo nominal del paciente para la generación
de pronósticos que luego se compararán con el registro médico de los pacientes.
Regresando al cuadro 2.2 podemos observar el algoritmo de Kalman y su proce-
dimiento, a continuación se especifica cada una de las variables a utilizar:
El filtro de Kalman ajustará sólo las curvas que corresponden a los EHP y nos
referiremos a la salida del filtro como datos asimilados. Dispondremos entonces de
extraer los puntos caracterı́sticos de los EHP asimilidados tales como:
∆GT rain = [∆Ĝ1,∆Ĝ2, · · · ,∆Ĝn] (3.9)
y




La matriz de transición de estado, mostrado en la
ecuación (2.40)
Bt N/A Al no tener señal de control del estado, se omite.
Rt 1× 1
Ruido existente en el modelo, arbitrariamente se le
da un error de 5mg/dL.
Ct 1× 1
Matriz de correlación entre los pronósticos y las
mediciones. El proceso al tener sólo un estado y
una medición cada tiempo t, el valor de esta
matriz es 1.
Qt 1× 1
Error asociado al sensor. Se toma el error reportado
por el fabricante con un valor de 4mg/dL.
Kt 1× 1 Ganancia de Kalman.
Cuadro 3.3: Especificaciones del Filtro de Kalman.
donde n es el número total de EHP del paciente, ∆Ĝi es el punto máximo del i-ési-
mo EHP asimilado y ∆t̂ es el tiempo en el que se presentó dicho punto máximo.
Notese que estos valores tienen el subı́ndice Train esto debido a que se utilizarán
en el entrenamiento de la herramienta de aprendizaje automático.
3.4. Predictor basado en redes neuronales artificia-
les.
En la etapa de predicción se utilizó una red neuronal multicapa pre-alimentada.
La red consta de dos capas con 3 neuronas en su capa oculta, cada una de ellas
tiene de función de activación la función sigmoide mostrada en la ecuación (2.60).
La arquitectura de la red se puede ver con más detalle en la figura 3.3.
Figura 3.3: Arquitectura de la red neuronal.
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Los datos de entrada del entrenamiento de la red corresponden a los valores
máximos y el tiempo en que se presentaron, de los datos asimilados. La red se
entrena de tal forma que relaciona la glucosa inicial G0 y el valor de la ingesta de
carbohidratos CHO con los valores de entrada, utilizando un algoritmo de retro-
propagación [34]. Del total de datos se utiliza el 80% para el entrenamiento de
la red, un 10% para la validación, donde aun se hacen ajustes en los pesos y el
restante 10% es para las pruebas de la red. Los datos utilizados para el entrena-
miento se componen de:
G(0) = [g(0)1, g(0)2, · · · , g(0)n], (3.11)
CHO = [cho1, cho2, · · · , chon] (3.12)
y las ecuaciones 3.9 y 3.10. Donde n es el número total de EHP; g(0)i es la glucosa
inicial del i-ésimo EHP del paciente, aclarando que los valores iniciales del EHP
real y el asimilado son los mismos; choi es la ingesta de carbohidratos en gramos
del i-ésimo EHP.
De tal forma que la red se entrenará con los siguientes datos:
Entrada Salida
G(0) CHO ∆Ĝ ∆t̂




4.1. Base de datos procesados
Lo primero que se realizó fue la selección EHPs válidos, es decir que cuenten
con la curva completa de datos caracterı́stica. De los 16 pacientes de los que se tie-
ne disponibles datos clı́nicos, sólo 13 resultaron con información suficiente para
entrenar el modelo. En la figura 3.2 se puede observar una distinción clara entre
los diferentes EHP ocurridos a lo largo de un dı́a y causados por las 3 diferentes
ingestas de comida. En la figura 4.1 se observan los resultados del análisis de los
datos experimentales para la selección de EHPs de los pacientes enrolados en el
experimento.
Figura 4.1: Validación de cada EHP por paciente.
Los EHP se clasificaron en 4 categorı́as:
Verde. Curva completamente definida, el EHP es claramente notable.
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Amarillo. La curva no esta clara y se distingue poco.
Azul. La curva comienza a definirse pero por alguna razón externa, ya sea
la perdida de información o algún evento fisiológico, no reúne los requisitos
para considerarse como una curva definida.
Roja. Curva inexistente.
4.2. Implementación numérica
El esquema propuesto en la figura 2.8 fue implementado numéricamente en
MATLAB® en un equipo de cómputo con las siguientes caracterı́sticas: Procesa-
dor Intel® Core™ i7-4510U 2.0 GhZ, 16 GB de RAM, 512 GB de almacenamiento
en SSD. Los resultados se muestran en el siguiente orden: i) Predicción de ∆G
y ii) Predicción de ∆t. A continuación se muestran las gráficas de resultados de
predicción de ambos parámetros para cada paciente.
4.3. Resultados de ∆G






































Error     RMSE = 9.9504 mg/dL
0 5 10 15 20 25 30 35 40
Muestra
Figura 4.2: Desempeño del modelo para el paciente 1.
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Figura 4.3: Desempeño de la red neuronal para el paciente 1.





































Error     RMSE = 11.0465 mg/dL
0 5 10 15 20 25 30 35 40
Muestra
Figura 4.4: Desempeño del modelo para el paciente 2.
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Figura 4.5: Desempeño de la red neuronal para el paciente 2.




































Error     RMSE = 8.1067 mg/dL
0 5 10 15 20 25 30 35
Muestra
Figura 4.6: Desempeño del modelo para el paciente 3.
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Figura 4.7: Desempeño de la red neuronal para el paciente 3.



































Error     RMSE = 9.2022 mg/dL
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Muestra


















































































































Figura 4.9: Desempeño de la red neuronal para el paciente 4.



































Error     RMSE = 7.1666 mg/dL
0 2 4 6 8 10 12 14
Muestra
Figura 4.10: Desempeño del modelo para el paciente 5.
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Figura 4.11: Desempeño de la red neuronal para el paciente 5.



































Error     RMSE = 10.746 mg/dL
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Figura 4.13: Desempeño de la red neuronal para el paciente 6.




































Error     RMSE = 11.0562 mg/dL
0 5 10 15 20 25 30 35 40
Muestra
Figura 4.14: Desempeño del modelo para el paciente 7.
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Figura 4.15: Desempeño de la red neuronal para el paciente 7.


































Error     RMSE = 6.5051 mg/dL
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Figura 4.17: Desempeño de la red neuronal para el paciente 8.



































Error     RMSE = 2.8625 mg/dL
0 5 10 15 20 25 30 35 40 45
Muestra



























































































































Figura 4.19: Desempeño de la red neuronal para el paciente 9.



































Error     RMSE = 14.3868 mg/dL
0 5 10 15 20 25 30 35 40
Muestra
Figura 4.20: Desempeño del modelo para el paciente 10.
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Figura 4.21: Desempeño de la red neuronal para el paciente 10.


































Error     RMSE = 4.9725 mg/dL
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Figura 4.23: Desempeño de la red neuronal para el paciente 11.


































Error     RMSE = 12.5408 mg/dL
0 5 10 15 20 25 30
Muestra
Figura 4.24: Desempeño del modelo para el paciente 12.
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Figura 4.25: Desempeño de la red neuronal para el paciente 12.


































Error     RMSE = 16.877 mg/dL
0 5 10 15 20 25 30
Muestra
Figura 4.26: Desempeño del modelo para el paciente 16.
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Figura 4.27: Desempeño de la red neuronal para el paciente 16.
A continuación se muestra de forma resumida los resultados obtenidos para
Gmax.






































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Paciente
Figura 4.29: Error cuadrático medio del modelo para Gmax.
4.4. Resultados de ∆t
A continuación se muestran los resultados obtenidos por paciente. Se aprecia
el desempeño del modelo y el desempeño de la red neuronal para su predicción.


























Error     RMSE = 9.9504 min
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Figura 4.31: Desempeño de la red neuronal para el paciente 1.
























Error     RMSE = 11.0465 min
0 5 10 15 20 25 30 35 40
Muestra
Figura 4.32: Desempeño del modelo para el paciente 2.
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Figura 4.33: Desempeño de la red neuronal para el paciente 2.

























Error     RMSE = 8.1067 min
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Figura 4.35: Desempeño de la red neuronal para el paciente 3.

























Error     RMSE = 9.2022 min
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Figura 4.37: Desempeño de la red neuronal para el paciente 4.

























Error     RMSE = 7.1666 min
0 2 4 6 8 10 12 14
Muestra
Figura 4.38: Desempeño del modelo para el paciente 5.
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Figura 4.39: Desempeño de la red neuronal para el paciente 5.
























Error     RMSE = 10.746 min
0 5 10 15 20 25
Muestra
Figura 4.40: Desempeño del modelo para el paciente 6.
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Figura 4.41: Desempeño de la red neuronal para el paciente 6.
























Error     RMSE = 11.0562 min
0 5 10 15 20 25 30 35 40
Muestra
Figura 4.42: Desempeño del modelo para el paciente 7.
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Figura 4.43: Desempeño de la red neuronal para el paciente 7.


























Error     RMSE = 6.5051 min
0 5 10 15 20 25 30 35
Muestra
Figura 4.44: Desempeño del modelo para el paciente 8.
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Figura 4.45: Desempeño de la red neuronal para el paciente 8.
























Error     RMSE = 2.8625 min
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Figura 4.47: Desempeño de la red neuronal para el paciente 9.


























Error     RMSE = 14.3868 min
0 5 10 15 20 25 30 35 40
Muestra
Figura 4.48: Desempeño del modelo para el paciente 10.
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Figura 4.49: Desempeño de la red neuronal para el paciente 10.
























Error     RMSE = 4.9725 min
0 5 10 15 20 25
Muestra
Figura 4.50: Desempeño del modelo para el paciente 11.
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Figura 4.51: Desempeño de la red neuronal para el paciente 11.























Error     RMSE = 12.5408 min
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Figura 4.53: Desempeño de la red neuronal para el paciente 12.


























Error     RMSE = 16.877 min
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Figura 4.55: Desempeño de la red neuronal para el paciente 16.
A continuación se muestra de forma resumida los resultados obtenidos para
∆t.



































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Paciente
Figura 4.57: Error cuadrático medio del modelo para ∆t.
4.5. Interfaz gráfica
Se diseñó una interfaz gráfica en la que se almacenaron los datos clı́nicos de los
pacientes y la red neuronal entrenada. Consiste en el predictor donde el usuario
inserta su nivel de glucosa actual y un historial donde se pueden observar los
registros anteriores. Ver figura 4.58.




En este trabajo se desarrolló un algoritmo de predicción de hiperglucemia in-
ducida por ingesta de carbohidratos en pacientes con diabetes tipo 2. Ası́ mismo
se logró obtener un sistema de captura y conversión de perturbaciones debidas
a la ingesta de carbohidratos, ya que el mismo sistema desarrollado tomaba la
información clı́nica disponible sobre las diferentes comidas del paciente y lo in-
terpretaba como una perturbación dentro del modelo desarrollado. Este modelo
se utilizó para la construcción de un esquema de predicción mediante el uso de
redes neuronales y se construyó una interfaz gráfica en los que se almacenó la
red neuronal para la predicción de la hiperglucemia y el tiempo en el que podrı́a
presentarse.
Es importante señalar que la implementación de funciones algebraicas poli-
nomiales brinda un acercamiento detallado al comportamiento de la glucosa, sin
embargo, es tanta la aproximación que el modelo se sobreajusta al conjunto de
datos y no permite la extrapolación, es por eso que se descartó como método para
encontrar el modelo nominal.
Existen diferentes tipos de modelado del metabolismo de la glucosa, en el que
se toman en cuenta una serie de variables que hacen del sistema más robusto y
complicado, sin embargo, el objetivo de este trabajo no es el modelado del metabo-
lismo sino sólo el enfoque en la hiperglucemia posprandial. La función propuesta
cumple con el objetivo de describir un EHP y sus elementos fundamentales, como
el pico máximo de la hiperglucemia y el tiempo en el que se llega a este valor.
Para la implementación del algoritmo genético, se observó que el uso de una
sola variable τ era insuficiente para llegar al cálculo del modelo, por lo que optó
por la ecuación (2.41) en la que se divide τ en dos variables que el algoritmo
genético lograba encontrar y la aproximación se realizaba con éxito.
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Una vez establecido el modelo, se optó por la implementación de un sistema
basado en asimilación de datos, ya que la alta variabilidad de la glucosa no podı́a
ser descrita por el modelo con precisión, ya que este sólo abarcaba los aspectos
fundamentales ya mencionados. La asimilación de datos logró una corrección en-
tre el modelo propuesto y los datos clı́nicos disponibles.
La red neuronal se entrenó con la información obtenida del sistema basado en
asimilación de datos y obtuvo resultados satisfactorios, no fue ası́ en casos donde
la información de los datos clı́nicos era escasa o poco clara. De esta manera se
logró la interacción entre un modelo matemático propuesto, datos clı́nicos reales
y un sistema de predicción.
El principal obstáculo presentado, que se identificó desde el principio de esta
investigación, es la falta de información o claridad dentro de los datos clı́nicos
disponibles. Se identificaron en las gráficas de glucemia de los pacientes algunos
comportamientos tı́picos de una hiperglucemia posprandial, pero al momento de
buscar la causa, es decir, el registro de la ingesta de comida, no se obtuvo nada por
lo que el evento quedaba descartado. De la misma forma se identificaron registros
de ingestas cuyas curvas hiperglucémicas no correspondı́an al comportamiento
normal, en otras palabras, una curva hiperglucemica posprandial alta (con res-
pecto a los niveles hiperglucémicos posprandiales del paciente) era causada por
una ingesta pequeña de carbohidratos (respecto a las cantidades consumidas nor-
malmente por el paciente).
El monitoreo continuo que los pacientes con DT2 que se hacen a ellos mismos
proceso con alta variabilidad que depende en gran medida del contexto del pa-
ciente, por lo que las mediciones y los registros pueden tener variaciones o discre-
pancias. La tarea del filtrado de estos eventos resultó crucial para la elaboración
del esquema de predicción, ya que estos valores atı́picos no aportaban buena in-
formación al aprendizaje de la red neuronal (para más información, ver la figura
4.1).
Al comparar los resultados obtenidos en este trabajo, para la predicción de los
niveles máximos de glucosa en la hiperglucemia posprandial con los resultados
del trabajo presentado por Albers y col. [17] encontramos que el error promedio
coincide con el que ellos obtuvieron, errores por debajo de los 30 mg/dL en los
que en su trabajo se concluyó que eran aceptables y cabe destacar que ambas in-
vestigaciones tenı́an como meta la predicción de hiperglucemia posprandial.
En cuanto a la predicción del tiempo en el que se presentará el valor máximo
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dela hiperglucemia, es aún un debate el establecer cual es un error aceptable, sin
embargo, dentro del trabajo de Doike y col. [35] establecieron que un valor por
debajo de los 30 minutos era aceptable. El error promedio que se obtuvo en este
parámetro es menor a 30 minutos.
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10.1007/978-3-319-51732-2_14. url: http://link.springer.com/10.
1007/978-3-319-51732-2%7B%5C_%7D14.
[6] Claudio Cobelli y col. “Diabetes: Models, Signals, and Control”. En: IEEE
Reviews in Biomedical Engineering 2 (2009), págs. 54-96. issn: 1937-3333.
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