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Abstract
Several problems are introduced. They are not “by the wayside” in the sense that they were once
considered and later discarded. They are very much alive. They are by the wayside, because I believe
they have not beenworked onmuch, yet relate to the Classical Finite Geometries (that is, Lie incidence
geometries of ﬁnite buildings) which I view as central.
© 2005 Elsevier B.V. All rights reserved.
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1. Special sets of H(3, q2) and related ovoids
1.1. A chain of equivalent objects
Finite geometry thrives on equivalences of conﬁgurations.1 Such connections make it
possible to apply the theory of one geometric scenario to another. This subsection reviews
a remarkable chain of equivalent conﬁgurations. All parts of this chain have been perused
piecemeal in the literature—some several times—and I hope I will be forgiven for citing
only a few references [13,17]. My reason for assembling this list is that these objects ﬁgure
in the background for the special sets discussed in the next subsection (in the guise of the
third object in this list). The many manifestations of these objects may thus bring more to
bear on the problem of special sets posed there.
E-mail address: shult@math.ksu.edu.
1 Cryptomorphisms in the language of G.-C. Rota.
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1.1.1. Object 1: subsets of AG(2, q2) whose secants avoid certain slopes
Suppose A∗  AG(2, q2) is the Desarguesian afﬁne plane of order q2, and let ∞ be
its collection of parallel classes. Then ∞, the so-called “line at inﬁnity”, has the “struc-
ture of the projective line PG(1, q2)”.2 Let H ∗ be a Hermitian variety on this projective
line.3 Then, as presented here, H ∗ is a certain collection of 1+ q parallel classes of lines
of A∗.
With a slight abuse of notation we will also let A∗ denote the set of afﬁne points of A∗.
For any subsetX ofA∗, a secant line ofX will indicate an afﬁne line L∗ which intersectsX
in at least two points. Finally, we will let ∗ be the standard completion ofA∗ to a projective
plane on the point-set∞ ∪ A∗.
The object4 which concerns us is a set of afﬁne points F ∗ ⊆ A∗, such that
(i) |F ∗| = q2, and
(ii) no secant line of F ∗ belongs to a parallel class in H ∗.
1.1.2. Object 2: q2 lines of PG(2, q2) intersecting off a Hermitian cone
To continue the construction, suppose (A∗, F ∗, H ∗) are given as above. Then in the plane
∗, F ∗ is a subset of q2 points disjoint from the line∞ none of whose secant lines meets
∞ in its subset H ∗.
Now let  be the dual plane of ∗. The fate of the Hermitian varietyH ∗ in∞ under this
duality can be understood as follows: ﬁrst let r be the projective point of  corresponding
the line ∞ of the dual plane ∗. Then there is a Hermitian variety H ′ deﬁning a cone of
 with vertex r , whose ruled lines correspond exactly to the set H ∗ of points of ∞ in ∗
under the duality.5
LetF be the collection of lines of  corresponding to the point-set F ∗ of ∗ under the
duality. Then here is what we have
1.   PG(2, q2) is a plane with a Hermitian variety H ′ which is a cone with vertex r .
2. F is a collection of q2 lines of  not on r .
3. Any two distinct lines ofF intersect at a point in −H ′.
The triple (,F, H ′) could also have been our starting point, since we can easily recover
the original triple (A∗, F ∗, H ∗) from which the present one was derived. It is just that it
seems easier to construct examples from the ﬁrst construction (for example, Example 2 is
not so easily described from this point of view).
2 I just take this term to mean a set of 1+ q2 points with the group PSL(2, q2) acting on it.
3 Again, just a subset of q + 1 projective points of L∞ stabilized by a suitable subgroup.
4 This object is called an “indicator set”.
5 Frankly, this would be easier for me to state in vector-space language. If V is the vector 3-space over
GF(Q2) underlying plane , then the Hermitian form on V/r can be deﬁned by a Hermitian form on V with
radical r .
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1.1.3. Object 3: an ovoid of H(3, q2) which is a union of hypberbolic lines on a singular
point
Obviously, we can place the plane  into a space P = P(V )  PG(3, q2) containing a
Hermitian variety H = H(3, q2) such that H ∩  = H ′, the cone.6 The “perp” symbols,
“⊥” which ensue are with respect to the polarity associated with (P,H).
Now letO(F ∗) := O(F) :=⋃ {L⊥ |L ∈F}. Since each lineL ofF is non-degenerate
(with respect toH ) and lies in =r⊥, we see thatO is a union of q2 non-degenerate lines on
point r . But there is more: the plane i,j := 〈L⊥i , L⊥j 〉 generated by any pair of these lines,
L⊥i and L⊥j , {Li, Lj } ⊆F, is the “perp” of the intersection L1 ∩L2, which by hypothesis
was non-singular. Thus, the plane generated by any two of these lines is non-degenerate.
It follows that
(O1) The set O(F ∗) just deﬁned is an ovoid of H = H(3, q2) which happens to be the
union of q2 hyperbolic lines of H on a point r, any two of said lines spanning a
non-degenerate plane of (P,H).
Remark. Of course, this is a special kind of ovoid. But it has strong connections in this
world. When such an ovoid is reduced to a 1-system ofQ+(7, q) by the usual trace mech-
anisms, we obtain a locally Hermitian 1-system in the sense of Luyckx and Thas [13,14].
But there are differences. On the one hand, not all locally Hermitian 1-systems are a portion
of some canonical spread obtained from a Hermitian form. On the other hand, most of the
classiﬁcation theorems of the above citations concern what are called semiclassical locally
Hermitian 1-systems. So neither subject generalizes the other, though the links are strong.
My last observation for this subsubsection is that any ovoid of H(3, q2) of the sort
described by condition (O1) is in fact derived from a triple (A∗, F ∗, H ∗) or (,F, H ′)
as in the two ﬁrst parts of the construction. This allows one to interpret a few things. For
example, when we form the non-degenerate plane i,j on r , we may ask just what number
ni,j2 of lines, L⊥, L ∈ F, are there which lie in this plane? The number is in fact the
number of lines ofF which contain the non-singular point ni,j := Li ∩ Lj . Invoking the
duality, it is also the number of points of F ∗ on the secant line of F ∗ in A∗ containing the
dual points L∗i and L∗j of F ∗.7
1.1.4. Object 4: a locally-Hermitian 1-system ofQ−(5, q)
These are the union of q2 reguli containing a line L in Q−(5, q). (This concept was
introduced by J. Thas a number of years ago. For a thorough treatment of 1-systems and the
relevant deﬁnitions, the reader should consult the extraordinary thesis “m-systems of ﬁnite
polar spaces” [13].) These 1-systems are bijective with the special ovoids of H(3, q2) by
the Klein correspondence.
6 In vector-space language, the Hermitian form with radical r that we had on V can be extended to a non-
degenerate form on a 4-dimensional vector-space V containing V as a hyperplane.
7 Kind of a mouthful when you are trying to keep track of the i’s and j ’s. Basically the numbers ni,j record
(with repetitions) the sizes of the secant lines of F ∗.
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1.1.5. Object 5: line spreads of PG(3, q)
Consider a locally Hermitian 1-system as just above. If we adjoin the line L to the
collection of anisotropic lines which are the orthogonal polars of the spaces of the q2 reguli,
one obtains a line-spread of L⊥  PG(3, q).
Conversely, if L is any member of a line-spread S of PG(3, q), one can impose a
quadratic form Q on the vector space W supporting PG(3, q) which has 2-dimensional
vector subspaceR as radical and which induces an anisotropic form onW/R. Then all lines
ofS − {L} are exterior to the quadric. Then the quadratic form (W,Q) can be extended
to a form (V , Qˆ) supportingQ−(5, q). Taking the polars of each element ofS− {L} with
respect to the form (V , Qˆ) recovers the locally Hermitian 1-system above.
1.1.6. Object 6: translation planes of order q2 with kernel GF(q)
The correspondence of the line spreads of PG(3, q) to such translations planes has such
a venerable history that no further comment is needed.
1.2. Special constructions of GQ’s of order (q2, q2); (0, 2)-subsets of H(3, q2) and
ovoids of the previous section
In a paper byThas andmyself [26] there appears a construction of generalized quadrangles
of order (q2, q2) provided the quadric Q−(5, q) possesses a collection of 1+ q2 pairwise
disjoint totally singular lines with the property that any three of them span the 5-space.
Rephrasing what this looks like under the Klein correspondence, one obtains a set S of
points of H := H(3, q2) with these properties:
(1) |S| = 1+ q2.
(2) Any point of H(3, q2)− S is perpendicular to 0 or 2 points of S.
It is an exercise to show that in the presence of condition (1) one may replace (2) by the
condition
(2′) Any three distinct points of S span a non-degenerate plane—that is, a plane  which
meets H at a unital.
Such sets S have been called (0, 2)-subsets of the Hermitian variety H(3, q2) although
this term seems to conﬂict with other uses of the term in the literature.8 For the purposes
of this paper only, we shall refer to them simply as special sets in H(3, q2).
Suppose S is such a subset in H . Then for any point x ∈ S, and for any two secant lines
of S in PG(3, q) which contain x, the plane they generate is non-degenerate. Thus, as in
the previous section, the union of these secant lines meets H in an ovoidOx(S) ofH which
is the object of Section 1.1.3 and so all of the theory of the previous section is at work.
But it is not actually clear at ﬁrst sight that a coclique S of H satisfying (1) and (2′)
actually exists. We shall show that this is true when q is odd.
8 For a person raised on semiquadratic sets, “(0, 2)-subsets of PG(n, q)” might refer to sets of points having
no tangents and whose secant lines pick up exactly two points—for example hyperovals of planes of even order.
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For this, we need to consider a 4-dimensional vector-spaceV overGF(q2) equippedwith
a non-degenerate Hermitian form h : V × V → GF(q2) such that the singular 1-spaces
form the Hermitian variety H  H(3, q2). We record this elementary
Lemma 1. Let {a, b, c} be three pairwise distinct singular vectors of V. Then 〈a, b, c〉V is
a non-degenerate 3-subspace of V if and only if
tr[h(a, b)h(b, c)h(c, a)] = 0, (1)
where tr : GF(q2)→ GF(q) denotes the trace mapping.
There exists a scalar  ∈ GF(q2) − GF(q) with the property that q = −. Then
ker tr = GF(q). If q is odd (as we assume from now on), the non-zero elements of this
kernel correspond to the unique involution t in the group T := GF(q2)∗/GF(q)∗ 
Z(q+1) where F ∗ denotes the multiplicative group of non-zero elements of the ﬁeld F . One
also notes that if vector a is replaced by its scalar multiple a, the left-hand side of the
inequality (1) is multiplied by N() :=  · q , the norm of . So for any three singular
vectors {a, b, c}, we may let
z(a, b, c) := h(a, b)h(b, c)h(c, a)GF(q)∗.
Then z(a, b, c) is either zero or is a coset of GF(q)∗ and so is an element of the group T .
Note that
z(a, b, c)= z(a, b, c) for all (,, ) ∈ GF(q2)(3), (2)
z(a, b, c)= z(b, c, a)= z(c, a, b), and that (3)
z(a, b, c)= z(b, a, c)q , (4)
where the exponent indicates the effect induced on T by the qth power mapping on
GF(q2)∗. Because of these equations, z can be viewed as a mapping from oriented
3-cocliques of H(3, q2) into the group T .
We can then rephrase the above lemma by saying that
(4′) 〈a, b, c〉V is a non-degenerate 3-subspace of V if and only if z(a, b, c) is not in {0, t}.
Now let e1, e2, e3, e4 be an orthonormal basis of V , with respect to the form h.
Fix  ∈ GF(q2) and let
W = {a1e1 + a2e2 + a3e3 + a4e4|(a1, . . . , a4) ∈ GF(q)(4)},
the GF(q)-linear combinations of the vectors e1, e2, e3 and e4. Then all Hermitian inner
products h(u, v) of elements ofW belong to the ﬁeldGF(q) and the functionQW : W →
GF(q), whose value at u is h(u, u), is a quadratic form on theGF(q)-spaceW of signature
(1, 1, 1, N()). Clearly,  can be chosen so that (W,QW) is an elliptic quadric.With such a
choice we obtain a set S′ of (1+ q2) singular vectors each spanning its own singular point
of the elliptic quadric. Then all Hermitian inner products h(si, sj ) are non-zero elements of
GF(q) for distinct elements si, sj of S′. It follows that z(si, sj , sk)=1 ∈ T for all 3-subsets
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{si, sj , sk} of S′. Thus by (4′) the collection of 1-subspaces
S := {sGF(q2)|s ∈ S′}
is a set of singular points of H satisfying the conditions (1) and (2′) given for S at the
beginning of this section.
Thus, we have constructed a particular (0, 2)-set S in H(3, q2) which admits the group
PO−(4, q)  PSL(2, q2). We call this the semiclassical construction for the reason that
each of the derived ovoidsOx(S), x ∈ S seems to come from the semiclassical construction
of a triple (A∗, F ∗, H ∗) (Object 1 of Section 1.1.1) where F ∗ is a subplane AG(2, q) of
A∗ whose line at inﬁnity is disjoint from H ∗.
Remark. One suspects that the generalized quadrangle of order (q2, q2) obtained from a
semiclassical (0, 2)-subset ofH(3, q2) by the construction of [26] is a classical quadrangle.
But this raises the question whether other spurious (0, 2)-subsets (if they exist) might lead
to non-classical GQ’s of this order. No non-classical GQ of order (s, s), s odd, is known,
and the possibility that non-semiclassical (0, 2)-subsets of H(3, q2) might exist is what
drives the interest in these subsets S.
We enshrine the previous sentence in the following:
Problem. Find special subsets of H(3, q2) which are not semiclassical.
Remark. It is very easy to produce sets S of 1+ q2 points forming a coclique of the graph
(H,⊥) of the perpendicular relationship onH =H(3, q2)—such a subset chosen from any
ovoid of H(3, q2) will do. What is not so easy is to get condition (4′), that asserts that any
three of these points generate a non-degenerate plane in (PG(3, q2), h). This amounts to
showing that z(a, b, c) is never in {0, t} for any 3-subset of S. This requires an examination
of all 3-subsets of S.
So it is of interest to point out a case where this veriﬁcation can be made local in the
sense that one only has to examine 3-subsets of S containing a given point x.
Lemma 2 (The z-square lemma). LetT=GF(q2)∗/GF(q)∗  Zq+1,whereq ≡ 1mod 4.
Let S be any coclique in the graph (H(3, q2),⊥), and let
zS : 3-sets of S → T
be the restriction of z to the 3-sets in S.
Fix an element x in S. Assume the following condition about x.
(sq(x)) For every pair of distinct points a and b in S − {x},
z(x, a, b) is a square in the group T . (5)
Then condition (4′) holds for S—that is 〈a, b, c〉V is a non-degenerate plane for each
3-set {a, b, c} in S.
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1.3. The reduction from H(3, q2) toQ+(7, q)
Let us speak in terms of forms on vector spaces for a while. Speciﬁcally h is assumed
to be a non-degenerate Hermitian form on a 4-dimensional vector space V over the ﬁnite
ﬁeldGF(q2). Simply by restricting the ﬁeld, we may regard V as an 8-dimensional vector
space,W overGF(q), which now inherits a quadratic formQ whereQ(w) := h(w,w). It
follows that (V , h) and (W,Q) not only share the same set of vectors, but that a vectorw of
W is singular with respect to Q if and only (as a vector of V ) it is singular with respect to
the Hermitian form h. There is more: the bilinear form B : W ×W → GF(q) associated
with the quadratic formQ is deﬁned by
B(u, v) := tr(h(u, v)) for all u, v ∈ V .
Thus, we see that if u and v are perpendicular with respect to the Hermitian form h, then
they are also perpendicular with respect to the form B.
Thus each 1-subspace of V becomes a 2-subspace ofW , in this way forming a spread of
2-subspaces of W which we herefter call the canonical spread of P(W) = PG(7, q). Our
observations also imply that if n is a non-singular 1-subspace of V then its corresponding
2-space in (W,Q) is anisotropic; but that a singular 1-space s of V corresponds to a totally
singular 2-subspace ofW . So the lines of the canonical spread of P(W) are partitioned into
two setsN+S of anisotropic (N) and totally singular 2-subspaces (S) ofW .
IfA and B are two spread-lines inS, thenA+B is a subspace which is either (a) totally
singular or (b) a space supporting the hyperbolic quadricQ+(3, q). On the other hand if A
and B are inN, then the quadric associated with the space they span in P(W) is either (c)
a single radical line inS or (d) aQ+(3, q).
Cocliques in the quadricQ+(7, q) belong to pairwise distinct lines ofS and these lines
become cocliques of points of the Hermitian varietyH(3, q2) determined by (V , h). In fact
that principle provides the reason that we look at the space (W,Q) at all in connection with
Problem 1. Transferring the discussion from (V , h) to (W,Q) provides one with a more
elaborate descriptive environment in which to mine for (1+ q2)-cocliques which might be
candidates for special subsets of H(3, q2). In particular, there are the elliptic quadrics. We
have already seen that certain ones give rise to the semiclassical special sets. But there are
many other elliptic quadrics. Can any of these produce special sets of H(3, q2)?
2. Ovoids and m-systems in polar spaces and elsewhere
2.1. Ovoid numbers for polar spaces
Attached to each ﬁnite non-degenerate polar space  of rank at least two are two
invariants:
• The rank r, which is number of dimensions assumed by the non-empty singular subspaces.
The minimal singular subspaces are called “polar points”, and the maximal singular
subspaces are PG(r − 1, q)’s.
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• The order (s, t) of the residual quadrangle, that is, the classical generalized quadrangle
deﬁned by the form induced on S⊥/S, where S is any (possibly empty) singular subspace
of codimension two in a maximal singular subspace.
A third important number, the ovoid number of , is determined by the above invariants
r , and (s, t) according to the formula
O()= 1+ sr−1t . (6)
For the classical polar spaces of rank r these parameters are given in the following
tabulation:
Polar type (s, t) Ovoid number
Q(2r, q) (q, q) 1+ qr
Q+(2r − 1, q) (q, 1) 1+ qr−1
Q−(2r + 1, q) (q, q2) 1+ qr+1
W(2r − 1, q) (q, q) 1+ qr
H(2r − 1, q2) (q2, q) 1+ q2r−1
H(2r, q2) (q2, q3) 1+ q2r+1
2.2. m-systems
The signiﬁcance of the ovoid numbers is explained here.
A collection of polar points, no two of which are collinear is called a partial ovoid or
a point-coclique since it is a coclique (or independent set) in the point-collinearity graph.
If such a set O possesses the property that every maximal singular subspace contains a
member of O, then such a set O is called an ovoid of the polar space .
From the deﬁnition, an ovoid is maximal in the poset of partial ovoids, but the converse
need not be true. In fact, some polar spaces may not possess ovoids at all. The following is
a long outstanding
Problem. Does the polar space Q+(2r − 1, q) possess an ovoid when the rank r exceeds
four? (The answer is “yes” for r4.)
A spread of a polar space is deﬁned to be a collection of maximal singular subspaces
such that every polar point lies in a unique member of—in other words, the members of
partition the points. It had long been noticed that the size of a spread is the same as the size
of an ovoid—at least in the cases where existence allows the two numbers to be compared.
So it was Jef Thas’ idea that maybe these are two cases of one theorem.9
Suppose  is a ﬁnite non-degenerate polar space of rank at least two with thick lines.
A partial m-system is a collection of pairwise opposite singular m-spaces. (The m refers
9 It is only because he generously shared these ideas with me at an early stage that I even got in on the act.
We talked about it, then he proved the ﬁrst theorem below, and I used his ideas to prove the second.
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to projective dimension; two singular m-subspaces are said to be “opposite” if and only if
their span in the natural module is non-degenerate.)
Theorem 3 (Shult andThas [27]). In any ﬁnite non-degenerate polar space, the cardinality
of a partial m-system cannot exceed the ovoid number.
Just as we did for partial ovoids, we deﬁne an m-system to be a partial m-system whose
cardinality achieves the upper bound, which is the ovoid number. (Thus in a polar space of
rank r , a 0-system is an ovoid and an (r − 1)-system is a spread.)
Theorem 4 (Shult and Thas [27]). Suppose  is an m-system of a ﬁnite non-degenerate
polar space  and let M be any maximal singular subspace of . Then the number of points
of M which lie in some member of  is |PG(m, q)|.
Now this has raised a larger question.When dom-systems exist? Long beforem-systems
had been introduced, these questions had been asked and partially answered for ovoids and
spreads in a number of surveys.Aside from the problem about ovoids in hyperbolic quadrics
posed above: we know from the oriﬂame phenomenon that Q+(2r − 1, q) cannot exhibit
a spread when r is an odd integer.
Let us consider a remarkable example: Luyckx and Thas [14] recently proved that there
is in fact a unique 1-system forQ−(7, q).
2.3. Are there ovoids and m-systems outside the world of polar spaces?
Many years ago, Peter Kleidman proposed to the writer and RobWilson that any “ovoid”
could be deﬁned in terms of two types A and B of objects in any geometry.10 An ovoid
O(A,B)—according to Kleidman—ought to be a collection of objects of type A such that
every member of type B is incident with exactly one member of the speciﬁed collection
O(A,B).
For example, if S is a class of singular PG(d)’s in the enrichment of a parapolar space
(P,L) (in particular a classical polar space), then an ovoid O(S,P) would simply be a
spread of the parapolar space by singular PG(d)’s—something well within the vocabulary
of the time.
But there are many more interesting cases. One can calculate, for example, that this can
only happen between two classes of maximal singular subspacesA andB ofQ+(2r−1, q)
when the rank r of the Q+(2r − 1, q) is a power of 2. Other pairs (A,B) have yet to be
investigated: for example when A and B are the types for points and symplecta in the ﬁnite
metasymplectic spaces or other long-root geometries such as the Lie incidence geometries
E6,4(q), E7,7(q), E8,1(q) and the polar Grassmannians of lines. Another interesting case
appears in our discussion of “ovoidal hyperplanes” in the next subsection.
10 This was late at night at a meeting in Oberwolfach, but I still remember it.
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So one could propose
Problem. 1. Kleidman’s deﬁnition does not refer to numbers, and somakes sense in inﬁnite
geometries. Is there a science to this?Are their theorems telling us, for certain pairs of nodes
of the spherical diagrams, that Kleidman-type ovoids cannot exist?
2. Of course one could replace A and B by subsets (rather than elements) of the type set
and then rephrase Kleidman’s deﬁnition in terms of two classes of ﬂags, rather than two
classes of objects.
3. In a ﬁnite non-degenerate polar space, the number of elements in an ovoid is the same
as in a spread. Is this true for Kleidman-type ovoids in general—that is, is the ovoid number
|O(A,B)| equal to the ovoid number |O(B,A)|?
The answers to the ﬁrst two parts of the question seem to be open, but the answer to the
third part is easily seen to be “yes”.
Still, Kleidman’s generalization does not seem to open the door to corresponding gen-
eralizations of the deﬁnition of “m-system”. You will recall that an m-system was deﬁned
to be a set of pairwise opposite objects of type m in a ﬁnite classical polar space whose
cardinality reached a certain number, the ovoid number. Somehow, we do not need this
number in deﬁning either an ovoid or a spread (the Kleidman deﬁnition renders these as
O(P,) and O(,P) where P is the full set of polar points and  is the collection of all
maximal singular subspaces). Yet the “in between types”—the m-systems can be deﬁned
only by requiring their cardinality to reach the bound of the ovoid number. Is there an
intrinsic deﬁnition of m-system free of ovoid number |O(B,A)|?11 Could one produce a
diagram-level generalization of the m-system phenomenon for polar spaces?
Problem. 1. Find a satisfactory deﬁnition for “m-system” that would work in any spherical
diagram.
2. Can such a general deﬁnition ever accommodate the analogues of Theorems 3 and 4
above?
Remark. There are several properties that make m-systems work in polar spaces, which
may be unavailable for general diagrams.One is that two polar points are opposite if and only
if they are not incident with a common maximal singular subspace and that two maximal
singular subspaces are opposite if and only if they are not incident with a common point.
Generalizing, this would be the condition
(T(A, B)) Two objects of type A are opposite if and only if they are not incident with a
common member of B;
as well as the condition T (B,A). One naturally suspects that these two conditions are
necessary in order to force generalized m-systems to be pairwise opposite objects.
11 This question came up recently in a conversation with Dierdre Luyckx, Heinrik Van Maldeghem, and Jef
Thas.
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But it is easy to see that ifA is the type of the set of points of a parapolar space, then there
exist pairs of points (the “special pairs” of the parapolar space) which are incident with no
further object of the building geometry, yet are not “opposite”. So in these cases T (A,B)
fails for any choice of B.
2.4. Ovoidal hyperplanes of rank-three dual polar spaces
This section concerns a particular example of an ovoid in the sense of Kleidman. Let 
be a classical polar space of rank three deﬁned by a sesquilinear or quadratic form on a
vector space V . This is a geometry containing three types of objects: singular 1-subspaces
of V (or “polar points”,P), singular 2-subspaces of V (or “polar lines”,L) and singular
3-subspaces of V (or “polar planes”, ). Now, an ovoid O(,L) would be a certain
collection of polar planes with the property that every polar line is incident with a unique
member of this collection.
The point-line geometry ∗ := (P,L)= (,L) is called a dual polar space of rank
three. It enjoys these properties
1. The point-collinearity graph has diameter three.
2. In this graph each line is a gated clique (the near-polygon axiom).
3. The convex closure of any two intersecting lines is a subspace of (P,L) which is a
generalized quadrangle called a “quad”. (We render this axiom by saying that “quads
exist”.)
4. The point-collinearity graph of each quad is a gated subgraph of the point-collinearity
graph (Cameron’s axiom).
Now what does the Kleidman-type ovoid O(,L) look like in the dual polar space
∗? It becomes
(OH) a collection H of dual polar space points with the property that any (dual polar space)
line is incident with a unique point of H.
Remark. In any point-line geometry	′=(P′,L′), a subsetH ′ of points with the property
that any line has either all or exactly one of its incident points in H is called a geometric
hyperplane of 	.
In [16], Pasini and Shpectorov made a study of geometric hyperplanes of rank three dual
polar spaces which intersected the quads in a uniform way: either as subquadrangles or as
ovoids of the quadrangles.12 In the latter case, no pair of points in H can be collinear and
they called such an H a locally ovoidal hyperplane. But we can recognize it as a set of
12 Hyperplanes of dual polar spaces of rank three is a very rich subject.Aside from the role they play in deﬁning
generalized hexagons [24,30,31], their possible structures have been investigated by Andreas Brauer (personal
communication 15 years ago) and in the recent work by Harm Pralle [18,19]. The feasibility of reconstructing
the dual polar space from the hyperplane complement is the focus of recent work of Rieuwert Blok (personal
communication).
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dual polar space points satisfying axiom (OH) above—that is, it is an ovoid O(P,L) in
the sense of Kleidman.
Such an ovoid H = O(P,L) has a very interesting property: Its points (H) together
with the full collection (Q(H)) of its intersections with the quads (each being an ovoid
of the latter) form a point-line geometry H¯ := (H,Q(H)) which is a partial geometry.
(Eyebrows should go up at this point, for partial geometries are hard to come by!)
Suppose the residual quadrangles of the initial rank three polar space  have order (s, t).
Then the quads of the dual polar space ∗ have order (t, s). Such quads intersect H at an
ovoid of the quad forming an element of Q(H) and having exactly 1 + ts points. If two
points of H have distance 2 in the point-collinearity graph of the dual polar space ∗, then
they lie in a unique quad meeting H at a unique element of Q(H). If the two points of H
are at distance three in the point-collineary graph of ∗, then they lie in no common quad,
and hence are not “collinear” in the geometry H¯ := (H,Q(H)). If p is a point ofH not in
an element R¯ := R ∩H , where R is a quad, then p is collinear with a unique element g of
the quad R, and is distance two (in ∗, and hence “collinear” in H¯ ) from precisely those
points of the ovoid R¯ := R∩H which are collinear with g—and that would be 1+ s points.
Thus H¯ is a partial geometry with parameters (s′, t ′, ) where
s′ = st , (7)
t ′ = s(s + 1), (8)
= 1+ s. (9)
One ﬁrst observes that if t = 1 then  = s′ + 1 so we do not obtain a proper partial
geometry. This leaves six cases
Polar type (s, t) s′ t ′ 
Q(6, q) (q, q) q2 q(q + 1) 1+ q
Q−(7, q) (q, q2) q3 q(q + 1) 1+ q
W(5, q) (q, q) q2 q(q + 1) 1+ q
H(5, q2) (q2, q) q3 q2(q2 + 1) 1+ q2
H(6, q2) (q2, q3) q5 q2(q2 + 1) 1+ q2
In each case, H¯ contains (1+ st)(1+ s2t) dual-polar-space points.
Problem. Decide the existence or non-existence of the locally ovoidal hyperplanes in each
of these cases.
Remark. 1. Of course no such hyperplane can exist for the fourth case,  = H(5, q2),
since here the quads of its dual polar space have order (q, q2) and so do not possess ovoids
by Payne and Thas [17]. Also in the ﬁrst case, for  =Q(6, q), such hyperplanes cannot
exist for odd q, since the quads of type W(3, q) that appear have no ovoids [28]. Finally,
the case =H(6, q2) seems doubtful since (as remarked in [29]) the residual quadrangle
H(4, q2) is not known to have a spread, and so the dual of these, which are quads of the
dual polar space, are not known to have ovoids.
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2. I ampleased to informyou that very recent jointwork ofB.Cooperstein andA. Pasini13
has shown that in the third case (the one forW(5, q)) no locally ovoidal hyperplane exists.
(This breakthrough is signiﬁcant for this particular case had been studied by others for a
number of years.)
2.5. Disjoint ovoids
2.5.1. The ﬁrst example using a special ovoid
In this section we are only interested in disjoint ovoids of Q+(7, q), q odd. In this
particular polar space (and its point-residues) ovoids produce translation planes and may
yet reveal unexplored relations with ﬂocks so they deserve special attention.
Many years ago, the following ovoid was presented [23]. It is described by listing (up to
scalar multiples) the actual vectors which produce the desired collection of pairwise non-
orthogonal 1-dimensional vector-subspaces. The vector space in question is (V ,Q) where
V =GF(7)(8) and the quadratic formQ is the “sum of squares form”—that isQ is deﬁned
by
Q(a1, . . . , a8)=
8∑
1
a2i .
Nowconsider the collectionof projective points (1-dimensional vector subspaces) spanned
by the following vectors
A := ((±1)7; 0), (10)
B := ((0)4, (±3)3; 1), (11)
where (following Conway) the notation is intended to indicate that the vectors in A have
entries±1 in the ﬁrst seven coordinates and zero in the eighth coordinate, while the vectors
in B have four of their ﬁrst seven entries equal to zero and three of them equal to±3 in any
order. The eighth coordinate is always+1 for these vectors. Thus |A|× ( 12 )=64 records the
number of projective points described by the set A and |B| = 280 is the number of points
described by the second set. The reader may verify that each of these vectors is singular
(i.e. Q(v) = 0 ∈ GF(7)) and that (except for a vector v ∈ A and its negative −v) no
two of them comprises a perpendicular pair of vectors. Setting O8 = {〈v〉|v ∈ A ∪ B}, and
observing that
|O8| = 64+ 280= 344= 1+ 73,
the ovoid number, one must conclude that O8 is an ovoid ofQ+(7, 7).
One will notice that the eighth coordinate was singled out in this construction. It is the
position of the “zero” among the vectors ofA and it is the position of the scalar entry which
has the ratio ±3 to the other three non-zero entries in the vectors of B. Thus, by simply
13 Personal communication from Cooperstein.
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changing the special coordinate we obtain eight distinct ovoids: O1, . . . ,O8. There are two
observations:
1. These ovoids share no projective point—that is they are pairwise disjoint.
2. Suppose a polar line L connected a point p in Oi to a point in Oj , i = j . If p has shape
((±1)1, 0), then that line meets no further ovoids other than Oi and Oj . If p has shape
((±3)3, 04, 1), then line L can be transverse to 2 or 4 of the ovoids.
What does this mean? Well, if you pick a point p = 〈(17; 0)〉 in O8, no line through
p picks up more that one point of O1 ∪ · · · ∪ O7. That means that these lines describe a
disjoint union of seven ovoids in the quadricQ+(5, 7) supported by p⊥/p. Given the Klein
correspondence it says something about partial packings in PG(3, 7) by lines.
2.5.2. The Conway examples
Conway et al. [12] produced two constructions of ovoids of Q+(7, q) (q odd) which
were generalized by Moorhouse [15]. The construction depends on one of those amazing
miracles that sometimes occurs when very different mathematical disciplines converge.
Theorem 5 (see Serre [21, p. 110]). The E8 root lattice is a discrete subgroup L of Eu-
clidean 8-space; R(8) with the “sum of squares” form Q, generated by these vectors:
((±1)2, 06) (the zeroes in any position), (12)
((1/2)(±1)8) where the product of the signs is positive. (13)
Then L is an “even lattice”. That means
1. The “dot product” of any two vectors of L is an even integer.
2. The determinant of the Grammian of any minimal spanning set is±1—that is, the lattice
has “discriminant one”.
Then, setting Ln := {v ∈ L|(v, v)= 2n} one has
|Ln| = 240
3(n).
where 
3(n) is the sum of the cubes of the positive divisors of n.
The last line records the miracle.
Clearly L1 consists entirely of the 240 vectors producing the 120 points listed above in
(12) and (13). Recall that if v ∈ L1 then also −v is in L1.
Now we know that V2 := L/2L is a vector space over GF(2) and that Q induces a
quadratic formQ2 on V2. Clearly, since all inner products in L are even integers, we inherit
the structure of a symplectic form (V2, B) over GF(2). But each vector v in L is of norm
(v · v) congruent to 0 or 2 (mod 4). If it is zero we call the vector v + 2L “singular” and
setQ2(v + 2L)= 0; but ifQ(v) is congruent to 2mod 4, then we setQ2(v + 2L)= 1 and
say that v + 2L is a “non-singular” vector of V2. Thus, there is a partition of the non-zero
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vectors of V2 into two sets: the 120 non-singular vectorsN and the 135 singular vectors
S. Then (V2,Q2) is an orthogonal geometry of typeQ+(7, 2).
Let p be an odd prime and let Vp=L/pL. Then we do not have to have these worrisome
distinctions between isotropic and singular vectors. There is an inherited inner product Bp
on the space Vp and a vector v + pL ∈ Vp is now “singular” if and only if B(v, v) is an
integer multiple of p. Thus all 240(1 + p3) vectors of Lp are mapped to singular vectors
of Vp.
On the other hand, since p is odd, the vectors of Lp map onto L1 + 2L, the 120 non-
singular vectors ofN. Thus for each non-singular vector n ∈N, one obtains a set Lp(n)
of 2(1 + p3) vectors comprising the ﬁber above the non-singular vector n ∈ V2. Now
Lp(n)=−Lp(n) and checking that there are no other scalar multiples in these ﬁbres, one
sees that Lp(n)+ pL span a set of exactly 1+ p3 singular 1-subspaces of (Vp, Bp).
In [12],Conwayet al. proved that these vector 1-subspaces formanovoidof (Vp, Bp)—that
is, an ovoid of Q+(7, p) (p odd). They also had other constructions in which V3 replaces
V1. Later Moorhouse generalized all of these constructions.
My point here is very simple. If n1 and n2 are two distinct non-singular vectors of V2,
the sets Op(n1) and Op(n2) are clearly disjoint. But are they disjoint modLp? The answer
is yes, provided 2√p<p—that is p> 3.
So in this way, if p> 3, one obtains a collection of 120 pairwise disjoint ovoids of
Q+(7, p). I think one can guess that some tranverse lines intersect three of these. They also
deﬁne a rank 120 geometry 	 in the sense of Tits. Every ﬂag that one can imagine in such
a geometry is a clique of points that lie in a common maximal singular subspaceM of the
polar space which intersects each of these ovoids. Rephrasing this slightly, every ﬂag of the
geometry 	 lies in a chamber ﬂag. Although the geometry 	 is not residually connected,
its rank three truncations are.
Problem. Figure out what these disjoint ovoids are good for.
3. Partial linear spaces with the diagonal axiom
3.1. The general setting of the diagonal axiom
Partial linear spaces are point-line geometries 	 = (P,L) in which any two distinct
points are incident with at most one line.Associated with any point-line geometry, (P,L),
is a point-collinearity graph (P,∼), whose diameter is called the the point-diameter of 	,
and for any point p, the symbol p⊥ denotes p together with all the points it is collinear
with (this is standard notation). The point-line geometry (P,L) is said to be connected if
(P,∼) is a connected graph.
In this section, we are concerned with the following hypotheses on 	= (P,L):
(PS)0 	 is a connected partial linear space each point of which is incident with at least two
distinct lines.
(PS)1 If p is a point and L is a line, then either
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(a) p⊥ ∩ L is empty, or
(b) p⊥ ∩ L is a proper subset of L containing at least two points.
(PS)2 (P,L) satisﬁes the diagonal axiom, namely
(D) If x and y are distinct points of a line L, and u and v are distinct points of
(x⊥ ∩ y⊥)− L, then u is collinear with v.
Remark. We collectively refer to the three hypotheses (PS)i , i=0, 1, 2, as hypothesis (PS).
Note that this hypothesis does not assume that lines have a constant size, that there is any
kind of bound on the point-diameter, or even that there are ﬁnitely many points.
3.2. Elementary consequences of (PS)
There is an article by Debroey [9] with the same title as this section, and the results of
Cuypers [6] listed below are (PS)-versions of the proofs of those theorems.
Lemma 6. Assume (PS). Let L be a line and let x and y be distinct points of L. If u and v
are distinct points of (x⊥ ∩ y⊥)− L, then u⊥ ∩ L= v⊥ ∩ L.
This common set u1 ∩ L for u ∈ (x⊥ ∩ y⊥)− L, is denoted S(x, y) below.
Lemma 7 (The oriﬂame phenomenon). Assume (PS). Suppose x and y are two distinct
collinear points ofP.Then x and y lie in exactly twomaximal cliques of the point-collinearity
graph (P,∼). (One of these cliques is the point-shadow of the unique line on x and y. The
other is denoted C(x, y).)
Corollary 8. Assuming (PS) holds for the partial linear space 	= (P,L), one has:
1. If a and b are distinct points of S(x, y), then C(a, b)= C(x, y).
2. If a and b are any two distinct points of C(x, y), then C(a, b)= C(x, y).
3. Let C be the collection of all maximal cliques of (P,∼) which are not point-shadows
of a line ofL. Then any two distinct elements of C meet in at most one point and any
line ofL meets any element of C in no points or in at least two points. In particular,
(P,C) is also a partial linear space satisfying axiom (PS).
4. If
S := {L ∩ C|(L,C) ∈L× C, |C ∩ L|2},
(we call the elements ofS sublines), then (P, S) is a partial linear space. Every subline
inS lies in exactly one member of C and one member ofL and is the intersection of
these cliques. As a result, two points areL-collinear if and only if they areC-collinear
if and only if they areS-collinear.
Moreover, if L is a line, and S(L) is the set of sublines of S contained in L, then
(L,S(L)) is a subspace of (P,S)which is a linear space—that is a singular subspace.
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Similarly if C ∈ C andS(C) is the set of sublines contained in C, then (C,S(C)) is
also a singular subspace.
Remark. Some authors refer to the partial linear space (P,C), derived from	 in part three
of the Corollary, as a (diagonal) “dual” of 	 = (P,L) and write the former as 	∗ in this
context.
Of course the diagonal axiom is an extremely strong hypothesis. In addition to points and
lines (P andL) one obtains a new class of objectsC as cliques and a sort of basic diagram
C−P−L.
This principle is discussed in a graphical way in Proposition 2.7 of the wonderful paper
of Cuypers [6]. It generalizes and uniﬁes many classical results such as those of Debroey
[9], De Clerck and Thas [10] and Brouwer andWilbrink [2], using the arithmetic notion of
-regularity, and certain arithmetic bounds on -graphs or line-size in terms of . There is
much more in this paper whose centerpiece is the diagonal axiom.
In the next section, we take another point of view that involves no arithmetic, but on the
other hand assumes that there are restrictions on the sort of subspaces that can be generated
by two intersecting lines.
3.3. Blocks
A block of 	 = (P,L) is deﬁned to be the subspace of 	 which is generated by two
intersecting lines. We also require that any block is itself generated by any two of its
intersecting lines—so no “block” can properly contain another.We say that a geometry has
blocks if and only if any two intersecting lines generate a subspace that is a block—that
is, a subspace that does not contain a proper subspace generated by two intersecting lines.
So to assert that a point-line geometry has blocks is not actually a truism.
There is an extensive literature concerning a “Fischer program” which seeks to identify
geometries with speciﬁed subgeometries generated by two intersecting lines. If these sub-
geometries are always generated by any two of their intersecting lines, then they are blocks.
The famous theorems of Veblen–Young on projective spaces and that of F. Buekenhout on
afﬁne spaces are classical examples of such theorems where the blocks are respectively
projective planes with thick lines and afﬁne planes with at least four points on a line. The
literature goes far beyond this and I cannot recount it all here.14
Clearly the nature of the blocks controls many of the features of a point-line geometry.
We list here a few properties that a geometry	= (P,L) inherits from its blocks: (i) partial
linear space, (ii) gamma space, (iii) Pasch’s axiom, (iv) axiom (PS)1 above, -regularity
and any other assertions about x⊥ ∩ L where x is a point not on line L.
But one should note that the diagonal axiom is not inherited from blocks.
In this subsection we are interested in blocks in geometries which satisfy (PS). Clearly
the blocks themselves must satisfy (PS).
14 Perhaps the most impressive of these theorems is that of Cuypers, which, building on theorems of J. Hall,
have extended Beukenhout’s theorem to the case that the blocks are afﬁne and dual-afﬁne planes (this does not
require ﬁniteness in most cases).
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Lemma 9. Assume the hypothesis (PS) and supposeB is a block.LetL(B) be the collection
of all lines which lie entirely in the subspace B. Then every point of B lies on at least two
lines ofL(B).
Proof. Suppose x and y are distinct points of some line L inL(B). If x lies on a further
line N ofL(B) which is distinct from L, then by (PS)1, y is collinear with a point z of N
distinct from x. Thus y also lives on at least two lines ofL(B).
SinceB is generated by a connected set (two intersecting lines), (B,L(B)) is a connected
geometry. But in the previous paragraphwe have just shown that the set of points ofB which
lie on at least two lines ofL(B) is a connected component of B. The lemma follows from
this.
Now ﬁx a block B ∈ B. Then by the previous lemma 	B := (B,L(B)) satisﬁes all of
the axioms (PS)0, (PS)1, and (PS)2. Similarly we let C(B) denote the maximal cliques of
(B,∼) which are not the lines ofL(B) and letS(B) be the collection of sublines of B.
The collection C(B) is easily seen to be those intersections of elements of C (the maximal
cliques of (P,∼) not inL) with the subspace B which contain at least two points of B.
We write this
C(B) := {C ∩ B|C ∈ C, |C ∩ B|2}.
Then, we see
Corollary 10. 1. (B,C(B)) and (B,S(B)) are all partial linear spaces.
2. Every subline S ofS(B) lies in a unique element of C(S) of C and a unique element
L(S) ofL(B), and is the intersection L(S) ∩ C(S). Note that C(S) ∩ B, like L(S), is a
subset of B properly containing S.
3.4. Global properties of 	 derived from the properties of the blocks
We continue our discussionwith the axioms (PS)0, (PS)1, and (PS)2 in place for the point-
line geometry	= (P,L). Now letB be the collection of all.L-subspaces of	= (P,L)
which are generated by two intersecting lines—that is, the “blocks”.
Theorem 11. Suppose each member B ofB satisﬁes this property:
(PS)3 Let C1 and C2 be two distinct elements of C(B). Then some point of C2 is collinear
with some point of C1.
Then for every point p not in a block B, the set p⊥ ∩ B is either empty, or is an element of
C(B). In particular the subspaces ofB are convex.
Proof. Suppose z is a point of p⊥ ∩B where p is a point not incident with a block B. Then
for each line N ofL(B) (the lines of the subspace B) on the point z, p⊥ ∩ N is a subline
ofS(N), which, together with p, lies in a unique clique C′z of C. Then Cz := C′z ∩ B ∈
C(B), Cz is contained in p⊥ ∩ B and meets each line of B on z at a subline of at least two
points.
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Now suppose p was also collinear with a point y in B−Cz. Then by the argument of the
preceeding paragraph, p⊥ ∩B also contains a clique Cy ∈ C(B). By (PS)3 there is a line L
meeting both Cz and Cy non-trivially. But these two intersections L∩Cz and L∩Cy are in
fact the same subline p⊥∩L. Since (B,C(B)) is a partial linear space, this forcesCz=Cy ,
against our choice of y. Thus we see p⊥ ∩ B = Cz, an element of C(B). The theorem is
proved.
Theorem 12. Assume the following axiom:
(PS)+3 Every block B has the following property: for each clique C in C(B) and point y in
B − C, y is collinear with at least one point of C.
Then the point-collinearity graph (P,∼) of 	 has diameter exactly two.
Proof. Recall that (PS)0 requires 	 to be connected. Suppose by way of contradiction that
x and y are two points at distance three in (P,∼). Let (x, a, b, y) be a geodesic path
connecting x to y in (P,∼) and let L1 := xa, L2 := ab, and L3 := by be the connecting
lines. LetB := 〈L1, L2〉	 be the block determined by the intersecting linesL1 andL2. Now
as observed in the previous theorem (even without using (PS)3), y⊥ ∩B at least contains a
clique Cy ∈ C(B).
Now by (PS)+3 the point x is collinear with a point c in Cy . Then (x, c, y) is a path of
length two in (P,∼) connecting x and y, contradicting our initial assumption. The proof
is complete. 
3.5. A sufﬁcient condition for the diagonal axiom
When can we infer the existence of the diagonal axiom from its presence in the block-
subspaces?
Suppose every block B of the point-line geometry 	 = (P,L) satisﬁes the following
properties:
1. If L is a line of B and x is a point of B not on L, then x⊥ ∩L cannot be a set consisting
of a single point.
2. The block B itself satisﬁes the diagonal axiom.
3. B is 2-convex—that is, any point collinear with two non-collinear points of a block,
must lie in that block.
In effect, the ﬁrst two hypotheses assert that the axioms (PS) hold for each block B =
(B,L(B)), which, as a subspace, is regarded as a point-line geometry by itself. So in
particular there is a class of maximal cliques C(B) of the point-collinearity graph (B)
induced on B so that any two distinct collinear points lie in exactly two maximal cliques of
(B), one being a line ofL and the other being a clique of C(B).
Lemma 13. Assume each block of 	 = (P,L) satisﬁes the hypotheses listed just above.
Suppose B is a block, and y is a point outside B collinear with at least one point u of B.
Then y⊥ ∩ B ∈ C(B).
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Proof. Since B is 2-convex, y⊥ ∩ B is a clique, and this clique meets each line in either
the empty set, or in at least two points. Since each point of B is on at least two lines
(a consequence of (PS) and the fact that it is generated by two intersection lines), we see
that the clique y⊥ ∩B cannot be contained in a line. It follows that y⊥ ∩B lies in a unique
maximal clique C of C(B).
We claim that y⊥ ∩ B = C. Assuming otherwise, there exists a point x ∈ C − y⊥ ∩ B.
Choose a point u in y⊥ ∩ B. Now there is a line L on x and u (since C is a clique), and
by hypothesis there is a line N on y and u. Since the block B2 := 〈L,N〉 is a 2-convex
block containing x and y at distance two, we see that B2 ⊇ y⊥ ∩ B. Thus y⊥ ∩ B is
contained in B ∩ B2. Since the blocks B2 and B are distinct and are generated by any two
of its intersecting lines, the intersection B ∩B2, is either a line or is the point u. The former
alternative is excluded by the ﬁrst paragraph of this proof, and the second is excluded by the
ﬁrst of the three axioms we have imposed on the blocks, as well as the fact that x ∈ B ∩B2.

Thus no such x exists, and the conclusion holds.
Corollary 14. Suppose every block B of the point-line geometry	=(P,L) satisﬁes axiom
(PS) and is 2-convex. Then the diagonal axiom (D) holds for the geometry 	.
Proof. Let us recreate the set-up for the diagonal axiom. Suppose L is an arbitrary line and
x and y are distinct points not incident with L each of which is collinear with a pair {u, v} of
distinct points of L. Now let N be a line on x and u and form the block B := 〈N,L〉. Then,
since B is a subspace, it contains v as well. We must show that x is collinear with y.
If y ∈ B then x is collinear with y because the diagonal axiom holds for B, by assumption.
So we may assume y is not in B. Now, by the previous lemma, since y⊥ ∩ B contains
u, we see that y⊥ ∩ B is a clique C belonging to C(B). But C is the unique clique C(B)
containing {u, v}, and this clique contains x. Then x ∈ C = y⊥ ∩ B and so x is collinear
with y. 
The next three subsections produce applications of this theory about blocks.
3.6. Characterization of the classical semipartial geometries of type H(n+1)∗q
In the following, I will use theword “space” for a point-line geometry—that is, a rank-two
geometry. Thus parapolar spaces, Grassmann spaces, etc. are all point-line geometries with
various properties. I use the word “geometry” for an incidence system with possibly many
types of objects. Thus PG(V ) denotes the projective geometry of all ﬁnite-dimensional
proper subspaces of a vector space V with dimension as the type-function, while the
projective space PV is its truncation to types 1 and 2—the projective points and lines.
Recall that an (,)-geometry is a partial linear space with s + 1 points on each line
such that for every non-incident point-line pair (p, L), |p⊥ ∩ L| ∈ {,}. The point-
collinearity graph of such a geometry can have arbitrarily large diameter, but when this
graph is strongly regular and = 0, it is called a semi-partial geometry and many classical
instances of these geometries are described by De Clerck and Van Maldeghem in [11].
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One of them, in particular, is of interest to us. The geometry H(n+1)∗q has as its Points (P),
the lines of a projective space   PG(n+ 1, q) which are skew to a ﬁxed codimension 2
subspace H  PG(n− 1, q). Its Lines (L) are the projective planes of  which meet H
at a single point.
Theorem 15. Suppose 	= (P,L) is a partial linear space which is not just a single line.
Assume the following:
1. Any two intersecting lines generate a subspace isomorphic to the partial geometryH 3∗q .
2. Either (i) the diagonal axiom holds, or (ii) each block is convex.
Then 	 is a (0, q)-geometry of point-diameter 2 with q2 points per line and |x⊥ ∩ y⊥|=
q(q + 1) for each pair (x, y) of distinct non-collinear points. In particular, if some point
lies on ﬁnitely many lines, then (by another theorem of Debroey [9, 11, Theorem 14]) 	 is
the geometry H(n+1)∗q .
Proof. Since 	 has more than one line and 	 is connected, intersecting pairs of lines exist.
Thus the collection of all blocksB is non-empty.
The blocksH 3∗q satisfy (PS)3, and so if the diagonal axiom holds globally, then (PS) holds
and blocks are convex by Theorem 11. Conversely, since (PS) holds for eachH 3∗q -block, if
each is convex, then (PS) holds globally by Corollary 14.
If x⊥ contained a line L for some point not on L, the clique {x} ∪ L would be in the
subspace generated by one the lines connecting x to points of L and L—namely a block. But
the blocks H 3∗q do not contain such cliques. So we conclude that the lines L are maximal
cliques. Similarly, the nature of the blocks and connectedness of (P,∼) show that every
point is on at least two lines. Now it is easy to see that the axioms (PS)0, (PS)1, and (PS)2
all hold. In addition, since all members of B are H 3∗q ’s, the assumptions (PS)3 and (PS)+3
also hold, so 	 is a (0, q)-geometry with q2 points on each line and has diameter 2 by
Theorem 12. In addition, blocks are convex by Theorem 11. Thus when x and y are distinct
non-collinear points, this forces x⊥ ∩ y to be connected by a path of length two, and so
these points live on two intersecting lines generating a block B. Since B is convex we
have x⊥ ∩ y⊥ ⊆ B and the isomorphism type of B forces x⊥ ∩ y⊥ to have q(q + 1)
points.
At this point we have all of the assertions of the ﬁrst sentence of the conclusion of the
theorem.We almost have a semipartial geometry except for the fact they must have an order
(s, t) and be ﬁnite. We have the s but not the t, nor the ﬁniteness.
Now suppose x and y are distinct collinear points. Then each line on x distinct from line
xy intersects a ﬁnite constant number −1 of lines on y and vice versa. It follows that if x is
on exactly t + 1 lines, then so is y. Thus since (P,L) is connected, we see that if one point
is on t + 1 lines, all points are. In that case diameter two and the existence of the constant 
force |P| to be ﬁnite. Now 	 is a semipartial geometry of order (q2− 1, t), and parameters
= q and = q(q + 1). By a beautiful theorem of Debroey [9], 	 is H(n+1)∗q . 
Remark. Notice that the arithmetic data regarding the parameter  is not inferred from any
hypothetical inequalities about the  that appears in the notion of -regularity.
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Instead it comes from specifying the possible blocks and the assumption of their convexity.
On the other hand, the Debroey theorems did not specify blocks. These are just different
theorems.
3.7. Toward a characterization of the symplectic hyperbolic line spaces
Obviously we are missing the geometriesH∞∗q . How do we characterize them? They are
part of a larger class of geometries with the diagonal axiom whose analysis illustrates the
wonderful power of a key theorem of Cuypers [7].
3.7.1. Deﬁnition of the space
Let (V , f ) be a symplectic form on a vector space V over the ﬁeld F and let R denote
the radical of the form f. We deﬁne a point-line geometry HW(V, f ) := (P,L) whose
Points (P) are the set of all non-isotropic 2-subspaces ofV (the hyperbolic lines) and whose
Lines (L) are all 3-subspaces of V which are not totally isotropic. Containment of spaces
is incidence. If F =GF(q) then one readily sees
1. each Line has q2 Points, and
2. if a Point p is not on a Line L then p is collinear in 	 with either zero or q points of L.
What sort of subspace of 	 is generated by two intersecting Lines of 	? That is, what
sort of blocks appear? Let H be a hyperbolic line of the polar space (V , f ). When viewed
as a Point of 	 we write it [H ]. A Line on [H ] is thus a 3-space i := H ⊥ ri where ri is a
polar point inH⊥. If 1 and 2 are two such Lines on [H ], all of the Points and lines of the
block that they generate can be realized as subspaces of the vector 4-subspace 〈H, r1, r2〉.
There are two cases, according as the distinct polar points r1 and r1 are perpendicular or
not.
Case 1: 〈r1, r2〉V = rad〈1,2〉V .We denote this block by the symbolH 3∗F since, whenV
is a vector space over a ﬁnite ﬁeldGF(q), this is the partial geometryH 3∗q with parameters
(s, t, ,)= (q2 − 1, q, q, q(q + 1)) described in [11].
Case 2: 〈⊥,2〉V=H ⊥ K whereK is itself the hyperbolic line 〈r1, r2〉V .Wewill simply
denote this geometry HW(3, F ) (or HW(3, q) when F =GF(q)). There is, however an
exception when q=2. In that case the 20-Point geometryHW(3, 2) is not generated by two
intersecting lines and so is not a block. Blocks in that case have 10 Points, and there are 18 of
these blocks in HW(3, 2). If Lines have more than four Points (equivalently q > 2), which
we shall assume from now on,HW(3, F ) is indeed generated by any two of its intersecting
Lines. Note that for each Point [H ] of the block HW(3, F ), there is a unique Point of this
block at distance three from [H ], namely the hyperbolic lineK := H⊥ ∩HW(3, F ). Thus
when F =GF(q), it is a (0, q)-geometry of order (q2, q), but is not a semipartial geometry
since there is no parameter .
3.7.2. The theorem
Now we are ready for a theorem.
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Theorem 16. Suppose 	= (P,L) is a partial linear space with all lines having at least
ﬁve points. We assume the following:
1. 	 is a connected geometry with at least two distinct lines.
2. Any two intersecting lines generate a subspace isomorphic to H 3∗F or one isomorphic
two HW(3, F ) where F is a ﬁeld with at least three elements in it.
3. The diagonal axiom holds.
Then 	 is isomorphic to a geometry HW(V, f ) for some symplectic form (V , f ).
The ﬁrst thing to observe is that the nature of the blocks, the connectedness, and the
diagonal axiom together imply axioms (PS)0, (PS)1 and (PS)2. Thus we have two new types
of objects: the system of blocks B and the other class C of maximal cliques of the point-
collinearity graph (P,∼) distinct from the lines. In addition each block B inherits a class
of maximal cliques C(B), and one easily veriﬁes that axiom (PS)3 holds for these blocks.
Thus by Theorem 11 the blocks are convex. Of course axiom (PS)+3 fails. None the less
one may conclude
Lemma 17. The point-collinearity graph (P,∼) has diameter at most three.
The remainder of the proof rests on verifying that the geometry (C,P) satisﬁes the
condition of the following theorem of Hans Cuypers.
Theorem 18 (Cuypers [7,8, Theorem 1.1 in each reference]). Let (P,L) be a connected
partial linear space in which any pair of intersecting lines is contained in a subspace
isomorphic to a dual afﬁne plane. Assume that (P,L) contains at least two such planes
and a line with more than three points. Then (P,L) is isomorphic to the geometry on the
non-radical points and the hyperbolic lines of a symplectic polar space embedded in some
projective space of dimension at least 3.
Remark. The reader should be aware that the “polar space” in Cuypers’ theorem is deﬁned
by a quasipolarity with every point absolute. If the radical (the subspace of “defective
points”) has codimension 2, it need not be deﬁned by a symplectic bilinear form (which
would have required the dual afﬁne planes to be coordinatized by a ﬁeld). So the conclusion
of the theorem also includes the geometry of points and lines exterior to a subspace of
codimension two in an arbitrary projective space, perhaps one coordinatized by a non-
commutative division ring. It is a great theorem!
Problem. Could Cuypers’ theorem be parlayed into a theorem giving us point- and line-
inﬁnite versions of Hall’s wonderful copolar theorem? It might make life more convenient
in certain situations.
3.8. Another possible generalization
There are two basic point-line geometries to consider, each satisfying axiom (PS). One
is simply the diagonal dual of the other. On the other hand, both possess a special subcase
in which their common “subline geometry” (P,S) is an attenuated space.
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The (diagonally dual) pair of geometries is described ﬁrst by declaring a (possibly inﬁnite-
dimensional) vector space V together with a vector subspaceW of ﬁnite codimension e2.
Each geometry is simply described by declaring its Points (P) and Lines (L). In both cases
the Points are
P= d-vector subspaces meeting W trivially.
So the geometry is described by its set of lines in the two cases:
HA(V,W, d)+ :L= (d + 1)-subspaces U with dimV (U ∩W)= 1,
HA(V,W, d)− :L= (d − 1)-vector subspaces which are skew to W .
All incidences are containments as vector subspaces ofV. Both spaces satisfy the axioms
(PS) and are diagonal duals of one another.
In the case that e = d (so that Points are the d-subspaces complementingW ) there is no
need to single out d , so we writeHA(V,W)± = (P,L). In the case ofH+ the Lines (L)
are the (d + 1)-vector subspaces supplementary toW; in the case of H− the Lines are the
(d − 1)-subspaces skew toW. Incidence is the usual containment of subspaces.
At ﬁrst sight the spacesHA±(V ,W)may seem to be the attenuated spaceA(V,W)with
the same point set P. But in an attenuated space, the Lines are much smaller; they are the
complements ofWwhich lie in a common ﬂag (A,B) of vector subspaces of codimensions
d − 1 and d + 1, respectively, of V. On the one hand one sees that attenuated spaces
form the common “subline geometry” (P,S) of the diagonal-dual pairHA±(V ,W). (The
attenuated space is thus the complement of a very classical geometric hyperplane of a
Grassmann space.)15 But really, HA(V,W)± is the half-Grassmann space (deﬁned in the
next subsection) minus the points of the Grassmann hyperplane just discussed. For this
reason we call each geometry HA±(V ,W) a half-attenuated space.
In the case thatW has codimension 2 inV, we encounter the spaceHW(V, f ) of Theorem
16, where the radical of the symplectic form f has codimension 2 in V. In this case the
blocks of type HW(3, F ) do not even make an appearance.
In the more general case e=d2, what are the blocks?We describe this forH+(V ,W):
one can show that blocks are bijective with d + 2-subspaces of V which are supplementary
to W. Each such subspace B deﬁnes a block [B]  H+(B, B ∩ W) (where B ∩ W is a
2-subspace (i.e. a projective line). This subgeometry has point-diameter only 2, but when
d > 2, both axioms (PS)3 and (PS)+3 fail. None the less, one can show that blocks are convex.
Can we expect HA+(V ,W) to be characterized as a point-line geometry satisfying
(PS) and having all blocks isomorphic to HA+(B,L), where B and L have vector-space
dimension d + 2 and 2, respectively? The answer is deﬁnitely “no” when d = codimV (W)
is at least three. Suppose also that dim(W)> 3 (this dimension is allowed to be inﬁnite).
Then there exists a group K consisting entirely of quadratic transformations t satisfying
[t, V ] := {vt − v : v ∈ V } = Ct (V )=W . (14)
Then for any d-space A complementing W and t ∈ K we see that [A] and [At ] are at
distance at least three in the geometry 	.
15 The hyperplane in question consists of all d-subspaces of V which meetW non-trivially.
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That means that in the homomorphism 	 → 	/K , the blocks (which are of point-
diameter 2) are isomorphically mapped to blocks. In turn that means that blocks are not
disturbed by the homomorphism 	 → 	/K—that is, the blocks of 	/K are the same as
those of	.Moreover, the point-collinearity graph of	 is aT-cover of the point-collinearity
graph of 	/K and this means the diagonal axiom and all parts of (PS) hold for 	/K .16
Thus one better be prepared to prove a theorem that reads as follows:
Problem. Suppose 	 = (P,L) is a geometry of thick lines satisfying (PS) all of whose
blocks have the formHA+(B,L), where B and its vector subspace L have dimensions d+2
and 2, respectively, and d2. Is it possible to prove that 	  HA(V,W)/K , the factor
geometry of K-orbits where K has an induced action on 	?
3.9. Characterization of the half-Grassmann spaces
We conclude with one last major application of the diagonal axiom.
Let V be a right vector space over a division ring D. For any positive integer d let Vd
denote the collection of all d-dimensional vector subspaces ofV.A half-Grassmann space is
the point-line geometry (P,L)= (Vd, Vd+1) under the incidence relation of containment.
To avoid discussing projective spaces we assume 1<d < dimD(V ) − 1. In an ordinary
Grassmann space whose points are the elements of Vd , the lines are the (Vd−1, Vd+1)-ﬂags.
It is a strong parapolar space in which there is a partition of the maximal singular subspaces
into two classes,M1 andM2, such that each line lies in exactly one member from each
class and is the intersection of these members. That means that if we restricted ourselves
to just one of these classes—sayM1—then the incidence system of Grassmann points and
the members ofM1 form a partial linear space. But in order to make an induction argument
available, wemust insist that the elements ofM1 have ﬁnite projective dimension and so our
incidence system is just (Vd, Vd+1). We call this a classical half-Grassmann space simply
because it utilizes just one of the two classes of maximal singular spaces. Note that it has
the same point-set as a classical Grassmann space, but possesses an entirely different set of
lines. Here, the lines are one class of maximal singular subspaces of a Grassmann space;
the other class is just ignored.
We denote this geometry by the ad hoc symbol HG(V ; d), and, when V = GF(q)(n)
(where GF(q) denotes the ﬁnite ﬁeld of q elements) we write this as HG(n, q : d). Then
2dn− 2, and HG(n, q : d) is a (0, q + 1)-geometry whose point-diameter is d.
Theorem 19 (Shult [25, Chapter 15]). Assume the axioms (PS)0, (PS)1, and (PS)2 which
began this section. They assert that every point lies on at least two lines, that x⊥∩L is never
a single point for any (x, L) ∈ P×L, and that the diagonal axiom (D) holds. Suppose
(HG)3 If L is a line, and x and y are distinct collinear points of P − L with both x⊥ ∩ L
and y⊥ ∩ L non-empty, then x⊥ ∩ y⊥ ∩ L = ∅.
16 HereT is the class of 3-cliques and all other relevant deﬁnitions can be found in Chapter I of Shult [25]
or from the unpublished monograph “Covers of Graphs” of the author.
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(HG)4 (A ﬁniteness condition) As before, for each line L, let S(L) be the collection of
non-empty subsets x⊥ ∩ L that appear as x ranges overP− L. The assumption is
that the linear space (L,S(L)) has the ascending chain condition on its poset of
subspaces.
Then for some integer d > 1, there is a vector space V of (possibly inﬁnite) dimension at
least d + 2 over a division ring D, such that (P,L) is the point-line geometry (Vd, Vd+1)
of d- and (d + I )-dimensional subspaces of V with the containment relation signifying
incidence. In other words, we have a half-Grassmann space.
Remark. Generalizing a theorem of Ray-Chaudhuri and Sprague [20], Cuypers [6, Theo-
rem 4.6] characterized ﬁnite half-Grassmann spaces as a class of -regular geometries with
bounded -graphs, forcing Pasch’s axiom and its dual via Lemma 3.2(i) of Cuypers [6].
A perusal of the hypotheses of Theorem 19 should leave one wondering where the vector
space V came from. After all, we are not given that the linear spaces (L,S(L)) are projec-
tive spaces, although that ultimately happens to be true. So here we cannot use the theorem
of Bichara-Tallini [1]. Instead one must use its contemporaneous cousin, Proposition 6.1
of Shult [22], where symplecta appear via Cooperstein’s Theory (exposed in [3–5]). It all
comes back to the fact that singular subspaces of parapolar spaces are projective.
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