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Abstract
We present a new hybrid algorithm implemented in the code CHIEF (Code
Hybrid with Inertial Electron Fluid) for simulations of electron-ion plasmas.
The algorithm treats the ions kinetically, modeled by the Particle-in-Cell
(PiC) method, and electrons as an inertial fluid, modeled by electron fluid
equations without any of the approximations used in most of the other hy-
brid codes with an inertial electron fluid. This kind of code is appropriate to
model a large variety of quasineutral plasma phenomena where the electron
inertia and/or ion kinetic effects are relevant. We present here the governing
equations of the model, how these are discretized and implemented numer-
ically, as well as six test problems to validate our numerical approach. Our
chosen test problems, where the electron inertia and ion kinetic effects play
the essential role, are: 0) Excitation of parallel eigenmodes to check numer-
ical convergence and stability, 1) parallel (to a background magnetic field)
propagating electromagnetic waves, 2) perpendicular propagating electro-
static waves (ion Bernstein modes), 3) ion beam right-hand instability (res-
onant and non-resonant), 4) ion Landau damping, 5) ion firehose instability,
and 6) 2D oblique ion firehose instability. Our results reproduce successfully
the predictions of linear and non-linear theory for all these problems, vali-
dating our code. All properties of this hybrid code make it ideal to study
multi-scale phenomena between electron and ion scales such as collisionless
shocks, magnetic reconnection and kinetic plasma turbulence in the dissipa-
tion range above the electron scales.
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1. Introduction
Fully kinetic simulations, either via Lagrangian Particle-in-Cell (PiC) [1,
2, 3] or Eulerian Vlasov [4, 5, 6] methods, have become the standard tools to
study kinetic plasma phenomena. They are essential to model self-consistently
the dissipation at small scales and the multiscale processes in a wide variety
of scenarios, often related with turbulence. But these simulations codes tend
to be computationally very expensive, which hinders their applicability to
many practical problems.
On the other hand, fluid models are used to model phenomena either on
large scales and long timescales, like Magnetohydrodynamics (MHD) codes,
or even on small space and timescales under appropriate conditions, like
electron-MHD (EMHD) codes [7, 8]. Even though they are computationally
more convenient than kinetic models, they cannot model self-consistently
dissipation, particle acceleration, resonant processes or phenomena related
with deviations from the thermal equilibrium or quasineutrality.
Hybrid codes bridge the gap between those different approaches and spa-
tial/time scales. A large number of problems require kinetic effects of ions
and fluid descriptions of electrons. This is especially true at frequencies lower
than the ion cyclotron Ωci or spatial scales much larger than the ion skin
depth di, which are computationally expensive to simulate with fully-kinetic
codes. Problems of this class are related to planetary magnetospheres and
their associated collisionless shocks, collisionless magnetic reconnection, the
acceleration of heavy ions by shocks and reconnection, instabilities driven by
ion temperature anisotropy and turbulence in the kinetic dissipation range in
the solar wind, among many other ones. In many of these scenarios, the gra-
dient scales of different physical quantities can be very small, which requires
to consider an electron fluid with finite mass.
In order to study these problems, we present a hybrid code using kinetic
ions modeled via PiC methods, and a massive electron fluid using a modified
EMHD model. We call it CHIEF: Code Hybrid with Inertial Electron Fluid.
By not considering electron kinetic effects and going to the radiation-free
limit, we can bypass the stringent stability conditions of a fully kinetic ap-
proach, making it computationally cheaper. Our code follows the standard
quasineutral approach used in kinetic hybrid codes, i.e., the electron and
ion densities are always equal, eliminating thus the radiation term in the
Maxwell’s equation (Ampère’s) associated with the displacement current,
light wave propagation (and the corresponding CFL condition of standard
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fully-kinetic codes) and other phenomena involving charge separation such
as Langmuir waves. On the other hand, and different from other hybrid
codes with inertial electrons (see, e.g., the review Ref. [9] or the textbook
Ref. [10] and references therein), we consider without approximations all the
electron inertial terms in the generalized Ohm’s law. Note that the inclusion
of electron inertia reduces the numerical instability (at short wavelengths)
known for hybrid codes with massless electrons. This instability is due to the
increase of the phase speed of whistler waves without bound, since ω ∝ k2
in that limit, where ω is the frequency and k the wave number. All these
features make our code ideal to deal with fast evolving phenomena at elec-
tron scales, which can break the frozen-in condition of ideal MHD allowing
processes like magnetic reconnection.
Note that our main approximation is the choice of constant temperature
as equation of state for the electrons. Other equations of state such as the
polytropic one, where the electron pressure has an explicit dependence on
other variables such as the density, can be straightforwardly implemented.
On the other hand, numerical solutions to equations for the evolution of the
electron pressure require additional numerical considerations, like adding a
numerical viscosity, see Ref. [11]. That is especially true, in particular, when
non-gyrotropic contributions are considered in the electron pressure tensor,
since it makes necessary to include a heuristic isotropization term to take
into account pitch angle scattering due to electron temperature anisotropy
driven instabilities (see Ref. [12]).
In order to make the advantages of our code clear, let us briefly discuss
the different approaches that previous hybrid codes have taken to implement
the relevant electron fluid equations and their coupling with the Maxwell’s
equations. Even since the early days of the development of (PiC-)hybrid
codes, electron inertia has been considered to deal with fast phenomena
close to the electron cyclotron frequency, as demonstrated by an early 1D
electrostatic code [13]. A 2.5D electromagnetic hybrid code was developed
by Ref. [14], allowing some electron mass effects. Those codes [13, 14] imple-
mented the quasineutral approximation by using the radiation-free (Darwin)
limit of the Maxwell’s equations. Correspondingly, they used a Helmholtz
decomposition by solving separately the longitudinal and transverse parts of
the electromagnetic potentials and current density. Longitudinal/transverse
refers to the curl-free/divergence-free part of the corresponding fields, and
not to physical directions in space. The electron inertia was considered in
the equation for the transverse electron current density. An evolution equa-
tion for the electron temperature including terms up to the heat flux was
considered. This method involved solving several elliptic equations for the
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fields (with the form of generalized Poisson’s equations). Hybrid codes based
on potentials, however, have been rarely used since then, except 1D cases
which use the electrostatic potential. One example is the 1D code developed
in Ref. [15], which modeled a highly collisional plasma typical of pressure
discharges with a complex chemistry. It consists of fully-kinetic electrons
(using Monte-Carlo methods to take into account particle collisions) and
several species of heavy ions modeled with a fluid approach.
Much later, Ref. [16] developed a (2.5D) hybrid code algorithm to simu-
late the entire Earth’s magnetosphere. To do so, it included a cold ion fluid
component to take into account the ionospheric plasma, as well as curvilinear
coordinates. In this approach, the electric field is determined from the elec-
tron momentum equation with electron inertia, while the electron velocity
from the Ampère’s law and the magnetic field from the Faraday’s law. No
electron pressure term was considered in the electron momentum equation.
The electron inertia term was only considered as a correction in the form
of an electron polarization drift in the (implicit) equation for the magnetic
field, while neglected in all the other equations. This has the advantage,
however, of making the entire code explicit. This code was applied to the
substorm onset and other magnetospheric scenarios in Ref. [17].
After that, the standard approach in inertial hybrid codes has been to
solve equations for generalized electromagnetic fields (see Sec. 5.7 in Ref. [10],
Refs. [11, 18]). In this approach, the electromagnetic fields are obtained from
a generalized magnetic ~ˆB and electric ~ˆE fields which satisfy a Faraday’s-like
equation. Those 2.5D hybrid codes have been used to study collisionless
magnetic reconnection [19, 20, 21]. The equations for the generalized fields
~ˆB and ~ˆE were solved by using a predictor-corrector scheme (which requires
a staggered grid) or a trapezoidal leapfrog algorithm. As discussed in de-
tail later, the electromagnetic fields are obtained from the generalized fields
under different approximations. Spatio-temporal density variations at elec-
tron scales and the time derivative of the ion current were neglected in the
expressions for ~ˆB and ~ˆE, respectively [18]. Although the contribution of
electron inertia via the convective electron acceleration term was considered
in calculating the electric field ~ˆE, the time-derivative of the electron inertia
was neglected [18]. Some authors neglected even the convective electron ac-
celeration term [11]. On the other hand, Ref. [11] used an evolution equation
for a scalar electron pressure, while Ref. [18] included the full electron pres-
sure tensor to take into account the non-gyrotropic effects that were shown
to have an important role in balancing the reconnection electric field un-
der some conditions. None of the effects related with an equation for the
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evolution of the electron pressure is considered in our code, yet.
A slightly different method to obtain the electric field from ~ˆE consists
in writing implicitly the equation for the generalized electric field (instead
of the magnetic field), combining the Ohm’s law with the other Maxwell’s
equations, resulting in an elliptic equation for ~E (see Sec. 5.2.4 in Ref. [10]).
They pointed out that one of the main advantages of this approach is the
possibility to simulate regions with very small density, something that the
previous methods cannot handle easily due to the division by this quantity
in several of the Ohm’s law terms. This kind of hybrid codes was applied
mainly for simulations of collisionless shocks.
In hybrid codes, ions can be modeled not only via PiC methods, but also
via Eulerian Vlasov methods. Ref. [22] developed a (2.5D) hybrid Vlasov
code incorporating electron inertia. This code couples the ion equation
of motion represented by the Vlasov equation, solved by standard split-
ting methods, with the Maxwell’s equations via the current advance method
(CAM) [23]. The CAM method uses the ion momentum equation (obtained
by calculating the first-order momenta of the Vlasov equation) including a
tensor pressure, in order to advance the ion current and thus to calculate
the electric field. The corresponding generalized Ohm’s law is a Helmholtz
equation for the generalized electric field written in terms of the ion fluid
velocity and the ion tensor pressure. It does not involve time derivatives,
because of the quasineutral approximation and Faraday’s law. The solution
of this equation is simplified by assuming negligible density perturbations in
the expression for the electric field. The equation of state for the electrons is
assumed to be isothermal. The code by Ref. [22] has been applied to several
problems related to solar wind turbulence (see, e.g., Refs. [24, 25, 26]).
More recently, Ref. [27] developed a (3D) hybrid code with electron iner-
tia and kinetic ions modeled via the δf method, by means of a second-order
accurate semi-implicit algorithm using a current closure scheme. The δf
method consists in evolving only the variations of the ion distribution func-
tion, which are assumed to be small compared to a given background, and
thus to reduce the numerical noise predominant in conventional full-f meth-
ods. The electron inertial effects are included in the generalized Ohm’s law
for the electric field, and are calculated by using the Ampère’s law and the
ion momentum equation. This approach was first proposed by Ref. [28] for
the 1D gyrofluid electron equations, being later applied to study the prop-
agation of dispersive Alfvén waves in the Earth’s magnetosphere-ionosphere
region and the associated mechanisms of electron acceleration [29, 30], and
the Alfvén dynamics in an Io-Jupiter flux tube [31]. The electric field is
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advanced first by decomposing the Ohm’s law into a perturbed and an equi-
librium part. The fields are solved with finite differences in the inhomoge-
neous direction and with spectral methods in the homogeneous direction.
The equilibrium part of the Ohm’s law is cast in the form of a linear equa-
tion and solved by matrix inversion methods, while the perturbed part is
solved iteratively. After that, the magnetic field is obtained explicitly by
using Faraday’s law and finally, the electromagnetic fields can be used to
advance the (perturbed) particle distribution. The closure for the electron
pressure was chosen to be an isothermal equation of state. This code was
benchmarked against the (2D) resistive tearing instability, among other (1D)
problems.
Finally, one of the more recent hybrid codes with electron inertia was pub-
lished in Ref. [32]. The special feature of this 1D code is that can handle low
density and vacuum regions without becoming unstable. In order to do that,
a correction term is introduced to the electric instead of the magnetic field,
in addition to a variable (ion-to-electron) mass ratio which reduces the phase
speed of whistler waves to satisfy the CFL stability condition everywhere.
This is done not only because of the divisions by density in the equation for
the electric field, but also because the Alfvén speed is inversely proportional
to (the square root of) the density, implying a more stringent condition in
the choice of the time step and the relevant CFL condition (associated to the
electron Alfvén speed). The approach by Ref. [32] consisted in not using the
generalized electromagnetic fields as in Refs. [11, 18, 10], but instead solving
a modified form of the Ohm’s law for the electric field (without divisions by
density) and then obtaining the magnetic field through the Faraday’s law.
The first equation is solved by matrix methods while the second one by a
direct iterative algorithm. The electron inertia effects are considered in both
equations, however, with some approximations. In the vacuum limit, and
following the idea of a previous inertia-less hybrid code [33], the equation
for the electric field becomes the Laplace’s equation, being easily solvable
without numerical singularities as in other approaches due to the division by
density. The electron pressure is considered to follow an adiabatic equation
of state, with a corresponding evolution equation in case of a finite resistivity
(constant otherwise). Finally, the variable mass ratio procedure is done in
practice by varying locally and temporally the electron mass, adjusting it
to always satisfy the CFL condition based on the electron Alfvén speed for
given timestep and grid cell sizes. This works well as long as the scales of
interest are not too close to the electron inertial scales.
The rest of this paper is organized as follows. In Sec. 2 we present a
detailed description of the simulation model used by our code. In Sec 3 we
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describe the numerical implementation of our simulation model. In Sec. 4 we
show a detailed comparison of simulations results of one numerical and six
physical test problems with the predictions of linear (and non-linear) theory:
0) excitation of parallel eigenmodes (to check numerical convergence and sta-
bility), 1) parallel (to a background magnetic field) propagating electromag-
netic waves, 2) perpendicular propagating electrostatic waves (ion Bernstein
modes), 3) ion beam right-hand instability (resonant and non-resonant), 4)
ion Landau damping, 5) ion firehose instability and 6) 2D oblique ion fire-
hose instability. These test problems cover different aspects of ion kinetic
and electron inertial effects, essential to understand phenomena in a wide
variety of laboratory, space and astrophysical plasmas. All the results match
within the expected error range. We summarize our results in Sec. 5.
2. Simulation model
We treat ions as Lagrangian macro-particles modeled via the PiC method
and electrons as a (Eulerian) fluid with finite mass and temperature. Each
ion macro-particle (index “p”) represents a (large) number Ni of physical
ions (index “i”) according to fpi (~x
p
i , ~v
p
i , t) = N
p
i S(~xi − ~x pi (t))δ(~vi − ~v pi (t)),
where ~x pi , ~v
p
i are the macro-ions’ position, velocity and S(~xi − ~x pi (t)) is
called the shape function (see details in Sec. 3). The (physical) ion distri-
bution function is obtained as the summation over all ion macro-particles
fi(~xi, ~vi, t) =
∑
p f
p
i (~x
p
i , ~v
p
i , t) =
∑
pN
p
i S(~xi − ~x pi (t))δ(~vi − ~v pi (t)). In the
collisionless plasmas to be considered, this macro-ion distribution function
fpi evolves according to a Vlasov-like equation governing the full ion distri-
bution function fi (see, e.g., Ref. [34]):
∂fpi
∂t
+ ~vi · ∂f
p
i
∂~xi
+
Ze
mi
(
~E + ~vi × ~B
)
· ∂f
p
i
∂~vi
= 0. (1)
Here, Ze and mi are the charge (with e the fundamental charge) and mass
of a physical ion, respectively. By taking the first order momenta in ~xi
and ~vi of Eq. (1) (i.e., multiplying and integrating the Vlasov equation by∫∫
~xi (Eq. (1)) d~xi d~vi and
∫∫
~vi(Eq. (1)) d~xi d~vi, respectively. See details in,
e.g., Ref. [34]), one obtains the equations of motion of the macro-ions (setting
Z = 1, i.e., singly charged ions, for simplicity):
d~x pi
dt
= ~v pi , (2)
mi
d~v pi
dt
= e( ~E pi + ~v
p
i × ~B pi ). (3)
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where ~x pi and ~v
p
i are the first order momenta in ~xi and ~vi of f
p
i , respec-
tively. These equations resemble Newton’s equation of motion for the macro-
particles, with the difference that ~E pi and ~B
p
i are calculated integrating
the full electromagnetic fields over the shape function S(~x − ~x pi (t)) (see
Eqs. (20)-(21)). The code actually solves the relativistic version of these
equations, obtained by replacing ~vi with the four-velocity ~u = γ~vi, with
γ = (1 − v2i /c2)−1/2 the relativistic gamma factor. But relativistic effects
can be safely neglected for the regime appropriate for a quasineutral hybrid
code (vi  c, with c the speed of light). The ion density ni, ion bulk velocity
~ui and the ion current density ~i are obtained as the first two order velocity
momenta of the ion distribution function fi(~xi, ~vi), i.e., ni =
∫
fi d
3~v and
~i = e
∫
~vi fi d
3~v = eni~ui (see details of the implementation in Sec. 3). With
a similar procedure it is possible to obtain higher order momenta such as the
ion pressure tensor (associated with the ion temperature).
For fluid electrons, we consider the electron momentum equation with
finite electron inertia and resistive effects, i.e., a generalized Ohm’s law for
the electric field:
~E = −~ue × ~B − 1
ene
∂Pe,jk
∂xk
− me
e
(
∂~ue
∂t
+ (~ue · ~∇)~ue
)
+ η~. (4)
Here, η = meν/(e2ne) is the collisional resistivity with ν the collision fre-
quency (between electrons and ions), ~ = e(ni~ui − ne~ue) is the total current
density, ~ue is the electron fluid velocity and Pe,jk is the jk component of the
electron pressure tensor. Note that k is a summation index, in such a way
that ∂Pe,jk/∂xk represents the j = x, y, z component.
The electric and magnetic fields are related to the plasma current via the
Faraday’s law and Ampère’s law without displacement current:
~∇× ~E = −∂
~B
∂t
, (5)
~∇× ~B = µ0 n e(~ui − ~ue). (6)
Note that neglecting the displacement current in Eq. (6) is equivalent to
set the dielectric constant 0 → 0, preventing light (and Langmuir) wave
propagation and assuming quasi-neutrality ne = ni = n for this parameter
regime, with n(e/i) the electron/ion density, respectively. This condition
implies the restriction to frequencies much smaller than the electron plasma
frequency ω  ωpe and length-scales much larger than the Debye length λ
λDe. The Poisson’s equation ~∇ · ~E = e(ni−ne)/0 is automatically satisfied
because of the quasi-neutral approximation and boundary conditions, while
~∇ · ~B = 0 is also fulfilled if the initial conditions do so [9].
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Combining the electron momentum Eq. (4) and Faraday’s law Eq. (5),
we can eliminate the electric field and obtain an evolution equation for the
magnetic field, which has the form of a generalized continuity equation,
∂
−→
W
∂t
= ~∇×
[
~ue ×−→W
]
− ~∇×
(
~∇pe
mene
)
− ~∇×
(
ν
ene
~
)
, (7)
where −→
W = ~∇× ~ue − e ~B/me, (8)
is the generalized vorticity. For simplicity, we have assumed a scalar electron
pressure pe given by the isothermal equation of state,
pe =
1
3
Pe,kk = nekBTe, (9)
with kB the Boltzmann constant and Te the electron temperature, constant
in time. Note that if the temperature Te and density ne are spatially uniform,
the second term in Eq. (7) vanishes.
In conventional hybrid codes with electron inertia [11, 18, 10], the elec-
tric field is obtained from Eq. (4) while the magnetic field is obtained from
Eqs. (7) and (8). This is done, however, by neglecting some terms. Substi-
tuting for ~ue from Eq. (6) and neglecting terms proportional to ∂~ui/∂t and
∂ne/∂t and electron-scale spatial variations of the density, the l.h.s. (left
hand side) of Eq. (7) can be written entirely in terms of the time derivative
of the magnetic field, i.e., as ∂/∂t[e( ~B − d2e ~∇2 ~B)/me], where de = c/ωpe is
the electron inertial length. The magnetic field is then obtained by solv-
ing an elliptic equation for ~B. Neglecting ∂~ui/∂t and ∂ne/∂t in Eq. (7) is
justified for a large mass ratio mi/me. However, these approximations are
not necessarily valid in all the situations of interest and need to be checked
for each case, especially for simulations using an artificially low mass ratio
mi/me. The electric field is calculated directly from the electron momentum
Eq. (4) by neglecting ∂~ue/∂t, which is clearly inconsistent with keeping this
term in Eq. (7).
In our hybrid simulation model, we solve Eqs. (2)-(9) without making any
of these approximations. Eq. (7) is solved for the generalized vorticity
−→
W
and then, the magnetic field is calculated from an elliptic equation obtained
by combining Eq. (8) with Ampère’s law Eq. (6),
1
µ0e
~∇×
(
~∇× ~B
ne
)
+
e ~B
me
= ~∇× ~ui −−→W. (10)
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Note that in Eq. (10) we do not neglect the density variations at electron
scales, and explicitly calculate the curl of the ion bulk velocity. Next, the
electric field is calculated from the electron momentum Eq. (4) (in the form
of a generalized Ohm’s law) by explicitly evaluating the time derivative term
∂~ue/∂t. For this purpose, we assume that ions quantities do not change much
in a single time step, which is a small fraction of the electron gyroperiod.
Thus, for a single time step (∆t) of the simulation, ~ue is obtained at t1 =
t0 + ∆t and t2 = t0 + 2 ∆t by advancing Eq. (7) in two steps of length ∆t
from t0 to t2. This allows the calculation of ∂~ue/∂t at t1 by a central finite
difference scheme. In the second of the two time steps, the code reuses the
same ion quantities ni and ~i used in the first time step (with index t1).
2.1. Importance of the full electron inertial terms compared to other hybrid
algorithms
In general, any hybrid code with electron inertia should be considered
in scenarios with length scales on the order of de = c/ωpe the electron skin
depth and frequencies on the order of Ωce. But in order to demonstrate
the importance of the additional electron inertial terms of the generalized
Ohm’s law, let us combine the relevant equations of our hybrid plasma model
(Eqs. (3) and (4)-(6)), in a way similar to the typically used in other hybrid
codes, without electron pressure and without resistivity η = 0 for simplicity:
~∇× ~E′ = −∂
~B′
∂t
, (11)
~E′ = ~E − ∂
∂t
(
d2e
~∇× ~B
)
=
~×
(
~B − d2e ~∇2 ~B
)
ne
− ~i ×
~B
ne
+ α1
[
~× d2e ~∇2 ~B
ne
− me
e
(
~ue · ~∇
)
~ue
]
− α2me
e
∂~ui
∂t
, (12)
~B′ = ~B − d2e ~∇2 ~B + α3~∇d2e ×
(
~∇× ~B
)
, (13)
mi
d~vi
dt
= e ~E + e~vi × ~B
= e
[
~E′ + α4
∂
∂t
(
d2e
~∇× ~B
)]
+ e~vi × ~B, (14)
where in the last equation we have dropped the indices related to the coarse-
graining of particles and electromagnetic fields by the particle shape func-
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tions (index “p”). Note that certain terms in the set of the equations (11)-(14)
have been multiplied by parameters αi (i = 1, . . . 4) whose values can be cho-
sen to be either unity or zero. The full set of inertial terms equations (used
in our code) can be obtained by setting αi = 1 (i = 1, . . . 4). The first and
third terms in Eq. (12) are combined to give ~ × ~B/(ne) − ~i × ~B/(ne) =
~e× ~B/(ne) = −~ue× ~B. The second term in Eq. (12) comes from one of the
terms resulting from the expansion of the fourth term (me/e)(~ue · ~∇)~ue in the
Ohm’s law (Eq. (4)). Since this term has been combined with the ~j×B/(en)
term in Eq. (12) (first parenthesis), we have simultaneously subtracted with
the second term in the square brackets, so that for α1 = 1 we recover the
Ohm’s law in its usual form (Eq. (4)). We compare explicitly our equations
with the approximated set of hybrid plasma equations simulated by Ref. [18],
which can be obtained by setting α1 = 1 and α2 = α3 = α4 = 0, and those
simulated by [11] by setting αi = 0 (i = 1, . . . 4).
Now, let us estimate the orders of magnitude of each of the commonly
neglected terms related to the electron inertia in Eqs. (11)-(14).
In order to estimate the importance of the terms with α1, it is necessary
to expand the second term (me/e)(~ue·~∇)~ue in square brackets by using vector
identities and the Ampère’s law. In Ref. [18], the full terms with α1 = 1 are
retained, while in Ref. [11] only part of the aforementioned expanded second
term is retained, neglecting in particular (−me/e)~∇(~u2e)/2. Note that ~∇~u2e,
as part of the electric field ~E′ is always canceled after substituting it in
the curl ∇× of the Faraday’s law Eq. (11). But it has to be considered in
the ion equation of motion Eq. (14), which is not done in Ref. [11]. Then,
approximating the scale of variation of the electron fluid velocity as ∇ue ∼
ue/Lu, we can compare (−me/e)~∇(~u2e)/2 with the combined form of the first
and third term of Eq. (12), −~ue × ~B,∣∣∣−me
2e
(
~∇~u2e
)∣∣∣∣∣∣~ue × ~B∣∣∣ ∼
meu
2
e
eLu
ueB
∼
(
de
Lu
)(
ue
VAe
)
. (15)
Therefore, the full term with α1 becomes important whenever the length
scale variation of the fluid velocity (shear) is on the order of magnitude of
the electron skin depth de ∼ Lu and/or the electron fluid velocity is on
the order of the electron Alfvén speed ue ∼ VAe (which is very common in
magnetic reconnection, even at ion scales).
The term with α1 in Eq. (12) can be compared with the first term in the
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same equation. This yields:∣∣∣∣∣~× d2e ~∇2 ~Bne
∣∣∣∣∣∣∣∣∣∣~× ~Bne
∣∣∣∣∣
∼
jd2eB
L2Bne
jB
ne
∼
(
de
LB
)2
. (16)
i.e., it is not correct to neglect this term whenever the length scale of the
magnetic fields is similar to the electron skin depth: LB ∼ de. This term
was considered by Ref. [18] but not in Ref. [11].
The term with α2 in Eq. (12) can be also compared with the combined
form of the first and third terms of the same equation, approximating ∂/∂t ∼
ω, a typical fluctuation frequency:∣∣∣∣mee ∂~ui∂t
∣∣∣∣∣∣∣~ue × ~B∣∣∣ ∼
meuiω
e
ueB
∼
(
ω
Ωce
)(
ui
ue
)
∼
√
me
mi
(
ω
Ωce
)
, (17)
where we have assumed that the ratio between ui/ue scales (at least) as the
inverse of the square root of the mass ratio, as in many typical plasma speeds
(e.g: Alfvén speed and the electron Alfvén speed). This term, in general,
will be small, unless the frequencies are greater than the electron cyclotron
frequency: ω & Ωce and the mass ratio is small, as is often the case in many
plasma simulations where an artificial mass ratio is used for computational
convenience. Note that this term was ignored in both Refs. [18, 11].
The term with α3 in Eq. (13) can be compared with the second term in
that equation. Since de = constant/
√
n, the gradient ~∇d2e ∼ −(const2/n2)∇n ∼
−const2/(nLn), with Ln the typical length scale of variation of the density.
Approximating ∇B ∼ B/LB, the scale length of variation of magnetic field,
the estimation yields:∣∣∣~∇d2e × (~∇× ~B)∣∣∣∣∣∣d2e ~∇2 ~B∣∣∣ ∼
constant2 ·B
nLnLB
B · constant2
nL2B
∼
(
LB
Ln
)
. (18)
This term is relevant wherever the magnetic length scale gradient is similar
or greater than the density gradient: LB & Ln (and both terms are, of
course, on the order of de). Such a case might take place during collisionless
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guide field reconnection, in the cavities of the low density separatrix [35].
Note that this term was ignored in both Refs. [18, 11].
Finally, the term with α4 in Eq. (14) can be compared with the last term
in the same equation. The ratio between those two terms yields:∣∣∣∣ ∂∂t (d2e ~∇× ~B)
∣∣∣∣∣∣∣~ui × ~B∣∣∣ ∼
ωd2eB
uiBLB
=
ω
ωpe
de
LB
c
ui
. (19)
The first factor ω/ωpe is usually negligibly small, but the last one c/ui can
be very large. So, in case the multiplication of both terms leads to a factor of
order 1, the term with α4 should not be neglected in case of steep gradients
of magnetic field, i.e.: LB . de. Note that vi is the microscopic velocity
which can be considered as part of the ion fluid velocity ui when the ions are
cold and the first-order fluid momenta are taken from Eq. (14). Note that
this term was ignored in both Refs. [11, 18].
3. Numerical implementation
The simulation model discussed in Sec. 2 is numerically implemented
by combining the Particle-in-Cell (PiC) code ACRONYM [36] 2, with an
electron-magnetohydrodynamics (EMHD) code [8, 37]. Both codes have
been tested independently and used in the past for simulations of magnetic
reconnection [38, 39], instabilities [40, 41], particle acceleration via instabili-
ties [42], CME-driven shocks [43], wave coupling [44], resonant wave-particle
interaction [45], etc. Fig. 1 shows a scheme with the numerical implementa-
tion and coupling of the two codes. This choice of algorithm was the fastest
and safer way (less prone to numerical errors) to couple both codes without
further modification and taking advantage of their good properties. But ad-
ditional schemes and algorithms to solve those equations can be attempted in
the future to check whether if they can provide an advantage to the existing
ones.
On the PiC side of the code, the electromagnetic fields are assumed to be
known at the staggered grid called the Yee lattice [46]. They are, however,
provided by the EMHD side of the code on a grid where all quantities are
defined at cell centers except the magnetic field which is defined at the edges
of each cell. Therefore, we employ an interpolation procedure between the
2 http://plasma.nerd2nerd.org/
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S2: Ions eq. of motion
d
(
mi~v
N
i
)
dt
= e
(
~EN + ~vNi × ~BN
)
d~xNi
dt
= ~v
N+1/2
i
(ion) PiC
S6: Electron momentum
+ Faraday’s
∂
−→
WN
∂t
= ~∇×
[
~uNe ×−→WN
]
− ~∇×
(
~∇pN+1/2e
men
N+1/2
e
)
S7: Generalized vorticity
+ Ampe`re’s
~∇×
(
~∇× ~BN+1/2
µ0en
N+1/2
e
)
+
e ~BN+1/2
me
= ~∇× ~uN+1/2i − ~WN+1/2
S8: Ampe`re’s law
~uN+1/2e = ~u
N+1/2
i −
~∇× ~BN+1/2
µ0en
N+1/2
e
Modified EMHD
S11: Generalized Ohm’s law
~EN+1 = −me
e
[
~uN+2e − ~uNe
2 ∆t
+ (~uN+1e · ~∇)~uN+1e
]
− ~uN+1e × ~BN+1 − e
~∇pN+1e
nN+1e
S4: Quasineutrality
nN+1/2e = n
N+1/2
i
S5: Eq. of state
PN+1/2e = n
N+1/2
e kBTe
S3 nN+1i
S3 ~J
N+1/2
i , ~u
N+1/2
i
n
N+1/2
e
n
N+1/2
e
~EN+1
S1 ( ~ENi )
~BN+1
S1 ( ~BNi )
~WN+1/2
~BN+1/2
~u
N+1/2
e
~BN+1, ~uN,N+1,N+2e
P
N+1/2
e
P
N+1/2
e
~xN+1i , ~v
N+1/2
i
two half-loops up to:
N + 1/2 and N + 1
Figure 1: Scheme of the equations of our hybrid simulation code developed by coupling a
PiC and an EMHD code. “Sx” stands for step number x (explained in the text).
two grids schematized in Fig. 2, in order to align correctly those quantities
in the Yee lattice. Once the electromagnetic fields are interpolated from the
EMHD to the PiC cell, the following steps (shown in Fig. 1) are taken to
move the ions:
3.1. Particle mover (PiC part)
The PiC side of the hybrid code, as done in all fully-kinetic PiC codes, in-
cluding ACRONYM, updates ion velocities and positions in the given electric
and magnetic fields ~ENi and ~B
N
i known at the time index N .
• Step 1: The electromagnetic fields are interpolated from the grid to
the macro-particle positions with a weighting given by the shape func-
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(i, j+1) (i+1, j+1)
Bx, Ey, ji,y Bz
(i, j)
ni, Ez, ji,z
By, Ex, ji,x (i+1, j)
PiC cell
(i, j+1) (i+1, j+1)
n,~ji, ~E
(i, j)
~B
(i+1, j)
EMHD cell
interpolation
Figure 2: Scheme of the allocations of different physical quantities in the grids associated
to the PiC (Yee lattice) and EMHD parts of the hybrid code. For simplicity, only the 2D
case is shown. The indices of the grid points are indicated in the vertices of the cell (i for
the x direction and j for the y direction).
tion S(~xi − ~x pi ):
~E pi =
~E(~x pi ) =
∫
~E(~xi)S(~xi − ~x pi ) d~xi, (20)
~B pi =
~E(~x pi ) =
∫
~B(~xi)S(~xi − ~x pi ) d~xi, (21)
where the subscript p indicates the location of each macro-particle. In
the code, the interpolations between the EMHD and PiC grid and from
the PiC grid to macro-particles’ position are combined in a single oper-
ation. The deposition of the particle quantities density ni and current
density jz is not done to the grid points as in the usual Yee lattice, but
to the grid centers as required by the EMHD solver. This is possible
by centering the particle shape functions around the grid center, and
considering that there is no need to calculate these quantities in the
PiC cell, since they are used as input to advance the electromagnetic
fields in the EMHD side of the code, which requires only quantities
living in the EMHD cell. This combination of interpolations has the
advantage of less calculations that could introduce numerical errors
otherwise, in addition to use the same identical scheme as the Step 3
below by construction.
• Step 2: Then, the ions can be moved via the second-order accurate
leap-frog algorithm, which means that at each timestep N , the ion
velocities are advanced from the half-timestep N − 1/2 to the half-
timestep N + 1/2 and the ion positions from the timestep N to the
timestep N+1 by using the discretized version of Eqs. (2) and (3) (see,
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e.g., Sec. 4.3 of Ref. [1]):
~x p,N+1i = ~x
p,N
i + ~v
p,N+1/2
i ∆t, (22)
~v
p,N+1/2
i = ~v
p,N−1/2
i +
e
mi
(
~E p,Ni +
~v
p,N+1/2
i + ~v
p,N−1/2
i
2
× ~B p,Ni
)
∆t.
(23)
Note that the first equation is explicit while the second implicit. We
advance the ion velocity via the Boris method [47], which involves
a rotation of ~v N+1/2i (i.e., its magnitude is kept constant) making
Eq. (23) also explicit.
• Step 3: Because of the staggering of the position and velocity updates,
the sources of the electromagnetic field, the ion number density ni and
current density ~i, are computed at the time index N + 1 and N + 1/2,
respectively. This deposition is done via an interpolation scheme using
the same shape function as for the electromagnetic field interpolation
from the grid to the macro-particles position (Eqs. (20)-(21)):
nN+1i (~xi) =
∑
p
Np S(~xi − ~x p,N+1i ), (24)
~
N+1/2
i (~xi) =
∑
p
Np ~v
p,N+1/2
i S(~xi − ~x p,N+1i ). (25)
The code has available, at compilation time, an option to smooth both
quantities by performing a binomial filter and, if required, a compensa-
tion pass [48]. Note that, different from ACRONYM and other state-
of-the-art fully-kinetic PiC codes, we do not need to use the charge-
preserving Esirkepov scheme [49] to deposit the current ~i onto the
grid, due to the quasineutrality condition of the hybrid approach3. On
the other hand, the reason to use the same shape function in Eqs. (24)
and (20) is to avoid self-forces and preserve the global momentum (see,
e.g., Secs. 8.5-6 in Ref. [1], Sec 5.3.3 in Ref [2] or Ref. [51] for fully-
kinetic PiC codes, or Sec. 4.5.2 in Ref. [10] for hybrid-PiC codes). Our
hybrid code has available, as inherited from ACRONYM, the follow-
ing shape functions: NGP (Nearest Grid Point), CIC (Cloud in Cell),
3 Other hybrid codes have used this method due to other reasons. For example, the
hybrid code by Ref. [17] implemented a charge preserving scheme [50] because it was
computationally convenient for his curvilinear coordinate system.
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TSC (Triangular Shaped Cloud), PQS (Piecewise Quadratic Spline)
and other ones, useful under some specific conditions. By default, we
use the second order shape function TSC to reduce the intrinsic PiC
shot noise and the associated numerical heating without affecting the
computational performance too much [52, 53, 41]. Once the sources
of the electromagnetic fields in Eqs. (24)-(25) are known at the Yee
lattice, they are passed and interpolated to the EMHD grid following
the inverse procedure as in Fig. 2 (similarly as Step 1, the operation
is actually combined with the deposition in Eqs. (24)-(25)). Then, the
EMHD part of the code updates the electromagnetic fields by using
the electron fluid equations and Maxwell’s equations described later.
The updated electric and magnetic fields are then passed back to the
PiC side and the full cycle is repeated.
3.2. Field updater (EMHD part)
After step 3 in Fig. 1, just before entering into the EMHD part of the
code, the input quantities are known at the following time indices: ~EN , ~BN ,
~N+1/2 and nN+1i . The ion density is also calculated at the same index,
n
N+1/2
i , by taking the average value of n
N
i and n
N+1
i .
• Step 4: The quasineutrality condition is applied to get the electron
density nN+1/2e = n
N+1/2
i .
• Step 5: With nN+1/2e and a specified value of the electron temperature
Te (which is constant and does not evolve in time), the code computes
the electron pressure pN+1/2e = n
N+1/2
e kBTe via the equation of state,
Eq. (9).
• Step 6 (first half-loop): In order to update the electric and magnetic
fields, the generalized vorticity
−→
W in Eq. (7) is advanced from the
timestepN toN+1 by using the flux-corrected transport algorithm [54]
of the LCPFCT package 4, which is specially convenient to resolve steep
gradients, one of the main applications of our code. The full update
to the next timestep (
−→
WN+1) requires
−→
WN+1/2 and ~uN+1/2e , which are
not known yet. Because of this, the field solver first advances the
generalized vorticity ~WN by half a timestep (with the input quantities
4 http://www.nrl.navy.mil/lcp/LCPFCT
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n
N+1/2
e , p
N+1/2
e , ~uNe , ~WN , ~BN ) to estimate ~u
N+1/2
e , ~WN+1/2, and
~BN+1/2, by solving the discretized version of Eq. (7):
∂
−→
W
∂t
∣∣∣∣∣
N→N+1/2
= ~∇×
[
~uNe ×
−→
WN
]
− ~∇×
(
~∇pN+1/2e
men
N+1/2
e
)
. (26)
A multi-dimensional time operator splitting technique (see, e.g., Sec. 5.3.1
of Ref. [10] or Sec. 20.3.3 of Ref. [55]) is used to solve this equation by
decomposing it into six sub-equations, grouped in three sets (one for
each direction of integration x, y, z) composed of terms containing the
spatial derivative along the integration direction and a time derivative
of the generalized vorticity. Then, step 6 to step 8 are performed for
each direction of integration.
• Step 7 (first half-loop): Next, the solution for ~BN+1/2 of the dis-
cretized version of the elliptic Eq. (10) is obtained,
~∇×
(
~∇× ~BN+1/2
µ0enN+1/2
)
+
e ~BN+1/2
me
= ~∇× ~uN+1/2i − ~WN+1/2. (27)
Its solution allows to obtain ~BN+1/2 from ~WN+1/2. This elliptic par-
tial differential equation (PDE) is solved by the subroutines provided
by the MUDPACK 5.0 libraries 5, which use the multigrid iteration
method [56, 57]. In particular, the form of the equation is appropriate
to be solved via the “mud2/3” subroutine, which is a second-order dif-
ference approximation for non-separable PDEs on a rectangular/cubic
domain (for 2D/3D cases, respectively).
• Step 8 (first half-loop): The next step consists in obtaining the com-
ponents of ~uN+1/2e from the discretized form of Ampère’s law Eq. (6):
~uN+1/2e = ~u
N+1/2
i −
~∇× ~BN+1/2
µ0en
N+1/2
e
. (28)
• Step 9: Steps 6-8, second half-loop: At this point of time, the code
knows all relevant quantities at the time index N + 1/2, i.e., ~uN+1/2e ,
~BN+1/2 and ~WN+1/2. Then, all these quantities are advanced to the
5 https://www2.cisl.ucar.edu/resources/legacy/mudpack
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time index N + 1, by repeating the steps 6 to 8 in Fig. 1. Explicitly,
the equations to be solved in this second half-loop are:
∂
−→
W
∂t
∣∣∣∣∣
N+1/2→N+1
= ~∇×
[
~uN+1/2e ×
−→
WN+1/2
]
− ~∇×
(
~∇pN+1/2e
men
N+1/2
e
)
,
(29)
~∇×
(
~∇× ~BN+1
µ0en
N+1/2
e
)
+
e ~BN+1
me
= ~∇× ~uN+1/2i − ~WN+1, (30)
~uN+1e = ~u
N+1/2
i −
~∇× ~BN+1
µ0en
N+1/2
e
. (31)
With this, we have the quantities ~uN+1e , ~BN+1 and ~WN+1. Note that
we have used the ion quantities (~ui and ni) at the time index (N+1/2),
same as for the first half-loop. This is justified by the heavy mass of
the ions compared to the electrons.
The two half-loops described before (steps 6 to 8) are repeated for the
integration along each one of the spatial directions x, y and z (in the
3D case), as required by the multi-dimensional time operator splitting
technique in step 6, thus advancing in time all the components of the
quantities used by field solver.
• Steps 10: Steps 6-9, full-loop, second time: Before calculating
the electric field, we repeat the above procedure (Steps 6-9) by advanc-
ing the equations from time step N + 1 to N + 2 but also using the
ion quantities at the time index N + 1/2 (i.e., assuming that they are
temporally fixed). This gives us ~BN+2, ~WN+2 and ~uN+2e .
• Step 11: Now, the electric field at the time step N + 1 is calculated
from the discretized form of the generalized Ohm’s law Eq. (4):
~EN+1 = −me
e
[
~uN+2e − ~uNe
2 ∆t
+ (~uN+1e · ~∇)~uN+1e
]
− ~uN+1e × ~BN+1 −
~∇pN+1e
enN+1e
.
(32)
We use the value of pN+1e = nN+1e kBTe provided by the equation of
state Eq. (9) in the same way as before (steps 4 and 5 in Fig. 1). Note
that we have assumed pN+1e = p
N+1/2
e and nN+1e = n
N+1/2
e .
Finally, the values of ~EN+1 and ~BN+1 are passed to the PiC side of
the hybrid code, which now provides ~N+3/2i and n
N+2
i . This ends a
timestep and the cycle is repeated for the following one.
19
The algorithm used in the code is second order accurate in space, as
a result of the previous discretization of the equations. A measurement
of this error, with ion effects included, is hindered because the PiC shot
noise affects any measure of error below the noise level, and even the initial
conditions will show some fluctuations at this level. But without ion effects
(only fluid quantities) a comparison of the error with analytical solutions can
be performed with higher accuracy showing the second order convergence in
space. This is proven numerically in the first of our test problems (see
Sec. 4.1).
3.3. Boundary conditions
The EMHD Maxwell solver of the code relies on specific libraries to solve
some of the equations. Both of them, LCPFCT and MUDPACK, allows
to specify periodic boundary conditions or a given value or its derivative
to the input variables. That easiness is the reason because periodic and
reflecting/PEC (perfect electric conductor) are currently implemented in the
code. Other more complicated boundary conditions such as absorbing or
open (already implemented in the ACRONYM PiC-code) would require a
modification of the EMHD Maxwell solver.
3.4. Numerical stability
The time advancing part of our hybrid code is solved by the flux corrected
transport method, and mostly their properties control the stability of the
overall algorithm. A local von Neumann stability analysis of this scheme re-
sults in an expression for the amplification factor |A| = |WN+1/WN |, whose
specific form varies for the specific coefficients of diffusion and anti-diffusion
used in the algorithm (see Refs. [58, 59, 60]). The stability condition (strictly
for W , but it can also be applied to ~B due to the second order discretization
in space of the elliptic equation (10)) can then be calculated as |A| ≤ 1,
and most of the different versions lead to the same local CFL condition:
|| = |Ve∆t/∆x| ≤ 1, where Ve is a typical (electron) speed in the system.
As explained below, and based on the maximum speed of the whistler wave
for this system, Ve can be taken in many cases as the electron Alfvén speed.
Of course, some specific simulated plasmas can develop high electron fluid
velocities, in which case Ve would correspond to the maximum of those elec-
tron velocities in the system. This (linear and local) requirement is, however,
not strict: the flux corrected transport algorithm can be stable with larger
timesteps, with an upper bound that is usually found empirically. This is
due to the non-linear flux correction (suppressing spurious short-wavelength
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maxima/minima caused by numerical instabilities) and some non-local prop-
erties of the algorithm (since it uses a stencil of more than 7 points in space).
For a specific hydrodynamic case, this scheme was found (by means of nu-
merical tests) to be stable for CFL numbers |V∆t/∆x| ∼ 1.2− 1.3 [58].
A basic plasma wave mode present in all magnetized plasmas is the
whistler wave. That is why it is convenient to use it as a basis for the calcula-
tion of a CFL condition and choice of the time step. Without ion effects and
assuming a constant density, the system of equations (4)-(6) (in ~W , ~ue and
~B) simplifies significantly. Linearizing around an equilibrium with uniform
magnetic field, the resulting whistler dispersion relation becomes [61],
ω
Ωce
=
(kk‖)(de)2
1 + (kde)2
, (33)
where de is the electron skin depth. From here it can be clearly seen that in
the limit without electron inertia de → 0 (as in most of the hybrid codes), the
denominator in the r.h.s. becomes 1 and the frequency increases quadrat-
ically with the wavenumber k, implying an increasing phase speed without
bounds for short enough wavelengths. Therefore, those codes will become
unstable unless a very small time step is chosen, or other (numerical) diffu-
sive term is added in their algorithm. For a finite de, the frequency of the
whistler branch increases in a similar way proportional to k2 for relatively
small frequencies Ωci < ω  Ωce. But for higher frequencies, ω reaches
an asymptote at Ωce with a zero phase speed. This makes the algorithm
automatically stable against whistler wave propagation, as long as the max-
imum wave speed (VAe/2 = Ωcede/2 reached at k = d−1e ) is considered by
the CFL condition mentioned above. Another important constraint is that
the ion gyration should be well resolved, leading to ∆tΩci . 0.3. Finally, it
is worth to mention that in cases where all the important phenomena take
place uniquely at ion time and spatial scales, electron inertia can be switched
off in the code, with the consequent possibility to choose a larger timestep,
on the order of the (ion) Alfvén speed VA∆t/∆x . 1. But note that, in this
case, all the electron physics and frequencies above Ωci are severely modified.
4. Test problems
In the following we describe one numerical and six physical test problems
used to validate our numerical method.
4.1. Excitation of parallel eigenmodes
In order to test the accuracy of our algorithm, we carried out several
sets of simulations based on the parallel propagating normal modes. In the
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Test problem mi/me VA/c βi Ti/Te
(0) Excitation of parallel eigenmodes 100 10−4 0.1 1
(1) Parallel EM modes 100 10−4 {0.01, 0.1} 1
(2) Ion Bernstein modes 400 10−3 0.1 1
(3) Ion beam R instability 100 10−4 βe=0.1 10
(4) Ion Landau damping 100 10−3 2.0 [0.1-0.66]
(5) Ion firehose instability 100 10−2 300/pi = 95.5 1
(6) 2D oblique ion firehose instability 100 10−3 2.8 1
Table 1: Main physical parameters of the tests problems. The ion Landau problem is
unmagnetized, but we still use a reference magnetic field for calculating βi and all the
normalizations depending on it. We use two values for βi in the parallel EM modes, and
a range of values for Ti/Te for the ion Landau damping test problem. Since there are
different values of βi for the different components of the ion beam R instability, here we
give instead βe.
Test problem Nx Lx/di ∆x/di ∆tΩci TΩci ppc
(1) 1024 102.4 0.1 5 · 10−3 600 512
(2) 1920 63.6 0.033 4 · 10−3 600 64
(3) 1024 256 0.25 1 · 10−2 120 1024
(4) 256 42.24 0.165 1 · 10−3 60 4096
(5) 480 300 0.625 1 · 10−2 2400 2048
(6) 256 256 1.0 0.8 · 10−2 400 256
Ny = 128 Ly/di = 128
Table 2: Main numerical parameters of the test problems. Nx is the number of grid points
along the resolved direction, Lx is the simulation box length, ∆x is the grid resolution,
∆t is the time-step, T is the total simulation time and ppc are the number of particles
per cell. We use Ny = 4 grid points in the transverse direction for all 1-D runs, while the
grid size for the 2D firehose test problem is explicitly indicated. The ion Landau problem
is unmagnetized, but we still use a reference magnetic field for calculating Ωci and all
the normalizations depending on it. The numerical parameters of the first numerical
eigenmodes test problem (0) are not shown because all of them are varied.
framework of the cold two-fluid plasma model, the two basic parallel (to
a background magnetic field) propagating electromagnetic waves are the L
and R modes. Their name stand for their polarization: L/R for left/right-
handed circularly polarized waves, sometimes called ion-cyclotron Alfvén and
whistler waves, respectively. These waves have electric and magnetic field
fluctuations perpendicular to their propagation direction ~k. Their disper-
sion relations are given by (see, e.g., Eqs. 6.49-50 of Ref. [62] or Eq. 2.5 of
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Ref. [63]): (
ck
ω
)2
= 1− ω
2
pe
ω
1
ω ± Ωce −
ω2pi
ω
1
ω ∓ Ωci , (34)
where the signs in the denominator of the first (±) and second term (∓) of the
right hand side correspond to L/R modes, respectively. Here, ωp{e/i} are the
electron/ion plasma frequencies and Ωc{e/i} are the electron/ion cyclotron
frequencies. In order to compare our results with the models used in the
classical hybrid codes with massless electrons, we use the approximation of
Eq. (34) for low frequencies and me → 0:
(kdi)
2 =
(ω/Ωci)
2
1± ω/Ωci , (35)
where the ± signs correspond to the R/L modes (see also the Eq. 2.45 in
Ref. [64]). Note that we have used the relations VA = diΩci and VA/c =
Ωci/ωpi, where VA is the Alfvén speed and di is the ion skin depth. For
higher frequencies around ω < Ωce  ωpe, the R mode is usually called
whistler wave, with a dispersion relation given by Eq. 33.
The initial setup is the following for a parallel propagating wave along
the x direction with a background and constant magnetic field ~B = B0xˆ. A
perturbation of the magnetic field in the form:
δBy(x) = δB cos(k0x− ω0t), (36)
δBz(x) = ±δB sin(k0x− ω0t), (37)
(for t = 0, and so only k0 is initially chosen, not ω0 which is selected by the
simulated plasma), where the signs ± are chosen to take into account the
polarization of the left (L) and right (R, whistler) handed waves, respectively
(and thus to have in each case forward propagating waves). The perturbation
strength is chosen as δB = 0.05B0, in order to be substantially above the
numerical noise level, but low enough in order to avoid non-linear effects
such as harmonics and parametric decay into other waves [65]. The density
is kept constant, while other physical parameters are summarized in Tables 1.
Boundary conditions are periodic and the tests are quasi-1D (mostly along
one direction, averaging over 4 cells in the transverse direction).
The tests use a different set of numerical parameters in order to isolate
the individual effects to be analyzed, classified as follows:
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4.1.1. Convergence on ∆x of a whistler wave: Accuracy of the EMHD
solver.
In order to isolate the effects of the EMHD solver from ion kinetic effects,
we ran these tests without ion response, i.e., with density constant and the
ion current always zero. Both ions and electrons are also cold βe = βi = 0.
We fit four wavelengths of a whistler wave (R mode) with kdi = 1 in
the simulation box (the wavelength is kept fixed and equal to λ = 2pidi).
We resolve each wavelength by a variable number of grid points in the range
[8 − 2048], with a corresponding grid cell size ∆x/di = [0.7854 − 0.00306]
(∆x/de = [7.854 − 0.0306]). The timestep is chosen to fulfill the CFL con-
dition for the electron Alfvén speed at the level VAe∆t/∆x = 0.5, and so
is variable between ∆tΩci,B0 = [0.04 − 1.5 × 10−4]. Note that this restric-
tive condition is strictly not needed for this kind of relatively low frequency
wave, since their phase speed does not approach to VAe, but it is only chosen
to keep consistency with later investigations (which develop high frequency
waves).
We let the wave travel for four periods T = 2pi/ω, as calculated from the
theoretical dispersion relation (see Eq. (34)). First, we compare the wave
shape at this point in time with the analytical solution Eq. 36, which has
only one free parameter to adjust, the phase ω0t. This is because we are
assuming that the wave does not damp out (so δB is constant), strictly true
for all the R branch and the low frequency part (k . 0.5) of the L mode
(see Fig. 7), and also that the initial wave number k0 is not modified (no
mode conversion). The comparison of wave shapes is done with the so-called
L1-norm,
 =
1
NδB
N∑
i=1
|By,simulation(xi)− δBy,analytical(xi, t)|, (38)
i.e, the (absolute value of the) average difference between the simulation and
the analytical profile (normalized in such a way that an error equal to the
wave amplitude is 1).
Fig. 3a) (blue line) shows the results, showing a decreasing error with
increasing resolution of the wave shape. A straight line N−2 fits very well
the simulation results, proving the second order accuracy of the underlying
hybrid algorithm, consequence of the discretization by second order finite
differences of the corresponding equations. However, beyond N = 1024
the convergence degrades: the increasing resolution actually increases the
error. We checked that for all the cases with N ≤ 1024 the maximum
error is located in the steepest gradients region (close to x/λ = pi/2 and
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x/λ = 3pi/2), but it becomes more homogeneously distributed for N = 2048
and beyond, indicating a different source of error not clearly identified so far.
We will discuss some possible reasons for this behavior later in this section.
4.1.2. Time step ∆t effects on a whistler wave
In order to test the effects of the time step on the convergence of the
solution, we use the same setup as the previous point for N = 64 varying
only ∆tΩci = [3×10−4−0.02], in such a way that the CFL condition for the
electron Alfvén speed varies between VAe∆t/∆x = [0.003− 2.0]. The results
in Fig. 3b) show that for a small enough time step there is practically no
improvement on the accuracy for further decreasing values. Only after the
CFL condition is above the level 1.0, the accuracy decreases. The algorithm
is still stable for VAe∆t/∆x = 2.0, but becoming unstable for values equal
or above 4.0. Note that the code can run stably for values much higher than
VAe∆t/∆x = 1 when the waves in the physical system to be simulated have
typically much lower frequencies ω  Ωci, as it is the case for most of the
test problems analyzed here (for which a CFL condition on the ion Alfvén
speed is enough).
a) b)
Figure 3: Convergence of a whistler wave with (red) and without (blue) ion effects for
kdi = 1 on a) Number of points N per wavelength (inversely proportional to ∆x) and b)
time step ∆t.
4.1.3. Ion effects (including particle number) on the convergence of a whistler
wave
Let us repeat the same previous test adding the full ion effects, which
requires also to initialize the velocity field in order to have a stable initial
equilibrium. For Alfvén waves, that magnetic perturbation is associated to
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an ion velocity perturbations by means of the so-called Walén relation,
δ~V⊥ = −(k0/ω0)δ ~B⊥, (39)
where (ω0/k0) = VA is the (ion) Alfvén speed, characterizing their non dis-
persive nature (group and phase speed are identical. See, e.g., Sec. § 69. of
Ref. [66]). For the dispersive L and R (whistler) waves, where the Hall term
introduces dispersion, the velocity perturbation is also identical, replacing
ω0 by the value given by the appropriate dispersion relation [65]. Note that
this is not only valid for cold plasmas, but also for hot plasmas, where full
kinetic effects are taken into account [67]. Other physical parameters to be
considered are a constant temperature, with βi = 0.1 (relatively high to em-
phasize the thermal effects), and Ti = Te (to avoid unstable sound waves in
the regime Te  Ti). We used 1024 particles per cell in this test.
Fig. 3a) (red line) shows the results of the convergence study varying
the number of points per wavelength in the same way as in the item 4.1.1
without ion effects. For low resolution, there is a tendency to follow the same
scaling N−2 of pure electron whistler waves, but then there is saturation and
the error does not decrease significantly for N & 64− 128, keeping stable at
the level of 0.5% (on average). For N = 1024, the error with ion effects (red
line) is two orders of magnitude larger than the one without ion effects (blue
line). Different from the case without ion effects, in this case the distribution
of numerical error in the wave shape is more random, and not located mostly
in the points with strong gradients. This is consequence of the numerical
fluctuations due to the finite number of macroparticles.
There are several explanations for this lack of good convergence of the
L1-norm. First of all, note that there are very few other hybrid-PiC or fully-
PiC based algorithms showing this specific error measure, perhaps due to the
sensitivity to the particle shot noise. To our best knowledge, only one other
hybrid-PiC algorithm [68] has reported those results, although using a δf
method (less noisy). So, it is hard to compare how accurate is our algorithm
with other similar kind of codes. Nevertheless, the saturation and further
increase of this error has been seen in other Lagrangian, particle-based simu-
lations, although for smooth particle hydrodynamic codes (SPH [69]). It was
argued that this effect is due to the particle shot noise and the associated
lack of equilibrium of the initial setup: in our case, the initial ion velocity
field does not match the analytical profile regardless the spatial resolution
(it is controlled by the particle number associated to the random particle
motion), and thus, the error cannot decrease further than this initial error.
In order to check that the numerical thermal fluctuations are the reason for
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this limit in the accuracy of the algorithm, we proceed to repeat this test
with fewer particles per cell, 256. This choice increases twice the numerical
noise. The results can be seen in the line green of Fig. 3a). The numerical
error is in general somewhat larger than the case with 4 times more parti-
cles (red line) and slowly decreasing with increasing spatial resolution, but
saturating in a similar way as before.
4.1.4. Convergence on ∆x for other waves
a) b)
Figure 4: Convergence on N (inversely proportional to ∆x) for: a) different waves: R-
mode kdi = 1, L-mode kdi = 0.2, R-mode kdi = 12. b) different interpolation methods
for the same R-mode kdi = 1: linear (CIC), quadratic (TSC) and cubic (PQS) particle
shape functions.
The previously shown convergence tests were done only for R waves with
kdi = 1. We also test convergence on ∆x initializing other waves with both
low and high frequency. In the first case, we chose an L mode with kdi = 0.2
(with a corresponding wavelength of λ = 10pidi), where the Hall effect is
not important and the wave is almost dispersiveless, similar to a pure MHD
Alfvén wave. The cell grid size ranges between ∆x/di = [0.03 − 0.98] and
the timestep is chosen similarly as above, fulfilling the CFL condition at the
same level for different cases. For the second limit, we chose a high frequency
whistler/R-mode wave with kdi = 12 (with a corresponding wavelength of
λ = (pi/6) di), in order to emphasize the finite phase speed of the whistler
waves. The cell grid size ranges between ∆x/di = [0.002 − 0.0005]. All the
cases used full ion response with 1024 particle per cell.
The results are shown in Fig. 4a), where we also depicted the same R-
mode kdi = 1 already analyzed in Fig. 3 for comparison purposes. We infer
that long-wavelength waves exhibit more numerical error (e.g, red curve with
kdi = 0.2) than a short-wavelength (e.g, green curve with kdi = 12), for the
27
same resolution of the wave shape (same N). The reason of this is that
the relative ion/electron contribution to the wave shape (associated to the
current density of each specie) is more dominant for the low frequency L
mode than the high frequency R mode (dominated by electron effects), with
kdi = 1 in between. Since the initial ion current distribution in the initial
magnetic profile is the main reason for the numerical error in the wave shape
(see previous Sec. 4.1.3), it is expected than any ion-dominated wave will be
resolved less accurately than an electron dominated wave (see also Fig. 3).
There are other details in Fig. 4a) worth to explain. The low frequency
wave (red curve) exhibits a consistent convergence (less numerical error)
for increasing resolution in a more clear way than the other high frequency
waves. The reason for this behavior is not clear at the moment, but is
possibly due to the initial larger grid cell sizes for the same N compared
to the other short-wavelength waves. We do not show the lower end of
resolution for this L-wave, because already for N = 32 the resolution in k
space is so large that also a wave in the R-branch is excited. The two waves
start to interfere and produced a distorted wave shape, departing totally
from the initial wave shape just after a few periods. For comparison, the
wave shape for the case of a R-mode with kdi = 1 is practically unchanged.
The L wave also shows a higher numerical error throughout because it tends
to excite parametrically ion sound waves, modifying slightly the wave shape
at short length-scales (seen as rippling).
On the other hand, for the high frequency R-mode in Fig. 4a) (green
curve), an increasing resolution beyond N = 64 leads to an increase in the
error, as a result of a second wave being generated, leading to a beating and
a complete deformation of the wave shape. In this case, the wave amplitude
actually increases.
4.1.5. Interpolation effects on the convergence on ∆x
We also analyzed the effects of the interpolation scheme between particle
and fields (during the particle deposition and pusher), in order to check for
their correct implementation and effects of a broader particle shape function
in the accuracy of the algorithm. For this sake, we repeat the aforementioned
test of an R-mode for kdi = 1, 1024 particles per cell (and full ion response)
for three different shape functions: CIC (linear), TSC (quadratic) and PQS
(cubic). By default, all the previous tests used TSC. The results are shown
in Fig. 4b). The difference is in general small, in particular between the CIC
and TSC shape functions, providing evidence of the correct implementation
of those different schemes. The higher order PQS shape function displays
a slightly larger error than the lower order shape functions. This might be,
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perhaps, because it involves a broader particle shape function covering more
than a single cell, causing a smoothing and modifying the wave shape, in
particular in regions of strong gradients.
4.1.6. Simulated frequency and dispersion relation
Finally, we also carried out a parametric study to obtain the frequency ω0
selected by the system due to the launched wave with a given wave number
k0. For this sake, we analyzed both L and R wave modes, as well as the
limit of a R-mode without ion response (pure electron whistler). After four
(theoretical) time periods, a Fourier transform is applied to the time series
x− t and then the resulting power in the ω− k dispersion relation is plotted
for the specific k used in the initialization. In such a way, a very clear peak
in the spectral power is obtained at the expected frequency. This frequency
also matches very well with the slope obtained in the evolution of the wave
profiles in the x − t space, which allows to derive a phase speed and from
there the frequency.
The results of this parametric study are shown in Fig. 5, together with the
theoretical dispersion curves. The agreement is very good for the 3 different
curves, although it is necessary to keep in mind that the associated numerical
errors in dω are up to 1/4 of the theoretical frequency due to the running
period. The L mode waves for kdi & 0.5 are actually damped, and the wave
amplitude decreases with time, but a frequency can be clearly identified. For
wavenumbers larger than kdi & 1.0 the damping is so strong that it is difficult
to assign a frequency. Note also that the high frequency R (whistler) mode
follows very close the asymptote towards ω → Ωce, implying a decreasing
phase speed with the associated numerical stabilization not present in other
hybrid codes without electron inertia.
4.2. Parallel electromagnetic modes
In order to reproduce the theoretical curves of the parallel electromag-
netic modes given by the dispersion relation Eq. (34), without imposing any
initial wave as in Sec. 4.1, we initialize a quasi-1D (mostly along one di-
rection, averaging over 4 cells in the transverse direction) thermal plasma
with an external static magnetic field along the resolved xˆ-direction. We do
not apply any perturbation other than the (enhanced) thermal noise caused
by the PiC shot noise due to the reduced number of macro-particles. This
and similar plasma waves test problems (see also Sec. 4.3) are very use-
ful for benchmarking of hybrid or PiC codes [70]. The physical and nu-
merical parameters for the simulation are summarized in Tables 1 and 2,
respectively. Note that VA/c = Ωci/ωpi and
√
βi =
√
2vth,i/VA, where
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Figure 5: Simulated dispersion relation for whistler without ion effects, R and L modes.
The dashed lines show the analytical expressions for the three waves, in addition to the R
mode approximation for low frequencies (limit of me → 0).
vth,i =
√
kBTi/mi is the ion thermal speed, Ti is the ion temperature and βi
is the ratio of ion thermal pressure to magnetic pressure. The field output
is written every 8 timesteps, resulting in a maximum captured output fre-
quency of ωmax/Ωci = pi/(∆t · 8 ·Ωci) = 78.5, a minimum resolved frequency
of ωmin/Ωci = 2pi/(TΩci) = 0.0104, and a maximum spatial resolution in
the parallel wave number of kx,mindi = 0.06. The timestep ∆t and grid
resolution ∆x are chosen to satisfy a CFL number for the electron Alfvén
speed of VAe∆t/∆x = 0.5. At the end of the simulation, the total energy is
conserved within 1 · 10−4 of its initial value.
The dispersion curves for the L and R modes can be obtained by a Fourier
transform in space and time of the following complex combination of the
components of the magnetic field.
√
2BR/L = By ± iBz (40)
This choice corresponds to a change of basis vectors from Cartesian coor-
dinates to vectors representing left- and right-handed circularly polarized
waves (see Eq. 9.116 in Ref. [71], Sec. 1.4 in Ref. [63], Sec. 5.2.1 in Ref. [72]
or Appendix B of Ref. [65]). Thus, by plotting the spectral power in the
magnetic field BR in the ω− k space, we obtained the simulation dispersion
curves for the cases of zero (Fig. 6(a)) and finite electron mass (Fig. 6(b)).
Our code reproduces correctly the cold full R-mode dispersion relation for
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both finite electron mass (Eq. (34)) and massless electrons (Eq. (35)). Note
that the massless electron dispersion curve is accurate for low frequencies
but it displays significant deviations from the cold full R-mode dispersion
relation for ω  Ωci. Note that the electron inertia effects are not only
important near the electron cyclotron frequency Ωce = 100 Ωci, but also for
much lower frequencies: the finite electron mass has significant effects in
the dispersion curves for frequencies as low as Ωce/5, which demonstrates
the importance to keep their effects even in this (relatively low) frequency
regime. Overall, this comparison shows that our code can handle accurately
the cases of both zero and finite electron mass.
a) b)
Figure 6: Right-handed (R) power spectra of perpendicular magnetic field for By − iBz.
a) inertia-less case me = 0 and b) inertial case me 6= 0. Dashed lines are the cold plasma
approximations discussed in the text.
Note that in Fig. (6) we did not show the higher frequency range close
to the electron resonance Ωce because the available power in that region
corresponding to higher k decays exponentially (plot not shown here). This
observation agrees qualitatively with the known theoretical predictions of
the electric field spectrum corresponding to the thermal fluctuations of the
fully-kinetic plasma model [73, 74].
Since the L mode tends asymptotically to the ion cyclotron frequency
Ωci for large k, it is convenient to study its behavior in the low frequency
range. The results for the inertial case (there are practically no differences
with the inertia-less case in this frequency range), are shown in Fig. 7a).
The agreement between the theoretical and simulation dispersion curves for
the L mode (for ω > 0) is quite good as long as it does not enter into the
triangular regions approximately delimited by
ω = Ωci ± 3 vth,i k. (41)
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The frequency ω and wave number k satisfying this resonance condition
represent thermal fluctuations caused by the ions. The factor “3” comes
from the particles that are in the tail of the ion distribution function, three
standard deviations from the mean (zero) velocity, in agreement with our
initial Maxwellian velocity distribution function. The L modes gets heavily
damped when it enters in this region, in agreement with the hot Vlasov
dispersion relation (not shown here) and previous studies [75].
a) b)
Figure 7: Left-handed (L) power spectra of perpendicular magnetic field BL = By − iBz
for a) βi = 0.01 (standard parameters) and b) βi = 0.1. Dashes lines are the cold plasma
approximations discussed in the text. The curves with ω < 0 correspond to right-handed
(R) polarized modes.
Note that Fig. 7a) shows for ω < 0 the right-handed (R) polarized waves,
since the polarization of the waves depends on the sign of ω (see Sec. 5.2.1 in
Ref. [72]). For very low frequencies ω  Ωci, both L and R modes follow the
(MHD) Alfvén wave dispersion relation ω = VA k. The deviations observed
for high frequencies (for kdi & 0.5) are due to the Hall effect, i.e., when the
electron and ion dynamics need to be considered separately.
Fig. 7b) shows the same power spectra in BR from another simulation run
enhancing thermal effects by setting βi = 0.1, but otherwise exactly identical
parameters to the case shown in Fig. 7a). It shows the broadening of the
triangular region due to the thermal fluctuations of ions in gyro-resonance
in agreement with Eq. (41), because their thermal speed is larger. Note that
the distribution of spectral power in Fig. 7b) is more spread inside of this
triangular-like region compared to the previous lower-βi case Fig. 7a).
4.3. Perpendicular propagation: ion Bernstein and X-mode
Bernstein waves are electrostatic plasma modes propagating nearly per-
pendicular to a magnetic field, coupled to gyrating particles [76]. They only
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exist in a plasma with finite temperature and have the remarkable property
of being almost undamped and usually with a negative group velocity. Their
dispersion curves are ordered in several bands at harmonics of the electron or
ion cyclotron frequencies, with a general expression given by, e.g., Eq. 7.65
of Ref. [62] or Eq. 11.85 of Ref. [63]. Because of the predicted high power at
the harmonics of Ωci, ion Bernstein modes are ideal to test cyclotron reso-
nance effects of perpendicularly propagating waves in our code. Since we are
interested in the frequency range Ωci < ω . Ωce, the corresponding waves
are called pure ion Bernstein modes, with a contribution coming mostly from
ion kinetic effects. The electrons contribute only with an additional term.
The relevant dispersion relations is then (see., e.g., Eq. 69 in Ref. [77]):
1− ω
2
pe
Ω2ce
− 2ω2pi
e−λi
λi
∞∑
n=1
n2
ω2 − n2Ω2ci
In(λi) = 0. (42)
where In(λi) is the modified Bessel function (of the first kind) of order n and
argument:
λi = k
2
⊥ρ
2
i , (43)
where ρ2i = v
2
th,i/Ω
2
ci = kBTi/(miΩ
2
ci) is the thermal ion Larmor radius. Note
that these waves are mostly independent of the electron temperature Te. In
the fluid limit λi → 0, the upper bound in frequency tends to the lower
hybrid oscillations ω = ΩLH .
In order to excite these waves, we initialize a quasi-1D thermal plasma
along the xˆ direction and an initial external static magnetic field along the zˆ
direction. No perturbations are applied other than the PiC shot noise. This
is similar to the setup in Sec. 4.2, but changing the direction of the magnetic
field. The physical and numerical simulation parameters are summarized in
Tables 1 and 2, respectively. These parameters are slightly different to the
ones used for the test problem in Sec. 4.2: both plasma-βi and mass ratio
have been increased to discern more easily the thermal properties of the
Bernstein modes depending on ρi, as well as to isolate the pure ion effects
by choosing a larger separation of scales between electrons and ions. Note
that the numerical parameters for this problem, combined with the output
frequency (every 242 timesteps), result in a maximum captured frequency
of ωmax/Ωci = pi/(∆t · 242 · Ωci) = 31, a minimum resolved frequency of
ωmin/Ωci = 2pi/(TΩci) = 0.0104, and a maximum resolution in the parallel
wave number of kx,mindi = 0.1. The timestep ∆t and grid resolution ∆x
have been chosen to give a CFL number for the electron Alfvén speed of
VAe∆t/∆x = 0.25.
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Fig. 8 shows the spectral power of the parallel electric field Ex. We can
see a good agreement for all the harmonic of the fundamental mode n = 1 of
the pure ion Bernstein waves. Note that all the modes start close to (n+1)Ωci
for small k⊥ = kx and end up at nΩci for large k⊥, with a negative group
speed asymptotically decreasing towards large k. We verified that smaller
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Figure 8: Power spectrum of the perpendicular electric field Ex. Theoretical curves for
the ion Bernstein modes Eq. (42) and X-mode are shown in the right-half (k > 0) of this
plot.
mass ratios produce additional gyro-resonances in thin bands at harmonics
nΩci, on top of the pure ion Bernstein modes.[77]
In Fig. 8, we also show the theoretical cold dispersion relation for the
X-mode (see, e.g., Eq. 6.59 in Ref. [62]). This is a cold plasma mode with
perpendicular propagation and several branches at differences frequencies.
In our case of interest, with parameters suitable for the hybrid model, the
maximum frequency of the X-mode is the lower-hybrid frequency. The small
disagreement seen in Fig. 8 between the simulation results and the theoretical
(cold) dispersion curve can be explained due to the thermal effects neglected
in the latter.
4.4. Ion beam R instability
A two (ion) component plasma is unstable to an instability driven by the
relative drift speed between a main core (“c”) ion population and a more ten-
uous beam (“b”) component, along the direction of a background magnetic
field. For a relatively cold ion beam, the instability with lowest threshold
produces unstable magnetosonic waves with right-handed polarization (see,
e.g., Ref. [78], Sec. 5.3.1 in Ref. [79] or Sec. 8.2.1 in Ref. [72]). There are
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two different types of this instability: resonant and non-resonant. In the
first one, the ions produce resonant waves with phase speeds in the tail of
the ion thermal distribution. The second one is fluid-like, driven by the bulk
anisotropy of the ion distribution, and therefore much stronger than the res-
onant instability, because most of the particles contribute to the interaction.
Case nb/ne Ub−c/VA βc = βb Tc/Tb Tb/Te ppc-beam
Resonant R-beam 0.02 10 1.0 1 1 512
Non resonant R-beam 0.1 10 1.0 1 1 512
Table 3: Main physical and numerical parameters for ion beam R instability. c/b stands
for beam/core related quantities. n is density, Ub−c is the relative beam-core drift speed.
In order to trigger this instability, we consider a quasi-1D thermal plasma
with an external static magnetic field along the xˆ direction. We consider
two populations of ions: the main core and a tenuous beam. The specific
parameters of those two populations are summarized in Table 3 for the two
cases to be considered. The remaining parameters referred only to the “core”-
ions (and electrons) are specified in Tables 1 and 2. The CFL number for
the electron Alfvén speed is VAe∆t/∆x = 0.4. Note that we chose only
half of the number of particles per cell for the beam compared to the core,
changing suitably its macrofactor (ratio of physical to numerical particles)
to compensate for its lower density in order to get better statistics. We
perform the simulation in the reference frame of the center of mass of the
ions, satisfying:
nb~Ub + nc~Uc = 0, (44)
where n(b/c) and ~U(b/c) are the densities and bulk drift speeds of the beam/core
ion populations in this reference frame, respectively. Eq. (44) leads to the
explicit initial drift speeds of each specie in terms of their relative drift
~Ub−c = ~Ub − ~Uc:
~Ub =
1
1 + nb/nc
~Ub−c, (45)
~Uc = − nb/nc
1 + nb/nc
~Ub−c. (46)
Note that in this reference frame the total ion current also vanishes.
Fig. 9 shows the energies of the beam and core components for the reso-
nant case. The green curve in Fig. 9(b) shows the increase of the magnetic
field energy due to the development of the instability. We can see in Fig. 9a)
that the parallel beam drift speed diminishes very quickly during the linear
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growth phase of the instability, and at the same time the perpendicular en-
ergy rises. The latter corresponds mostly to a perpendicular beam heating
due to the waves generated by the instability. Fig. 9b) shows that the par-
allel core energy (consisting of field aligned thermal energy and the parallel
bulk drift speed with respect to the center of mass) is mostly unaffected,
while the core is heated in the perpendicular direction due to a mechanism
similar to that of the beam. Our results agree with the ones shown in Fig. 8
of Ref. [78] and Fig. 4 of Ref. [32].
Figure 9: Time histories of the total particle energies for both ion beam and core. Resonant
case. a) Beam particle parallel energy Wb,‖ and perpendicular energy Wb,⊥. b) Core
particle parallel Wc,‖, perpendicular energy Wc,⊥ and magnetic field energy Wf .
20 40 60 80 100
tΩci, B0
10-4
10-3
10-2
10-1
|B
y
/B
0
|
m= 4
m= 5
m= 6
Figure 10: Time history of the Fourier modes 4-6 of By(kx) for the resonant case. The
dashed lines represent the exponential fitting used to calculate the growth rate γ shown
in Fig. 12(a).
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In order to compare with the predictions of the linear theory [78, 79],
we calculate the three most unstable Fourier modes of the magnetic field
component By. The results for the resonant case are shown in Fig. 10. We
determine the linear growth rate of those modes via an exponential fitting
during the linear phase of the instability, indicated by dashed lines in Fig. 10.
Fig. 12(a) shows the growth rates γ of these and all the other unstable
modes versus the wave number k. In Fig. 12(a) we also plot the theoretical
growth rates obtained by solving the hot Vlasov dispersion relation [78, 79],
illustrating very clearly the good agreement with our results.
The stack plot of By in Fig. 11a) confirms that, during the linear phase,
there is a clear dominant mode with five full wavelengths in the simulation
box. This plot also shows the preferentially forward propagating waves (to
the right), as expected from the linear theory.
a) b)
Figure 11: Stack time plot evolution of By. a) Resonant case. b) Non-resonant case
The dominant oscillation with five full wavelengths also affects both core
and beam population. This can be seen in the corresponding phases spaces
x − vy (perpendicular velocity) shown in Fig. 13. Note the much stronger
spreading of the beam population compared to the core. A significant num-
ber of beam particles reach perpendicular speeds close to 7VA, just below
the initial (parallel) drift speed (10VA). This is qualitatively in agreement
with previously published results for similar parameters (see, e.g., Fig. 5 of
[78], Fig. 3 of [32]).
The results for the stronger, fluid-like, non-resonant case also match with
the linear theory, as seen in Fig. 12(b). This plot shows the growth rate
of the first 38 Fourier modes of By, up to the maximum unstable wave
number predicted by the theory (kdi ≈ 1). In Fig. 11(b) we can also see the
evolution of the spatial structure of By, showing much smaller wavelengths
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a) b)
Figure 12: Growth rates γ vs k for the Fourier components of By. a) Resonant case.
b) Non-resonant case. The theoretical curve was obtained by solving the hot plasma
dispersion relation corresponding to these parameters.
Figure 13: Ion core (a) and beam (b) phase space x − vy, at tΩci = 40. Resonant case.
The normalized distribution function f¯ is shown, satisfying
∫∫
f d~x d~v = 1.
at maximum growth rates than in the resonant case. Note that the modes
propagate to the left (backward waves) during the initial linear phase, also in
agreement with the predictions of the linear theory. Only much later, after
saturation, the dominant modes propagate forward (to the right). Overall,
the amplitude of these modes is much larger than in the resonant-case, as
expected from a stronger instability.
4.5. Ion Landau damping
One of the most characteristic kinetic plasma processes is the Landau
damping [80], where an electrostatic wave (from the ion-acoustic branch) is
damped by transferring its energy to resonant particles with parallel speed
v‖ satisfying the resonance condition ω = v‖k. Close to the ion frequencies
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Ωci and length scales di, this process can be observed for long wavelengths
kλDe  1 and for the range of phase speeds vth,i < vφ < vth,e, because this
implies a weak damping for electrons hotter than the ions (Te  Ti). This is
equivalent to |ξi| & 1 for the (cold) ions and |ξe|  1 for the (hot) electrons,
where
ξ(i,e) =
ω
k
√
2vth,(i/e)
=
ωr + iγ
k
√
2vth,(i/e)
. (47)
Here, ωr is the real part of the frequency and γ is the imaginary part (damp-
ing rate if it is negative). The hot dispersion relation that describes accu-
rately the ion-acoustic waves subject to ion Landau damping, in the hybrid
approximation, is given by [68]:
Z ′(ξi) = −2Ti
Te
. (48)
where Z ′ is the derivative of the plasma zeta function [81]:
Z(ξi) =
1√
pi
∞∫
−∞
exp(−x2)
x− ξi dx, Im(ξi) > 0. (49)
Note that Eq. (48) involves only ξi and not ξe, since kinetic effects are con-
sidered only for ions in the hybrid approximation. In order to demonstrate
Landau damping with our hybrid code, we setup a quasi-1D simulation along
the xˆ direction with no magnetic field, and a density perturbation of the form:
n(x) = n0(1 +  cos(kmx)), km =
2pim
Lx
. (50)
where Lx is the simulation length box and m the excited mode number.
The parameters specific of this test problem are given in Table 4 while the
remaining physical and numerical parameters are in Table 1 and Table 2.
Case  m
ion Landau damping 0.03 4
Table 4: Main numerical parameters for the ion Landau damping test problem. We vary
the ratio Ti/Te by changing Te and always keeping Ti fixed.
The results of this test problem are summarized in Fig. 14. The left panel
shows the time evolution of the Fourier mode number m = 4 of the electro-
static field Ex. We can see very clearly that by decreasing the temperature
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ratio Ti/Te the damping becomes weaker, and the initially imposed wave
can propagate for longer time without losing (significant) power. This is in
agreement with the theoretical expression Eq. (48). Fig. 14(a) also shows
the damping rate calculated with an exponential fitting during the linear
stage of the process, until the power of the initial wave reaches the noise
floor. The growth rates are plotted against the temperature ratio Ti/Te in
Fig. 14(b) as red diamonds. The theoretical approximation for the damping
rates, Eq. (48), is plotted as a blue curve. The agreement with the theory is
very good, even considering that our code uses a full f -PiC approach for the
ions, different from less noisy approaches such as hybrid-Vlasov codes [22],
δf -hybrid PiC codes [68], or codes using the Vlasov-Hybrid simulation (VHS)
method [82].
Figure 14: Landau damping test problem. Time evolution (a) and comparison of the
theoretical and simulation growth rates (b) of the Fourier modem = 4 for the electrostatic
field Ex and different temperature ratios Ti/Te. In a), the dashed lines are the exponential
fits from which the damping rates were calculated.
It is important to mention that simulations with a hybrid PiC code in
the regime Te  Ti are prone to a numerical instability and/or numerical
heating. As found by Refs. [83, 84], the regime of high electron temperature
might excite an instability analogous to the well-known finite grid instability
in fully-kinetic PiC codes [1]. In the latter case, the finite grid instability
is due to the interaction of plasma oscillations (Langmuir waves) with the
aliases of the spatial grid whenever the grid cell size is much larger (within
a factor of 2-3) than the Debye length. The typical growth rates are on the
order of the plasma frequency, with the electrons being heated until the elec-
tron temperature reaches a value such as the Debye length becomes on the
order of the grid cell size. Similarly, in hybrid-PiC codes, the finite grid insta-
bility is due to ion-acoustic waves whenever the temperature ratio Te/Ti  1
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(no sharp threshold), making difficult to choose parameters (in this regime)
that makes a simulation stable within a reasonable computational cost. This
instability heats ions until the ion thermal speed becomes comparable to the
ion acoustic speed (and therefore, Te/Ti ∼ 1). Refs. [83, 84] found that there
will always be a numerical heating in the regime Te/Ti > 1. Smoothing and
use of higher order particle shape functions helps to keep this effect efficiently
controlled, and to a much smaller extent the increase of macro-particles per
cell. This is the reason to not simulate scenarios with even higher electron
temperature than the case Te/Ti = 10 shown in Fig. 14.
4.6. Firehose instability
Temperature anisotropy can be a source of free energy for instabilities.
In the hybrid regime, for a sufficiently large plasma-βi and for Ti,‖ > Ti,⊥,
the corresponding fastest growing instability is called firehose (see, e.g.,
Sec. 3.4 of Ref. [85]). Although it is possible to describe this instability in
(anisotropic) MHD or two-fluid models, its growth rate and maximum wave
number for the case of oblique propagation (with respect to a background
magnetic field) is correctly reproduced only by considering ion kinetics, in
particular finite Larmor radius effects [86].
Case βi,⊥ = βi β‖
ion firehose instability 300/pi 3+βi,⊥
Table 5: Main physical parameters for the ion firehose test problem.
We reproduce this instability with our code by initializing a quasi-1D
simulation of a high beta plasma, with the external static magnetic field
along the xˆ−direction. The specific parameters are given in Table 5 while
the remaining physical and numerical parameters are in Table 1 and Table 2.
Our results are summarized in Fig. 16. The left panel shows that the ini-
tially higher values of the parallel ion temperature (proportional to v2th,i,x)
decrease in time reaching similar values to those of the perpendicular ion
temperature (associated with v2th,i,y or v
2
th,i,z). In this way, the source of free
energy of the instability is exhausted. This instability produces transverse
magnetic fluctuations during its linear stage, whose first three Fourier modes
are shown in Fig. 16(b). According to the linear theory [68], the most un-
stable mode should be m = 1 with growth rate γ = 0.011Ωci, and similarly
for the real frequency ω (both positive and negative). The solution of the
dispersion relation for both γ and ω is plotted in Fig. 15, where we also
indicate the mode number 1 in our configuration. This clearly shows that
our setup allows to develop only a single mode, because all the harmonics
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Figure 15: Frequency and growth rate of the hot plasma dispersion relation for the firehose
parameters. The black vertical dashed line represents the wave number k associated to
the mode m = 1.
that our simulation box allows are damped. Note that the real frequency
curve has both positive and negative branches, indicating that the instability
generates a superposition of both forward and backward propagating waves.
Fig. 16(b) shows this fact and also that the theoretical γ fits very well with
the simulated growth rate of this instability.
Figure 16: Time evolution of quantities related with the firehose instability test
problem. a) Components of the globally averaged thermal ion speed: v2th,i,α =
(1/N)
∑N
j (vα,j − Vα)2, with the component α = x, y, z for the jth ion of a total of
N and Vα is the α−component of the bulk (average) ion speed. b) Fourier modes of the
transverse magnetic field B⊥(kx) =
√
[By(kx)]2 + [Bz(kx)]2.
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4.7. Oblique (2D) firehose instability
Ion temperature anisotropies with Ti,‖ > Ti,⊥ can also drive (firehose)
instabilities with waves propagating obliquely to a background magnetic
field (AF, oblique propagating Alfvén firehose). In a 2D geometry and un-
der suitable parameters, both (firehose) instabilities with waves propagating
obliquely and parallel to the magnetic field (see Sec. 4.6, denoted onwards as
WF: parallel propagating Whistler-firehose) can coexist with similar growth
rates. The oblique firehose instability was found for the first time by Ref. [87]
and simulated together with the parallel firehose by Ref. [88]. Different from
the parallel propagating firehose known since much earlier, the oblique fire-
hose instability generates waves with zero frequency that can isotropize more
efficiently the ion temperature anisotropy.
In this section, we present a 2D test problem showing the simultaneous
existence of this kind of instabilities and their identification based on their
different properties, following Ref. [88]. By comparing with the linear and
non-linear theory, this will allow us to prove that our code can handle the
spectral transfer of power between waves with different propagation angles
and the cyclotron resonances effects on the ion distribution function. We
reproduce this instability with our code by initializing a 2D simulation with
the external static magnetic field along the xˆ−direction. The specific pa-
rameters are given in Table 6 while the remaining physical and numerical
parameters are in Table 1 and Table 2. These parameters give a comparable
maximum growth rate of γ/Ωci ∼ 0.056 for the parallel firehose instability
(WF) and γ/Ωci ∼ 0.059 for the oblique firehose instability (AF) [87].
Case Ti,⊥/Ti,‖
2D ion firehose instability(ies) 0.4
Table 6: Main physical parameters for the ion firehose test problem.
Our results are summarized in Fig. 17 with the time evolution of two
quantities characterizing the system. Fig. 17a) shows the drop in the ini-
tial imposed ion temperature anisotropy (globally averaged), exhausting the
source of free energy of the firehose instability(ies). Most of the anisotropy is
reduced in the time interval between 100 < tΩci < 200, to later remain prac-
tically constant. This origin of this behavior is clearly explained in Fig. 17b)
with the time evolution of the spectral power in the total magnetic field
fluctuating energy EδB(~k) and its components aligned and oblique to the
background magnetic field. This splitting requires to define the angle in the
Fourier space θ~k· ~B = acos(kx/
√
k2x + k
2
y) between the wave number vector
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a) b)
Figure 17: Time evolution of the firehose 2D test problem. a) Ion anisotropy Ti,⊥/Ti,‖.
b) Spectral power of the total magnetic field fluctuating energy EδB and its components:
near parallel propagation (0◦ < θ~k·~B < 30
◦) and oblique propagation (60◦ < θ~k·~B < 90
◦)).
~k and the background magnetic field in x. The power in a given interval
of angles is obtained then just by integrating all the power in δB2 which
falls into that range. In this way, Fig. 17b) shows that most of the magnetic
fluctuations are initially propagating nearly parallel to the magnetic field.
These fluctuations, reaching a peak near tΩci ∼ 100, are due to the parallel
propagating firehose instability (WF). Later, between 100 . tΩci . 200,
the power in the parallel fluctuations drops considerably while the nearly
oblique waves start to develop, contributing to most of the total power near
tΩci ∼ 200. Later, until the end of the simulation at tΩci ∼ 400, the power
in both parallel and oblique propagating waves decreases considerably. All
these features match very closely with the results published in Ref. [88] and
are explained to a greater extent there.
Fig. 18 shows the distribution of spectral power in the ω−|k| (left column)
and ω− θ~k· ~B (right column) planes for the different phases of spectral power
transfer between parallel and oblique waves identified before. For early times
0 < tΩci < 100, Fig. 18(b) shows the power in the parallel propagating
firehose (WF) at θ~k· ~B ∼ 0◦ and with a frequency near ω/Ωci ∼ ±0.6. This
branch follows the whistler R Alfvén mode with finite phase speed as seen in
Fig. 18(a) near |k|di ∼ 0.6. On the other hand, the oblique waves generated
by the oblique Alfvén firehose instability (AF) are seen at θ~k· ~B ∼ 45◦ in
Fig. 18(b), at nearly zero frequency, and with a similar wave number as
for the parallel propagating WF. There is also power at θ~k· ~B ∼ 0◦ and with
|k|di ∼ 0.6. All these features agree very well with the solutions of the Vlasov
dispersion relation for these parameters (see Figs. 2 and 4 in Ref. [87]).
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a) b)
c) d)
e) f)
Figure 18: Dispersion relations of the power in the magnetic field fluctuating energy of
the firehose 2D test problem. Left: ω − |k|. Right: ω − θ~k·~B . First row: initial, between
0 < tΩci < 100. Second row: middle, between 100 < tΩci < 200. Third row, later,
200 < tΩci < 400. WF stands for the parallel propagating Whistler-firehose, while AF
stands for oblique propagating Alfvén firehose.
Later, between 100 < tΩci < 200, Fig. 18(d) shows that power is trans-
ferred to the oblique waves of the AF instability as evidenced by an enhance-
ment of power there and a decrease in the WF branch after its saturation.
This is consistent with the behavior seen in Fig. 17b). Finally, between
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200 . tΩci . 400, after the saturation of the AF instability, Fig. 18f) shows
very little power in both AF and WF branches (in particular the latter one),
as a result of the exhaustion of the ion anisotropy which drives these insta-
bilities.
a) b)
Figure 19: Ion VDF of the firehose 2D test problem in the v⊥ − v‖ plane. a) Final VDF
at tΩci = 400 b) Difference between the final and initial VDFs. The black line represents
the contour level with no changes.
Fig. 19 shows the effects on the ion velocity distribution function (VDF)
of the different wave activity generated by the two firehose instabilities. In
particular, Fig. 19a) shows the final ion VDF at tΩci = 400 with two peaks
at v⊥/VA ∼ 2 and |v‖|/VA ∼ 1. The origin of these non-Maxwellian fea-
tures can be traced back in Fig. 19b), which shows the difference between
the final and initial VDFs. There is an increase in the number of particles
(red contours) precisely in the velocity space region mentioned before with
the non-Maxwellian features between v⊥/VA ∼ 2 and |v‖|/VA ∼ 1. These
particles come from the region where there is a decrease (blue contours)
near v⊥/VA ∼ 0.5 − 1 and |v‖|/VA ∼ 2. This is evidence that these parti-
cles were accelerated in the perpendicular direction via cyclotron resonance
ω = k‖v‖,res ± Ωci, a well known effect of the damped waves due to the
AF instability. Indeed, as shown previously, this instability is characterized
for waves with ω ∼ 0  Ωci. Then, for k‖di = 0.5 − 0.7 (see Fig. 18(d)),
the resonant phase speed can be estimated to be in v‖,res ∼ 1.4 − 2VA, in
agreement with the modified regions in the velocity space v‖ in Fig. 19b).
Note that this cyclotron resonant effect does not happen in the first stage of
the evolution of the system dominated by the WF instability, because their
unstable waves do not satisfy the resonant condition.
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5. Conclusion
We presented a new hybrid code with kinetic ions modeled with the PiC
method and inertial electrons modeled with the electron fluid equations with-
out approximation. Our code was validated through a set of one numerical
and six different physical test problems, covering different aspects of the ion
kinetic dynamics and electron inertia.
0) Excitation of parallel eigenmodes to check for convergence and stability
of the underlying hybrid algorithm.
1) Parallel electromagnetic and 2) perpendicular electrostatic modes with
the purpose of checking the excitation of normal plasma modes arising from
thermal noise. We reproduce that the R mode and the ion Bernstein modes
are mostly undamped, while the L mode gets damped when entering the
dispersive regime for k > di in the low frequency regime (ω < Ωci). The
L mode and ion Bernstein modes follow the correct dispersion curves with
practically pure ion contribution. The R mode has the correct contribution
from both kinetic ions and inertial electrons, especially significant in the
high frequency regime ω  Ωci. The latter is because it differs by a large
amount from the curve followed by the model with kinetic ions and massless
electrons, which is also contained in the code as a limiting case.
3) Ion beam R instability to check that the code reproduces correctly
the evolution of instabilities having a relative drift speed between two ion
populations as its source of free energy, and correctly handling multiple ion
species in general.
4) Ion Landau damping to prove that the code can reproduce correctly
the damping of electrostatic waves via wave-particle interactions.
5) Ion firehose instability to check the correct development of instabilities
with ion temperature anisotropy as their source of free energy.
6) 2D oblique ion firehose instability to check the simultaneous presence
of instabilities with waves propagating at different angles with respect to the
background magnetic field in a 2D geometry. This also allows to verify the
expected power transfer between these waves during the non-linear stage of
these instabilities, in addition to verify perpendicular ion acceleration due to
ion cyclotron resonance.
Altogether, these tests show that our simulation code can reproduce cor-
rectly the relevant ion kinetic physics in the regime ω ∼ Ωci and k ∼ d−1i ,
by comparing with the predictions of linear (and non-linear) theory. Our
hybrid code does no approximations for the electron inertial contributions
appropriate for ω ∼ Ωce and k ∼ d−1e , other than the equation of state relat-
ing electron pressure and temperature. Therefore, the presented simulation
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approach is ideal to study dissipative or multi-scale phenomena between
electron and ion scales, like collisionless shocks, magnetic reconnection and
kinetic turbulence in laboratory, space, and astrophysical plasmas.
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