The systematic offset of Gaia parallaxes has been widely reported with Gaia's second data release, and it is expected to persist in future Gaia data. In order to use Gaia parallaxes to infer distances to high precision, we develop a hierarchical probabilistic model to determine the Gaia parallax zero point offset along with the calibration of an empirical model for luminosity of red clump stars by combining astrometric and photometric measurements. Using a cross-matched sample of red clump stars from the Apache Point Observatory Galactic Evolution Experiment (APOGEE) and Gaia Data Release 2 (DR2), we report the parallax zero point offset in DR2 to be 0 = −48±1 µas. We infer the red clump absolute magnitude to be −1.622 ± 0.004 in K s , 0.517 ± 0.004 in G, −1.019 ± 0.004 in J, and −1.516 ± 0.004 in H. The intrinsic scatter of the red clump is ∼ 0.09 mag in J, H and K s , or ∼ 0.17 mag in G. We tailor our models to accommodate more complex analyses such as investigating the variations of the parallax zero point with each source's observed magnitude, observed colour, and sky position. In particular, we find fluctuations of the zero point across the sky to be of order or less than a few 10s of µas.
INTRODUCTION
The Gaia satellite is tasked with performing the world's largest simultaneous astrometric, photometric, and spectroscopic survey (Gaia Collaboration et al. 2016) . With its second data release (DR2) in April 2018, the survey accrued astrometric and photometric measurements for over one billion sources down to a magnitude of G 21 (Gaia Collaboration et al. 2018) . The Gaia satellite measures absolute parallaxes by comparing positions of stars in two fields of view (FOVs) widely separated by the "basic" angle Γ f = 106.5 • along the plane of its scanning motion. For a source passing through the center of one of the FOVs, its position is described by φ = ±Γ f /2 with respect to the axis bisecting the formal basic angle in the same plane. An analytical solution shows that perturbations to such a source's observed parallax ( ) is degenerate with perturbations to the true basic angle Γ (Equation 15; Butkevich et al. 2017) , repeated here δΓ = ζ sin(φ)δ = ζ sin(Γ f /2)δ ,
where ζ is a function of the satellite's orientation with respect to the Solar System barycenter. In other words, oscillations in the instrument's basic angle are degenerate with an absolute perturbation in the observed parallax. Gaia's astrometric solution relies on the position of each source's centroid on the CCD, which is affected by the brightness of the source. If left uncorrected, this leads to a parallax zero point offset which is expected to have a slight dependence on the observed magnitude of each source. The same effect should also occur because of the two methods of determining the positions of centroids: dim sources G 13 have the positions of their centroids measured as they cross a fiducial line on the CCD; whereas, bright sources G > 13 have their positions determined with the entire column traced out by the centroids as they drift across the detector (Lindegren et al. 2018 ). In addition, the astrometric calibration used in DR2 makes use of an effective wavenumber determined using mean integrated blue (G BP ) and red (G RP ) photometric magnitudes. The unique observed colour of each source is expected to contribute to fluctuations to the astrometric solution, equivalent to a parallax zero point dependence on observed colour. Finally, the parallax zero point has also been shown to vary on large scales across the sky by mapping the observed parallaxes of quasars in the DR2 sample (Arenou et al. 2018) .
In general, Gaia parallaxes have been reported to be too small. The parallax zero point offset in DR2 has been reported by the Gaia collaboration to be 0 = −29 ± 1 µas, measured using the parallaxes of quasars in the DR2 sample (Lindegren et al. 2018 ). Riess et al. (2018) found 0 = −46 ± 13 µas by combining Gaia parallaxes with Hubble Space Telescope photometry of Milky Way Cepheids. Stassun & Torres (2018) report 0 = −82 ± 33 µas, and Graczyk et al. (2019) determine a zero point of 0 = −31 ± 11 µas from analyses comparing existing measurements of parallax for eclipsing binary stars with Gaia parallaxes. Zinn et al. (2019) find 0 = 52.8 ± 2.4 (random) ±8.6 (systematic) µas with significant dependence on the effective wavenumber and observed magnitude using asteroseismology of red giant branch stars. Similarly, Sahlholdt & Silva Aguirre (2018) report a parallax zero point of 0 = −35 ± 16 µas using the asteroseismology of dwarf stars, and Hall et al. (2019) use the asteroseismology of red clump stars to determine a mean parallax zero point of 0 = −41 ± 10 µas, with individual estimates of 0 = −38 ± 13 µas in K s and 0 = −42 ± 13 µas in G. Using deep learning of spectro-photometric distances, Leung & Bovy (2019a) determine a modeled constant zero point of 0 = −52.3 ± 2.0 µas and they present quadratic parameterizations of the zero point's dependences on G, observed colour, and effective temperature.
In this paper, we describe hierarchical Bayesian models inspired by Sesar et al. (2017) and Hawkins et al. (2017) to simultaneously estimate the Gaia parallax zero point and constrain an empirical relation for the luminosity of red clump stars. We outline the red clump sample and the data used in these analyses in §2. The hierarchical model and several add-ons for additional detailed analysis are described in §3. Results of each model/analysis are presented in §4, with inferred parameters collected in Table 1 . We discuss the internal consistencies between each model as well as compare our measurements with other reports in §5. Finally, we conclude with a summary in §6.
DATA

Red-clump sample
As a part of SDSS-III/IV (Eisenstein et al. 2011; Blanton et al. 2017) , the Apache Point Observatory Galactic Evolution Experiment (APOGEE; Majewski et al. 2017 ) is a spectroscopic survey in the near infrared. Observing in the infrared is a major advantage for its data, as this allows for measurements that are less affected by dust extinction when compared to optical measurements. The survey data has been pre-processed and is publicly available online as part of the SDSS Data Release 14 (DR14; Holtzman et al. 2015; García Pérez et al. 2016; Abolfathi et al. 2018) . This data set includes detailed measurements of each source's chemical abundances (with S/N > 100) as well as the stellar parameters T eff and log g due to its spectroscopic resolution of R ≈ 22 500 (?). We make use of the Two Micron All Sky Survey (2MASS) J , H , and K s photometry (Skrutskie et al. 2006 ). The 2MASS photometry has been previously corrected for reddening with the Rayleigh-Jeans Colour Excess method (Equation 1; Majewski et al. 2011 ), yielding measured extinction values A J , A H , and A K for each object. We also make use of inferred values for T eff , log g, as well as the chemical abundance data, specifically [Fe/H] 
where w = 1 or w = 0 depending on whether the measurement of [Z/Fe] exists respectively. The abundance measurements upon which [α/Fe] is based are not taken from SDSS DR14, but they are instead products of an artificial neural network astroNN trained on APOGEE spectra from DR14 (Leung & Bovy 2019b) . Typical sources in astroNN have inferences of chemical abundances to ≈ 0.03 dex, T eff to ≈ 30 K, and log g to ≈ 0.05 dex. We use only a sub-sample of the APOGEE data set that has been classified as red-clump stars by Bovy et al. (2014) . The red-clump stars were identified with strict cuts first in effective-temperature-surface-gravity-metallicity space followed by further cuts in colour-surface-gravity-metallicity space. This was done to minimize contamination from other red giant branch stars within the population.
The Bovy et al. (2014) cuts leave a small amount of contamination ( 10%) by non red-clump stars, which could be identified with better measurements of log g. In order to further purify the red-clump sample, we apply cuts to sources in the sample for which (log g) APOGEE − (log g) astroNN < −0.2.
Gaia DR2 data
With the advent of DR2, the Gaia mission currently has measurements of sky position and photometry in its G-band (330-1050 nm) for nearly 1.7 billion sources (Gaia Collaboration et al. 2018). Over 1.3 billion of the sources in DR2 also have measurements of parallax ( ) and proper motion. The current reported limiting magnitude in DR2 is G ≈ 21, and the data set is reported to be complete over 3 G 17.
The Gaia mission only reports the 5-parameter astrometric data (position, parallax, and proper motion) for sources that satisfy three requirements: (1) they must be brighter than the limiting magnitude (G < 21), (2) each source must have been observed on at least six occasions that are separated by at least four days, and (3) the astrometric parameters must be measured to within a magnitudedependent uncertainty. The full details of the astrometric solution are discussed by Lindegren et al. (2018) .
We cross-match the Gaia DR2 sample with the redclump sample to obtain the G magnitudes, G BP (330-680 nm; also referred to as BP) and G RP (630-1050 nm; also referred to as RP) magnitudes, as well as parallaxes and their uncertainties. The Gaia data set includes measurements of negative parallaxes, which can still contain useful information when combined with their uncertainties. An exception must be made for unphysical measurements of negative parallaxes that are too confident because these must be outliers, so we make further cuts on the quality of the parallax measurements by removing any sources with a measured /σ < −3, or = 0 from our sample. Our final data set contains 27,934 red clump stars with values for D = , σ , G, G BP , G RP , J, H, K s ,
Gaia Extinction Model
As mentioned previously, the 2MASS photometry from the red clump catalog (J, H, and K s bands) have been cor- rected for extinction using the Rayleigh-Jeans Colour Excess method, so each star has associated A J , A H , and A K extinction values that have been implicitly included in their respective apparent magnitudes as m 0 = m − A m . The Gaia G band has not been extinction corrected, so we use the following procedure to estimate the G band extinction coefficient.
For each star in the red clump sample, we compute synthetic G and K s band photometry using the pystellibs 1 , pyphot 2 , and pyextinction 3 tools, and we determine the A G /A K extinction ratios with the following steps:
(i) We generate initial synthetic stellar spectra (denoted F 0 (λ)) with the Castelli & Kurucz (2003 )/Kurucz (2005 stellar model library in pystellibs for each source using their respective T eff , log g, and Z.
(ii) The extinction-free K s band magnitude (denoted K 0 ) is computed with pyphot for each stellar spectrum F 0 (λ) using the 2MASS K s passband (Cohen et al. 2003) .
(iii) Assuming a value of A V , we use the Fitzpatrick (1999) extinction law A(λ)/A V computed using the pyextinction tool, redden each stellar spectrum with λ) . We then require knowledge of A V for each star in order to apply the correct extinction to each stellar spectrum.
(iv) The extinguished K s band magnitude (denoted K) is computed with pyphot for each reddened spectrum F r (λ) using the 2MASS K s passband.
(v) By repeated application of the previous two steps, we solve for each A V value that matches the given A K value obtained from the RJCE method. We then redden each stellar spectrum again using this value of A V , yielding F R (λ).
(vi) The extinction-free G 0 magnitude is computed with pyphot for each un-reddened stellar spectrum F 0 (λ) using the Weiler (2018) revised G passband. Similarly, we compute each extinguished G from the reddened spectrum F R (λ).
(vii) The extinction ratio for each star is then produced
The G band extinction correction is then simply given by (A G /A K )A K , the extinction ratio determined using the synthetic photometry multiplied by the A K value obtained from the RJCE method. We find that our sample of red clump extinction ratios are well approximated by
This parameterization is shown along with the sample and its residuals in Figure 2 . We construct a probabilistic model based on previous analyses of Gaia observations of standard candles. In particular, our model is inspired by Sesar et al. (2017) , in which RR Lyrae were used to simultaneously validate Gaia DR1 parallaxes and fit a luminosity function for the stars. With parallax calibration parameters θ , red clump luminosity function parameters θ RC , and distance prior parameters θ r , the posterior probability of all the model parameters θ = (θ , θ RC , θ r ) is then proportional to the likelihood of the data D, and the prior probability of the model parameters.
The likelihood of the entire red clump data set can be split into the parallax and magnitude likelihoods for each i-th star independently:
We model the parallax measurements of each red clump star in Gaia DR2 as being drawn from a normal distribution. In other words, the likelihood of the DR2 parallax measurements is
The distribution for each star is centered around its "true observed parallax" i set by Equation (8), which is the inverse of its true heliocentric distance r i summed with the systematic parallax zero point offset 0 . This is the parallax that Gaia would observe for a source taking into account the parallax zero point in the limit of no other measurement uncertainties. We later consider the significance of a non-constant parallax zero point 0 (T eff , G, α, δ) that is dependent on colour, magnitude, and sky position. The uncertainty for each parallax measurement is assumed to be Gaussian, with σ 2 i being the reported parallax uncertainty from Gaia DR2, but we allow for adjustments to the reported uncertainties to account for mis-estimated uncertainties. Equation (9) includes two error correction parameters f , and σ 2 ,+ , which were used to inflate the Tycho-Gaia Astrometric Solution (TGAS) parallax uncertainties reported in Gaia DR1 (Lindegren et al. 2016) . The values used in Gaia DR1 were f = 1.4, and σ ,+ = 0.2 mas. The reported values for Gaia DR2 are f = 1.08, σ ,+ (G < 13) = 0.021 mas, and σ ,+ (G > 13) = 0.043 mas 4 . We include these parameters θ = { 0 , f , σ ,+ } in our model as a validation of the reported parallax uncertainties and corrections in Gaia DR2. It is also of note that the astrometric solutions for bright (G < 13) and dim (G ≥ 13) sources are different (Arenou et al. 2018) ; thus, we also consider a few models with separate Gaia systematic parameters θ = { 0 , f , σ ,+ } for bright/dim sources.
The red clump requires a model for the luminosity as a function of intrinsic stellar properties such as metallicity, and colour. The absolute magnitude M of the i-th red clump star can be described as 
where (J 0 − K 0 ) is the extinction corrected colour. M ref is a reference value parameter which represents the absolute magnitude of a typical red clump star. Both terms denoted with a subscript "ref" are fixed representative values of the red clump population. In every one of our models, we use the median of each corresponding property in the sample:
We then choose to model the absolute magnitude of each red clump star as being drawn from a Student's tdistribution centered around M ref , or
Here, ν is a parameter that controls the shape of the distribution. The role of ν in the Student's t-distribution is illustrated in Figure 3 . A lower value of ν introduces a positive excess kurtosis to the distribution; in other words, the peak at the central value M ref gets narrower, and the tails become elevated. This allows the luminosity calibration to be less susceptible to outliers which still contaminate the red clump sample after quality cuts. The Student's t-distribution converges to a normal distribution as ν → ∞. The uncertainties associated with m 0 , [Fe/H], (J 0 − K 0 ), and the luminos-ity model chosen in Equation (10) are captured in σ 2 M as a model parameter, which then sets the width of the distribution.
To tie the luminosity and parallax calibration models together, we unite the observed magnitude of each star with its observed parallax through the distance to the star, r i . This was already done for the parallaxes through Equation (8), and can be done for the magnitudes through the distance modulus,
where m 0 is the extinction corrected apparent magnitude. We then model the likelihood of the observed distance modulus as a Student's t-distribution centered around the true distance modulus, or
The approximation from Equation (11) to Equation (14) is valid only if measurement uncertainties for m 0 , (J 0 − K 0 ) and [Fe/H] are sufficiently small compared to σ 2 M . We provide a discussion for this later on.
The true distance to each star is unknown, so we include each true distance r i as a model parameter under an exponentially decreasing volume density prior with scale distance L as described by Bailer-Jones (2015):
The likelihood for the entire data set D is then
A schematic of our probabilistic model illustrating the dependencies of each parameter and observed quantity is shown in Figure 4 . Each of the single circled parameters require prior probabilities. The prior for r is described by Equation (15). We assign the following broad priors for the remaining parameters:
• Zero point parallax: Uniform prior between −60 < 0 /µas < −30 • Gaia parallax error scaling: Uniform prior between 0.2 < f < 2
• Gaia parallax error offset: Log-uniform prior with 0.1 < σ ,+ /µas and no upper bound
• Distance prior scale length for Equation (15): Uniform prior between 300 < L/pc < 3000
• Colour (J 0 −K 0 ) slope for red clump luminosity: Uniform prior between −1 < α < 1
• Metallicity [Fe/H] slope for red clump luminosity: Uniform prior between −1 < β/(mag dex −1 ) < 1
• Reference absolute magnitude for red clump stars in the • Student's t-distribution degrees of freedom parameter for each photometric band: Log-uniform prior between 0 < ν < 1000
Multivariate Photometry Models
The Gaia parallax validation model described so far uses only one photometric measurement for each star. In general, k apparent magnitudes may be included in a single analysis through the multivariate t-distribution
Each component of ì µ i ( ì m i ) can be a distance modulus computed with one of the photometric bands using the left-hand side of Equation (13), and each component of ì µ i (r i ) is the true distance modulus computed with the distance using the right-hand side of Equation (13). As with the single-variable Student's t, Σ is related to the width of the distribution like σ M while also taking into account covariances across each photometric band.
We implement the multivariate t-distribution to create a model which accepts both K s and G band photometry simultaneously. This model should act as a check for the Gaia G-band extinction model discussed in §2.3. For any given star, photometric measurements in different bands are expected to be highly correlated, meaning that we do not expect to infer the model parameters to higher precision with the inclusion of multiple photometric information. Rather, 10 2 10 3 Figure 5 . The HEALPIX projection of the sky distribution of the red clump sample divided into varying resolutions through conditions described in §3.3. We use this to determine the parallax zero point offset's variation on the sky.
Number of stars
this multivariate model serves as a method to validate the extinction estimates for A G described in §2.3, which are expected to be less accurate than the given A K values. We specifically choose the K s information to match with G because it is expected to be the least extinguished as the reddest photometric band available. We also consider a different model which is more intuitively comparable to the single photometry models. While the luminosity of the red clump in each band is expected to be highly correlated, the luminosity of each star is not expected to be as strongly correlated with the intrinsic colour. We can therefore model photometry in different bands (say, G and K s ) by modeling the absolute magnitude distribution of one band (say, K s ) with one Student's t-distribution and the colour distribution (say, G − K s ) with another Student's t-distribution, with the latter given by
where M K,i and M G,i are still modeled with separate versions of Equation (10). This version of the multiple photometry model is implemented by simply including Equation (19) in the likelihood set by Equation (16).
Variation of the Gaia Zero Point Parallax
We consider various ways in which the Gaia parallax zero point may depend on other quantities. To account for the differences in astrometric solutions for sources with G < 13 and G ≥ 13, we first implement a single photometry model with separate parallax-related parameters θ = { 0 , f , σ ,+ } for each of the two cases. This and every other model discussed in this section uses only the K s photometric information to calibrate the red clump luminosity model.
As mentioned previously, the Gaia parallax zero point should exhibit continuous and multivariate dependences on properties such as the observed magnitude G, the observed colour G BP −G RP , and the position of the source on the sky.
The first two dependencies are easily included in the model by introducing a functional form for 0 :
In particular, we investigate simple quadratic parameterizations for the dependences on both G, and G BP − G RP . Due to the change in the astrometric processing at G = 13, we also consider models with independent zero point functional parameterizations for sources G < 13 and G ≥ 13.
We further consider models in which the Gaia parallax parameters θ = { 0 , f , σ ,+ } are not required to follow any specific functional parameterization, but rather we model them as separate constants in binned G or G BP −G RP space. In particular, we consider 17 bins of width 0.5 mag from 9.5 -18 mag in G space, and we consider 7 bins of width 0.5 mag from 1 -4.5 mag in G BP − G RP space. Stars outside of these ranges are discarded for each respective analysis. For each of these binned models, we also consider separate L parameters for each bin to account for the distance dependence of G, or any possible 3D position clustering of red clump stars of similar observed colour. The dependence on sky position can be probed by projecting the red clump sample onto HEALPIX maps (Górski et al. 2005) . The HEALPIX framework divides the surface of a sphere into 12 diamondshaped patches of equal solid angle at lowest order (called NSIDE, and beginning at 1). Higher resolution patches on the sphere are obtained by further dividing each patch into 4. Each division of map patches into 4 increases the NSIDE of the map by a factor of 2. The zero point dependence on sky position can then be modelled through unique values of 0 , and L for each HEALPIX patch on a sky map. In particular, we consider maps of order NSIDE = {1, 2, 4, 8}, corresponding to patches of approximately {3438, 860, 215, 54} square degrees respectively. The equal-area property of each patch in a HEALPIX projection is useful for regularly sampling the variation of 0 across the sky, but the effectiveness of this method is restricted by the need for a sufficiently large subsample of red clump stars within each patch. Much of the red clump sample is located within the Galactic disk, so the most precise measurements of 0 on the sky will come from the Galactic disk.
In order to retrieve similar quality inferences of the parallax zero point across the sky, we have developed a method for analyzing a single sky map with varying HEALPIX resolutions dependent on the number of stars within each patch. HEALPIX patches are recursively split into higher resolution sub-patches if the parent patch contains greater than 200 stars. Each daughter sub-patch is further broken up if it still contains greater than 200 stars and is of order NSIDE < 8. If the sub-patch contains between 25 -200 stars or has reached NSIDE = 8, then it is kept at that resolution. If the sub-patch contains fewer than 25 stars, then it is discarded. The resulting star density map across our sample can be seen in Galactic coordinates in Figure 5 . The highest resolution patches allow for detailed analysis of the zero point's variation along the Galactic plane, while the lower resolution patches should group enough stars away from the Galactic plane together to provide reasonable inferences of the parallax zero point. All parameters remain global with the exception of 0 and L, which are specific to each patch. Again, we also consider a model with independent sky variations of 0 for sources G < 13 and G ≥ 13. 
Red Clump Luminosity Calibration: Dependence on [α/Fe]
To determine the red-clump luminosity function for subpopulations within the red clump sample, we separate the data into bins in [α/Fe] (calculated with Equation (2) (10). We expect small changes in the red clump luminosity calibration for each sub-population, which can be seen as variations of θ RC parameters in [α/Fe] space. Bovy et al. (2014) determined distances to the red clump in our sample using colour and metallicity trends determined from PARSEC stellar models (Bressan et al. 2012) , applying a constant calibration offset obtained from a Hipparcos red clump sample. We test the stellar model used in Bovy et al. (2014) as follows: We adjust Equation (13) to Figure 7 . A probabilistic graphical model illustrating the extensions to the base luminosity and parallax calibration of red clump stars Figure 4 . The colours illustrate an independent add-on to the existing base model shown in Figure 4 . Blue: Adding functional dependencies to the parallax zero point 0 , or modeling the spatial variations of 0 across the sky with HEALPIX patches. Green: Adding an extinction model for the Gaia G band photometry. Red: Adding a [α/Fe] dependence of the red clump luminosity calibration set by Equation (10). Purple: Changing the red clump luminosity calibration to a validation of the distance moduli reported in the red clump catalogue (Bovy et al. 2014 ). Gray fill: Including multiple photometric bands simultaneously in the analysis. A unique copy of each of these parameters is added for each corresponding photometric band.
Tests of red clump stellar evolution models
where
and M * i = m 0,i − µ * i is the absolute magnitude of a red clump star predicted with the stellar model. The new observed distance modulus which will replace Equation (13) for this validation model is then
Here, M i still represents a red clump luminosity calibrated with the probabilistic model, but it is not tied to any photometric band. Instead, it is related to the accuracy of the stellar models used to determine µ * i in Bovy et al. (2014) . We expect M i → 0, with each parameter within Equation (10) now describing possible residuals of the stellar model; i.e, the parameters M ref , α, and β are expected to be 0 if the stellar models used in the catalogue describe the red clump at least as well as the empirical models in this paper.
Implementation of Models
A full probabilistic graphical model in Figure 7 illustrates each extension to the base model in Figure 4 . The sheer number of parameters that need to be sampled for each model (especially the distances to ∼ 28000 stars) hinders the use of traditional Markov chain Monte Carlo (MCMC) techniques. We choose instead to use Stan, a Hamiltonian Monte Carlo (HMC) software (Carpenter et al. 2017) . Some advantages of using HMC instead of MCMC include a generally more efficient sampling of parameter space, especially in the case of highly correlated parameters. HMC also provides more accurate and precise sampling of parameter space for both models with complex distributions and models with many parameters. The principles and benefits of HMC are further described in great detail by Neal (2012) .
Each of the models described in this paper was implemented in the Python 3 wrapper for Stan, also known as PyStan 5 . The posterior distribution space for each model was sampled with 4 chains for 2500 steps, and the first 1000 steps of each chain were discarded as warm-up steps. In total, 6000 samples were collected for the posterior distributions of each model we report. The parameters were intialized randomly according to their respective priors with the exception of the distances. The true distance parameter for each star was initialized using the absolute inverse of its parallax reported in Gaia DR2.
RESULTS
Basic results
The posterior distributions for all models are summarized in Table 1 . We report the median and ±1σ ranges for each model parameter. It is worthwhile to note that we also obtain posterior distributions for the distances to each individual star in our sample. Individual distances are typically constrained to ∼ 10%, which may seem insignificant, but the combined data set allows for the parallax zero point to be inferred to ∼ 1% across every model.
We find that zero points inferred across each base model using K s , J, and H photometry are consistent ( 0 = −48 ± 1 µas), with an inconsistent result from the zero point inferred with the base model using G photometry ( 0 = −38.30 +0.88 −0.80 µas). This inconsistency is alleviated with the joint photometry model using the multivariate t-distribution to include K s and G data simultaneously. The resulting zero point inferred with joint photometry is 0 = −48.94 +0.93 −0.96 µas. We also infer consistent Gaia parallax uncertainty correction parameters ( f and σ ,+ ) across all base model and the joint photometry analyses. A representative posterior distribution is shown in Figure 8 along with the correlations between each model parameter in the base model using K s photometry.
We infer the absolute magnitude of the red clump to be Figure 10 and Figure 11 for the binned distributions. d Parameters reported here are not the same red clump luminosity calibration parameters, and a detailed interpretation is discussed in §4.3. about µ i (m i ); the degrees-of-freedom parameter is inferred to be approximately ν ≈ 1.3 across all models. Consequently, the scaling parameter σ M does not fully describe the dispersion of stars about M ref . The Student's t-distribution has a formal variance of ∞ for 1 < ν < 2, but we wish to describe the width of the Student's t-distribution with a combination of σ M and ν. We are only interested in the dispersion of stars that have not been considered outliers (which exist in the heightened tails of the distribution), so we report dispersions about the red clump luminosity calibration given by the full width at half maximum (FHWM) of each inferred distribution. Table 1 includes the FWHM/2 2 ln(2) for each red clump luminosity distribution, which is equivalent to 1σ for a Gaussian distribution.
Note that the spread in the red clump luminosity distribution describes the spread in distance moduli as in Equation (14). This includes uncertainties from photometric (σ m 0.025 mag) and metallicity (σ [Fe/H] 0.01 dex) measurements; however, these uncertainties are much smaller than the spread in the distributions (FWHM/2.355 ∼ 0.1 mag). Taking this into account, the dispersion in the red clump distributions should be dominated by a combination of intrinsic dispersion and modeling uncertainties.
The inconsistencies in inferred Gaia parallax zero points between G and 2MASS photometry appears to be resolved with the implementation of the multiple photometry models. The inferred absolute magnitude of the red clump in G changes from M G = 0.447 ± 0.004 to M G = 0.508 ± 0.005 in the multivariate t model, and to M G = 0.517 ± 0.004 in the model with separate single-variable t-distributions for K s and G − K s . As a result, the inferred Gaia parallax zero point becomes consistent with the previous estimates of 0 ≈ −49µas. This is likely an indication that our model for the G band extinction is not accurate enough for an independent analysis of the Gaia parallax zero point using only G photometry. Only by supplementing the model with K s photometry are we able to achieve consistent results.
In the case of considering 2 constant zero points for G < 13 and G ≥ 13, we infer 0 = −35.74 ± 1.55 µas for sources G < 13 and 0 = −42.36±0.86 µas for sources G ≥ 13. We also find once again that the Gaia parallax uncertainty parameters are discrepant from those reported, although we see a larger f inferred for dim sources compared to bright sources. This is similar to the reported values of σ ,+ . In an identical analysis with the exception of fixing f and σ ,+ to the reported values, we find very similar posterior distributions, implying that our probabilistic model prefers inflating Gaia parallax errors with f rather than σ ,+ to similar effect.
Finally, we repeat the above analysis with free f and σ ,+ , but we fix M ref = −1.622. Justification for this analysis is presented in the following section. We infer more consistent values of 0 = −46.68 ± 0.63 µas for G < 13 and 0 = −48.17 ± 0.46 µas for G ≥ 13.
Variation of the Gaia Zero Point
We begin by reporting the results from inferring a quadratic form of the zero point dependence on G separately for sources G < 13 and G ≥ 13 to account for differences in astrometric solution. This was done using the K s photome- try to calibrate the red clump luminosity. We find 0 /µas =9.29 +0.88 −0.91 (G − 12) 2 − 37.45 +1.59 −1.57 (G − 12) + 30.47 +2.92 
This is illustrated in Figure 9 in the panel labeled "Free M ref ". The inferred G < 13 fit appears to behave very differently from the constant parallax zero points inferred in the prevoius models, allowing for relatively large positive values of the zero point for sources of low G. This appears to be an effect of using photometric information to infer the red clump luminosity calibration, the distances to each star, as well as the zero point dependence on G all at the same time.
The fact that this model infers M ref = −1.943 ± 0.013 in K s (See Table 1 ) in contrast to the previous model further suggests that this method of modeling the parallax zero point offset variation with G may be inaccurate to some degree. To alleviate this possible degeneracy of photometric information, we implement an identical model with the exception of applying a strict prior by fixing M ref = −1.622. We find
which appears to agree with previous estimates much better. This is illustrated in Figure 9 in the panel labeled "Fixed M ref "
. To demonstrate a model in which the prior on M ref is slightly more relaxed, we repeat the above analyses. This time, M ref is given a prior which reflects the inferred value from the base model. In other words, we implement: 
We infer M ref = −1.658 ± 0.003 from this model, and the resulting fit can be seen in Figure 9 in the panel labeled "Prior M ref ". The inferred parameterization appears similar to the Fixed M ref model, with a slightly stronger slope in G < 13. Both models appear to favour a linear solution to the G dependence of the zero point, with quadratic coefficients consistent with 0. We also report results from a model considering a single quadratic parameterization of the zero point dependence on G for all G. For this model, we fix M ref = −1.622. We find
Finally, we investigate a model in which we do not enforce a specific functional parameterization of the parallax zero point's dependence on G. The results are shown in Figure 10 , in which the parallax parameters θ = { 0 , f , σ ,+ } and L are modeled as separate constants along bins in G space. We fix M ref = −1.622 in this model. The variations of 0 with G appear to be well modeled by the quadratic parametrization for G ≥ 13, while it appears to be better parameterized as a constant for G < 13.
The Gaia parallax zero point also appears to exhibit variations with respect to observed colour. The following models allow M ref to be free, as the observed colour and magnitude of the sources should not share the same degeneracies as in the G dependent models. In the quadratic pa- 
All three parameterizations are shown in Figure 11 , where the inferred functional forms are compared to individual estimates of 0 for each star using its measured parallax and the mean of its inferred distance posterior in the original K s photometry model in Equation (8). The separate parameterization for G < 13 appears not to be a good fit to the data; whereas, the parameterization for all G appears to behave better. This is further supported with the analysis of the variations with observed colour in bins, the results from which are also shown in Figure 11 . We also find significant variation of the parallax zero point across the sky. Sky maps of zero points with hierarchical HEALPIX resolutions are shown in Figure 12 . The maps appear to show variations with respect to Galactic latitude, which we attribute to the correlation of the characteristic scale length associated with the distance prior (Equation (15)). The APOGEE data set reaches much deeper along the Galactic plane, meaning inferred values of L are larger close to the Galactic plane. The inferred 0 across each patch is then slightly correlated with L.
It is highly unlikely that the parallax zero point offset would have a pattern that follows Galactic latitude, as the Gaia satellite does not a priori know about the Galactic plane. The observed variation with sky position is therefore most likely due to intrinsic differences between the red clump stars at different Galactic latitudes that are not fully captured by our model. But the observed zero point variations across the sky still serve as an upper limit on the true variation of the zero point across the sky, because a large variation would be picked up by our model. In an analysis of the variations of 0 across the sky for all G, we find the median parallax zero point (with ±1σ dispersion) across patches to be˜ 0 = −42.18 +13.10 −14.96 µas. Similarly we find the spreads in patches for each split in G to be˜ 0 (G < 13) = −39.92 +17.82 −24.96 µas and˜ 0 (G ≥ 0) = −41.03 +13.11 −14.80 µas. We do not expect the Gaia parallax zero point to fluctuate by more than a few 10s of µas for any given observed magnitude and colour, as such fluctuations would be the ones captured by the inference rather than those induced by the degeneracies with L.
Modeling the Red Clump
The analysis of the red clump luminosity calibration in K s as a function of [α/Fe] are shown in Figure 13 . The absolute magnitude exhibits clear trends for the low-alpha ([α/Fe] < 0.15 dex) and high-alpha ([α/Fe] > 0.15 dex) populations. In addition, the inverse variance averages of the calibration scatter in each population are FWHM/2.355 = 0.103 ± 0.004 mag for [α/Fe] < 0.15 dex, and FWHM/2.355 = 0.040 ± 0.008 mag for [α/Fe] ≥ 0.15. While the luminosity dependence on [Fe/H], β K , appears to become stronger with [α/Fe], the evolution of the (J 0 −K 0 ) slope α K does not seem to be as well constrained. This is understandable, as α K has also been less constrained than β K for every other analysis. Nevertheless, this is further evidence for different behaviours between at least two sub-populations of red clump stars, and suggests that more detailed modeling of these populations may be necessary for precise use of red clump stars in the future. The small luminosity scatter for high-[α/Fe] stars means that highly precise red-clump distances can be obtained for them.
Finally, we discuss the results of the verification of stellar models used in the APOGEE red clump catalogue discussed in §3.5. We find that the inferred residual M ref = −0.036 ± 0.004 with a dispersion of FWHM/2.355 = 0.096 ± 0.004 shows the stellar evolution models describe the overall luminosity of the red clump quite well. However, we infer significant non-zero values of α = 1.48±0.07 and β = −0.39±0.01 mag/dex, implying that the stellar evolution models leave significant residual luminosity dependencies on stellar temperature and metallicity [Fe/H].
DISCUSSION
Consistency of zero point calibrations
Throughout most of our analyses, the Gaia parallax zero point is usually inferred to be within the range of 0 ≈ −47 to −49 µas when modeled as a constant. There are two main exceptions. First, the model using G photometry only infers 0 ≈ −38 µas. We attribute this to an incomplete understanding of interstellar extinction in G, and we resolved the inconsistency by supplementing the model with K s photometry. The K s measurements include robust measurements of extinction, and shift the inference with G photometry to match with the other models. The second inconsistency comes from inferring two constant zero points for sources dimmer and brighter than G = 13. As similar inconsistencies were seen with the modeling of the zero point variations with G, this seemed to be caused by a degeneracy associated with modeling both the zero point dependence and the red clump luminosity calibration simultaneously with photometric information. By either fixing the red clump absolute magnitude to a previously inferred value including an informed prior based on a previous posterior, these models give inferred zero points consistent with the all other models.
Comparison to other zero point work
With the resolution of tensions between the models presented in this paper, we choose to report a constant Gaia DR2 parallax zero point of 0 = −47.97±0.79 µas as inferred by our base model with K s photometry. This measurement can be seen in Figure 14 in comparison to other values reported in the literature discussed previously. Our inferred parallax zero point is the most precise to date, and is in good agreement with most other measurements. Note that the red clump occupies a specific space in both observed colour (1 G BP − G RP 3.5) and magnitude (9.5 G 18), so the inferred zero point reported in this paper becomes less accurate outside of this space. This can explain why the Gaia zero point reported by Lindegren et al. (2018) is quite discrepant with our own, as quasars typically occupy a dimmer and bluer part of the Gaia observation space.
Variations of the parallax zero point appear to be best described using models discussed in this paper with Equation (26) and Equation (27) for G dependent fluctuations as well as Equation (32) for observed colour dependent fluctuations. This is in contrast to the functional parameterizations of the dependences reported by Leung & Bovy (2019a) . The data sets in both studies occupy similar regions of observed colour and magnitude, yet we infer variations that are much larger in amplitude. In addition, both quadratic dependences analyzed in this paper reflect parabolas with negative curvature; whereas, the parameterizations reported in Leung & Bovy (2019a) exhibit positive curvature. We are uncertain as to why this may be the case.
Finally the variations of 0 with sky position are inferred here to fluctuate between −80 µas to −10 µas, with a typical scatter across the sky of approximately 15 µas about Figure 14 . A comparison of reported Gaia parallax zero point values associated with Data Release 2. These measurements include those which make use of asteroseismology, neural networks applied to other red giants in APOGEE, eclipsing binaries, and Cepheid variables. The turquoise vertical stripes indicate the 1, 2, and 3σ regions of the Gaia DR2 parallax zero point that we report. Our measurement of the global Gaia zero point offset is consistent with all previous determinations using stars, and it is the most precise so far. −40 µas. We conclude that the Gaia parallax zero point must not vary by more than a few 10s of µas across the sky, contradicting the suggestion that it may vary by several 100s of µas in a map of DR2 quasar parallaxes (Arenou et al. 2018) .
Comparison to previous calibrations of the RC
We infer the absolute magnitude of the red clump in the 2MASS as well as Gaia photometry bands. The inferred absolute magnitudes in K s and G appear to be consistent with those reported by Hall et al. (2019) . We remark that, while the inferred absolute magnitude in K s are in agreement with that reported in Hawkins et al. (2017) , the absolute magnitudes we infer in J, H, and G are not compatible. Of course, this only applies to the estimate of the peak of the red clump luminosity distribution or the absolute magnitude of a typical red clump star. The scatters in absolute magnitude inferred in both this paper and in Hawkins et al. (2017) are large enough to contain both estimates. It is possible that incomplete modeling of the red clump sub-populations as described in §3.4 could contribute to such differences in red clump calibrations.
CONCLUSIONS
The advent of the Gaia mission has provided the astronomical community with an excellent opportunity to use ultra precision astrometry; however, a lack of understanding of the parallax zero point has prevented us from unlocking the full potential of Gaia data. A precise measurement of the Gaia parallax zero point requires a large data set, as well as a robust understanding of the methods involved. We have presented several hierarchical probabilistic models using red clump stars to infer the parallax zero point, while simultaneously calibrating an empirical parameterization for the red clump luminosity. In doing so, we infer the Gaia DR2 parallax zero point to be 0 = −48 ± 1 µas using K s photometry. Models using other 2MASS or Gaia photometry allow for consistent estimates of the zero point. The use of a Student's t-distribution appears to describe the distribution of luminosities in our red clump sample quite well. We also report the absolute magnitude of the red clump to be M We find the intrinsic spread of the red clump to be ∼ 0.09 in J, H, and K s . The scatter in G is ∼ 0.17, and this larger value can be attributed to an incomplete understanding of interstellar extinction. Each probabilistic model also infers the distance to every star used as input, yielding typical distance estimates of ∼ 10%.
Additions to the base probabilistic model allow for more detailed investigation into either into the variations of the Gaia parallax zero point or the red clump luminosity calibration. We find that the variations in the zero point are most significant for dim sources G 16, while the zero point offset is constant at brighter magnitudes. The dependence of the zero point on observed colour is can also be parameterized with a quadratic form. Fluctuations of the zero point across the sky are difficult to infer, but we limit them to be less than a few 10s of µas. We also find significant variations of the red-clump luminosity model with [α/Fe] and in particular with different trends across low-and high-α/Fe sub-populations.
The sheer size of the red clump sample has allowed us to estimate the Gaia DR2 parallax zero point to approximately 1.6%. This is the highest precision estimate of the parallax zero point to date, and presents the community with a fantastic outlook for using Gaia for high-precision distance estimates. Although it is expected to be smaller in amplitude and better understood, the parallax zero point will still be present in future Gaia data releases. We also expect the quality of Gaia data to be better in the future, implying that these probabilistic methods will eventually allow us to infer distances to stars to high enough accuracy and precision to be impactful in areas of galactic dynamics, constructing local distance ladders, and much more.
