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Abstract
In graph theoretical models of the spread of disease through populations, the spread of opinion through
social networks, and the spread of faults through distributed computer networks, vertices are in two
states, either black or white, and these states are dynamically updated at discrete time steps according
to the rules of the particular conversion process used in the model. This paper considers the irreversible
k-threshold and majority conversion processes. In an irreversible k-threshold (resp., majority) conversion
process, a vertex is permanently colored black in a certain time period if at least k (resp., at least half)
of its neighbors were black in the previous time period. A k-conversion set (resp., dynamic monopoly) is
a set of vertices which, if initially colored black, will result in all vertices eventually being colored black
under a k-threshold (resp., majority) conversion process. We answer several open problems by presenting
bounds and some exact values of the minimum number of vertices in k-conversion sets and dynamic
monopolies of complete multipartite graphs, as well as of Cartesian and tensor products of two graphs.
Keywords: k-conversion set, dynamic monopoly, dynamo, spread of disease, spread of opinion.
1. Introduction
Graph theoretical models have been used in the past decade to study the spreads of (a) disease through
a population, (b) opinion through a social network, and (c) faults in a distributed computer network
[2, 5, 6, 8, 9, 10, 11, 12]. In these models, each vertex represents a person/object that is either colored
black (e.g., infected, holding a certain opinion, corrupted) or white (e.g., uninfected, not holding a certain
opinion, not corrupted), and each edge represents a relevant interaction between two people/objects. At
discrete time steps, the colors of the vertices are updated under some conversion process. Many natural
questions then arise. For example, what is the minimum number of initially black vertices in a graph that
will eventually cause all vertices to turn black? Or, given an initially black subset of vertices in a graph,
how many discrete time steps will it take to turn all of its vertices black? These questions may have
relevance in applications to the design of immunization and containment strategies to prevent the spread
of a disease, opinion, or fault to all of the vertices in the graph. While many other related questions can
be asked, this paper focuses on the first question under two distinct conversion processes.
In an irreversible k-threshold conversion process, if a white vertex has at least k black neighbors at time
t − 1, it will be permanently colored black at time t. Irreversible k-threshold conversion processes have
been used to model the spread of disease and opinion through social networks [5, 6, 10]. A k-conversion
set is a set of vertices that, when colored black at time t = 0, will eventually cause the graph to turn
completely black under an irreversible k-threshold conversion process. In this paper, we consider the
fundamental problem of determining exact values or upper bounds for the minimum number of vertices
in k-conversion sets of a graph G. This number is denoted by mink(G). A k-conversion set with exactly
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mink(G) vertices will be called minimum k-conversion set. Previously, exact values of mink(G) for all
possible k have been found when G is a path, cycle, complete multipartite graph, or tree [6]. In the same
article, some exact values and upper bounds of mink(G) for certain values of k have also been determined
when G is a rectangular, cylindrical, or toroidal square grid.
In an irreversible majority conversion process, if at least half of the neighbors of a white vertex are
black at time t−1, the vertex will be permanently colored black at time t. Although irreversible majority
conversion processes may be used to model the spread of opinion through a social network, these processes
are more often used to model the propagation of computer faults [2, 3, 7, 8, 11, 12, 13, 14]. For example,
in a distributed computer network, nodes communicate with each other to maintain uncorrupted copies
of the same variables. These nodes may determine the state of a variable based on a majority vote of
their neighbors’ states of the same variable. A set of vertices that, when colored black at time t = 0, will
eventually cause the entire graph to be colored black under an irreversible majority conversion process is
called a dynamic monopoly, or dynamo [2, 3, 4, 7, 8, 14]. We are concerned with such sets of minimum
number of vertices, called minimum dynamos, and we let minD(G) denote the number of vertices in a
minimum dynamo of a graph G. Exact values of minD(G) have been found when G presents certain
toroidal square grid structures [8], while upper bounds of minD(G) have been found when G is a planar,
cylindrical, or toroidal triangular grid [2].
As both of the conversion processes considered in this paper are irreversible, that is, once a white
vertex is colored black it will remain permanently black, we will omit the word irreversible and we will
often use color(ed) (resp., uncolor(ed)) to mean color(ed) black (resp., color(ed) white) for brevity. Let
S (resp., D) be a k-conversion set (resp., dynamo) of a graph G with set of vertices V (G). We will
sometimes simply say initially color S (resp., D) to mean that all the vertices in S (resp., D) are initially
colored black at time t = 0 and all the vertices in V (G)−S (resp., V (G)−D) are white. We will also say
that S (resp., D) colors G or, equivalently, that G is colored by S (resp., D) in T time steps, if when S
(resp., D) is initially colored, all the vertices in V (G) become colored by time step T under a k-threshold
(resp., majority) conversion process.
In Section 2, we determine exact values of mink(G) and minD(G) when G is a complete multipartite
graph, building on prior work by Dreyer and Roberts [6]. In Section 3, we provide upper bounds of
the same graph invariants when G is a Cartesian products of two graphs. Section 4 contains analogous
results for the tensor products of two graphs, and in this case, the upper bounds are shown to be tight.
Conclusions and a discussion of future work are included in Section 5.
2. Exact values of mink(G) and minD(G) of complete multipartite graphs G
For m ≥ 2, let us denote by Kp1,p2,...,pm the complete multipartite graph with m partite sets with
p1, p2, . . . , pm vertices, respectively. Such graphs may be useful in modeling computer networks wherein
most pairs of computers are connected, however certain subsets of computers share no connections.
Dreyer and Roberts [6] provided exact values of mink(Kp1,p2,...,pm) through a series of related results.
Here, we provide an equivalent unified result with a straight-forward statement and a simpler proof. For
the remainder of this paper, we will use the standard notation |X| for the cardinality of a set X.
Theorem 1. Let G = Kp1,p2,...pm be a complete multipartite graph with p1 + p2 + . . . + pm = n and
p1 ≥ p2 ≥ . . . ≥ pm. Let X be the set of all vertices with degree less than k. Then
mink(G) =
{
max{|X|, k} if n > k
n if n ≤ k.
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Proof. For each i = 1, 2, ...,m, let Vi be the partite set of G with pi vertices. Note that a vertex belongs
to X if and only if its entire partite set belongs to X. Therefore X is the union of some partite sets in
G. Since all vertices in X have degree less than k, X must be contained in any k-conversion set, and
therefore |X| ≤ mink(G). If n ≤ k, then X = V (G) and therefore mink(G) = n. If k ≤ |X|, then X
is a minimum k-conversion set since X is a union of whole partite sets and therefore all the vertices in
V (G) −X are adjacent to the vertices in X (of which there are ≥ k), so they would become colored in
time step t = 1 if X is initially colored; hence mink(G) = |X|.
Finally, we examine the case where n > k > |X|. To show that mink(G) = k under these conditions,
it suffices to exhibit a k-conversion set S with k vertices since the inequality mink(G) ≥ k is obvious.
Color all vertices in X, and in addition, color a subset of V (G) − X with k − |X| vertices, where this
subset is chosen to contain a union of entire partite sets, along with a possibly empty proper subset of
some partite set Vj . This set S of k initially black vertices is non-empty because n− |X| > k − |X| > 0.
Moreover, S is a union of partite sets, except possibly for the proper subset of Vj because X is the union
of partite sets. Every vertex in V (G), except possibly for the vertices in Vj , will be colored by time t = 1
since every white vertex not in Vj is connected to the |X| vertices in X and the k−|X| vertices in S−X,
giving a total of k vertices. The only possible vertices that could still be white at time t = 1 would be in
Vj , but these would be colored at time t = 2. This is because the vertices in Vj are connected to every
vertex outside Vj , which are all black by time t = 1, and since Vj is not part of X, its vertices have degree
≥ k. Thus, S is a k-conversion set of size k as desired.
We now extend this previous result to a majority conversion process and find minD(Kp1,p2,...,pm).
Theorem 2. Let G = Kp1,p2,...,pm be a complete multipartite graph with p1 + p2 + · · · + pm = n and
p1 ≥ p2 ≥ . . . ≥ pm. Then, minD(G) =
⌈
n− p1
2
⌉
.
Proof. Note that the vertices in the partite set Vi with pi vertices have degree n − pi ≥ n − p1. So any
dynamo of G must have at least
⌈
n− p1
2
⌉
vertices, and therefore minD(G) ≥
⌈
n− p1
2
⌉
. To show that
minD(G) =
⌈
n− p1
2
⌉
, it suffices to exhibit a dynamo with
⌈
n− p1
2
⌉
vertices. To do this, initially color
a subset D of V (G) − V1 with
⌈
n− p1
2
⌉
vertices. Since the vertices in V1 have n − p1 neighbors, all
vertices in V1 will become colored at time t = 1. Therefore, at least p1 +
⌈
n− p1
2
⌉
=
⌈
n+ p1
2
⌉
vertices
will be colored by time t = 1. At this point, since any partite set Vi for i = 2, 3, . . . ,m has at most pi
black vertices, any vertex in any Vi is adjacent to at least
⌈
n+ p1
2
⌉
− pi black vertices; since
⌈
n− pi
2
⌉
vertices are required to color any vertex in Vi (because a vertex in Vi has n− pi neighbors), all uncolored
vertices will become colored at time t = 2 as
⌈
n+ p1
2
⌉
− pi =
⌈
n+ p1 − 2pi
2
⌉
≥
⌈
n− pi
2
⌉
. Hence, D is
a dynamo with
⌈
n− p1
2
⌉
vertices as desired.
3. Upper bounds of mink(GH) and minD(GH) of the Cartesian product GH
In this section, we will provide general upper bounds of mink(GH) and minD(GH) where GH
denotes the Cartesian product of two graphs G and H. Let us first recall the definition of GH and
some related concepts.
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Definition 1. The Cartesian product of two disjoint graphs G and H is the graph GH such that
V (GH) = V (G)× V (H) and two vertices (u, u′) and (v, v′) are adjacent if and only if either u = v and
u′ is adjacent to v′ in H, or u′ = v′ and u is adjacent to v in G. For a fixed vertex v in H, let Gv be the
subgraph of GH induced by the vertices (u, v) for every vertex u in G; note that Gv is isomorphic to
G. Similarly, for a fixed vertex u in G, let Hu be the subgraph of GH induced by the vertices (u, v) for
every vertex v in H; note that Hu is isomorphic to H.
We first provide an upper bound of mink(GH).
Theorem 3. Let G and H be two graphs. Then, mink(GH) ≤ mink(G)mink(H).
Proof. Let SG and SH be minimum k-conversion sets of G and H, respectively. Let S be the set of
mink(G)mink(H) vertices (u, v) in GH where u ∈ SG and v ∈ SH . To verify the proposed upper
bound, it suffices to show that S is a k-conversion set of GH.
Initially color S. For a fixed vertex u in SG, Hu contains vertices (u, v) for all v in SH . Since these
vertices are initially colored and SH is a k-conversion set of H, then all vertices in Hu will eventually be
colored as Hu is isomorphic to H and the coloration of H by SH induces the coloration of Hu by the set
of vertices (u, v) for v in SH .
To conclude the proof, it suffices to show that the union of all Hu for u in SG is also a k-conversion
set of GH. Initially color the vertices in this union. For each v in H, Gv contains vertices (u, v) for all
u in SG. Since all the vertices in Hu for u in SG are colored and since SG is a k-conversion set of G, then
all the vertices in Gv will eventually get colored because Gv is isomorphic to G and the coloration of G
by SG induces the coloration of Gv by the set of vertices (u, v) for u in SG. Therefore, we showed that
all vertices in GH will get colored and consequently S is a k-conversion set of GH as desired.
We will now provide the result analogous to Theorem 3 under a majority conversion process. In what
follows, given a graph G and a non-empty subset X of V (G), we denote by degG(u) the degree of a vertex
u in G, and define degX(u) as the number of neighbors of u in X.
Theorem 4. Let G and H be two graphs. Then,
minD(GH) ≤ minD(G)|V (H)|+minD(H)|V (G)| −minD(G)minD(H).
Proof. Let DG and DH be two minimum dynamos of G and H, respectively. Let D be the set of
vertices (u, v) in GH where either u is in DG or v is in DH , or both. (Refer to Fig. 3.1 for a
concrete example). Note that D has minD(G) |V (H)| + minD(H) |V (G)| − minD(G)minD(H) ver-
tices: |V (H)| vertices (u, v) for each u in DG, |V (G)| vertices (u, v) for each v in DH , and we must
subtract minD(G)minD(H) to account for double-counting the vertices (u, v) where u and v are in
DG and DH , respectively. Furthermore, minD(G)|V (H)| + minD(H)|V (G)| − minD(G)minD(H) ≥
minD(G)minD(H) +minD(H)minD(G)−minD(G)minD(H) = minD(G)minD(H) > 0, and therefore,
D 6= ∅. To verify the proposed bound, it suffices to show that D is a dynamo of GH.
First, we need to partition the vertices of GH based on the coloration of G by DG as follows.
Suppose it takes T time steps to fully color G by DG and for each t = 0, 1, . . . , T , let H(t) be the
subgraph of GH induced by the vertices (u, v) where u is a vertex that becomes colored at time step
t in G. Note that each H(t) is the disjoint union of subgraphs Hu (recall Definition 1) for u in H(t),
and H(0), H(1), . . . ,H(T ) partitions the vertices in GH. (Refer to Fig. 3.2 for the coloration of the
individual graphs G, H, and GH in Fig. 3.1, and to Fig. 3.3 for the corresponding subgraphs H(t) for
t = 0, 1, . . . , T .)
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Figure 3.1: Graphs G, H, GH with dynamos DG, DH , D, resp. (dynamos are colored black), where |D| =
minD(G)|V (H)|+minD(H)|V (G)| −minD(G)minD(H) as constructed in the proof of Theorem 4.
Initially color D. We will show that all vertices in GH will eventually be colored by proving that
each H(t) for t = 0, 1, . . . , T will eventually become colored. We proceed by induction on t. As the base
case, note that every vertex in H(0) has its first coordinate in DG and consequently belongs to D which is
assumed to be initially colored. Now assume that all of the vertices in H(0), H(1), . . . ,H(t−1) have been
colored and let us show that the vertices in H(t) will eventually become colored. Consider an arbitrary
uncolored vertex (u, v) in H(t). Note that (u, v) has deg(GH)−Hu(u, v) = degG(u) neighbors not in Hu
and degHu(u, v) = degH(v) neighbors in Hu and therefore deg(GH)(u, v) = degG(u) + degH(v). At least
half of the neighbors of (u, v) which are not in Hu must be in the union of H(i), i = 0, 1, . . . , t− 1 which
contains only colored vertices. Moreover, the set (u, v′) with v′ in DH is a dynamo of the subgraph Hu
so half of the neighbors of (u, v) in this subgraph will eventually get colored similarly and at least as fast
as H is colored by DH . Combining these colorations of the neighbors of (u, v) in Hu and out of Hu we
can conclude that half of all the neighbors of (u, v) will eventually be colored, and consequently (u, v)
will become colored. Thus every vertex in H(t) will be eventually colored. It now follows by induction
that D is a dynamo of GH providing the desired upper bound of minD(GH).
There exist graphs G and H so that the upper bound of minD(GH) provided in Theorem 4 is tight.
For example, if G consists of n isolated vertices and H consists of m isolated vertices, then GH consists
of nm isolated vertices and the equality for the bound in Theorem 4 will follow. If we require that G and
H do not contain isolated vertices, Theorem 5 below offers a smaller upper bound of minD(GH). We
must first prove Lemma 1 and Corollary 1.
Lemma 1. Let G be a graph without isolated vertices, and let D be a minimal dynamo of G (meaning
that removing any vertex from D results in a set that is no longer a dynamo). Then the set of vertices
V (G)−D is a dynamo of G. In addition, the dynamo V (G)−D colors all the vertices in G by time step
t = 1.
Proof. Initially color D. If a vertex u in D has degD(u) ≥ 1
2
degG(u) > 0 (recall that G does not have
isolated vertices), then D − u would be a dynamo of G because if all the vertices in D − u were initially
black and u was initially white then its degD(u) black neighbors in D−u would cause u to become black in
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Figure 3.2: Individual colorations of graphs G, H, GH of Fig. 3.1 by dynamos DG, DH , D, resp.
the next time step. This would contradict the minimality of the dynamo D. Hence, degD(u) <
1
2
degG(u)
for all vertices u in D. Note that this implies D 6= V (G) since otherwise degG(u) = degD(u) < 1
2
degG(u)
for any u in D, a contradiction.
Now, initially color V (G)−D 6= ∅ . Previously, we have shown that for each vertex u in D, degD(u) <
1
2
degG(u) which is equivalent to degV (G)−D(u) >
1
2
degG(u), and therefore u will be colored in the next
time step. Thus, V (G) − D is a dynamo of G and all the vertices in G become colored by time step
t = 1.
Corollary 1. Let G be a graph without isolated vertices. Then, minD(G) ≤ |V (G)|
2
.
Proof. Let D be a minimum (hence minimal) dynamo of G. Suppose for contradiction that minD(G) =
|D| > |V (G)|
2
. By Lemma 1, V (G) − D 6= ∅ is a dynamo of G and |V (G)−D| = |V (G)| − |D| <
|V (G)|− |V (G)|
2
=
|V (G)|
2
< |D| = minD(G), contradicting the minimality of the dynamo D. Therefore,
minD(G) ≤ |V (G)|
2
.
We note that the previous corollary was independently obtained by Chang and Lyuu [4], and also by
Ackerman, Ben-Zwi and Wolfovitz [1], however our derivation is much simpler.
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Figure 3.3: V (GH) of Fig. 3.1 partitioned into H(t), t = 0, 1, . . . , T as in the proof of Theorem 4.
We are now prepared to present Theorem 5 which provides a smaller upper bound for minD(GH)
than Theorem 4 when G and H do not contain isolated vertices.
Theorem 5. Let G and H be two graphs without isolated vertices. Then,
minD(GH) ≤ minD(G) |V (H)|+minD(H) |V (G)| − 2minD(G)minD(H).
Proof. Let DG and DH be two minimum dynamos of G and H, respectively, and let D be the dynamo of
GH constructed in the proof of Theorem 4 withminD(G)|V (H)|+minD(H)|V (G)|−minD(G)minD(H)
vertices. Let D′ be the set of minD(G)minD(H) vertices (u, v) in D where u and v are in DG and DH ,
respectively. Using Corollary 1 for G and H, we have that
|D −D′| = minD(G)|V (H)|+minD(H)|V (G)| − 2minD(G)minD(H)
≥ minD(G)(2minD(H)) +minD(H)(2minD(G))− 2minD(G)minD(H)
= 2minD(G)minD(H) > 0,
and therefore, D − D′ 6= ∅. To verify the proposed bound, we will show that D − D′ is a dynamo of
GH. Initially color D −D′. It then suffices to show that the vertices in D′ will eventually get colored
since D is a dynamo of GH.
Let (u, v) be an arbitrary vertex in D′. By the definition of D′, we have that u and v are in DG and
DH , respectively. Note that (u, v) belongs to Hu and Gv (recall Definition 1) and the vertices in the
neighborhood of (u, v) must be in exactly one of these two subgraphs, so deg(GH)(u, v) = degG(u) +
degH(v). From Lemma 1, we have that V (G) − DG (resp., V (H) − DH) is a dynamo of G (resp., H)
which colors all the vertices in G (resp., H) by time step t = 1. This means that the vertex u (resp.
v) has at least half of its neighbors in V (G) −DG (resp., V (H) −DH). Therefore the vertex (u, v) has
at least half of its neighbors in D −D′ which was initially colored and we can conclude that (u, v) will
become colored in the next time step. This shows that D−D′ is also a dynamo of GH as desired.
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4. Tight upper bounds of mink(G×H) and minD(G×H) of the tensor product G×H
Recall the definition of the tensor product of two graphs.
Definition 2. The tensor product of two disjoint graphsG andH is the graphG×H such that V (G×H) =
V (G)× V (H) and two vertices (u, u′) and (v, v′) are adjacent if and only if u is adjacent to v in G and
u′ is adjacent to v′ in H.
Note that each of the iG (resp., iH) isolated vertices of G (resp., H) generates |V (H)| (resp., |V (G)|)
isolated vertices in G × H, and these are the only isolated vertices in G × H. Thus, G × H contains
iG|V (H)| + iH |V (G)| − iGiH isolated vertices which must be all contained in any k-conversion set and
dynamo of G×H. We can then focus on determining upper bounds of mink(G×H) and minD(G×H)
when G and H are graphs without isolated vertices and later add the number of potential isolated vertices
to these bounds. We will first provide an upper bound of mink(G×H).
Theorem 6. Let G and H be two graphs without isolated vertices. Then,
mink(G×H) ≤ min{mink(G) |V (H)| ,mink(H) |V (G)|}.
Proof. We may assume without loss of generality that mink(G) |V (H)| ≤ mink(H) |V (G)| because the
tensor product is commutative. Let SG be a minimum k-conversion set of G, and let S be the set of
mink(G) |V (H)| vertices (u, v) in G×H where u is in SG. To verify the proposed upper bound, it suffices
to show that S is a k-conversion set of G×H.
We will first partition the vertices in G × H based on the coloration of G by SG. Suppose it takes
T time steps to fully color G by SG and for each t = 0, 1, . . . , T , let H(t) be the set of vertices (u, v)
where u is a vertex that becomes colored at time step t in G. The sets H(0), H(1), . . . ,H(T ) partition
the vertices in G×H.
Initially color S. We will show that all vertices in G ×H will eventually be colored by proving that
each H(t) for t = 0, 1, . . . , T will eventually be colored. We proceed by induction on t. As the base
case, note that every vertex in H(0) has its first coordinate in SG and consequently belongs to S which is
assumed to be initially colored. Now suppose that all of the vertices in H(0), H(1), . . . ,H(t−1) have been
colored and let us show that the vertices in H(t) will become colored. Consider an arbitrary uncolored
vertex (u, v) in H(t). Note that deg(G×H)(u, v) = degG(u)degH(v). Since u is colored in time step t in
G by SG, at least k of its degG(u) neighbors in G were black by time step t− 1. Each one of these black
neighbors in G will generate degH(v) > 0 (recall that H does not have isolated vertices) neighbors of
(u, v) in G×H in the union of H(i), i = 0, 1, . . . , t− 1 which contains only colored vertices. Therefore,
at least k of the degG(u)degH(v) neighbors of (u, v) in G×H are colored, and hence, (u, v) will become
colored. It now follows by induction that S is a k-conversion set of G ×H providing the desired upper
bound of mink(G×H).
If in the proof of Theorem 6 we replace each occurrence of mink, SG, S, "k-conversion set", and
"at least k" with, respectively, minD, DG, D, "dynamo," and "at least half," we obtain a proof for the
analogous result under a majority conversion process stated in Theorem 7 below. We omit the details in
this proof but provide a concrete example in Fig. 4.1 to illustrate the construction of such dynamo D of
G×H where V (G×H) is partitioned into H(t), t = 0, 1, . . . , T .
Theorem 7. Let G and H be two graphs without isolated vertices. Then,
minD(G×H) ≤ min {minD(G) |V (H)| ,minD(H) |V (G)|} .
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Figure 4.1: Graphs G, H, G × H with minimum dynamos DG, DH , D, resp. (dynamos are colored black), where |D| =
minD(G)|V (H)| for Theorem 7; V (G×H) partitioned into H(t), t = 0, 1, . . . , T.
We will close this section by providing an infinite family of graphs where the upper bounds in Theo-
rems 6 and 7 are tight. We will use the bipartite double cover of a graph G which is defined as the tensor
product G ×K2 where K2 is the complete graph on two vertices. We state without proof the following
lemma due to Sampathkumar [15] which will be instrumental in our discussion.
Lemma 2. [15] The bipartite double cover of any connected bipartite graph G is isomorphic to the graph
2G, that is, two disjoint copies of G.
Lemma 3, below, easily follows from Lemma 2.
Lemma 3. Let G be a connected bipartite graph. Then mink(G×K2) = 2mink(G) and minD(G×K2) =
2minD(G).
From Lemma 3, one can verify the equalities in Theorems 6 and Theorem 7 if G is any connected
bipartite graph with at least two vertices and H = K2. We leave the details to the reader.
5. Conclusions and Future Work
In this work, we have provided exact values of mink(G) and minD(G) when G is a complete multi-
partite graph. We have also found upper bounds of these graph invariants when G is the Cartesian and
tensor products of two graphs but these bounds are not always tight. A natural next step is to improve
on these general upper bounds for the Cartesian and tensor products within specific families of graphs
and ultimately to obtain exact values. Our forthcoming work concerns the remaining open cases for the
Cartesian and tensor products of two cycles, of two paths, and of a path and a cycle.
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