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Convergence of the probability of large deviations in a model of correlated
random variables having compact-support Q-Gaussians as limiting
distributions
Max Jauregui1, a) and Constantino Tsallis1, 2, b)
1)Centro Brasileiro de Pesquisas F´ısicas and National Institute of Science and Technology for Complex Systems,
Rua Xavier Sigaud 150, Rio de Janeiro 22290-180, RJ, Brazil
2)Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, NM 87501, USA
We consider correlated random variables X1, . . . , Xn taking values in {0, 1} such that, for any permutation
pi of {1, . . . , n}, the random vectors (X1, . . . , Xn) and (Xpi(1), . . . , Xpi(n)) have the same distribution. This
distribution, which was introduced by Rodr´ıguez et al. (2008) and then generalized by Hanel et al. (2009),
is scale-invariant and depends on a real parameter ν > 0 (ν → ∞ implies independence). Putting Sn =
X1 + · · · + Xn, the distribution of Sn − n/2 approaches a Q-Gaussian distribution with compact support
(Q = 1 − 1/(ν − 1) < 1) as n increases, after appropriate scaling. In the present article, we show that
the distribution of Sn/n converges, as n → ∞, to a beta distribution with both parameters equal to ν. In
particular, the law of large numbers does not hold since, if 0 ≤ x < 1/2, then P(Sn/n ≤ x), which is the
probability of the event {Sn/n ≤ x} (large deviation), does not converges to zero as n →∞. For x = 0 and
every real ν > 0, we show that P(Sn = 0) decays to zero like a power law of the form 1/n
ν with a subdominant
term of the form 1/nν+1. If 0 < x ≤ 1 and ν > 0 is an integer, we show that we can analytically find upper
and lower bounds for the difference between P(Sn/n ≤ x) and its (n → ∞) limit. We also show that these
bounds vanish like a power law of the form 1/n with a subdominant term of the form 1/n2.
I. INTRODUCTION
Nonextensive statistical mechanics1,2 is a generaliza-
tion of the celebrated Boltzmann-Gibbs theory that is
based on a nonadditive entropy, usually noted Sq, which
depends on a real parameter q (S1 is the Boltzmann-
Gibbs entropy). Sq entropy is concave (convex) if q > 0
(q < 0). Extremization of this entropy with appropri-
ate constraints3,4 yields q-exponentials, fq(y) ∝ e−λyq :=
[1 − (1 − q)λy]1/(1−q) (λ > 0), or q-Gaussians, Gq(y) ∝
e−βy
2
q (β > 0).
5,6 Both distributions appear in a large
number of natural, artificial and social systems. For
instance, in long-ranged-interacting many-body classical
Hamiltonian systems,7–9 cold atoms in dissipative opti-
cal lattices,10 dusty plasmas,11 in the study of the over-
damped motion of interacting particles,12–14 in high en-
ergy physics15–17 and in biology.18
A recent article19 has illustrated that a generalized
large deviation theory compatible with nonextensive sta-
tistical mechanics may exist. The authors of that article
considered a probabilistic model for the toss of n corre-
lated coins in which the probability of obtaining k heads
is approximately given by a Q-Gaussian with Q > 1 after
appropriate scaling and centering (the approximation be-
comes better as larger values of n are considered). Under
those conditions, they have shown numerically that the
probability of obtaining a number of heads not greater
than nx (0 ≤ x ≤ 1/2) approaches zero like e−nrq(x)q as
n increases, where q depends on Q and rq(x) is a non-
negative function.
a)Electronic mail: jauregui@cbpf.br
b)Electronic mail: tsallis@cbpf.br
In the present article we consider a probabilistic model
analogous to the one considered in Ref. 19. The only
difference is that here we consider a different distribution,
namely the one that has been introduced by Rodr´ıguez et
al.20 as a generalization of the Leibnitz triangle (further
generalized later on by Hanel et al.21). This distribution
yields alsoQ-Gaussians as limiting distributions, however
with Q < 1 (which corresponds to a compact support).
As in Ref. 19, we are interested in finding asymptotic
expressions for the probability of large deviations, even
when in our case the law of large numbers does not hold.
The organization of the article is as follows: In sec-
tion II we define our model and the notation we will use.
A physical interpretation of the model is also given in
this section. In section III we show that the law of large
numbers does not hold. In section IV we obtain upper
and lower bounds for the difference between the probabil-
ity of large deviations and its limit. Finally, we conclude
in section V.
II. MODEL
In this article, P(E) denote the probability of an event
E. We will work with random variables X1, . . . , Xn
taking values in {0, 1} such that for any permutation
pi of {1, . . . , n}, the random vectors (X1, . . . , Xn) and
(Xpi(1), . . . , Xpi(n)) have the same distribution. In addi-
tion to that, the distribution of Sn := X1 + · · · +Xn is
given by20,21
pν,n(k) := P(Sn = k) =
(
n
k
)
B(ν + k, ν + n− k)
B(ν, ν)
(1)
2for k = 0, 1, . . . , n, where ν > 0 is a real parameter and
B(a, b) :=
∫ 1
0
ya−1(1 − y)b−1 dy (2)
is the beta function, defined for all a, b > 0.
We can immediately verify the following properties:
1.
∑n
k=0 pν,n(k) = 1.
2. The distribution given in (1) is scale-invariant since
(
n
k
)−1
pν,n(k) =
(
n+ 1
k
)−1
pν,n+1(k)
+
(
n+ 1
k + 1
)−1
pν,n+1(k + 1) . (3)
3. The random variables X1, . . . , Xn are correlated
but identically distributed since P(Xi = 1) =
P(Xi = 0) = 1/2 (marginal probabilities) for all
i = 1, . . . , n.
4. The expected value of Sn is n/2.
5. pν,n(k) → 1/2n as ν → ∞, i.e. X1, . . . , Xn are in-
dependent and identically distributed random vari-
ables if ν →∞.
In order to give a physical interpretation to our model,
we can think of a set of n spins 1/2. HereMi := Xi−1/2
(i = 1, . . . , n) is the value of the projection on the z-axis
of the ith spin and Mn := M1 + · · · +Mn = Sn − n/2
is the total magnetic moment of the system. The spins
are correlated since the distribution given in (1) is not
binomial. Moreover, all the microscopic configurations
yielding a chosen value for the total magnetic moment
have the same probability.
We say that a random variable X has a q-Gaussian
distribution with parameters q ∈ (−∞, 3) and β > 0 if it
has density22
Gq(β, y) :=
√
β
Nq
[
1− (1 − q)βy2]1/(1−q)
+
, (4)
where [y]+ := y if y > 0; otherwise [y]+ := 0, and
Nq :=


2
3−q
1−q [Γ( 2−q1−q )]
2
√
1−qΓ( 2(2−q)1−q )
for q < 1
√
pi for q = 1√
piΓ( 3−q
2(q−1)
)√
q−1Γ( 1
q−1 )
if 1 < q < 3 .
(5)
It can be noticed that, for q < 1, the function
y 7→ Gq(β, y) has compact support, namely the inter-
val [− 1√
(1−q)β ,
1√
(1−q)β ]; otherwise, if 1 ≤ q < 3, the
support of this function is the whole real line.
Rodr´ıguez et al20 have shown that, if ν > 0 is an inte-
ger, then
npν,n(k) ≈ 1
B(ν, ν)
(
k
n
)ν−1(
1− k
n
)ν−1
(6)
for large values of n. Later on, Hanel et al21 have ob-
tained this approximation for every real ν > 0. Turning
back to our physical interpretation, (6) implies that, for
every real ν > 1, the distribution of the total magnetic
moment of the system is approximated, after appropri-
ate scaling, by a Q-Gaussian distribution with parameter
Q < 1 when the number of spins is very large. More pre-
cisely, we have that
P(Mn = m) ≈ 1
n
GQ
(
4
1−Q ,
m
n
)
(7)
for large values of n, where −n/2 ≤ m ≤ n/2 and
Q := 1− 1
ν − 1 < 1. (8)
III. THE LAW OF LARGE NUMBERS DOES NOT HOLD
A sequence Y1, Y2, . . . of random variables is said to
be exchangeable if, for every n and any permutation
pi of {1, . . . , n}, the distributions of (Y1, . . . , Yn) and
(Ypi(1), . . . , Ypi(n)) are the same.
23 A classical result about
exchangeable random variables is de Finetti’s theorem. A
particular version of this theorem says that, if Y1, Y2, . . .
is a sequence of exchangeable random variables taking
values in {0, 1}, then there exists a distribution F on
[0, 1] such that23,24
P(Y1+ · · ·+Yn = k) =
∫ 1
0
(
n
k
)
θk(1−θ)n−k dF (θ) . (9)
Moreover,
lim
n→∞
P
(
Y1 + · · ·+ Yn
n
≤ y
)
= F (y) (10)
at every continuity point y of F . Let us remark that if
F has a density f , then F is continuous everywhere and
F (y) =
∫ y
−∞
f(t) dt (11)
for every real y.
In our model, since the distribution of (X1, . . . , Xn) is
scale invariant, we are working in fact with a sequence
X1, X2, . . . of exchangeable random variables. Then, de
Finetti’s theorem can be applied. Using (2), (1) can be
rewritten as
pν,n(k) =
∫ 1
0
(
n
k
)
θk(1− θ)n−k
[
θν−1(1− θ)ν−1
B(ν, ν)
]
dθ .
(12)
The expression between brackets on the right hand side
is the density of a beta distribution with both parameters
equal to ν. Then, by de Finetti’s theorem,
lim
n→∞
P
(
Sn
n
≤ x
)
=
∫ x
0
1
B(ν, ν)
θν−1(1− θ)ν−1 dθ (13)
3for every x ∈ [0, 1] (see the Appendix for an elementary
proof of this fact, which does not use de Finetti’s theo-
rem, in the special case of integer ν > 0).
Fixed x ∈ [0, 1], let us define the function
Fν,x(n) := P
(
Sn
n
≤ x
)
=
⌊nx⌋∑
k=0
pν,n(k) , (14)
where ⌊y⌋ is the greatest integer not exceeding the real
number y, i.e. ⌊y⌋ ≤ y < ⌊y⌋ + 1. If 0 ≤ x < 1/2, the
event {Sn/n ≤ x} is called a large deviation since it con-
sists of values of Sn which are at a distance proportional
to n from its mean. If 0 < x < 1/2, then, from (13),
it follows that the probability of large deviations Fν,x(n)
converges, as n→∞, to a limit different from zero. This
implies that the law of large numbers does not hold.
Remembering the physical interpretation that we gave
to our model in section II, (13) says that there is positive
probability of having the arithmetic mean of magnetic
moments different from zero. For instance, if ν > 1, (13)
implies that
lim
n→∞
P
(∣∣∣∣Mnn
∣∣∣∣ > µ
)
= 1−
∫ µ
−µ
GQ
(
4
1−Q , y
)
dy ,
(15)
where the parameter Q was defined in (8). The quantity
in (15) is positive if 0 ≤ µ < 1/2. Nevertheless, the
magnetization per particle is 0, since the expected value
ofMn/n converges to 0 as n→∞. Therefore, replacing
a random variable by its mean, which is something that
is usually done in Boltzmann-Gibbs statistical mechanics
when connecting say the canonical and microcanonical
ensembles, is not necessarily admissible.
IV. ASYMPTOTICS
Let us define the quantity
F ν,x :=
∫ x
0
1
B(ν, ν)
yν−1(1− y)ν−1 dy (16)
for every x ∈ [0, 1]. From (13) we have that Fν,x(n) →
F ν,x as n→∞. In this section, we are interested in find-
ing how rapidly the function ∆ν,x(n) := Fν,x(n) − F ν,x
approaches zero as n increases. We will assume in sub-
sections IVB, IVC and IVD (and also in the Appendix)
that n is a non-negative real number. The reason for this
is that calculations of upper and lower bounds of ∆ν,x(n)
can be found more easily when n is not restricted to take
positive integer values only. Moreover, if ν > 0 is an
integer, it follows from (14) and (1) that
∆ν,x(n) =
(2ν − 1)!Γ(n+ 1)
[(ν − 1)!]2Γ(2ν + n)
⌊nx⌋∑
k=0
ν−1∏
j=1
(k + j)(n− k + j)− F ν,x
(17)
for every x ∈ [0, 1], and we notice that this expression is
well-defined even for n a non-negative real number.
A. The case x = 0
If x = 0, then, using (14) and (16), we have that
∆ν,0(n) = Fν,0(n) = pν,n(0) for every real ν > 0. Then,
using the relation
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
, (18)
which holds for all a, b > 0, it follows immediately
from (1) that
∆ν,0(n) =
Γ(2ν)Γ(ν + n)
Γ(ν)Γ(2ν + n)
(19)
for all real ν > 0 and integer n ≥ 1.
We have that
∆ν,0(n) ∼ Γ(2ν)
Γ(ν)
1
nν
, (20)
where the symbol ∼ (asymptotic equivalence) means that
the ratio of both sides tends to 1 as n →∞. Indeed, by
the Stirling formula (see theorem 8.22 in Ref. 25),
nνΓ(ν + n)
Γ(2ν + n)
∼
√
2pi(ν + n− 1)ν+n−1/2e−ν−n+1nν√
2pi(2ν + n− 1)2ν+n−1/2e−2ν−n+1
=
(
1− ν
2ν + n− 1
)2ν+n−1(
ne
2ν + n− 1
)ν
×
(
1− ν
2ν + n− 1
)−ν+1/2
,
(21)
where the right hand side tends to 1 as n→∞ since the
first parenthesis tends to e−ν , the second one to eν and
the last one to 1 as n→∞.
Fixed a real number q, the q-exponential function is
defined by
exq :=
{
[1 + (1 − q)x]1/(1−q) for q 6= 1
ex for q = 1
(22)
for every x such that (q − 1)x < 1. Using this func-
tion, (20) can be rewritten as
∆ν,0(n) ∼
(q − 1)1/(q−1)Γ( 2q−1 )
Γ( 1q−1 )
e−nq , (23)
where
q = 1 +
1
ν
∈ (1, 2) . (24)
Then, from (8), we obtain the following relation:
1
q − 1 = 1 +
1
1−Q . (25)
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FIG. 1. Graph of the function (npi)1/2−∆1/2,0(n) (solid line).
The dashed line represents a power law of the form n−3/2. The
parallelism between the lines agrees with (28), which says that
∆1/2,0(n) ≈
1√
pin
(1− 1
8n
) for large n.
This relation is similar to the one found heuristically in
Ref. 19.
For any integer ν > 0, it can be proved that
lim
n→∞
nν+1
[
∆ν,0(n)− Γ(2ν)
Γ(ν)
1
nν
]
=
ν(1− 3ν)
2
Γ(2ν)
Γ(ν)
.
(26)
The proof follows straightforwardly by exploiting the fact
that, for every integer k ≥ 2,
k∏
i=1
(n+ i) = nk +
k(k + 1)
2
nk−1 + pk−2(n) , (27)
where pk−2(n) is a polynomial in n of degree k − 2. A
numerical study suggests that (26) is probably true for
every real ν > 0 (for instance, see figure 1 for ν = 1/2).
Therefore, in general we have
∆ν,0(n) =
Γ(2ν)
Γ(ν)
1
nν
{
1− ν(3ν − 1)
2n
[1 + hν(n)]
}
, (28)
where hν(n) → 0 as n → ∞. This expression is not
precisely compatible with a q-exponential in the sense
that the coefficients of the dominant and sub-dominant
terms do not coincide with the corresponding ones of any
function of the form n 7→ A(x)e−λ(x)nq . This can be eas-
ily seen from the following expression, which is valid for
every q > 1:
e−λnq =
1
[(q − 1)λn]1/(q−1)
[
1− 1
(q − 1)2λn + hq(n)
]
,
(29)
where nhq(n)→ 0 as n→∞.
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FIG. 2. Graphs of the functions U1,3/10(n) (upper solid curve)
and L1,3/10(n) (lower solid curve). The graph of the function
∆1,3/10(n) is the set of all segments within the two curves.
The dots represent ∆1,3/10(n) for integer values of n.
B. The case ν = 1
Let us consider ν = 1 and x ∈ [0, 1]. From (16) we
obtain F 1,x = x. Then, from (17) we have
∆1,x(n) =
⌊nx⌋+ 1
n+ 1
− x , (30)
where here n is any non-negative real number. It can be
verified immediately that
− x
n+ 1
< ∆1,x(n) ≤ 1− x
n+ 1
. (31)
This means that the functions
U1,x(n) :=
1− x
n+ 1
= (1− x)e−n2 ,
L1,x(n) := − x
n+ 1
= −xe−n2
(32)
are such that L1,x(n) < ∆1,x(n) ≤ U1,x(n). In other
words, U1,x(n) and L1,x(n) are respectively upper and
lower bounds of ∆1,x(n) (see figure 2). Moreover, it
can be seen immediately from (32) that L1,x(n) =
−U1,1−x(n).
C. The case ν = 2
Let us consider ν = 2 and x ∈ [0, 1]. From (16) we have
F 2,x = 3x
2 − 2x3. Then, it can be obtained from (17)
that
∆2,n(x) =
3(⌊nx⌋+ 1)(⌊nx⌋+ 2)
(n+ 2)(n+ 3)
− 2⌊nx⌋(⌊nx⌋+ 1)(⌊nx⌋+ 2)
(n+ 1)(n+ 2)(n+ 3)
− 3x2 + 2x3 , (33)
where here n is any non-negative real number.
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FIG. 3. Graph of the function U2,3/10(n) (upper solid curve)
and L2,3/10(n) (lower solid curve). The graph of the function
∆2,3/10(n) is the set of all segments within the two curves.
The dots represent ∆2,3/10(n) for integer values of n.
If x 6= 0, the graph of the function ∆2,x(n) (for in-
stance, see figure 3 for x = 3/10) shows that this func-
tion is monotonically decreasing in each interval Il :=
[ lx ,
l+1
x ), where l ≥ 0 is an integer. Thus, for every inte-
ger l ≥ 0,
sup
n∈Il
∆2,x(n) = ∆2,x(l/x) ,
inf
n∈Il
∆2,x(n) = lim
n→ l+1
x
−
∆2,x(n) .
(34)
Then, the functions
U2,x(n) :=
3(nx+ 1)(nx+ 2)
(n+ 2)(n+ 3)
− 2nx(nx+ 1)(nx+ 2)
(n+ 1)(n+ 2)(n+ 3)
− 3x2 + 2x3 (35)
and
L2,x(n) :=
3nx(nx+ 1)
(n+ 2)(n+ 3)
− 2nx(nx− 1)(nx+ 1)
(n+ 1)(n+ 2)(n+ 3)
− 3x2 + 2x3 , (36)
are such that
U2,x(l/x) = sup
n∈Il
∆2,x(n) ,
L2,x
(
l + 1
x
)
= inf
n∈Il
∆2,x(n)
(37)
for every integer l > 0. Moreover, figure 3 illustrates
that U2,x(n) and L2,x(n) are respectively upper and lower
bounds of ∆2,x(n), i.e. L2,x(n) ≤ ∆2,n(n) ≤ U2,x(n). As
in the case of ν = 1, it can be verified that L2,x(n) =
−U2,1−x(n).
We have seen that both bounds of the function ∆2,x(n)
are not proportional to q-exponentials. Moreover, by
Taylor’s theorem, we have
U2,x(n) =
9x− 21x2 + 12x3
n
+
6− 49x+ 93x2 − 50x3
n2
+ hU (n) (38)
and
L2,x(n) =
3x− 15x2 + 12x3
n
− 13x− 57x
2 + 50x3
n2
+ hL(n) , (39)
where n2hU (n) → 0 and n2hL(n) → 0 as n → ∞. Both
of these expressions are not precisely compatible with a q-
exponential with q = 2, in the sense that the coefficients
of the dominant and sub-dominant terms do not coincide
with the corresponding ones of any function of the form
n 7→ A(x)e−λ(x)n2 (see (29)).
D. The case of integer ν > 0
In subsections IVB and IVC we have analytically
found upper and lower bounds for the functions ∆1,x(n)
and ∆2,x(n). We have seen that, in the cases ν = 1 and
ν = 2, these upper and lower bounds approach zero like
a power law of the form 1/n with a subdominant term of
the form 1/n2. We claim that the procedure described
in subsection IVC can be followed to obtain analytically
upper and lower bounds for the function ∆ν,x(n) when ν
is any positive integer.
The justification of our claim has two parts. The first
part is that we can always find a closed expression for
∆ν,x(n) using (17) when ν > 0 is an integer. This is be-
cause (17) just involves sums of powers of the first ⌊nx⌋
positive integers, which have closed expressions. The sec-
ond part of our justification is the hypothesis that the
function ∆ν,x(n) is monotonically decreasing in each in-
terval [ lx ,
l+1
x ), where l ≥ 0 is an integer. This hypothesis
has been verified to be correct for ν = 1 (analytically)
and ν = 2 (numerically). Figures 4 and 5 illustrate that
this hypothesis is also correct for ν = 3 and ν = 10 when
x = 3/10. We have verified that the same holds for other
typical values of x ∈ [0, 1].
Now we give an illustration of the application of the
procedure described in subsection IVC to the case ν = 3.
Fixed x ∈ [0, 1], from (17), it can be obtained that
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FIG. 4. (Left) The graph of the function ∆3,3/10(n) is the set of all gray segments between the two solid curves, which are the
graphs of its upper and lower bounds. The dots represent ∆3,3/10(n) for integer values of n. (Right) The same data represented
in log-log scale in order to show the asymptotic power law behavior of the upper and lower bounds of ∆3,3/10(n).
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FIG. 5. (Left) The graph of the function ∆10,3/10(n) is the set of all gray segments between the two solid curves, which are
the graphs of its upper and lower bounds. The dots represent ∆10,3/10(n) for integer values of n. (Right) The same data
represented in log-log scale in order to show the asymptotic power law behavior of the upper and lower bounds of ∆10,3/10(n).
∆3,x(n) =
(⌊nx⌋+ 1)(⌊nx⌋+ 2)(⌊nx⌋+ 3)
(n+ 1)(n+ 2)(n+ 3)(n+ 4)(n+ 5)
[10(n2 + 3n+ 2)− 3(5n+ 7)⌊nx⌋+ 6⌊nx⌋2]
− 6x5 + 15x4 − 10x3 , (40)
where n is a non-negative real number. Then, the an-
alytical expression for the upper bound of the function
∆3,x(n) is obtained by replacing ⌊nx⌋ by nx in (40). For
its lower bound, we have to replace ⌊nx⌋ by nx−1 in (40).
The graphs of the function ∆3,x(n) and its bounds are
shown in figure 4 when x = 3/10. From the analytical
expressions of the upper and lower bounds of the func-
tion ∆3,x(n), it can be verified that, once again, they
approach zero like a power law of the form 1/n with a
subdominant term of the form 1/n2.
We also applied the procedure described in subsec-
tion IVC to the case ν = 10. However, in this case,
the expressions are too cumbersome to be shown here.
Nevertheless, the same conclusions as for the case ν = 3
are obtained (see figure 5).
V. FINAL REMARKS AND CONCLUSIONS
We have worked with a sequence X1, X2, . . . of ex-
changeable and correlated random variables taking val-
ues in {0, 1} such that the distribution of the partial sums
Sn = X1 + · · ·+Xn depends on a real parameter ν > 0
(see (1)). We have seen that the law of large numbers
does not hold since, if 0 < x < 1/2, the probability of
the large deviation {Sn/n ≤ x} converges, as n → ∞,
to a limit different from zero. As in Ref. 19, here we
were interested in studying how rapidly the probability
7of large deviations converges to its limit.
In section IV we have defined, for every x ∈ [0, 1],
the function ∆ν,x(n) as being the difference between
P(Sn/n ≤ x) and its (n → ∞) limit. We have seen
that for x = 0, the function ∆ν,0(n) decays to zero like a
power law of the form 1/nν with a subdominant term of
the form 1/nν+1. If 0 < x ≤ 1, the results found in sub-
sections IVB, IVC and IVD allow us to conclude that,
for each integer ν > 0, it may be possible to find analyt-
ical expressions for upper and lower bounds of ∆ν,x(n)
such that they approach zero like a power law of the form
1/n with a subdominant term of the form 1/n2.
It seems interesting to remark that the model we have
considered in this article yields Q-Gaussians as limiting
distributions (see (7)). However, with the exception of
the case ν = 1, no other value of ν > 0 yields precisely q-
exponential bounds for the function ∆ν,x(n), in contrast
to the results found in the recent discussion of another
model26.
As a matter of curiosity, we could investigate whether
the law of large numbers holds or not when we consider a
different distribution, which also yieldsQ-Gaussian limit-
ing distributions with compact support (Q < 1), instead
of the one given in (1). Particularly, we can consider
that20
p∗Q,n(k) := P(Sn = k) =(
k+1
n+2
)1/(1−Q) [
1−
(
k+1
n+2
)]1/(1−Q)
∑n
j=0
(
j+1
n+2
)1/(1−Q) [
1−
(
j+1
n+2
)]1/(1−Q) , (41)
where Q < 1. It can be verified immediately that, if
k+1
n+2 → y as n→∞, then
lim
n→∞
(n+ 2)p∗Q,n(k) =
y1/(1−Q)(1− y)1/(1−Q)
B
(
2−Q
1−Q ,
2−Q
1−Q
) , (42)
which, through centering, can be shown to yield a Q-
Gaussian distribution.
The distribution given in (41) is not scale-invariant for
Q 6= 0 (for Q = 0, p∗0,n(k) = p2,n(k) according to (1)).
Hence, in this case we do not have a sequence X1, X2, . . .
of exchangeable random variables and, consequently, de
Finetti’s theorem does not hold. Nevertheless, we can
verify numerically that the law of large numbers does not
hold in this case either (see figure 6). Moreover, fixed x ∈
[0, 1], if F ∗Q,x(n) := P(Sn/n ≤ x), then F ∗Q,x(n) → F ν,x
as n→∞, where F ν,x was defined in (13) and ν can be
obtained from (8). However, the function F ∗Q,x(n)−F ν,x
is not bounded by the same bounds we have found for
the function ∆3,x(n) (see section IVD).
Finally, we may conclude by saying that, for those sys-
tems where the correlations are not very strong (typically
characterized by a Gaussian limiting distribution), both
the law of large numbers and the large deviation theory
hold (i.e., the probability of large deviations exponen-
tially decays to zero when n → ∞). In contrast, when
20 40 60 80 100
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FIG. 6. Graph of the function F ∗1/2,3/10(n) − F 3,3/10 (dots).
Here we considered the distribution given in (41) with Q =
1/2, instead of the one given in (1). The upper and lower
dashed lines are respectively the upper and lower bounds of
the function ∆3,x(n).
strong correlations are present (e.g., characterized by Q-
Gaussian limiting distributions), the law of large numbers
can hold19 or not (as in the present examples). In both
strong correlated cases, the approach of the probability
of large deviations to its limit is a positive power law of
1/n, in some particular cases not very different from a
q-exponential behavior.
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Appendix: Proof of (13) in the case of integer ν > 0
Let ν > 0 be an integer. Fixed x ∈ [0, 1], it can be
obtained from (14) and (1) that
Fν,x(n) =
(2ν − 1)!
[(ν − 1)!]2
1
(n+ 1) · · · (n+ 2ν − 1)
×
⌊nx⌋∑
k=0
ν−1∏
j=1
(k + j)(n− k + j) . (A.1)
This expression is well-defined if n is allowed to be any
non-negative real number. We will prove that
lim
n∈[0,∞),n→∞
Fν,x(n) =
∫ x
0
1
B(ν, ν)
yν−1(1− y)ν−1 dy .
(A.2)
This is a slightly stronger version of (13) and is the
correct version to be used in subsections IVB, IVC
and IVD, where we consider n to assume non-negative
real values.
8If x = 0, (A.2) is obviously true. The proof of (A.2)
in the case of x ∈ (0, 1] relies on the two following simple
facts:
1. For every integer p ≥ 1, 1p+· · ·+mp is a polynomial
inm of degree p+1 with leading coefficient 1/(p+1).
This can be easily proved using induction.
2. For every integer p ≥ 1,
lim
y→∞
1
yp+1
⌊y⌋∑
k=0
kp =
1
p+ 1
. (A.3)
This follows almost immediately from item 1.
From item 1 we can conclude that
Fν,x(n) ∼ (2ν − 1)!
[(ν − 1)!]2
1
n2ν−1
⌊nx⌋∑
k=0
kν−1(n− k)ν−1 , (A.4)
where the symbol ∼ means that the ratio of both sides
tends to 1 as n→∞. Then, by the binomial theorem,
Fν,x(n) ∼ (2ν − 1)!
[(ν − 1)!]2
ν−1∑
j=0
(
ν − 1
j
)
(−1)j
nν+j
⌊nx⌋∑
k=0
kν+j−1 .
(A.5)
Now, by item 2, the expression on the right hand side
tends to
(2ν − 1)!
[(ν − 1)!]2
ν−1∑
j=0
(
ν − 1
j
)
(−1)jxν+j
ν + j
(A.6)
as n→∞. Therefore,
lim
n∈[0,∞),n→∞
Fν,x(n) =
(2ν − 1)!
[(ν − 1)!]2
ν−1∑
j=0
(
ν − 1
j
)
(−1)jxν+j
ν + j
. (A.7)
On the other hand, as ν > 0 is an integer, it can be
obtained that
∫ x
0
1
B(ν, ν)
yν−1(1− y)ν−1 dy =
(2ν − 1)!
[(ν − 1)!]2
ν−1∑
j=0
(
ν − 1
j
)
(−1)jxν+j
ν + j
, (A.8)
where we have used the binomial theorem in the inte-
grand on the left hand side. Comparing the last two
expressions yields (A.2).
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