Abstract. In multipartite entanglement theory, the partial separability properties have an elegant, yet complicated structure, which boils down in the case when multipartite correlations are considered. In this work, we elaborate this, by giving necessary and sufficient conditions for the existence and uniqueness of the class of a given class-label, by the use of which we work out the structure of the classification for some important particular cases, namely, for the finest classification, for the classification based on k-partitionability and k-producibility, and for the classification based on the atoms of the correlation properties.
Introduction
In quantum systems, nonclassical forms of correlations arise, which, although being simple consequences of the Hilbert space structure of quantum mechanics, represent a longstanding challenge for the classically thinking mind. Pure states of classical systems are always uncorrelated; correlations in pure states are of quantum origin, this is what we call entanglement [1, 2] . The correlation in mixed states of classical systems can be induced by classical communication; correlations in mixed states which are not of this kind are of quantum origin, this is what we call entanglement [3, 2] .
Bipartite systems can either be uncorrelated or correlated, and either be separable or entangled, while for multipartite systems, the partial separability properties have a complicated, yet elegant structure [4, 5, 6, 7, 8, 9, 10, 11] . Considering the partial correlation properties of multipartite systems [11] , the structure of the classification [10] boils down. In the present work, we elaborate this, by giving necessary and sufficient conditions for the existence and uniqueness of the class of a given class-label, by the use of which we elaborate the structure of the classification in some important particular cases.
Our work is motivated by that quantum correlation and entanglement are of central importance in many fields of research in quantum physics nowadays, first of all in quantum information theory [12, 13, 14] and in strongly correlated manybody systems [15, 16, 17] . Especially in the latter case, correlation might be more important than entanglement, since in physical properties of manybody systems, the entire correlation is what matters, not only its entanglement part. (The two coincide only for pure states, so almost never inside subsystems.) Fortunately, this also meets the claim of practice, since the measures of multipartite correlations are feasible to evaluate [10, 11] , while this is not the case for the measures of multipartite entanglement [18, 19, 10] .
The natural way of the description of the classification is the use of the tools of elementary set and order theory (in the finite setting) [20, 21] . For the convenience of the reader, we recall the elements needed in Appendix A.1.
Multipartite correlation and entanglement
In this section we briefly recall and slightly extend the results about the structure of multipartite correlations and entanglement [10, 11] .
Level 0: subsystems
Let L = {1, 2, . . . , n} be the set of the labels of the elementary subsystems. All the subsystems are then labelled by subsets X ⊆ L, the set of which, P 0 = 2 L , naturally possesses a Boolean lattice structure with respect to the inclusion ⊆. For each elementary subsystem i ∈ L, we have finite dimensional Hilbert spaces H i associated with it (1 < dim H i < ∞); from these, the Hilbert space associated with every subsystem X ∈ P 0 is H X = i∈X H i . The state of the subsystem X ∈ P 0 is given by a density operator (positive semidefinite operator of trace 1) acting on H X ; the set of the states of X is denoted with D X .
Level I: partitions
For handling the different possible splits of a composite system into subsystems, we need to use the mathematical notion of partition of the system L, which are sets of subsystems ξ = {X 1 , X 2 , . . . , X |ξ| }, where the parts X ∈ ξ are nonempty disjoint subsystems, for which ∪ξ := X∈ξ X = L. The set of the partitions of L is denoted with P I (its size is given by the Bell numbers [22] ), it possesses a lattice structure with respect to the refinement , which is the natural partial order over the partitions, defined as υ ξ if for all Y ∈ υ there is an X ∈ ξ such that Y ⊆ X. (For illustration, see figure 1.)
For a partition ξ ∈ P I , the ξ-uncorrelated states are those which are of the product form with respect to the partition ξ,
the others are the ξ-correlated states. The ξ-separable states are those, which are convex combinations (statistical mixtures) of ξ-uncorrelated ones,
the others are the ξ-entangled states. These properties show the same lattice structure as the partitions [10] , P I , that is,
(For the proof, see Appendix B.1.) Note that D ξ−unc is closed under LO (local operations), and D ξ−sep is closed under LOCC (local operations and classical communications) [10] . (Here locality can be considered with respect to ξ, but later this will be restricted to the finest split, ⊥ = { {i} | i ∈ L }. The LO closedness, although not being proven in [10] , is obvious.)
The lattices of the three-level structure of multipartite correlation and entanglement for n = 3. Only the maximal elements of the down-sets of P I are shown (with different colors) in P II , while only the minimal elements of the upsets of P II are shown (side by side) in P III . The partial orders are represented by consecutive arrows.
Level II: multiple partitions
The order isomorphism (3) tells us that if we consider states uncorrelated (or separable) with respect to a partition, then we automatically consider states uncorrelated (or separable) with respect to every finer partition. On the other hand, in multipartite entanglement theory, it is necessary to handle mixtures of states uncorrelated with respect to different partitions [6, 8, 10] . Because of these, for the labelling of the different multipartite correlation and entanglement properties, we need to use the nonempty down-sets of partitions (also called nonempty ideals of partitions) [10] , which are sets of partitions ξ = {ξ 1 , ξ 2 , . . . , ξ |ξ| } ⊆ P I , which are closed downwards with respect to (that is, if ξ ∈ ξ, then every υ ξ is also υ ∈ ξ). The set of the nonempty partition ideals of L is denoted with P II := O ↓ (P I ) \ {∅}, it possesses a lattice structure with respect to the standard inclusion as partial order, υ ξ if and only if υ ⊆ ξ. (For illustration, see figure 1.) Special cases are the ideals of k-partitionable and k -producible partitions, µ k := µ ∈ P I |µ| ≥ k , ν k := ν ∈ P I ∀N ∈ ν : |N | ≤ k , for 1 ≤ k, k ≤ |L|, that is, which contain partitions where the number of parts is at least k, and where the sizes of the parts are at most k , respectively. These form chains in the lattice P II , as µ l µ k ⇔ l ≥ k, and ν l ν k ⇔ l ≤ k . For an ideal ξ ∈ P II , the ξ-uncorrelated states are those which are ξ-uncorrelated with respect to a ξ ∈ ξ,
the others are the ξ-correlated states. The ξ-separable states are those, which are convex combinations of ξ-uncorrelated ones,
the others are the ξ-entangled states. These properties show the same lattice structure as the partition ideals [10] , P II , that is,
(For the proof, see Appendix B.1.) Note that D ξ−unc is closed under LO, and D ξ−sep is closed under LOCC [10] . (Here locality is understood with respect to the finest partition.) Special cases are the k-partitionably uncorrelated and the k -producibly uncorrelated states, D k−part unc := D µ k −unc and D k −prod unc := D ν k −unc , which are of the product form of at least k density operators, and of density operators of at most k elementary subsystems, respectively. The k-partitionably separable (also called kseparable [6, 23, 8] ) and the k -producibly separable (also called k -producible [24, 23, 25] ) states are
, which can be decomposed into k-partitionably, and k -producibly uncorrelated states, respectively. These properties show the same lattice structure (chain) as the corresponding partition ideals, that is,
, that is, if a state is l-partitionably uncorrelated (or separable) then it is also k-partitionably uncorrelated (or separable) for all l ≥ k, and if a state is l -producibly uncorrelated (or separable) then it is also k -producibly uncorrelated (or separable) for all l ≤ k .
Level III: classes
The partial correlation and entanglement properties form an inclusion hierarchy (6) . For handling the possible partial correlation and partial entanglement classes (which are state-sets of well-defined Level II partial correlation and entanglement properties, that is, the possible intersections of the state-sets D ξ−unc and D ξ−sep ), we need to use the nonempty up-sets of nonempty down-sets of partitions (also called nonempty filters of nonempty partition ideals) [10] , which are sets of partition ideals ξ = {ξ 1 , ξ 2 , . . . , ξ |ξ| } ⊆ P II which are closed upwards with respect to (that is, if ξ ∈ ξ then every ξ υ is also υ ∈ ξ). The set of the nonempty filters of nonempty partition ideals of L is denoted with P III := O ↑ (P II ) \ {∅}, it possesses a lattice structure with respect to the standard inclusion as partial order, υ ξ if and only if υ ⊆ ξ. (For illustration, see figure 1.) In the generic case, if the inclusion of sets can be described by a poset P , then O ↑ (P ) is sufficient for the description of the intersections. (For the proof, see Appendix A.2.) One may make the classification coarser by selecting a sub(po)set P II * ⊆ P II , with respect to which the classification is done, P III * := O ↑ (P II * ) \ {∅}. (This is not a lattice if P II * has no top element.)
For a filter ξ ∈ P III * , the ξ-separable states are those which are ξ-separable for all ξ ∈ ξ, and ξ -entangled for all ξ ∈ ξ = P II * \ ξ [10] ,
(Note that the complement ξ is always taken with respect to P II * .) It is conjectured [10] that ξ-separability is nontrivial for all ξ ∈ P III * (that is, C ξ−sep is nonempty). Note that the Level III hierarchy compares the strength of entanglement among the classes labelled by P III * , in the sense that if there exists a ∈ C υ−sep and an LOCC map mapping it into C ξ−sep , then υ ξ [10] .
If we consider the possible intersections of the state sets D ξ−unc , encoded by the filter ξ ∈ P III * as
(that is, a state is ξ-uncorrelated, if it is ξ-uncorrelated for all ξ ∈ ξ, and ξ -correlated for all ξ ∈ ξ), then the structure P III * boils down. In the following section, we elaborate this, by giving necessary and sufficient conditions for the nonemptiness of the classes and for the uniqueness of the labels. Note that if there exists a ∈ C υ−unc and an LO map mapping it into C ξ−unc , then υ ξ. (This can be proven analogously to the partial separability result with LOCC above, see Appendix A.12 in [10] , it relies only on the LO closedness of the state sets D ξ−unc .) In this sense, the Level III hierarchy compares the strength of correlation among the classes labelled by P III * .
The structure of the classification of correlations
In this section, after establishing some important facts about the Level I-II structure of multipartite correlations (section 3.1), we give necessary and sufficient conditions for the existence (section 3.2) and uniqueness (section 3.3) of the class of a given class-label.
The structure of the Level I-II correlations
For the ξ-correlations, we have
This can be proven in the same way as the same result for pure states was proven in Appendix A.5 in [10] . Note that, due to the convex hull construction (2), such identity does not hold for ξ-separability.
and
These can be proven in the same way as the same result for pure states was proven in Appendix A.9 in [10] ( (11) relies also on (9)). Note that, due to the convex hull construction (5), such identities do not hold for ξ-separability.
The structure of the correlation classes: existence
A filter ξ ∈ P III * may lead to empty partial correlation class (8) . Here we give necessary and sufficient condition for the labelling of the nonempty partial correlation classes.
Proposition 1 For a filter ξ ∈ P III * , the class C ξ−unc = ∅ if and only if ∧ξ ∨ξ.
(We use the notations ∧ξ := ξ∈ξ ξ and ∨ξ := ξ ∈ξ ξ .)
Proof: First, for a filter ξ ∈ P III * , we write (8) as
where the second equality is De Morgan's law, then, applying (10) and (11),
(Note that ∧ξ, ∨ξ ∈ P II in general, they are not necessarily contained in P II * , since P II * is not necessarily a lattice.) Now, since B ⊆ A ⇔ A ∩ B = ∅, we have that
which, applying (6), leads to
the contraposition of which is just Proposition 1. Note that a given filter ξ ∈ P III * may lead to empty or nonempty class, depending on the choice of P II * ⊆ P II , since, in the condition given in Proposition 1, ξ is an upset in P II * , and also its complement is given with respect to P II * . The fulfilment of the nonemptiness condition ∧ξ ∨ξ is hard to check in general, that is, without examining each ξ ∈ P III * one by one. Now we give some tools which can be used for this, and also for presenting general conditions for some important classifications P II * , given in the subsequent sections.
Lemma 2
The following properties of a filter ξ ∈ P III * are equivalent: (i) ∀ξ ∈ P II * : if ξ ∈ ξ then ∧ξ ξ , (i') ∀ξ ∈ P II * : if ∧ξ ξ then ξ ∈ ξ, (ii) ↑{∧ξ} ∩ P II * = ξ.
Proof: The steps are the following: (i) ⇔ (i'): they are the contrapositions of each other. (i') ⇒ (ii): for ξ ∈ P II * , ∧ξ ξ means that ξ ∈ ↑{∧ξ} ∩ P II * , that is, by supposing (i'), we have ↑{∧ξ} ∩ P II * ⊆ ξ. The opposite inclusion holds in general: for all ξ ∈ ξ, we have that ∧ξ ξ, since the meet ∧ξ is the greatest lower bound of the elements of ξ, so, because we also have ξ ∈ P II * , we end up with ξ ∈ ↑{∧ξ} ∩ P II * , that is, ↑{∧ξ} ∩ P II * ⊇ ξ.
(ii) ⇒ (i'): all ξ ∈ P II * such that ∧ξ ξ is contained in ↑{∧ξ} ∩ P II * , which equals to ξ by the assumption, leading to ξ ∈ ξ.
Lemma 3 For a filter ξ ∈ P III * , we have that if ∧ξ ∨ξ, then ↑{∧ξ} ∩ P II * = ξ.
Proof: This can be proven contrapositively: if ↑{∧ξ} ∩ P II * = ξ then ∧ξ ∨ξ. In Lemma 2, (ii) does not hold if and only if (i) does not hold, which means that there exists ξ ∈ ξ which is ∧ξ ξ . With this ξ we have ∧ξ ξ ∨ξ, leading to ∧ξ ∨ξ by the transitivity of the partial order.
Lemma 4 For a filter ξ ∈ P III * , we have that if ∧ξ ∨ξ, then ↓{∨ξ} ∩ P II * = ξ.
Proof: This is the dual of Lemma 3, so it can be proven analogously (by proving also the dual of Lemma 2).
Lemma 3 and Lemma 4 tell us that the nonempty classes can be labelled by principal filters restricted to P II * . The reverse is not true in general.
Lemma 5 For a filter ξ ∈ P III * , we have that ∧ξ ∨ξ if and only if ↑{∧ξ}∩↓{∨ξ} = ∅.
Proof: This is the special case of the contraposition of that, for all υ, υ ∈ P II , we have that υ υ if and only if ↑{υ} ∩ ↓{υ } = ∅. To see the "if " implication, we have an ζ ∈ ↑{υ}, which is also ζ ∈ ↓{υ }, that is, υ ζ and ζ υ , leading to that υ υ by the transitivity of the partial order. To see the "only if " implication, we have that υ ∈ ↑{υ} obviously, and υ ∈ ↓{υ } by the assumption, so υ ∈ ↑{υ} ∩ ↓{υ }, which is then not empty.
With the help of Lemma 5, we can see the role of Lemma 3 and Lemma 4. For a filter ξ ∈ P III * , using Proposition 1 and Lemma 5, we have in general that
where we have used at the last arrow that ξ ⊆ ↑{∧ξ} ∩ P II * and ξ ⊆ ↓{∨ξ} ∩ P II * , which hold in general (see in the (i') ⇒ (ii) implication of the proof of Lemma 2). Note that Lemma 3 and Lemma 4 tell more: if C ξ−unc = ∅, then ξ = ↑{∧ξ} ∩ P II * and ξ = ↓{∨ξ} ∩ P II * in the above conditions. So the last arrow is ⇐⇒, if we restrict to the nonempty case.
Note, on the other hand, that Lemma 3 and Lemma 4 tell us that, for nonempty classes, ξ, ∧ξ and ∨ξ determine one another. For example, if ∧ξ = ∧υ then ↑{∧ξ} = ↑{∧υ}, then ↑{∧ξ} ∩ P II * = ↑{∧υ} ∩ P II * , then, by Lemma 3, ξ = υ, while the reverse implication is obvious.
The structure of the correlation classes: uniqueness
Two different filters ξ, υ ∈ P III * may lead to the same partial correlation class (8).
Here we give necessary and sufficient condition for the unique labelling of the partial correlation classes.
Proposition 6
For the filters ξ, υ ∈ P III * , the classes C ξ−unc = C υ−unc if and only if the following conditions hold:
Proof: This can be proven by standard set theory. Now, after using that B ⊆ A ⇔ A ∩ B = ∅, (6) completes the proof. Note that the conditions in Proposition 6 are stronger than the emptiness conditions ∧ξ ∨ξ and ∧υ ∨υ by Proposition 1, and express the interrelation of ξ and υ.
The structure of the correlation classes: examples
In this section, applying the results of the previous one, we elaborate the structure of the classification for some important choices of P II * , namely, for the finest classification (section 4.1), for chain-based classifications (section 4.2), specially for k-partitionability and k-producibility classifications, and for the classification based on the atoms of the correlation properties (section 4.3).
Finest classification
First, consider the finest classification, when P II * = P II . We show that the structure of the correlation classes is isomorphic to the dual of P I .
Lemma 7
Let P II * = P II , then, for a filter ξ ∈ P III * , the class C ξ−unc = ∅ if and only if ξ = ↑{∧ξ} and ξ = ↓{∨ξ}.
Proof: To see the "only if " implication, ξ = ↑{∧ξ} ∩ P II * = ↑{∧ξ} and ξ = ↓{∨ξ} ∩ P II * = ↓{∨ξ} by Proposition 1, Lemma 3 and Lemma 4. To see the "if " implication, we have ↑{∧ξ} ∩ ↓{∨ξ} = ξ ∩ ξ = ∅, then Lemma 5 and Proposition 1 lead to the claim. Proposition 8 Let P II * = P II , then, for a filter ξ ∈ P III * , the class C ξ−unc = ∅ if and only if ∃ξ ∈ P I such that ξ = ↑{↓{ξ}}.
Proof: Proposition 8 can be reformulated by Lemma 7: ξ = ↑{∧ξ} and ξ = ↓{∨ξ} if and only if ∃ξ ∈ P I such that ξ = ↑{↓{ξ}}. This can be proven as follows. To see the "if " implication, on the one hand, we have that if ξ = ↑{↓{ξ}} for a ξ ∈ P I , then ∧ξ = ↓{ξ}, so ξ = ↑{∧ξ}. On the other hand, ξ = ↑{↓{ξ}} = { ξ ∈ P II | ξ ↓{ξ} } = { ξ ∈ P II | ξ ∈ ξ }, so its complement (with respect to P II * = P II ) is ξ = { ξ ∈ P II | ξ / ∈ ξ }, and we claim that ∨ξ = ↑{ξ} ≡ { ξ ∈ P I | ξ ξ }. To see the ⊇ inclusion, we have that ∀ξ ∈ P I which is ξ ξ, for the down-set ξ := ↓{ξ } we have ξ / ∈ ξ , so ξ ∈ ξ, so ξ ∈ ξ ∨ξ. To see the ⊆ inclusion, we use contraposition. For all ξ ∈ P I such that ξ ξ, every ξ ∈ P II * for which ξ ∈ ξ we also have ξ ∈ ξ , because ξ is a down-set, so ξ / ∈ ξ. Because this holds for all such ξ , we have ξ / ∈ ∨ξ. Now, we have ∨ξ = ↑{ξ}, and we have to prove that ξ = ↓{∨ξ}. By definition, and the results for ξ and ∨ξ above, we have to prove the third equality in ↓{∨ξ} = ↓{↑{ξ}} = { ξ ∈ P II | ξ ↑{ξ} } = { ξ ∈ P II | ξ / ∈ ξ } = ξ. This can be seen as ξ ↑{ξ} if and only if the up-sets ξ ↑{ξ} if and only if ξ ∈ ξ if and only if ξ ∈ ξ . To see the "only if " implication, we prove the contrapositive statement. If ξ = ↑{↓{ξ}} for a ξ ∈ P I , then we have two possibilities. First, if ξ = ↑{ξ} for a ξ ∈ P II , then ∧ξ / ∈ ξ, then ξ = ↑{∧ξ}. Second, although ξ = ↑{ξ}, we have ξ = ↓ M ∈ P II , where M = max(ξ) = {ξ 1 , ξ 2 , . . . , ξ m } with m ≥ 2 (each down-set is the down-closure of its maximal elements). In this case, although we have ξ = ↑{ξ} = ↑{∧ξ} by ∧ξ = ξ, we will have ↓{∨ξ} = ξ. Indeed,
; however, since m ≥ 2, the union of such down-sets ξ contains all ξ ∈ M , that is, M ⊆ ∨ξ, so ↓{∨ξ} = { ξ ∈ P II | ξ ∨ξ } ↓ M , leading to that ↓{∨ξ} = ξ.
Proposition 9 Let P II * = P II , then, for the partitions ξ, υ ∈ P I , the classes C ↑{↓{ξ}}−unc = C ↑{↓{υ}}−unc if and only if ξ = υ.
Proof:
The "if " implication is obvious, to see the "only if " implication, we have in Proposition 8 that if ξ = ↑{↓{ξ}} and υ = ↑{↓{υ}} for ξ, υ ∈ P I , then ∧ξ = ↓{ξ}, ∨ξ = ↑{ξ}, ∧υ = ↓{υ}, ∨υ = ↑{υ}, which can be used in the conditions in Proposition 6. For example, the top-right one is then ↓{ξ} ↑{ξ} ∨ ↓{υ}, which, since ξ ∈ ↓{ξ}, tells us that ξ ∈ ↑{ξ} ∨ ↓{υ}. Since ξ / ∈ ↑{ξ}, we have that ξ ∈ ↓{υ}, that is, ξ υ. It can be seen similarly (from, for example, the lower right condition in Proposition 6) that υ ξ, leading to that ξ = υ.
In summary, we have that the nonempty classes can be labelled by the principal filters generated by the principal ideals of partitions uniquely.
Chains, k-partitionability and k-producibility
Second, consider the case when the classification is based on properties which can be ordered totally. Let P II * be a chain, that is,
We show that the structure of the correlation classes is isomorphic to the dual of P II * , so it also forms a chain.
Proposition 10 Let P II * be a chain, then the class C ξ−unc = ∅ for all filters ξ ∈ P III * .
Proof: An up-set ξ of a chain P II * have a unique minimal element, min ξ = {ξ min }, and then ξ min = ∧ξ; on the other hand, ξ, the complement of the up-set ξ is a down-set, and, similarly, a down-set ξ of a chain P II * have a unique maximal element, max ξ = {ξ max }, and then ξ max = ∨ξ. We also have ∨ξ = ξ max ≺ ξ min = ∧ξ, since all pairs of elements in a chain P II * can be compared, and ξ max ξ min , since in the other case ξ max would be contained in ξ, being an up-set. Now, if ∨ξ ≺ ∧ξ, then ∨ξ ∧ξ, and Proposition 1 leads to the claim.
Proposition 11 Let P II * be a chain, then, for the filters ξ, υ ∈ P III * , the classes C ξ−unc = C υ−unc if and only if ξ = υ.
Proof:
The "if " implication is obvious, to see the "only if " implication, we have in Proposition 10 that, using the same notation, ∨ξ = ξ max ≺ ξ min = ∧ξ, and ∨υ = υ max ≺ υ min = ∧υ, which can be used in the conditions in Proposition 6. For example, the top-right one is then ξ min ξ max ∨ υ min , where the righthandside is min{ξ max , υ min }, since every pair of elements in a chain can be ordered. Since ξ max ≺ ξ min , the one remaining possibility on the righthandside is υ min , leading to ξ min υ min . It can be seen similarly that ξ min υ min , leading to that ξ min = υ min , then ξ = υ.
Note that if P II * is a chain, then its up-sets in P III * form also a chain. Then, in summary, we have that the nonempty classes can be labelled by all the principal filters restricted to P II * uniquely. Special cases are the partitionability and producibility classifications, when P II * = P II part := { µ k | k = 1, 2, . . . , n } and P II * = P II prod := { ν k | k = 1, 2, . . . , n }, leading to the classes of strictly kpartitionably and strictly k -producibly uncorrelated states, C k−part unc := C ↑{µ k }−unc and C k −prod unc := C ↑{ν k }−unc , respectively.
An antichain
Third, consider the case when the classification is based on properties which cannot be ordered. Let P II * be an antichain, that is,
Then every subset of this is automatically an up-set, so P III * = 2 PII * \{∅}. One cannot formulate a general result in this case, as was done for chains, Proposition 1 and Proposition 6 have to be checked for the filters ξ ∈ P III * . For at least one particular antichain, however, we can obtain the complete classification.
Proposition 12 Let P II * = { ↓{ξ} | ξ ∈ P I , |ξ| = n − 1 }, then, for a filter ξ ∈ P III * , the class C ξ−unc = ∅ if and only if |ξ| = 1.
Proof: To see the "if " implication, |ξ| = 1 for a ξ ∈ P III * means that ξ = ↑{↓{ξ}} ∩ P II * for a ξ ∈ P I . Then ∧ξ = ↓{ξ}, so ξ ∈ ∧ξ. On the other hand, ξ = ↑{ ↓{ξ } ∈ P II * | ξ = ξ } ∩ P II * , so ξ / ∈ ∨ξ, since ξ / ∈ ↓{ξ } for all ξ = ξ, since ↓{ξ i } = {ξ i , ⊥} (where ⊥ ∈ P I is the finest partition, the bottom element of P I ). So we have that ∧ξ ∨ξ, then Proposition 1 leads to that C ξ−unc = ∅. To see the "only if " implication, we prove the contrapositive statement. Let |ξ| ≥ 2 for a ξ ∈ P III * , that is, for some distinct partitions ξ 1 , ξ 2 , . . . , ξ m ∈ P I , we have ξ = ↑{↓{ξ 1 }, ↓{ξ 2 }, . . . , ↓{ξ m }} ∩ P II * for m = |ξ| ≥ 2. Since ↓{ξ i } = {ξ i , ⊥}, we have that ∧ξ = {⊥}. Since {⊥} is the bottom element of P II , we have ∧ξ ∨ξ, without the need for the calculation of ξ, then Proposition 1 leads to that C ξ−unc = ∅.
Proposition 13 Let P II * = { ↓{ξ} | ξ ∈ P I , |ξ| = n − 1 }, then, for the partitions ξ, υ ∈ P I with |ξ| = |υ| = n − 1, the classes C ↑{↓{ξ}}−unc = C ↑{↓{υ}}−unc if and only if ξ = υ.
Proof:
The "if " implication is obvious, to see the "only if " implication, we have in Proposition 12 that if ξ = ↑{↓{ξ}} ∩ P II * and υ = ↑{↓{υ}} ∩ P II * for ξ, υ ∈ P I , then ∧ξ = ↓{ξ} ξ and ∧υ = ↓{υ} υ, while ξ / ∈ ∨ξ and υ / ∈ ∨υ, which can be used in the conditions in Proposition 6. For example, the top-right one takes the form ↓{ξ} (∨ξ) ∨ (↓{υ}), so, since ξ ∈ ↓{ξ} and ξ / ∈ ∨ξ, we have that ξ ∈ ∧υ = ↓{υ} = {υ, ⊥}, leading to that ξ = υ.
Note that the antichain P II * we considered here is the antichain of the atoms of the lattice P II , being the principal ideals generated by the (n − 1)-partitions, being the atoms of P I . Then, in summary, we have that the nonempty classes can be labelled by the principal filters restricted to P II * generated by the principal ideals of (n − 1)-partitions uniquely. One cannot get analogous results for the antichain of the principal ideals generated by the bipartitions, being the coatoms of P I , (P II * = { ↓{ξ} | ξ ∈ P I , |ξ| = 2 }) by duality, because we have to consider down-sets in both cases, they cannot be replaced with up-sets, which are the dual notions.
Summary, remarks and open questions
In this work, we have considered the partial correlation classifications, and we have given necessary and sufficient conditions for the existence (Proposition 1) and uniqueness (Proposition 6) of the class of a given class-label. The importance of the results, and the reason for using the robust machinery, is that all the possible partial correlation based classifications can be described in this general way. Particular cases we considered were the finest classification, the classification based on chains in general (including k-partitionability and k-producibility), and the classification based on the atoms of the correlation properties, in which cases we could formulate the classification in an explicit manner.
For the partial entanglement classification (7), such results cannot be obtained. The reason for this is that the lattice isomorphism (10)- (11) , which hold for the partial correlation, do not hold for partial entanglement, we have only [10] 
It is still a conjecture that C ξ−sep is nonempty and unique for all ξ ∈ P III * [10] . Note that, although Level II of the construction is originally motivated by the need for the description of statistical mixtures of different product states (5) in multipartite entanglement theory [10] , it is also meaningful when multipartite correlations are considered [11] (without mixtures (4)). In the latter case, it describes the different possibilities for productness: taking the union of state spaces (4) expresses logical disjunction, so using Level II makes possible to handle correlation and entanglement properties in an overall sense, without respect to a specific partition. This is why we identify Level II as labelling the aspects or properties of multipartite correlation and entanglement.
We mention that the corresponding (information-geometry based) correlation and entanglement measures are given for all ξ-correlation and ξ-entanglement (Level I), and for all ξ-correlation and ξ-entanglement (Level II), specially, for all k-partitionability and k -producibility correlation and entanglement [10, 11] . In a nutshell, these are the most natural generalizations of the mutual information [13, 14] , the entanglement entropy [26] and the entanglement of formation [27] for the multipartite setting. These are strong LO and LOCC monotones, moreover, they show the same lattice structure as the partitions on Level I, P I , and the partition ideals on Level II, P II , which is called multipartite monotonicity [10] . a b c P1:
a b c P2:
a b c P3:
P4: (1); and at the second equality we have used the assumption υ ξ, which gives by definition that ∀Y ∈ υ, ∃X ∈ ξ such that Y ⊆ X, making possible to collect the states of subsystems Y contained in a given X, which can be done for all subsystems X. To see the "if " implication, we prove the contrapositive statement, υ ξ ⇒ D υ−unc ⊆ D ξ−unc . Let us have ∈ D υ−unc , then, using the notation X = Tr L,X , consider Y ∈υ Y = , where at the second and the last equalities we used the assumption that ∈ D υ−unc (we use the notation Tr X,X = i∈X∩X Tr Hi : Lin H X → Lin H X for the partial trace, when X ⊆ X); the third equality can be checked by the decomposition of tensors into linear combination of elementary tensors, and using the linearity of the partial trace and the tensor product; the fourth equality is just the associativity of the tensor product. The nonequality comes from the assumption that υ ξ, which gives that ∃Y ∈ υ for which ∀X ∈ ξ we have Y ⊆ X, in this case, for this Y , the term X∈ξ Tr Y,X∩Y Y = Y , if Y is not of the product form, which is an extra assumption, which can be fulfilled, because dim H i > 1. The second inclusion in (3), υ ξ ⇔ D υ−sep ⊆ D ξ−sep , has already been proven in Appendix A.4 in [10] . The first inclusion in (6), υ ξ ⇔ D υ−unc ⊆ D ξ−unc , was proven in Appendix A.8 in [10] for pure ξ-separable (hence pure ξ-uncorrelated) states only. For mixed states, the same steps can be applied. The second inclusion in (6), υ ξ ⇔ D υ−sep ⊆ D ξ−sep , has already been proven in Appendix A.8 in [10] .
Note that (3) and (6) 
