Abstract. In this work we study a version of the general question of how well a Haar distributed orthogonal matrix can be approximated by a random gaussian matrix. Here, we consider a gaussian random matrix Y n of order n and apply to it the Gram-Schmidt orthonormalization procedure by columns to obtain a Haar distributed orthogonal matrix U n . If To show the extent of this result, we use it to study the convergence of the supremum norm ǫ n (m) = sup 1≤i≤n,1≤j≤m |y i,j − √ nu i,j | and we find a coupling that improves by a factor √ 2 the recently proved best known upper bound of ǫ n (m). Applications of our results to Quantum Information Theory are also explained.
Introduction
One of the classical problems in random matrix theory is to compare a random gaussian matrix Y n = (y i,j ) n i,j=1 with a Haar distributed random matrix U n = (u i,j ) n i,j=1 in the orthogonal group O(n). It has been well known for long [2] that the distribution of one single coordinate of U n converges to the distribution of one single coordinate of Y n , when properly normalized. That is, for a fixed pair (i, j) we have that √ nu i,j converges in distribution to a standard normal. Since then, many authors have studied the problem of how many entries of √ nU n can be simultaneously well approximated by the corresponding entries of Y n ; that is, by independent standard normal distributions.
A number of papers (for instance [7] , [15] , [17] ) in the 1980's made further progress in this direction. Later, in [6] the authors proved that the joint distribution of the first l n coordinates of the first column of Y n − √ nU n converges to 0 in variation distance as n grows to infinity, provided that l n = o(n). In [5] it was proven that the joint distribution of the upper left l n × m n block of Y n − √ nU n 1 converges to 0 in variation distance provided that l n , m n are both o(n 1 3 ). Later, in [3] this order was improved to O(n 1 3 ). The latest major achievement in this direction came from [11, 12] . In those papers the author shows that the joint distribution of the upper left l n × m n block of Y n − √ nU n converges to 0 in variation distance if and only if l n , m n are both o(n 1 2 ). This settles the long standing open problem of finding the best ratio in the variation distance case. In the same paper Jiang also shows [11, Theorem 3 ] the existence of a coupling between Y n and U n such that ǫ n (m) = sup 1≤i≤n,1≤j≤m
|y i,j − √ nu i,j | converges to 0 in probability if and only if m = o( n log n ). Moreover, if m = βn log n then the previous supremum converges in probability to 2 √ β. These results have been applied in [16] to study the eigenvector distribution of a wide class of Wigner ensembles. For further history and applications of these results, see [11, 12, 16] .
Given the relevance of the euclidean norm in many contexts, and motivated by these previous works, we study in this paper the behaviour of the euclidean norm of blocks of Y n − √ nU n . We are interested not only in the order needed for convergence to 0, but in the general value of the norm. To show the extent of our main result, we show later how to recover from it one of the main results of [11] .
We have also applied it to solve a question in Quantum Information Theory [8] .
Let us fix the notation needed to state our main result. Our probability spaces will be R n 2 with the gaussian measure. For every n ∈ N, Y n = (y i,j ) n i,j=1 will be a gaussian random matrix, that is, the variables (y i,j ) n i,j=1 are independent standard normal variables. For every 1 ≤ j ≤ n we consider the column vector y j = (y i,j ) n i=1 . With probability 1, they form a basis of R n . Following [11] , we apply the Gram-Schmidt orthonormalization procedure to (y 1 , . . . , y n ) to obtain an orthonormal basis (ν j ) n j=1 . We call U n the matrix (ν i,j ) n i,j=1 . We recall that U n is Haar distributed.
For every 1 ≤ m ≤ n and for every 1 ≤ i ≤ n, let F 
both with probability exponentially close to 1 as n grows to infinity.
In case the ratio α n = m n is not constant but a funcion of n, it follows immediately from our result that sup We have chosen this presentation of the main theorem for the sake of clarity. The actual proof shows further insight into the result. Specifically, we want to mention that there is a trade off between the rate of the concentration and the order δ appearing in Theorem 1.1. In our proof we show how to make δ = 2 5 keeping a very fast concentration rate. Nevertheless, the parameters can be changed easily to obtain a different value for δ, at the cost of modifying the rate of the exponential convergence of the probability.
For a clearer understanding of the bound we can use the Taylor expansion of (1 − α)
3/2 and we get that
where r(α) is the remainder of the 5-th order Taylor polynomial of (1 − α) 3/2 .
We clarify next some aspects of our result. The coupling is given by the GramSchmidt procedure performed columnwise. With the same technics we use here it is not difficult to obtain exponential concentration results for the euclidean norm of each of the columns of Y n − √ nU n . Since the Gram-Schmidt procedure is essentially not symmetric by columns, all of those euclidean norms will necessarily be different with probability exponentially close to 1. This makes an analogous statement to our main theorem impossible, since the euclidean norms of the columns will never concentrate around the same value. This "flatness" phenomenom is very relevant in our applications.
Therefore, our main contribution can be seen as a delocalization result. We show that the euclidean norm of the whole block 1≤i≤n,1≤j≤m
2 is well delocalized among the euclidean norm of the rows. The lack of independence is the main difficulty in this case and we need to deal with different technicalities to overcome this and prove our result. Our main tools are standard versions of the concentration of measure phenomenom and the Gram-Schmidt procedure. Still, the proof is long and technical.
As a consequence of Theorem 1.1 we prove in Section 4 a result about the supremun norm ǫ n (m). From this result, we can recover [11, Theorem 3] , with a slight improvement in the bound at the cost of using a random coupling.
2 entries are real random variables defined on the same probability space such that (i) the law of U ′ n is the normalized Haar measure on the orthogonal group O(n); (ii) {y ′ i,j ; 1 ≤ i, j ≤ n} are independent standard normals;
such that for any ε > 0 we have
with probability 1 − o(1), where we consider
is the function appearing in Theorem 1.1.
If we let α change with n in Theorem 1.2 so that m n = o( n log n ) we recover the convergence to 0 already obtained in the above mentioned [11, Theorem 3] (see Corollary 4.2). Furthermore, if we pick m n = βn log n we get that
Note that in [11, Theorem 3] the author obtains for this case ǫ n (m) → 2 √ β. Therefore, we improve the bound by a factor √ 2. The key point is that our Theorem 1.1 allows us to modify the coupling. The price we pay is that we do not obtain an explicit coupling, but a randomized one (with high probability). Details are given in Section 4.
The fact that Theorem 1.2 follows from Theorem 1.1 provides a better understanding of the order n log n needed for the convergence of the supremum norm of the block. Roughly, each of the row vectors of the difference, when multiplied from the right by a random unitary, distributes uniformly on the unit sphere. Therefore, the distance between its supremum and euclidean norms is of the order log m.
One of our original motivations to study this problem was to solve a question in Quantum Information Theory. The solution to this problem has an implication for random matrix theory in the form of a non universality result for certain statistic associated to a random matrix. This statistic separates Bernouilli random variables from gaussian random variables. We briefly describe the result next, but we refer the reader to Section 5 and [8] for more detailed definitions and further details. Example 1.1 (Non-universality). Given a square matrix γ n of order n, we can consider it as an element of R n ⊗ R n . Then, the statistic we will consider is the projective tensor norm of γ n as an element of ℓ
where x k , y k ∈ R n and z ∞ = max j=1,··· ,n |z j | for any vector z = (z 1 . . . , z n ) ∈ R n .
Let 0 < α < 1 be fixed. For every n ∈ N, let m = αn.
n,m i,j=1 be random matrices such that all of the random variables x i,j , y i,j are independent identically distributed. Let γ = 1 m
XY
T .
Suppose first that x i,j , y i,j are Bernouilli variables taking the values ±1 with probability 1 2 . Then, it follows easily from the definition of the projective tensor norm that γ ℓ n ∞ ⊗πℓ n ∞ ≤ 1 with probability 1. In [8] we use Theorem 1.1 as one of the main tools to prove that, if x i,j , y i,j are standard normal variables, then there exists α 0 > 0 such that for every α < α 0 there exists ǫ > 0 such that γ ℓ n ∞ ⊗πℓ n ∞ > 1 + ǫ with probability tending to 1 as n grows to infinity.
The rest of the paper is organized as follows. In Section 2 we fix our notation and we recall several known facts about the gaussian distribution that will be repeatedly used later on. Then, in Section 3 we prove our main result Theorem 1.1. In Section 4 we apply Theorem 1.1 to the study of the supremum norm of the n × m blocks of Y n − √ nU n and we prove Theorem 1.2. Next, we obtain as a corollary a slight improvement of [11, Theorem 3] . Finally, in Section 5 we sketch a proof of Example 1.1. The interested reader is referred to [8] for full details.
Preliminaries
In this section we fix our notation and for the sake of completeness we recall several known facts about the gaussian measure on R n that will be used several times in the rest of the paper. We say that a real function f (n) is O(g(n)) if there exist constants C > 0 and n 0 such that for all n > n 0 we have that |f (n)| ≤ Cg(n).
= 0. We will use O(g(x)) and o(g(x)) to denote functions on these sets. We will say that a sequence of events E n holds with probability exponentially small (respectively exponentially close to 1) if there exists α > 0, independent of n such that P r(
We recall the following well known bounds of the tail of a normal random variable.
Lemma 2.1. Let Z be a standard normal random variable. Then, for every t > 0,
Hence, for t ≥ 1,
2 .
We will later choose t = m ǫ 2 to get
We will denote the standard gaussian probability measure (gaussian measure in short) in R n by G n . We will refer to a gaussian vector (matrix) as a random vector whose coordinates are independent standard normal random variables in R.
The following bound of the norm of a gaussian vector is well known. It can be easily deduced, for instance, from [13, Lemma 1].
Proposition 2.2. For every 0 < ǫ < 1,
and
We will use several times along the paper the well known fact that both the gaussian measure G n in the space of vectors R n and the gaussian measure G n 2 in the space of square matrices of order n are biunitarily invariant under the action of the orthogonal group O(n). Using this, it is very easy to see that the projection P L (x) of a random gaussian vector x onto a fixed subspace L of dimension k is a gaussian vector of this subspace.
One can see the rotationally invariant (uniform) measure µ n in S n−1 as the pushforward measure of G n given by the map f (x) = x x . That is, given a set
Similarly, one can consider the pushforward measure of G n 2 induced by the map that takes the first k n-dimensional vectors x 1 , ..., x k ∈ R n to the span{x 1 , ..., x k }, the linear subspace generated by them. This measure is the only one invariant under the action of O(n) and therefore we call it the Haar measure in the Grassmannian of the k-dimensional subspaces of R n .
The following proposition follows immediately from the previous explanation.
n be a gaussian vector independent from L. Then, for any 0 < ǫ < 1,
If we replace the gaussian vector by a fixed unitary vector we obtain the following estimates.
n be a Haar distributed k-dimensional subspace and let y ∈ R n be a fixed unitary vector. Then, for any 0 < ρ < 1 we have
For t > 1 we also have
Hence, P L (y) = P M (Uy). Now, the vector Uy is a random uniform vector on the unit sphere of R n and, according to our explanation above, it isx = x x for a gaussian vector x. Thus, P L (y) is equally distributed as P M (x). Then, the result can be easily deduced from the known estimates on P M (x), for example, from [9, Lemma 2.2]. Also, note that a version of this proposition with slightly worse constants of the first two bounds can be easily deduced from Proposition 2.2 and Proposition 2.3.
Proof of Theorem 1.1
We briefly recall our notation: Y n = (y i,j ) n i,j=1 will be a normal gaussian random matrix. We consider the column vectors y j = (y i,j ) n i=1 . With probability 1, they form a basis of R n and, in that case, we can apply the Gram-Schmidt orthonormalization procedure to (y 1 , . . . , y n ) and we obtain an orthonormal basis (ν j ) n j=1 . We call U n the matrix (ν i,j ) n i,j=1 . For every 1 ≤ m ≤ n and for every 1 ≤ i ≤ n, F m i is the vector formed by the the first m-coordinates of the ith row of Y n − √ nU n .
We start the proof of Theorem 1.1 with some observations about the GramSchmidt orthonormalization process. Let us examine the situation in step j. The gaussian vectors y 1 , . . . , y j−1 have been chosen independently. Associated to them we have the orthonormal vectors ν 1 , . . . , ν j−1 . Both sets of vectors span the same j − 1 dimensional subspace L j−1 . This subspace is distributed according to the Haar measure in the Grassmanian of the j − 1 dimensional subspaces of R n .
We consider the column vectors
where P L j−1 is the orthogonal projection onto L j−1 , and we write
Let us call ∆ ′ j = (y j − ∆ j ) − √ nν j and let us note that (y j − ∆ j ) has the same direction as ν j (by definition of ν j ) so that
where
is the projection onto the orthogonal subspace of L j−1 . Note that ∆ j and ∆ ′ j are orthogonal to each other. Associated to the ∆ j 's and ∆ ′ j 's, for every 1 ≤ i ≤ n and for every 1 ≤ m ≤ n we have the (truncated) row vectors
and 
with probability exponentially close to 1.
Proof. We note that
Therefore, to obtain the j-th coordinate of G m i we consider the Haar distributed j − 1 dimensional subspace L j−1 = span{ν 1 , . . . , ν j−1 } = span{y 1 , . . . , y j−1 }. We project e i onto it and we obtain the vector j−1 k=1 e i , ν k ν k . Independently, we consider a random gaussian vector y j and calculate the inner product
The independence of y j with respect to y 1 , . . . , y j−1 guarantees that (3.1)
where g j is a standard normal variable, independent of ν 1 , . . . , ν j−1 , and, therefore, independent also of all of the previous g j ′ , j ′ < j.
Hence, with the notation ν k , e i = ν k,i we have that G m i 2 has the same distribution as
The fact that the factors j−1 k=1 ν 2 k,i multipying each of the g j 's are not constant and depend on the previous g j ′ 's makes it impossible to apply directly a concentration bound. We circumvent this difficulty by grouping the sum in blocks with a constant factor. This inceases the total sum by a very small amount.
We partition the set {2, . . . , m} in N blocks of size h = m−1 N . Then, we have
Note that (ν k,i ) lh k=1 can be seen as the projection of the vector e i onto a random Haar distributed subspace of dimension lh. Now we can apply Proposition 2.2, Proposition 2.4 and the union bound, and we get that, for every 0 < ρ < 1,
Then, using the union bound on the i's and the definitions of α and N we have that, with probability greater than 1 − 2n
Different
) with probability tending to 0 exponentially in m ǫ .
We can also choose h = and, using the Taylor expansion of
with probability greater than 1 − .
For the sake of clarity, we have written Equation 
Proof. Recall that
, where y j − ∆ j is the projection of y j onto the n − (j − 1) dimensional subspace orthogonal to the subspace L j−1 = span{y 1 , . . . , y j−1 }. We will first bound the
For that, we need an auxiliar Lemma which we will also use later.
Proof. First we prove (i). We choose ǫ = ρ/2 in Equation (2.3) and ǫ = ρ in Equation (2.3) and we get
. Using the fact that for 0 < ρ < 1 1
Then, taking squares and applying a union bound we get (i).
The proof of (ii) follows from Equation (2.3), the extra condition on ρ 0 and j 0 and the union bound. 
On the other hand, considering (ν k,i ) lh i=(l−1)h+1 as the projection of e i onto a random subspace of dimension lh, Proposition 2.4 tells us that, for every 1 ≤ i ≤ n and 1 ≤ l ≤ N,
We can bound
Then, putting this together with the definitions of α and N, we get that
, with probability greater than 
with probability tending to one exponentially in m 1/10 . Easy computations also show that G m i
The reasonings above do not apply directly to the case α = 1, as the bound of the probability in Equation (3.5) becomes trivial in that case. To overcome this issue, in case α = 1 we consider h = n− √ n N and rewrite Equation (3.4) as
outside of the set Z 1 defined in Lemma 3.3 in the case m = n − √ n.
The first summand is treated as previously where now m = n − √ n. We note that, using Proposition 2.4 and the union bound once again, the second summand verifies, with probability greater than 1 − ne
This only adds an O( √ n) term which does not modify the result. This finishes the proof of the upper bound. , for every 1 ≤ i ≤ n we have that (3.6)
Partitioning the set {j 0 + 1, . . . , m} in N blocks of size h = m−j 0 N and using similar reasonings to those used for the upper bound in the case α < 1 we obtain
, with probability higher than 1 − for the case α = 1. Adding or subtracting these extra terms will give negligible quantities compared with the sums. This finishes the proof.
We now need to prove that G For the sake of clarity we will first show the following technical lemma that will be used in the proof of Proposition 3.4.
Lemma 3.5. Let y j be a gaussian vector and L j−1 a Haar distributed subspace of dimension j − 1, then
Proof. First of all note that P L j−1 (y j ), e i = P L j−1 (e i ), y j . We have already shown in Equation (3.1) that P L j−1 (e i ), y j 2 has the same distribution as the term
where g j is a standard normal variable. Putting together Lemma 2.1, Proposition 2.4 and the union bound, we get
We will also need Hoeffding's inequality [10] .
be a family of independent random variables such that
Proof of Proposition 3.4. Recall that we have
. Therefore,
We claim that the probability distribution of the previous expression is the same as the probability distribution of
whereỹ 1 , · · · ,ỹ n are independent gaussian vectors,ν 1 , · · · ,ν n are the corresponding vectors obtained from the Gram-Schmidt orthonormalization procedure and ǫ 1 , · · · , ǫ n are independent and identically distributed Bernouilli variables taking values in an independent probability space.
In order to see this, let us consider the space R n × (n)
· · · ×R n with the Gaussian measure G n on each R n . For each j we denote by z j = (z k,j ) n k=1 the gaussian vector in the corresponding copy of R n . For each j ≥ 2 we consider in R n the equivalence relation z ∼ j z ′ if and only if (z 1 , . . . , z j−1 ) = ±(z
, with σ j ∈ {−1, 1}. We define the probability measure G
, where f is the density of G n , and we call µ the uniform probability on {−1, 1}. We clearly have
Let us now consider a family of independent gaussian vectors (z 1 , · · · , z n ) in the previous probability space. For j = 1 there is no equivalence relation, and we defineỹ 1 = z 1 , which is clearly a gaussian vector. Consequently, we definẽ
Now, for each 2 ≤ j ≤ m, we considerL j−1 , the random (j − 1)-dimensional subspace spanned byỹ 1 , . . . ,ỹ j−1 . The vectorsν 1 , . . . ,ν j−1 form an orthonormal basis ofL j−1 . Hence, we can complete this set to obtain a basis of R n , {ν 1 , . . . ,ν j−1 , ν * j , . . . , ν * n }. The added vectors needed to complete the orthonormal basis can be chosen at will. In general they will change as j changes.
Let us denote by U j the orthogonal matrix whose columns are the vectors of the previous basis. Then, given z j , we defineỹ j = U j z j . Since the orthogonal matrix U j is independent of the Gaussian vector z j , we immediately deduce thatỹ j is a Gaussian vector independent ofỹ 1 , · · · ,ỹ j−1 .
From the Gram-Schmidt orthogonalization procedure we have that
It follows immediately that
where we recall that z j = (z k,j ) n k=1 . With the identification z j = ([z j ], σ j ), it is easy to see that PL j−1 (ỹ j ), e i and PL⊥ j−1 (ỹ j − √ n ν j , e i do not depend on σ 2 , . . . , σ n (or, equivalently, they only depend on the variables [z j ]). Indeed, to see this we notice first that it follows from the definitions that the vectorsν j are independent of σ 2 , · · · , σ n . Next, we notice that the dependence of PL j−1 (ỹ j ), e i with respect to σ 2 , . . . , σ n is cancelled out by the absolute value.
Hence, expression (3.7) applied to the independent Gaussian vectorsỹ 1 , · · · ,ỹ n has the form
whereỹ 1 , · · · ,ỹ n are Gaussian vectors independent of σ 2 , . . . , σ n and ǫ j = ǫ j (σ j ) are independent identically distributed Bernouilli variables. Equation (3.8) will allow us to apply Proposition 3.6: For fixed (z 1 , [z 2 ], . . . , [z n ]) we can consider the independent random variables (function of (σ 2 , · · · , σ n ))
Then, Proposition 3.6 gives us that, for fixed (
We consider first the case α < 1.
It follows from Lemma 3.5, Proposition 2.4, Lemma 3.3 and a union bound argument that
with probability larger than
(The second inequality in the second line of (3.10) follows from easy calculations).
We notice now that P r | G
where we denote by P r(A|B) the probability of the event A conditioned to B.
We pick ǫ ′ > ǫ and we fix a = m 1 2 +ǫ ′ . Then, Equations (3.9) and (3.10) imply that
which tends exponentially fast to zero as n grows to infinity.
The case α = 1 has to be considered separately as the bound in the concentration of Lemma 3.3 becomes trivial. In order to overcome this issue we reason as in the proof of Proposition 3.2. We can divide the sum in (3.10) in two terms
where the first summand is treated as previously giving an upper bound of (n − √ n) 2ǫ+1 and the second is O(n 1/2+2ǫ ), which is negligible compared with the first. Proceeding as in the case α < 1 the result follows.
The supremum norm
In this section we use Theorem 1.1 to prove Theorem 1.2, that describes the asymptotic probabilistic behaviour of ǫ n (m) = sup 1≤i≤n,1≤j≤m |y i,j − √ nu i,j |.
If we choose m n = βn log n or m n = o n log n we immediately obtain Corollary 4.2. This result should be compared with [11, Theorem 3] : In it, Jiang showed that if Y n is a gaussian random matrix and U n its Gram-Schmidt orthogonalization, then ǫ n (m) converges to 0 in probability if and only if m n = o n log n , and he also showed that if m n = βn log n then ǫ n (m) converges in probability to 2 √ β. Our Corollary 4.2 shows the existence of couplings between a gaussian matrix Y n and a Haar distributed orthogonal matrix U n such that ǫ n (m) also converges to 0 in probability if and only if m n = o n log n but now, when m n = βn log n , the upper bound for ǫ n (m) converges in probability to √ 2β.
Before we start our reasonings, we state and prove for completeness a lemma which is well known, but for which we have not found an explicit reference.
be m unitary vectors each of them randomly uniformly distributed in the sphere of R n . Then, for any ǫ > 0 we have
is an unitary vector randomly uniformly distributed in the sphere of R n ,
Proof. In order to prove the first expression, we consider the function that projects a unitary vector in R n onto its ith coordinate. This function has Lipschitz constant 1 and its median is 0. Thus, a straightforward consequence of Levy's lemma [14] shows that, for 1 ≤ i ≤ n and 1 ≤ j ≤ m,
and applying a union bound we get
For the proof of the second expression we first consider a gaussian vector x = (x 1 , ..., x n ) ∈ R n . It follows from the independence of the coordinates of x and the lower bound on Lemma 2.1 that, for any t > 0,
Now we fix 0 < ρ < 1. If we choose t = (1 − ρ) √ 2 log n in the equation above and we take limits as n grows to infinity, we have that
We now use the fact that a normalized gaussian vector x distributes like a uniform unitary vector w. Therefore, for every t, s > 0 we have that
We fix t = (1 − ǫ)
and we apply Proposition 2.2 to get that, for 0 < δ < 1, 0 < ǫ < 1, with
According to Equation (4.1) this last expression tends to zero when n grows to infinity, so this concludes the proof. Theorem 1.1 gives us control over the euclidean norm of the rows F m i of Y n − √ nU n . We will use these estimates to obtain information about the supremum ǫ n (m) = sup 1≤i≤n,1≤j≤m
First of all we notice that U n is the Gram-Schmidt orthogonalization of Y n . Therefore, the columns of Y n − √ nU n are not equally distributed. For instance, it is very easy to see that, with very high probability, their euclidean norm is strictly increasing. In turn, this implies that the coordinates of each of the F m i
are not equally distributed. To avoid this problem, we will randomly choose a slightly better coupling that the one given by the Gram-Schmidt orthogonalization procedure.
Proof of Theorem 1.2: Let Y n , U n be as in Theorem 1.1. We consider a Haar distributed orthogonal random matrix V m ∈ O(m). We define the orthogonal We have now that , where
Therefore x i ∈ R m is a vector whose direction is uniformly random and it verifies
. That is, for every 1 ≤ i ≤ n,
is a unitary vector uniformly distributed.
We will first prove the upper bound of ǫ n (m). It follows from the first part of Lemma 4.1 that, for every t > 0,
We have that
We recall that, according to Theorem 1.1, there exists 0 < δ < 1 2 such that
with probability exponentially close to 1. Putting this together with Equation (4.2) we get the upper bound.
For the lower bound we consider the columns of the matrix (x i,j ) n,m i=1,j=1 . This matrix is invariant under the action of the orthogonal group on the left, hencẽ
is a vector whose direction is uniformly random. We will bound the probability of ǫ n (m) being small by the probability of the coordinates ofx j being small. It is clear that ǫ n (m) = sup i,j |x ij | ≥ sup i |x ij 0 |, where j 0 is the column with the largest norm, that is, x j 0 = sup j x j . Thus, for any ǫ > 0,
which tends to one as n grows to infinity. Here, the last inequality follows from considering the vectorx j 0
Moreover, we have that
Putting this together with the lower bound of inf i F m i from Theorem 1.1 (which happens with probability exponentially close to 1) we get
which finishes the proof.
Remark 4.1. We expect the lower bound of Theorem 1.2 to be ϕ(α) 2 log(nm).
To prove that, one needs to overcome the lack of independence of the rows F m i .
In our previous results, α = m n was a constant number. For our next result we need to apply Theorem 1.2 in the case of a non constant ratio α n convergent to 0. It is very easy to see that this can be done:
If nm n grows to infinity, for example if m n ≥ n ) 2 log(nm n ) ≤ (1 + ε ′ ) √ 2c n + 2ε ′′ with probability tending to 1. This proves the o( n log n ) statement of part (iii). Choosing c n = β for every n we get the upper bound of the βn log n statement. For the lower bound, we reason similarly using the lower bound of Theorem 1.2.
A non-universality result
In [8] we used Theorem 1.1 as the main technical tool to solve a question in Quantum Information Theory related to the probability of finding classical correlations among quantum correlations. Part (a) of [8, Theorem 0.1] can be interpreted as a non-universality result distinguishing gaussian and Bernouilli matrices. The precise statement is Example 1.1. In this section we briefly sketch its proof. For a detailed exposition, the reader is referred to [8] .
We consider a gaussian random matrix G of order n. We consider also the orthogonal matrices U and V of its left and right singular values respectively. It follows from the bi-orthogonally invariance of the gaussian distribution that U and V are independent from each other and Haar distributed. 
