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a b s t r a c t
A ternary relational structure X is an ordered pair (V , E) where V is a set and E a set of
ordered 3-tuples whose coordinates are chosen from V (so a ternary relational structure is
a natural generalization of a 3-uniform hypergraph). A ternary relational structure is called
a Cayley ternary relational structure of a group G if Aut(X), the automorphism group of X ,
contains the left regular representation of G. We prove that two Cayley ternary relational
structures of Z32 × Zp, p ≥ 11 a prime, are isomorphic if and only if they are isomorphic by
a group automorphism of Z32 × Zp. This result then implies that any two Cayley digraphs
of Z32 × Zp are isomorphic if and only if they are isomorphic by a group automorphism of
Z32 × Zp, p ≥ 11 a prime.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The modern history of the Cayley isomorphism problem began in 1967 when Ádám conjectured [1] that two circulant
graphs of order n (Cayley graphs of Zn — see Definition 2.1) are isomorphic if and only if they are isomorphic by a group
automorphism of Zn. It is not difficult to see that, if Γ is a circulant graph of order n, then α(Γ ) is also a circulant graph of
order n for every α ∈ Aut(Zn). Thus in order to determine whether or not two circulant graphs of order n are isomorphic,
one must check to see if automorphisms of Zn are isomorphisms between the circulant graphs. Ádám thus conjectured that
the list of possible isomorphisms to check to determinewhether or not two circulant graphs of order n is as small as possible.
While Ádám’s conjecture was quite quickly shown to be false in general [10], the conjecture was quickly reformulated in a
variety of differentways. Perhaps themost obvious is to ask: Is it true that two Cayley graphs of a groupG (see Definition 2.1)
are isomorphic if and only if they are isomorphic by a group automorphism of G? If the answer is ‘‘Yes’’, we say that G is
a CI-group with respect to graphs. Another obvious variant is to ask the same question for different combinatorial objects
(e.g. designs — see Definitions 2.2 and 2.4): Is it true that two Cayley objects of a group G in a class K of combinatorial
objects are isomorphic if and only if they are isomorphic by a group automorphism of G? If the answer is ‘‘Yes’’, we say that
G is a CI-groupwith respect toK . The following question is themost general one considered: Is it true that two Cayley objects
of a group G in any class of combinatorial objects are isomorphic if and only if they are isomorphic by a group automorphism
of G? If the answer is ‘‘Yes’’, we say that G is a CI-group (see Definition 2.5). Somewhat surprisingly, all CI-groups have been
determined by Pálfy [17]. A group G of order n is a CI-group if and only if n = 4 or gcd(n, ϕ(n)) = 1, where ϕ is Euler’s
phi function. We remark that the isomorphism problem under consideration here has an algebraic characterization (see
Lemma 2.12) concerning conjugacy classes of GL in Aut(X), and Pálfy’s result may be restated as a result in permutation
group theory. Let G be a group of order n. Any two regular subgroups G1 and G2 isomorphic to G are always conjugate in
〈G1,G2〉 if and only if n = 4 or gcd(n, ϕ(n)) = 1.
Natural classes of combinatorial objects to consider turn out to be the so-called k-ary relational structures, which are
combinatorial objects whose edges are order k-tuples of the vertex set V (see Definition 2.3). Note that if k = 2, a ‘‘binary’’
E-mail address: dobson@math.msstate.edu.
0012-365X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2010.06.032
2896 E. Dobson / Discrete Mathematics 310 (2010) 2895–2909
relational structure is simply a digraph. In proving the above result, Páfly showed that, for k ≥ 4, the class of k-ary relational
structures has the property that, if G is a group of order n with n 6= 4 and gcd(n, ϕ(n)) 6= 1, then there are two Cayley
k-ary relational structures which are not isomorphic by a group automorphism of G (i.e., G is not a CI-group if and only if G
is not a CI-group with respect to k-ary relational structures, k ≥ 4). Additionally, much work has been done on determining
which groups are CI-groups with respect to digraphs — see [13] for a relatively recent survey of such results. This leaves
an inconvenient ‘‘gap’’ in our knowledge regarding the Cayley isomorphism problem when k = 3. That is, much (or all) is
known about which groups are CI-groups when k = 2 or k ≥ 4. Finally, it is not difficult to show (an indication of why
this is true is given in Theorem 2.7) that, if G is a CI-group with respect to ternary relational structures, then G is a CI-group
with respect to binary relational structures (or digraphs). Thus for groups G for which it is not known whether or not G is a
CI-group with respect to binary or ternary relational structures, it seems more efficient and elegant to consider whether or
not G is a CI-group with respect to ternary relational structures.
In this paper, we will show that Z23 × Zp, where p ≥ 11 is prime. It is worth noting that the author and Spiga [9] have
shown that Z22 × Z3 and Z32 × Z7 are not CI-groups with respect to ternary relational structures. As if G is a CI-group with
respect to ternary relational structures then any subgroup ofG is also a CI-groupwith respect to ternary relational structures,
neither Z32 × Z3 nor Z32 × Z7 is a CI-group with respect to ternary relational structures, so the condition that p ≥ 11 is not
entirely superfluous.
2. Preliminaries
In this section, we gather together all basic definitions, as well as stating the results in the literature that will put the
results in this paper in context. We begin with some combinatorial definitions.
Definition 2.1. Let G be a group and S ⊂ G such that 1G 6∈ S. Define a digraph D = D(G, S) by V (D) = G and E(D) =
{(u, v) : v−1u ∈ S}. Such a digraph is a Cayley digraph of G with connection set S. A Cayley digraph of G is defined
analogously, though we insist that s = S−1 = {s−1 : s ∈ S}, and a circulant graph of order n is simply a Cayley graph of Zn.
It is straightforward to verify that, for g ∈ G, the map gL : G → G by gL(x) = gx is an automorphism of D. Thus
GL = {gL : g ∈ G}, the left regular representation of G, is a subgroup of the automorphism group of D, Aut(D). Sabidussi
has shown [18] that a digraph D is isomorphic to a Cayley digraph of D if and only if Aut(D) contains a regular subgroup
isomorphic to G.
For our definition of a combinatorial object, we follow Muzychuk [15], where a variety of equivalent definitions of
‘‘combinatorial object’’ are referenced.
Definition 2.2. Let V be a finite set of order n, and Rel(V ) the set of relations on V . A combinatorial object is an ordered pair
(V , E) = X , where E ⊂ Rel(V ). We refer to V as the vertex set of X and E as the edge set of X .
An isomorphism between two combinatorial objects (V , E) and (V ′, E ′) is a bijection φ : V → V ′ such that e ∈ E if and
only if φ(e) ∈ E ′. An automorphism of a combinatorial object (V , E) is simply an isomorphism of (V , E) to itself. The set of all
automorphisms of (V , E) forms a group under function composition and is called the automorphism group of (V , E), denoted
Aut((V , E)).
The combinatorial objects most germane to this paper are the so-called k-ary relational structures, introduced by
Wielandt [20] ([20] is available in the more accessible [21]).
Definition 2.3. A k-ary relational structure is an ordered pair (V , E), with V a set (the vertex set) and E a subset of V k (the
edge set). If k = 2, then we say that (V , E) is a binary relational structure; if k = 3, then we say that (V , E) is a ternary
relational structure; and if k = 4, then we say that (V , E) is a quaternary relational structure.
Definition 2.4. A combinatorial object X = (V , E) is a Cayley object of G if GL ≤ Aut(X) (note that this implies that V = G
as GL ≤ SG, where SG is the symmetric group on G).
We remark that Sabidussi’s result mentioned above implies that the previous definition is consistent with the definition
of a Cayley digraph given in Definition 2.1.
Definition 2.5. For a classK of Cayley objects of G, we say that G is a CI-group with respect toK if, whenever X, Y ∈ K are
Cayley objects of G, then X and Y are isomorphic if and only if they are isomorphic by a group automorphism of G. We will
say that G is a CI-group if G is a CI-group with respect to every classK of combinatorial objects.
Definition 2.6. A permutation group G acting onΩ is k-closed provided that G is the automorphism group of a color k-ary
relational structure. For a permutation group G, we define the k-closure of G, denoted G(k), to be the smallest k-closed
permutation group contained in SΩ that contains G.
We will have need of the following result [20, Theorem 5.10] of Wielandt.
Theorem 2.7. If k ≤ `, then G(`)(k) = G(k).
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In particular, the preceding result states that every 2-closed group is 3-closed. Thus, if G is a CI-group with respect to
ternary relational structures, then G is a CI-group with respect to binary relational structures (i.e., digraphs).
We will now give a list of possible CI-groups with respect to ternary relational structures. Before stating this result, we
will need a definition.
Definition 2.8. For an abelian groupM and a cyclic group 〈z〉 of order 2d, d ≥ 1, we denote by D(M, 2d) the group 〈z〉 nM
such that gz = g−1 for all g ∈ G. IfM is cyclic of orderm, we denote D(M, 2d) by D(m, 2d).
The following result is given in [5, Theorem 9], with some slight differences. These differences are that Z23 n Q8 is not a
CI-group with respect to ternary relational structures as Z23 is not a CI-group with respect to ternary relational structures [5,
Lemma 6] (this is basically an oversight of the author, pointed out by P. Spiga); Conder and Li [3] have shown that Z3×Q8 is
not a CI-group with respect to graphs (and so is not a CI-group with respect to ternary relational structures); and Spiga [19]
has shown that Z3 n Q8 is not a CI-group with respect to ternary relational structures.
Theorem 2.9. If G is a CI-group with respect to ternary relational structures, then all Sylow subgroups of G are of prime order
or isomorphic to Z4, Zd2, 1 ≤ d ≤ 5, or Q8. Moreover, G = U × V , where gcd(|U|, |V |) = 1, U is cyclic of order n, with
gcd(n, ϕ(n)) = 1, and V is one of the following:
1. Zd2, 1 ≤ d ≤ 5, D(m, 2), or D(m, 4), where m is odd and gcd(nm, ϕ(nm)) = 1,
2. Z4, Q8.
Furthermore, if V = Z4, Q8, or D(m, 4) and p|n is prime, then 4 6 | (p− 1).
Some of the above groups are known to be CI-groups with respect to ternary relational structures. If G is cyclic, then all
CI-groups with respect to ternary relational structures are known [5, Theorem 27] (ϕ is Euler’s phi function).
Theorem 2.10. The cyclic group Zn is a CI-group with respect to ternary relational structures if and only if
• n = 2im, i = 0, 1, 2, gcd(m, ϕ(m)) = 1, and
• if i = 2 and p|m is prime, then 4 6 | (p− 1).
Some noncyclic groups which are CI-groups with respect to ternary relational structures are also known [5, Corollary
29].
Theorem 2.11. Let n = p1 · · · pr , where each pi is an odd prime such that gcd(n, ϕ(n)) = 1. Assume that 4 < p1 and, for
1 ≤ i ≤ r − 1, that 4p1 . . . pi < pi+1. Let m|n, and G = Zn/m × D(m, 4). Then G is a CI-group with respect to digraphs.
Furthermore, if for every prime p|n we have that 4 6 | (p− 1), then G is a CI-group with respect to ternary relational structures.
Additionally, the isomorphism problem for Cayley ternary relational structures of order a prime-squared has been
solved [6].
The following characterization of the CI property was proven by Babai [2] and will be used extensively in this paper.
Lemma 2.12. For a Cayley object X of G in a classK of combinatorial objects the following are equivalent:
1. X is a CI object of G inK ,
2. given a permutation φ ∈ SG such that φ−1GLφ ≤ Aut(X), GL and φ−1GLφ are conjugate in Aut(X).
We now turn to permutation group terminology — for such terms not defined here, see [4].
Definition 2.13. Let G ≤ Sn admit a complete block systemB. We set fixG(B) = {g ∈ G : g(B) = B for all B ∈ B}, for fixed
B ∈ B we let StabG(B) = {g ∈ G : g(B) = B}, and PStabG(B) = {g ∈ G : g(b) = b for all b ∈ B}. Thus fixG(B) is the set-wise
stabilizer of every block ofB, StabG(B) is the set-wise stabilizer of B ∈ B, and PStabG(B) is the point-wise stabilizer of every
element of B ∈ B. For the induced action of G on B, we write G/B. If C is a complete block system of G such that every
block ofB is a subset of a block of C, we writeB  C.
We will also need a relationship between certain p-groups and cyclic codes.
Definition 2.14. Let G be a transitive permutation group of degree mp acting on Zm × Zp that admits a complete block
system B of m blocks of prime cardinality p. Assume that fixG(B) 6= 1 so a Sylow p-subgroup P0 of fixG(B) is nontrivial.
Define zi:Zm × Zp → Zm × Zp by zi(j, k) = (j, k) if j 6= i and zi(i, k) = (i, k + 1). Without loss of generality, assume
that P0 is contained in 〈zi : i ∈ Zm〉. For h ∈ P0, we then have that h = ∏m−1i=0 zaii , ai ∈ Zp. Define v: P0 → Zmp by
v(h) = (a0, a1, . . . , am−1).
Lemma 2.15 (Lemma 3, [8]). If there exists x ∈ G such that x(i, j) = (i+ 1, αj+ bi), bi ∈ Zp, α ∈ Z∗p , then {v(h) : h ∈ P0} is a
cyclic code of length m over GF(p).
3. Structure results
In view of Lemma 2.12, it is clear that the Cayley isomorphism problem is intimately associated with the problem of
determining automorphism groups of ternary relational structures. In this section, we have gathered all of the results that
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wewill need dealingwith the structure of the automorphism group of a ternary relational structure aswell as results dealing
with the structure of certain permutation groups.
Definition 3.1. Let G be a group acting on Y and y1, y2, y3 ∈ Y . A 3-orbit of G is a ternary relational structure X with vertex
set Y and edge set {g(y1, y2, y3) : g ∈ G}. Clearly, G ≤ Aut(X), and G(3) is the intersection of all automorphism groups of
3-orbits of G.
We remark that the following lemma is a version of [7, Lemma 2] generalized to ternary relational structures. This result
also generalizes [5, Lemma 23].
Lemma 3.2. Let G be transitive and suppose that B  C are complete block systems of G such that, whenever C1, C2, C3 ∈ C
are not all equal, then the point-wise stabilizer of C1 and C2 is transitive on each B ∈ B such that B ⊆ C3. Then fixG(B)|C ≤ G(3)
for every C ∈ C.
Proof. Wewill show that fixG(B)|C ≤ Aut(X) for every C ∈ C whenever X is an 3-orbit of G, which will establish the result
as G(3) is the intersection of the automorphism groups of all such ternary relational structures. Let e = (x1, x2, x3) ∈ E(X),
where X is a 3-orbit of G.
If x1, x2, x3 ∈ C ∈ C, then clearly h|C ′ ∈ E(X) for every h ∈ fixG(B) as h|C ′(e) = e or h|C ′(e) = h(e).
If x1 ∈ C1 ∈ C, x2 ∈ C2 ∈ C, x3 ∈ C3 ∈ C, and the Ci are pair-wise nonequal, then by hypothesis the point-wise
stabilizer Gi of the blocks Ci+1 and Ci+2 is transitive on every block ofB contained in Ci. Let B1, B2, B3 ∈ B such that x1 ∈ B1,
x2 ∈ B2, and x3 ∈ B3. We conclude that (x′1, x2, x3) ∈ E(X) for every x′1 ∈ B1, (x1, x′2, x3) ∈ E(X) for every x′2 ∈ B2, and
(x1, x2, x′3) ∈ E(X) for every x′3 ∈ B3. Thus (x′1, x′2, x′3) ∈ E(X) for every x′1 ∈ B1, x′2 ∈ B2, and x′3 ∈ B3. Then 1Sm o Sk ≤ Aut(X),
so h|C ∈ Aut(X) for every h ∈ fixG(B) and C ∈ C, whereB consists ofm blocks of size k.
The only remaining possibility is that there exists C1, C2 ∈ C, C1 6= C2 such that exactly two of the xi are in C1 and the
remaining xi is contained in C2. Let B1, B2, B3 ∈ B such that x1 ∈ B1, x2 ∈ B2, and x3 ∈ B3. We will consider the case where
x1 ∈ C2, with the remaining cases that x2 ∈ C2 and x3 ∈ C2 being analogous.
If x1 ∈ C2, then setting C3 = C1, the point-wise stabilizer of C1 is transitive on each block of B contained in C2.
As above, (x′1, x2, x3) ∈ E(X) for every x′1 ∈ B1. Let h ∈ fixG(B). Clearly, h|C (e) ∈ E(X) if C1 6= C 6= C2. Also,
h|C2(x1, x2, x3) = (x′1, x2, x3) for some x′1 ∈ B1, and so h|C2(e) ∈ E(X). Finally, h|C1(x1, x2, x3) = (x1, h(x2), h(x3)), and
there exists x′1 ∈ B1 such that h(x1) = x′1. By arguments analogous to those above, we have that (x′′1, h(x2), h(x3)) ∈ E(X)
for every x′′1 ∈ B1, and so h|C2(e) ∈ E(X). The result then follows. 
The following result follows almost immediately from the preceding result.
Lemma 3.3. Let G ≤ S2k be transitive and admit complete block systems B  C, where C consists of two blocks of size k, and
the point-wise stabilizer of some block of C in fixG(B) is transitive on some B ∈ B . Then fixG(B)|C ≤ G(3) for every C ∈ C.
Proof. LetC = {C0, C1}. AsG/C is transitive, the subgroupH ofG that fixes C1 set-wise is transitive on C1, and so is transitive
on the blocks ofB contained in C1. Note also that, as C has two blocks, H also fixes C0 set-wise, and so H = fixG(C). As the
point-wise stabilizer K of some block, say C1, of C in fixG(B) is nontrivial, the point-wise stabilizer of each block of C in
fixG(B) is nontrivial. Then K C fixG(C), and as K |B is transitive for some B ∈ B, B ⊆ C1, K |B is transitive for every B ∈ B,
B ⊆ C1. A similar statement holds for the point-wise stabilizer K ′ of C0. The result then follows by Lemma 3.2. 
Define δ1, δ2, ω : Z22 × Zp → Z22 × Zp by δ1(i, j, k) = (i + 1, j, k), δ2(i, j, k) = (i, j + 1, k), ω(i, j, k) = (i, j, k + 1).
For convenience, set δ3 = δ1δ2. Define zi,j : Z22 × Zp → Z22 × Zp by zi,j(i, j, k) = (i, j, k + 1) and zi,j(i′, j′, k) = (i′, j′, k) if
(i′, j′) 6= (i, j). Note that ω = z0,0z0,1z1,0z1,1.
Lemma 3.4. Let G ≤ Z22 o Zp be transitive such that ω ∈ G. Then G admits a complete block system B of four blocks of size p
formed by the orbits of 〈ω〉, and one of the following is true for some α ∈ Aut(Z22 × Zp):
1. fixG(B) = 〈z0,0z1,0z0,1z1,1〉 = 〈ω〉 and has order p,
2. fixG(B) = α〈z0,0z1,0, z0,1z1,1〉α−1 and has order p2,
3. p = 2, fixG(B) has order 8 and is generated by the set of elements of the form zazb, where a, b ∈ Z22 and a 6= b,
4. p 6= 2, fixG(B) = α〈z0,0zp−11,0 , z0,1zp−11,1 , ω〉α−1 and has order p3. Alternatively,
fixG(B) = α{ze0,00,0 ze1,01,0 ze0,10,1 ze1,11,1 : e0,0 + e1,0 = e0,1 + e1,1}α−1.
5. fixG(B) = 〈za : a ∈ Z22〉 and has order p4.
Proof. That G admits a complete block system formed by the orbits of 〈ω〉 follows as fixG(B) is a normal p-subgroup of G
whose orbits are the same as the orbits of 〈ω〉. Note that fixG(B) has order p, p2, p3, or p4. As fixG(B) ≤ Z22 o Zp, |fixG(B)|B|
has order p for every B ∈ B. Asω ∈ fixG(B), fixG(B)|B ≤ 〈ω〉|B and so fixG(B) ≤ 〈za : a ∈ Z22〉. If fixG(B) has order p, then as
ω ∈ fixG(B) and this map is equal to z0,0z0,1z1,0z1,1, (1) follows. If fixG(B) has order p4, then clearly fixG(B) = 〈za : a ∈ Z22〉
and (4) follows.
Now suppose that fixG(B) has order p2. Then fixG(B) is elementary abelian of order p2, and so is generated by any two
nontrivial elements that are not powers of each other. Then there exists an element γ ∈ fixG(B) that fixes (0, 0, 0), and
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so γ = z i1,0zc0,1zd1,1 for some i, c, d ∈ Zp. By replacing G with its image under an appropriate automorphism of Z22 × Zp, if
necessary, we may assume that i 6= 0, and by replacing γ with a suitable power of itself, that i = 1. As fixG(B) has order p2,
we have that 〈ω, γ 〉 = fixG(B).
Note that δ−11 zi,jδ1 = zi+1,j and δ−12 zi,jδ2 = zi,j+1. Then δ−11 γ δ1 = z0,0zd0,1zc1,1 and 〈γ , δ−11 γ δ1〉 = fixG(B). Hence there
exists x, y ∈ Zp such that γ x(δ−11 γ δ1)y = z0,0z0,1z1,0z1,1. As γ x(δ−11 γ δ1)y = zy0,0zcx+dy0,1 zx1,0zdx+cy1,1 , we have that x = y = 1.
Thus c + d ≡ 1 (mod p). If c 6= 0, then by repeating the arguments in this paragraph with δ1 replaced by δ2 and ω by
ωc we have that there exists x, y ∈ Z such that γ x(δ−12 γ δ2)y = zcy0,0zcx0,1zx+dy1,0 zy+dx1,1 = zc0,0zc0,1zc1,0zc1,1. Then x = y = 1 so
1+ d ≡ c (mod p), or 1 ≡ c − d (mod p). Then 2 ≡ 2c (mod p), so either p = 2 or c ≡ 0, 1 (mod p) and d ≡ 1, 0 (mod p),
respectively.
If c = 1 and p 6= 2, then γ = z1,0z0,1. As ω ∈ fixG(B), we have that z0,0z1,1 ∈ fixG(B), and as fixG(B) has order p2,
fixG(B) = 〈z0,0z1,1, z1,0z0,1〉. Let α¯ = ((1, 1), (1, 0)) ∈ Aut(Z22), and defineα : Z22×Zp → Z22×Zp byα(i, j, k) = (α¯(i, j), k).
Then α ∈ Aut(Z22 × Zp), and fixG(B) = α〈z0,0z1,0, z0,1z1,1〉α−1. Thus (2) follows.
If d = 1 and p 6= 2, then γ = z1,0z1,1. As ω ∈ fixG(B), we have that z0,0z0,1 ∈ fixG(B), and as fixG(B) has order p2,
fixG(B) = 〈z0,0z0,1, z1,0z1,1〉. Let α¯ = ((0, 1), (1, 0)) ∈ Aut(Z22), and defineα : Z22×Zp → Z22×Zp byα(i, j, k) = (α¯(i, j), k).
Then α ∈ Aut(Z22 × Zp), and fixG(B) = α〈z0,0z1,0, z0,1z1,1〉α−1. Thus (2) follows.
If p = 2, then observe that the only choices for c and d are 0 and 1. If c = d = 1, then γω = z0,0, and clearly fixG(B)
has order 24. Similarly, if c = d = 0, then z1,0 ∈ fixG(B), and fixG(B) again has order 24. Thus exactly one of c and d is 0.
Replacing G with its image of an appropriate automorphism α of Z22 × Zp, we may assume without loss of generality that
z0,1z1,1 ∈ fixG(B), as Aut(Z22) is doubly transitive on Z22 − {(0, 0)}. Then z0,0z1,0, z0,1z1,1, ω, ι ∈ fixG(B) and are all distinct,
where ι is the identity. As ω = z0,0z1,0z0,1z1,1, fixG(B) = 〈z0,0z1,0, z0,1z1,1〉, and (2) follows.
If |fixG(B)| = p3, then observe that G admits three distinct complete block systems Ci, formed by the orbits of 〈δi, ω〉,
and consisting of two blocks of size 2p, i = 1, 2, 3, where we set δ3 = δ1δ2. For Ci ∈ Ci, consider the projection map
piCi : fixG(B)→ Z2p given by piCi(g) = g|Ci . As |fixG(B)| = p3, we have that either |Im(piCi)| = p or p2 and |Ker(piCi)| = p2
or p, respectively. If |Ker(piCi)| = p2, then fixG(B) contains an elementary abelian subgroup of order p2 that fixes each
element of Ci point-wise. We conclude that za ∈ fixG(B) for some a ∈ Z22, and so za ∈ fixG(B) for every a ∈ Z22 and
|fixG(B)| = p4, a contradiction. Thus |Ker(piCi)| = p. Applying Lemma 2.15 to fixG(Ci)|Ci , we see that the code induced by〈δi,Ker(piCi)〉|C ′i , C ′i ∈ Ci, C ′i 6= Ci, is the repetition code or its dual (as this cyclic code has generating polynomial dividing
x2 − 1 = (x + 1)(x − 1)). We will consider two cases, the first being that the code induced by 〈δi,Ker(piCi)〉|C ′i , C ′i ∈ Ci,
C ′i 6= Ci, is always the repetition code, with the second being that at least one of these codes is the dual of the repetition
code.
If the code induced by 〈δi,Ker(piCi)〉|C ′i , C ′i ∈ Ci, C ′i 6= Ci, is always the repetition code, then, if C ′i = {(`i,mi, j), (ri, si, j) :
j ∈ Zp}, z`i,mizri,si ∈ fixG(B). As Ci ∈ Ci is arbitrary and i is arbitrary, we conclude that zazb ∈ fixG(B) for every a, b ∈ Z22.
Now consider H = 〈z0,0z0,1, z1,0z1,1, z0,0z1,1〉. This is an abelian group, and 〈z0,0z0,1, z1,0z1,1〉 ∩ 〈z0,0z1,1〉 = 1. We conclude
that |H| = p3, and so H = fixG(B). Then z0,0z1,0 ∈ H , and so there exist x, y, z ∈ Z such that
(z0,0z0,1)x(z1,0z1,1)y(z0,0z1,1)z = zx+z0,0 zx0,1zy1,0zy+z1,1 = z0,0z1,0.
We conclude that x + z ≡ 1 (mod p), x ≡ 0 (mod p), y ≡ 1 (mod p), and y + z ≡ 0 (mod p). Then z ≡ y ≡ 1 (mod p) and
y+ z ≡ 0 (mod p). Thus p = 2.
If the code induced by 〈δi,Ker(piCi)〉|C ′i , C ′i ∈ Ci, C ′i 6= Ci, is the dual of the repetition code for some Ci, then, replacing
G by αGα−1 for an appropriate automorphism of Z22 × Zp, we may assume without loss of generality that i = 1, so
ze0,00,0 z
e1,0
1,0 ∈ fixG(B) for some e0,0, e1,0 not both 0 such that e0,0 + e1,0 = 0. Replacing this element by an appropriate
power of itself, we may assume that e0,0 = 1 so e1,0 = p − 1. Conjugating this element by τ2 then produces the element
z10,1z
p−1
1,1 ∈ fixG(B). Note that if γ = za0,00,0 za1,01,0 za0,10,1 za1,11,1 ∈ 〈z0,0zp−11,0 , z0,1zp−11,1 〉 then
∑
(i,j)∈Z22 ai,j ≡ 0 (mod p), while ω does
not have this property. Then 〈z0,0zp−11,0 , z0,1zp−11,1 , ω〉 ≤ fixG(B) and has order p3, so 〈z0,0zp−11,0 , z0,1zp−11,1 , ω〉 = fixG(B).
It now only remains to show that
fixG(B) = {ze0,00,0 ze1,01,0 ze0,10,1 ze1,11,1 : e0,0 + e1,0 = e0,1 + e1,1} = K .
Clearly, |K | = p3, as there are p choices for e0,0, p choices for e1,0, p choices for e0,1, and then one choice for e1,1. Also, it is
easy to see that z0,0z
p−1
1,0 , z0,1z
p−1
1,1 , ω ∈ K so |fixG(B)| = |K | and fixG(B) ≤ K . Thus fixG(B) = K . 
Lemma 3.5. Let p = 2 and G = 〈δ1, δ2, δ3, z0,0z1,0, z0,1z1,1〉. Then G ≤ Z22 o Z2, G admits a complete block systemB consisting
of four blocks of size 2 formed by the orbits of 〈δ3〉, and fixG(B) = 〈z0,0z1,0, z0,1z11〉. Furthermore, the only regular subgroup of
G isomorphic to Z32 is 〈δ1, δ2, δ3〉.
Proof. It is easy to see that 〈δ1, δ2, δ3〉 is the left-regular representation of Z32, and that 〈δ3〉 is contained in the center of
G. Thus G admits B as a complete block system. Clearly, z0,0z1,0, z0,1z1,1 ∈ fixG(B), and straightforward computations
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will show that δ1 commutes with both z0,0z1,0 and z0,1z1,1, while δ−12 z0,0z1,0δ2 = z0,1z1,1 and δ−12 z0,1z1,1δ2 = z0,0z1,0. Then
H = 〈z0,0z1,1, z0,1z1,1〉 C G. As δ3 ∈ 〈z0,0z1,0, z0,1z1,1〉, every element of G can bewritten in the form δa1δb2(z0,0z1,0)c(z0,1z1,1)d,
so fixG(B) = 〈z0,0z1,0, z0,1z1,1〉. As G/B = 〈δ1, δ2〉/B has order 4, we see that G has order 16.
Now suppose that K ≤ G is regular and isomorphic to Z32, but K 6= 〈δ1, δ2, δ3〉. Then fixK (B) 6= 1, and as the only
semiregular element of fixG(B) is δ3, we must have that fixK (B) = 〈δ3〉. As G/B = 〈δ1, δ2〉/B, we have that K/B =
〈δ1, δ2〉/B. Let δ′1 ∈ K such that δ′1/B = δ1/B and δ′2 ∈ K such that δ′2/B = δ2/B. Straightforward computations will
show that both δ2z0,0z1,0 and δ2z1,0z1,1 have order 4, so δ′2 = δ2 or δ2δ3. As δ3 ∈ K , we assume without loss of generality
that δ′2 = δ2. Then as K 6= 〈δ1, δ2, δ3〉, we must have that δ′1 = δ1z0,0z1,0 or δ1z0,1z1,1. As δ−12 z0,0z1,0δ2 = z0,1z1,1 and
δ−12 z0,1z1,1δ2 = z0,0z1,0, it cannot be the case that δ′2 = δ2 commutes with δ′1, and so K is nonabelian, a contradiction. 
Define τ1, τ2, τ3, ρ : Z32 × Zp → Z32 × Zp by τ1(i, j, k, `) = (i + 1, j, k, `), τ2(i, j, k, `) = (i, j + 1, k, `), τ3(i, j, k, `) =
(i, j, k + 1, `), and ρ(i, j, k, `) = (i, j, k, ` + 1). Also, for i, j, k ∈ Z2, define zi,j,k : Z32 × Zp → Z32 × Zp by zi,j,k,(i, j, k, `) =
(i, j, k, ` + 1) and zi,j,k(i′, j′, k′, `) = (i′, j′, k′, `) if (i′, j′, k′) 6= (i, j, k). We observe that ρ = Πi,j,k∈Z2zi,j,k. Furthermore,
〈τ1, τ2, τ3, ρ〉 is (Z32 × Zp)L, and 〈τ1, τ2, τ3, ρ〉 admits genuine complete block systems B, C, and D , consisting of eight
blocks of size p, four blocks of size 2p, and two blocks of size 4p, respectively, formed by the orbits of 〈ρ〉, 〈τ3, ρ〉, and
〈τ2, τ3, ρ〉, respectively. We setB = {Bu : u ∈ Z32}, C = {Cu : u ∈ Z22} andD = {D0,D1}, where (u, 0) ∈ Bu, (v, 0, 0) ∈ Cv
and (i, 0, 0, 0) ∈ Di, u ∈ Z32, v ∈ Z22, and i ∈ Z2.
Lemma 3.6. Let G ≤ Z32 oZp, p ≥ 3, be transitive such 〈τ1, τ2, τ3, ρ〉 ≤ G. Then either fixG(B) = 〈ρ〉 or there exists a complete
block systemD ′ consisting of two blocks of size 4p and the point-wise stabilizer of some block of D ′ in fixG(B) is nontrivial.
Proof. Suppose that PStabfixG(B)(D), the point-wise stabilizer of the block D ∈ D in fixG(B), is trivial. Then fixG(B)|D ∼=
fixG(B), and fixG(D)|D satisfies the hypothesis of Lemma 3.4. If Lemma 3.4(1) occurs, then fixG(B) = 〈ρ〉, and the result
follows.
If Lemma 3.4(2) occurs, then there exists α ∈ Aut(Z32 × Zp) that fixes each block of D setwise, and fixG(B)|D0 =
α〈z0,0,0z0,1,0, z0,0,1z0,1,1〉α−1. Replacing G by αGα−1, we assume without loss of generality that fixG(B)|D0 = 〈z0,0,0z0,1,0,
z0,0,1z0,1,1〉. As τ−11 zi,j,kτ1 = zi+1,j,k, we have that fixG(B)|D1 = 〈z1,0,0z1,1,0, z1,0,1z1,1,1〉. Let g ∈ fixG(B) such that g|D0 =
z0,0,0z0,1,0. Let a, b ∈ Z such that g = z0,0,0z0,1,0(z1,0,0z1,1,0)a(z1,0,1z1,1,1)b. As τ−13 τ−12 gτ2τ3ρ−1|D0 = 1, either the result
follows withD ′ = D , or τ−13 τ−12 gτ2τ3|D1 = z1,0,0z1,0,1z1,1,0z1,1,1. As τ−13 τ−12 gτ2τ3|D1 = za+b1,0,0za+b1,1,0za+b1,0,1za+b1,1,1, we have that
a+ b = 1 (mod p), so a = 1− b (mod p).
Let E be the complete block system of G formed by the orbits of 〈τ1, τ2, ρ〉. Then fixG(E)|E satisfies the hypothesis of
Lemma 3.4 for every E ∈ E . As fixG(B) has order p2 (this follows as fixG(B)|D ∼= fixG(B)), either the result follows
or fixG(E)|E satisfies Lemma 3.4(2), so we assume without loss of generality that fixG(E)|E satisfies Lemma 3.4(2). Let
E = {E0, E1}where (0, 0, 0, 0) ∈ E0. Then g|E1 = zb1,0,1zb1,1,1. Note we must have that b 6= 0 or PStabfixG(B)(E1) is nontrivial,
and the result follows. Arguing as above, we have that τ−11 gτ1gρ−b|E1 = 1, so either the result follows, or τ−11 gτ1g = ρb. As
τ−11 gτ1g|E0 = (z0,0,0z0,1,0z1,0,0z1,1,0)1+a, we have that 1 + a ≡ b (mod p). Thus 2 − b ≡ b (mod p) and, as p 6= 2, we have
that b ≡ 1 (mod p), and a ≡ 0 (mod p). Thus g = z0,0,0z0,1,0z1,0,1z1,1,1. LetD ′ be the complete block system of G formed by
the orbits of 〈τ2, τ1τ2τ3, ρ〉, D′0 ∈ D ′ such that (0, 0, 0, 0) ∈ D′0, andD ′ = {D′0,D′1}. Then g ∈ StabfixG(B)(D′1) 6= 1, and the
result follows.
If Lemma 3.4(4) holds, then for convenience we set y0 = z0,0,0zp−10,1,0, y1 = z0,0,1zp−10,1,1, y2 = z1,0,0zp−11,1,0, y3 = z1,0,1zp−11,1,1,
ω0 = z0,0,0z0,1,0z0,0,1z0,1,1, and ω1 = z1,0,0z1,1,0z1,0,1z1,1,1. Let g ∈ fixG(B) such that g|D0 = y1. Then there exists a, b, c ∈ Z
such that g = y1ya2yb3ωc1. Observe that, for each 0 ≤ i ≤ 3, we have that τ−12 yiτ2yi = 1while τ−12 ωjτ2 = ωj, j = 0, 1. If c 6= 1,
then τ−12 gτ2g = ω2c1 , and the result follows with D ′ = D . We thus assume without loss of generality that c = 0. Then
τ−13 gτ3g = y0y1ya+b2 ya+b3 , and τ−11 (τ−13 gτ3g)τ1(τ−13 gτ3)g = (y0y1y2y3)a+b+1. If a+ b+ 1 6= 0, then letD ′ be the complete
block system of G formed by the orbits of 〈τ1, τ3, ρ〉 (soD ′ consists of two blocks of size 4p). Then (y0y1y2y3)a+b+1ρ−a−b−1
is trivial on the block ofD ′ that contains (0, 0, 0, 0) and nontrivial on the other block ofD ′. If a+ b+ 1 = 0 so a+ b = −1,
then letD ′ be the complete block system of G formed by the orbits of 〈τ1τ2, τ3, ρ〉 (soD ′ consists of two blocks of size 4p).
Then y0y1ya+b2 y
a+b
3 ρ
−1 is trivial on the block ofD ′ that contains (0, 0, 0, 0) and is nontrivial on the other block ofD ′.
If Lemma 3.4(5) holds, then let g ∈ fixG(B) such that g|D0 = z0,0,0. Then there exists a, b, c, d ∈ Z such that
g = z0,0,0za1,0,0zb1,1,0zc1,0,1zd1,1,1. Leth = τ−12 g−1τ2g = z0,0,0z0,1,0za+b1,1,0zb+a1,0,0zc+d1,0,1zd+c1,1,1, and letK = 〈z0,0,0z0,1,0, z0,0,1z0,1,1, z1,0,0
z1,1,0, z1,0,1z1,1,1〉. Then h ∈ K and τ1, τ2, τ3 all normalize K . LetH = K ∩ fixG(B). Then h ∈ H , and L = 〈τ1, τ2, τ3,H〉 is tran-
sitive, admits D as a complete block system, and fixL(B)|D0 satisfies Lemma 3.4(2). The result then follows by arguments
above. 
Corollary 3.7. Let G ≤ SZ32×Zp , p an odd prime, such that (Z
3
2 × Zp)L ≤ G and G admits a complete block system B consisting
of eight blocks of size p formed by the orbits of 〈ρ〉. Then there exists α ∈ Aut(Z32 × Zp) such that a Sylow p-subgroup P of
fix(αGα−1)(3)(B) is one of the following:
1. P = 〈ρ〉 and P has order p;
2. P = 〈z0,0,0z0,1,0z0,0,1z0,1,1, z1,0,0z1,1,0z1,0,1z1,1,1〉, P has order p2, and fix(αGα−1)(3)(B)|D ≤ (αGα−1)(3) for every D ∈ D;
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3. P = 〈z0,0,0z0,0,1, z0,1,0z0,1,1, z1,0,0z1,0,1, z1,1,0z1,1,1〉, P has order p4, and fix(αGα−1)(3)(B)|C ≤ (αGα−1)(3) for every C ∈ C;
4. P = 〈zi,j,k : i, j, k ∈ Z2〉, P has order p8, and fixG(3)(B)|B ≤ G(3) for all B ∈ B .
Proof. Note that we may apply Lemma 3.6 here as G contains a transitive subgroup, namely H = 〈τ1, τ2, τ3, fixP(B)〉,
where P is a Sylow p-subgroup of fixG(3)(B) that contains ρ, which satisfies the hypothesis of Lemma 3.6. By Lemma 3.6,
either fixH(B) = 〈ρ〉 and (1) occurs, or there exists a complete block systemD ′ consisting of two blocks of size 4p and the
point-wise stabilizer of some block of D ′ in fixH(B) is nontrivial. By Lemma 3.3, we have that fixG(B)|D′ ≤ G(3) for every
D′ ∈ D ′. By replacing Gwith its conjugate under an appropriate automorphism α1 of Z32× Zp, we may assume without loss
of generality that D ′ = D . Then fixH(D)|D0 satisfies the hypothesis of Lemma 3.4, and so there exists α¯ ∈ Aut(Z22 × Zp)
such that one of the following holds (as fixG(B)|D ≤ G(3) for every D ∈ D).
a. fixH(B)|D0 = 〈z0,0,0z0,1,0z0,0,1z0,1,1〉 and has order p.
b. fixH(B)|D0 = α¯−1〈z0,0,0z0,1,0, z0,0,1z0,1,1〉α¯ and has order p2.
c. p 6= 2, fixH(B)|D0 = α¯−1〈z0,0,0zp−10,1,0, z0,0,1zp−10,1,1, ω〉α¯ and has order p3. Alternatively,
fixG(B)|D0 = α¯−1{ze0,00,0,0ze1,00,1,0ze0,10,0,1ze1,10,1,1 : e0,0 + e1,0 = e0,1 + e1,1}α¯.
d. fixH(B)|D0 = 〈z0,a : a ∈ Z22〉 and has order p4.
If (a) or (d) occurs, then, as fixH(B)|D ≤ G(3) for every D ∈ D , we have that a Sylow p-subgroup of fixG(3)(B) satisfies
(2) or (4), respectively, as a Sylow p-subgroup of fixH(B) is a Sylow p-subgroup of fixG(3)(B). If (b) occurs, then we let
α2 ∈ Aut(Z32 × Zp) be such that α2(i, j, k, `) = (i, α¯(j, k, `)). Let α = α1α2. ThenD is a complete block system of αGα−1,
and a Sylow p-subgroup of fix(αGα−1)(3)(B)|D0 is 〈z0,0,0z0,0,1, z0,1,0z0,1,1〉, and as fixG(B)|D ≤ G(3), a Sylow p-subgroup of
fix(αGα−1)(3)(B) is as in (3).
If (c) holds, then we wish to apply Lemma 3.2 with the complete block system being B, and conclude that (4) holds.
For convenience, we replace H with α¯Hα¯−1, and as a consequence assume without loss of generality that α¯ = 1. Let
B = {Bi,j,k : i, j, k ∈ Z2}, and we also assume that (i, j, k, 0) ∈ Bi,j,k. So let Ba, Bb, Bc ∈ B, a, b, c ∈ Z32. Clearly, if say
Ba, Bb ⊂ D ∈ D and Bc ⊂ D′ 6= D, D′ ∈ D , then the point-wise stabilizer of Ba and Bb is transitive on Bc . We thus assume
without loss of generality that Ba, Bb, Bc ⊂ D ∈ D . Thus the first coordinates of a, b, c are the same. Let C ′ be the complete
block system of H formed by the orbits of 〈τ2, ρ〉, so z0,0,0zp−10,1,0 is semiregular on the block of C ′ that contains (0, 0, 0). If
Ba, Bb ⊂ C ′ ∈ C ′ and Bc ⊂ C ′′ ∈ C ′, C ′′ 6= C ′, then again it is clear that the point-wise stabilizer of Ba and Bb is transitive on
Bc . We thus assume that Ba ⊂ C ′, and Bb, Bc ⊂ C ′′, C ′, C ′′ ∈ C ′ such that C ′ 6= C ′′. Note that under this assumption we may
assume without loss of generality that Ba, Bb, and Bc are all distinct. Of course, we are still also assuming that Ba, Bb, Bc ⊂ D,
and we now additionally assume that D = D0. Then there exists Bd ∈ B such that D0 = Ba ∪ Bb ∪ Bc ∪ Bd. Then Bd ⊂ C ′. As
fixG(B)|D0 = {ze0,00,0,0ze1,00,1,0ze0,10,0,1ze1,10,1,1 : e0,0+ e1,0 = e0,1+ e1,1}, zczd ∈ fixH(B), and so the point-wise stabilizer of Ba and Bb is
transitive on Bc . As in all possible cases the point-wise stabilizer of Ba and Bb is transitive on Bc , we conclude by Lemma 3.2
that (4) holds. 
4. General conjugation results
Again, in view of Lemma 2.12, the Cayley isomorphism problem is also intimately related to conjugacy classes of regular
subgroups. In this section, we collect all conjugation results which we will need that deal with groups which are more
general than the main results of this paper (i.e., the regular subgroup need not be Z32 × Zp or a subgroup thereof).
Definition 4.1. For H ≤ G, we let (H¯)L = {g → hg : h ∈ H}. Thus (H¯L) is the subgroup of GL corresponding to H .
Lemma 4.2. Let G = H×Zp, where gcd(|H|, p) = 1 and p is prime, and φ ∈ SG such that K = 〈GL, φ−1GLφ〉 admits a complete
block systemB of |H| blocks of size p formed by the orbits of (Z¯p)L. If K/B is a p′-group, there is exactly one Sylow p-subgroup
P of fixK (B), and P has order p, then P has a normal p-complement L in K . Whence K admits a complete block system C of p
blocks of size |H|. Furthermore, K is equivalent to the canonical action of (K/B) × (K/C) on B × C. Finally, K (k) is equivalent
to (K/B)(k) × Zp for all k ≥ 2.
Proof. As K/B is a p′-group, φ−1(Z¯p)Lφ/B = 1. As there is exactly one Sylow p-subgroup of fixK (B) (which must then
be (Z¯p)L), φ−1(Z¯p)Lφ = (Z¯p)L. As K/B is a p′-group, it follows that (Z¯p)L is the unique Sylow p-subgroup of K . Then φ
normalizes (Z¯p)L in SG, and it is not hard to see that this normalizer is equal to {(h, i) → (σ (h), αi + bh) : σ ∈ Sh, α ∈
Z∗p, and bh ∈ Zp}. Thus φ(h, i) = (σ (h), αi + bh), σ ∈ SH , α ∈ Z∗p , and bh ∈ Zp. Let k ∈ GL, so k(h, i) = (δ(h), i + c),
δ ∈ HL, c ∈ Zp. Then φ−1kφ(h, i) = (σ−1δσ (h), i + α−1bh + α−1c − α−1bσ−1δσ (h)) (it may be helpful to note that
φ−1(h, i) = (σ−1(h), α−1i− α−1bσ−1(h))). Note that P is generated by the function pi : G→ G given by pi(h, i) = (h, i+ 1).
A straightforward computation will then show that pi(φ−1kφ) = (φ−1kφ)pi , and, of course, pik = kpi . Whence pi ≤ Z(K),
the center of K . This will tell us two things. First, fixK (B) = P . This follows as, if δ ∈ fixK (B), then
pi |B · δ|B = (piδ)|B = (δpi)|B = δ|B · pi |B
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so δ|B centralizes pi |B. Also, 〈pi |B〉 is a regular cyclic group, and as an abelian group is self-centralizing [4, Theorem 4.2A (v)],
δ|B has order p for every B ∈ B. Thus δ is contained in a Sylow p-subgroup of fixK (B), and so is in P = 〈pi〉. Second, P has a
normal p-complement L in K by Burnside’s Transfer Theorem [11, Theorem 7.4.3]. Thus K ∼= L×Zp. As fixK (B) is a p-group
and L is a p′-group, we have that, if x ∈ L, then x/B = 1 if and only if x = 1. Whence L/B ∼= L. As |L/B| = |K/B|, we have
that L/B ∼= K/B so L ∼= K/B. Finally, as L C K , K admits a complete block system C of p blocks of size |H|, and as K is
transitive, p divides |K/C|, so K/C ∼= Zp. Thus K ∼= (K/B)× (K/C).
To show thatK is equivalent to the canonical action of (K/B)×(K/C) onB×C, it suffices to showby [4, Lemma1.6B] that
StabK (h, i) = Stab(K/B)×(K/C)(B, C), for some B ∈ B, C ∈ C. Certainly these two groups have the same order, so it suffices
to show that StabK (h, i) ⊆ Stab(K/B)×(K/C)(B, C), for some B ∈ B and C ∈ C. Let k ∈ StabK (h, i). Then there exists B ∈ B
such that (h, i) ∈ B, and C ∈ C such that (h, i) ∈ C . Whence k(B) = B and k(C) = C so StabK (h, i) ⊆ Stab(K/B)×(K/C)(B, C)
as required. Finally, by [12], [(K/B)× (K/C)](k) = (K/B)(k)× (K/C)(k) = (K/B)(k)×Zp as (K/C) ∼= Zp and Zp is k-closed.
Whence K (k) is equivalent to (K/B)(k) × Zp. 
Corollary 4.3. Let q and p be distinct primes, and H a transitive q-group which is a CI-group with respect to k-ary relational
structures. Let G = H × Zp, and φ ∈ SH×Zp such that K = 〈GL, φ−1GLφ〉 admits a complete block systemB of |H| blocks of size
p formed by the orbits of (Z¯p)L and φ−1(Z¯p)Lφ. If fixK (B) has a Sylow p-subgroup of order p, then GL and φ−1GLφ are conjugate
in K (k).
Proof. As B is formed by the orbits of (Z¯p)L and φ−1(Z¯p)Lφ, (Z¯p)L ≤ fixK (B) and φ−1(Z¯p)Lφ ≤ fixK (B). As a Sylow p-
subgroup of fixK (B) has order p, there exists δ ∈ fixK (B) such that δ−1φ−1(Z¯p)Lφδ = (Z¯p)L. By replacing φ with φδ, we
assume without loss of generality that φ−1(Z¯p)Lφ = (Z¯p)L. Then (Z¯p)L is contained in the center of both GL and φ−1GLφ,
and hence (Z¯p)L is contained in the center of K . Then GL ≤ Sqt o Zp, φ−1GLφ ≤ Sqt o Zp, where H has degree qt . This
follows as StabK (B)|B centralizes [(Z¯p)L]|B, and so as a transitive abelian group is self-centralizing, StabK (B)|B = [(Z¯p)L]|B.
The statement then follows with an application of the Embedding Theorem [14, Theorem 1.2.6]. Then K ≤ Sqt o Zp, and so
fixK (B) is a p-group. Thus fixG(B) contains a unique Sylow p-subgroup.
Clearly, GL/B andφ−1GLφ/B are q-groups, and thus are contained in Sylow q-subgroupsQ1 andQ2, respectively, of K/B.
Whence there exists δ ∈ K such that (δ−1/B)Q2(δ/B) = Q1. Then 〈GL, δ−1φ−1GLφδ〉/B is a q-group. Replacing φ with φδ
as before, we may thus assume that K/B is a q-group. By Lemma 4.2, we have that K (k) is equivalent to (K/B)(k) × Zp. As
H is a q-group which is a CI-group with respect to k-ary relational structures, and GL/B ∼= H , any two regular subgroups of
(K/B)(k) that are isomorphic to H are conjugate in (K/B)(k) by Lemma 2.12. Then φ−1GLφ/B ∼= H , so there exists δ ∈ K (k)
such that δ−1φ−1GLφδ/B = GL/B. As fixK (k)(B) = (Z¯p)L = δ−1φ−1(Z¯p)Lφδ, we have that δ−1φ−1GLφδ = GL, and the result
follows. 
5. The isomorphism problem for Z32
It turns out that our proof basically requires a solution to the Cayley isomorphism problem for all Cayley combinatorial
objects of Z32, which we present in this section. We use the notation defined prior to Lemma 3.4, and set G = (Z32)L.
Lemma 5.1. Let φ ∈ SZ32 . Then φ−1(Z
3
2)Lφ is conjugate in 〈(Z32)L, φ−1(Z32)Lφ〉 to (Z32)L, or there exists γ ∈ 〈(Z32)L, φ−1(Z32)Lφ〉
and α ∈ Aut(Z32) such that 〈(Z32)L, α−1γ−1φ−1(Z32)Lφγα〉 = 〈δ1, δ2, zazb : a, b ∈ Z22〉.
Proof. For brevity, let G = (Z32)L. As both G and φ−1Gφ are 2-subgroups of Aut(X), we may assume after a suitable
conjugation of φ−1Gφ that both G and φ−1Gφ are contained in the same Sylow 2-subgroup P of 〈G, φ−1Gφ〉. Then P admits
a complete block system E consisting of four blocks of size 2 formed by the orbits of some element of order 2 contained
in the center of P . As a transitive abelian group is self-centralizing [4, Theorem 4.2A(v)], E is formed by the orbits of some
subgroup of order 2 of G (and of φ−1Gφ). Replacing φ by φα for appropriate α ∈ Aut(Z32), we may assume without loss of
generality that E is formed by the orbits of 〈ω〉. As Z22 is a CI-group with respect to every class of combinatorial objects [17],
after an appropriate conjugation, we may assume by Lemma 2.12 that 〈G, φ−1Gφ〉/E ∼= Z22.
Now, by Lemma 3.4 (with p = 2), we have that one of the following is true:
1. fix〈G,φ−1Gφ〉(E) = 〈z0,0z1,0z0,1z1,1〉 and has order 2,
2. fix〈G,φ−1Gφ〉(E) = α¯〈z0,0z1,0, z0,1z1,1〉α¯−1 for some α¯ ∈ Aut(Z22 × Z2) and has order 4,
3. fix〈G,φ−1Gφ〉(E) has order 8 and is generated by the set of elements of the form zazb, where a, b ∈ Z22 and a 6= b,
4. fix〈G,φ−1Gφ〉(E) = 〈za : a ∈ Z22〉 and has order 16.
If (3) occurs, then the result follows. If (1), (2), or (4), occurs, it is not difficult to see that 〈G, φ−1Gφ〉 is a 2-closed subgroup
of SZ32 , and as Z
3
2 is a CI-group with respect to binary relational structures [7, Theorem 4], we have by Lemma 2.12 that G and
φ−1Gφ are conjugate in 〈G, φ−1Gφ〉. 
Lemma 5.2. Z32 is a CI-group with respect to ternary relational structures.
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Proof. In view of Lemma 5.1, Lemma 2.12, and the fact that X is a CI-ternary relational structure of Z32 if and only if α(X)
is a CI-ternary relational structure of Z32 for every α ∈ Z32, we may assume that 〈G, φ−1Gφ〉 = 〈δ1, δ2, zazb : a, b ∈ Z22〉,
where G = (Z32)L. By Lemma 3.2, 〈G, φ−1Gφ〉(3) ∼= (Z2 × Z2) o Z2, which is a 2-closed subgroup of SZ32 . As Z
3
2 is a CI-group
with respect to binary relational structures [7, Theorem 4], we have by Lemma 2.12 that G and φ−1Gφ are conjugate in
〈G, φ−1Gφ〉(3), and the result follows by Lemma 2.12. 
Lemma 5.3. Let φ ∈ SZ32 such that H = 〈G, φ−1Gφ〉 satisfies Lemma 3.4 (3). Then there exists γ ∈ H, α, β ∈ Aut(Z
3
2) and
k, ` ∈ G such that `βφγαk = z1,1.
Proof. Clearly, H admits a complete block system B formed by the orbits of 〈ω〉. Also, H has a nontrivial center, so there
exists ω′ ∈ H such that ω′ has order 2 and is in the center of H . As regular abelian groups are self-centralizing, ω′ ∈ G and
ω′ ∈ φ−1Gφ. Also, fixH(B) = 〈zazb : a 6= b ∈ Z22〉 and H/B ∼= Z22. We conclude among other things that H has a unique
complete block systemwith blocks of size 2, which is formed by the orbits of 〈ω〉. As the orbits of 〈ω′〉 form a complete block
system with four blocks of size 2 of H , we conclude that ω′ = ω. Thus there exists ω′′ ∈ G such that φ−1〈ω′′〉φ = 〈ω〉. Let
β ∈ Aut(Z32) such that β〈ω′′〉β−1 = 〈ω〉. Replacing βφ with φ, we may assume without loss of generality that ω′′ = ω.
Asω′′ = ω, we have that φ permutesB. As G/B ∼= Z22, φ/B normalizes (Z22)L asH/B ∼= Z22, and so by [4, Corollary 4.2B],
there exist α′ ∈ Aut(Z22) and k′1 ∈ G/B such that φ/B = k′1α′. Then both α′ and k′1 are easily extended to α ∈ Aut(Z32) and
k1 ∈ G. Replacingφwithφα−1k−11 , wemay assumewithout loss of generality thatφ/B = 1 (note thatwe can and do choose
both α and k1 so they permute both B). As H has degree 8, we then have that φ is contained in a subgroup permutation
isomorphic to 1S4 o Z2, and in fact φ ∈ 〈za : a ∈ Z22〉.
Suppose for themoment that φ = zazb, a 6= b ∈ Z22. Then 〈G, φ〉 is permutation isomorphic to 〈δ1, δ2, ω, z0,0z0,1〉 as there
is an automorphism of Z32 that maps za to z0,0 and zb to z0,1. Of course, z1,0z1,1 ∈ 〈δ1, δ2, ω, z0,0z0,1〉, and so, by Lemma 3.5,
we have that φ normalizes G. But then φ−1Gφ = G, and so H does not satisfy Lemma 3.4(3), a contradiction. Thus φ 6= zazb,
a 6= b ∈ Z22.
Clearly, it cannot be the case that φ = 1. If φ = zazbzc , for distinct a, b, c ∈ Z22, then φω = zd, d ∈ Z22. We may thus
assume without loss of generality that the only case remaining to consider is when φ = zd, d ∈ Z22. But then there exists
some ` ∈ G such that `zd`−1 = z1,1, and so `φ`−1 = z1,1, and the result follows with k = k−11 `−1 or k−11 ω`−1. 
The following result solves the isomorphism problem for Cayley objects of Z32.
Corollary 5.4. Let X and Y be Cayley objects of Z32 in some classK of combinatorial objects. Then X and Y are isomorphic if and
only if α(X) = Y for some α ∈ Aut(Z32), or βz1,1α(X) = Y for some α, β ∈ Aut(Z32).
Proof. Clearly, if X and Y are Cayley objects of Z32 in K and are isomorphic by α or βz1,1α, then X and Y are isomorphic.
Conversely, suppose that X and Y are isomorphic Cayley objects of Z32 in some classK of combinatorial objects with, say,
φ(X) = Y . Then φ−1Gφ ≤ Aut(X), and so 〈G, φ−1Gφ〉 ≤ Aut(X). As G and φ−1Gφ are 2-subgroups of Aut(X), there exists
γ ∈ 〈G, φ−1Gφ〉 such that γ−1φ−1Gφγ is contained in the same Sylow 2-subgroup of Aut(X) as G. Then φγ (X) = Y , so
we may replace φγ by φ without loss of generality. Then 〈G, φ−1Gφ〉 is a 2-group, and has nontrivial center. As a transitive
abelian group is self-centralizing, there exists δ ∈ G such that δ centralizes 〈G, φ−1Gφ〉.We conclude that 〈G, φ−1Gφ〉 admits
a complete block system B consisting of four blocks of size 2. Then G/B and φ−1Gφ/B are regular subgroups isomorphic
to Z22, and, as Z
2
2 is a CI-group [2], there exists γ ∈ 〈G, φ−1Gφ〉 such that γ−1φ−1Gφγ /B = G/B. Again, φγ (X) = Y , so we
may assume without loss of generality that φ−1Gφ/B = G/B. Then there exists α1 ∈ Aut(Z32) (in particular, α1 satisfies
α−11 δα1 = ω) such that α−11 〈G, φ−1Gφ〉α1 ≤ Z22 o Z2, so we may apply Lemma 3.4 to α−11 〈G, φ−1Gφ〉α1.
As in the proof of Lemma 5.2, if Lemma 3.4(i), (ii), or (iv) occur, then there exists γ ∈ α−11 〈G, φ−1Gφ〉α1 = 〈G,
α−11 φ−1Gφα1〉 such that γ−1α−11 φ−1Gφα1γ = G. Then γ = α−11 γ1α1, γ1 ∈ 〈G, φ−1Gφ〉, and so φα1γ = φγ1α1. We
may again assume without loss of generality that γ1 = 1. Then α−11 φ−1Gφα1 = G, so φα1 ∈ Aut(Z32) · G. As G ≤ Aut(X) and
Aut(Y ), we may assume without loss of generality that φα1 ∈ Aut(Z32), and so φ ∈ Aut(Z32). Thus, if Lemma 3.4(i), (ii), or
(iv) occurs, then the result follows.
If Lemma 5.2(iii) occurs, then, by Lemma 5.3, there exists h ∈ 〈G, φ−1Gφ〉, α2, β ∈ Aut(Z32), and k, ` ∈ G such that
`β−1φα1(α−11 hα1)α2k = z1,1. Setting α = α−11 α−12 , we have that `β−1φhα−1k = z1,1. As usual, as h ∈ 〈G, φ−1Gφ〉, we
may assume without loss of generality that φh = φ. Additionally, there exists k1, `1 ∈ G such that kβ−1 = β−1k1 and
α−1` = `1α−1. Then k1, `1 ∈ G, so we replace k1φ`1 by φ. We then have that β−1φα−1 = z1,1, and so φ = βz1,1α. The
result then follows. 
6. Conjugation results involving (Z32 × Zp)L
In this section we prove all conjugation results where the regular subgroup is Z32 × Zp, and also prove the main result of
this paper. Throughout this section, we let K = 〈ρ, τ1, τ2, τ3〉 so K = (Z32 × Zp)L.
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Lemma 6.1. Let φ ∈ SZ32×Zp , where p ≥ 11. Then there exists δ ∈ H = 〈K , φ−1Kφ〉 such that 〈K , δ−1φ−1Kφδ〉 admits a
complete block system consisting of eight blocks of size p.
Proof. As p ≥ 11, by [16, p. 11], we have that a Sylow p-subgroup of SZ32×Zp is permutation isomorphic to 1S8 o Zp. Then a
Sylow p-subgroup of SZ32×Zp is isomorphic to an elementary abelian group of order p
8, and so every p-subgroup of SZ32×Z8
is abelian. Let P1 be a Sylow p-subgroup of H that contains 〈ρ〉, and P2 a Sylow p-subgroup of H that contains φ−1〈ρ〉φ.
Then there exists δ ∈ H such that δ−1P2δ = P1. Replacing φδ with φ for ease of notation, we may assume without loss of
generality that P1 = P2. LetB be the complete block system of K formed by the orbits of 〈ρ〉, soB consists of eight blocks of
size p. Then 〈ρ|B : B ∈ B〉 is a Sylow p-subgroup of SZ32×Zp that contains 〈ρ〉. Furthermore, if P is a p-subgroup of SZ32×Zp that
contains ρ, then as 〈ρ〉 C P (as every such p-subgroup is abelian), conjugation by any element of P must permute the orbits
of 〈ρ〉. As 〈ρ〉 has 8 < p orbits, we must have that conjugation by any element of P must fix the orbits of 〈ρ〉. We conclude
that P ≤ 〈ρ|B : B ∈ B〉, and so 〈ρ|B : B ∈ B〉 is the unique Sylow p-subgroup of SZ32×Zp that contains 〈ρ〉. Additionally, we
must also have that φ−1〈ρ〉φ ≤ 〈ρ|B : B ∈ B〉.
Now, let k ∈ K . Then k−1ρk = ρ, and, if B ∈ B, there exists B′ ∈ B such that k−1ρ|Bk = ρ|B′ . That is, k normalizes
〈ρ|B : B ∈ B〉. Similarly, φ−1kφ(φ−1ρφ)φ−1kφ = φ−1ρφ, and so φ−1kφ also normalizes 〈ρ|B : B ∈ B〉. We conclude that
every element of H normalizes 〈ρ|B : B ∈ B〉, and so, if L is the largest subgroup of 〈ρ|B : B ∈ B〉 contained in H , then L C H .
Then the orbits of L form a complete block system of H consisting of eight blocks of size p, and the result follows. 
Lemma 6.2. Let φ ∈ SZ32×Zp such that H = 〈K , φ−1Kφ〉 admits a complete block system B consisting of eight blocks of size p
formed by the orbits of 〈ρ〉. Then there exists γ ∈ H such that L = 〈K , γ−1φ−1Kφγ 〉 satisfies the following properties:
1. L/B is a 2-group,
2. L admits a complete block system E consisting of four blocks of size 2p,
3. L/E ∼= Z22,
4. fixL(B)|B ≤ AGL(1, p) and so is solvable, and
5. φγ (i, j, k, `) = (σ (i, j, k), αi,j,k`+ bi,j,k), where σ ∈ SZ32 , αi,j,k ∈ Z∗p , and bi,j,k ∈ Zp.
Proof. Note that φ−1Kφ is a regular abelian group, so φ−1Kφ/B is a transitive abelian group, and thus regular [22,
Proposition 4.4]. We conclude that φ−1Kφ/B is a 2-group (note that this also implies that φ−1ρφ ≤ fixH(B)). Then there
exists γ1 ∈ H such that γ−11 φ−1Kφγ1/B is contained in the same Sylow 2-subgroup of H/B as K/B. Replacing φγ1 by φ,
we may assume without loss of generality that H/B is a 2-group and (1) holds. Then H/B has nontrivial center Z(H/B),
so we may choose an element α ∈ H such that α/B is an element of order 2 in Z(H/B). Then H/B admits a complete
block system E ′ of four blocks of size 2 formed by the orbits of 〈α/B〉. Then E ′ induces a complete block system E of four
blocks of size 2p formed by the orbits of the normal subgroup 〈fixH(B), α〉 of H and (2) holds. Also, both K/E and φ−1Kφ/E
are transitive abelian groups of degree 4, isomorphic to Z22. As Z
2
2 is a CI-group with respect to every class of combinatorial
object [2, Corollary 3.3], we have that there exists γ2 ∈ H such that γ−12 φ−1Kφγ2/E = K/E . We may thus assume without
loss of generality thatH/E = K/E and (3) holds. As ρ, φ−1ρφ ≤ fixH(B), ρ and φ−1ρφ are contained in Sylow p-subgroups
P1 and P2. After an appropriate conjugation, we may then assume that P1 = P2. Note that a Sylow p-subgroup of fixH(B)
must be elementary abelian of order dividing p8 (i.e., P1 is contained in P = 〈ρ|B : B ∈ B〉). As a transitive abelian group is
self-centralizing [22, Proposition 4.3], we have that φ−1ρφ|B ≤ 〈ρ|B〉 for all B ∈ B. Then, if h ∈ H , h−1(ρ|B)h ∈ 〈ρ|B′〉 for
some B′ ∈ B, and so h normalizes 〈ρ|B : B ∈ B〉. As this normalizer is SZ32 o AGL(1, p), (4) holds. Finally, note that a Sylow
p-subgroup of fixG(B) is contained in P . As fixG(B)|B ≤ AGL(1, p) for every B ∈ B, we have that P C G. Then φ−1ρφ ∈ P ,
and so φ−1(ρ|B)φ ∈ 〈ρ|B′〉 for B ∈ B and some B′ ∈ B depending on B. We conclude that φ normalizes P . As above, this
normalizer is SZ32×Zp is SZ32 o AGL(1, p), and so φ(i, j, k, `) = (σ (i, j, k, ), αi,j,k`+ bi,j,k). 
Lemma 6.3. Let φ ∈ SZ32×Zp such that G = 〈K , φ−1Kφ〉 admits B and G/B satisfies Lemma 3.4 (3). Then there exists γ ∈ G,
α, β ∈ Aut(Z32 × Zp) and k, ` ∈ K such that `βφγαk permutesB and βφγαk/B = z1,1.
Proof. As K and φ−1Kφ each contain unique Sylow p-subgroups of order p, and both of these Sylow p-subgroups must be
contained in fixG(B) as both K/B and φ−1Kφ/B are transitive abelian groups of degree 8 and so regular, we must have
that φ permutes B. By Lemma 5.3, we have that there exists α′, β ′ ∈ Aut(Z32), k′, `′ ∈ (Z32)L, and γ ′ ∈ G/B such that
`′β ′φγ ′α′k′/B = z1,1. Clearly, α′, β ′ extend to α, β ∈ Aut(Z32×Zp) canonically as Zp is a characteristic subgroup of Z32×Zp
as p is odd. Also, there exists k, ` ∈ K such that k/B = k′ and `/B = `′. Finally, we let γ ∈ G such that γ /B = γ ′. The
result then follows. 
Lemma 6.4. Let φ ∈ SZ32×Zp such that φ permutes B (consisting of eight blocks of size p) and φ/B = z
m
1,1, where m = 0, 1.
Let G = 〈K , φ−1Kφ〉(3) and suppose that a Sylow p-subgroup P of fixG(B) has order p8, and fixG(B)|B ≤ AGL(1, p) for every
B ∈ B . Then there exists γ ∈ fixG(B) such that φγ (i, j, k, `) = (zm1,1(i, j, k), αi,j`), where each αi,j ∈ Z∗p , i, j ∈ Z2.
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Proof. By Lemma 6.2(5), we may assume that φ(i, j, k, `) = (zm1,1(i, j, k), αi,j,k` + bi,j,k), where each αi,j,k ∈ Z∗p and each
bi,j,k ∈ Zp. As each map (i, j, k, `) → (i, j, k, ` + bi,j,k) is contained in P , by multiplying φ by an appropriate element
of P ≤ fixG(B), we may assume without loss of generality that bi,j,k = 0 for every (i, j, k) ∈ Z32. Thus φ(i, j, k, `) =
(zm1,1(i, j, k), αi,j,k`).
Noting that φ−1(i, j, k, `) = (i, j, k, α−1i,j,k`) if m = 0 or m = 1 and (i, j) 6= (1, 1) and φ−1(1, 1, k, `) = (1, 1, k + 1,
α−11,1,k+1`) ifm = 1, a straightforward computation will show that, if (i, j) 6= (1, 1), then
τ−13 φτ3φ
−1(i, j, k, `) = (i, j, k, αi,j,k+1α−1i,j,k`),
and
τ−13 φτ3φ
−1(1, 1, j, k) = (1, 1, k, α−11,1,k+1α1,1,k`).
Let ω = τ−13 φτ3φ−1. By Lemma 3.2, we have that ω|B ∈ G(3) for every B ∈ B. If m = 0, let γ = Πi,j∈Z2(ω|Bi,j,0), while if
m = 1, let γ = (ω|B0,0,0)(ω|B1,0,0)(ω|B0,1,0)(ω−1|B1,1,0). Ifm = 0 orm = 1 and (i, j) 6= (1, 1), then
φγ (i, j, 0, `) = φ(i, j, 0, αi,j,1α−1i,j,0`) = (zm1,1(i, j, 0), αi,j,0αi,j,1α−1i,j,0`) = (zm1,1(i, j, 0), αi,j,1`),
while φγ (i, j, 1, 0) = (zm1,1(i, j, 1), αi,j,1`). Ifm = 1 and (i, j) = (1, 1), then
φγ (1, 1, 0, `) = φ(1, 1, 0, α1,1,1α−11,1,0`) = (1, 1, 1, α1,1,1`),
and
φγ (1, 1, 1, `) = φ(1, 1, 1, `) = (1, 1, 0, α1,1,1`).
Setting αi,j = αi,j,1, we see that φγ (i, j, k) = (zm1,1(i, j, k), αi,jk). 
Definition 6.5. For the next several results, we will be assuming that a Sylow p-subgroup of fixG(B) is (or contains, or is
contained in) 〈z0,0,0z0,0,1, z0,1,0z0,1,1, z1,0,0z1,0,1, z1,1,0z1,1,1〉. For convenience, we denote this group by P .
Lemma 6.6. Let φ ∈ SZ32×Zp such that φ(i, j, k, `) = (z1,1(i, j, k), αi,j` + bi,j,k), where each αi,j ∈ Z∗p and bi,j,k ∈ Zp.
Let G = 〈K , φ−1Kφ〉(3), and also assume that a Sylow p-subgroup of fixG(B) contains P. Then there exists γ ∈ G and
β ∈ Aut(Z32 × Zp) such that φγβ(i, j, k, `) = (z1,1(i, j, k), βi,j` + ci,j,k), where each βi,j ∈ Z∗p has multiplicative order a
power of 2.
Proof. Let αi,j = xi,jyi,j, where xi,j ∈ Z∗p has multiplicative order relatively prime to 2, while yi,j ∈ Z∗p has multiplicative
order a power of 2. Noting that φ−1(i, j, k, `) = (z−11,1(i, j, k), α−1i,j `+ ci,j,k) for appropriate ci,j,k ∈ Zp, we see that
τ−12 φ
−1τ2φ(i, j, k, `) = (z1,1z1,0(i, j, k), αi,jα−1i,j+1`+ di,j,k)
for appropriate di,j,k ∈ Zp. We remark that, throughout the rest of the proof, we will not be interested in the specific
values of di,j,k, and so we will continue to use di,j,k, even if the specific values have changed. For convenience, we denote
τ−12 φ−1τ2φ by ω. Then, we may raise ω to an appropriate power 2a1 so ω2
a1 has multiplicative order relatively prime to
2. Then ω2
a1 /B = 1 so ω2a1 ∈ fixG(B). Furthermore, ω2a1 (0, 1, k, `) = (0, 1, k, x2a10,1 x−2
a1
0,0 ` + d0,1,k). As Z∗p is cyclic, by
raising ω2
a1 to an appropriate power b1, we have that (ω2
a1 )b1(0, 1, k, `) = (0, 1, k, x0,1x−10,0`+ d0,1,k). By Corollary 3.7, we
see that (ω2
a1 )b1 |C ∈ G for every C ∈ C. Then γ (ω−2a1 b1)|C0,1(0, 1, j, k) = (0, 1, j, x0,0y0,1` + d0,1,k), and, if (i, j) 6= (0, 1),
then γ (ω−2a1 b1)|C0,1(i, j, k, `) = γ (i, j, k, `). We may thus assume without loss of generality that x0,0 = x0,1. Similarly,
there exists a2, b2 ∈ Z+ such that γ (τ3ω−2a2 b2)|C1,1(1, 1, j, k) = (1, 1, j + 1, x1,0y1,1` + d1,1,k), and, if (i, j) 6= (1, 1), then
γ (τ3ω
2a2 b2)|C1,1(i, j, k, `) = γ (i, j, k, `). We may thus assume without loss of generality that x1,1 = x1,0.
Now, let ψ = τ−11 φ−1τ1φ. Straightforward computations will show that
ψ(i, j, k, `) = (z1,1z0,1(i, j, k), α−1i+1,jαi,j`+ di,j,k).
Arguing as above, there exists a3, b3 ∈ Z+ such that (ψ2a3 )b3(1, 0, k, `) = (1, 0, k, x−10,0x1,0` + d1,0,k) and (ψa3)b3 |C1,0 ∈ G.
Then γ (ψ−2a3 b3)|C1,0(1, 0, j, k) = (1, 0, j, x0,0y1,0` + d1,1,k), and, if (i, j) 6= (1, 0), then γ (ψ−2a3 b3)|C1,0(i, j, k, `) = γ (i, j,
k, `). We may thus assume without loss of generality that x1,0 = x0,0, and so xi,j = x0,0 for all i, j ∈ Z22. Setting β to be the
automorphism of Z32 × Zp defined by (i, j, k, `)→ (i, j, k, x−10,0), the result follows. 
Lemma 6.7. Let φ ∈ SZ32×Zp such that φ(i, j, k, `) = (z1,1(i, j, k), αi,j` + bi,j,k), where each αi,j ∈ Z∗p and bi,j,k ∈ Zp.
Let G = 〈K , φ−1Kφ〉(3), and also assume that a Sylow p-subgroup of fixG(B) contains P. Then there exists γ ∈ fixG(B),
α ∈ 〈Aut(Z32 × Zp), K〉 and λ ∈ Z∗p of order a power of 2 such that φγα(i, j, k, `) = (z1,1(i, j, k), βi,j` + ci,j,k), and βi,j = 1
or λ.
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Proof. By Lemma 6.6, we may assume without loss of generality that each αi,j has multiplicative order a power of 2. We
first consider the case where some αu,v does not generate 〈αi,j : i, j ∈ Z2〉.
LetM be the maximal subgroup of 〈Aut(Z32× Zp), K〉 that maps C to itself. Then K ≤ M soM is transitive, andM admits
C as a complete block system. Note thatM/C = AGL(2, 2) ∼= A4, which is doubly transitive. If some αu,v does not generate
〈αi,j : i, j ∈ Z2〉, then by replacing φ by φα and G by α−1Gα, where α ∈ M that fixes C1,1, we may assume that one of α1,1
and α1,0 generate 〈αi,j : i, j ∈ Z2〉 and the other one does not. Note that such an α exists as M/C = AGL(2, 2), which is
doubly transitive. Similar to our computations above, we have that
τ3τ
−1
2 α
−1φ−1τ2φα(i, j, k) = (z0,0z0,1(i, j, k), αi,jα−1i,j+1`+ di,j,k)
for appropriate di,j,k ∈ Zp. As Z∗p is cyclic and each αi,j is contained in a Sylow 2-subgroup U of Z∗p , we have that αi,jα−1i,j+1
has multiplicative order a power of 2. For convenience, we set ω = τ3τ−12 α−1φ−1τ2φα. Observe that ω2 ∈ fixα−1Gα(B),
and also that α−1Gα satisfies Corollary 3.7(3) or (4). Then ω2|C ∈ α−1Gα for every C ∈ C, and the map κ defined by
κ(1, 1, j, k) = (1, 1, j, (α1,1α−11,0)2`+ f1,1,k) and is the identity otherwise, f1,1,k ∈ Zp, is contained in α−1Gα. For convenience,
we set β = (α1,0α−11,1)2.
Let (a, b) ∈ {(1, 0), (1, 1)} such that αa,b generates 〈αi,j : i, j ∈ Z2〉 and (c, d) ∈ {(1, 0), (1, 1)} such that αc,d does not
generate 〈αi,j : i, j ∈ Z2〉. Then, as U is cyclic, we have that α1,0α−11,1 generates 〈αi,j : i, j ∈ Z2〉, and so β generates the
unique subgroup of 〈αi,j : i, j ∈ Z2〉 of index 2. We conclude that, if αi,j is not a generator of 〈αi,j : i, j ∈ Z2〉, then αi,j ∈ 〈β〉.
Let t ∈ Z such that β t = α−1c,d . As all conjugates of κ by elements of 〈τ1, τ2, τ3〉 are contained in fixα−1Gα(B), there exists
γ1 ∈ 〈τ−1κτ : τ ∈ 〈τ1, τ2, τ3〉〉 such that γ1(c, d, k, `) = (c, d, k, β t`+di,j,k) and is the identity otherwise. Replacing φα by
φαγ1, we may assume that αc,d = 1. Arguing similarly, for each αi,j that does not generate 〈αi,j : i, j ∈ Z2〉, we may assume
that all such αi,j are 1.
If each αi,j = 1, the result clearly follows. Otherwise, let λ be a generator of 〈αi,j : i, j ∈ Z2〉. Note that λ then has
order a power of 2. Let a, b ∈ Z2 such that αa,b 6= 1. Then αa,b = λc . As 〈αi,j : i, j ∈ Z2〉 has multiplicative order a
power of 2 and is cyclic, c = 1 + 2r , for some r ∈ Z, so αa,b = λ · λ2r . As αa,b generates 〈αi,j : i, j ∈ Z2〉, we have
that λ2r ∈ 〈β〉. Let s ∈ Z such that βs = λ−2r . We conclude, arguing as in the end of the previous paragraph, that there
exists γ2 ∈ 〈τ−1κτ : τ ∈ 〈τ1, τ2, τ3〉〉 such that γ2(a, b, k, `) = (a, b, k, βs` + di,j,k) and is the identity otherwise. Then
φαγ1γ2(a, b, k, `) = (z1,1(a, b, k), λ`+ di,j,k). Repeating this argument for every αi,j 6= 1, the result follows as there exists
γ ′1, γ
′
2 ∈ α−1fixG(B)α such that γ1 = α−1γ ′1α, γ2 = α−1γ ′2α and αγ1γ2 = α(α−1γ ′1α)(α−1γ ′2α) = γ ′1γ ′2α.
If each αi,j generates 〈αi,j : i, j ∈ Z2〉, then themap β defined by (i, j, k, `)→ (i, j, k, α−10,0) is an automorphism ofZ32×Zp.
Then, by replacing φα with φαβ , we may assume that α0,0 = 1. After this replacement, each αi,j has multiplicative order a
power of 2, and so either each αi,j = 1 or there exists a, b, c, d ∈ Z2 such that αa,b generates 〈αi,j : i, j ∈ Z2〉 and αc,d does
not, reducing this case to the one considered above. 
Lemma 6.8. Let φ ∈ SZ32×Zp such that φ(i, j, k, `) = (z1,1(i, j, k), αi,j` + bi,j,k), where each αi,j ∈ Z∗p and bi,j,k ∈ Zp. Let
G = 〈K , φ−1Kφ〉(3), and also assume that a Sylow p-subgroup of fixG(B) contains P. Then there exists γ ∈ fixG(B) and
α ∈ 〈Aut(Z32 × Zp), K〉 such that φγα(i, j, k, `) = (z1,1(i, j, k), αi` + ci,j,k), for some αi ∈ Z∗p , where αi = 1 or λ, and
λ ∈ Z∗p of multiplicative order a power of 2.
Proof. In view of Lemma 6.7, we may assume without loss of generality that there exists λ ∈ Z∗p and such that λ has
multiplicative order a power of 2, and each αi,j = λ or 1. Let M be the maximal subgroup of 〈Aut(Z32 × Zp), K〉 that
maps C to itself, as above. Then K ≤ M so M is transitive, and M admits C as a complete block system. Note that
M/C = AGL(2, 2) ∼= A4, which is doubly transitive.
If exactly two αi,j are λ and two of the αi,j are 1, then let a, b ∈ Z2 such that αa,b = α1,1. Then there exists α ∈ M such
that α fixes C1,1 and maps Ca,b to C1,0. Note that, as in a previous lemma, such an α exists as M/C ∼= AGL(2, 2), which is
doubly transitive. Setting γ = 1, wemay assumewithout loss of generality that (a, b) = (1, 0). The result then followswith
α1 = α1,1 and α0 = α0,0.
If all αi,j = 1, then clearly the result follows. If all αi,j = λ, then clearly the result follows with α the automorphism of
Z32 × Zp given by (i, j, k, `)→ (i, j, k, λ−1`) and γ = 1, so we assume without loss of generality that some αa,b = 1 while
αc,d = λ 6= 1 for appropriate a, b, c, d ∈ Z2.
Replacing φ by φα and G by α−1Gα, where α ∈ 〈Aut(Z32 × Zp), K〉 that fixes C1,1, we may assume without loss
of generality that {(a, b), (c, d)} = {(1, 0), (1, 1)}. As we have already disposed of the cases where there are exactly
zero, two, or four αi,j = λ, it must be the case that exactly one or three αi,j = λ. We conclude that α0,0 = α0,1. Let
ω = τ3(τ−11 τ−12 α−1φ−1τ2φατ1)(τ−12 α−1φ−1τ2φα). Tedious, though straightforward computations will show that
ω(i, j, k, `) = (i, j, k, αi+1,jα−1i+1,j+1αi,jα−1i,j+1`+ di,j,k)
for appropriate di,j,k ∈ Zp. Note that ω ∈ fixα−1Gα(B), and that αi+1,jα−1i+1,j+1αi,jα−1i,j+1 = λ or λ−1 for every i, j ∈ Z2. Then
ω|C ∈ α−1Gα for every C ∈ C, and the map κ defined by κ(1, 1, j, k) = (1, 1, j, λ` + f1,1,k) and is the identity otherwise,
f1,1,k ∈ Zp, is contained in α−1Gα. As all conjugates of κ by elements of 〈τ1, τ2, τ3〉 are contained in fixα−1Gα(B), there exists
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γ1 ∈ 〈τ−1κτ : τ ∈ 〈τ1, τ2, τ3〉〉 such that φαγ1(i, j, k, `) = (z1,1(i, j, k), ` + di,j,k). As γ1 = α−1γα for some γ ∈ fixG(B),
we see that φαγ1 = φα(α−1γα) = φγα, and the result follows. 
Lemma 6.9. Let φ ∈ SZ32×Zp such that φ(i, j, k, `) = (i, j, k, αi,j` + bi,j,k), where each αi,j ∈ Z∗p and bi,j,k ∈ Zp. Let G =
〈K , φ−1Kφ〉(3), and also assume that a Sylow p-subgroup of fixG(B) contains P. Then there exists γ ∈ fixG(B) such that
φγ (i, j, k, `) = (i, j, k, αi`+ ci,j,k), for some αi ∈ Z∗p .
Proof. Let ω = τ−12 φ−1τ2φ. Straightforward computations will then show that ω(i, j, k, `) = (i, j, k, αi,jα−1i,j+1 + di,j,k) for
appropriate di,j,k ∈ Zp. Also, ω ∈ fixG(B), and as a Sylow p-subgroup of fixG(B) contains P , we have that fixG(B)|C ≤ G for
every C ∈ C by Lemma 3.2. Then the maps κr,s defined by κr,s(i, j, k, `) = (i, j, k, `) if (i, j) 6= (r, s) and κr,s(r, s, k, `) =
(i, j, k, αr,sα−1r,s+1` + dr,s,k) are contained in G. Finally, if γ = κ−10,0κ−11,0 , then φγ (i, j, k, `) = (i, j, k, αi,j` + bi,j,k) if
(i, j) 6= (0, 0), (1, 0), φγ (0, 0, k, `) = (0, 0, k, α0,1` + c0,0,k), and φγ (1, 0, k, `) = (1, 0, k, α1,1` + c1,0,k) for appropriate
ci,j,k ∈ Zp. Setting α0 = α0,1 and α1 = α1,1, the result follows. 
Note that in the first part of the following lemma we change our usual hypothesis that a Sylow p-subgroup of fixG(B)
contains P to a Sylow p-subgroup of fixG(B) is contained in P .
Lemma 6.10. Let φ ∈ SZ32×Zp , p an odd prime, be such that φ(i, j, k, `) = (z
m
1,1(i, j, k), αi` + bi,j,k), where m = 0, 1, each
αi ∈ Z∗p and bi,j,k ∈ Zp. Let G = 〈K , φ−1Kφ〉(3), and also assume that a Sylow p-subgroup of fixG(B) is contained in P. Then
bi,j,k = bi,j,k+1 for every i, j ∈ Zp. Additionally, if a Sylow p-subgroup of fixG(B) is P, then there exists γ ∈ fixG(B) such that
φγ (i, j, k, `) = (z1,1(i, j, k), αi`).
Proof. Observe that φ−1(i, j, k, `) = (i, j, k, α−1i `−α−1i bi,j,k) ifm = 0 or ifm = 1 and (i, j) 6= (1, 1), while φ−1(1, 1, j, k) =
(1, 1, k+ 1, α−11 `− α−11 b1,1,k+1) ifm = 1. A straightforward computation will then show that
τ−13 φ
−1τ3φ(i, j, k, `) = (i, j, k+ 1, `+ α−1i bi,j,k − α−1i bi,j,k+1).
As a Sylow p-subgroup of fixG(B) is contained in P and τ−13 γ−1τ3γ ∈ fixG(B) is contained in P , it must be the case that
α−1i bi,j,k− α−1i bi,j,k+1 = α−1i bi,j,k+1− α−1i bi,j,k. Straightforward computations then show that bi,j,k = bi,j,k+1 for all i, j ∈ Z2.
It is then easy to see that there is some γ ∈ P such that φγ (i, j, k, `) = (z1,1(i, j, k), αi`) as P contains every map of the
form (i, j, k, `)→ (i, j, k, `+ ci,j). 
Definition 6.11. Let Q = 〈z0,0,0z0,1,0z0,0,1z0,1,1, z1,0,0z1,1,0z1,0,1z1,1,1〉, so Q has order p2.
Lemma 6.12. Let φ ∈ SZ32×Zp such that φ(i, j, k, `) = (z
m
1,1(i, j, k), αi`+bi,j,k), where m = 0 or 1, each αi ∈ Z∗p and bi,j,k ∈ Zp.
Let G = 〈K , φ−1Kφ〉(3), and also assume that a Sylow p-subgroup of fixG(B) is either P or Q . Then there exists γ ∈ G and
α ∈ Aut(Z32 × Zp) such that φγα(i, j, k, `) = (i, j, k, `+ ci,j), where ci,j ∈ Zp.
Proof. Ifm = 1, then recall that
τ−12 φ
−1τ2φ(i, j, k) = (z1,0z1,1(i, j, k), αiα−1i `+ di,j,k) = (z1,0z1,1(i, j, k), `+ di,j,k)
for appropriate di,j,k ∈ Zp. For convenience, we denote τ−12 φ−1τ2φ by ω. Note that |ω| = 2pr , where r = 0 or 1. By raising
ω to the power of p, if necessary, we may assume without loss of generality that r = 0. Then ω fixes every point in D0. As
a Sylow p-subgroup of fixG(B) contains Q , so 〈ω, z1,0,0z1,1,0z1,0,1z1,1,1〉 ≤ G, we have that the point-wise stabilizer of the
block D0 is transitive on every block of C that is contained in D1. After conjugating 〈ω, z1,0,0z1,1,0z1,0,1z1,1,1〉 by τ1, we see
that a similar statement holds with the roles of D0 and D1 interchanged. It then follows by Lemma 3.2 that fixG(C)|D ≤ G
for every D ∈ D .
Now, let ψ = τ−11 φ−1τ1φ. Straightforward computations will show that
ψ(i, j, k, `) = (z1,1z0,1(i, j, k), α−1i+1αi`+ ei,j,k)
for appropriate ei,j,k ∈ Zp. Also observe that ψ ∈ fixG(C), and so γ = ψ |D1 ∈ G. If m = 0, then we define ψ exactly the
same way, and have that ψ(i, j, k, `) = (i, j, k, α−1i+1αi` + di,j,k). Also, as a Sylow p-subgroup of fixG(B) contains Q , then,
by Lemma 3.2, we have that γ = ψ |D1 ∈ G. Then φγ (i, j, k, `) = (i, j, k, α0` + bi,j,k) (we remark that the bi,j,k may have
changed, but for simplicity our notation will not reflect this). By Lemma 6.10, wemay assume that bi,j,k = bi,j,k+1. The result
then follows by defining α ∈ Z32 × Zp by α(i, j, k, `) = (i, j, k, α−10 `) and setting ci,j = bi,j,0. 
Lemma 6.13. Let φ ∈ SZ32×Zp , p an odd prime, be such that φ(i, j, k, `) = (i, j, k, ` + bi,j), where each bi,j ∈ Zp. Let
G = 〈K , φ−1Kφ〉(3), and assume that a Sylow p-subgroup of fixG(B) is Q . Then φ ∈ G.
Proof. Observe that γ−1(i, j, k, `) = (i, j, k, `− bi,j). A straightforward computation will then show that
τ−12 γ
−1τ2γ (i, j, k, `) = (i, j, k, `+ bi,j − bi,j+1).
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As a Sylow p-subgroup of fixG(B) is Q and τ−12 γ−1τ2γ ∈ fixG(B) is contained in Q , it must be the case that bi,j − bi,j+1 =
bi,j+1 − bi,j. Straightforward computations then show that bi,j = bi,j+1 for all i, j ∈ Z2, so φ ∈ Q ≤ G. 
Theorem 6.14. Let p ≥ 11 be prime. Then Z32 × Zp is a CI-group with respect to ternary relational structures.
Proof. Let X be a Cayley ternary relational structure of Z32 × Zp, and φ ∈ SZ32×Zp such that φ−1Kφ ≤ Aut(X). We will show
that φ−1Kφ and K are conjugate in Aut(X), in which case the result will follow by Lemma 2.12. By Lemma 6.1, there exists
γ ∈ H = 〈K , φ−1Kφ〉 such that 〈K , γ−1φ−1Kφγ 〉 admits a complete block system B consisting of eight blocks of size p,
which is necessarily formed by the orbits of 〈ρ〉. We thus assume without loss of generality that 〈K , φ−1Kφ〉 admits B. By
Lemma 6.2, there exists γ ∈ 〈K , φ−1Kφ〉 such that L = 〈K , γ−1φ−1Kφγ 〉 satisfies the following properties:
1. L/B is a 2-group,
2. L admits a complete block system E consisting of four blocks of size 2p,
3. L/E ∼= Z22,
4. fixL(B)|B ≤ AGL(1, p) and so is solvable, and
5. φ(i, j, k, `) = (σ (i, j, k), αi,j,k`+ bi,j,k), where σ ∈ SZ32 , αi,j,k ∈ Z∗p , and bi,j,k ∈ Zp.
We thus assume without loss of generality that 〈K , φ−1Kφ〉 has these properties.
Let G = 〈K , φ−1Kφ〉(3). By Corollary 3.7, we have that there exists α ∈ Aut(Z32 × Zp) such that a Sylow p-subgroup Pˆ of
fixαGα−1(B) is one of the following.
(a) Pˆ = 〈ρ〉 and has order p.
(b) Pˆ = 〈z0,0,0z0,1,0z0,0,1z0,1,1, z1,0,0z1,1,0z1,0,1z1,1,1〉, and Pˆ has order p2. Also, fixαGα−1(B)|D ≤ αGα−1 for every D ∈ D .
(c) Pˆ = 〈z0,0,0z0,1,0, z0,0,1z0,1,1, z1,0,0z1,1,0, z1,0,1z1,1,1〉, and Pˆ has order p4. Also, fixαGα−1(B)|C ≤ αGα−1 for every C ∈ C.
(d) Pˆ = 〈zi,j,k : i, j, k ∈ Z2〉 and Pˆ has order p8. Also, fixαGα−1(B)|B ≤ αGα−1 for all B ∈ B.
As X is a CI-ternary relational structure if and only if β(X) is a CI-ternary relational structure for every β ∈ Aut(Z32 × Zp),
we may assume without loss of generality that α = 1.
If (a) occurs, then the result follows by Corollary 4.3, Lemmas 5.2, and 2.12.
Otherwise, as 〈K , φ−1Kφ〉/B = 〈K/B, φ−1Kφ/B〉, the 3-closure of a group is contained in its 2-closure,
〈K , φ−1Kφ〉(3)/B ≤ [〈K , φ−1Kφ〉/B](3), and the 2-closure of a q-group is a q-group (q a prime) [20, Exercise 5.28], we
have that G/B is a 2-group. After replacing X by its image under an appropriate automorphism of Z32 × Zp, if necessary, we
may assume without loss of generality by Lemma 3.4 that one of the following is true:
(i) fixG/B(C/B) = 〈z0,0z1,0z0,1z1,1〉 and has order 2,
(ii) fixG/B(C/B) = 〈z0,0z1,0, z0,1z1,1〉 and has order 4,
(iii) fixG/B(C/B) has order 8 and is generated by the set of elements of the form zazb, where a, b ∈ Z22 and a 6= b,
(iv) fixG/B(C/B) = 〈za : a ∈ Z22〉 and has order 16.
By Lemma 5.1, there exists γ ∈ G and α ∈ Aut(Z32 × Zp) such that α−1γ−1φGφγα/B = Z32, or 〈K , α−1γφGφγα〉
satisfies (iii). By Lemma 2.12, after replacing φ by φγ , we may assume without loss of generality that γ = 1. As above,
we may also assume α = 1. Thus either G/B = Z32 or (iii) holds. We now show that we may assume that φ(i, j, k, `) =
(zm1,1(i, j, k), αi,j,k,`+ bi,j,k) form = 0, 1, αi,j,k ∈ Z∗p , and bi,j,k ∈ Zp.
If G/B = Z32, then φ(i, j, k, `) = (β(i, j, k)+ (a, b, c), αi,j,k`+ bi,j,k) for some β ∈ Aut(Z32) and a, b, c ∈ Z2. As β clearly
extends to an automorphism of Z32 × Zp and the map (i, j, k, `) → (i − a, j − b, k − c, `) is contained in K ≤ G, we may
assume that β = 1 and a = b = c = 0. Thus, if G/B = Z32, then φ(i, j, k, `) = (i, j, k, αi,j,k`+ bi,j,k).
If (iii) holds, then, by Lemma 6.3, there exists γ ∈ G, α, β ∈ Aut(Z32 × Zp) and k, ` ∈ K such that `βφγαk permutes
B and `βφγαk/B = z1,1. As usual, we may assume without loss of generality that γ = 1 and α = 1. We may assume
that k = ` = 1 as K ≤ G and φGφ−1. Finally, as X and φ(X) are isomorphic by a group automorphism of Z32 × Zp if and
only if X and ωφ(X) are isomorphic by a group automorphism of Z32 × Zp for every ω ∈ Aut(Z32 × Zp), by replacing φ(X)
with βφ(X) we may assume without loss of generality that β = 1. Thus we may assume without loss of generality that
φ(i, j, k, `) = (zm1,1(i, j, k), αi,j,k`+ bi,j,k), wherem = 0 or 1.
If (d) holds, then, by Lemma 6.4, there is γ ∈ fixG(B) such that φγ (i, j, k, `) = (zm1,1(i, j, k), αi,j`), where each αi,j ∈ Z∗p ,
i, j ∈ Z2. It is then easy to see that, after replacing φ by φγ , it must in fact be the case that (a), (b), or (c) holds. Of course, if
(a) holds, the result follows by arguments above, so it henceforth suffices to only consider when (b) or (c) hold.
If (b) holds, then note that it must be the case that αi,j,k = αi,j+c,k+b for c, b ∈ Z2, so, for brevity, we write
γ (i, j, k, `) = (zm1,1(i, j, k), αi` + bi,j,k). By Lemma 6.10, we may assume that bi,j,k = bi,j,k+1, so we write bi,j = bi,j,k and
then γ (i, j, k, `) = (zm1,1(i, j, k), αi`+ bi,j). By Lemma 6.12, we may assume without loss of generality that each αi = 1 and
m = 0. Then, by Lemma 6.13, we have that φ ∈ G, and the result follows by Lemma 2.12.
If (c) holds, then note that it must be the case that αi,j,k = αi,j,k+1 for every i, j, k ∈ Z2, so, for brevity, we write
γ (i, j, k, `) = (zm0,0(i, j, k), αi,j`+ bi,j,k), where αi,j = αi,j,0. By Lemma 6.8 ifm = 1 and Lemma 6.9 ifm = 0, wemay assume
without loss of generality that αi,j = αi,j+1, so, for brevity, we set αi = αi,j, and so φ(i, j, k, `) = (zm1,1(i, j, k)αi` + bi,j,k).
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By Lemma 6.12, there exists γ ∈ G and α ∈ Aut(Z32 × Zp) such that φγα(i, j, k, `) = (i, j, k, ` + ci,j), where ci,j ∈ Zp. As
usual, we may then assume without loss of generality that γ = α = 1, so φ(i, j, k, `) = (i, j, k, `+ ci,j). But then, as a Sylow
p-subgroup of fixG(B) is P , we have that φ ∈ P , and so the result then follows by Lemma 2.12. 
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