We analyze two strategies for randomly generating optimization test problems with two types of coefficients. One strategy is to generate test problems with independent coefficients; the other strategy is to generate test problems with induced correlation between the coefficient types. We discuss the likely effect of test problem size, i.e., the number of decision variables, on the sample correlations among the test problem coefficients generated with each strategy. We also propose some guidelines for experimenters based on our analysis.
INTRODUCTION
material. In 53, we suggest an estimator for the expected correlation between two random variables that is the basis for our later comparison of alternative input models. In $4, we state the assumptions that we make for our analysis and discuss some of the consequences of our assumptions. We consider two strategies for generating test problem coefficients: generating pairs of coefficients under the assumption of independence ( $ 5 ) and generating coefficient pairs with induced correlation (56). We address the effect of test problem size on the range of sample correlations between the two types of coefficients and suggest guidelines for test problem dimensions and the number of test problems. We conclude with a brief discussion in 57.
Typically, synthetic test problems are randomly generated when an evaluation of solution methods for an optimization problem is conducted because the pool of real-world instances with known optimal solutions is too small to provide enough distinct test cases. Unfortunately, the generation of synthetic problems is rarely viewed as the multivariate sampling problem it truly is.
In order to generate test problems, certain assumptions about the coefficients must be made. For example, a distribution must be specified for each coefficient type, and relationships between the coefficient types and/or the constants in the test problems may also be specified. There are exceptions, but it is common to assume that some or all of the coefficient types are mutually independent and to assume that each coefficient type is uniformly distributed.
The primary motivation for this paper is the random generation of synthetic test problems with two types of coefficients. However, the work that is presented here applies to the more general problem of generating samples of a bivariate discrete random variable with specified marginal mass functions.
In the next section, we review some background
In this section, we review the concept of a parametric envelope for a bivariate discrete random variable ( X , Y ) , as well as conventional mixtures of bivariate pmfs that are often used to simulate values of ( X , Y ) when p = C o r r ( X , Y ) is specified. We also discuss some relevant computational experiments on synthetic optimization problems.
Parametric Envelope for (X,Y)
Let X be B discrete random according to the pmf f2(y). A curve that plots t9 as a function of p, where t9 is the largest possible value of the smallest joint probability over the bivariate support SX x Sy, can be constructed following the solution of a parametric linear program (Peterson, 1990; Peterson and Reilly, 1991 Peterson and Reilly (1991) and Reilly (1991) and relate it to the random generation of optimization test problems.
Conventional Mixtures
A common way to characterize the pmf for ( X , Y ) when p = po is to mix values of ( X , Y ) generated under the assumption that X and Y are independent and values of ( X , Y ) generated under the assumption that X and Y have extreme correlation.
(For example, see Schmeiser and Lal (1982) .) Let 
Related Computational Experiments
There have been many, many computational evaluations of solution methods conducted. We summarize some of the studies pertinent to our analysis. Loulou and Michaelides (1979) use two different distributions, the uniform and the a-Erlang, for the constraint coefficients in multidimensional knapsack problems. They conclude that the statistical properties of test problems can affect the performance of solution methods. Similar conclusions about the effect of correlation have been drawn in other studies (Martello and Toth, 1979; Balas and Martin, 1980; Balas and Zemel, 1980; Potts and Van Wassenhove, 1988; John, 1989; Moore, 1989; Moore, 1990 ) Martello and Toth (1979) compare the performance of algorithms for the 0-1 knapsack problem on test problems in which the objective and constraint coefficients are uncorrelated (independent), "weakly correlated", and "strongly correlated" ( p = 1). They vary the correlation between the coefficient types by changing the distribution of the objective function coefficients. Balas and Zemel (1980) report on an evaluation of solution methods for the 0-1 knapsack problem using the same types of test problems as Martello and Toth: Potts and Van Wassenhove (1988) and John (1989) use a very similar approach to generate synthetic scheduling problems. Balas and Martin (1980) include capital budgeting test problems in which the constraint coefficients for each variable are related to the objective function coefficient for that varialde.
Moore (1989) studies 0-1 knapsack problems that are generated using conventional mixtures (1) in order to assess the effect of the expected correlation between the objective aind constraint coefficients on the performance of a simple implicit enumeration routine. Moore (1990) uses conventional mixtures (1) to generate weighted set covering problems in which correlation is induced between the objective function coefficients and the sum of the binary constraint coefficients.
Hoffman and Jackson (1982), Greenberg (1990) , and Jackson, Boggs, Niash, and Powell (1991) are examples of papers that provide some guidance for designing and reporting computational experiments.
A CORRELATION ESTIMATOR
Let h(z, y) be any valid pmf for (X, Y) and consider the random variable XY. By definition, For any point (pol 60) in the parametric envelope, there is a unique pmf that is a mixture of f~(z)fz(y), gmin(2, y), and gmax(2, y) (Peterson and Reilly, 1991; Reilly, 1991) . Specifically, We refer to mixtures of the form (2) as parametric mixtures.
Parametric mixtures (2) are a more general class of mixtures that includes all conventional mixtures (1). Note that it is very easy to generate values of ( X , Y ) using ( 2 ) . Reilly (1991) generates 0-1 knapsack problems using (2), and Pollock (1992) uses (2) to generate weighted set covering problems. In $5 and $6, we use the estimator R N~ to analyze the generation of values of ( X , Y ) with independent sampling and sampling with induced correlation, respectively.
ASSUMPTIONS
Throughout the remainder of this paper, we assume that X and Y are discrete random variables such that X N U { 1 , 2 ,... , n l ) and Y N U{1,2, ..., nz}. It follows that px = (nl + 1)/2, m$ = (nf -1)/12, py = (nz + 1)/2, and cr$ = (nz -1)/12. Peterson and Reilly (1991) show that when X and Y are uniformly distributed the parametric envelope is an isosceles triangle, symmetric about p = 0. (See Figure 1 .) The three points that define the The points on the parametric cuIve, i.e, the points between (pmin, 0) and (0, (nlnz)-l) and between (0, (nlnz)-') and (pmaZ, 0 ) , correspond to conventional mixtures (1).
We also assume that n1 2 3 and q = nz/nl is integer. In this case, ReiUy (1991) and Peterson and Reilly (1991) 
INDEPENDENT SAMPLING
Suppose that we generate N observations of (X, Y) with X and Y independent. In this case, RNlflfa is asymptotically normally distributed with mean pjlfz = 0 and variance where If we are interested in predicting how likely we are to observe sample correlations with absolute value y or greater, we can calculate Suppose that n1 = 25 and n2 = 100. The probabilities (3) in Table 1 suggest that if we hope to see some specified level of correlation between observed values of X and Y , we must be prudent in choosing N . Define N,,, to be the maximum value of N such that Pr(lRNlflfzI 7) 2 a. It can be shown that N,,, = I(*-' (1 -%))z -1 .
Suppose again that n1 = 25 and n2 = 100. 
SAMPLING WITH INDUCED CORRE-LATION
Suppose that we wish to generate N observations of (XI Y) with g p ( z , y). Then Peterson and Reilly (1991) and Reilly (1991) show that
Reilly
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Suppose that n1 = 25 and n2 = 100. In this case, pmoz = 0.99925. Table 5 we see that there is a direct relationship between po and u$ylgp, and there is an indirect relationship between 80 and u:~,~, for a fixed PO. We see in (5) and in Table 6 that u$y,gp affects how closely R N I~, approximates po. The probabilities in Table 6 would be greater if we had used a larger tolerance on ) R N I~, -pol, that is, if q > 0.05.
See Table 7 for values of P r ( 1 R~l~~ -pol 5 0.10).
If we require that
our test problem size N should be at least Nmin where Table 8 shows values of Nmin for specified requirements of the form Pr(lRNlgp -Pol I 0.05) L P for various combinations of po, eo, and ,B. There is an indirect relationship between the entries in Table 8 and the corresponding entries in Tables 6 and 7. We 
then we must generate at least t,,,i ,,(k) test problems, where tmin(k) is the smallest integer t that satisfies (6). When k = 1, (6) becomes '(lRNI,,--pol~rl If n1 = 25 and nz = 100, the expected number of problems generated, using a parametric mixture (2) with po = pmaz/2 and 80 = 0.0002, to get one problem with IR1OOO1g, -pol 5 0.05 is only pwl = 1.68.
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Also, ugl = 4.52.
DISCUSSION
We have compared two different input models for synthetic optimization problems with two types of coefficients, or for generating samples of a bivariate discrete random variable, with specified marginal distributions. Our findings have profound implications for computational experiments, Many empirical evaluations of solution methods are carried out on large synthetic problems that are generated under the assumption that all coefficient types are mutually independent. We have seen that, as the size of the test problems increases, we expect the range of sample correlations between the two types of coefficients to fall within a narrower interval centered around 0. Hence, the synthetic problems become more similar, at least in a statistical sense, as the sise of the test problems increases.
With the assumptions that we have made here, all of the test problems that would be generated with independent sampling would be generated with the unique pmf that corresponds to the point (0, ( n l n z ) -l ) in the parametric envelope (Figure l ) ,
Results from computational studies on 0-1 knapsack problems (Martello and Toth, 1979; Balas and Zemel, 1980; Moore, 1989) and weighted set covering problems (Moore, 1990 , Pollock, 1992 suggest that the performance of branch-and-bound methods and heuristics can degrade significantly as the correlation between the parameters in the objective function and the constraint(s) increases. Computational experience on large synthetic problems with independently generated parameters may be indicative of the median performance of the solution methods only, with little insight into worst-case behavior. Although it is common to experiment with large problems, our analysis here suggests that we might learn more about solution method performance if we used substantially smaller test problems when the parameters are generated independently.
Synthetic problems with induced correlation among the coefficient types can be generated easily. We can generate large problems for any specified point (p0,fIo) in the parametric envelope that allow us to get a more complete understanding of the performance of the solution method(s) of interest.
that is, fl(.)fZ(Y).
