We consider a generalized expenditure function and the associated Hicksian demand. First, we provide some economic interpretation of the problem that we study. Then, we study different properties of the solution: existence, Lipschitz behavior and differential properties. We conclude by a Slutsky-type property.
Introduction
Let u 1 ,...,u n be n functions defined on R ++ .
We study the following optimization problem :
   max −p · x subject to u k (x) ≥ v k , k = 1, . . . , n x 0 (1.1)
with p belonging to R ++ and v := (v k ) n k=1 ∈ R n . The solution of this problem will be denoted by ∆(p, v) and called the generalized Hicksian/compensated demand. The aim of the paper is to study the properties of this mapping. Since this paper is motivated by some economic considerations, we first present five applications.
Generalization of the classical compensated demand
If n is equal to one, ∆(p, v) is the so-called compensated demand or Hicksian demand 1 . So ∆(p, v) can be viewed as a multi-criterion extension of the Hicksian demand.
Compensated function of the minimum
Let us consider a consumer whose utility function has the form: U (x) := min 1≤k≤n u k (x). The compensated demand and the expenditure function associated to U are respectively the solution and the value function of Problem 1.1 when we take v := (v k ) n k=1 = (v, . . . ,v).
Incomplete preferences
Let us consider a consumer with "Bewley-type" preferences 2 . The noncomplete preference relation is defined by: for (x, y) ∈ (R ++ ) 2 , x y whenever u k (x) ≥ u k (y) for every k ∈ {1, ..., n}. Let us consider now an elementx ∈ R ++ and (v k ) n k=1 := (u k (x)) n k=1 . The preferred set ofx is:
is the compensated demand associated to . A legitimate question would be to ask if there is any duality 3 between the demand associated with this preference relation and ∆(p, v). In fact, there is none as it can be easily seen. Indeed, the demand tend to be multi-valued even while the compensated demand is unique when defined.
Public goods
The following application concerns economic planning. Consider an economy with n consumers, public goods 4 and one private good. Suppose that the level of private good ξ k to be consumed by consumer k has already been chosen, i.e. u k (x) := U k (x, ξ k ) where U k is the utility function of consumer k. An economic planner who wants to choose the cheapest basket of public goods with respect to the price p ∈ R ++ given the individual levels of private good (ξ k ) n k=1 has to solve Problem 1.1.
1 A presentation of the expenditure minimization problem can be found in any intermediary or advanced microeconomics textbook. For the sake of completeness, we refer the reader to [14] . 2 We refer the reader to [5] . 3 For a discussion about duality in consumer theory, we refer the reader to [11] . 4 
Private goods and positive externalities
Consider an economy with n consumers and r private goods. The price of the good h is q h and the consumption bundle of consumer k is x k . We write: := rn, p := (q, . . . , q) ∈ R ++ and x := (x k ) ∈ R ++ . Suppose that the consumption of every good for another consumer has a positive effect 5 on the utility of consumer k. The utility function u k of consumer k is a function of both his consumption bundle x k and the consumption bundles of the others (x j ) j =k . An economic planner who wants to minimize the expenditure of the society p · x = n k=1 q · x k with respect to the individual utility levels (v k ) n k=1 has to solve Problem 1.1.
In Section 2, we present the assumptions used in the differentiable viewpoint in microeconomics and the definitions. In Section 3, after characterizing the solution by necessary and sufficient first order conditions, we prove the existence and continuity of the solution of Problem 1.1. In Section 4, we study the classical properties of the generalized expenditure function and we deduce that the generalized Hicksian demand is locally Lipschitz continuous. The proof relies on the result of Cornet Vial [7] on the Lipschitz behavior of the solution of a mathematical programming problem. In Section 5, we show that the generalized Hicksian demand is continuously differentiable if a strict complementarity slackness holds. Following Fiacco and McCormick [9] , this result is a consequence of the Implicit Function Theorem. Finally, we obtain a Slutsky-type property for the generalized Hicksian demand. 5 Recall the definition in [14] : An externality is present whenever the well-being of a consumer or the production possibilities of a firm are directly affected by the actions of another agent in the economy. Many economic goods can be considered as positive externalities such as vaccination or network.
Let us present the assumptions on the functions (u k ) n k=1 6 .
Assumption 1 For all k = 1, . . . , n,
3. u k is differentiably strictly increasing(i.e. ∇u k (x) 0, ∀x ∈ R ++ ).
Assumption 2 on the function u k is weaker than the usual assumption:
The usual closure assumption implies Assumption 2 but both assumptions are not equivalent. For instance, the function u defined on
satisfies Assumption 2 but not the classical assumption 7 .
In Problem 1.1, all individual utility levels are not relevant. To determine the relevant one, we define, for v ∈ R n , the set P (v) by:
If this set is empty or equal to the whole set, the vector v is obviously not relevant. This motivates the definition of the set V by:
V := {v ∈ R n | P (v) = ∅ and P (v) = R ++ }. 6 In the paper, we use the following notations:
• x y means: x h > y h for all h = 1, . . . , .
• e h denotes the h-th vector of the canonical basis of R .
• 1 denotes the -dimensional vector whose coordinates are all equal to one. Similarly, 1 n denotes the n-dimensional vector whose coordinates are all equal to one. When there is no confusion, we simply write 1. We give a more explicit description of V: v ∈ V means: ∃z ∈ R ++ such that u k (z) ≥ v k for all k = 1, . . . , n and ∃z ∈ R ++ , k 0 ∈ {1, . . . , n} such that:
We conclude by a definition
and called the generalized expenditure function.
The next section will be devoted to the existence problem.
Existence of the solution
First, we show that the solution of Problem 1.1 is characterized by first order conditions.
Characterization of the generalized Hicksian demand by first order conditions
Proposition 1 Let p ∈ R ++ and v ∈ V. The two following assertions are equivalent:
2. There exists λ ∈ R n + \ {0} such thatx is the solution of the system:
Proof Assertion 1 implies Assertion 2. Indeed, there exists some element
. . , n} since v belongs to the set V. So by monotony of the functions (u k ) n k=1 , there existsx such that u k (x) > v k for all k = 1, . . . , n. Hence the first order conditions are necessary since Slater's constraint qualification holds 9 . The multiplier λ := (λ k ) n k=1 is necessarily different from zero because the vector p belongs to R ++ . Now, we prove the converse statement. The functions (u k ) n k=1 are differentiable, quasi-concave and satisfy: ∇u k (x) = 0 for all x ∈ R ++ while the objective function is linear 10 . This implies that the first order conditions are sufficient. Thus, Assertion 2 implies Assertion 1.
An intermediary existence result
To solve Problem 1.1, we study an intermediary problem. For ε > 0 and (p, v) ∈ R ++ × V, we consider the following problem:
We start by an existence result:
Remark that z 1 is feasible for Problem 3.3 since z 1 ≥ z 0 and since the functions (u k ) n k=1 are increasing. We have the following lemma: This result is proved in Appendix. Now we prove that Problem 3.3 admits a solution. The set A := x ∈ R | x ≥ ε1 and p · x ≤ p · z 1 is a compact set as a closed and bounded set in a finite-dimensional vector space. Moreover the function x −→ −p · x is continuous on R ++ . We conclude by Weierstrass Theorem that this problem admits a solution.
From Lemma 1, we deduce that Problem 3.2 admits a solution. To conclude, we show that the ∆ ε (p, v) is a singleton. Suppose that x and x are distinct solutions of Problem 3.2. The element x :
> v k for every k = 1, . . . , n by strict quasi-concavity of the functions (u k ) n k=1 and obviously x ≥ ε1.
x and x cannot be both equal to ε1. So, at least one of them has a component larger than ε. To fix the ideas, suppose that x 1 is larger than ε. By continuity of the functions (u k ) n k=1 , for δ positive sufficiently small, we have:
Consequently, one gets a contradiction. 
Continuity of ∆ ε
is the solution of the following problem:
is continuous on Ξ. This is a consequence of Berge's Theorem [4] . We have to show that the correspondence C ε is both upper semi-continuous and lower semi-continuous on Ξ. First, we show that C ε is upper semi-continuous. On Ξ, the set C ε (p, v) remains in a fixed compact set. Hence the upper semi-continuity of C ε is equivalent to the closedness of its graph, which is a consequence of the continuity of the functions (u k ) n k=1 . We now have to show that the correspondence C ε is lower semi-continuous. Let us introduce the correspondenceĈ ε defined on Ξ by: Moreover the closure ofĈ ε (p, v) is C ε (p, v). Indeed, let x ∈ C ε (p, v). We have to show that x is the limit of a sequence of elements ofĈ ε (p, v). Let us consider y ∈Ĉ ε (p, v) and remark that, for all λ ∈ (0, 1), (1 − λ)x + λy belongs toĈ ε (p, v) since the functions (u k ) n k=1 are strictly quasi-concave. To conclude, x is the limit of the sequence
Moreover, one remarks that x ν belongs toĈ ε (p, v) for all ν ≥ 1, hence the result.
We deduce that the correspondence C ε is lower semi-continuous since the closure of a lower semi-continuous correspondence is lower semi-continuous 13 . Berge's Theorem implies that the function ∆ ε is continuous on the set Ξ, hence on R ++ × V.
Characterization of ∆ ε (p, v) by first order conditions
Let ε > 0. The first order conditions associated to Problem 3.2 are: There exists λ ε ∈ R n + and µ ε ∈ R + such that ∆ ε (p, v) is the solution of the system:
5)
As before, the first order conditions are necessary since Slater's constraint qualification holds. These are sufficient since the objective function is linear, the functions (u k ) n k=1 are quasi-concave functions satisfying ∇u k (x) = 0 for all x ∈ R ++ and the additional constraints are affine.
Existence and continuity of the solution of Problem 1.1
In this subsection, we show the main result of the section:
Proof Let (p, v) ∈ R ++ × V and a compact neighborhood Ξ of (p, v). As before, the set Ξ is chosen such that v belongs to V for all (p , v ) ∈ Ξ. Our goal is to show that there existsε > 0 such that the multipliers µε associated to the additional constraints are equal to zero for all (p , v ) in Ξ. We reason by contradiction. Otherwise, there would exist a decreasing sequence (ε q ) q≥0 that converges to zero and a sequence of Ξ denoted by (p q , v q ) q≥0 such that µ εq := µ εq (p q , v q ) = 0 for all q ∈ N. Necessarily, (x q := ∆ εq (p q , v q )) q≥0 is bounded. Indeed, for all q ∈ N, x q 0 and a · x q ≤ p q · x q ≤ p 0 · x 0 where the vector a is defined by a h := min{p h |(p , v ) ∈ Ξ} for h = 1, . . . , . The vector a is well defined and belongs to R ++ thanks to the compactness of Ξ. Therefore the sequence (x q ) q≥0 converges, up to a subsequence, to an elementx belonging to the boundary of R ++ and the sequence (p q , v q ) q≥0 converges, up to a subsequence, to some element (p,v) ∈ Ξ since Ξ is a compact set. In particular, remark thatv belongs to V and thatp is different from zero. With a slight abuse of notation, we denote the converging subsequences as the original sequences.
Remark that the sequence (µ εq ) q≥0 is also bounded thanks to the first equation of 3.5 and to the compactness of Ξ. From the same equation, recalling that we consider the 1-norm, we have 14 , for all k ∈ {1, . . . , n} and all q ∈ N: λ εq k ∇u k (x q ) ≤ p q . Therefore, for all k ∈ {1, . . . , n} and all q ∈ N, we have:
Thanks to Assumption 2 and to the previous inequalities, for all k ∈ {1, . . . , n}, we have:
For q ∈ N, doing an inner product with x q and dividing by p q in the first equation of 3.5, one obtains:
Moreover, from 3.5, µ εq · x q = ε q µ εq · 1 = ε q µ εq converges to zero. So the right-hand side goes to zero. Therefore the left-hand side goes to zero. Since 14 We write λ εq k := λ εq k (p q , v q ) for k ∈ {1, . . . , n} and q ∈ N to simplify the notation.
(p,v) belongs to Ξ,p 0 and the limit of the sequence (x q ) q≥0 is necessarily zero.
Letx ∈ R ++ . We show thatx belongs to P (v). For q sufficiently large, one has:x x q andx ε q 1. Thus by monotony of the functions (u k ) n k=1 , for all k ∈ {1, . . . , n}, u k (x) > u k (x q ) ≥ v kq . Thusx belongs to P (v q ) for q large enough. By continuity of the functions (u k ) n k=1 ,x belongs to P (v). Sincex was arbitrarily chosen, we have:
Therefore, there existsε > 0 such that µε = 0. Thus, ∆ε(p , v ) satisfies the necessary and sufficient conditions associated to 4.1 for all (p , v ) in Ξ. So ∆ = ∆ε on Ξ and the continuity of ∆ follows.
4 Properties of ∆ and e.
Properties of e
Now, we study the properties of the function e. Proof The proof is essentially borrowed from Rader [15] . The function −e is convex in p as a maximum of linear functions. Indeed for (p, v) ∈ R ++ × V, e(p, v) can be defined by −e(p, v) = max{−p · y | y ∈ R ++ , u k (y) ≥ v k , k = 1, . . . , n}. So the function e is concave. By Alexandroff's Theorem, the function e is twice differentiable a.e. in p and its second derivative is semidefinite negative. By Theorem 4(iii) of Rader [15] , D p e(p, v) = ∆(p, v).
Lipschitz behavior of ∆
Firstly, for all (p, v) ∈ R ++ × V, we define the set M (p, v) by:
Secondly, let us define the set Π by:
This set is an open subset of R × R n thanks to the continuity of ∆ on the open subset R ++ × V. For (p, v) ∈ Π, the constraints of the optimization problem satisfy the Linear Independence constraint qualification(LICQ) 15 . Thus, the multipliers are unique and the following definition makes sense. For (p, v) ∈ Π, we define the set K(p, v) by:
From Proposition 1, one deduces that this set is nonempty. The cardinal of K(p, v) is denoted by κ(p, v).
Finally, the setΠ is defined by:
Proposition 6
The function ∆ and the multipliers (λ k ) n k=1 are locally Lipschitz continuous on Π. Hence, the function ∆ is differentiable almost everywhere on Π.
Proof This is an application of Cornet and Vial's result [7] . To show that the function ∆ is locally Lipschitz on Π, we check that Assumptions (A.0), (C.1) and (C.2) of Corollary 2.3. of [7] are satisfied. We define on R ++ × Π the following functions:
For (p, v) ∈ Π, ∆(p, v) is the solution of the problem:
x is the variable and (p, v) are the parameters.
Assumptions (A.0) are satisfied. Indeed, we take U = R ++ and P = Π. The set U is an open set and the set P is obviously a metric space. So Assumption (A.0) (i) is satisfied. Assumptions (A.0) (ii), (iii), (iv) and (v) are satisfied because the functions at stake are C 2 on the set U × P . Assumption (A.0) (vi) is satisfied with Q = C = −R n + . Assumption (C.1) is satisfied. This is an immediate consequence of the definition of Π.
Assumption (C.2) is satisfied. Let x be a solution of Problem 4.1 with an associated multiplier λ := (λ k ) n k=1 . We have to check that, for all h ∈ R , h = 0 such that: ∇f (x, p, v) · h = 0 and ∇g k (x, p, v) · h = 0 for k ∈ K(p, v), we have 16 :
Since we have : D 2 f ≡ 0, it remains to show that:
which is true because of Assumption 1 and because ∇u k (x) · h = 0 for k ∈ K(p, v) 17 . From [7] , the function ∆ is locally Lipschitz on Π and by Rademacher's Theorem, the function ∆ is almost everywhere differentiable on Π. Proof This proof is essentially an application of the Implicit Function Theorem. It is quite standard borrowing ideas from Fiacco-McCormick [9] . Without loss of generality, suppose that: M (p,v) = {1, . . . , r}. Remark that, by continuity of ∆ and the utility functions (u k ) n k=1 , we can neglect the non satiated constraints and, by continuity of the positive multipliers, one has: M (p, v) = M (p,v) on a neighborhood of (p,v). As shown above, since the first order optimality conditions are necessary and sufficient and since the functions (u k ) n k=1 are continuous, the element ∆(p, v) and the associated multiplier λ(p, v) are solution of the equation G(x, λ, p, v) = 0 where G is defined by:
To show that the function ∆ and the multiplier are continuously differentiable on a neighborhood of (p,v), from the Implicit Function Theorem, it suffices to show that the partial Jacobian matrix of G with respect to (x, λ) has full column rank 18 atx := ∆(p,v). This matrix is equal to:
It is sufficient to prove that M ∆x ∆λ = 0 implies: ∆x = 0 and ∆λ = 0. ∆x is a column vector of dimension and ∆λ is a column vector of dimension r.
We have to solve the system:
∆λ k ∇u k (x) = 0 ∇u k (x) · ∆x = 0 , ∀k = 1, . . . , r
We multiply the first line by (∆x) T :
∆λ k ∇u k (x) · ∆x = 0 ∇u k (x) · ∆x = 0 , ∀k = 1, . . . , r Thus we have:
The vectors are, by convention, column vectors and the transpose of a vector x is denoted by x T . We use the notation:λ := λ(p,v).
For all k ∈ {1, . . . , r}, D 2 u k (x) is negative definite on ∇u k (x) ⊥ and since ∆x ∈ ∇u k (x) ⊥ , we have : ∆x = 0. Hence, the first equation becomes: − r k=1 ∆λ k ∇u k (x) = 0 and we conclude that ∆λ = 0 since (p,v) ∈ Π.
Slutsky-type property
The next result is a generalization of the well known result about the negative definiteness of the Slutsky matrix. • u k (∆(p,v)) =v k , ∀k ∈ {1, . . . , r},
• p = n k=1 α k (p)∇u k (∆ K (p,v)) with α k (p) > 0 ∀k = 1, . . . , r. We differentiate the first condition with respect to p and obtain atp for all q ∈ R : ∇u k (∆(p,v)) · D p ∆(p,v)(q) = ∇u k (x) · D p ∆(p,v)(q) = 0 ∀k = 1, . . . , r.
These equalities tell us that the image of D p ∆(p,v) is contained in the linear subspace ∩ r k=1 ∇u k (x) ⊥ of dimension − r since (p,v) belongs to Π. Furthermore, since D p ∆(p,v) defines a symmetric negative semi-definite bilinear form, ∇u k (x) belongs to the kernel of D p ∆(p,v) for all k = 1, . . . , r. Thus, the dimension of the image of D p ∆(p,v) is at most − r. We differentiate the second condition with respect to p. We have for q ∈ R :
For all q ∈ ∩ r k=1 ∇u k (x) ⊥ , we have:
So, we have for q ∈ ∩ r k=1 ∇u k (x) ⊥ :
So the kernel of the restriction on ∩ r k=1 ∇u k (x) ⊥ of D p ∆(p,v) is reduced to zero. So, the rank of D p ∆(p,v) is at least − r. Hence, the rank of D p ∆(p,v) is equal to −r and the kernel of D p ∆(p,v) is equal to L (∇u k (x) , k = 1, . . . , r).
Conclusion
This paper provides a new study of the classical expenditure minimization problem. First remark that, in the classical case n = 1, obviously we have: Π = R ++ × V. It is very important to note that the main requirement for the Lipschitz behavior is the linear independence of the gradients while the continuous differentiability requires moreover a strict complementarity slackness condition. In view of the applications, we propose a framework for which we have: Π = R ++ × V. Suppose that, for k := 1, . . . , n,
where the functions (b h ) h=1 are twice continuously real-valued functions such that: b h > 0 and b h < 0 and h=1 a h = 1 for all k ∈ {1, . . . , n}. As it was shown in [6] , the only requirement is that A := (a kh ) has full row rank. It can be related to decision theory through the expected utility (if b h := b for all h ∈ {1, . . . , }) or to the separable preferences in microeconomics. We refer to [14] for a discussion about the expected utility and to [3] for a presentation of separable preferences. An open question is to find how "big" is the setΠ in the set Π. In particular, one would know under which conditions the set Π has full Lebesgue measure in Π.
Appendix
Openness of V Proof Let v 0 ∈ V. We want to construct a neighborhood of v 0 contained in V. There exists x 0 ∈ R ++ such that: u k (x 0 ) ≥ v 0 k for all k = 1, . . . , n and there exists y 0 ∈ R ++ and k 0 ∈ {1, . . . , n} such that: u k 0 (y 0 ) < v 0 k 0 . Let us define v by v := v 0 − 1 n for k = 1, . . . , n andv byv k := u k (x 0 + 1 ) for k = 1, . . . , n. Finally, we define the sets A := {v ∈ R n |u k 0 (y 0 ) < v k 0 } and B := 
Proof of Lemma 1
Let us justify that Problem 3.2 and Problem 3.3 have the same solutions. Let y be a solution of Problem 3.2. Since z 1 is feasible for Problem 3.2, one has: p · y ≤ p · z 1 . So y is feasible for Problem 3.3 and obviously y is a solution to Problem 3.3. Indeed, the set of feasible points of Problem 3.3 is contained in the set of feasible points of Problem 3.2.
Let y be a solution of Problem 3.3, y is feasible for Problem 3.2 by construction. Let z be feasible for Problem 3.2, either −p · z < −p · z 1 or −p · z ≥ −p · z 1 . In the first case, obviously, −p · z ≤ −p · y. In the second case, z is feasible for Problem 3.3. Thus, −p · z ≤ −p · z 1 ≤ −p · y. To conclude, y is a solution to Problem 3.2.
