A special family of partitions occurs in two apparently unrelated contexts: the evaluation of 1-dimensional con guration sums of certain RSOS models, and the modular representation theory of symmetric groups or their Hecke algebras Hm. We provide an explanation of this coincidence by showing how the irreducible Hm-modules which remain irreducible under restriction to Hm?1 (Jantzen-Seitz modules) can be determined from the decomposition of a tensor product of representations of b sln.
Introduction
The solution of a class of \restricted-solid-on-solid" (RSOS) models by the corner transfer matrix method leads to the evaluation of weighted sums of combinatorial objects called paths 1]. The Kyoto group realized that these combinatorial sums are branching functions of the a ne Lie algebra b sl 2 6] , and was able to de ne similar models associated with other a ne Lie algebras, in particular with b sl n 16]. For the models associated with the cosets ( b sl n ) 1 ( b sl n ) 1 =( b sl n ) 2 , a di erent description of the branching functions as generating series of certain sets of partitions has been obtained in 9] , and was used to derive fermionic expressions for the con guration sums. It turns out that exactly the same partitions arise in the modular representation theory of the symmetric groups: as conjectured by Jantzen and Seitz 14] and established recently by Kleshchev 20] , such partitions label the irreducible representations of a symmetric group S m over a eld of characteristic n which remain irreducible under restriction to S m?1 .
The aim of this Letter is to provide an explanation of this seemingly mysterious coincidence.
The rst point is to replace symmetric groups in characteristic n by Hecke algebras of type A over C at an nth root of unity. Indeed, the representation theories of F n S m ] and H m ( n p 1) have many formal similarities, but the consideration of Hecke algebras removes the restriction of n being a prime, which does not appear on the statistical mechanics side.
Moreover, a connection between the representation theory of H m ( n p In the case when is of level one, the partitions appearing in this sum were characterised in 9]. We de ne the set FOW(n; j) n as follows. Let = ( a1 1 ; a2 2 ; : : : ; ar r ) 2 n . Then 2 FOW(n; j) if and only if either r = 1 or a i + i ? i+1 + a i+1 = 0 (mod n); for i = 1; 2; : : : ; r ? 1 and j = ( 1 ? a 1 ) mod n. Theorem 2.2 9] Y( j ; 0 ) = FOW(n; j):
If we now de ne FOW(n; j; k) to be the subset of FOW(n; j) comprising those partitions for which wt ( ) = k + j?k ? j ( mod ), then Theorem 2.1 immediately yields the following: Corollary 2. However, in the case of FOW(n; j; k), n can be any positive integer, whereas in the case of S m , it has to be a prime number. This di erence can be removed by working in the context of Hecke algebras at an nth root of unity, where the Jantzen-Seitz problem still makes sense.
The Hecke algebra H m (v) of type A m?1 , is the C (v)-algebra generated by the elements T 1 ; : : : ; T m?1 subject to the relations The q-Fock space F of U q ( b sl n ) has been described in 11] using a q-analogue of the Cli ord algebra. Another realization was given in 24, 19] in terms of semi-in nite q-wedge products.
Let (v ) denote the standard basis of weight vectors of F. The Fock space F a ords an integrable representation of U q ( b sl n ) whose decomposition into irreducible highest weight modules is given by
In 23], the lower crystal basis of F and its crystal graph structure were described. Let 
where E i (q) is a Laurent polynomial invariant under q 7 ! q ?1 such that
If " i ( ) = 1, then " i ( )] q = 1, and E i (q) = 0 since for all k the coe cients of q k and q ?k in E i are equal. Therefore e i G up ( ) = G up ( ) where =ẽ i . On the other hand, if e i G up ( ) = G up ( ) for some , then (2) implies that " i ( ) = 1 so that =ẽ i .
Hence we have obtained that D # is irreducible if and only if " i ( ) = 1 for some i 2 f0; 1; : : :; n ? 1g and " j ( ) = 0 for j 6 = i. Here, those partitions for which 2 JS(n) have been highlighted with an asterisk. As in the above proof, these partitions correspond to the nodes b in this crystal graph for which, for some j, " j (b) 1 and " i (b) = 0 for all i 6 = j. Now de ne the set JS(n; ; d) to be the subset of JS(n) comprising those partitions with n-core and n-weight d (see 13, 7] for de nitions of n-core and n-weight). Then Proof: In the tensor product V ( i ) V ( 0 ), all highest weights are of the form k + ?l ?e with k ? l = i mod n (for later convenience we use ?l and not l here). We take 0 k; l < n here and can also assume that k ?l mod n whereupon k + l n, and l = 0 only if k = 0. ( 0 )), those partitions having these weights have the same n-core, and this n-core has weight . Then since = (k l ) with k + l n is manifestly an n-core, it follows that it is the n-core of , thence proving part (i).
Part (ii) follows immediately since in the case k 6 = 0 (so that l 6 = 0), the partitions enumerated by the branching function b k + ?l k?l 0 are precisely those elements 2 JS(n) having weight wt ( ) = k + ?l ? k?l ? e , for some e, and hence n-core (k l ).
Finally, for k = 0 and arbitrary l, each partition counted by b 0+ ?l ?l 0 has empty n-core, and hence contributes to n;; . However, the empty partition occurs for each l, hence an adjustment of n?1 is needed after summing over all l. No other partition is repeated since, as indicated by Theorem 2.2, the b 0+ ?l ?l 0 to which it contributes is uniquely determined by ?l mod n = ( 1 ? a 1 ) mod n. (The summation over ?l is replaced by one over k to give the nal result). 
These are calculated using Corollary 2.3 which leads to the enumeration of the nodes of Fig. 1 labelled by asterisks. The only rectangular 3-cores are ;, (1) , (2) and (1 2 ). Using Theorem 5.3, we thus obtain: n;; = 1 + 2q + 5q 2 + ; n;(1) = 1 + 2q + 2q 2 + ; n;(2) = 1 + q + 2q 2 + ; n;(1 2 ) = 1 + q + 2q 2 + : (4) These correspond to the following sets:
