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This paper concerns the reduction of singular constraint sets of symplectic 
manifolds. It develops a “geometric” reduction procedure, as well as continues the 
work of Sniatycki and Patrick on reduction a la Dirac. The relationships among the 
Dirac, geometric, and Sniatycki-Weinstein algebraic reduction procedures are 
studied. Primary emphasis is placed on the case where the constraints are given by 
the vanishing of a (singular) momentum map associated to the Hamiltonian action 
of a compact Lie group. Specifically, an explicit local normal form is given for the 
momentum map which is used to show that these various reductions are all well 
defined, and a necessary and sufficient condition for them to agree is derived. 
Related conditions are investigated and shown to be sufficient in the case of torus 
actions. Numerous examples are computed, illustrating the results. Some discussion 
and examples are given for the noncompact case. 0 1990 Academic Press. Inc. 
1. INTRODUCTION 
Reduction of a Hamiltonian system with symmetry has a long history 
dating back to early work in celestial mechanics. Rotational invariance of 
the Kepler problem allows Jacobi’s “elimination of the node,” reducing the 
number of variables in Lagrange’s equations. The key to this reduction is 
angular momentum: it is conserved by the dynamics, and its components 
generate the rotations. The corresponding concept for an arbitrary sym- 
metry group of a Hamiltonian system is the momentum map. When a 
momentum map exists, trajectories of the dynamics preserve the level sets 
of the momentum (because its values are conserved). Consider a regular 
value, so that the level set is a manifold. From the definition of a momen- 
tum map it follows that the (group) orbit dimension is locally constant at 
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regular values; thus if the action is proper the orbit space of the level set 
is also a manifold. This reduced space of orbits inherits symplectic structure 
and Hamiltonian dynamics from the original space. Once the reduced 
system has been solved, the dynamics can be lifted back to the original 
phase space “by quadrature”-the differential equations for the remaining 
variables can be solved by integration. When the symmetry group is 
abelian, the components of the momentum are the “action” of the action- 
angle variables, and are called “integrals in involution.” A completely 
integrable system has the maximal number possible of such integrals, so the 
reduced space is a single point. 
The reduction procedure was generalized to nonabelian groups by Meyer 
[Me] and Marsden and Weinstein [MarW]; recent applications include 
such areas as classical mechanics (e.g., [Du]), geometric quantization (e.g., 
[SnW]), and complex and algebraic geometry (e.g., [At] and references 
therein). However, the Meyer-Marsden-Weinstein construction fails, even 
if the action is proper, when the orbit dimension is not constant on the 
level set, for two reasons: the level set is not a manifold, and the jumps in the 
orbit dimension cause the orbit space to be badly behaved. Unfortunately 
these singular points are often the most important ones exactly because 
they have smaller orbits and therefore more symmetry. For example, in 
classical field theory, such symmetric solutions are the only ones we can 
explicitly compute! Nearby, less symmetric solutions can be studied using 
perturbation theory, but only if the singularity in the level set is under- 
stood. 
A first step toward that understanding appeared in [ArMMSl]: under 
mild restrictions (satisfied in the cases of compact group actions and 
Einstein and Yang-Mills fields), singularities in level sets of the momentum 
map are quadratic. The orbit space of the level set, however, may have 
higher order singularities and can be semialgebraic, that is, given locally by 
algebraic inequalities as well as equalities. The problem of dealing with 
such singularities has been approached in several different ways. 
For instance, the topology of the orbit space for zero momentum has 
been studied by some algebraic geometers. (A standard procedure 
generalizes from the zero value to other values; see Section 2.) Kirwan 
[Ki] has studied the cohomology of this orbit space. Her work is based on 
the observation of Kempf and Ness [KeN] that for unitary actions on 
Klhler manifolds, the coordinate ring of the reduced space coincides with 
the space of invariant holomorphic polynomials. However, this approach is 
unsatisfactory for symplectic geometry because it overlooks the symplectic 
aspects of the orbit space. For example, for angular momentum there is a 
single (independent) holomorphic polynomial, suggesting that the reduced 
space is the complex plane, presumably with the usual symplectic structure. 
Actually it is a semialgebraic set whose natural differential and symplectic 
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structure make it a V-manifold, the complex plane with z and -z 
identified. ([BG84, 861; see also Example 511(a) below.) 
Sniatycki and Weinstein [SnW] have proposed an algebraic reduction 
for the zero momentum value which works with the Poisson algebra of 
functions on phase space rather than the space itself. This is reminiscent of 
Kirwan’s work, but with a crucial difference: the algebra includes real 
invariants as well as complex analytic ones, forcing us out of complex 
algebraic geometry into a less familiar realm we could call “C” real 
algebraic geometry.” In the case of regular values, this algebraic reduction 
gives the Poisson algebra of the Meyer-Marsden-Weinstein reduced space; 
but Sniatycki and Weinstein give an example to show that when zero is a 
singular value the algebraic reduction sometimes yields an algebra which 
can not be the function algebra of any geometric space. For angular 
momentum, however, Bos and Gotay [BG84,86] have shown that the 
algebraic reduction gives the Poisson algebra naturally associated with the 
zero momentum orbit space. 
This paper generalizes Bos and Gotay’s work. Building on Sniatycki 
[Sn83] we define a geometric reduction procedure which places primary 
emphasis on the internal symplectic geometry of the zero momentum set, 
and which is consistent with the Dirac constraint theory [D]. The main 
results give sufficient conditions for the geometric and algebraic reductions 
to agree. (When they do agree, the geometric reduced space provides a 
“geometrization” of the algebraic reduction.) We also develop a set of tools 
for computing the two reductions. Several examples are given, including 
cases where the reductions coincide and also cases where they do not. Par- 
ticularly interesting is Example 7.13: in this case the two reductions do not 
agree, even though there is little or no hint of pathology either in the action 
(which is lifted from one on configuration space) or in the geometry of the 
zero momentum set (which is first class and weakly regular at smooth 
points). 
Most of the results assume a compact group. Compactness implies the 
existence of an invariant almost Kahler structure on the symplectic 
manifold (and an invariant metric on the dual Lie algebra.) These invariant 
structures provide for a local normal form (Section 4) for the momentum 
map which is the key to the main results. We believe that some of our 
results can be extended to the noncompact case if there is an invariant 
almost Klhler structure.’ In particular for Einstein and Yang-Mills field 
I In many of our results, the hypothesis that the group is compact may be replaced by the 
assumption that the action is proper. Palais [Pal611 has shown that a proper action admits 
slices and an invariant Riemannian metric. Thus a proper (symplectic) action will satisfy all 
the hypotheses in the theorems of Section 4. It follows that most of the results on existence 
and characterization of the geometric reduction in Section 5 along with the last conclusion of 
Proposition 6.1 extend to the case of proper actions. 
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theories such almost Kahler structures exist, and normal forms for the 
momentum have been developed (cf. [Ar; ArMM8 1, 821). Thus we are 
hopeful that the ideas of the present paper may be useful in applications to 
these (and other) field theories. 
This research touches on interesting questions in mathematical physics, 
symplectic geometry, and algebraic geometry. In order to make the paper 
accessible to interested readers in all of these fields, we have included many 
basic definitions and concepts, starting with a review of symplectic 
geometry, constraint sets, and momentum maps in Section 2. In particular 
we give a standard example, that of a subgroup of U(n) acting in the 
canonical way on @“, which is used extensively later. Section 3 discusses 
geometric reduction in general: that is, using only the geometry of the zero 
set and not the group action. Section 4 derives the local normal form for 
the momentum map of a compact group, and uses the normal form to 
reduce the general case to the standard example mentioned above. Sec- 
tion 5 uses the normal form to develop further the geometric reduction, 
and reviews the algebraic reduction of Sniatycki and Weinstein [SnW]. 
Section 6 contains the main results. A sufficient condition for the 
geometric and algebraic reductions to agree is that the ideal of C” func- 
tions generated by the components of the momentum map be a real ideal 
(Theorems 6.1 and 6.3). (A real ideal is defined to be an ideal which is 
equal to its own real radical.) If this ideal is a real ideal, then a certain 
dimension condition (6.4) holds. The dimension condition implies a span- 
ning condition (5.1) that generalizes the concept of weak regularity. The 
spanning condition in turn implies a nonpositivity condition (6.5) on the 
components of the momentum map. There are examples which show that 
the converses of these implications do not hold in general. For abelian 
groups, however, the spanning and nonpositivity conditions are equivalent, 
and each is sufficient to imply that the two reductions agree (Theorem 6.8). 
Section 7 gives examples and Section 8 discusses the implications of these 
examples and several conjectures and open questions raised by this 
research. 
2. PRELIMINARIES 
This section begins with a review of symplectic geometry and Poisson 
algebras, which provides an opportunity to establish notation and conven- 
tions. Next is a discussion of the geometry of constraint sets: that is, closed 
subsets of a symplectic manifold. Then we recall basic definitions and 
properties of momentum maps and almost Klhler manifolds. The section 
closes with an example which illustrates many of these concepts and which 
will play a primary role later in the paper. The reader who desires a more 
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extensive background or a more leisurely exposition may consult references 
mentioned below or the following, among others: [AbM] or [GS] for 
symplectic geometry and momentum maps; [W83] for Poisson structures; 
and [D], [Sn83], or [Su] for constraint sets. 
A symplectic manifold is a smooth manifold P with a nondegenerate 
closed two form Q called the symplectic form. A basic example is any 
cotangent bundle P = T*M; in this case the standard choice of Q is given 
locally by 
Q=x dxk A dyk, (2.1) 
k 
where (xi, . . . . x,) are coordinates on M and (y,, . . . . y,) are the usual coor- 
dinates induced on the fiber by the xk. (Here and throughout we use the 
Bourbaki wedge product convention; hence dx A dy = dx 0 dy - dy 0 dx.) 
The Darboux lemma states that locally any symplectic manifold is symplec- 
tomorphic to a cotangent bundle, i.e., that there are coordinates (called 
canonical coordinates) in which Sz takes the form (2.1). A diffeomorphism 
which preserves Q is called a canonical map. 
At each point q E P the symplectic form Q induces an isomorphism 
T,P+(T,P)*:XH~~Q:=R(X,.). (2.2) 
Given any function f E C”(P), the inverse mapping to (2.2) defines the 
Hamiltonian vector field X, for f by df = sZ(X/,. ). Then the Poisson bracket 
of two functions f, g E C “(P) is defined to be 
{f, d=W-p Xg,=dfWg)= -&(X,). 
(One easily computes that in canonical coordinates 
{f, g> = c (af/dxk)(adayk) - (af/aYk)(ag/axk).) 
k 
This bracket makes Coo(P) into a Poisson algebra, that is, a Lie algebra of 
functions satisfying the Leibniz rule { fg, h} = f ( g, h} + {f, h } g. A Poisson 
algebra is said to be nondegenerate if {f, g} = 0 for all g implies that f is 
constant. (For simplicity the term “constant” in this context shall indicate 
“constant on connected components of its domain.“) A nonconstant func- 
tion that Poisson commutes with all other functions is called a Casimir; 
thus if a Poisson algebra contains Casimirs, it is degenerate. 
Let V be a closed subset of P; we refer to it as the constraint set because 
such a V often appears as the space of admissible Cauchy data (defined by 
initial value constraints) for the evolution equations of a Hamiltonian 
system. In general V can have singularities and we suppose that it is a 
“variety” in the sense that it is the closure of its smooth points. The 
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Whitney snrooth ( WK’) functions on V are the restrictions to V of the 
smooth (C K ) functions on P, where of course functions which are equal on 
V are identified. 
We define C, V, the tangent cone to V at q E V, to consist of all (one- 
sided) tangent vectors at 0 to differentiable (C’) curves y: C-E, E] + P, 
with y(O) = q and y( [0, E]) E V. The tangent space T, V is the linear span 
of C, V. The tangent cone bundle and tangent bundle of V are 
cv= u c,v and TV= u T,V, 
c/E c. ye b 
respectively. 
For the most part, the constraint sets that we consider in this paper will 
have rather tame singularities. We say that V is locall~v conical at q if there 
is a diffeomorphism $ from some open neighborhood “2 of q to some open 
neighborhood of zero in TyP such that 11/(q) = 0, d$,: T,P --, T,P is the 
identity, and $( Vn “3) = Im($) n C, V; V is locally conical if it is locally 
conical at every point. Of course, a submanifold of P is locally conical. 
(These definitions are due to Patrick [Pat].) Note that for locally conical 
sets, vectors in the tangent cone CV are tangent to smooth curves. That is, 
if the definition of CV were changed to require y to be smooth (Cm,) 
instead of merely differentiable (C’), the tangent cone bundle of a locally 
conical set would be unchanged. 
To study varieties Vz P it is useful to recall some definitions due to 
Dirac [D]. A constraint is a smooth (Cm) function that vanishes on V. 
The set of all constraints is an ideal Z( V) in the algebra Cm(P). A function 
is first class if its Poisson bracket with every constraint is again a 
constraint, i.e., f is first class if and only if {A Z( V) 1 G I( V). By virtue of the 
Jacobi identity, it follows that the set F(V) of all first class constraints is 
a Poisson subalgebra of (C”(P), ( ., }). Constraints which are not first 
class are called second class. If I( V) = F(V), i.e., all constraints are first 
class, then V is said to be first class. 
It is also useful to have an “infinitesimal” version of the definitions 
above, phrased in terms of vector fields rather than functions. First we 
recall some definitions. Let ( W, Q) be a symplectic vector space and U a 
subset of W. The symplectic polar lJy of U is 
u’={wE wJQ(w,u)=O,vuEU}. 
Using polars, we may classify subspaces of W as follows. 
DEFINITION 2.1. U c W is said to be 
(i) coisotropic if U’ S U, 
(ii) isotropic if U” 2 U, 
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(iii) Lagrangian if U A = U, and 
(iv) symplectic or second class if U n U’ = (0). 
Note that a Lagrangian subspace is both isotropic and coisotropic. The 
classification 2.1 extends to a subvariety Vc P by applying it to the tangent 
spaces T, V point by point. 
PROPOSITION 2.2. Let q E V. 
(i) Iff is a constraint, then X,(q) E T, V’. 
(ii) If V is locally conical at q, then every vector XE T, Vy is X/(q) 
for some constraint f: 
(iii) If V is locally conical andf is a first class constraint, then $(q) E 
T,Vn T,V’. 
(iv) If V is coisotropic, then V is first class. 
(v) If V is first class and locally conical, then V is coisotropic. 
ProoJ (i) If f E I( V), then for all YE T, V, 0 = Y[f ] = Q(XJq), Y), so 
that X,(q) E T, V*. 
(ii) Let XE T,V” and set cr=i,O(,. Let JI: %!-r TyP be the local 
diffeomorphism which characterizes V as locally conical, and define 
f =ccot+?. Then 
f(Vn%)=u(1(/(Vn!@))Gcc(C,V)=Q(X, C,V)=O 
because C,V&T,V and XET~V’. Also df(q) = a. Thus the desired 
constraint is g. f, where g is suitable bump function. 
(iii) Since f E I;( V) we have that Q(X,, X,)(q) = 0 for all g E Z( V) and 
q E V. By (ii), this means that sZ(Xj-(q), X) = 0 for all XE T, VI; so X/(q) E 
(T, V’)’ = T, V. The desired result now follows from (i). 
(iv) Let f and g be any two constraints. By (i) and the fact 
that V is coisotropic, Xf(q), X,(q) E T, Vv c_ T, V. Thus {f, g)(q) = 
QCX,, X,)(q) = 0 for all qe K so {f, g> is a constraint and f and g are first 
class. 
(v) This follows immediately from (ii) and (iii). u 
The following simple examples illustrate some of these ideas. 
EXAMPLES 2.3. (a) On R* let .G! = dx A dy and let 
v= {x2- yLoj 
be the constraint set. The only singular point is the origin; Co V is spanned 
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by nonnegative multiples of alay. Clearly V is not locally conical there. But 
V is coisotropic, so by Proposition 2.2(iv), V is first class. Using a theorem 
of Malgrange [Mal, p. 821 and another of Milnor [MI, Lemma 2.51, one 
can show that every constraint is a multiple of .x2 - y3. so the Hamiltonian 
vector field X,- of any constraint f vanishes at the origin. This shows that 
locally conical is necessary in Proposition 2.2(ii). 
(b) Similarly, every constraint for V= (~5 + +~f + y: = yf }is a multi- 
ple of the defining function, so V first class. But T, V is the span of a/ay, 
and therefore is not coisotropic. Thus locally conical is necessary in 
Proposition 2.2(v). 
The space TVn TVy will have a special significance in what follows. Let 
w denote the restriction of Q to TV. Then the kernel of o is 
kerw={XETVIw(X,.)=O}=TVnTV”. 
Similarly, we define the conical kernel of o to be 
cerw=CVnCV”. 
(Note that CV” = TV”.) We shall say that a constraint set V is strong/q 
coisotropic at q if T,, V’ c C, V. Observe that strongly coisotropic implies 
that ker w =cer w. Example 3.2(a) below shows that coisotropic and 
strongly coisotropic are distinct. If V is a manifold, coisotropic implies 
strongly coisotropic (because T,, V = C, V). 
Now we turn to group actions and momentum maps. Suppose G is a Lie 
group acting symplectically (canonically) on P; that is, the action preserves 
Q. Let g represent the Lie algebra of G and g* its dual Lie algebra. For 
each 4 E g let tp be the generator on P of the action of the one parameter 
subgroup determined by 5; that is, 
tp(q) = Gev(tt) .ql/do. 
For u E g* and 5 E g, let ((0, 5)) represent the evaluation of u on 5. A 
momentum map p for the action of G is a mapping p: P + g* such that for 
each 5 E g, the function pLi: P + R: q I-+ ((p(q), 5)) has as its Hamiltonian 
vector field 5,. There is a natural action of G on g*, the coadjoint action 
(Ad,*-,). A momentum map p is said to be equivariant (with respect to the 
action of G on P and the coadjoint action of G on g*) if the following 
diagram commutes. 
P 
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There are various conditions which ensure the existence of an equivariant 
momentum; see, e.g., [AbM] or [GS]. In this paper we shall always 
assume that an equivariant momentum exists. The ideal of C” functions 
on P generated by the components of p will be denoted by I(p). 
The set (p = p,, (a constant)}, especially with pLo = 0, appears as a con- 
straint in many Hamiltonian systems, for instance in general relativity and 
gauge theory. (For a general discussion of when this phenomenon occurs, 
see [GIMMSY].) We shall call V= V(p) =p-‘(0) the constraint set. At 
each point q E V, we shall call ker dp the Zariski tangent space at q. (Note 
that this definition emphasizes the defining functions, i.e., the components 
of p (and the ideal that they generate), whereas the usual definition of the 
Zariski tangent space focuses on the variety V (and its ideal). Thus by our 
definition, if P = R2 with coordinates x, y and p = y2, then the Zariski 
tangent space is two dimensional. If p = y, then the Zariski tangent space 
is one dimensional, even though the set V is the same as in the previous 
case.) The tangent cones and spaces C, V, T, V, CV, and TV are defined as 
above for general constraint sets. 
(We remark that requiring p0 = 0 is not a serious restriction. There is a 
standard procedure for transforming a nonzero constraint set into a zero 
level set for a momentum map on a larger space. The basic idea is as 
follows. Suppose the momentum p is set equal to p0 ~0. The orbit G . p0 
of cl0 under the coadjoint action is a symplectic manifold. Consider the 
product of P with this orbit. If the sign of the symplectic form on the orbit 
is chosen properly, the obvious action on the product has momentum 
fi = p - (the identity on the second component). Then fi - ‘(0) is locally dif- 
feomorphic to the product p-‘&) x G .pO; the orbit spaces fi-‘(0)/G and 
~--‘(~,,)/GPO coincide, where G,+ is the isotropy groups of p. under the 
coadjoint action. See [Ar, Sect. 41 for more details; see also [GS, 
Sect. 261.) 
In many important examples the symplectic manifold P has additional 
structure making it an almost Klhler manifold. The additional structure 
consists of a Riemannian metric ( , ) and at each q E P an almost 
complex structure J: T,P + T,P (J’(X) = -X), such that 
<x y> = fax, 4 Y)). (2.3) 
For any subset S E T, P, the metric orthogonal complement of S is 
S’ = (XE TqPl <X, Y) =0 for all YES}. 
Then by (2.3), JI(S’-)=S”. It also follows from (2.3) that the metric and 
symplectic form are J-invariant. Note that an automorphism cp of the 
almost Kihler structure is both a canonical transformation and an 
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isometry, and that dq and J commute. (For further discussion of almost 
KChler manifolds, see, e.g., [KN, Sect. 1X.241.) 
Any symplectic manifold admits an almost Kahler structure [W77, p. 81. 
Suppose that G is a compact group’ of canonical transformations. We now 
show that the almost Kahler structure may be chosen to be G-invariant. 
First take any Riemannian metric on P and average over the group to 
obtain a G-invariant metric ( , )i. Define a (G-invariant) skew-adjoint 
operator K by Q(J’, Y) = (K(X), Y) , . The (G-invariant) polar decomposi- 
tion of K is K = RJ, where R = m is positive definite symmetric and 
J = R- ‘K is orthogonal. One computes (cf. [W77, p. 83) that J is an 
almost complex structure and that (X, Y) := (RX, Y), satisfies (2.3); by 
construction, the almost Kahler structure is G-invariant. 
Given a G-invariant almost Kahler structure, we define the gradient ofp 
at q E P to be the (unique) linear map VP: g -+ T, P such that 
<VP(~), X> =44X) for all <Eg and XE T,P. 
It follows immediately from the definitions that 
5, = -J VP(<) for all 5 E g, 
(2.4) 
(2.5) 
and hence that 
(kerdp)“=J(imVp)= T,(G.q), (2.6) 
where im VP is the image of VP and G .q is the orbit of q. Let G, represent 
(the connected component of the identity of) the isotropy group for qE P, 
and gy its Lie algebra. It follows immediately from (2.5) that ker(Vp) = g,. 
THE STANDARD EXAMPLE 2.4. Let P= @” with the hermitian metric 
h = cj dz, @ dT,, viewed as a real 2m-dimensional manifold with coor- 
dinates xi, . . . . x,, .v,, . . . . y,, where xi + i~v = z~. The almost complex 
structure J is of course “multiplication by i”: J(c?/ax,) = alay,, J(a/13y,) = 
--a/ax,. The metric ( , ) and symplectic form Q are given by the real and 
minus the imaginary parts of the Kahler form of h: 
( , )=(1/2)x (dzj@dFj+d5j@dzj); !2= (i/2) 1 dz, A d?,. (2.7) 
i .i 
Any subgroup G of the unitary group U(m) is a group of automorphisms 
and has a unique equivariant momentum ,U which vanishes at the origin. 
The components of p are given by 
PC = (42) 1 5jkFjzk, 
i. k 
(2.8) 
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where t=(tjk)=(-lkj) is a complex m x m matrix in g. The momentum 
map is homogeneous quadratic, so the constraint set V= p- ‘(0) is a cone; 
in fact if we identify C” with TOeM, then V= C,, I’. Thus V is clearly locally 
conical at the origin. The Zariski tangent space at the origin is 
ker & ( 0 = C”. The tangent space T, V is complex (and therefore symplec- 
tic) because iV= I’. Suppose that r,, I/ has (complex) dimension n that is 
strictly less than m. Then coordinates may be chosen so that 
T,V= {X~T,C”(dz,(X)=0,n<k~m}. 
But using the identification Vx Co Vc T,, I’, 
VC (zk =O,n<k<m). 
In real coordinates formulas (2.7) and (2.8) become 
< > >=I w;+dy;), J-22=1 dxj A dy,, 
j j 
and 
p’ = -(1/2) 1 {Ajk(XjYk-XkYj)+Sjk(XjXk +YjYk)>, (2.9) 
j.k 
where A, = Re([,,) = -A, and S, = Irn(tjk) = S,. When S = 0, the 
action generated by [ is said to be real because it preserves the real 
subspace % = ( y = O}; if we identify @” in the canonical way with T*%, 
a real action is the lift of its restriction to X. 
3. GEOMETRIC REDUCTION IN GENERAL 
Let (P, Q) be a symplectic manifold, Y a closed subset of P, and o the 
restriction of 52 to TV. We want to understand what it means to “reduce” 
the pair (V, w). Our main interest is in the reduction of symplectic 
manifolds with symmetry, i.e., when V is the zero level set of a momentum 
map for the symplectic action of a compact Lie group on P.’ To set the 
stage for this, however, we first outline in this section how reduction should 
go in a more general setting. 
In principle, a reduction of (V, o) should yield a topological space f 
together with a family I@‘(P) of “smooth” functions on p which inherits 
the structure of a Poisson algebra. We work with Poisson rather than 
symplectic structures on the reduced space P since it is easier to push 
contravariant objects down to p; furthermore, it can happen that these 
reduced Poisson structures do not arise from symplectic forms on the 
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reduced space. However, as we shall see, it is sometimes impossible even to 
obtain a reduction in the above sense. 
We begin by recalling how reduction proceeds in the “regular” case. 
We shall call V regular if all the following conditions hold: (i) V is an 
imbedded submanifold of P; (ii) o has constant rank on TV (so that w  
is a presymplectic form on V); and (iii) the involutive distribution ker o is 
fibrating (so that the leaf space P= V/(ker o) is a (Hausdorff) manifold 
and the projection 7~: V + p is a submersion). Then a standard argument 
[GS, Theorem 25.21 shows that there exists a unique symplectic form 6 on 
P satisfying n*Li, = o. The reduction of ( V, w) is then the symplectic 
manifold ( p, &) and the corresponding reduced Poisson algebra is Cm( P) 
with the Poisson bracket that is associated to 6. 
In the “singular” case, i.e., when any of these three conditions fail to 
hold, reduction in the above sense will not be well defined. Various defini- 
tions of reduction are possible, depending upon which aspects of the theory 
are considered primary. (Of course each such definition should agree with 
regular reduction when both apply.) Below we present two such definitions 
(following [ Sn83] ). Other possibilities are investigated in [ Wi]. 
The first type of reduction we shall consider is based upon the notion 
of an “observable.” Following Dirac [D], we call a function on P an 
observable iff its Poisson bracket with each first class constraint is again a 
constraint, i.e., h E Cm(P) is an observable if and only if {h, F(V)} c Z( V). 
Dirac emphasized observables (rather than the points in V, which are 
states) because observables represent measurable quantities. (The condition 
{h, F(V)} = 0 on V is essentially a gauge invariance condition.) The set 
cOg( V) of observables forms a subalgebra of the associative algebra 
C”(P), but not necessarily a Poisson subalgebra unless, for instance, V is 
first class, in which case this follows directly from the definitions and the 
Jacobi identity. Always F(V) c OB( V). 
Now define an equivalence relation m on V by q - p iff h(q) = h(p) for 
all observables h. In essence, this Dirac reduction takes two states q, PE V 
to be physically equivalent iff they cannot be distinguished by observables. 
The corresponding reduced space is P= V/W, and the set l%‘(v) of 
“smooth” functions on P is identified with the quotient OW( V)/Z( V). Let 71: 
V + P be the canonical projection. 
In the case when Og’( V) is a Poisson subalgebra of (C”(P), { ., . }), we 
may try to define a Poisson bracket [ .,.I on tim( p) as follows: for A, 
LE am(g) and GE p, set 
ch m) = {k k}(q), (3.1) 
where h and k are any observables representing fi and I;, respectively, and 
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qEx-‘(6). This definition will make sense provided the right hand side of 
(3.1) is independent of 
(i) the choice of extensions /r and &, and 
(ii) the choice of qEn-‘(q}. 
The first condition will be satisfied if and only if V is first class. (This is true 
even if I/ is regular; see for instance Examples 7.5(a-b).) Basically, the 
problem is that otherwise second class constraints will be representatives of 
zero in 09( V)/Z( V) that have nontrivial Poisson brackets. When V is first 
class, Oa( V) is a Poisson subalgebra; then condition (ii) follows automati- 
cally. Thus we have proved the following result. 
PROPOSITION 3.1. The Dirac reduction procedure yields a Poisson 
algebra if and only if the constraint set V is first class. 
When V is second class, the Dirac reduced space may have a symplectic 
structure, but the Dirac procedure fails to produce that structure; for exam- 
ple this happens when V is a symplectic submanifold. Such is the case in 
Example 7.5(b): V = @” c C”+ ‘, P= V, all (smooth) functions on V are 
observables, and w  = 52) y gives the symplectic structure on I? But the 
Dirac procedure fails because the zero function on V can be extended to be 
two variables (xi and y,) with nonzero Poisson bracket, producing the 
nonsensical result [0, 0] = 1 in (3.1). Here this problem can be circum- 
vented by introducing “Dirac brackets” (cf. [Sn74]); but when V is 
singular, the construction of the Dirac brackets may break down. 
Of course if V is singular but first class, by Proposition 3.1 the Dirac 
reduction needs no such repairs. A typical example is Example 7.6(a), 
angular momentum in the plane. The Dirac reduction in this case yields 
C/Z*, where h2 acts by reflection through the origin and the symplectic (and 
differential) structure is inherited from @. But consider Example 7.7(a), 
which is singular and second class. This example yields spaces V and P 
symplectomorphic to those in Example 7.6(a), but in 7.7(a) the Dirac 
procedure does not give a well-defined Poisson bracket. 
Since (V, o) is the same in both examples, one expects reduction to work 
the same way in each. This suggests that one should search for a reduction 
procedure which is more geometric in character than that of Dirac. We 
now describe such a geometric reduction; it places primary emphasis on the 
symplectic aspects of the problem and is closest in spirit to how one 
reduces in the regular case. In particular it is well defined when V is regular 
and gives the same result as “regular” reduction. We will show below (Sec- 
tion 5) that geometric reduction is well-defined whenever V is the zero set 
of a momentum map for a compact group action (as in Examples 7.5-7.7). 
Declare two points q, p E V to be equivalent, q N p, iff q and p can be 
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joined by a piecewise smooth integral curve of cer o. The geometric 
reduced space is then p= V/ 2: and we take I@=(P) (the “smooth” func- 
tions on p) to be those Whitney smooth functions f on V which satisfy 
(cer w)[p] = 0. (3.2) 
Now we attempt to construct a Poisson bracket on I@“(p) by first 
constructing Xt, the “w-Hamiltonian vector field ofl” for f~ pa(P). Let 
f be any smooth extension of p to P. We cannot simply use X,( y for Xj, 
because X,-l I, may not lie in TV. (This can happen, for instance, if V is 
second class.) So suppose there exists a section X7 of TV such that 
4q, Y)= YCfl (3.3) 
for all YE TV. Note that Xi may not be unique, but the ambiguity lies in 
ker o. Now the reduced Poisson bracket [ ., ‘1 on I$‘%( p) is given by 
(3.4) 
To make sense of (3.4), it must first be shown that there exists such an 
X, in TV at every point x E V. Then it must be shown that [ ., .] defines a 
bracket on I@‘“(p), i.e., that [j; S] is a Whitney smooth function on V 
satisfying (3.2). Finally, it must be shown that [ .,.I is indeed a Poisson 
bracket. If V is regular, cer o = ker o, and it is straightforward to show 
that the geometric reduction with Poisson bracket exists and agrees with the 
“regular” reduction. In the singular case problems may occur, as illustrated 
in the following examples. 
EXAMPLES 3.2. (a) Let V= (s2 =.x2 + y’, t =0} G R4, with symplectic 
form Q = dx A dy + ds A dt. For q #O, ker o, = (0). At the origin, 
C,V= V while T,V= {t=O); thus 
but 
T,V S C,V. 
(That is, V is coisotropic but not strongly coisotropic at the origin.) Also 
cer o0 = (0). 
As cer o = 0 everywhere on V, P = V and em( P) = Wm( V). Now 
consider the function S = sJ “. There can be no o-Hamiltonian vector field 
X, because w,, = dx A dy on T,, V. Thus the Poisson bracket on P is not 
defined at the origin. 
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(b) Even if the bracket is defined pointwise, it may not yield a 
smooth function. For example, if we choose V= {(x2 + y2)(s2 + t2) = 0} 
with Sz as above, then cer w  is trivial everywhere (so that V is globally 
second class). Thus in particular the functions x and y give rise to elements 
i and j in pm(P). Now [a, j] = 1 everywhere on the x, y-plane, but 
vanishes at points (0, 0, s, t) provided (s, t) # (0,O). Thus [a, j] is not even 
continuous at the origin! This example is due to D. Wilbour. 
This sort of pathology cannot arise if V satisfies certain additional 
requirements. In Section 5 we shall show that in the case V= p-‘(O) for a 
compact group action, the geometrically reduced space and Poisson 
structure are well defined. In the general case we have the following. 
PROPOSITION 3.3. If V is strongly coisotropic and locally conical, then the 
geometrically reduced Poisson bracket exists. 
Proof. Let j; g E pm( t’), and let f and g be any extensions of ji and 6 
to P. Since V is strongly coisotropic, (3.2) implies 
TV”[f] = 0 and TVY[g] =o. (3.5) 
Thus X,, A’, E (TV”)’ = TV, and we may take Xf = x,1 “, X, = Xgl “. 
Then 
This also shows that [x g] is Whitney smooth and that [.,-I has all the 
properties of a Poisson bracket. 
It remains to show that [j: g] satisfies (3.2) at any q E V. Let YE 
* (cer oJq, then by our assumptions and Proposition 2.2(ii), (iv) there is a 
first class constraint h such that X,(q) = Y. Now 
YCCJ tm(4)=&ctL dlb?) 
= i CL g>, V(q) 
= - 1 {h, f>, g)(q) - {k, 6-v fl(q) 
by the Jacobi identity. But, since h is a constraint, X,, ( y E TV’ by Proposi- 
tion 2.2(i), and so {h, f> = - X,[f] vanishes on V by (3.5). Thus {h, f } 
is a constraint, i.e., vanishes on V. Exactly the same argument shows 
that {{A, f), g>, and similarly {{g, h}, f}, vanish on V, so 
YCCJ 81X4)=0. I 
Thus, for instance, geometric reduction is guaranteed to work in 
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Example 7.6(a) and, as we shall see (cf. Proposition 3.6 and also Section 5) 
it yields results equivalent to those obtained via Dirac reduction. We 
emphasize, however, that the hypotheses of Proposition 3.3 are by no 
means necessary for the geometric reduction procedure to work. (For 
instance, V may be regular and not coisotropic.) Geometric reduction 
in fact works and gives the expected results in Example 7.5(a), (b); 
moreover, it is also applicable to the singular Example 7.7(a) and-by 
construction-produces the same results as in Example 7.6(a). 
We now turn to a comparison of the Dirac and geometric reduction 
procedures. We begin with 
EXAMPLE 3.4. The irrationalflow on T*T’. Lift the irrational flow on 
the torus T2 to the cotangent bundle T*T2 and let p be the usual momen- 
tum map for this cotangent R-action. Then V=/K’(O) z T* x R is a 
coisotropic submanifold and the geometric reduced space p can be iden- 
tified with (T’/R) x R. But as the leaves of ker o (which in this case are just 
the orbits of the R-action) are recurrent in the T2-factor, we find that 
tim( P) z C”(R) and that the induced Poisson bracket is trivial. 
This example illustrates that even when both reduction procedures 
“work,” they do not necessarily have the same results. Indeed, the Dirac 
reduced space here can be identified with just R; the non-Hausdorff factor 
T2/R does not appear. However, in this example the two reduced Poisson 
algebras coincide. These phenomena suggest that it is the reduced Poisson 
algebra and not the reduced space itself that is of primary significance. In 
certain cases we may make these observations more precise. 
LEMMA 3.5. (i) Suppose that V is locally conical. If a function h E C “(P) 
satisfies 
(ker w)[h] = 0, (3.7) 
rhen h E Og( V). 
(ii) Suppose V is first class (so that the Dirac reduced Poisson bracket 
exists) and in addition V is locally conical. Then a function h E OB( V) ly and 
only if (3.7) holds. 
(iii) If the geometric reduced Poisson bracket (3.4) exists, then h( c’ = 
LE pW( P) if and only if (3.7) holds. (Thus ker co may be substituted for 
cer w  in (3.2).) 
Proof: (i) If V is locally conical, then by Proposition 2.2(iii), for any 
first class constraint A X, E ker o. Thus (3.7) implies (h, f } ( ,, = 0, so h is 
an observable. 
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(ii) If in addition V is first class, Proposition 2.2(ii) shows that for 
each YE (ker w)* there exists an f E F(V) such that X/(q) = Y. Thus for any 
observable h, 
YChl(q) = XfChl(q) 
={hf)(d=O, 
so (3.7) holds. 
(iii) This follows immediately from (3.3) by choosing YE ker o. 1 
PROPOSITION 3.6. Suppose that V is locally conical. 
(i) If V is first class, then q ‘v p implies q N p. 
(ii) If V is strongly coisotropic, then the Dirac and geometrically 
reduced Poisson algebras exist and coincide, 
Proof (i) It suffices to consider the case when q and p are joined by a 
smooth integral curve of cer o. (For the general case, apply the following 
argument step-by-step on each smooth component.) But then the desired 
result is automatic in view of Lemma 3.5, since observables are constant 
along integral curves of cer o c ker w. Part (ii) follows from the definitions, 
Propositions 2.2(iv), 3.1, 3.3, Lemma 3.5, and a comparison of (3.1) and 
(3.6). I 
Remarks 3.7. (i) The hypothesis that V is first class is stronger than 
necessary in Lemma 3.5(ii) and Proposition 3.6(i). It suffices to have ker o 
spanned by Hamiltonian vectors of first class constraints at each point. (ii) 
Note that Proposition 3.6(ii) may hold even when the Dirac and geometri- 
cally reduced spaces are different, as in Example 3.4. (iii) Finally, we 
observe from Example 3.4 that when the (Dirac or geometric) reduced 
Poisson bracket exists it need not be nondegenerate, contrary to the 
regular case. Of course, such a Poisson bracket can never be associated 
with a symplectic structure on the corresponding reduced space. 
Although our discussion of the geometric and Dirac reduction proce- 
dures is far from complete, the results we have presented are the best we 
have obtained using purely geometric hypotheses. We will be able to get 
much sharper results once we include other structures, viz., group actions 
and momentum maps, in our analysis. 
4. NORMAL COORDINATES FOR THE MOMENTUM MAP 
This section gives several technical results needed in the sequel. The main 
ideas may be paraphrased as follows. For an equivariant momentum map 
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for a compact group action, ’ coordinates are constructed in which P is 
locally the product of three subspaces on which the momentum p restricts 
to the momentum for Example 2.4, a linear map, and the zero map, respec- 
tively. The images of the two nonzero restrictions are complementary (in 
the dual Lie algebra). Each of the restrictions gives a map on (a 
neighborhood in) P by composition with projection onto the subspace. 
Define a map M to be the direct sum of these three restrictions. Then ,u and 
A4 have the same zero set (in the coordinate neighborhood). Furthermore 
the ideal of functions vanishing on that zero set is equal to the ideal of 
functions generated by the components of p if and only if it is equal to that 
generated by the components of M. Thus p is “morally equivalent” to M: 
the equations M= 0, which decouple with respect to the three subspaces, 
give correct intuition about the equations p =O, even though the latter 
generally do not decouple. Thus the Standard Example 2.4 is the only 
example one need study in order to understand reduction locally. 
The required “normal coordinates” are constructed in Theorem 4.1. 
Corollaries 4.2, 4.3, and 4.4 describe the geometry of the constraint set 
V=pL’(0) in the normal coordinates; these results will be used to study 
geometric reduction. Theorem 4.5 and its Corollary 4.6 establish the 
relationships among the ideals; these results are needed to study the 
algebraic reduction described at the end of Section 5. 
Theorem 4.1 is implicit in the momentum map reconstruction results of 
Guillemin and Sternberg [GS, Sect. 261, and extends the normal coor- 
dinates given in the compact group case of Theorem 4.3 of [Ar]. The pre- 
sent proof is based on constructions in [Ar, ArMM81], but yields more 
explicit formulas which we shall find useful and is simpler in that it avoids 
the “Kuranishi map” used in the latter two references. Central to these 
explicit formulas is the action of the (infinitesimal) isotropy group. Thus 
the results obtained here are complementary to those of Marle [Mar], 
who derived action angle-variables at points with trivial infinitesimal 
isotropy. 
Let G, represent the identity component of the isotropy subgroup 
{g E G / g. q = q). We require the existence of an almost Klhler structure 
on P which is invariant under the G-action. Several constructions needed 
in the proof below must be invariant under the action of G,, so we also 
require G, to be compact. (Of course if G is a compact group of symplec- 
tomorphisms, then G, is compact and as in Section 2 we can construct an 
invariant almost Kahler structure.‘) 
For instance the compactness of G, allows the following decomposition 
of g*. The inclusion of gq + g induces a projection, call it rr: g* -+ g:. Con- 
struct a metric on g* which is invariant under the coadjoint action of G, 
(by averaging over the orbits) and identify gt with the orthogonal comple- 
ment of ker rt. Let h be the subspace of g on which gf, as a subspace of 
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g*, vanishes. Then g = gy 0 Ij. (Of course in general h is not a Lie algebra.) 
We may identify h* with ker X; thus we have 
g*=g4*ob*, (4.1) 
where the direct sum is orthogonal. Note that the G,-action on P (induced 
by the inclusion G, -+ G) has a momentum p,, = KO~. 
THEOREM 4.1 (Existence of Normal Coordinates). Let P be an almost 
Kiihler mantfold, G a Lie group of automorphisms of P, p a G-equivariant 
momentum map on P, and q E V= p-‘(O). Assume that the identity compo- 
nent G, of the isotropy subgroup {g E G 1 g. q = q f is compact. Let II,, 
02, ..., vd be a basis for g$ and I,, J2, . . . . I, a basis for IJ*. (Thus by (4.1), 
Ol, O2, . . . . Od, &, 12, . . . . A, gives a basis for g*.) 
(A) Then there exists a local coordinate system (x, y, s, t) = 
t-x 1 > . . . . x,, y,, *.., y,, Sl, . . . . se, t1, . . . . t,) on a neighborhood % c P of q such 
that (x(q), y(q), s(q), t(q)) = (0, 0, 0, 0) and the following conditions (l), (2), 
and (3) hold. The coordinates (x, y, s, t) will be called normal coordinates 
centered at q. 
(1) Let z represent the pair (x, y) and 
b=((z,s,t)E%s=t=O}. 
The “- ,-plane” 9’ is a G,-invariant symplectic submanifold of S! which shall 
be called the linear reduced space. Moreover if R2” is given the almost 
Ktihler structure of Example 2.4 then the coordinate map z: 9 + R2” is 
canonical and there is a linear representation p: G, -+ U(m), where U(m) is 
the unitary group, such that the diagram 
commutes for all g E G,. Let uLqS(z) = uqs(x, y) be the equivariant momen- 
tum map of the G,-action on 9. From Example 2.4 it follows that 
P qg = -i $I f {A~(XiY;-xjyj)+S~(xixj+yiyj)}v,. (4.2) 
or=1 i,j=k 
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(2) On @ the momentum u takes the form 
p(z, s, t) = Ad* (4.3) 
Here [” is a basis for b c g dual to the 2, basis for b*, exp is the exponential 
map from g into G, and Ad*[g] indicates the roadjoint action of gE G 
on g*. 
(3) The sets {(z,s, t)lz=z,, s = s,,> c J@ are each contained in a 
single orbit. 
(B) Thus for each (z, s, t)E@ the following are equivalent: 
(i) ~(2, s, t) = 0, and 
(ii) s=O andu,(z, 0, O)=u,,(z)=O. 
(C) I f  q E F n V, there e.uists an analytic change of coordinates from 
normal coordinates centered at q to normal coordinates centered at 4. 
Remark. While x and y are canonically conjugate variables (not only 
on .Z, as condition (1) requires, but also on a), s and t in general are not 
canonical. In fact it is probably impossible to choose canonical s and t to 
satisfy condition (2) except in special circumstances, e.g., when G is abelian. 
Proof The proof is divided into steps. Step 1 uses the equivariant 
Darboux lemma to identify P and TyP near q. Step 2 recalls a G,-invariant 
splitting of T,,P; linear coordinates on one component of the splitting give 
the z = (x, y) coordinates. In Step 3 the “regular part” of p is used to define 
the s coordinates. Step 4 uses the group action to define the t coordinates 
and checks (3). Step 5 verifies conditions (1) and (2) and proves (B), and 
step 6 proves (C). Unless stated otherwise all derivatives are evaluated at 
9. 
Step 1. The symplectic form Q on P makes TyP into a symplectic 
vector space. Because G, is compact, by the equivariant Darboux lemma 
[W77, p. 241 there are neighborhoods OP? c P of q and %” c T, P of 0 and 
a canonical transformation cp: O&r V, with dqy = identity, so that the 
diagram 
commutes for all gE G,. Regard T,,Pr [W2’m+k) as C)m+k by identifying 9 
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with multiplication by i. Since P is almost Kahler, dg is unitary. Shrinking 
W if necessary to a suitable ball centered at the origin, and & to cp-‘(W), 
we may assume % is G,-invariant. Note that the momentum for the 
G,-action on % must be the pullback of the unique equivariant momentum 
for G, on T, P which vanishes at the origin (since q E pL- ‘(0)). 
Step 2. Recall from Section 2 the gradient VP: g + T,P. 
LEMMA (“Moncrief’s Decomposition”). 
T,P=kerd~nJ(kerd~)@imV~@J(imV~). (4.4) 
The direct sum (4.4) is orthgonal, the first summand is symplectic, and each 
of the last two is isotropic. 
Proof: An exercise in the properties of p, VP and the almost Klhler 
structure. See also [ArFM]. 1 
Remarks. If q is a regular point of CL, then the standard reduction 
described at the beginning of Section 3 applies, and the first summand in 
(4.4) may be identified in a natural way as the tangent space to the reduced 
space at q; hence the name “linear reduced space.” Note that by (2.6), the 
last summand J(im VP) is T&G. q), the tangent space to the orbit of q. The 
direct sum of the linear reduced space and the orbit space T&G. q) is the 
Zariski tangent space ker dp. 
Of prime importance is the following fact: by (2.6) and the G-invariance 
of the metric, each summand in (4.4) is a G,-invariant subspace of T,P. 
The action of G, on the linear reduced space, a complex subspace of T,P. 
The action of G, on the linear reduced space, a complex subspace of 
T, P z C”, is unitary, while the action on the complementary complex sub- 
space (im VP)@) (J im VP) is unitary and real, since it preserves the 
individual direct summands. 
Let e,, . . . . e,, e”,, . . . . zk, be an orthonormal basis over @ for T,P with 
C-span(e,, . . . . e,)=kerdpnJ(kerdp), 
and 
IW-span(f?, , . . . . Pk) = im VP (4.5) 
as complex (respectively real) vector subspaces of T,P. Let (x, y, u, u) = 
(x 1, ..a, x,, Y,, S.-v Ym,  Ul, ..*, u/c, 01, .a., uk) be the coordinate system on % 
obtained by pulling back the coordinates on T,P dual to the real basis 
(e 1, . . . . e,, Je,, . . . . Je,; e”, , . . . . t,, Je”,, . . . . Jdk). Let pq be the momentum 
for the action of G, on P. Using the observations preceding (4.5) and the 
607/79/l-5 
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Standard Example 2.4, we see that every component ((p,, l)), where 5 E gy , 
takes the form 
((PL/T 4))= -f  , f  {Aii(xiyj-xiYi)+Sii(xixj+Yiyj)} 
1./= I  
- ;  i A",(UiUj -z4,ui). 
,./= 1 
(4.6) 
(There is no 3 term because the G,-action on the (u, u) space is real.) 
Step 3. Let rc,,: g* -+ h* indicate projection onto the second factor in 
(4.1), and let p,, = rc,, 0 p. The defining properties of ,n and G, imply that & 
is regular at q. If we restrict ph to q-i(im(Vp)), even more is true: 
d/d = nh 0 dp) is bijective on im VP, as follows. Let {E g, [E h. Then 
((44Vd;)l, i)) = ((4dVAS)I, i)) = Q(ipt V/45)) 
= (J1,? V/45)) = (VP(i), V/45)), 
where the last equality follows from (2.5). Thus dph[Vp(r)] =0 only if 
VP(~) = 0. As gy = ker VP, it follows that dph is bijective on im(Vp). Note 
that this implies k = e. Now define 
s, = (h ia)) = (bh, i”)), (4.7) 
shrinking u11 if necessary so that (x, y, s) are independent. 
Step 4. By the preceding steps, we have coordinates (z, s, u) on @‘, 
where z= (x, y). Let 
(4.8) 
(so labelled because it is a near slice for the G-action at q). By (2.6) the last 
summand in (4.4) is tangent to the orbit of q, so the map 
is a local diffeomorphism near q. (For more discussion of the near slice and 
the map $, see [Pal61].) Let zz be projection onto the second factor of 
Y x h, and define t, = 1, 0 rrz 0 $-i (again shrinking % if necessary so that 
(x, y, s, t) are coordinates). Condition (3) follows immediately. 
Step 5. It is now straightforward to verify that conditions (1) and (2) 
hold. Note that by the construction in Step 4, Y = {t = 0) = (u = 0). Thus 
on 9 c Y, the second sum in (4.6) vanishes; so pLy restricted to 3 depends 
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only on z and equals pLy9, as in (4.2). By (4.8) (and the fact that the 
(z, U, v) coordinates are canonical), 
m 
i-21, = 1 dxi A dyj; 
j=l 
in particular this means 9 is symplectic, and z is canonical. Thus the 
G,-action preserves %” and the diagram in (A) commutes. 
By the construction of the functions s,, p,, = C, s,& on 9’. Let r be any 
point of Y with coordinates say (x, y, s). By the construction of the t,, if 
g= exp(C, t,[“), g .r has coordinates (x, y, s, t). Then (4.3) follows by the 
equivariance of p. The equivalence of (i) and (ii) is immediate from (4.3) 
and the fact that the Ad*-action is an isomorphism of g*. 
Step 6. Now suppose we construct normal coordinates centered at 
q~ d n V, as in Steps 1 through 4. It is not clear that the normal 
coordinates centered at q and q will be analytically related, because 
the equivariant Darboux construction in Step 1 may not be anaytic in 
(x, y, s, t). To avoid this problem, we first start to construct normal coor- 
dinates in 9 centered at 4 for the G,-action on 9 as follows. Define 
4: 3’ --) T,E: r c* (dq,)-’ (q(r)- q(g)), 
where the vector space T4P is identified with its tangent space at 4 in the 
usual way. Then @ is canonical, with dcjjg =identity. From the fact that 
dgocp=goog for gEGy, it follows that dgo@=@og for gEGgsGq. Now 
use @ and Moncrief’s Decomposition (4.4) for TG2Z in terms of pLq9 to 
define coordinates (2, J, ii, v”) on 9’ as in Step 2. As @ is essentially a trans- 
lation, these coordinates depend analytically on z = (x, y). Define s” to be 
the components of pyz which have independent differentials at 4, as in 
Step 3; by (4.2), s’ is analytic in z. 
The functions (2, J, 5, v’) give coordinates for Y. Extend these functions 
to %! to be indepenent of s and t, and then combine the s” and s coordinates 
into one set of coordinates which we collectively denote by ?. Let 9 = 
{v”=O,t=O}. Define 5 to be the subspace of g annihilated by g8, and 
define a diffeomorphism 5 and coordinate ? replacing the pair (o”, t) as in 
Step 4. (To see that $ is a diffeomorphism near 4, use (A3) for the normal 
coordinates centered at q as well as (2.6) and (4.4) for the G,-action on 9.) 
By (4.3), p and therefore the G-action are analytic in (x, y, s, t), so I will 
be, also. Verification of (Al-3) and (B) for (2, j,5, I) follows as before, so 
we have normal coordinates centered at 4 which are analytically related to 
those centered at q. 1 
On the near slice Y = {(z, s, t) E 9: t = 0}, (4.3) reduces to 
p=/&zr +I sd,. 
a 
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Thus ,uI .‘p is the direct sum of decoupled homogeneous quadratic and linear 
functions, as in [Ar, Theorem 4.31. We also recover the quadratic 
singularity results of [ArMM8 1 ] in the following corollary of Theorem 4.1. 
COROLLARY 4.2. Assumptions and notation are as in Theorem 4.1. Then 
V n @ is conical in the normal coordinates (so V is locally conical ). Specify- 
tally, V is locally diffeomorphic to 
/l;>(O) x {(z, s, t) E uI1: z = 0 = s}. 
The first factor is a quadratic cone, symplectomorphic to the zero set of the 
Standard Example 2.4. 
Proof: Immediate from Theorem 4.1(B) and Example 2.4. 1 
In our study of reduction in Sections 5 and 6 we will need several more 
consequences of Theorem 4.1. 
COROLLARY 4.3. Assumptions and notations are as in Theorem 4.1. 
Recallfrom Section 2 that T, V is the tangent space at q to the constraint set 
V. Note that the near slice Y defined in (4.8) is orthogonal to the orbit G. q 
of q, and from (4.4) that TyY = ker dp 0 J. If T, V = ker dp, then 
T,V=T,VnT,Y@T,(G.q), (4.9) 
that is, the direct sum of the linear reduced space and the tangent space to 
the orbit of q. If T, V is not equal to ker dp then Moncrief’s splitting (4.4) 
may be refined as 
T,P=T,VnT,Y@SCC~imV~@T,(G~q), (4.10) 
and (4.9) still holds. Here, SCC is the metric orthogonal complement oj 
T, Vn T,Y within the linear reduced space. (The component “SCC” is so 
labelled because of its relation to the second class constraints; see 
Proposition (5.2) below.) Furthermore by a linear change in the 2 
coordinates, the normal coordinates may be chosen so that 
T,V=(X~T,,PIdz,JX)=O,rt<k<rn,andds(X)=O}, 
where 2n = dim( T, V n T, 9). Then 
Vn%dc {(z,O, t)EOU)zk =O,n<k<m). 
The first summand in (4.9) and the first two summands in (4.10) are 
J-invariant and therefore symplectic. 
Proof If T, V= ker d,u, then (4.9) is immediate from (4.4) and the 
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definition of the near slice Y. If T, V# ker dp, then (4.9) and (4.10) follow 
from the definition of XC. The remaining results are immediate from 
Theorem 4.1, Example 2.4, and Eq. (4.4). 1 
Recall that wq is the restriction of the symplectic form 52, to the tangent 
space T, V. 
COROLLARY 4.4. Assumptions and notation are as in Theorem 4.1. Then 
cer o, = ker og = J(im VP) = T,( G . q). 
(In particular if V is coisotropic then it is strongly coisotropic.) 
Proof. Since by Corollary 4.3 T, Vn T,Y is sympletic, (4.9) implies 
that ker o, E T,(G .q). On the other hand, a((,, X) = d,t(X) = 0 for all 
XE T, V and 5 E g, so that T,(G . q) E T, V’. Since clearly T&G . q) E C, V, 
the corollary follows immediately from the definitions of Section 2. 1 
To complete our claim that the standard example is essentially the only 
example that need be considered, we need the following theorem and its 
corollary. 
THEOREM 4.5. Assumptions and notation are as in Theorem 4.1. The 
following are equivalent: 
(A) The components of pL4r generate the C” ideal 
Z,(V):={fEC”(2Y)lf=Oonp;~(O)}. 
(B) The components of p generate the Coo ideal 
Z,(V):={fECOD(+2)(frOonp~‘(0)}. 
Proof For any submanifold w  of P let Z,(V) be the ideal of functions 
in Cm(w) which vanish on Vn YY. This is consistent with the definition 
of Z&V) given in (A) because p&?(O)=p-‘(O)n6. Also let I,@) be the 
ideal of functions in Cm(w) generated by the components of ~1 w. With 
this notation we may rewrite conditions (A) and (B) as 
(A) Z&L) = Zd VI, and 
(B) L(P) = Zd V 
Define q,, :={(z, s, t)e!&lt=t,,}; thus YO=Y is the near slice at q 
defined in (4.8). Shrink Q if necessary so that each q,, is connected. Now 
suppose that (A) holds. By the equivalence of conditions (i) and (ii) in 
Theorem 4.1(B), Zsp( V) is generated by the coordinates s, and functions 
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independent of s, which vanish on I/n 9’. By Eq. (4.3) the s, are 
components of ~1~~ so it follows immediately that 
Z,(P) = I,( V). 
Also by (4.3), the momentum restricted to z0 is obtained from that on Y 
by the coadjoint action. As the coadjoint action is an isomorphism of g* 
onto itself, 
&(P) = Z,,()( 0 (4.11) 
To derive (B) from (4.11) we use a theorem of Malgrange [Mal, p. 821 
which may be stated as follows. Let T, f be the Taylor series for a function 
f at a point p in an open set W in Euclidean space. Suppose pi, . . . . pd+ c 
are analytic functions on W. Then f is in the ideal of C” functions 
generated by the pa if and only if for each p in WA‘, T,,f is in the ideal of 
formal power series (in the ring of formal power series at p) generated 
by T/A, 
So suppose a function f vanishes on Vn J#. By Eqs. (4.2) and (4.3) the 
components of ,U are clearly analytic on %!. At any p $ Vn d%, at least one 
component of ,D is nonzero, so locally f is a (nonconstant) multiple of that 
component and the power series condition of the Malgrange theorem is tri- 
vially satisfied. 
It remains to consider p = (z,, 0, to) E V. Let A = (cur, . . . . CI,) be a multi- 
index (so ~1,) ctZ, . . . . CI, are all nonnegative integers). Let D,4 = @‘/atA, 
where as usual (A( =tli + ... +a,, and define 
By Theorem 4.1(B), if (z,,, 0, to)~ Vnx,,, then p(zO, 0, t) =0 for all t and 
therefore g,(z,, 0; to) = 0. Thus 
by (4.11). Let ~‘(2, s; to) be the components of p restricted to x,,, where 5 
runs through some basis for g. Then there are functions ge(z, s) on ,x,,, 
such that 
=xg&z,s).Ad* exp 1 (t-t,),(’ 
5 1 OL 1 
. p%, $3 r), (4.12) 
where the last equality follows from (4.3). But the coadjoint action on g* 
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is linear, so (4.12) gives g, as a linear combination of the components of 
ZJ with coefficients in Cm(%). It follows that T, f is in the ideal of formal 
power series (at p) generated by the formal Taylor series of the components 
of p. Thus the power series condition of the Malgrange theorem is satisfied 
at each p E %, and condition (B) of the present theorem follows. 
Conversely, suppose (B) holds. Let f E I,( V). Extend f to a function 
f E C “(%) by setting f( z, s, t) = f (z) for all s and t. By the local product 
structure of V (Theorem 4.1(B)), 7 vanishes on Vn %!. So by (B) one can 
write f as a finite linear combination 
of the components of ~1, where gr E C”“(e) for r running through some 
basis for g. Setting s = t = 0, we have 
f(z)=C g&, O,O) -P%, 0, 0). 
5 
By (4.3) ps(z, 0,O) = 0 if < E h, so the nonzero pL5(z,0, 0) as functions of z 
can be identified with components of pLq9. Thus (A) holds. [ 
Finally, we note that Theorem 4.5 can be extended to the following 
global result. 
COROLLARY 4.6. Let P be an almost Kiihler manifold, G a Lie group of 
automorphisms of P, and p a G-equivariant momentum map on P. Assume 
that the identity component G, of the isotropy subgroup {g E G 1 g. q = q} is 
compact for each q in V := u-l(O). (In particular if P is a symplectic 
manifold and G is a compact group’ of symplectomorphisms with equivariant 
momentum u, these hypotheses all will be satisfied,) Then the following are 
equivalent. 
(A) The components of p generate the ideal {f E C”(P) ) f = 0 on V}. 
(B) At each point qE V the components of uq9 generate the ideal 
(f~Cm(~)~ f r0 on (uLsl)-l (0)), where 2’ and pqz are as in 
Theorem 4.1. 
Proof Note that the ideal Z(p) is finitely generated, so by a partition of 
unity argument it suffices to work locally. At q # V there is some nonzero 
component of CL, so as in the proof of Theorem 4.5 any function can be 
written locally as a multiple of that nonzero component. In a 
neighborhood of q E V, the corollary is immediate from Theorem 4.5. 1 
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5. REDUCTION FOR SINGULAR MOMENTUM MAPS' 
Henceforth we suppose that the constraint set V is ~1~ l(O), where ,U is an 
Ad*-equivariant momentum map for the symplectic action of a Lie group 
G on (P, Q). For convenience we shall assume that G is connected. (If G 
is not connected, then the connected component of the identity must be 
substituted for G in many of the proofs and results below. If the hypothesis 
of connectedness is not repeated in the statement of a result, only the proof 
requires modification.) Let Z(p) be the ideal in Cm(P) generated by the 
components of p. 
PROPOSITION 5.1. Z(p)E F(V). 
ProoJ Let { [,} be a basis for g, and let pk = ((p, rk)). Supposef E Z(p), 
so that f = fkpk (using the Einstein convention of summing on repeated 
indices). Then for any constraint h, {f, h} =uk(fk, h} +fk(uk, h}. The 
first term vanishes on V because V=p-‘(0). The bracket in the second 
term vanishes by the following observations. The equivariance of ZJ implies 
that ([k),l y is tangent to V. But h is constant (zero) on V, so {,nkr h}( v = 
(-tk)P Chl =o. fi 
In general, however, Z(p) does not comprise the totality of first class con- 
straints; see Example 7.1 in the noncompact case and Example 7.13 when 
G is compact. Furthermore, even though V is given by the vanishing of first 
class constraints, it is not necessarily first class. (Cf. Examples 7.5, 7.7(a), 
and 7.1 l-12.)’ It is often a difficult problem in C” algebraic geometry to 
determine directly whether F(V) = Z( V), but when G is compact we have 
the following infinitesimal criteria. 
PROPOSITION 5.2. Suppose G is compact. Then the following are 
equivalent. 
(i) The spanning condition 
T, V= ker duy (5.1) 
holds at each q E V. 
(ii) V is strongly coisotropic. 
(iii) V is first class, i.e., there are no second class constraints. 
(iv) For every q E V and every linear reduced space 3 at q, all the 
constraints which are polynomial on 3’ are first class. (Roughly speaking, 
there are no polynomial second class constraints on 3.) 
‘However, if P is a cotangent bundle and the action is lifted from the base, then V is 
necessarily coisotropic [ArGW]. 
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Remark. We can rephrase (5.1) by saying that the tangent cone C, V 
spans the Zariski tangent space ker duq. This spanning condition is the 
natural analog in the singular case of the notion of weak regularity. (Recall 
that a smooth point q of V has a neighborhood % such that I/n % is a 
manifold, and that p is weakly regular at q E I/ if q is a smooth point of V 
and (5.1) holds.) 
Proof. If (5.1) holds, then by (2.6) 
T, V” = (ker duq)” = T&G .q) z C, V, 
where the inclusion follows from equivariance of p. Thus V is strongly 
coisotropic, so (i) implies (ii). Strongly coisotropic implies coisotropic, so 
by Proposition 2.2(iv), (ii) implies (iii). Clearly (iii) implies (iv). It remains 
to show that (iv) implies (i), or, equivalently, not (i) implies not (iv). 
Suppose (5.1) fails at some q E I/. As G is compact, Corollary (4.3) implies 
that 
Vn4?!s {(z,O,t)l z,=O,n<k<m), 
where (2, s, t) are normal coordinates on the normal coordinate 
neighborhood % at q. If cp is a Coo bump function (cp E 1 near q, 
supp(cp) c f@), then cp . xk and cp . y,, n < k < m, are second class constraints 
that are polynomial on the (shrunken) normal coordinate neighborhood 
b=lh I 
We now turn to the reduction of (I’, w). We recall that the central result 
in the regular case is 
THEOREM 5.3 [MarW; see also AbM, p. 2991. Let u be the equivariant 
momentum of the action of a Lie group G, and suppose that G acts freely and 
properly on V = u-‘(O). Then there is a unique symplectic structure ui on the 
reduced space V/G such that n*ci, = o, where n: is the canonical projection of 
V onto the quotient mantfold VfG. (Remark: At a regular value, the action 
is always locally free, so the reduction can be carried out locally; globally, the 
reduced space may be an orbtfold. See also [AbM, p. 3001.) 
When p is singular, a priori there are two ways to reduce (V, co): 
geometrically and a la Dirac.3 For the compact group case, we show that 
the reduced spaces coincide and then that the reduced Poisson algebras 
also agree when both are defined. 
LEMMA 5.4. Suppose G is compact (and connected). Then 
3 Recently another reduction procedure which is based upon the Poisson structure on the 
orbit space P/G has been developed [ArCG]. One recovers analogues of some of the results 
in Section 5 in this context. 
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(i) ker o is spanned by the Hamiltonian vector fields of first class 
constraints, and 
(ii) observables are functions which are G-invariant on V. That is, 
hEO&?(V) ifandonly ij(h,pC}(&,=Ofor all <Eg. 
ProoJ: By Corollary 4.4, ker o= {<,, 5 E g>, so (i) follows from 
Proposition 5.1. The fact that ~1’ is first class also means {h, p4 11 bJ = 0 for 
any observable h. Conversely, suppose that on V, {h, p’;} = rp[h] =O. 
Then by Lemma 3.5(i) and Corollary 4.2, h is an observable. 1 
Let [ Wx( V)IG= {f E W’m( V)j f is G-invariant on V>. By Lemma 5.4 
and Corollary (4.4), the reduced Dirac and geometric function spaces 
199?( V)/I( V) and tiX( P), respectively, can both be identified with 
[ WK( V)]” when G is compact. 
PROPOSITION 5.5. Suppose G is compact (and connected). Then 
(i) q-p ifandonly ifq=p, and 
(ii) both the Dirac and geometrically reduced spaces P may be 
ident$ed with V/G as topological spaces. 
Proof: By Remark 3.7(i) and Lemma 5.4(i), the “if’ part of (i) follows 
as in Proposition 3.6(i). Alternatively, by Corollary 4.4, q 1 p only if q and 
p are joined by a curve lying in a single orbit. Then by Lemma 5.4(ii) any 
observable has the same value at q and at p, so q - p. Conversely, suppose 
q and p E V are not equivalent under = . In view of Corollary 4.4, this 
means that q and p lie on different orbits of V. In normal coordinates at 
q, identity Y with the Standard Example 2.4, including its G,-invariant 
hermitian metric. Shrink 9’ if necessary so that for each q~ 9, 
(G .4) n 9 = G,, . q. (This is possible because G is compact.) Choose 
positive E < minimum radius of 2”. Let cp be a C” bump function on [w 
such that ~(0) = 1, 0 G V(X) < 1 for .X # 0, and q(x) = 0 for (xl > E. Define 
h on 9 by h = cp( 1/~1(‘); note that this implies that h is G,-invariant. Extend 
h off 9’ to be constant on G-orbits (and zero on those orbits which do not 
intersect 9’). By construction, h is G-invariant, and equal to one only on 
G ‘q, so h is a constraint separating q and p. This proves (i). Part (ii) 
follows immediately from (i) and the fact that the leaves of cer o are the 
orbits of G on V. (Cf. Corollary 4.4.) m 
Remarks. (i) If G is not connected, then P is a (possibly branched) 
covering space of V/G. (ii) The compactness hypothesis cannot be discarded 
in either Lemma 5.4(ii) or Proposition 5.5, as Examples 7.1 and 3.4 show, 
respectively. (iii) In many cases one may embed P equivariantly in an 
orthogonal representation space for G. (Cf. the proof of Theorem 5.6 
below.) Then Hilbert’s invariant theory may be invoked to obtain 
REDUCTIONFORSINGULARMOMENTUMMAPS 73 
an observable separating q and p, giving an alternate proof of 
Proposition 5.5(i). 
With mild restrictions on P, we can obtain explicit models for P= V/G 
and eirm( P) = 099( V)/Z( V), using a slight modification of an argument of 
Schwarz [Sch]. 
THEOREM 5.6. Let P be a symplectic mantfold with finitely generated 
homology and let G be a connected, compact Lie group acting symplectically 
on P with equivariant moment p. Let V=p-‘(0). Then there is a map o: 
V + [Wk for some k such that the components of o are a basis for the algebra 
of G-invariant functions on V. Furthermore the geometric reduced space 
VW a(V), and the reduced function space pm(V) x a*(Coo(wk)) x 
WY4 VI. 
Remarks. (i) In this case one may identify p with the embedded space 
a(V) and thus justify removing the first hat in I@‘“(P). (ii) In many cases 
this gives p as a semialgebraic variety, i.e., defined by a set of polynomial 
inequalities and equations. See, e.g., Example 5.1 l(a) below. 
Proof. Because G is compact and P is orientable and has finitely 
generated homology, the action of G on P has only finitely many orbit 
types (cf. [Br]). Therefore by a theorem of Mostow-Palais [MO, Pa157], 
P may be equivariantly embedded as a closed G-invariant submanifold of 
an orthogonal representation space X of G. Thus we have V embedded as 
a subvariety of X. By a theorem of Hilbert (see, e.g., [Wey] ), the algebra 
of G-invariant polynomials on X is finitely generated, by say gl, . . . . ok. 
Let (r = (ai, . . . . a,), restricted to V. By Schwarz [Sch], a*(Cm(rWk))= 
[ Wm( V)IG, the G-invariant smooth functions on V. Finally, as in the 
proof of Proposition 5.5, elements of [ Wm( V)lG separate orbits on V; it 
follows from Schwarz’s result and the invariance of (T that a(V) may be 
identified with V/G. 1 
Recall that by Proposition 3.3, if V is both locally conical and strongly 
coisotropic then the Poisson bracket on the geometric reduced algebra 
I@‘“( 9) exists. When V=p-‘(0) and G is compact, Corollary 4.2 and 
Proposition 5.2 show that it suffices to check that V is first class. We now 
show that it is possible to remove even this restriction. 
PROPOSITION 5.7. Zf G is compact, then the geometrically reduced 
Poisson bracket exists. Moreover, it agrees with that of the Dirac reduction, 
if the bracket for the latter exists. 
Proof Let f  E [W”(V)]“; by averaging over G, we may extend f  to a 
smooth G-invariant function f  on P. Then X&8] = -(Jf ] = 0 
everywhere on P. Thus p is constant on integral curves of X,, so X,1 y is 
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actually contained in CV. Just as in the proof of Proposition 3.3, let X, = 
X,1 r,; then set 
cm=w~l.. (5.2) 
Since f and h are invariant and the action of G on P is symplectic, it 
follows that the right-hand side of (5.2) is constant along the orbits of G 
on V. Thus [.,.I is a bracket on em(P) and, by (5.2), it is a Poisson 
bracket. The second conclusion is obvious from comparing (5.2) and 
(3.1). I 
Remark. We may think of this result as extending the applicability of 
Dirac reduction to the case when G is compact and V is not necessarily 
first class, provided one always uses G-invariant rather than arbitrary 
representatives of elements of 09#( V)/Z( V). In fact we have the following. 
COROLLARY 5.8. Zf G is compact and V is first class, then the Dirac and 
geometric reduced spaces and their respective Poisson algebras coincide. 
Proox Immediate from Propositions 3.1, 5.5, and 5.7. 1 
Moreover, we have the following nondegeneracy result. (Cf. Exam- 
ple 3.4.) 
PROPOSITION 5.9. If G is compact, then the reduced Poisson bracket is 
nondegenerate. 
Proof: Suppose [i h] =0 for all in [ Wz( V)]“. By (5.2), this is 
equivalent to the vanishing of X,[h]l c, for all invariant h, where f is an 
invariant extension of p to P. As in the proof of Proposition 5.5, there are 
enough invariant functions to separate the orbits of G on P, so the argu- 
ment above implies that ?,I V is tangent to the orbits in V. Thus, by 
Corollary 4.4, 
Y[f ] = Q(X,, Y) = 0 
for all YE TV; in particular f= f  ( V is constant. 1 
In some cases the local structure of the geometric reduced space may be 
determined simply by counting dimensions. As in Section 4, let G, be the 
connected component of the isotropy group of a point q in V. Note that 
G, acts on the normal bundle to the orbit of q (where normal means with 
respect to any invariant metric.) 
THEOREM 5.10. Suppose that G is compact and that the singular points of 
the zero momentum set V lie in a single orbit. Also suppose that at smooth 
points, V is weakly regular and the dimension of V is n + 2, where phase 
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space P has dimension 2n + 2. Let q be a singular point of V, and consider 
the action of G,, on the normal bundle to the orbit of q. Then the holonomy 
of this action is E, for some k, and locally near the singular orbit the 
geometric reduced space is symplectomorphic to C/R, (with the canonical 
symplectic structure on C and the E, action generated by eznilk). 
Proof Let q be a singular point in V. We first reduce to the standard 
example (where q is an isolated singular point). By Theorem 4.1, the 
reduced space for the G,-action on S is locally the same as the reduced 
space for the G-action on P. (Since G is compact, 3 may be chosen so that 
G-orbits intersect %” in G,-orbits.) Note that this procedure reduces the 
dimension of the symplectic manifold by 2k but also reduces the dimension 
of the (smooth part of) V by k = dimension of the orbit of q. Therefore the 
dimension hypotheses still hold for the action of G, on 3. 
So now consider the standard example with m = n + 1 (i.e., P = F+‘). 
The action is linear and therefore descends to C P”. There is a natural sym- 
plectic form Sz on CP”. (To compute 4, the algebraic geometer describes 
52 as (a multiple of) the canonical Kahler form on C P” and finds Sz = 
i@log )(zI12); see, e.g., [Wel, p. 1891. The symplectic geometer, on the 
other hand, considers the foliation of the unit sphere by the kernel of the 
symplectic form on P restricted to the sphere; this symplectic form 
descends to Sz on the base space of this foliation, which is CP”.) Recall that 
the momentum p for the action on C:n+i ’ IS homogeneous and that I = 
1A.1’ p(z). Thus p descends from the unit sphere to a function fi on C P”, 
and it is straightforward to verify that jI is the momentum for the action 
on CP”. 
Let P= jI- ‘(0) c CP”. Since q was an isolated singular point, t is a 
smooth manifold, and dim( 8) = n = dim(V) - 2. Now consider normal 
coordinates for p at a point p E v. By Proposition 5.2 and the assumption 
of weak regularity, P is coisotropic at p. But then P is Lagrangian because 
its dimension is n. This implies that v is a single orbit of G. 
Consider the universal (complex) line bundle B over C P” (also called the 
tautological bundle). The fiber of this bundle at each point p E C P” is the 
corresponding line in @“+ ‘; we will identify points in (B - {zero section}) 
with the corresponding points in C’+ ‘. Let E be the restriction of this 
bundle to p. We will give a connection on B and E such that orbits of G 
in V are given locally by horizontal sections of E. Then V/G can be iden- 
tified with the orbit of the holonomy group acting on a single fiber. 
The required connection is the canonical connection 8 associated to the 
standard (hermitian) inner product, 
0 = a(log 1\zl12) = 2’ dzi/llzl12 
= [x’dxj+ y’dyj+i(xjdyj-yjdx’)]/l(z)12. 
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(See, e.g., [Wel, p. 821.) The real part of 0 forces horizontal sections for 
this connection to be contained in spheres (centered at the origin) in en+‘. 
But orbits in Cfl+ ’ are contained in such spheres and must project to orbits 
in C P”. Thus a horizontal section over a single orbit such as p must be 
contained in a single orbit in Cn+ ‘, let’s call it S. On the other hand 
dim(S) = codim( V) = n = dim( 8). Thus by a dimension count, a horizontal 
section over p locally tills out an orbit. 
The curvature of this connection is %(log 11~11’) = ill. (See, e.g., [Wel, 
pp. 82-831.) The bundle E is flat because a is Lagrangian; therefore there 
is no local holonomy for the restricted bundle. Thus the holonomy group 
must be a discrete subgroup of the structure group S’, i.e., Z, for some k, 
and V/G z C/Z,. 
It remains to check that the Poisson Bracket on C/Z, is the same as the 
Poisson bracket defined on the geometric reduced space V/G. First note 
that the smooth functions on the two spaces correspond, for a G-invariant 
function on V must be Z,-invariant on the fiber C; and conversely a 
C/Z,-invariant function on the fiber can be extended to a (unique) 
G-invariant function on V (because every orbit in V intersects the fiber). 
The Poisson brackets on the two spaces correspond because locally V is 
the product of the fiber C and an orbit in CP”, and the orbits are 
Lagrangian. 1 
Remarks. The hypothesis that there is a single orbit of singular points 
is probably superfluous. We conjecture that (for compact groups) the 
dimension and spanning hypotheses preclude the existence of contiguous 
singular orbits. On the other hand, suppose the dimension hypothesis is 
violated and there is more than one singular orbit, but all of the same 
(conjugacy class of) isotropy group. It is well known that the set of points 
with the same isotropy class is a symplectic submanifold (e.g., [GS, 
Theorem 27.21). If the dimension and spanning conditions in the theorem 
hold after splitting off this symplectic submanifold, then the reduced space 
of the original manifold locally will be C/7, x C” for some k and m. 
EXAMPLES 5.11. (a) Angular momentum in any dimension. The group 
G=SO(n+l) acts on T*R”+‘%C@“+’ by lifting the canonical action on 
R”+‘. Suppose X,YER”+’ and X+iYE@“+‘. Then ,u=X A Y. (In the 
case n = 1 or 2, this is X x Y, the usual angular momentum.) It is clear that 
each point (X, Y) = X + iY E V besides the origin is of the form X = ct U, 
Y = flu, for some U in the unit sphere S” c R”+ ’ and real numbers c( and 
/?, not both zero. Thus V is a smooth manifold of dimension n + 2 away 
from the origin. Furthermore the group action rotates X and Y by rotating 
U, so the dimension of any nonzero orbit in V is dim(S”)=n. Weak 
regularity follows because codim( V) = dim(orbit). (Cf. (2.6).) Thus all the 
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conditions in the proposition are met. The lengths of X and Y are invariant 
under the group action, so the only points in the orbit of (X, Y) in the 
(complex) line determined by (X, Y) are (X, Y) itself and ( - X, - Y ). Thus 
k = 2. In this case the reduced space is globally given by C/Z,. 
Using Proposition 5.6 this reduced space may be realized as a semi- 
algebraic variety. All SO(n + 1)-invariants are functions of the various 
inner products; we may take the map cr in Proposition 5.6 to be 
(01,a2,c3)=(X.X-Y.Y, 2X.Y, X.X+Y.Y). (This basis is chosen so 
that a1 + iaz is a holomorphic invariant.) Then 
P%:(V)= {(g,, a2,a3)1a:=a:+a:anda, 30}. 
(b) For each positive integer k there are examples where the reduced 
space is @/Zk. For example, let G= S’, acting on C2 by (ei(k-1)e, epic). A 
single orbit intersects one complex line in @P’ exactly k times because 
there are k distinct elements eie E S ’ such that e pie/ei(k- ‘KJ = 1. 
We now consider a rather different type of reduction procedure, due to 
Sniatycki and Weinstein [SnW], which has the peculiar feature that it 
always produces a reduced Poisson algebra, but not a reduced space. This 
algebraic reduction is defined only in the context of group actions with 
equivariant momentum mappings, and works as follows. (Recent work by 
Stasheff and others has generalized this construction; see [St] and referen- 
ces therein.) 
Let Z(p) be the ideal of C” functions generated by the components of p. 
Since the momentum map p is equivariant, the pullback action of G on 
Coo(P) preserves Z(p) and therefore induces an action on C a, (P)/Z(p). The 
algebraic reduction is the subspace of G-invariant function classes 
-Y- := [C”(P)/Z(p)]‘. Sniatycki and Weinstein [SnW] show that Z(p) is a 
normal Lie subalgebra of the preimage in Cm(P) of V; thus the Poisson 
bracket on C”(P) induces a bracket on 9”. In the case where zero is a 
regular value and so v is a manifold, they show that V = Cm(p); i.e., the 
geometric and algebraic reductions agree. 
PROPOSITION 5.12. Zf G is compact, the algebraic reduction Y is equal to 
CCm(p)lG/CmL)lG. 
Proof It suffices to prove that when the group is compact, each 
equivalence class in V includes a G-invariant function. 
For any smooth function f on P and any ge G, let f, represent the 
difference between f and its translate by g; that is, fg(q) = f(q) - f( g . q). 
Suppose the equivalence class of f in Cm(P)/Z(p) is G-invariant; then 
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f, E Z(p) for every g E G. Average f over the group to obtain a G-invariant 
function? That is, 
(5.3) 
where dg represents an invariant volume on G normalized so that 
vol(G)= 1. It suffices to show that f -7is in Z(p). 
As in the proofs of Theorem 4.5 and its corollary, we may work in 
normal coordinates; and by the theorem of Malgrange cited there [Mal, 
p. 821, it suffices to work in terms of Taylor series at qE V. Let Z,(p) be 
the vector space of Kth order polynomials (in the normal coordinates) 
generated by the Kth order Taylor polynomials of the components of p. 
Then the Kth order Taylor polynomials of each f, are in Z,(p). By (5.3) 
the Kth order Taylor polynomial off -7 is also in ZK(p). It follows that 
the full Taylor series off -7is in the ideal of formal power series generated 
by the Taylor series of the components of p. (See, e.g., [Z].) Now by the 
theorem of Malgrange, f-f e Z(p). 1 
6. COMPARISON OF GEOMETRIC AND ALGEBRAIC REDUCTIONS 
In general the geometric and algebraic reductions need not agree, and it 
is hard to determine whether they do. In fact generally it is difficult to 
understand exactly what the algebraic reduction is, particularly since it is 
not given as the function algebra of any space. This section develops tools 
for answering these questions when the group is compact. 
THEOREM 6.1. Let P he a symplectic mantfold and G a compact connected 
Lie group acting s.vmplectically on P with equivariant momentum u. Let 
V= up ‘(0). Then there is a natural map p from the algebraic reduction 9” 
to the function algebra @I’x( V) of the geometric reduced space; p is a 
Poisson algebra isomorphism tf and only tf  the G-invariant subsets of the 
ideals determined by u and V coincide, i.e., if and onl-y tf  
C4PL)IG = r4 VI”. (6.1) 
In particular if 
I(P) = 4 V)t (6.2) 
then the geometric and algebraic reductions coincide. 
Proof: By Proposition 5.5, Gm(P) = [W-j(V)]“, the G-invariant 
Whitney smooth functions on V. As Z(p) CE Z(V), a proof similar to 
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that of Proposition 5.12 shows that [ Wm( V)lG = [C m(P)/Z( V)]” = 
[Cm(P)IG/[Z(V)]‘. On the other hand, by Proposition 5.12, Y= 
[Coo(P)IG/[Z(p)]“. For any invariant function f on P, let 
p(f+ [Z(p)]“)=f+ [Z(V)]“. Clearly p is an isomorphism of the com- 
mutative algebra structure if and only if (6.1) holds. Furthermore both 
reduced Poisson brackets are induced by the bracket on C”(P), so they 
coincide. As (6.2) implies (6.1), the second conclusion follows. (See also 
remark (iv) below.) 1 
Remarks. (i) This result geometrizes the algebraic reduction by giving 
V” as the function algebra of a topological space. When (6.1) fails and the 
aIgebraic reduction does not agree with the geometric reduction, 9’” may 
fail to be the function algebra of any space; see, e.g., Examples 7.1, 7.5(c), 
7.12, and 7.13. (ii) The converse of the last sentence in Theorem 6.1 does 
not hold. That is, the geometric and algebraic reductions may coincide 
even when Z(p) #Z(V); see, e.g., Examples 7.5(a) and (b) and 7.11. (iii) By 
Proposition 5.1, if Z(p) = Z( V) then V is first class; but V may be first class 
even if Z(p) c Z( I’) strictly; see Examples 7.1 (noncompact group) and 7.13 
(compact group). (iv) We conjecture that some condition weaker than 
compactness suffices for deducing from (6.2) that the reductions agree.’ For 
the noncompact case a replacement for Proposition 5.5 is needed; if such 
could be proved, then one could show that I@‘“( P) = [ Wm( V)]” = 
[Cm(P)/Z(V)]G = [Cm(P)/Z(p)]” = V, without using Proposition 5.12. 
COROLLARY 6.2. Zf zero is a weakly regular value of the momentum for 
a compact group action, then the geometric and algebraic reductions coincide. 
Remark. This generalizes Theorem 1 of [ SnW]. 
Proof: By a partition of unity it suffices to work locally. But in a 
neighborhood of any weakly regular point there is a projection of p which 
is regular. It follows that Z(p) = Z( V), so by Theorem 6.1 the reductions 
coincide. 1 
Thus we are lead to study the question of how Z(p) and Z(V) are related. 
In complex algebraic geometry, the ideal determined by a variety is the 
radical of the ideal generated by the defining functions for the variety. 
(Recall that the radical of an ideal Z contained in some algebra d is 
defined to be 
fi = {f E d 1 f" E Z for some positive integer k}.) 
The present case is more complicated both because the functions we con- 
sider are real rather than complex valued and because they are smooth 
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80 ARMS, GOTAY, AND JENNINGS 
rather than (either complex or real) analytic. We recall the following delini- 
tions from real algebraic geometry. (See, e.g., [DE] or [BE, Sect. 81.) For 
an ideal I,d contained in an algebra sxt’, define the real radical of I,, to be 
and some positive integers k and m, j = 1, 2, . . . . m 
(When d = C’“, the subscript will be omitted.) If I.& = s, I is said to 
be a real ideal. 
In the case ,M’ = [RI[.x , , . . . . x,], an algebra of polynomials, the real 
Nullstellensatz states that the real radical of an ideal is the ideal of 
the corresponding variet . that is, if V= {(x,, . . . . x,) 1 f(x,, . . . . x,) = 0 
for all f EZ}, then P Iw Z.d =I(V)= {f E&J f(V)=O}. (See, e.g., [BE, 
Corollary 7.1 (a), Theorem 8.1, and Corollary 8.1 I.) Unfortunately, in the 
category of smooth functions this result does not always hold. For 
instance, suppose the ambient space is not compact and let I be the set of 
all functions with compact support that vanish on some subset V. Then 
Z(V) includes functions whose support is not compact, while fi does 
not. Fortunately, the normal form for the momentum map precludes such 
pathology in the cases in which we are interested. Let (x, y, s, t) be normal 
coordinates centered at q E V= p -l(O), as in Theorem 4.1. Thus 2 = (x, y ) 
gives coordinates on the linear reduced space 3’. Recall that the restriction 
of p to 3’ is homogeneous quadratic and that the nonzero components are 
just pq9, the momentum of the isotropy subgroup of q restricted to 3”. 
Define I.&) c P= R[x,, . . . . x,, y,, . . . . y,] to be the ideal of polynomials 
in x and y generated by the components of ,uLq9. 
THEOREM 6.3. Let V= p-‘(O), where p is the equivariant momentum for 
a compact group action. Then the following are equivalent: (i) in every 
normaI coordinate system, Z,(p) is a real ideal; (ii) Z(p) = Z( V); and (iii) Z(p) 
is a real ideal. 
Proof To show that (i) implies (ii), we first reduce to the case of the 
Standard Example 2.4. Recall from Theorem 4.5 and its proof the notation 
Z,(V)={f~C~(~)~frOonVn.2=(~(,,)~’(0)),and 
Z,(p) = the ideal in C?(a) generated by the components of pyp. 
By Corollary 4.6, to prove (ii) it suffices to show that 
IA VI = I,(P) 
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in each normal coordinate system. But by Theorem 4.1 the action and 
momentum on 5?? can be identified with those on C” as in the Standard 
Example 2.4. 
Suppose f E Z( I’). Let T,f be the Taylor series off at q E C”, and let 
Z,(p) be the ideal of formal series at q generated by the components of p. 
By the theorem of Malgrange cited earlier [Mal, p. 821, it suffices to show 
that T, f E Z,(p) at each q E C” (because the components of ,U are analytic 
functions). For points q at which p is not zero, the usual argument suffices: 
some component of /A is nonzero, so f is a multiple of that component. 
So suppose p(q) =O. By Theorem 4.1(Cj there is an analytic change of 
coordinates to normal coordinates centered at q, and by Theorem 4.5 it 
suffices to consider the ideals of functions on the linear reduced space at q. 
In other words, without loss of generality we may take q to be the origin. 
Let fk be the kth degree homogeneous part of T,f, where 0 indicates the 
origin; that is, 
Tofb) = f f&L where fk(x) = c A,xJ 
0 IJI =k 
and .Z is a multi-index. Let x = (x’, . . . . x~~) E V; then Ax also is in I’ for all 
A E IR because ZI is homogeneous. Expanding f in a Taylor series with 
remainder and evaluating at Ix E V then yields 
o=f(h)=;fk(x)nk+o(n”). 
0 
Clearly each fk must vanish on V, and so fk, a polynomial, is in ZJ V). But 
Z9( V) = m by the real Nullstellensatz, so (i) implies Z9( V) = I&). 
Thus each fk E Z,(p), so To f E lo(~). This shows (i) implies (ii). 
Clearly (ii) implies (iii), because Z(p) E -$$ c Z( I’). So suppose (iii). 
LetfE m in any normal coordinate system; thus 
for some k E Z + and polynomials gj, 
j=l 
To use (iii), we must extend f and the gis to all of P. Let f and gj be 
extensions which are independent of (s, t) on the normal coordinate 
neighborhood @. Then p + C 2; belongs to the ideal generated by the 
components of fi(z, s, t) := ~(z, 0,O). But by (4.3) 
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Evaluate this on 5 l g and observe that the last term on the right hand side 
vanishes. Thus 
fZk+ 2 @Z*(p) 
j= I 
(the ideal in Cm(%) generated by the components of ,LL restricted to Q). 
Using a bump function,pand the 2;s can be extended to all of P to smooth 
functions 7 and g,, respectively, which satisfy 
J(2k + c g,‘E Z(p). 
j= I 
Thus YE $@)= Z(p) (by (iii)). Restricting to the linear reduced space S 
gives f=C,f,~,~ where the f, are smooth functions and the ,uL, are 
components of pLy g. Let K be the degree of the polynomialf: As the pX are 
homogeneous quadratic polynomials, the fk may be replaced by their 
Taylor polynomials of degree K-2. This shows that ,f~Z.,(p), so IIp(p) is 
a real ideal. Thus (iii) implies (i). 1 
Remark 6.4. By Theorem 6.3, if Z,,(p) is real in every normal coor- 
dinate system, then Z( V) = Z(p) is (globally) finitely generated. In particular 
this implies that V is coherent [Mal, pp. 94953, which simply means that 
Z(V) is locally finitely generated. Malgrange showed that a variety V is 
coherent if and only if the smooth functions vanishing on V are in the ideal 
of smooth functions generated by the analytic functions vanishing on V. 
This latter property is an essential though implicit ingredient in the proof 
of Theorem 6.3. Malgrange gives an example, the “umbrella” V= 
{(x, y, v) E R3: u(x’ + y2) = x3 > [Mal, p. 951 which fails to be coherent. 
From this example one can construct a noncompact group action on 
Iw4 = {(x, y, u, v)) for which the conclusion of Theorem 6.3 fails. See also 
Conjecture 8.4 below. 
The following theorem from the literature gives criteria for an ideal of 
(real) polynomials to be a real ideal. For a proof we refer the reader to 
[DE, Sects. 1, 21, especially Theorem 1.2 and Lemma 3.9. 
THEOREM 6.5. Let I,? be an ideal in 9 = [w[x’, . . . . x3”]. Then Z9 = fi 
if and only zy the following two conditions hold: 
(i) I9 OR ~=JLZGC (6.3) 
that is, I@ generates an ordinary radical ideal in @[x1, . . . . x2”]; and (ii) 
whenever WG @2n is an irreducible component of the complex locus V&Z,) 
of Z9 then 
dim.( Wn [W*“)=dim,( W). (6.4) 
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Remarks. (i) Here, as usual, “dimension” means “dimension of the 
smooth part.” (ii) It is always true that dim.( Wn R2”) < dim&W). (iii) A 
complex variety such as W is irreducible if and only if its smooth part is 
connected. Caution: this characterization of irreducibility will not hold for 
real varieties. (iv) The dimension condition (6.4) may be rephrased as 
follows: the Zariski closure of the real locus of Z9 is its complex locus. 
Next we relate the algebraic condition (6.4) to the more geometric span- 
ning condition (5.1), and the latter to the existence of locally nonnegative 
components of the momentum. 
PROPOSITION 6.6. The dimension condition (6.4) implies the spanning 
condition (5.1) holds at each point of V. 
Proof. It suffices to work in normal coordinates because the spanning 
condition is a local condition. Clearly m and Z9(~) have the same 
real and complex loci. Therefore (6.4) and the real Nullstellansatz imply 
that m= Z,( Vn 9’). By a theorem of Gabber [Gal, the (ordinary) 
radical of an ideal of polynomials closed under Poisson bracket is also 
closed under Poisson bracket. An easy computation shows that Z&L) is 
closed under Poisson bracket; so m is, also. This means that Z9( V) 
is also closed, so there are no second class polynomial constraints on 9. 
By Proposition 5.2, the spanning condition (5.1) must hold. 1 
Remark. The weaker result that (6.3) and (6.4) together imply (5.1) 
follows immediately from Theorem 6.3 and Propositions 5.1 and 5.2. 
PROPOSITION 6.7. Zf the spanning condition (5.1) holds at a point qE V 
then the following “nonpositivity” condition holds there also: 
for every 5 E g either pLc E 0 on a neighborhood of q, or both 
pc’ > 0 and ps < 0 occur in any neighborhood of q. (6.5) 
ProojI Suppose (6.5) does not hold. Then there is an f := pLr which is 
nonnegative and not identically zero on a neighborhood of q. Clearly 
f(q) = 0 and df(q) = 0. The latter implies that t; E g9. Choose cordinates 
centered at q in which G, acts like a subgroup of U(n) on C”. (This is 
possible by Theorem 4.1, or more simply by the equivariant Darboux 
lemma [W77, p. 241 and the construction of the invariant almost Kahler 
structure given in Section 2.) Make a (complex) linear change of coor- 
dinates that diagonalizes the action of the one parameter subgroup 
generated by 5. In these new coordinates f = C aj lzj 1 2, and therefore the uj 
must be nonnegative and not all zero. For any j such that uj # 0, VC 
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(2, = 0}, so .xj and JJ, are second class constraints. By Proposition 5.2, (5.1) 
cannot hold. 1 
Examples 7.12 and 7.13 show that the converses of Propositions 6.7 and 
6.6, respectively, fail. If, however, we restrict attention to abelian groups, 
the converses do hold. 
THEOREM 6.8. Let p he an equivariant momentum map for the action of 
a d-dimensional torus G. Then the following are equivalent: 
(i) The ideal I(p) generated by p is a real ideal; thus by Theorem 6.3, 
Z(p) = Z( V), where as usual V = p-‘(O). 
(ii) The spanning condition (5.1) holds at every point of V. 
(iii) V is weakly regular at every smooth point, i.e., the spanning condi- 
tion (5.1) holds at every smooth point. 
(iv) The nonpositivity condition (6.5) holds at each point of V. 
Thus by Theorem 6.1, any of these conditions imply that the geometric and 
algebraic reductions coincide. In fact it suffices to check that at each point 
of V, one (and thus all) of these conditions holds for the momentum of the 
isotrop,v subgroup. 
Proof. We first reduce to the Standard Example 2.4. By Theorem 6.3 
and the local nature of conditions (ii), (iii), and (iv), it suffices to work in 
a normal coordinate neighborhood. As in Theorem 4.1, let q E V and let G, 
be the connected component of the identity in the isotropy group of q. By 
Theorem 4.1, the Standard Example describes the action and momentum 
for G, on the linear reduced space 9’. For the present proof, we must show 
that this description applies to the G,-action on the neighborhood @, and 
that the conditions (i), (ii), (iii), and (iv) hold for the G-action if and only 
if they hold for the G,-action. By (4.3) the momentum ,u~ for the G,-action 
must be independent of the (s, t) coordinates because G is abelian. Thus the 
G,-action on P is the product of the (linear and unitary) G,-action on the 
linear reduced space 9 E @” and the identity action on C-“‘, where 2n = 
dim(P). From this it follows that in the normal coordinates G, acts like a 
subgroup of U(n) on @” (on a’, not just on 9). It also follows that we may 
drop the restriction to 9 in Theorem 4.5; that is, (i) holds for p on P if and 
only if (i) holds for p’q on P (rather than restricted to 9). Furthermore it 
follows that the obstruction to the spanning condition (5.1) is the same for 
the p and ,uq actions. Finally, the nonpositivity condition (6.5) always holds 
for the “regular” part of .D, so need only be checked for ,u~ in any case. Thus 
we have reduced to the Standard Example with group G,. For convenience 
we omit the subscript q in the sequel. 
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Assume that coordinates zk are chosen which diagonalize the action. 
Then each component pji, j= 1, . . . . d, of p has the form 
n 
pji= c cjk 12k1* 
k=l 
for some constants cjk. Now view the vanishing of Jo as a d-dimensional 
linear homogeneous system for the Izk I*. By row reduction and renumber- 
ing, we may write the solution in the form 
IZ m+jl*= - f ajk lzk12, 
k=l 
where m = n - d. (Without loss of generality we may assume that the 
system has rank d; if the rank is d’ < d, then the action of G factors through 
the action of a d’-dimensional torus which we may use in place of G.) By 
a linear change of coordinates on g one therefore may suppose that the 
momentum takes the form 
P-j= Izm+j I*+ f ajk lzk12, j=l d. 9 . . . . (6.6) 
k=l 
Let zk = xk + iyk and c(k = xi + yi for k = 1, . . . . m; let z,+ j = uj + ivj 
for j = 1, . . . . d; let ~=(a, ,..., a,), x=(x,,...,x,), Y=(Y,,...,Y,), 
u = (24,) . ..) ud), and v= (v,, . . . . v,); and let X= {(x, y)} =RZm and U= 
{(u, v)} = RZd. Th us we have P = X x U. We can rewrite the momentum 
map as 
k=l 
Define 
gjtx3 Y)=Yj(a)= 5 ajkuk = f  ajk(x: + y ; ) .  (6.7) 
k=l k=l 
Note that I/ is fibered over the subset of X on which every gj < 0. Consider 
the condition 
(v) the interior of {a E R” I uk > 0, k = 1, . . . . m and yj < 0, j = 1, . . . . d} 
is not empty. 
We will show that (v) implies (i); then by the previous propositions, (v) 
implies (ii), (iii), and (iv). Conversely, we will show that if (v) fails, then 
(iii) and (iv) fail; the latter and previous propositions imply that (ii) and 
therefore (i) also fail. Thus conditions (i)-(v) are equivalent. 
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Assume (v) holds. To derive (i) we use again the theorem of Malgrange 
[Mal, p. 821 used in proving Theorems 4.5 and 6.3. Thus it suffices to show 
that if f is analytic in the normal coordinates and f E Z( V), then f E Z(p). 
Details are given in the next paragraph; the outline is as follows. Expand 
fin powers of uj. Terms of order 2 or higher in uj may be ignored modulo 
Z(p). Condition (v) assures that there is an open set on which the equation 
,ul =0 can be solved for ztj as a double-valued function of the other 
variables. This forces the constant term and the linear term (with respect 
to u,) to vanish on V, thus reducing the problem to the case where f is 
independent of uj. The equations p, =0 are decoupled with respect to the 
uj, so this argument can be used in succession forj= 1, . . . . d. But a function 
which is zero on V and independent of the uj must vanish; thus f is zero 
modulo Z(p), as required. 
So suppose f EZ( V). Using the Mather division theorem [GG] with 
distinguished variable u1 we can write 
f(& y, 4 0) = f&, y, u2, . ..1 Ud> 0) 
+ UI .f,(x, y, u2, ..., Ud, 0) 
+r,tx, Y, 4 V).Pl, 
where all functions are analytic. Define h,(x, y, v) := ( - g,(x, y) - I$)~‘~. 
By (v) there is an open set in R2” on which the gj are all negative, from 
which it follows that there is an open set S c lR2m+d such that on the 
closure S of S, the functions Zz, are all defined. A point (x, y, u, v) is in V 
if and only if each u, = f h,(x, y, v) and (x, J’, v) E S. Let p + be any point 
in Vwhere u, = +hr(x, y, v); thenp- with u1 = -h,(x, y, v) and the other 
coordinates unchanged is also in V. If (x, y, v) E S, then p+ and p- are 
distinct. Evaluating at such p * gives 
where rc, is the projection rc,: (x, y, u, v) + (x, y, u2, . . . . ud, v). This forces 
fJn,(p+))=O and fi(n,(pk))=O. Now define fo, :=fOnnl and fir := 
fi o rr, = fil; these functions are independent of u, and by continuity 
vanish on all of V. Therefore we can repeat the argument on fol and fil, 
suing u2 as a distinguished variable, and so on using Us, etc. Eventually one 
obtains analytic functions which vanish on V and are independent of 
u = (Ul, . . . . ud). But this means they are analytic funtions on R2m+d that 
vanish on the open set S, so they must be identically zero. Now working 
backwards through the argument shows that fo,, f,,, etc., all vanish 
modulo the momentum components p,, so f E Z(p). 
Conversely, suppose (v) fails. Then by a standard theorem in linear 
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programming (J. A. Ville, 1938; see, e.g., [Cl), there is a nontrivial solution 
P= (PI, . ..> fld) E g of the inequalities 
Pj 2 O, i pjajk 20. 
j=l 
Then 
I zm+j12+ f ajk lZk12]80, 
k=l 
and strict inequality holds at some points because the 8, are not all zero. 
Thus the nonpositivity condition (6.5) fails for < =/3, and (iv) does not 
hold. 
It remains to show that the existence of pB above also causes (iii) to fail. 
By renumbering if necessary, one can assume that fll ~0. Then (as in the 
Standard Example 2.4) I/c {z, = O}. Let % be a neighborhood of a 
smooth point q in K No matter how small %! is chosen to be, V n % is 
second class (x, and y, are second class constraints), so by Proposition 5.2, 
the spanning condition (5.1) must fail at q. (Note that (iii) cannot be 
satisfied trivially because V must have some smooth points.) 1 
Remark. Using Theorem 7.8 below it can be shown that for torus 
actions Z(p) is always radical. One may show directly that the complex 
locus is irreducible. These facts plus Theorem 6.5 may be used to give an 
alternate proof that weak regularity (iii) implies that Z(p) is a real ideal. 
COROLLARY 6.9. Zf any of the conditions listed in Theorem 6.8 hold, then 
the Dirac reduction gives a well-defined Poisson bracket which agrees with 
that of the geometric reduction; hence the Dirac, geometric, and algebraic 
reductions all agree. 
Proof: Immediate from Theorem 6.8, Proposition 5.2, and Corol- 
lary 5.8. B 
7. EXAMPLES 
Any function on P can be considered as’s momentum map for a real line 
action: G = R and the group action is the dynamical flow. We begin with 
three such examples. Example 7.1 shows that many of the results for com- 
pact group actions can fail for simple noncompact actions. Example 7.2 
was studied by Sniatycki and Weinstein when they lirst defined the 
algebraic reduction [SnW ] and exhibits similar behavior to Example 7.1. 
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In contrast, Example 7.3 at first glance appears more complicated, but is 
actually well-behaved. 
EXAMPLE 7.1. Sheur Action. Let P = iw*” with canonical coordinates 
(x,, vi), and let ,B= yf. The (real line) action is a shear in the (x,, vi) 
plane, (xi, Y,)H(x~ +2~~,t, v,). The constraint set is V=p-i(O)= 
{y, = O}. The reductions described in Section 3 depend only on the 
(symplectic) geometry of V, which is optimal for reduction: V is regular 
and coisotropic (and therefore locally conical, strongly coisotropic, and 
first class). Therefore the Dirac and geometric reductions both agree with 
the “regular” reduction described at the beginning of Section 3; the reduced 
space P is isomorphic to (x, = y1 =0} with the inherited symplectic 
structure. 
The momentum ,u, however, is singular on V; the spanning condition 
(5.1 tthe analog of weak regularity-fails. (This shows that compactness 
is necessary in Proposition 5.2, as V is first class.) The ideal I(p) does not 
include the first class constraint y, and is not a real ideal; indeed, it is not 
even radical. The orbits on V are single points, so the orbit space V/lR is 
equal to V rather than to the reduced space p. Similarly Lemma 5.4 fails: 
the functions invariant on V include xi, which is not an observable because 
it does not commute with y,. And so on. The algebraic reduction gives an 
algebra V which is not the function algebra of p, or indeed any space: V 
consists of all functions of the form ,f0(~x2, . . . . x,, .v2, . . . . y,) +f,(x,, . . . . x,, 
Y2> ...3 YJ . Y1. 
A higher dimensional generalization of this example is the “n + 1 
photon,” cf. [Go84]. 
EXAMPLE 7.2. After a change of notation, the example of Sniatycki and 
Weinstein [SnW] becomes P= [w4 with canonical coordinates 
(xi, y,, x2, y2) and p = y: + yz. As in Example 7.1, the constraint set V is 
regular and coisotropic. The regular, Dirac, and geometric reductions all 
yield P= (0). In contrast the orbit space is V/[w = V= I&!*; and the 
algebraic reduction 9’ is the set of all formal power series in one variable 
with coefficients given by functions holomorphic in another variable (and 
the zeroeth coefficient a real constant). (See [SnW] for more details and 
a proof.) 
EXAMPLE 7.3. Let p = +YY on P = [w*. In this case the orbit space V/Iw is 
a live-point space with the indiscrete topology. (The five points are the 
origin and the four half-axes.) However, since the topology is indiscrete, 
continuous functions on the orbit space are constants. This is reflected 
in the fact that the geometric reduced space, p is a single point. Thus 
pm( 3) = KY, which agrees with the Dirac and algebraically reduced 
algebras. Remark: similar results occur if the Examples 2.3 are considered 
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as zero sets of momentum maps. That is, take the defining function for V 
to be the momentum. Then the orbit space has an indiscrete topology, but 
the Dirac, geometric, and algebraic reductions all yield the same algebras. 
We now turn to compact group actions. By Theorem 4.1 and 
Corollary 4.6, it suffices to consider the Standard Example 2.4. Thus in all 
the following examples we consider subgroups of U(n) acting in the canoni- 
cal way on @“. A complex valued function f = u + iv will represent the pair 
of real valued functions u and u (or just u if f is pure imaginary.) By 
Theorem 6.3 and Theorem 4.1(C), it suffices to consider functions polyno- 
mial in the (one) given coordinate system (rather than all C” functions or 
polynomials in all normal coordinate systems). Therefore in the rest of this 
section we will omit the subscript 9, but all ideals will be in the ring of 
polynomials. 
Remark 7.4. It will be necessary at times to “forget” the complex struc- 
ture on C”, thinking of it as IW*‘, then complexify it to C2n. We will achieve 
this complexification by thinking of z and Z as independent complex 
variables. Then the real points will be those where z and Z are complex 
conjugates. The zero locus of the analytic extension of n to C*” will be 
denoted Vc. 
For the next three examples G is a torus. For torus actions, the 
geometric and algebraic reductions can differ only if one (and thus all) of 
the conditions in Theorem 6.8 fail. 
EXAMPLE 7.5. Harmonic Oscillators. As above, any Hamiltonian can be 
considered as a momentum map for a real line action. If all orbits are 
periodic with the same period, as for the harmonic oscillator, then we have 
an action of the circle S ’ = U( 1). 
(a) Let P=@, ~=(1/2) lzl*=(x*+y*)/2. Then V=(O), and Dirac 
reduction fails because I’ is second class. But V is regular, so there is a 
regular, though trivial, reduction P= {0}, with function algebra pm(P) = 
C”( (0) ) = If%. The definition of geometric reduction is designed to give the 
same result as the regular reduction when the latter applies. 
On the other hand it appears that the algebraic and geometric reductions 
may not agree, because the conditions of Theorem 6.8 fail. In particular 
functions linear in x and y are second class constraints and therefore, by 
Proposition 5.1, violate (6.2). That is, Theorem 6.8(ii) fails. However, it 
turns out that the algebraic and geometric reductions do in fact agree. This 
happens because the functions violating (6.2) are not invariants; (6.1) holds 
and in fact ~1 itself is a basis for the G-invariant polynomials. Thus the 
algebraic reduction Y = [Cc”(P)]“/[I(p)]” = II3 (because [C”O(P)]” is 
generated by p and the constants). 
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(b) More generally let P= C x C”, with S’ acting as in (a) on the 
first factor and trivially on the second; p = (l/2) (z, I2 and V= C”. As before 
the constraint set V= C” is second class so the Dirac reduction procedure 
fails to define a Poisson bracket, and the conditions of Theorem 6.8 fail. 
The regular, geometric, and algebraic reductions, however, all give the 
standard Poisson structure on C”. 
(c) Now consider two uncoupled harmonic oscillators (of the 
same frequency). Up to a constant multiple, p = ( Jz, I2 + Iz2 I’)/2 = 
(XT + yf + xi + &)/2. In this case, as in (a), V is a single point, Dirac 
reduction fails, and all the conditions of Theorem 6.8 fail. In contrast to 
(a), however, (6.1) fails and the geometric and algebraic reductions differ 
becausef, = j~~)~,j= 1,2, andf, =z,?? are invariants that vanish on V but 
are not generated by p. The algebraic reduction produces an algebra 3’ 
that is generated by the four (real) functions represented by f, , f2, and f3 ; 
these generators satisfy two relations, f2 = -f, mod Z(p)), and 
I.fJ”+f:=OmodZ(~). (7.1) 
Clearly v^ cannot be the funtion algebra of any topological space (because 
in such an algebra, nonzero real valued functions like f, and the real and 
imaginary parts off3 cannot satisfy an elliptic relation like (7.1)). The case 
of several uncoupled oscillators, possibly with different frequencies, gives 
similar results. 
EXAMPLE 7.6. Angular Momentum in Two Dimensions; Other Circle 
Actions. (a) Let S’ act by rotation on R’ and lift the action to T*R2 x UZ2. 
The momentum map p for this action is the angular momentum Xx Y, 
where (X, Y) E [w2 x [w2 = T*R2. Reduction for zero angular momentum has 
been studied in detail by Bos and Gotay [BG84]. After a change of coor- 
dinates on C2, S’ acts by diagonal matrices with entries (exp[i0], 
exp[ -is]), and the momentum is p = 12, I 2 - 1~~ I2. It can be shown (see 
[BG84] or compute TV directly and apply Proposition 5.2) that the con- 
straint set V=p-‘(0) is first class, so the Dirac reduction works. Further- 
more by Proposition 5.2, V is strongly coisotropic and by Corollary 4.2, V 
is locally conical. Thus by Proposition 3.6, the Dirac and geometrically 
reduced algebras agree. The geometric reduction may be computed in 
various ways, e.g., as above in Example 5.1 l(a); V can be identified with 
the symplectic “V-manifold” or “orbitfold” C/Z?, where C has the standard 
symplectic structure. 
By using the machinery of Section 6, we can obtain all the above, and 
more, very quickly. Clearly p is both positive and negative in any 
neighborhood of its only critical point, the origin. Thus by Theorem 6.8 the 
algebraic reduction must agree with the geometric reduction, and by 
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Corollary 6.9 the Dirac and geometric reductions agree completely (not 
just on the level of the Poisson algebras). (See also Example 7.10 below for 
angular momentum in general.) 
(b) Similar results hold for any circle action except the harmonic 
oscillators described in Example 7.5. (Here we include cases in which p is 
nonpositive everywhere as harmonic oscillators with time “running back- 
wards.“) For instance, in Example 5.11(b) the nonpositivity condition (6.5) 
holds, so by Theorem 6.8 and Corollary 6.9 the Dirac, geometric, and 
algebraic reductions agree. 
EXAMPLE 7.7. Let the two-dimensional torus T*( = S’ x S ‘) act on C4 
by multiplication by a diagonal matrix with entries (exp[ i(c&, + /3&)], 
exp[ -iti,], exp[i8,], exp[ie,]). The resulting momentum map is p= 
(a l.z,\*+ (z31*, /I 1z112- 1z2(*+ lz412), (Note: The coordinates on the 
domain and range for ZA were chosen as in (6.6).) 
(a) If c1> 0, then the constraint set V= { lzi 1 = Iz3 1 = 0, lz2 1 = (z4 I }, 
Note that I/c C* = {(z,, z,)}, and the restriction of the action to C* = 
{(Z2? z,)} is the circle action in Example 7.6(a). Thus the internal geometry 
of V is the same as in that example. But V is second class (e.g., x1 and y, 
are conjugate second class constraints), so the Dirac reduction procedure 
fails. The geometric reduction was defined in Section 5 so that the 
geometric reduced space depends only on the internal geometry of V, and 
so is the same here as in Example 7.6(a). 
Clearly the conditions of Theorem 6.8 fail. The geometrically reduced 
algebra I@‘“(P) is isomorphic to a proper subalgebra of the algebraic 
reduction. For instance if /I > 0, the geometrically reduced algebra has as 
generators w  = ~2~4 and r = Jz2 (* + lzq I*; these are subject to the relation 
4 lw12 = r* (mod Z(p)). The generators of the algebraic reduction include in 
addition the invariants Iz4 I* and z,zY,Z;Zi, where y and 6 are positive 
integers satisfying y + 6 = /I; these generators are subject of course to 
various relations. Remark: Note that condition (6.5) must be checked for 
all elements of the Lie algebra, not just for a basis. For instance, there 
is a choice of basis in which p2 is as above and p, becomes 
a 1 z2 ( * + /I I z3 1 2 - c( Izq I 2, and neither p I nor p2 is positive semidelinite. 
(b) If cx <O then the conditions in Theorem 6.8 hold, so the 
geometric and algebraic reductions coincide. (Condition (iv), or (v) in the 
proof, are perhaps the easiest to check.) For instance, let a = - 2 and p = 3. 
In this case a basis for the reduced algebra is given by lz112, z2zq, and 
z1z2z3z4v Y * -’ where y and 6 are nonnegative integers such that y + 6 = 3. 
(These 10 generators are subject to relations, e.g., p = 0 and lz2 I* lz4 )* = 
Iz2z4 I29 etc. The reduced space is four dimensional; once all the relations 
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have been listed, the four-dimensional reduced space may be realized using 
Schwarz’s result (Theorem 5.6).) 
For nonabelian actions, the conditions listed in Theorem 6.8 are not 
equivalent, and we need other tools. Let us recall three results from the 
literature which will be useful in analyzing the examples. The first is 
Theorem 6.5 above. Another useful result is the “Unmixedness Theorem” of 
Macaulay, a consequence of which is Theorem 7.8. Theorem 7.9 is the third 
result we shall need. 
THEOREM 7.8 [Mat]. Let ZcC[u,, . . . . u,] be an ideal generated by k 
polynomials fi, . . . . fk. Let W c C” be any irreducible component of the com- 
plex locus V,(Z), and suppose that every such W contains a point q such that 
the differentials df,(q), . . . . dfn(q) are linearly independent. Then I = fl (i.e., 
I is a radical ideal) and dim& W) = n - k. 
THEOREM 7.9 [H]. Let X= [XI;1 r = 1, . . . . n, fi= W, . . . . m] be an m x n 
matrix ef indeterminates and ZC C[X,l 1 CI = 1, . . . . n, /l = 1, ..,, m] be the 
ideal generated bJ> the determinants of the k x k minors of X. Then I is a 
prime ideal (hence V,(Z) is irreducible and I = fi) and furthermore 
dim,(V,(Z))=(m+n-k+ l)(k- 1). (Note: I is said to be prime iff .g~l 
implies that either f E I or g E I.) 
EXAMPLE 7.10. Angular Momentum in Any Dimension. The results of 
Bos and Gotay [BG84, 861 follow easily from Theorem 7.9 and the results 
of the previous sections. Let SO(n) act on R” by rotation. To be very 
specific, A E SO(n) acts on X= (x ,, . . . . .x,)~E R” by XI+ AX. Now lift the 
action to T*R”; specifically, if (y,, . . . . yn) are coordinates dual to the .xj’s, 
A .(X, Y)= (AX, AY). If we regard T*R” as C” with coordinates 
z, = xj + iy,, then the lifted action on C” is that of SU(n) n G/(n), i.e., the 
subgroup of all elements of SU(n) with real entries. 
The momentum p has components 
,ujk = (i/2)(zjZk - yjzk) =xjyk - xk y,, l<j<k<n; 
that is, the components are the determinants of the 2 x 2 minors of the 
matrix 
2, 22 ... z, 
[- - 
- . 
z, z2 .‘. z, 1 
Thus Z = (z~) E V= p-‘(O) if and only if (zj) and (Fj) are proportional. A 
short computation shows that this implies that (X, Y) E V if and only if X 
and Y are proportional (as is well known in the cases n = 2, 3). Using this 
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description of V, the geometric reduced space was computed above in 
Example 5.11(a). 
By Theorem 7.9, the ideal Z(p) is radical (in fact prime), the complex 
zero locus I’, of Z(p) is irreducible, and dim& Vc) = n + 1. On the other 
hand for any X E R” and any t E [w, the vector 
(e” .x, e-” .X) E V@(Z(P)) n R2” = v, 
so dim( I’) > n + 1. (Note that’ by Remark 7.4, (e”. X, epi’. X) is a real 
point.) Thus by Theorem 6.5 and Remark (ii) thereafter, Z(p) is a real ideal. 
By Theorems 6.1 and 6.3 it follows that the geometric and algebraic reduc- 
tions agree. 
EXAMPLE 7.11. The Canonical Action of U(n) on C”. In this case, the 
dimension condition (6.4) fails, so the ideal Z(p) is not a real ideal; i.e., (6.2) 
fails. However, it happens that the geometric and algebraic reductions 
agree (because there are few invariants). The components of p are (the real 
and imaginary parts of) zjTk, j, k = 1, . . . . n. In particular Z(p) includes the 
function f = llzll 2, so V= (0). But ker &I 0 = C”, so the spanning condition 
(5.1) fails. By Proposition 6.6, the dimension condition (6.4) fails; so by 
Theorem 6.5, Z(p) is not a real ideal. But every U(n)-invariant is a function 
of f E Z(p), so (6.1) holds; in fact every invariant is equal to a constant, 
mod Z(p). Thus the algebraic reduction is Iw (with the trivial bracket), 
which coincides with the geometrically reduced algebra: I@‘“(P) = 
cy(o})=R. 
EXAMPLE 7.12. The Canonical Action of Xl(n) on C”. In this example, 
both conditions (6.3) and (6.4) of Theorem 6.5 fail, and the geometric and 
algebraic reductions do not agree. Now the components of p include only 
zjZk and zjZj - zkZk for j # k, j, k = 1, . . . . n. (Cf. Example 7.11.) Define fjk = 
zjZj + zkZk for j # k. Then fjk $Z(p) but 
(fj/?), = (ZjZj -z/&y+ 4(zjZJ(zk~j)Ez(~L). 
Thus Z(p) is not radical, i.e., (6.3) fails. 
In fact m = ?I where 7 is the ideal generated by the momentum in 
Example 7.11. First note that Z(p) c 1 Next observe that 
fik + (ZjFj -zkz,)= 2zj2,, 
so 7~ fi. But ?= .Zn K, where .Z and K are the ideals generated by 
Zl, .--, z, and Z,, . . . . Z,, respectively. Clearly the varieties defined by .Z and K 
are irreducible; hence .Z and K are prime, so 1 is radical and therefore 
?= fi. It follows that V= {0}, as in Example 7.11, so condition (6.4) 
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fails here, also. Note that (6.5) holds (because the trace of any element in 
su(n) is zero) even though (5.1) fails. Therefore the converse of Proposi- 
tion 6.7 fails. 
In contrast to the U(n) case, here the geometrically reduced algebra 
l@‘“(p) = [w does not coincide with the algebraic reduction. The function 
11~1/’ is an XI(n)-invariant that is not in Z(p), so it represents a nonzero 
element of V. But 
n(n-1)M2= 1 f;k, 
/#k 
hence ( IIzII~)~EI(~U) for sufficiently large N. Thus “+‘- contains a nilpotent 
element, so clearly 3’ # Iw. 
EXAMPLE 7.13. A Representation of SU(2) on C4. From a geometric 
viewpoint, this example seems well-behaved because it satisfies the span- 
ning condition (5.1) (and hence V is first class). Nonetheless Z(p) fails to 
be a real ideal, and the geometric and algebraic reductions do not agree. 
This occurs because the complex locus has a connected component which 
is “invisible” when one examines the real locus (because its only real point 
is contained in the other connected component). 
Let SU(2) act on C2 in the usual way, but regard C’ as iw4. Then SU(2) 
preserves the standard inner product Re(z,?, + ~~5~) on Iw4. Thus 
SU(2) c SO(4) in a natural way. Now SO(4) may be thought of as the set 
of all 4 x 4 matrices in SU(4) with real entries. The composition SU(2) c 
SO(4) c SU(4) defines a unitary representation of SU(2) on C4. The com- 
ponents of the momentum p are 
and 
p, = (i/2)[(z,Zz - F, 22) + (z3T4 - F3z4)] 
/12 = (i/2)[(Z,_73 -T,z3)-(z2F4 -F2z4)] 
p3 =(i/2)[(~,5~ -f,z,)+ (z2F3 -42z3)]. 
Now regard C4 as [WR and complexify it to C8. Let z = (z,, z2, z3, i4) and 
;= (T], z2, 23, Z4), so (z, 5) E C8. (Cf. Remark 7.4.) Consider the matrices 
1 i 0 o- 
0 0 1 i 
-71 z2 23 z4 
- - 
ZI Z2 23 z4- 
Their determinants 
[- -?l -71 0 z2  - 0 1 z3 - 0 i 0 
-i I[ 
1 0 0 i 
0 1 i 0 1 (7.2 z4 z* z2 z3 z4 - - - - z4 Z1 -i2 z3 z4 
are - 2~~ + 2ipz, - 2~~ + 2ip,, and 2~~ + 2ip,. Thus 
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these determinants vanish iff (z, Z) E V,. One component of Vc, W,, 
consists of all points (z, Z) where z and Z are linearly dependent in C4. 
Equivalently, W, is the variety where all the 2 x 2 minors of the following 
matrix vanish: 
M= z_l 
[ 
z2 z3 24 . 
21 22 z, 24 1 
Suppose that (z, ZE V, but z and Z are linearly independent. Then the 
line in @ P3 joining z and Z meets the each line which joins two points given 
by the first two rows of a matrix in (7.2). The latter are as follows, with 
tECuc0: 
L,(t) = (1, i, t, ti) 
L,(t) = (1, t, i, - ti) 
L3(f) = (1, 2, ti, i). 
Let F be the family of lines in C P3 which meet all three lines L,, L2, L,. 
Then the second (and final) component W, of V, is the closure in C8 of 
the set of points (z, Z) such that z and Z are linearly independent in C4, and 
the line spanned by z and Z lies in the family F. 
Both W, and W, have complex dimension 5. One checks that the 
differentials dp,, dp2, and dp3 are linearly independent on V, away from 
the intersection W, n W,. Thus I(p) is complex radical by Theorem 7.8. 
Also this shows that W, and Wz are live-dimensional. 
Moreover W, n R8 is also live-dimensional (over W), because it contains 
all 
(z, Z)= (e”x,, @x2, ei’x3, eitx4, eeitxl, e-“x2, e-“x3, eC”x,), 
with xi, x2, x3, x4, and TV R. But W, n R* contains only one single point, 
the origin. To see this, first note that the family F rules a quadric hypersur- 
face Q in CP3. Let wr, w2, w3, w4 be homogeneous coordinates on the 
complex projective space @ P3. Then 
Q={~E@P~~(~~)~+(w~)~+(w~)~+(w~)~=~}. 
(To visualize Q, think of a hyperboloid of revolution in R3.) If (z, Z) lies in 
W, then the line (z + t.F) is contained in Q, in particular 
0 = (z1 + tQ2 + (z2 + t1,)2 + (23 + fZ3)2 + (zq + C4)2 
for all t E C. Differentiating with respect to t yields 
o=z,z, +z,z, +z,z, +z,z4 for all (z, Z) E W,. 
607/79/1-7 
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In particular z = Z = 0 if (z, Z.) is real. Since 0 = dim.( W, n R8) # dim, W,, 
(6.4) fails and Z(p) is not a real ideal. 
In fact the real radical m of Z(p) is the ideal generated by the 
determinants of the 2 x 2 minors of the matrix M (multiplied by i). These 
determinants vanish on V because V= V, n KY* = W, n R8. But by 
Theorems 6.5 and 7.9, the ideal generated by these determinants is a real 
ideal, since dim,( W, n R*)=dimc( IV,). This proves the claim. Note that 
V is the same as for Example 7.10 with n = 4. Therefore (5.1) holds, as in 
that example. 
We now compare the algebraic and geometric reductions. A complete list 
of the basic SU(2)-invariants for this example is 
fs2 + ia = (z1)2 + (z2)2 + (z3)2 + (z4T. 
fJ4 =i[(z,Z, --z,z2)-(z,Z, --1324)] 
c5 = i[(z,Z, --Z,z,) + (z2i4 -z2z4)] 
CT6 =i[(z,Z, -F,zq)- (z2z3 -Zg3)]. 
(These functions crj are the components in the map r~ of Theorem 5.6. All 
other invariants are functions of the ai.) Observe that the 0, are all linearly 
independent mod Z(p), and so represent distinct elements of Y = 
[C”V’YG41G. But ~4, 05, and o6 all vanish identically on V, so the 
geometric and algebra reductions do not agree. In fact the geometrically 
reduced algebra is generated by cl, 02, and rr3, subject to the relation 
c: = rrz + o: mod Z(p)-cf. Example 5.1 l(a). Furthermore rr: + 0: + 0: = 
0 mod Z(p), so V is not the function algebra of any geometric space. 
EXAMPLE 7.14. Irreducible Complex Representations of SU(2) on @“+ ‘, 
n + 1 2 3. Despite Examples 7.12 and 7.13, SU(2) is not always badly 
behaved with respect to reduction. We sketch a proof that in the present 
example, Z(p) is always a real ideal, so the geometric and algebraic reduc- 
tions will agree. By definition, a complex representation of SU(2) is the 
restriction of a holomorphic representation of the complex Lie group 
SZ(2, @) to the subgroup SU(2). A complex representation of SU(2) is 
irreducible if and only if the corresponding representation of SZ(2, a=) is 
irreducible. 
It is well known that every irreducible complex representation of Sl(2, C) 
on en+’ is isomorphic to one of the following kind. (See, e.g., [L, lecture 
8, Sect. 23, Ex. 33.) Identify V+i with the space of homogeneous polyno- 
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mials in two variables of degree n. If z = (zO, . . . . z,) E C”+’ then the 
corresponding polynomial is 
fz(x, y)=z,y”+z,xy”-‘+z,x2y”--2+ ... +z,xn. 
The group acts by substitution. If A E SZ(2, C), then A .z is the vector 
corresponding to the polynomial faz(x, y) = f( (x, y) . A - ’ ). This restricts 
to an action of SU(2) on @” + r which preserves the Hermitian metric 
ds2(z, w) = i k! (n-k)! zkWk. 
k=O 
(This metric is unique up to scalar multiples). 
The ideal Z(p) is generated by the polynomials 
n-1 
/il = c (n-k)! (k+ I)! (z,,,?, +&+,zk) 
k=O 
n-1 
ji2 = -i c (n-k)! (k+ I)! (z,,,?, -zk+lzk) 
k=O 
/.L~ = i (n-2k)k! (n-k)! ZkFk. 
k=O 
We show that Z(p) is a real ideal, so by Theorems 6.1 and 6.3 the algebraic 
and geometric reductions agree. If n + 1 = 3 then the pi are linear combina- 
tions of the determinants of the 2 x 2 minors of the matrix 
[ 
zo ZI z2 
-22 5, 1 -50 . 
Thus by Theorem 7.9, Z(p) is prime and therefore radical, and furthermore 
Vc is irreducible and has dimension 4. One checks easily that the real locus 
V also has dimension 4 (e.g., by applying the implicit function theorem to 
(p,, p2) at z = (0, JO)). By Theorem 6.5 it follows that Z(p) is a real ideal. 
The computation for n + 12 4 is tedious and unenlightening, so we give 
only a sketch. Let q = (z, Z), where z = Z = (LO, . . . . 0, - 1). Then q is a real 
point of V (cf. Remark 7.4) and dp(q) has rank three. By the implict func- 
tion theorem, the real (respectively, complex) codimension three on a 
neighborhood of q in lRZn+’ (respectively, C2n+2). If we can show that Vc 
is irreducible, then by Theorems 6.5 and 7.8 we can conclude that Z(p) is 
a real ideal. 
So now suppose that q is a singular point in the complex locus. Thus 
there exists a nonzero r E su(2) @ @ such that 
((&(q), 5)) = 0. (7.3) 
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The equivariance condition, 
where A E SU(2), is real analytic in A, 5, z, and 2, so it continues to hold 
when everything is complexified. The complexified group acts on 
su(2) @ @ = C3 by complex orthogonal matrices. After transforming, if 
necessary, by the action of the complexified group, we may suppose that t 
takes a particularly nice form, i.e., 5 = (1, 0, 0) or (1, i, 0). Then one can 
solve (7.3) explicitly for q, and a local analysis (blow-up) around the 
singular locus shows that the smooth locus of Vc is connected near its 
singular points. As n + 1 3 4 and Vc has codimension three, we may 
conclude that V, is connected and therefore irreducible. 
8. DISCUSSION 
Theorem 6.1 states that the condition (6.1) is necessary and sufficient for 
the geometric and algebraic reductions to agree, while (6.2) is sufftcient. 
From Examples 7.5(ab) and 7.11 we see that (6.2) is not necessary for the 
two reductions to agree. In turn the spanning condition (5.1) is necessary 
for (6.2) (but not for (6.1)). Example 7.13 shows that (5.1) is not sufficient 
for (6.1) or (6.2) (except in the case of torus actions), but it is the only 
counterexample of which we are aware. Similarly Examples 7.12 and 7.13 
are the only examples we have found in which (6.5) holds but (6.1) does 
not. Thus we are left with the following problems: 
Open Problems 8.1. Find necessary and sufficient conditions for (6.1). 
Enumerate all (local) examples in which (5.1), (6.5) and/or weak 
regularity at smooth points hold but (6.1) fails. (As evidence that the latter 
is tractable, consider the torus actions and Example 7.14 and the fact that 
behavior as in Examples 7.12-7.13 appears to be rare.) 
For torus actions, the spanning condition need only be checked at 
smooth points, where it is the same as weak regularity. For nonabelian 
actions, we have no similar result, but also no counterexample. 
Conjecture 8.2. Weak regularity at all smooth points implies the 
spanning condition holds at all points.4 
In almost all our examples, the ideal Z(p) is equal to its complex radical 
(i.e., (6.3) holds) even when it is not equal to its real radical (because (6.4) 
fails). The exception is the canonical W(n) action (Example 7.12), in which 
4 Wilbour [Wi] has proved this conjecture for proper actions, and has constructed a coun- 
terexarnple when the action is not proper. 
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both (6.3) and (6.4) fail. This suggests that (6.4) alone may be sufficient for 
ideals generated by momentum maps. 
Conjecture 8.3. If the group is compact and the complex dimension 
condition (6.4) holds then (6.2) holds and therefore the algebraic and 
geometric reductions agree. 
The constraint set V=p--‘(O) has interesting properties as an object in 
real algebraic geometry. As mentioned in Remark 6.4, if Z(,u) is a real ideal 
then V is coherent; this property holds in all our examples even when Z(p) 
is not a real ideal. Also in all our examples V is equidimensional. 
Conjecture 8.4. If the group is compact, then (i) the constraint set 
Z.-‘(O) is always coherent; and (ii) connected components of the constraint 
set p - ’ (0) are always equidimensional. 
Theorem 5.6 says that (with certain mild restrictions) the reduced space 
is the space of real invariants on the zero momentum set. On the other 
hand the work of Kempf-Ness [KeN] and Kirwan [Ki] shows that in 
many cases the reduced space is the space of holomorphic invariants on the 
ambient space. This suggests the following. 
Open Problem 8.5. Investigate the relationships among the real and 
holomorphic invariants and the zero momentum set. 
In all our compact group examples where the geometric and algebraic 
reductions do not agree, there is a larger compact group G with the same 
geometric reduced space as for G, such that the geometric and algebraic 
reductions for G agree. For example, in Example 7.13, G = SO(4); in 
Example 7.12, G = U(n); and in Example 7.7(a), G = T3 with the action 
generated by p2, Jzr I*, and 1~~1~. 
Conjecture 8.6. If the group is compact and the geometric and 
algebraic reductions do not agree, then here is always a larger group, 
generated by the momentum p and the invariants quadratic in the local 
normal coordinates, whose algebraic reduction agrees with the geometric 
reduction (for both groups). 
Then the difference in the two reductions would be caused by the existence 
of “hidden symmetries” for the constraint set V, Off I’, the orbits of the two 
groups need not coincide, and invariants for G may not be invariants for 
G. (Cf. Examples 7.7 and 7.13.) Study of applications that consider pertur- 
bations off V (e.g., in dynamical systems) is needed to clarify this situation. 
Using the geometric reduction takes the hidden symmetries into account, 
but ignores invariants of G that are not invariant under G. The algebraic 
reduction ignores the hidden symmetries and considers all the G-invariants. 
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The algebraic reduction also has other problems. From our examples, 
especially 7.1, 7.2, 7.5(c), 7.12, and 7.13 we are lead to the following. 
Conjecture 8.7. When the algebraic reduction does not agree with the 
geometric reduction, it cannot be the function algebra of any topological 
space (because of nilpotents or nonnegative, nonzero functions which sum 
to zero). 
One would like to be able to apply some of the results of this paper to 
infinite dimensional cases, such as field theories. The proofs have used the 
compactness of the group and various results from algebraic geometry. The 
former may be circumvented in most situations if there is an invariant 
metric (as is often true in the field theory cases; cf. [Ar; ArMM81, 82]).’ 
The latter may cause more difficulty. However, Conjecture 8.6 may be 
helpful for the following. 
Open Problem 8.8. Extend the results of this paper to infinite dimen- 
sional examples. 
The ultimate open question here is, of course, which reduction is physi- 
cally “correct.” Unfortunately, intuition is of little help as most of the 
examples in which these reductions differ seem rather improbable from a 
physical standpoint. Moreover, the really interesting systems-such as 
gravity and Yang-Mills-are infinite dimensional. Even these systems may 
not allow one to distinguish between these alternatives; for example, all 
reductions coincide for homogeneous SU(2) Yang-Mills theory [Go89]. 
Still, there may be some means of deciding upon a “preferred” reduction. 
For instance, the momentum p is often a measurable quantity, so its exact 
form may matter for physics (e.g., for quantization). If so, the algebraic 
reduction may be preferred. As an illustration, consider Example 7.1. The 
geometric and Dirac reductions are the same as if the momentum were ))I 
(instead of yf); thus information is lost by using these reductions. 
On the other hand, the algebraic reduction of this system seems bizarre, 
at least insofar as classical physics is concerned. This kind of difficulty can 
occur when the algebraic reduction lacks an underlying space. (Cf. Conjec- 
ture 8.7.) Thus the complete absence of a reduced space causes problems, 
even though one “principle” that the examples do suggest is that the 
physics places more emphasis upon the reduced Poisson algebra than on 
the reduced space. (See in particular Example 3.4 and also [Go84].) One 
might therefore prefer the geometric reduction because it gives a reduced 
space as well as a reduced algebra. It also agrees, at least when the group 
is compact, with Dirac’s description of reduction in terms of observables. 
Finally, it seems to take into account hidden symmetries which the 
algebraic reduction ignores. The resolution of these matters awaits further 
research. 
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