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Abstract
In [1], we presented a method based on separated integration to estimate anharmonic
corrections to energy and vibration of molecules in a second-order diagrammatic vibra-
tional many-body Green’s function formalism. A severe bottleneck in extending this
approach to bigger molecules is that the storage of the Green’s function scales expo-
nentially with the number of atoms in the molecule. In this article, we present a method
that overcomes this limitation by approximating the Green’s function in the Hierarchi-
cal Tucker tensor format. We illustrate that the storage cost is linear in dimension and
hence one can obtain accurate representations of the Green’s function for a molecule of
any size. Application of this method to estimate the second-order correction to energy
of molecules illustrates the advantage of this approach.
1. Introduction
In quantum chemistry, accurate estimation of energy and vibrational frequencies
of molecules requires integration of functions whose dimensionality increases linearly
with the number of nuclei in the molecule. In [1] and [2], we introduced and ex-
tended a separated integration formulation for estimation of anharmonic energy and
vibrational corrections of molecules in XVH2. Application of this method for bigger
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molecules requires two necessary conditions. The first condition is to obtain an ac-
curate approximation of the potential energy surface (PES) with as few evaluations as
possible. A rigorous mathematical foundation for efficient representation of the PES
can be found in the early works of Mezey [3–9]. Studies from Dawes’ group [10–12]
focus on accurate fitting of the global PES. A many-body expansion of the PES, using
such methods as the n-mode representation introduced by Bowman and coworkers [13–
16], addresses the curse of dimensionality, and has been extended by others [17–19]
to problems other than PES representation [20, 21]. Sum-of-products representations
of PES, which serve as the basis of tensor decomposition, were explored by Jäckle
and Meyer [22, 23], proposing the potfit and multilayer potfit methods, and later by
Otto [24], Carrington and coworkers [25, 26], and Ziegler and Rauhut [27, 28]. In our
recent work [1, 2], we proposed techniques that exploit special mathematical structure
(e.g. low rank, sparsity) of these functions.
The second condition, specific to second-order energy and frequency corrections in
XVH2, is the requirement of efficient low rank approximation of the Green’s function.
A key bottleneck here is that the dimensionality of both the PES and the Green’s func-
tion increases as (m = 3a−6), where a is the number of atoms. From an approximation
point of view, this leads to an exponential increase in the number of multidimensional
basis functions, given by nm, where n is the number of basis functions in each dimen-
sion, thus leading to difficulties in their storage and efficient approximation. This work
targets this second requirement, i.e. efficient storage, approximation and application of
Green’s function to enable separated integration of anharmonic energy corrections of
molecules.
There has been considerable work on the approximation of Green’s function [29–
32], specifically in quantum chemistry [33, 34], most of which focuses on theoretical
or numerical analysis of the approximation. In this work, however, we are concerned
with a particular application of estimating anharmonic energy corrections. We there-
fore analyze the approximation of Green’s function from the point of view of its effect
on the accuracy of specific quantities of interest, in this case, the second-order cor-
rection to energy. In order to do so, we are interested in an approach that satisfies
three conditions. Firstly, the approximation should have a polynomial representation.
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This is required because it enables efficient quadrature rules for numerical integration.
Secondly, to reduce the computational cost, the approximation should have a low rank
representation (see section 2 below). Finally, for scalability considerations, we need
a method to efficiently store the Green’s function with a manageable storage cost and
an approximation strategy whose computational cost at any point does not increase
exponentially.
In this work, we satisfy these three conditions by proposing to store and approxi-
mate the Green’s function in the Hierarchical Tucker tensor format [35, 36], an efficient
structured tensor format based on recursive subspace factorizations. The Hierarchical
Tucker format is a specialization of the Tucker format and it contains canonical tensors
as a special case [37]. This format is a storage-efficient scheme to approximate and
represent tensors which can be applied particularly well for approximation of high-
order Green’s functions. As will be seen in Section 4, this format permits storage and
approximation of the Green’s function with a complexity that grows only linearly with
dimension, leading to a crucial efficiency improvement in estimating second-order an-
harmonic energy corrections in XVH2.
The outline of the paper is as follows. In Section 2, we briefly recall the Green’s
function in the separated integration formulation for estimating second-order energy
corrections in XVH2. Then, in Section 3, we discuss the tensor representation of the
Green’s function, and its approximation in several low-rank tensor formats, from a
conceptual point view. In Section 4, we present and illustrate efficient storage of the
Green’s function in the Hierarchical Tucker tensor format. In Section 5, we apply and
illustrate the proposed method to estimate second-order energy corrections of select
molecules, and derive conclusions in Section 6.
2. Green’s function in XVH2
As indicated in the previous section, efficient approximation of the Green’s function
in the Hierarchical Tucker format is pertinent to the second-order correction to the
energy in the XVH2 formalism of quantum chemistry. The reader is referred to the
original papers [38, 39] for the derivation of this formalism. Here, we briefly outline
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the method of separated integration [2] to evaluate second-order corrections in XVH2
to motivate the need for appropriate approximation of the Green’s function.
The second-order correction to the energy involves 2m-dimensional integrals of the
form,
I(2) =
+∞∫
−∞
+∞∫
−∞
e(x,x′)P(x,x′)dxdx′ (1)
with
e(x,x′) =
m∏
i=1
e−ωi(x
2
i +x
′2
i ), (2)
(3)
where x = {x1, . . . , xm} is the m-dimensional set of normal coordinates, ωi is the ith
harmonic frequency which can be computed and is known a priori. The polynomial
P(x,x′) given by
P(x,x′) = ∆V(x)∆V(x′)G(x,x′), (4)
includes two functions. The first function, ∆V(x), is the fluctuation potential given by
∆V(x) = V(x) − Vref − 12
m∑
i=1
ω2i x
2
i , (5)
where V(x) is the m-dimensional PES and Vref is its value at the equilibrium geometry,
which is the electronic energy at the equilibrium geometry of the molecule. In this
work, we are mainly concerned with the second function in P(x,x′) which is a real-
space Green’s function given by
G(x,x′) =
nmax−1∑
n1=0
· · ·
nmax−1∑
nm=0
(n1,n2,...,nm),(0,0,...,0)
m∏
i=1
N2nihni (ω
1/2
i xi)hni (ω
1/2
i x
′
i )
−∑mi=1 niωi . (6)
Here, Nni is a normalization coefficient, hni is the physicists’ Hermite polynomial
of degree ni defined as hn(x) = (−1)nex2 dndxn e−x
2
. The highest quantum number for each
quantum mode is nmax ∈ N0. In general, higher the values of nmax, more accurate is
the representation of Green’s function for second order corrections in XVH2. In this
study, we choose the same values of nmax for 1 ≤ i ≤ m. We observe that the cost
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of storing coefficients 1−∑mi=1 niωi of Green’s function in Eq. (6) is (nmmax − 1), i.e. it
scales exponentially with dimension m which is a critical bottleneck in estimating Eq.
(1). This storage requirement can be easily seen by re-writing the above expression for
G(x,x′) as
G(x,x′) =
∑
ν∈∆
uνgν(x,x′),
where ∆ = {(n1, . . . , nm) | ni = 1, . . . , nmax; i = 1, . . . ,m} \ {(0, . . . , 0)}, and
gν(x,x′) =
m∏
i=1
φ(i)ni (xi, x
′
i )
φ(i)ni (xi, x
′
i ) = Nnihni (ω
1/2
i xi)Nnihni (ω
1/2
i x
′
i )
uν = − 1∑m
i=1 niωi
and noting the necessary storage for the (nmmax − 1) coefficients uν.
To estimate Eq. (1), we search for low-rank approximations of the integrand fac-
tors, specifically
∆V(x) ≈
r1∑
k=1
m∏
i=1
∆V (i)k (xi) (7)
with a separation rank r1 and
G(x,x′) ≈
r2∑
k=1
m∏
i=1
G(i)k (xi, x
′
i ), (8)
with a separation rank r2. The functions ∆V
(i)
k (xi) and G
(i)
k (xi, x
′
i ) are k − th univariate
and bivariate functions in dimension i. Substituting Eq. (7) and Eq. (8) in Eq. (1), the
integral I(2) can be evaluated as a sum-of-products of two-dimensional integrals,
I(2) ≈
r1∑
k1=1
r1∑
k2=1
r2∑
k3=1
m∏
i=1
∫ +∞
−∞
∫ +∞
−∞
e−ωi(x
2
i +x
′2
i )∆V (i)k1 (xi)∆V
(i)
k2
(x′i )G
(i)
k3
(xi, x′i ) dxi dx
′
i , (9)
The number of two dimensional integrals in Eq. (9) is O(r21r2m) which can be evalu-
ated using Gauss-Hermite quadrature. Since p quadrature points can exactly evaluate
integral of a polynomial of order 2p − 1, the computational cost of estimating Eq. (9)
scales as O(r21r2mp).
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For accurate, efficient and scalable computation of I(2) using separated integration
with Eq. (9), we require two conditions to be satisfied. Firstly, ∆V(x) must be accurate
in the form Eq. (7) with a small separation rank r1. Secondly, separation rank r2
in Eq. (8) must be small for sufficiently accurate approximation of Green’s function.
This requires not only accurate approximation of Green’s function in a suitable low
rank tensor format, but also efficient storage due to exponential increase in number of
coefficients in G(x,x′) with m. In the following section, we detail our approach that
satisfies these conditions. In this work, we propose a suitable strategy to store G(x,x′)
such that its low rank approximation of the form Eq. (8) can be obtained with standard
numerical schemes.
3. Tensor representation and low rank approximation of Green’s function
The Green’s functionG(x,x′) is a coupled 2m-dimensional function and, therefore,
needs to be low-rank decomposed in the form Eq. (8) for estimating I(2). If one chooses
as basis functions,
φ(i)ni (xi, x
′
i ) = Nnihni (ω
1/2
i xi)Nnihni (ω
1/2
i x
′
i ), (10)
it is already formally decomposed as
G(x,x′) =
Nmax∑
k=1
uk
m∏
i=1
φ(i)ni (xi, x
′
i ), (11)
where k = k(n1, . . . , nm) is a counting index of the quantum numbers of modes 1
through m, corresponding to an ordering of multi-indices (n1, . . . , nm), and the expan-
sion coefficient is known a priori as
uk = − 1∑m
i=1 niωi
. (12)
Here, Nmax = nmmax −1, where nmax is the highest quantum number of the harmonic-
oscillator wave function included along each mode. Let U ∈ ⊗mi=1Rnmax denote the
tensor of coefficients with components Un1,...,nm = 1−∑mi=1 niωi . Let us also represent
Bs ∈ ⊗mi=1Rnmax as the tensor of basis functions evaluated at a sample realization (xs, x′s)
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of (x,x′) such that Bsn1,...,nm =
∏m
i=1 φ
(i)
ni (x
s
i , x
′s
i ). Evaluation of the Green’s function
G(xs, x′s) ∈ R can then be represented as
G(xs, x′s) = 〈U,Bs〉\0 =
nmax−1∑
n1=0
· · ·
nmax−1∑
nm=0
(n1,n2,...,nm),(0,0,...,0)
m∏
i=1
N2nihni (ω
1/2
i x
s
i )hni (ω
1/2
i x
′ s
i )
−∑mi=1 niωi , (13)
where 〈·, ·〉\0 is the canonical inner product in ⊗mi=1Rnmax with the exclusion of index
corresponding to ni = 0, 1 ≤ i ≤ m. In this work, we treat this specific exclusion in
Section 4. Clearly, we need O(nmmax) computation for evaluation of G(xs, x′s). If nmax or
m is large, this cost is prohibitive for application of most methods, e.g. Monte Carlo,
for estimation of I(2). Also, in this representation, given an a priori choice of the basis
tensor B, we can identify G(x,x′) with the coefficient tensor U. In the following we
discuss low rank approximation ofU in several tensor formats in order to approximate
G(x,x′).
In our previous work [1, 2], we approximated G(x,x′) by approximatingU in the
canonical polyadic tensor format
U ≈ UCP =
r∑
k=1
αk(⊗mi=1u(i)k ), (14)
where r is the separation rank and αk is the normalization constant obtained by nor-
malizing u(i)k , 1 ≤ i ≤ m. The corresponding functional representation of G(x,x′) is
therefore given by
G(x,x′) ≈
r∑
k=1
αk
m∏
i=1
G(i)k (xi, x
′
i ), (15)
G(i)k (xi, x
′
i ) = 〈u(i)k ,φ(i)(xi, x′i )〉, (16)
where φ(i)(xi, x′i ) is the vector of basis functions given by (φ
(i)
n1 , . . . , φ
(i)
nmax )
T . The number
of parameters in canonical polyadic tensor approximation ofG(x,x′) is therefore given
by mrnmax, which is linear in m. Figure 1 illustrates approximation of U in canonical
tensor format.
Another format to approximateU is the Tucker tensor format which is represented
as
U ≈ UT =
r1∑
k1=1
· · ·
rm∑
km=1
αk1,...,km
(
⊗mi=1u(i)ki
)
, (17)
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u1(1)
u1(2)
u1(3)
ur(1)
ur(2)
ur(3)
⋯
⨂ ⨂
≈
Figure 1: Illustration of canonical tensor decomposition ofU
where αk1,...,km form components of the core tensor α ∈ Rr1×···×rm and u(i)ki ∈ Rnmax , 1 ≤
ki ≤ ri are columns of factor matrices U(i) ∈ Rnmax×ri (see illustration below). Thus, as
compared to canonical rank r of UCP, which is a scalar, the multilinear rank of UT is
given by the tuple (r1, . . . , rm). An algorithm to approximateU in Tucker tensor format
is called the higher order singular value decomposition (HOSVD) [40]. This algorithm
is based on the idea of minimal subspace. The minimal subspace, for a given mode i,
is the minimum set of basis vectors that span the column space of ith mode unfolding
ofU, where the ith mode unfolding is obtained by considering the ith mode as the first
dimension of a matrix and collapsing (1, . . . ,m) \ i as the other dimension. Practically,
the minimal subspace is obtained using singular value decomposition (SVD) of the ith
mode unfolding for 1 ≤ i ≤ m. Thus, for a given mode i, we first matricize U by
reshaping asU → Ui,(1,...,m)\i and then perform SVD such that
Ui,(1,...,m)\i ≈
ri∑
ki=1
βiu(i)ki ⊗ v
(1,...,m)\i
ki
, (18)
where the left singular vectors u(i)ki form the column of factor matrix U
(i), v(1,...,m)\iki are
right singular vectors and ri is the corresponding component of Tucker rank. The core
tensor α is calculated by projecting U on each subspace separately. The number of
parameters in the Tucker tensor approximation of U is the sum of size of the core
tensor
∏m
i=1 ri and size of the factor matrices
∑m
i=1 rinmax. The size of the core tensor is
thus exponential in m which limits the Tucker decomposition ofU to small molecules.
Figure 2 illustrates the approximation ofU in the Tucker tensor format.
Approximation of U in canonical or Tucker formats first requires the storage of
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≈U(1)
U(2)
U(3)
Figure 2: Illustration of Tucker tensor decomposition ofU
U, the size of which increases exponentially with m. Thus, for any nmax > 1, the
storage cost of U will become infeasible for large enough values of m. To overcome
this limitation, we propose to store and decompose U in tree based tensor formats,
called Hierarchical Tucker format, that is based on recursive application of Tucker
decomposition to a hierarchy of partition of dimensions.
Tree based formats are based on a more general notion of rank for a group of
dimensions associated with a dimension tree. Let M = {1, . . . ,m} and T be a dimension
partition tree on M, such that every vertex t ∈ T are non empty subsets of M (see Figure
3 for illustration). Let us denote L(T ) as the leaves of T and I(T ) = T \ L(T ), so that
L(T ) = {{k} : k ∈ M}. Let S (t) denote children of t ∈ T . A node is said to be at a level
l if it has a distance of exactly l to the root M. Hierarchical Tucker tensor format is
associated with a binary tree T , such that for all t ∈ I(t), #S (t) = 2 i.e. all nodes other
than leaf nodes have two children.
In this tensor format, we have rank associated with each vertex t. Therefore, the
Hierarchical tensor rank of U is a tuple (rankt(U))t∈T ∈ N#T such that rankt(U) =
#columns(U(t)), where U(t) is the minimal subspace for dimensions associated with
vertex t. Let us denote by (u(t)k )1≤k≤rt as columns of U
(t). For t ∈ I(t),with S (t) = {t1, t2},
we can write
u(t)k =
∑
1≤l≤rt1
1≤r≤rt2
α(t)klru
(t1)
l ⊗ u(t2)r . (19)
for 1 ≤ k ≤ rt. The tensor α(t) ∈ Rrt×rt1×rt2 are called the transfer tensors with compo-
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{1,2,3,4}
{1,2} {3,4}
{1} {2} {3} {4}
{1,2,3}
{1} {2,3}
{2} {3}
(a) (b)
Root node
Internal Nodes
Leaf Nodes
Children of 
     {3,4}
l=1
l=2
Figure 3: (a) An example dimension tree for m = 4. (b) Dimension tree for m = 3 which also corresponds to
the tensor train representation
nents α(t)klr. With rM = 1, approximation of U in Hierarchical tensor format is repre-
sented as
U =
rM1∑
l=1
rM2∑
r=1
α(M)lr u
(M1)
l ⊗ u(M2)r , (20)
where S (M) = {M1,M2}. Thus, the tensorU is completely determined by the transfer
tensors (α(t))t∈I(T ) and the vectors (u(i)k )k∈L(T ),1≤k≤rk . Figure 4 illustrates Hierarchical
tensor format for a tensor corresponding to dimension partition tree in Figure 3 (a).
Note that a given tensor can be approximated in several Hierarchical Tucker tensor
each associated with a different dimension tree.
U(12) U(34 )
U(1) U(2) U(3) U(4)(n
ma
x)
2
(n
ma
x)
2
r12 r34
r1 r 2 r3 r 4
n m
ax
n m
ax
n m
ax
n m
ax
α(1234) α(1234)
α(12 ) α(34 )
Root
Transfer 
tensor
Leaf
Figure 4: Illustration of steps in construction of Hierarchical Tucker tensor Format for dimension m = 4
corresponding to dimension tree in Figure 3(b)
The complexity ofU in Hierarchical format includes the storage cost of parameters
in leaf nodes and internal nodes, which includes the root node and transfer tensors. We
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have
∑m
i=1 nmaxri parameters in the leaf nodes and
∑
t∈I(T ) rtrt1rt2 in internal nodes. There
are therefore
∑m
i=1 rmnmax +
∑
t∈I(T ) rtrt1rt2 scalar parameters with storage cost linear in
m.
In the following section, we present a method to efficiently store and approximate
U in Hierarchical format.
4. Storage and Approximation of Green’s function in Hierarchical Format
Let us consider a tensor U∗ that contains element-wise reciprocal of components
ofU i.e.
U∗n1,...,nm =
1
Un1,...,nm
. (21)
We can represent U∗ exactly in Hierarchical format for any dimension tree (see
section 8 and 9 in [41]) such that the leaf nodes U(i) ∈ Rnmax×2 are given by
U(i) =

1 n1ωi
...
...
1 nmaxωi
 , (22)
the transfer tensors α(t) ∈ R2×2×2 for t ∈ I(T ) \ troot are given by
α(t):,:,1 =
1 00 0
 , α(t):,:,2 =
0 11 0
 , (23)
and the root node αtroot ∈ R2×2 is given by
αtroot =
0 11 0
 . (24)
We denoteU(∗) stored in Hierarchical tensor format asU(∗)H . Let us illustrate the storage
of U∗ ∈ R2×2×2 as U(∗)H with an example. We consider a case with m = 3, nmax = 2
and the dimension tree as shown in Figure 3 (b). Note that this dimension tree also
corresponds to a particular case of Hierarchical format called the tensor train format
[42].
Figure 5 shows unfolding ofU(∗)H from level two to level one. We have
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u(23)1 =
2∑
l=1
2∑
r=1
α(23):,:,1u
(2)
l ⊗ u(3)r =
1 11 1
 . (25)
Similarly, we have
u(23)2 =
2∑
l=1
2∑
r=1
α(23):,:,2u
(2)
l ⊗ u(3)r =
n1ω3 + n1ω2 n2ω3 + n1ω2n1ω3 + n2ω2 n2ω3 + n2ω2
 . (26)
Both u(23)1 and u
(23)
2 can be reshaped in R
n2max×1 to obtain columns of U(23). A similar
unfolding can be done from level 1 to level 0 such that
U(∗) = ∑2l=1 ∑2r=1 α(123)u(1)l ⊗ u(23)r
=
n1ω3 + n1ω2 + n1ω1 n1ω3 + n2ω2 + n1ω1 n2ω3 + n1ω2 + n1ω1 n2ω3 + n2ω2 + n1ω1n1ω3 + n1ω2 + n2ω1 n1ω3 + n2ω2 + n2ω1 n2ω3 + n1ω2 + n2ω1 n2ω3 + n2ω2 + n2ω1
 ,
which can then be folded as U(∗) ∈ R2×2×2. This illustration shows that U(∗) can
be stored efficiently in Hierarchical tensor format. Clearly, the benefit of storing U(∗)
as U(∗)H is significant for higher values of m and nmax. Figure 6 compares the scaling
of storage cost of U(∗) and U(∗)H for nmax = 4 (for a dimension tree with two levels,
level two being leaf nodes and nodes at level one being those of cardinality two) with
respect to number of atoms in the molecule. We find that, for a molecule with only
10 atoms, the storage of U(∗) becomes practically infeasible whereas U(∗)H requires
storage of only 364 real values based on storage calculation of Hierarchical Tucker
Tensor formats indicated in Section 3.
Next, starting withU(∗)H , we wish to obtain an approximation ofU in Hierarchical
tensor format, henceforth denoted asUH . This involves application of an algorithm that
results in element wise reciprocal ofU(∗) while maintaining its representation asU(∗)H .
In the context of tree based tensor formats, such an algorithm based on Newton Schulz
iterations has already been proposed. We refer the reader to [41] and [43] for this
algorithm and its implementation details. We now deal with the issue of exclusion of
coefficient corresponding to ni = 0, 1 ≤ i ≤ m inU. SinceU is never explicitly created
in this approach, the first coefficient ofU corresponding to ni = 0, 1 ≤ i ≤ m cannot be
12
(1 n1ω11 n2ω1) (
1 n1ω3+n1ω2
1 n1ω3+n2ω2
1 n2ω3+n1ω2
1 n2ω3+n2ω2
)
(0 11 0)
(1 n1ω21 n2ω2) (1 n1ω31 n2ω3)
(1 n1ω11 n2ω1) (
1 0 ∣ 0 1
0 0 ∣ 1 0)
(0 11 0)
Figure 5: Illustration of storage of U(∗) with m = 3, nmax = 2 in Hierarchical Tucker tensor format and its
unfolding from level two to level one.
Number of atoms
0 2 4 6 8 10 12
S
iz
e
100
105
1010
1015
1020
U
(∗)
U
(∗)
H
Figure 6: Scaling of the storage cost ofU(∗) andU(∗)H with nmax = 4 v/s number of atoms in a molecule.
explicitly assigned to 0. However, once we getUH , we can get the coefficient estimated
by Newton Schulz corresponding to this entry, find its representation in Hierarchical
Tucker format with the same dimension tree as that of UH and subtract it explicitly
fromUH .
To illustrate the approximation ofUH fromU(∗)H , we consider Green’s function for
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four different molecules: water (m = 3), formaldehyde (m = 6), methane (m = 9) and
ethylene (m = 12). For water and formaldehyde, we consider nmax = 4, 8. For methane
and ethylene, due to limitations associated with storage of the full tensorU in order to
estimate approximation error ofUH , we only consider nmax = 4. For all molecules, we
also consider two different dimension trees (see Figure 7) to illustrate that the accuracy
of approximation of UH is not sensitive to structure of the tree. For both trees, at a
given node, the dimensions on the left subtree are smaller than the ones on the right. In
case the cardinality of a given node is odd, we split this node such that the cardinality
of its left child is one smaller than the cardinality its right child. The second tree
differs from the first in the sense that is root node has two leaf nodes corresponding
to the leading two dimensions. We illustrate these two types of dimension trees for a
molecule with four atoms (i.e, m = 6) in Figure 7. Table 1 shows relative error ‖U−U˜‖‖U‖
in approximation ofU and its approximation U˜ obtained by unfoldingUH . Here, the
norm ‖ · ‖ is the canonical norm in ⊗mi=1Rnmax , which is calculated in practice by taking
the square root of the sum of squared entries of the tensor.
We clearly find that accurate approximations of U of the order 10−9 to 10−11 are
obtained for all four molecules. Also, the choice of tree has little influence on the
accuracy of approximation. In the following, we present a modification of this approx-
imation for application in separated integration to determine second order anharmonic
energy correction of molecules.
{1,2,3,4,5,6}
{1,2,3} {4,5,6}
{1} {2,3} {4} {5,6}
(a)
{2} {3} {5} {6}
{1,2,3,4,5,6}
{1,2} {3,4,5,6}
{1} {2} {3,4} {5,6}
{3} {4} {5} {6}
(b)
Figure 7: Dimension Tree 1 (left) and Tree 2 (right) for approximation ofUH .
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Table 1: Relative error (×109) in approximation of U from UH for water, formaldehyde, methane and
ethylene. The error is reported for approximation corresponding to two different trees in Figure 7. For CH4
and C2H4, nmax = 8 is not considered due to storage issues associated with nmmax coefficients.
H2O CH2O CH4 C2H4
nmax 4 8 4 8 4 4
Tree 1 0.023 0.021 0.047 9.4 0.11 3.82
Tree 2 0.003 0.012 0.008 7.74 1.08 6.16
5. Second order anharmonic corrections with Green’s function
In this section, we first present results related to approximation of Green’s function
in canonical tensor format followed by an illustration of accurate estimation of I(2). We
show results for molecules considered in the previous section.
In order to estimate I(2) using Eq. (9), we need to convert G(x,x′) represented in
Hierarchical tensor format withUH into canonical polyadic tensor format represented
byUCP. Conversion between tensor formats is a standard operation in tensor methods
and we refer the reader to [44] for details. Let us define the approximation error  such
that
 =
‖G − G˜‖2
‖G‖2 , (27)
where G and G˜ are vectors of evaluations of G(x,x′) and its canonical polyadic ap-
proximation respectively at 10, 000 uniformly distributed random samples of x,x′ over
the same range as that over which ∆V(x) is evaluated for estimating I(2).
Figure 8 illustrates error in approximation of G(x,x′) in canonical tensor format
obtained from UH for water and formaldehyde. In [1], we determined empirically
that  ≈ 1.0 × 10−2 in approximation of integrand factors is sufficient for accurate
estimates of second order corrections. In case of water, we get a sufficiently accurate
approximation of G(x,x′) with a separation rank r ≈ 20 for nmax = 4, 8. Similarly
for formaldehyde, we get  ≈ 1.0 × 10−2 for r ≈ 20. In each case, as we increase
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Rank
100 101 102
E
rr
or
10-4
10-3
10-2
10-1
100
H2O(nmax = 4)
H2O(nmax = 8)
CH2O(nmax = 4)
CH2O(nmax = 8)
Figure 8: Approximation error  of Green’s function for water (m = 3) and formaldehyde (m = 6) v/s
canonical rank r with nmax = 4, 8. The error is estimated using 10, 000 independent evaluations of Green’s
function and its approximation in canonical polyadic tensor format.
the canonical rank, we get better approximation of G(x,x′). Also, for both molecules,
the canonical rank r required to achieve similar accuracy increases as the size of U
increases with higher values of nmax.
Rank
100 101 102 103
E
rr
or
10-4
10-3
10-2
10-1
CH4(nmax = 4)
C2H4(nmax = 4)
Figure 9: Approximation error  of Green’s function for methane (m = 9) and ethylene (m = 12) v/s
canonical rank r with nmax = 4. The error is estimated using 10, 000 independent evaluations of Green’s
function and its approximation in canonical polyadic tensor format.
In Figure 9, we find that for methane and ethylene, we get  < 1.0 × 10−2 for a
separation rank of r = 100. For both these molecules, we illustrate approximation of
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G(x,x′) for nmax = 4 only due to limitations associated with storage and evaluation of
exact value of G(x,x′) for higher values of nmax. We note that, for all molecules, we
obtain small values of separation rank r as compared to O(nmmax) terms in G(x,x′).
Although  ≈ 1.0 × 10−2 is empirically determined to be sufficiently accurate for
estimating I(2), we choose rank r corresponding to a more conservative value of  ≈
1.0 × 10−3.
nmax
2 4 6 8
|I
(2
) |
50
77.68
100
120.56
150
H2O
CH2O
nmax
2 4 6 8
|I
(2
) |
70
100
111.4
120
136.27
150
CH4
C2H4
Figure 10: Convergence of second order energy correction for water, formaldehyde (left), methane and
ethylene (right) using low rank approximation of Green’s function with quantum number 2 ≤ nmax ≤ 8. A
fixed low rank representation of potential energy surface obtained with SCT-XVH2 [1] has been used for all
molecules to illustrate dependence in accuracy on nmax.
nmax
1 2 3 4 5 6 7 8 9 10
|∆
I
(2
) |
10-6
10-4
10-2
100
102
H2O
CH2O
CH4
C2H4
Figure 11: Convergence plot of |∆I(2) | = |I(2)nmax − I(2)nmax+1 | vs nmax
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We show the convergence of I(2) with the approximation of G(x,x′) obtained with
2 ≤ nmax ≤ 8 in Figure 10. Note that convergence I(2) does no depend only on nmax but
also on the approximation accuracy of potential energy surface ∆V(x). Convergence
plots in 10 have been obtained by fixing low rank approximations of ∆V(x) in Eq. (7)
obtained with SCT-XVH2 method proposed in our earlier work [1]. Figure 11 shows
self convergence of I(2) with nmax for all four molecules. We find that, for all four
molecules, we get a convergence of the order at least 10−2, thus indicating monotonic
increase in the accuracy in the approximation of I(2). We find that, for all molecules
considered here, the absolute value of second order energy correction |I(2)| estimated
using Eq. (9) ceases to change appreciably for nmax ≥ 4. Thus it is observed that
the smallest value of nmax required for estimation of second order energy corrections is
independent of dimension m, although a definitive conclusion can only be drawn after a
more comprehensive study involving molecules of different types and size. This result
has two implications. Firstly, the size of the Green’s function tensor to be approximated
in low rank format will be smaller as compared to the one considered with higher
values of nmax, a result that is especially significant for estimating corrections for bigger
molecules. Secondly, with a fixed value of nmax = 4, the number of quadrature points
and hence the computation cost required for numerical estimation of separated integrals
in Eq. (9) will depend only on the degree of polynomial approximation of the PES.
Finally, in Figure 12 we emphasize the advantage of proposed method by plotting
reduction in rank of the Green’s function in order to achieve I(2)±1.0×10−1 (where the
value of I(2) for each molecule is shown in Figure 10 with dotted lines). We consider
three values of nmax ∈ {4, 8, 12} for each molecule. Consistent with our observation
above, as the size of coefficient tensor increase with increase in values of nmax, we get
higher values of canonical rank r for each molecule. For the maximum value of nmmax =
1012 considered in Figure 12, one can estimate accurate values of I(2) for molecules
with up to 7 atoms (i.e. m = 21) provided I(2) remains the same for nmax ≥ 4 as is the
case with molecules considered in this study. Note that, this method enables estimation
of I(2) for molecule of any size provided accurate polynomial representation of PES
can be obtained. In such cases, Figure 12 can also be extended to molecules bigger
than those considered in this study.
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Figure 12: Comparison of reduction in rank of Green’s function from nmmax to canonical rank r for nmax ∈
{4, 8, 12}.
6. Conclusion
We presented a scalable method to efficiently store and compress the Green’s func-
tion in the Hierarchical Tucker tensor format that overcomes a critical bottleneck in
estimation of anharmonic corrections using XVH2. In particular, we showed that the
complexity of Green’s function in Hierarchical format is linear in dimension due to
which it can be approximated for molecules of any size. We also illustrated that ap-
proximation of Green’s function obtained using this approach can lead to reduction
in separation rank by orders of magnitude and consequent reduction in computation
cost for estimating anharmonic corrections for molecules. Finally, application of this
method on molecules considered in this study suggests that a low rank approximation
of Green’s function with a small value of quantum number leads to an accurate approx-
imation of second order energy corrections.
The proposed method can be enhanced along two directions. First, since the method
depends on the availability of PES for estimating I(2), one can also approximate the
PES of bigger molecules in Hierarchical Tensor format provided enough PES samples
are available for approximation. Second, the present approach requires conversion of
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Green’s function representation in Hierarchical Tensor format to canonical form for
the application of quadrature integration rule. This intermediate step can avoided if the
separated integration is performed directly in Hierarchical format.
We used two open source software packages to implement and test methods pro-
posed in this work. For approximation of U as UCP and UT in Section 3, we refer
to Tensor Toolbox [45]. For operations related to storage and approximation ofUH in
Section 4 and Section 5, we refer to htucker [41].
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