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Introduction
Over the course of the last century, we have witnessed major improvements in the level of mortality in regions all across the globe. This remarkable mortality decrease has also been characterized by important changes in the age-pattern of mortality, which inevitably led to substantial modifications in the shape of the distribution of age at death and the survival curve over time. Measuring transformations in the age-at-death distribution or in the survival curve quickly became a topic of great interest among researchers, as their implications on societies are profound. For example, with accurate historical trends on average lifespan and lifespan inequality in hand, governments and policymakers are in a better position to ensure sustainability of social security and health-care systems.
either stopped or slowed down substantially, even at older ages (Canudas-Romo 2008; Cheung, Robine, and Caselli 2008; Cheung and Robine 2007; Thatcher et al. 2010) . In contrast, adult mortality progress in the USA has been very slow in recent decades and the level of lifespan inequality is high compared to other low mortality countries (CanudasRomo 2008; Wilmoth and Horiuchi 1999) . Finally, rather few studies on this topic have included Canada (Martel and Bourbeau 2003; Nagnur 1986 ), although comparisons with the USA, its neighbouring country, should be informative. This subset of countries will therefore allow us to study differences in average lifespan and lifespan inequality among low mortality populations, and to revisit conclusions put forward by recent studies.
Background 2.1 Typical length of life
How long do we live on the average? is undoubtedly one of the most recurrent demographic questions. The traditional way of answering this question is in terms of life expectancy at birth. However, the late life modal age at death found in old-age is another strong candidate that has received much recognition lately (Canudas-Romo 2008 , 2010 Cheung et al. 2005; Cheung, Robine, and Caselli 2008; Cheung et al. 2009; Cheung and Robine 2007; Kannisto 2000 Kannisto , 2001 Kannisto , 2007 Paccaud et al. 1998; Robine 2001; Thatcher et al. 2010) . Dating back to the nineteenth century, pioneer work by Lexis (1877 Lexis ( , 1878 on the concept of normal life durations identified this modal age at death as the most central and natural characteristic of human longevity. Indeed, unlike the life expectancy at birth, the late life modal age at death is solely influenced by adult mortality and consequently more sensitive to changes occurring among the elderly population (Horiuchi 2003; Kannisto 2001) . Furthermore, Canudas-Romo (2010, Appendix B) demonstrated analytically that when reductions in mortality only occur at ages below the late life modal age at death, the latter remains unchanged. Reductions in mortality at ages above this mode are in fact required to see it increase. In low mortality countries where most deaths occur at older ages, the late life modal age at death (referred to hereafter as the modal age at death) then becomes a strong indicator by which to monitor and explain recent changes in the age-at-death distribution.
Since the age distribution of life table deaths often tends to be erratic in the area surrounding the mode, various methods have been used to estimate the modal age at death. In order to find the value at which the maximum of a given frequency distribution is reached, Pearson (1902) recommended interpolating a curve through the top of ordinates and using the maximum of this interpolated curve to identify the modal value. Many followed this advice and fitted a quadratic polynomial model to life table deaths around the age M * where the highest number of deaths occurs in the life table (Canudas-Romo 2008 , 2010 Cheung, Robine, and Caselli 2008; Kannisto 2001 Kannisto , 2007 Thatcher et al. 2010) . All except Cheung, Robine, and Caselli (2008) Figure 1) . Instead, there are several age candidates, a few years apart from each other, which leads to modal ages at death estimates that are also a few years apart from each other. This then translates into substantial artificial fluctuations in the estimated modal age at death trend over time. Note that Cheung, Robine, and Caselli (2008) (Lexis 1877 (Lexis , 1878 to estimate the modal age at death. According to Lexis, if premature deaths are removed from all deaths, the "normal" deaths that remain are described by a normal distribution along age. Therefore, Cheung and her colleagues fitted a scaled normal model to life table deaths, starting five years before the age at which the highest number of deaths occurs in the life table. Although this procedure is appealing because it is theoretically oriented as proposed by Lexis, the scaled normal model imposes a strict "bell"-shaped structure to the selected life table deaths and any departure from this structure in the data is ignored. Furthermore, the age at which the fitting procedure starts first requires the identification of a single age with the highest number of deaths in the life table. As explained above, this can be problematic when there are several age candidates to choose from. Finally, systematically starting the fitting procedure five years before the age with the highest number of deaths in the life table to avoid including premature deaths in the modelling task is questionable. Indeed, the magnitude and the age profile of premature mortality have dramatically changed over the years and vary substantially across populations.
A simplified version of the logistic model of mortality, the Kannisto model of old-age mortality (Thatcher, Kannisto, and Vaupel 1998; Thatcher 1999) , has also been exploited to estimate the modal age at death (Thatcher et al. 2010 ). However, this study by Thatcher et al. (2010) was oriented toward understanding the dynamics behind changes in the modal age at death over time rather than monitoring these changes closely. Using empirical death rates at ages 70 and 90 only to fit this simple logistic model, the authors found that the resulting modal age at death estimates were reasonably close to those computed with Kannisto's (2001) quadratic method described above. Further theoretical considerations regarding the modal age at death and its related measures in several other mathematical models of mortality are provided by Canudas-Romo (2008) and Robine et al. (2006) .
To our knowledge, Paccaud et al. (1998) were the only ones to rely on a nonparametric method to estimate the modal age at death. Nonparametric models are seldom used for such a task, although they are generally more flexible than parametric models because they do not impose a predetermined structure on the observed data. In this paper, we demonstrate that the P-spline method provides the ability to refine the monitoring of changes in modal age at death over time.
Lifespan inequality
How variable is the age at which we die? is another relevant demographic question worth studying and which has fortunately gained in popularity. Wilmoth and Horiuchi (1999) analysed ten measures of variability of age at death, including those used in previous studies (Eakin and Witten 1995; Keyfitz 1977; Myers and Manton 1984a; Nusselder and Mackenbach 1996) . Based on period data from Sweden, Japan, and the USA, they found strong empirical correlation between these indicators. For ease of interpretation and computation, they recommended using the interquartile range to monitor changes in the variability of age at death within human populations. Shortly after, Kannisto (2000) rather argued in favour of the C-family of indicators -i.e., the shortest age interval in which a given proportion of deaths occur -in particular because it allowed for a more complete analysis of mortality dispersion. He also suggested two other indicators to measure variability in old age mortality instead of over the entire age range. One of them, a mode-based indicator called the standard deviation of ages at death above the mode, has been used in several subsequent studies on low mortality countries (Cheung, Robine, and Caselli 2008; Cheung et al. 2009; Cheung and Robine 2007; Kannisto 2001 Kannisto , 2007 Thatcher et al. 2010) . As this measure of variability solely involves deaths occurring at ages above the mode, changes in the magnitude of premature mortality over time are less likely to influence the results.
In this paper, recent changes in the variability of adult mortality will be monitored with the standard deviation of ages at death above the mode. Specifically, this indicator corresponds to the root mean square of ages at death from the mode for individuals who lived up to or beyond the mode. A decline in this measure over time indicates that deaths above the mode have been compressed into a shorter age interval, hence the expressions compression of deaths above the mode and old-age mortality compression. Given our objective to study recent adult mortality changes in low mortality countries, the fact that the standard deviation of ages at death above the mode directly measures variability in old-age mortality is an important asset.
Most variability indicators discussed in the literature have been computed with deaths extracted from life tables closed with a parametric model and/or involve the modal age at death, estimated using a parametric model. With the nonparametric smoothing approach based on P-splines, standard deviation of ages at death above the mode estimates are free from any kind of predetermined data structure with the potential to influence results.
Choice of a nonparametric method
When it comes to choosing a nonparametric modelling method to smooth data, there are several avenues. Under the running statistics category, there are notably kernel smoothers (Silverman 1986; Härdle 1990 ) and LOWESS -i.e., locally weighted scatterplot smoothing (Cleveland 1979) . Then, spline methods are plentiful: for example, there are smoothing splines, regression splines (Eubank 1988 ), B-splines (de Boor 1978 , and Psplines (Eilers and Marx 1996) .
Among all these techniques available, why selecting P-splines? First of all, although the good properties of P-splines can be found in at least one of the other smoothing methods listed above, P-splines corresponds to the smoother that features most of these good properties simultaneously (see the Rejoinder section in Eilers and Marx (1996) ). Of particular interest here, P-splines have no boundary effects and thus do not behave poorly near endpoints of the domain over which smoothing is performed (e.g., old ages in the context of mortality data). Also, P-splines have no trouble with sparse designs and therefore work well even in cases where the domain includes gaps (e.g., ages at which zero deaths occur). The fact that the computed fit obtained with P-splines is described in a compact manner (see equation (1) in the next section) is also an important advantage over many of other smoothers available. Furthermore, P-splines are easy to use, program, and understand, while this is not necessarily the case for other nonparametric approaches. Finally, previous studies have already demonstrated that P-splines are well-suited to the task of smoothing anomalously distributed data such as mortality data, given their grounding in generalized linear models (Currie, Durban, and Eilers 2004; Camarda 2008) .
In this paper, the P-splines smoothing procedure will be applied to mortality data from age 10 and onwards. Infant and child mortality are excluded because they present unique features that would require the use of a smoothing method suited for ill-posed data; this goes well beyond the scope of the present study. Why not restrict the fitting procedure to the surroundings of the modal age at death? Starting at age 10 avoids the selection of another age interval, perhaps more subjectively, over which the smoothing procedure should take place. As discussed in section 2.1, the usual roughness in the mode area makes it difficult to identify a single age with the highest number of life table deaths. Restricting the fit to the surroundings of the mode would also involve choosing the length of the age interval over which the fitting procedure should take place. Whether this length should vary over time and across populations would also have to be debated. Another argument in favour of applying the fitting procedure from age 10 and onwards is that the analysis can then rely on a single smoothing method instead of several. Indeed, modal age at death estimates and standard deviation of ages at death above the mode estimates can all be computed based on the P-spline method.
Data and methods
Observed death counts d i and exposure to risk e i by single year of age i, single calendar year, and sex for Canada, France, Japan, and the USA were taken from the Human Mortality Database (HMD 2011). Complete period life tables were also extracted from the HMD for comparison purposes. Data selected for France refer to the civilian population and begin after the influenza pandemic of 1918-1919 to prevent sudden disruption in patterns over time. For the USA (1945 USA ( -2007 , years from 1945 and onwards were selected. All years available on the HMD were used for Canada and Japan .
Let m i = d i /e i denote the central death rate at age i for a given country, calendar year, and sex. Also, let µ i be the force of mortality (or instantaneous death rate) at age i, such that m i µ i+ 1 2 (Thatcher, Kannisto, and Vaupel 1998, Appendix A) . Assuming that the force of mortality is a piecewise constant function within each age and time intervali.e., µ(x) = µ i for all x ∈ [i, i + 1) -death counts d i are thus a realization of a Poisson distribution with mean e i ·µ i (Alho and Spencer 2005, Chapter 4) . This piecewise constant assumption in fact serves as a basis for computing empirical central death rates m i defined above (Camarda 2008, p.4) .
The Poisson regression model used in this paper also relies on this assumption. Following the work of Eilers and Marx (1996) , Currie, Durban, and Eilers (2004) , and Camarda (2008), we used a flexible nonparametric approach based on B-splines with penalties known as P-splines to estimate the parameters of this model -i.e., the coefficients of the B-splines. The P-spline method is described in more detail in the Appendix, sections 1 to 3.
Smoothed forces of mortality are therefore computed according tô
where B is the B-spline basis matrix andâ is the vector of estimated coefficients for each B-spline included in B.
The corresponding smoothed survival function expressed aŝ
can then be calculated using standard numerical integration techniques. Finally, the smoothed probability density function describing the age-at-death distribution for a given country, calendar year, and sex corresponds tô
We monitored changes in the various smoothed age-at-death distributions over time with their respective estimated modal age at deatĥ
and estimated standard deviation of ages at death above the mode
where ω is the highest age attained in the population.
Note that the three curves µ(x), S(x), and f (x) are related in such way that changes in one of them will necessarily be reflected in the others (Wilmoth 1997) . In this paper, we mainly focus onf (x), but analysis based onμ(x) orŜ(x) would yield consistent conclusions.
Results
This section is divided into two parts. First, an illustration of the nonparametric Poisson Pspline smoothing approach using Japanese data is provided. An analysis of recent trends in adult mortality in Canada, France, Japan, and the USA follows.
4.1 Illustration of the nonparametric P-spline approach using Japanese data Figure 2 shows observed and fitted death counts in Japan by sex for a sample of years between 1947 and 2008. We see that the Poisson regression models estimated with P-splines fit the data accurately. Indeed, the adjusted R 2 -measures based on deviance residuals for these fitted models (Mittlböck and Waldhör 2000) range from 0.9970 to 0.9998. However, fitted death counts shown in this figure are influenced by exposure to risk. In consequence, they are not directly comparable from one age, year or sex to another. Extraction of the smoothed forces of mortality underlying these fitted death counts and then calculation of the corresponding smoothed survival curves is required to obtain the smoothed density functionsf (x) describing the age-at-death distributions provided in Figure 3 (see the Appendix, section 3 for further details). These resulting curves are therefore standardized with respect to exposure to risk, allowing proper comparison between ages, years, and sex. In that sense, these curves are equivalent to life table age-at-death distributions available on the HMD, for example (see Figure A. 3 in the Appendix, section 4), but they also present the following two additional key advantages. First, the smoothed age-at-death distributions described byf (x) in Figure 3 are free from any modelling structure at advanced ages that would otherwise impose a strict behaviour on deaths. Second, they are known numerically, meaning that the level of precision is chosen by the user, and this facilitates accurate estimations of indicators M and SD(M +). Upward linear trends forM among French, Canadian, and US women have been recorded throughout most of the years studied, including the latest ones. Although the pace at whichM increased since the mid-1940s for these women has been less spectacular than for the Japanese -i.e., 2.1 months per year on the average for French, 1.8 for Canadians, and 2.2 for Americans -M still reached 90.2 years in France in 2009, 89.2 years in Canada in 2007, and 88.7 years in USA in 2007. Interestingly, Canadian women have enjoyed a long-lasting advantage over the French with respect toM , but since the beginning of the 1990s, this trend has been reversed. Similarly, US women recorded higher M values compared to French women during the 1960s and 1970s, but this trend has also been reversed afterwards. Since the end of the 1990s, the modal age at death for US women has been consistently the lowest of all four countries studied. If we focus on results for men displayed in the bottom panel of Figure 4 , we see that the rapid linear progression of the modal age at death in Japan also stands out. The average rate of increase forM between 1947 and 2001 among Japanese men was above 2.9 months per year. However, a substantial slowdown occurred afterwards and their modal age at death only increased from 85.1 years in 2001 to 85.6 in 2009.
Since the beginning of the 1990s, French and Japanese men have been following each other very closely. Canadian men have also recently joined them, even though steady increases inM only started in the early 1970s. As a matter of fact, from the 1920s to the 1960s, the modal age at death for Canadian men oscillated around 77 years, most probably because mortality reductions at ages older thanM essential for its increase were limited during those years (Canudas-Romo 2010). Nevertheless, in 2006, the modal ages at death for men in Canada, Japan, and France were almost identical -i.e., about 85.7 years. Recall that disparities between these countries at that point in time were much greater among women. According to the latest results for 2009,M was slightly higher for French men (86.4 years) than it was for Japanese (85.6 years), but this might only be temporary.
In the USA, the upward trend forM has been interrupted twice during the period under study:M decreased between 1962 and 1974, and between 2004 and 2006 . The latter period reveals the most unforeseen decrease among US men. Indeed, at the beginning of the 1980s, US men caught up with Canadian men and their respective increasing trends inM remained very similar for more than two decades afterwards, until the decrease occurred. Fortunately, the US modal age at death increased from 83.5 to 84.4 years between 2006 and 2007. Compared to the other three countries, US men are still lagging behind in 2007, but their delay is shorter than it was a few years ago.
Standard deviation of ages at death above the mode estimates ( SD(M +))
Figure 5 displays country-specific trends by sex for SD(M +). In all cases, the values at the end of the period studied were lower than at the beginning, indicating that the level of variability of deaths at older ages decreased over time. Compression of deaths above the mode thus occurred for both sexes in these countries during the period covered by our study. However, the pace of decline differs across countries and between women and men.
Among Japanese women, the top panel of Figure 5 shows that SD(M +) decreased rapidly between 1947 and the mid-1960s. Indeed, SD(M +) went from 8.2 to 7.0 years in less than 20 years. Then, it declined at a slightly lesser pace and reached 6.3 years in 1990. Afterwards, the level of variability of age at death aboveM remained more or less the same, indicating that compression of deaths above the mode has probably come to an end for these women. French and Canadian women reveal similar declining trends in SD(M +) over time, although the level of old-age mortality disparity was almost always higher among the latter. Between 1920 and 1960, SD(M +) went from 7.8 to 6.8 years in France; in Canada, it went from 8.6 years in 1921 to 7.3 years in 1960. Recall that Japanese women accomplished an equivalent reduction in their level of variability of age at death above the mode in one third of the time. After 1960, both French and Canadian women recorded a pause in decline for SD(M +), but the decline resumed earlier in France than in Canada. Nonetheless, since the early 2000s, SD(M +) has been stagnating at about 6.3 years among Canadian women. Old-age mortality compression might have stopped as well among French women lately because SD(M +) remained between 5.8 and 5.9 years since 2001, except in 2003 where it reached 5.7 years.
In the USA, SD(M +) decreased very rapidly among women between 1945 and the early 1960s. Indeed, it went from 9.3 to about 7.2 years during that period. Afterwards, changes in variability of age at death above the mode ceased for two decades. Further decline in SD(M +) was then observed between the early 1980s and late 1990s. In 2000, SD(M +) reached 6.4 years among US women, and remained essentially unchanged from this time forward, signifying that old-age mortality compression has either been very weak lately or reached an end among these women. Still, for the most recent years studied, US women displayed the highest SD(M +) results, while French women had the lowest ones.
From the men's perspective, country-specific trends for SD(M +) presented in the bottom panel of Figure 5 indicate that old-age mortality compression was strong in Japan from the 1950s to the early 1960s. Indeed, SD(M +) went from about 9.5 to 7.5 years during that period. It declined at a much slower pace afterwards and reached 7.1 years in 1990. Since then, little change in SD(M +) has been recorded among Japanese men, suggesting that their old-age mortality compression is essentially over.
Among French and Canadian men, the onset of decline in SD(M +) occurred in the 1970s and roughly coincides with the onset of increase inM (see section 4.2.1). Prior to the 1970s, SD(M +) rather oscillated around a value of about 7.8 years in France and tended to increase at a very slow pace in Canada -i.e., from about 8.1 to 9.0 years in five decades. From the 1970s to 2000, SD(M +) decreased consistently in both countries and finally reached 6.7 and 7.3 years among French and Canadian men respectively. Since then, SD(M +) seems to be declining at a lesser pace than before, especially among Canadian men, but further decline in the level of variability of age at death above the mode is expected in upcoming years on this basis.
In the USA, SD(M +) oscillated around 9.1 years among men from 1945 to the mid- 
Discussion
Transformations in the survival curve or in the age-at-death distribution over time have usually been monitored with indicators tied to various parametric statistical modelling techniques (e.g., quadratic model, normal model, or logistic model). In this paper, we introduced a nonparametric approach based on P-splines to refine the monitoring of changes in the central tendency and variability of adult lifespan over time. We believe that the Pspline method comes near to being the ideal way to estimate the modal age at death and its associated measures of variability of deaths. Indeed, in comparison with other alternative methods currently used, it has the following three key advantages. First, it is free from strong parametric assumptions about the shape of the distribution of deaths, otherwise susceptible to influence results. Second, it does not depend on an identified single age, which often does not clearly stand out, at which the highest number of deaths occurs in a life table. Finally, it avoids having to choose, perhaps subjectively, the age range over which the modelling procedure should take place. In sum, the P-spline method leads to detailed yet smoothed age-at-death distributions, as described by observed death counts and exposure to risk data. Modal age at death (M ) and standard deviation of ages at death above the mode (SD(M +)) estimates computed from these smoothed age-at-death distributions provide precise monitoring of changes in adult mortality over time.
Although the P-spline method advantages listed above may seem only circumstantial, they in fact limit artificial fluctuations in M and SD(M +) estimates substantially and thus lead to trends over time that are much more stable and easier to read. For example, Figure 6 shows country-specific trends inM and SD(M +) among men computed according to Kannisto's quadratic procedure (Kannisto 2001 ). Compared to the trends shown in the bottom panel of Figure 4 , trends inM in Figure 6 are clearly less steady and often difficult to read. Likewise, trends in SD(M +) in Figure 6 show much larger fluctuations compared to those displayed in the bottom panel of Figure 5 , making interpretation hazardous.
In recent studies (Canudas-Romo 2008; Cheung, Robine, and Caselli 2008; Cheung and Robine 2007; Thatcher et al. 2010) , authors have argued that the general scenario of compression of mortality, where increases in typical length of life are paralleled with decreases in variability of age at death, no longer describes appropriately recent adult mortality changes recorded in some low mortality countries. Instead, the shifting mortality regime (Bongaarts 2005; Kannisto 1996) , where the log-force of mortality among adults is assumed to shift downward and reach lower levels while keeping an intact shape, provides a better description. Under the shifting mortality regime, the age-at-death distribution among adults thus shifts towards higher ages over time while retaining the same shape.
To investigate this further, we applied the P-spline method to a subset of four low mortality countries, namely Canada, France, Japan, and the USA. The results show that since the early 1990s, compression of deaths above the mode among Japanese women and men has stopped, while the mode continued to increase rapidly, at least until the early 2000s. In other words, Japan has been involved in the shifting mortality regime for several years now because its adult age-at-death distribution has been sliding to higher ages while retaining the same shape. These findings are thus consistent with those of the recent studies listed above. In particular, Cheung, Robine, and Caselli (2008) , Cheung and Robine (2007) , and Thatcher et al. (2010) also relied on SD(M +) to measure variability of adult lifespan and found that it levelled off or changed only slightly in Japan since the 1990s, while M continued to increase.
However, our study is the first one to clearly reveal that the long-lasting upward trend for M slowed down substantially among Japanese men and has levelled-off at about 91.0 years among Japanese women since the early 2000s. These new results were unexpected. Could they indicate that women and men in Japan are approaching longevity limits in terms of modal lifespan? Given the long-term stability of historical increase in the modal age at death in this country, it would be prudent to continue to anticipate future increases among both women and men. The preciseness of the P-spline method will be an important asset for monitoring the situation closely in Japan in upcoming years. More evidence towards the shifting mortality regime was found among Canadian, US, and French women recently, but their male counterparts are still involved in the compression of mortality scenario. Of all four countries studied, the USA revealed the least favourable picture for the latest years, systematically recording the lowest modal age at death values. During the 2004-2006 period, US men even experienced a brief decline in their modal age at death. Our analysis also reveals that women and men in the USA often exhibited higher levels of variability of age at death above the mode compared to the other countries, including in very recent years. This US lifespan inequality disadvantage with respect to France, Japan and, to a lesser extent, Canada, is in fact even greater when disparities across a broader age range are considered. For example, Figure 7 displays time trends in f (M ), the proportion of deaths occurring at the modal age at death. In other words, f (M ) measures the level of concentration of individual life durations around the modal age at death (Kannisto 2001) . More precisely, f (M ) is the product of S(M ), the proportion of individuals living up to the mode or longer, by µ(M ), the force of mortality at the mode. Thus, f (M ) is much influenced by levels of infant and premature mortality, unlike SD(M +) which essentially focuses solely on senescent mortality. Figure 7 shows that the US trend for f (M ) has consistently been well below the others over the last five decades.
These findings regarding the USA are in line with those of Canudas-Romo (2008) . Indeed, among the six industrialized countries studied by the author, including Japan and France, the USA displayed the lowest modal age at death estimates (sexes combined) since the mid-1980s, the highest SD(M +) estimates since the mid-1970s, and the lowest f (M ) estimates since the mid-1950s. The explanation for these results is not simple, but the large body of literature documenting socioeconomic inequalities prevailing in the USA and major differentials with respect to health plan coverage, health care access, and health care utilization (Murray et al. 2006 ) must account for some part of it. Analysing changes in the age-at-death distribution by socioeconomic subgroup could thus improve our current understanding of mortality dynamics among adults in the USA.
In fact, following efforts by Edwards and Tuljapurkar (2005) to uncover educational differences in terms of compression of mortality in the USA, Brown et al. (forthcoming) recently found a strong educational gradient in longevity and mortality compression for both US men and women. Indeed, the more educated the individuals were, the higher their modal age at death estimates and the lower their standard deviation above the mode estimates were. Among women, gaps between the most educated and the least educated were enormous: greater than 4 years for the modal age at death and close to 2 years for the standard deviation above the mode. Among men, these figures were beyond 5 years and about 2 years respectively. Whether educational differentials as considerable as these also prevail in countries such as France, Japan, and Canada has, however, yet to be determined. Estimated proportion of deaths occurring at the mode based on smoothed density functions: Canada (1921 -2007 ), France (1920 ), Japan (1947 ), and USA (1945 -2007 0 In conclusion, when Fries (1980) presented his theory on compression of mortality, he predicted that premature mortality would eventually be eliminated and that deaths would then follow a normal distribution with an average (modal) age at death of 85 years and a standard deviation of 4 years. Thirty years later, Robine and Cheung (2009) pointed out that the current picture actually looks very different (see Figure 8) . Indeed, the modal age at death lies well above 85 years in several low mortality countries, at least among women, and their age-at-death distributions show much greater levels of variability of age at death. It seems very unlikely that human populations will ever reach the low level of variability hypothesized by Fries. Furthermore, contrary to what Fries had foreseen, the end of the general scenario of compression of mortality is not an end in itself. The shifting mortality regime has indeed received support following analysis of a growing number of low mortality countries lately. Nonetheless, whether on-going increases in longevity in these low mortality countries are paralleled with postponed diseases, functional limita- The task of choosing the optimal number of knots and their position in the interval [min i x i ; max i x i ] is a rather complex one. With the P-spline method, this task is avoided. Indeed, inspired by the work of O'Sullivan (1988), Eilers and Marx (1996) developed Psplines by combining B-splines and difference penalties on the estimated coefficients of adjacent B-splines. The idea behind this approach is to use a relatively generous amount of equally spaced knots on the interval, and to apply a penalty on adjacent regression coefficients to ensure smooth behaviour and avoid over-fitting the data.
A2. The penalized likelihood function for P-splines
With the P-spline approach, the estimated vector of coefficientsâ given in equation (A.1) results from a maximization of the following penalized log-likelihood function:
The first term on the right-hand side of the latter equation corresponds to the usual loglikelihood function for a linear model. The second term is a penalty term that forces the estimated coefficients of adjacent B-splines to vary smoothly. The trade-off between parsimony -i.e., smoothness -and accuracy of the model is controlled by a smoothing parameter included in the penalty matrix P .
The role of the penalty term in equation (A.2) is illustrated on simulated data in Figure  A. 2. The left panel shows the results obtained when the penalty is omitted. In such cases, the fitted curve is very erratic because the estimated coefficients of adjacent B-splines are allowed to vary sharply from one another. Indeed, from the various B-splines shown at the bottom of the illustration, we note several sudden changes in their heights. The right panel of Figure A .2 shows a fitted curve that is much smoother because the penalty is taken into account and this forces the estimated coefficients of adjacent B-splines to vary smoothly. Thus, the height of neighbouring B-splines can no longer change abruptly. 
A3. Smoothing mortality data with P-splines
Let d, e, µ denote respectively observed death counts, exposures to risk, and force of mortality vectors for a given country, calendar year, and sex. Since our response variable d is assumed to be Poisson distributed, we introduce a linear predictor η such that
Thus, η can be modelled by a linear combination of unknown parameters. As mentioned in section 3., the P-spline approach is used in this paper to estimate those parameters.
More precisely, the model corresponds to η = ln(E[d]) = ln(e · µ) = ln(e) + ln(µ) = ln(e) + Ba, where B is the B-spline basis matrix and a is the vector of respective regression parameters to estimate. Furthermore, the logarithm of exposure to risk, ln(e), is commonly referred to as the offset in a Poisson regression setting. Using the P-spline method adapted for Poisson death counts to estimate a, we obtain η = ln(e) + Bâ. (A.3)
Taking the exponential of equation (A.3) gives smoothed death counts, which are however influenced by exposure to risk e and therefore not comparable from one age, sex, calendar year or country to another. In order to obtain comparable -i.e., standardized -age-atdeath distributions, one must extract the smoothed forces of mortality from the smoothed death counts. Given equation (A.3), a smoothed trend for the force of mortality is readily obtained asμ (x) = exp (B(x)â) .
In the context of mortality data, the penalized log-likelihood function to maximize in order to findâ involved in equation (A.3) specifically corresponds to (Nelder and Wedderburn 1972 ) (see also Currie, Durban, and Eilers (2004) and Camarda (2008) for further details). In this paper, we used a second order -i.e., quadratic -difference matrix D such that a D Da = (a 1 − 2a 2 + a 3 ) 2 + (a 2 − 2a 3 + a 4 ) 2 + . . ., and the smoothing parameter λ was selected according to the Bayesian Information Criterion, as suggested by Currie, Durban, and Eilers (2004) . Regarding the B-spline basis, we used cubic B-splines and one knot per every five data point on the age interval.
A4. Comparison between HMD life table age-at-death distributions and P-spline smoothed density functions for Japan This last appendix section provides sex-specific comparisons between life table age-atdeath distributions and smoothed density functions describing the age-at-death distribution in Japan for a sample of years between 1947 and 2009 (see Figure A. 3). The life table data were extracted from the HMD and the smoothed density functions were computed according to equation (2). 1947 1965 1980 1995 2009 Sources: Authors' calculations based on the Human Mortality Database (2011).
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