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ABSTRACT 
Student retention in higher education is an incredibly important social and 
psychological phenomenon. The impact of student retention reaches across multiple 
domains, influencing individual students, state and local economies, and even 
national prestige and viability on a global scale. Although a great deal of research 
has been conducted examining the influence of both student and school 
characteristics on student retention, less is known about how the two variables 
interact with each other.  The present dissertation is designed to examine this 
phenomenon by applying multi-level modeling to estimate how variables at the 
school level (such as graduating class size and district spending) interact with 
variables at the student level (such as high school GPA and financial concerns) to 
predict first-year retention in college. Psychosocial and academic data were 
collected from over 6,500 students across 950 schools and applied to construct a 
series of multi-level models to estimate retention. Clustering analysis was then 
applied to see if the schools could be grouped according to “type” rather than used 
individually. Results indicated that multi-level models could be used to predict 
student retention in higher education, and that the most influential predictors of 
retention were academic and financial in nature. Implications and future research are 
discussed.
	  1	  
CHAPTER I: INTRODUCTION 
 
 Researchers have long been interested in the causes for student attrition 
(Bean, 1980; Tinto, 1975; 1993; Braxton, 1999; Braxton, Hirschy & McClendon, 
2004; Munt & Merydith, 2011-2012; Pascarella & Terenzini, 1980; 2005).   
Although there have been great strides made in understanding the process of student 
attrition, results show that the overall six-year graduation rate in colleges still 
remains only 56% (Shapiro et al, 2013)1.  According to a 2011 ACT report, 
approximately 22% of students at public, Ph.D. granting institutions fail to return 
for their sophomore year (ACT, 2011). 
 The high cost of student attrition is evidenced at multiple levels. At the 
student level, not having a college degree may result in multiple negative life 
outcomes.  Results have shown that, compared to their peers, students without a 
college degree are more likely to suffer from lower economic earning potential (U. 
S. Census Bureau, 2010), be more likely to end up in prison (Sum, Khatiwada, 
McLaughlin & Palma, 2009), and be more likely to live in poverty (National Center 
for Educational Statistics, 2011). Additionally, these individuals are less likely to 
have children who will attend college, effectually creating a cycle of potential 
negative impact throughout the family.  
 At the institutional level, the high costs of attrition are felt as well.  Increased 
attrition rates have many negative impacts on a school, including fewer economic 
resources through lost tuition and fee revenue, as well as declining national prestige 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Retrieved February, 24, 2014 from 
http://www.huffingtonpost.com/2013/12/16/college-students-finish-degrees-
study_n_4455026.html 
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and rankings.  These hardships are becoming increasingly felt as state and local 
governments are forced to cut funding for higher education.  According to a 2010 
report by the American Institutes for Research (AIR), student attrition cost the states 
an estimated $1.4 billion in student grants, with 13 state posting a loss of $200 
million in state funds for first year dropouts (AIR, 2010).  
 Finally from a national level, the increasing costs of attrition are beginning 
to be felt as the United States begins to fall behind other countries in terms of math 
and science production.  According to a 2008 study by the National Science Board, 
the United States has fallen behind other countries in terms of the percentage of the 
population receiving a higher education.  These effects are ultimately felt in the 
decreased scientific capital of the nation, along with lower earning potential of the 
citizens—a factor that ultimately harms the national economy.  
Overview of the Current Dissertation 
 Given the large costs of student attrition, it is clear that keeping students 
enrolled in higher education is an incredibly important goal.  Because of this, the 
current dissertation seeks to apply clustering analysis and multi-level modeling to 
investigate the how academic and non-academic factors predict persistence to the 
second year in college.  Along with examining the influence of student- and school-
level variables in predicting retention, the current dissertation also seeks to build 
upon the previous work of sociological researchers (such as Durkheim, 1897) by 
examining how the dropout process may be moderated by factors such as integration 
and a sense of belonging. 
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 The evaluation of student-level characteristics on predicting retention is 
nothing new. Researchers have long been interested in how high school GPA and 
standardized test scores predict performance at the next level. The influence of non-
academic factors has become increasingly popular within recent years.  Factors 
including emotional maturity (Sparkman, Maulding & Roberts, 2012), self-efficacy, 
expectations, and institutional commitment (Tinto, 1975) have become increasingly 
useful in predicting withdrawal, particularly for students who are not at risk for 
academic failure.  
 As with student-level characteristics, the evaluation of student and high 
school characteristics on academic performance is also nothing new. Specifically, 
the influence of high school characteristics has lead to the ground breaking 
legislative movements including Brown vs. Topeka (1954) where the Warren court 
voted unanimously that the separate but equal clause of Plessy vs. Ferguson (1896) 
was unconstitutional on the grounds that “separate educational facilities are 
inherently unequal…” (Brown, 1954). 
 Although Brown v. Topeka marked a groundbreaking turn in educational 
equality across the United States, there continue to be differences in high schools 
and students entering higher education. Differences in high school class sizes, 
student-teacher ratios, average standardized test scores, district spending per student 
and a variety of other variables continue to create differences in high schools across 
the nation. This discrepancy is further marked by the ever-present differences in 
student variables, including high school GPA, academic engagement, institutional 
commitment, and others. 
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 Given the variability in student and institutional characteristics, it is no 
surprise that higher education researchers have become interested in how these 
variables influence academic performance. Commissioned in the 1960’s, the work 
of Coleman et al., (hereafter referred to as the Coleman Report) was one of the 
largest undertakings of educational research in history. Aimed at researching 
educational inequalities in the United States, the report analyzed data from over 
650,000 students to investigate how school-level variables (including funding and 
spending per student) interacted with student-level variables such as background 
and SES to influence performance (Coleman, 1966). 
 Although Brown v. Topeka and the Coleman report have provided strong 
foundations for educational research and national incentives, there continues to be a 
variety of questions still remaining about how school and student-level variables 
influence academic performance and behavior.  Within this framework, the current 
dissertation has two primary goals. The first goal is to examine how student and 
school-level characteristics interact to influence a student’s predicted probability of 
second-year retention. By examining the influence of these variables, the current 
dissertation seeks to provide a more in-depth, and multi-level model of student 
retention. 
 The second goal is to examine whether high schools may be clustered 
according to “type” to ease in model construction and interpretation. Although it 
may be possible to construct multi-level models to better predict retention, the 
difficulty in estimating unique intercepts or slopes for over 950 schools quickly 
causes convergence and processing difficulties. Because of this, if it is possible to 
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cluster the schools according to a specific “type”, then these estimates can 
potentially be reduced to only intercepts for the clusters (effectively eliminating a 
majority of the processing time, as well as potentially eliminating any worry 
associated with discrimination against a specific school).  
 Research in higher education has come a long way since the days of Brown 
and Plessy. And thankfully the atrocities of mandatory segregation have been 
removed from the educational system. Yet the scars still remain.  As will be 
discussed in the current dissertation, there still exists a vast inequality in the 
educational opportunities of high school students. Differences in school spending, 
academic challenges, and student-teacher ratios continue to impact high school 
students academic performances in college, with the results often times significantly 
increasing or decreasing the probability of persistence in higher education. 
 The remaining chapters proceed as follows. First, the methods for clustering 
and multi-level modeling are discussed.  Generally speaking, cluster analysis allows 
for the grouping of second-level variables (in this case high schools) according to 
certain characteristics. As previously stated, this will allow (ideally) for a more 
clean understanding of how certain high school “types” are classified, as well as 
provide for a cleaner method of analysis.  
 Next, the psychosocial and academic variables are presented. Because the 
psychosocial variables have to be created through factor analysis, the steps taken to 
create the variables are detailed, and the methods for determining internal reliability 
are discussed.  Additionally, the background and previous research findings 
associated with the variables are discussed. Specific variables include both 
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traditional academic variables (high school GPA, standardized test scores) as well as 
more aggregate school variables (private vs. public sector). 
 After detailing the background information, the remaining chapters present 
the specific methodology used for assessment and then the discussion of the 
findings. The results section presents findings in a naturally sequential order, and 
begins with the data cleaning and variable creation, before moving into the 
clustering analysis, and then concluding with findings from the different models. 
Models are presented in sequential order as well, beginning with the individual level 
models before moving onto the final mixed-models.  
 The dissertation then concludes by discussing implications for findings, 
identifying research shortcomings, and then making suggestions for future research. 
Each chapter is introduced by a brief overview giving the reader a preview of things 
to come, and is then book-ended with a conclusion providing a brief summary of the 
chapter findings. Tables are presented within the text when necessary, however 
certain findings are detailed in the appendix when more appropriately referenced in 
such a way. Interested readers are encouraged to seek out the supplied references to 
gain a greater understanding of any specific material.  
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CHAPTER II: METHODOLOGY REVIEW 
Overview 
 This chapter provides the background and overview of the methods applied 
in the current research. Specific methods include clustering analysis and multi-level 
non-linear modeling.  Within the cluster analyses, two separate methods were used.  
The first method was Ward’s method and the second method was K-means.  After 
performing the analyses, the results were compared for agreement on item location.  
After the clustering analyses, multi-level modeling was performed to estimate the 
influence of using either the clusters or individual school level variables as level-
two predictors, and the student level predictors as level-one predictors. 
Clustering Analysis 
 Although it is possible to fit a unique equation for each of the 800 plus high 
schools within the current sample, it is both highly impractical, as well as 
statistically unstable.  Specifically, the unique equation derived from each school 
would be extremely time consuming and confusing for admissions committees, 
while low sample sizes from several schools contribute to high instability of 
estimates.  Fortunately, there exist a number of statistical methods that may be 
applied to group schools according to specific types.  One family of procedures that 
can be useful in grouping items is clustering analysis. 
 Specifically, clustering analysis represents a broad group of procedures that 
can be used to classify objects according to similar quantitative or qualitative 
properties (Massart & Kaufman, 1983).  Beginning with the psychological work of 
Zubin (1938) and Cattell (1943), clustering methods have enjoyed a wide range of 
	  8	  
uses across psychology and other disciplines.  One of these disciplines is the field of 
analytical chemistry, where researchers were able to demonstrate the power of both 
linear and nonlinear clustering methods to classify chemical compounds according 
to certain properties (Massart & Kaufman, 1983). This work, The Interpretation of 
Analytical Chemical Data by the Use of Cluster Analysis, is a seminal work within 
the clustering field, and is often cited as a paramount resource for those interested in 
understanding clustering analysis.   
 Generally speaking, all clustering methods follow three specific steps. First, 
the items to be classified are defined or represented according to certain 
characteristics.  As previously noted, these characteristics may either be qualitative 
or quantitative in nature. From a statistical perspective, this often involves 
representing the data in a traditional matrix of M rows by N columns (or M items 
identified by N variables).  Accordingly then, the object of clustering would be to 
classify the M items according to their characteristics as defined by values on the N 
variables.  Note however that the opposite approach may also be taken, where the M 
variables may be classified according to their values on the N items.  
 After the items are defined according to their certain properties, the next step 
is to define a measure of similarity representing the closeness of the items.  Because 
the goal of clustering analysis is to classify items according to their closeness, this 
measure of similarity is extremely important in defining which items will be 
grouped.  Although multiple measures of similarity may be used, the most common 
methods include correlation matrices, Euclidean distances, and Minkowski 
Distances.  
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 Finally, after the objects are defined, and the measure of similarity is 
specified, the final step is to classify them according to one of a particular number 
of algorithms.  These algorithms represent the multiple forms of clustering 
techniques available, as well as help researchers understand the complications in 
defining clustering analysis as a single method of analysis. Within the current 
dissertation, these methods include two of the better-known techniques, k-means 
clustering (Sarle, 1982), and Ward’s method (Ward, 1963).  
Describing Clusters 
 Although there are many different procedures for clustering, all methods 
share five common concepts: density, variance, dimension, shape and separation. 
Density is defined as group of data points that congregate around a given point.  
Because the goal of clustering analysis is to create well-defined groups of items, the 
ideal situation is to identify groups of items that are close in proximity to one 
another, but far apart from other items. When this is the case, the clusters should 
form in tight, identifiable groups, where intra-group distance is minimized, and 
inter-group distance is maximized. One of the methods for measuring cluster density 
is Dunn’s index (Dunn, 1974), where the ratio of maximal intra-cluster distance to 
minimal inter-cluster distance is calculated. The equation for Dunn’s Index is 
presented in Equation 1 below. 
   Dunn =
1≤i≤n
min
1≤ j≤n,i≠ j
min d(i, j)max1≤k≤n d '(k)
#
$
%
&
'
(
#
$
)
%)
&
'
)
()
  Equation 1 
 
 Variance is defined as the amount of dispersion from the center within a 
given cluster. Because clusters are technically hypothetical groups of objects created 
by the researcher, they do not possess a true “center”.  However, multiple 
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definitions may be used to identify this point, with the most common being referred 
to as the centroid, where the centroid represents the mean vector of the items within 
the cluster.  Minimizing the variance within groups is often a primary goal within 
the different methods of clustering analysis, including both Ward’s Method and K-
means Analysis.  Note also that variance is also tied closely to the idea of separation 
defined later. More specifically, well-separated clusters often demonstrate low intra-
cluster variance (a term often referred to as compactness).  
 Dimension is defined as the fewest number of coordinates required to 
identify a given point within a particular space.  Because many clustering analyses 
represent data in terms of M*N matrices (again M items by N variables), the M 
objects are represented by an N number of variable vectors. The number of vectors 
then represents the dimensionality of the cluster, because each item requires N 
coordinates to place it within the particular vector space.  Because the number of 
vectors often exceeds three, representing the data graphically is often impossible 
using standard graphing techniques. As such, many techniques for dimensionality 
reduction, including principal component analysis, factor analysis, and even cluster 
analysis itself are often employed.  
 Within clustering analysis, shape is defined as the arrangement of the points 
within a given space. Because of this, describing the shape of a cluster is similar to 
the describing the shape of any group of objects. And clusters may be defined as 
spherical, oval-shaped, linear, non-linear, or any other number of possibilities.  
However, because centroid methods are often used for measuring distance, andmany 
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datasets are high dimensional in nature, many methods prefer to create spherical 
clusters.   
 Finally, separation is defined as the amount of overlap or distance between 
the clusters. Because many fit indices, including Dunn’s index (Equation 1) take 
into account the distance between clusters, cluster separation is often used as an 
element in defining good model fit. When defining separation, a number of different 
methods may be used. These methods may include the pairwise distances between 
cluster centroids, the pairwise minimal distance between objects in different 
clusters, or any number of other measures (Liu, Li, Xiong, Gao & Wu, 2010). The 
use of separation in defining well-fit clusters is explained further in the following 
section on fit indices for cluster analysis. 
Ward’s Method 
 The current dissertation applies two specific forms of clustering analysis.  
The first form of analysis is referred to as Ward’s method. Outlined in Ward (1963), 
Ward’s method (or Ward’s minimum variance method) is a clustering analysis 
method designed to minimize the variance between clusters according to an 
objective function specified by the investigator.  Although this objective function 
may take any function specified by the researcher, sum of squares is often defined 
as the variance measure to be minimized, due to its wide use within the literature.  
Equation 2 presents the formula for the sum of squares reduction. ESS is defined as 
the error sum of squares, and Xijk is defined as variable k in observation j in cluster 
i. 
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                         ESS= Σ
i
Σ
j
Σ
k
Xijk -Xi.k
2
                   Equation 2  
 
 Writing out Equation 2 in words, it can be said that the error sum of squares 
is equal to the sum of the squared distance between the observations for variable k 
in cluster i between the individual scores and the mean score. Note that this 
definition is similar to the one applied by Fisher in defining the sum of squares 
within for the traditional ANOVA formula.  
 Continuing with the ANOVA analogy, Ward’s method also employs a 
similar formula to calculate total sum of squares (TSS).  This formula is presented 
in Equation 3 below, where once again Xijk is defined as variable k in observation j 
in cluster i. In this situation however, the variance is calculated as the squared 
distance between the individual observations and the overall grand variable mean. 
              TSS= Σ
i
Σ
j
Σ
k
Xijk -X ..k
2
                   Equation 3  
 
 Finally, Ward’s method then interprets the clustering efficiency as the 
reduction in total proportion of variance obtained by clustering the two groups.  This 
method is again similar to the proportion of variance reduced within an ANOVA 
and can be written as the amount of variance explained by the cluster (r2) or: 
      r2= TSS-ESSTSS                                  Equation 4 
 
Hierarchical Agglomerative Methods 
 Within the Clustering Analysis literature, Ward’s method is referred to as a 
specific form of hierarchical agglomerative method (El-Hamdouchi & Willett, 
1987).  The method is referred to as hierarchical because cases can be subsumed 
within other clusters.  Additionally, the method is referred to as agglomerative 
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because it seeks to join clusters in a bottom-up fashion, by starting with all items in 
unique clusters and then joining them based on a defined similarity.  To join 
observations, Ward’s method clusters items by beginning with n clusters, or every 
item in its own cluster.  Next, the two items with the nearest similarity are joined, 
creating two clusters—one of size n-1 and one of size two.  
 Importantly, Ward’s method defines similarity as the increase in sum of 
squares when two clusters are joined.  Returning to the ANOVA comparison 
employed in the previous section, Ward’s method defines the distance between two 
clusters as the change in sum of squares (Δ) when the two clusters are joined. This 
change is often referred to as the merging cost of combining the clusters.  
 For example, when joining clusters Y and Z, Ward’s method calculates the 
distance, Δ(Y,Z) as: 
     Δ Y,Z )( ) = x
→
i−m
→
Y∪Z
2
− x
→
i−m
→
Y
i∈Y
∑
i∈Y∪Z
∑
2
− x
→
i−m
→
Z
i∈Z
∑
2
       Equation 5 
 
where xi represents the individual score vector for person i, m!⋃! is the mean vector 
for the union of the Y and Z clusters, and m! is the mean vector for cluster z. 
Because Ward’s method begins with all data points being in their own cluster, the 
original Sum of Squares will originate at zero and then increase as clusters are 
joined. 
 The relative efficiency of Ward’s method relative to other methods in 
recapturing the correct structure was investigated in Kuiper and Fisher (1975) using 
Rand’s index to calculate proportion of correct clusters.  Rand’s index is defined as 
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    Rand = N00 + N11N00 + N01 + N10 + N11
       Equation 6 
 
where N00 represents the number of pairs of items that were correctly placed in 
different clusters, N01 represents the number of pairs of items were not placed in the 
same cluster but should have been, N10 represents the number of pairs of items that 
should not have been placed in the same cluster but were, and N11 represents the 
number of pair of items that were correctly placed in the same cluster2.  
 The results of Kuiper and Fisher showed that Ward’s method worked 
especially well for clusters with equal sample sizes, particularly when the number of 
clusters increased.  These results highlight one of the advantages of Ward’s method, 
with other advantages including its ability to recreate structure when cluster sizes 
contain a fairly similar number of items, and the clusters form a spherical shape. 
Furthermore, because Ward’s method is similar to ANOVA in methodology, it 
makes many assumptions similar to ANOVA. These assumptions include a 
multivariate normal mixture of items, equal spherical covariance matrices for all 
clusters, and equal sampling probabilities for all clusters.  This familiarity with 
assumptions often makes Ward’s method a preferred method for researchers. 
Representing The Results of Ward’s Method 
 Because the results of hierarchical methods produce clusters that originate as 
single items, the final product can often be viewed as a tree diagram (or 
dendrogram) demonstrating how and when the items were joined. A common 
method for demonstrating clustering analysis results, dendrograms possess many 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 Because it is then a proportion of correct classification of pairs, Rand’s index 
effectively reads similar to the concordance rate within logistic regression analyses. 
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positive qualities.  First, dendrograms show the point at which items were linked 
together (showing the order in which the items were clustered).  Second, many 
dendrograms will produce axes demonstrating the difference (or cost of merger) in 
joining two clusters.  Third, dendrograms are very easy to understand, and may be 
used to represent the clustering process in a more user-friendly, graphical manner. 
Shortcomings of Ward’s Method 
 Although Ward’s method enjoys great popularity within the research 
literature, it also demonstrates certain potential shortcomings.  First, because Ward’s 
method does not specify the number of clusters to be created, it is important to 
remember that it will continue to join n cases until the n-1 step, when all cases are 
joined into a single large cluster.  As such, it is up to the researcher to determine the 
appropriate number of clusters post-hoc, often by examining the dendrogram or the 
merging cost of combining two clusters.  Fortunately, there do exist resources 
suggesting the appropriate number of clusters, including Milligan and Cooper 
(1985). Secondly, because Ward’s method primarily looks for spherical clusters, it 
may not be as effective as other methods in recovering structure when the actual 
clusters are not spherical in shape. More specifically, because Ward’s method is 
reliant upon mean vectors to calculate the merging costs, it is susceptible to outliers 
(Milligan, 1980).    
K-means Clustering 
 Along with Ward’s method, a second form of clustering analysis that is 
employed within the current dissertation is k-means clustering.  First referred to as 
k-means in MacQueen (1967), the goal of this form of analysis is to group n 
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observations into k clusters where the clusters are defined by fixed centroids 
identified prior to beginning the analysis. After the items are grouped according to 
the closest centroid, the position of each centroid is once again re-calculated and the 
items are again re-positioned.  This process continues until the positioning of the 
centroids no longer changes between iterations. 
 Because k-means clustering is a bottom-up method of clustering (unlike 
Ward’s method, which is considered a top-down method), it is referred to as a 
partitioning method. Specifically, k-means seeks to create clusters that maximize 
inter-cluster distance, while minimizing intra-cluster distance.  If we define the 
cluster centroid as cj and the individual data point as xij then we can say that k-
means clustering seeks to satisfy the objective function D where D is defined as:  
    D = argmin
k
Xi( j ) −Cj
2
i=1
n
∑
i=1
k
∑    Equation 7 
 
 To accomplish the task of minimizing the distances between items and the 
cluster means, k-means clustering employs one of a number of iterative algorithms. 
The most popular of these is referred to as Lloyd’s algorithm (named after Stuart P. 
Lloyd), or alternatively as Voronoi iteration or k-means algorithm (MacKay, 2003).  
According to the k-means algorithm, the clustering of observations to groups 
alternates between an assignment step and an update step.  
 In the assignment step, items are placed into clusters according to the mean 
location that best minimizes the intra-cluster variance between cluster mean and 
item location.  Because the intra-item variance is minimized, this can be thought of 
as minimizing the distance between the items and the center of the cluster (Equation 
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7)3. Once items are assigned to clusters, the centroids are re-defined again to 
minimize the intra-item variance. 
 Because of its methodology, the k-means algorithm guarantees that certain 
properties must hold true.  First, it is guaranteed that there will always be at least 
one item per cluster.  Second, it is guaranteed that there will always be k number of 
clusters, where k is the pre-set number of centroids defined prior to the analysis.  
Third, it is guaranteed that the clusters will not overlap. Fourth, it is guaranteed that 
items within the clusters will be closer to their own cluster than to any other cluster.  
 Although k-means clustering is a widely popular method, it does contain 
certain drawbacks.  Primarily, because the number of clusters must be defined a-
priori, it is important that the researcher correctly specify the number of clusters 
within the data.  Secondly, because of the distance locations used in defining the 
clusters, it is important that the centroids themselves be located in the correct 
positions at the starting point.  Third, it is almost guaranteed that the k-means 
clusters will converge to a local minimum unless multiple starting points and means 
are used (Peña, Lozano & Larranaga, 1999). 
Combining the Two Methods 
 Because K means relies on the number of clusters specified a-priori, it is 
often helpful to run Ward’s method first to obtain an approximation of the number 
of existing clusters. Specifically, researchers are encouraged to examine the 
dendrogram and merging costs of the cluster analysis produced by Ward’s method, 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 Note: The current distance metric is being defined as standard Euclidean metric. 
However, other metrics are available for classifying distance including Manhattan 
Metric where distance is defined as ( d1 = (p,q) = p−1 1 = pi− qi
i=1
n
∑ ). 
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and then use this number of centroids in the k-means method.  As with other 
statistical analyses, by combining the results of both methods, researchers are able 
potentially to verify and replicate their findings.  Furthermore, in the event that the 
two analyses yield strongly different results (by potentially grouping items in a 
significantly different manner), then a third method of clustering or a re-analysis of 
the data may be necessary. 
Multi-Level Modeling 
 The use of hierarchical modeling has previously been applied towards 
understanding the influence of institutional and other higher-level organizations on 
student performance (Rocconi, 2013; Raudenbush & Bryk, 2012; Tabachnick & 
Fiddell, 2012). The influence of school level characteristics, including SES and 
sector (catholic vs. public) have been used to demonstrate the methods of multi-
level modeling in Singer (1998), who was able to demonstrate the influence of 
socio-economic status (SES) on math achievement at both the school and student 
level. 
 The primary advantage of multi-level modeling is its ability to model effects 
at both higher and lower levels of data.  These levels often present themselves in the 
form of naturally occurring “nesting”, such as students nested within schools, or 
cities nested within states. Because these naturally occurring hierarchies tend to 
have items that are likely to be correlated, it is not appropriate to treat them through 
standard OLS regression techniques (which assume independence of errors), 
random sampling and random assignment. 
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 Multi-level modeling works by creating equations at each level of interest 
(Singer, 1998). In the current dissertation, this involves creating an equation at the 
second (school) level, and at the first (student) level. The following equations 
present the basic theory for creating equations at each level4.  Beginning with the 
school level if we are interested in the influence of sector (public/private) on the 
probability of retention, we can write the mean predicted probability as a 
combination of a grand mean predictor (ϒ00), the unique influence of the sector on 
predicted probability (ϒ01), a unique error associated with each individual school 
(µ0j) and a unique error associated with each individual student (rij).  
     ϒ ij=ϒ 00+ϒ 01(Sector)+µ0j+rij         Equation 8 
 Similar modeling can then occur at the level below (the student level) as 
well.  For example, if we were interested in modeling the effects of high school 
GPA on first year academic performance for student i, in school j, then we could 
model this as: 
                ϒ ij=B0j+B1j(HSGPA)ij+rij          Equation 9 
where Β0j = ϒ00 + µ0j and Β1j=ϒ10 + µ1j. Combining the two equations allows for 
modeling the influence of both levels of variables, as well as unique errors at both 
the school (u0j) and student (rij) level.  
 Additionally, by modeling for both intercepts and slopes, it is then possible 
to measure the variance and covariance between the two.  Ideally, the goal of multi-
level modeling is to explain this variance in intercepts (τ00) and the variance in 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4 Although the current analysis involves predicting a dichotomous (here/not here) 
variable, the basic principal still applies.  
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slopes (τ11), as well as examine how the two covary (τ01). These variances are often 
represented in a tau matrix, where  
 T= τ 00 τ 01
τ10 τ11
!
"
#
$
%
&
   
 
Summary   
 The current chapter has outlined the background theory for the procedures 
applied in the current dissertation.  The chapter opened with a brief description of 
clustering analysis theory before giving a more detailed explanation of two specific 
clustering methods: Ward’s Method and k-means clustering. Next, the chapter 
moved into a brief discussion of the concepts and formulas applied in multi-level 
modeling. Taken together, these procedures form the primary analytical techniques 
applied in the current dissertation.  
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CHAPTER III: VARIABLES IN THE CURRENT ANALYSIS 
Overview 
 The current dissertation applies cluster analysis and hierarchical logistic 
regression to estimate the impact of school and student level variables on a person’s 
probability of persisting to the second year of college. Variables were collected 
through a combination of university academic records and questionnaires 
administered the summer before students entered the university.  This chapter 
provides greater detail on the influence of the collected variables on a student’s 
probability of retention as reported in the previous literature. The chapter begins 
with the traditional academic variables of standardized test scores and high school 
GPA and then continues on to discuss the psychosocial variables. 
Student-Level Variables 
High School GPA and Standardized Test Scores 
 Perhaps no other variable has been more researched within the student 
retention field than high school GPA.  When determining which applicants to admit, 
college admissions committees nearly always consider a student’s high school GPA 
as a primary way of evaluating how the student will perform in college.  And while 
high school GPA is certainly not a perfect predictor of future performance, previous 
results do indicate that a student’s grade point average in college remains strongly 
tied to his/her grades in high school (Geiser & Studley, 2004; Kobrin et al, 2008; 
Sawyer, 2010).  High school grades are predictive of college graduation rates as 
well (Zwick & Sklar, 2005).   
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 The relationship between high school GPA and college grades has been 
examined across a number of different arenas, including the University of California 
school system, where Geiser and Santelices examined the influence of high school 
GPA on both first year GPA, as well as four year grades (Geiser & Santelices, 
2007). In their 2007 article, the authors were able to show that high school GPA 
consistently remained the strongest single predictor of college performance across 
over 80,000 students within the UC system.  
 In addition to high school GPA, a student’s standardized test scores have 
also been shown to correlate with a number of academic behaviors.  Although 
research has shown that high school GPA appears to be more strongly correlated 
with first-year college performance than standardized test scores (Kobrin et al., 
2008), there is also evidence that the influence of grade inflation in high schools 
may be diminishing this effect (Geisinger, 2009; Woodruff & Ziomek, 2004; 
Camara at al, 2003; Godfrey, 2011). Because of this, standardized test scores may 
become more influential in predicting student academic performance, particularly 
for more highly selective institutions (Mattern et al., 2008).  
 There have been multiple reports demonstrating the significant relationship 
between standardized test scores and college persistence (Reason, 2003; Conner, 
Daugherty & Gilmore. 2012-2013).  Compared to their peers, students with higher 
standardized test scores are more likely to obtain a degree and move from 
community to four-year colleges (Porchea, Allen, Robbins & Phelps, 2010), are 
more likely to earn higher grades, and are more likely to master the curriculum 
presented in higher education (Espensade & Chung, 2011).  
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 Taken together, the results from previous research investigating the high 
school GPA and standardized test scores seems to indicate that the two do 
significantly predict performance in college. Although results do not present a 
consistent pattern of prediction (there are certain situations where high school GPA 
performs better, and certain situations where standardized test scores perform 
better), given the preponderance of studies demonstrating a strong and significant 
relationship between previous and future academic performance, it is clear that 
students who excel academically while in high school are more likely to excel while 
in college. 
 However, experience also demonstrates that there are more contributing 
factors to collegiate achievement than simply previous academic success. 
Unfortunately, it is all too often the case that a highly capable student simply does 
not perform well in college.  And although a good number of dropouts are entering 
college with lower standardized test grades and high school GPA’s, there still exist a 
number of perfectly qualified students who, for whatever reason, still opt to leave 
college early. Given the invaluable benefits associated with earning a college degree 
(a theme that will be repeated throughout the dissertation), it is surprising that so 
many students would voluntarily leave. 
 This phenomenon has lead many researchers (including Tinto) to formulate 
college dropout not as a single action but rather a process involving a number of 
moving parts.  Within these parts are a number of psychosocial variables, 
characteristics (including social and institutional commitment) that Tinto 
hypothesized might better explain withdrawal, particularly voluntary withdrawal 
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where the student does not fail out. The following presents a list of psychosocial 
variables used to predict retention in the current dissertation. Some variables (such 
as self-efficacy discussed in the following paragraph) are well known psychological 
phenomena, established in the literature to influence a variety of social behaviors.  
Other variables (such as academic engagement) are only recently becoming more 
popular. Regardless, each has been shown to influence the student persistence 
decision in some form or another. 
Self-Efficacy 
 In his 1977 paper, Bandura defines self-efficacy as one’s belief in one’s 
ability to succeed in specific situations (Bandura, 1977; 1994).  From an educational 
perspective, self-efficacy may be specified as one’s ability to succeed (both 
academically and socially) while in college. The influence of self-efficacy in a 
learning environment has been examined in multiple studies (Jernigan, 2004; 
Bandura & Zimmerman, 1992), including how self-efficacy influences fields such 
as future career options (Lent, Brown, & Larkin, 1986) and number of college 
credits earned (Zajacova, Lynch, & Espenshade, 2005). 
 According to Bandura, having a high sense of self-efficacy influences 
performance by generating “intrinsic interest and deep engrossment in activities” 
(Bandura, 1976). As such, students who see themselves as being highly capable at 
successfully performing the required academic and social activities necessary for 
success in college may be more likely to display and cultivate a deeper interest 
within these areas. Note that this notion of fostering active engagement in the social 
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and academic arenas of the institution is similar to Tinto’s idea of social and 
academic integration (Tinto 1975; 1982; 1993). 
 Self-efficacy has been linked to a number of positive outcomes, including 
institutional satisfaction and goal progress (Feldt, 2012), persistence and academic 
achievement (Usher & Pajares, 2008; Choi, 2005), and higher course and professor 
evaluations (Riconscente & Seli, 2012). In addition, higher self-efficacy has been 
associated with greater academic performance in first-generation students (Vuong, 
Brown-Selty & Tracz, 2010), increased motivation (Schunk, 1991), and greater 
college adjustment (Ramos-Sanchez & Nichols, 2007). 
 The concept of academic self-efficacy was discussed heavily in Solberg, 
O’Brien, Villarreal, Kennel and Davis (1993). According to the authors, academic 
self-efficacy is defined as a “student’s degree of confidence in performing various 
college related tasks to produce a desired outcome, such as passing an examination”.  
Because of this, students with high academic self-efficacy may be more likely to 
approach challenges with a positive outlook, rather than a degree of academic fear 
and anxiety.  
 The influence of self-efficacy has been shown to influence persistence rates 
across a number of different institution types.  Brewer and Yucedag-Ozcan (2012-
2013) were able to demonstrate the influence of self-efficacy in improving 
persistence rates in a large online course setting. The authors used an online 
orientation course where students were able to discuss and plan out their methods 
for improving time management, engaging in new learning styles, and succeeding in 
college. Results showed that students participating in the online orientation course 
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not only improved their self-efficacy, but in doing so, improved their persistence 
rates as well.  
 Further benefits of self-efficacy were evidenced in Coffman and Gilligan 
(2002-2003) who were able to connect higher levels of self-efficacy to lower levels 
of stress as well as to overall life-satisfaction. Because of this, it seems that self-
efficacy may play an important role in helping students adjust to the stressors of 
their newly found college life. Specifically, because these students are having to 
overcome multiple obstacles in their social and academic life arenas, their perceived 
ability to overcome these obstacles may provide a buffer and source of comfort in 
their adjustment.  
Academic Engagement 
 Academic engagement is defined as the amount of conscious effort a student 
exhibits towards mastering the academic requirements for success while in high 
school. Academic engagement has been shown to positively influence student 
behavior across a number of previous studies (Herrmann, 2013; Floyd, Harrington, 
& Santiago, 2009).   According to Herrmann (2013), academic engagement 
encourages positive student behavior because it is closely tied to the concept of 
cooperative learning, a form of learning where students share similar goals with 
their peers and the ultimate results of the group depend on the goals of the 
individuals (Johnson & Johnson, 1989; Onwuegbuzie & DaRos-Voseles, 2001; 
Johnson & Johnson, 2009). The authors also relate academic (or student) 
engagement to a form of active learning, a concept that includes a student’s 
motivation and strategies for learning. 
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 According to Biggs and Tang (2011), students who approach learning with a 
motivation to master and understand the material (as opposed to simply memorizing 
the material) are engaging in the deep approach to learning (Entwistle & McCune, 
2004). Deep approaches to learning have been associated with a number of 
activities, including in-class participation (Rocca, 2010; Weaver & Qi, 2005). 
Student engagement has also been shown to demonstrate a number of positive 
effects, including grades and persistence (Kuh, Cruce, Shoup, Kinzie, & Gonyea, 
2008).  Using a large database of over 6000 students and across 18 institutions, the 
Kuh and colleagues were able to show where elevated levels of academic 
engagement improved both college GPA, as well as likelihood of second-year 
persistence.  
 In arguing for the importance of fit in developing engagement, self-
determination researchers hypothesize that the ideal situation for academic 
engagement is when the school encourages “competence, autonomy, and 
relatedness” (Deci & Ryan, 2000; Wang & Eccles, 2013). More specifically, they 
argue that healthy engagement is derived from the quality of a student’s interactions 
with the learning activities and academic tasks (Wang & Eccles, 2013; Eccles, 
2004). Within this framework, engagement is broken up into three separate areas, 
behavioral, emotional, and cognitive engagement.  
 Researchers define behavioral engagement as the actions and practices a 
student directs at school activities and learning (Connell, 1990). Examples of 
behavioral engagement may include doing homework in a timely manner, studying 
for tests outside of class, and completing the assigned reading.  In this way, 
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behavioral engagement is somewhat analogous to positive habit cultivation, or 
development of a form of academic conscientiousness.  
 Although it is important to cultivate healthy and conscientious academic 
behaviors, it is also important to develop that students develop a healthy attitude 
towards learning as well. Researchers define this attitude towards school and 
learning as a student’s emotional engagement (Voelkl, 1997). The influence of 
emotional engagement has been studied across a wide variety of situations, with 
results showing that student’s attitudes towards school influence their performance 
in mathematics (Dettmers et al., 2011), as well as their approach to developing 
strategies for learning (Pekrun, et al., 2011). 
 Finally, researchers define cognitive engagement as the amount of mental 
investment a student puts forth towards learning, as well as the willingness a student 
exerts to master difficult and new concepts (Como & Mansinach, 1983). The 
construct of cognitive engagement derives from the theory of processing levels 
(Anderson & Reder, 1979), and elaborated processing (Craik & Lockhart, 1972). 
The influence of cognitive engagement has been researched in a number of previous 
studies, including Sedaghat, Abedin, Hejazi & Hassanabadi (2011) who examined 
the relationship between cognitive engagement and academic achievement, Suarez-
Oroz, Pimentel & Martin (2009) who examined the relationship between academic 
engagement and achievement in immigrant students, and Pintrich & De Groot 
(1990), who examined the relationship between self-regulation, motivation, and 
cognitive engagement.  
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 Taken together, the constructs of behavioral, emotional, and cognitive 
engagement comprise the three-pillar approach of academic engagement. As can be 
seen, students must take into account many different factors when becoming 
academically engaged, further supporting the argument that student retention 
process is a complicated and dynamic process.  Along with becoming academically 
engaged, students must also balance a number of other decisions when deciding to 
remain in college.  Another one of these important decisions is whether the costs of 
attending college outweigh the benefits. This construct represents a brief 
introduction into financial concerns, the next psychosocial variable discussed. 
Financial Concerns 
 Financial concerns are defined as a student’s level of worry about being able 
to pay for and afford college.  Because paying for college is often seen as an 
overwhelming obstacle for incoming students, a great deal of prior literature has 
been dedicated to understanding better the relationship between money and college 
behaviors (St. John, Paulsen & Carter, 2005; Braunstein, McGrath & Pescatrice, 
2000-2001).  Moreover, due to the rising price of college over the years (estimates 
of approximately 4.4% rise in tuition for in-state tuition5), more researchers are 
beginning to investigate both the cause of the increase (Archibald & Feldman, 2008) 
as well as the influence of such costs on student welfare (Hornak, Farrell, & 
Jackson, 2010). 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
5 Source: College Board. Trends in college pricing. Trends in Higher Education 
Series. College Board. Retrieved Jan 16, 2014, from 
http://www.collegeboard.com/prod_downloads/press/cost06/trends_college_pricing
_06.pdf 
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 Previous research has shown that students with higher financial difficulties 
are more likely to exhibit a number of symptoms associated with higher 
probabilities of academic withdrawal.  Compared to their peers, students with higher 
levels of financial needs are more likely to believe that college is unnecessary and 
too expensive (Tierney & Venegas 2010; 2007), with students becoming less likely 
to persist as they incur greater financial debt (Coffer & Somers, 1998). Because of 
this, financial considerations are often cited as one of the primary reasons for 
withdrawal.    
 Previous research seems to confirm these statements. Compared to their non-
working peers, students having to work to afford college may exhibit a number of 
potentially negative behaviors, including higher levels of anxiety (Mounsey, 
Vandehey, & Diekhoff, 2013), fewer hours spent socializing (Lang 2012), more 
hours spent having to work outside of class (Pascarella & Terenzini, 2005), and 
more hours spent away from campus (Choy & Carroll, 2003). Students with higher 
financial concerns have also been shown to engage in behaviors such as taking 
fewer credit hours, as well as reporting higher levels of psychological stress due to 
financial worry (Robb, Moody & Abdel-Ghany, 2011-2012). 
 The influence of financial concerns has not only been restricted to behavior 
in the classroom.  In their college choice-nexus theory, Paulsen & St. John (1997; 
2002) hypothesize that students take financial costs into consideration when 
choosing a college.  Specifically, students will weigh the overall costs of tuition 
against the benefits of obtaining a degree from the particular institution.  Because of 
this, many students from lower class backgrounds may be discouraged from even 
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attempting to apply to upper-level colleges due to the cost associated with 
attendance. 
 Because financial concerns are such an important part of influencing 
persistence decisions, a great deal of research has been dedicated towards 
understanding how different types of financial aid may influence a student’s 
persistence decision. Studies have examined the influence of programs such as 
merit-based scholarship (Schuh, 1999-2000; Stampen & Cabrera, 1988), college 
loans (Hochstein & Butler, 1983), and work-study programs (Desjardins, Ahlburg, 
& McCall, 1999).  
 In a 2002-2003 paper by Ishitani and DesJardins, the influence of financial 
aid timing and allotment on student attrition was modeled using hazard modeling. 
The authors not only examined the influence of financial aid timing on attrition, but 
also the influence of such external factors as parental educational attainment and 
student educational aspirations. As with previous findings, the results continued to 
show that students who received financial aid were less likely to drop out. 
 Although the present findings do suggest that financial aid strongly 
influences a student’s retention decision, the current dissertation focuses more 
specifically on financial concerns, rather than financial aid.  The distinction between 
the two is very important.  Specifically, while financial aid measures the amount of 
money a student has to pay for college, financial concerns measures the amount of 
worry a student has about being able to pay for college.  Because of this, the 
influence of financial concerns may be more directed at the cost-benefit analysis of 
paying for college, rather than simply the amount of aid received.   
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Institutional Commitment 
 Another factor that may strongly influence the decision to persist is the 
concept of institutional commitment, specifically measuring the amount of 
dedication a student feels to a given institution. Originally proposed by Tinto 
(1975), institutional commitment refers to a student’s level of dedication to the 
particular school he/she is currently attending.  If goal commitment refers to a 
student’s level of dedication towards graduation in general, institutional 
commitment refers to a student’s dedication to graduating from a particular 
institution. This level of commitment may be demonstrated in a number of ways, 
including participating in college fairs and attending welcome week orientations 
(Goenner, Harris & Pauls, 2013), engaging in transition experiences (Birnie-
Lefcovitch, 2000), attending sporting events, or joining social clubs.  
 Results have shown that students with higher institutional commitment are 
less likely to withdraw from college than their peers (Wang & Kennedy-Phillips. 
2013; Davidson, Beck & Milligan, 2009).  This research was supported by the 
findings of Campbell and Mislevy (2012-2013), who showed that, compared to their 
continuously enrolled peers, stop-out students (those students who discontinued 
enrollment at some point during their college careers) were more likely to possess 
negative attitudes towards their institutions. 
 The influence of institutional commitment was examined in Braxton, 
Sullivan and Johnson’s (1997) meta-analysis testing the propositions of Tinto’s 
interactionist theory.  According to the authors, a student’s initial institutional 
commitment is determined by his/her incoming attributes.  This initial level of 
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institutional commitment then interacts with social integration to further influence 
the student’s subsequent levels of commitment.  Subsequent levels of institutional 
commitment then ultimately influence the student’s decision whether to persist at 
the institution, transfer, or withdraw from higher education. 
 The importance of institutional commitment may be evidenced in the 
overwhelming number of students that fail to graduate from their initial institution.  
According to Adelman (2004), approximately one out of five students who begin 
college at a four-year institution will not earn a degree from that institution. 
Examining the causes of institutional commitment, Hermanowicz (2006-2007) 
asked leavers at a more selective college why they were choosing to voluntarily 
leave. Conducting interviews over the phone, Hermanowicz was able to uncover a 
few recurring themes regarding college attrition.  First, he notes that the causes of 
attrition are usually multi-faceted, and that they typically cannot be resolved by a 
single solution.  Examples include students citing financial difficulties as well as not 
getting along with peers. 
 Interestingly, while financial considerations were certainly prevalent 
amongst the reasons for leaving, many students cited cultural and philosophical 
differences with the institution’s prevailing attitudes.  Students cited anecdotal 
evidence ranging from perceived socialist teachings emphasized in classrooms and 
dorms, to frustration with teachers’ abilities to speak English, to locations of the 
dorms on campus. Other reasons for leaving included transitions issues related to 
coming from small towns,  homesickness, dissatisfaction with athletic programs and 
problems with roommates. Taken together, the results of Hermanowicz’s research 
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seem to re-affirm the importance of institutional commitment in determining 
whether a student will remain at a given university.   
School-Level Variables 
High School Class Size / Student-Teacher Ratio 
 Along with student-level variables, there also exist school-level variables 
that have been shown to influence higher education outcomes (Pleitz, Terry, 
Campbell & Fife, 2012).  Although the potentially politically sensitive nature of 
examining the influence of school level variables on higher education academic 
performance makes research findings slightly more difficult to obtain than those at 
the student level, results have shown certain school characteristics to reliably predict 
performance across a number of observations.  
 In a 2005 literature review on the influence of school size, Slate and Jones 
(2005) argued that the size of a high school actually had a curvilinear influence on 
performance. Specifically, while Slate and Jones acknowledge the potential 
positives of having larger high schools (increased student diversity, greater 
curricular offerings), they also argue that larger school sizes do not necessarily 
equate to greater student achievement.  Indeed, Harnisch (1987) found a correlation 
of only .13 between school size and achievement, suggesting that the two are largely 
unrelated. This result was again suggested with the findings of Cotton (1996) who 
reviewed over 31 papers examining the relationship between school size and 
achievement, only to come to inconclusive results suggested advantages to both 
large and small schools. 
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 Although naturally related, the influence of student-teacher ratio on 
academic performance has been less researched than the influence of class size.  
Indeed, while there are a number of research articles investigating how a public or 
private school may influence a student’s grades at the next level, the study of 
student-teacher ratio remains fairly limited. Fortunately, longitudinal research 
examining high school teacher/student ratios over time does seem to suggest a few 
trends.  
 First, it is clear that the average student-teacher ratio in America is on a 
pronounced decline (Ehrenberg, Brewer, Gamoran, & Willms, 2001). Statistics 
show that the average student-teacher ratio has declined from 19:1 to 14:1 between 
1969 and 1997, suggesting that students are more likely to receive individual time 
with teachers than in previous years (Campbell, Hombo, & Mazzeo, 2000). 
Interestingly, although the class sizes do appear to be shrinking, longitudinal 
evidence from the National Assessment of Educational Progress (NAEP) suggests 
that these declines are not yielding any significant improvement in student 
knowledge. 
  The influence of student-teacher ratio on classroom performance was 
further examined in a 1999 meta-analysis by Hanushek.  In the report the author 
analyzed findings from over 270 schools, investigating whether smaller class sizes 
truly improved student performance.  Results were once again inconclusive, with 
only 15% of findings showing statistically significant improvement due to smaller 
classrooms.  Given that 13% of reports showed statistically negative results of 
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performance in smaller class sizes, the results seem to suggest that either the effect 
is highly nuanced, or that additional research is needed (Hanushek, 1999). 
District Spending Per Student/ Free Lunch Eligibility 
 With the passing of the No Child Left Behind6 (NCLB) act of 2001, 
increasing attention is being paid to district spending per student.  The newest 
authorization of the Elementary and Secondary Education act of 1965, NCLB 
requires schools that receive federal funding to demonstrate adequate increases in 
academic performance. As can be imagined, the requirements for demonstrated 
improvement to receive federal funding have been met with a number of 
controversies.  While legislators argue that the required standards set an initiative 
for improvement, detractors believe that cutting funding to already struggling 
schools may only harm them to a greater degree. 
 Lost in this debate is effective research on the actual influence of district 
spending per student. In a 2002 report on school finance, the Government 
Accountability Office (GAO) found that higher spending per student tended to be 
directly related to higher staff wages, with districts spending more per student also 
paying their teachers a higher salary (The U.S. Government of Accountability 
Office [GOA] report no. GOA-03-234, 2002). Wrapped up in this dilemma is the 
correlation between higher teacher salaries and greater experience (having worked 
at the school longer), or greater training (receiving a Master’s degree in education 
rather than simply a bachelor’s degree).  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6 PL 107-110, the No Child Left Behind Act of 2001, enacted January 8, 2002 
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 Because of these confounds, it is difficult to disentangle the influence of 
actual spending per student from other potential (and unseen) positive benefits 
associated with such spending. One of the primary arguments against the influence 
of district spending and performance comes from Hanushek (discussed previously in 
the student-teacher ratio section) who again showed inconsistent findings across a 
number of reports (Hanushek, 1986). According to Hanushek, the inconsistent 
findings indicated no strong or systematic relationship between school expenditures 
and student performance (p. 1162), a statement that many have taken to mean that 
there is no relationship between money and academic achievement.   
 One vocal opponent of this statement comes from the Albert Shanker 
Institute, where Baker (2012) argues that research proves three general tenants: a) 
aggregate measures of spending per student show that greater spending is associated 
with positive outcomes, b) academic and school resources funded by such spending 
positively influence student outcomes, and c) greater equality in spending across 
districts creates more positive student outcomes (Baker, 2012). In the report, Baker 
cites the works of Greenwald, Hedges and Laine (1996) who re-analyzed the 
previous findings of Hanushek (1986) and concluded that, amongst the statistically 
significant findings, results showed a majority of positive relationships between 
spending and achievement (Greenwald, Hedges, & Laine, 1996)7.  
 While district spending per student may be a greater sign of school 
affluence, student eligibility for free lunch is a greater sign of district poverty. And, 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7 Tying into the argument of class size, Wenglinsky (1997) proposed that greater 
expenditures in district spending may cause greater academic performance by 
reducing class size.  
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just as greater district affluence seems to correlate with greater academic 
performance (albeit the actual effect is somewhat inconclusive), so too does district 
poverty seem to correlate with lesser academic performance.  These results were 
demonstrated in a 2001 technical report by the Washington School Research Center, 
where authors found that discrepancies in income explained a greater amount of 
variance in performance than other variables, including ethnicity (Abbot & 
Joireman, 2001).  
 The role of poverty in academic performance was addressed in Burney and 
Beilke (2008), who once again found that poverty explained a substantial amount of 
variance in achievement. According to the authors, low income students suffer from 
a large number of potential detriments to success, including having parents that are 
less likely to have attended college (Lee & Burkham, 2002), being more likely to 
come from single parent families (Caldas & Bankston, 1999), and being more likely 
to attend high schools with less rigorous curriculum and fewer advanced placement 
courses (Martin, Karabel, & Vasquez, 2005). These findings also explain why 
students from lower income families have been shown to be significantly less likely 
to graduate than their more economically advantaged peers (College Board, 2005).  
School Sector 
 As with previous variables, research examining the influence of school 
sector on academic performance has generated inconclusive results.  Part of the 
problem with measuring the influence of public vs. private sector naturally occurs 
due to differences in the types of students attending each school.  For example, 
although NAEP scores typically show higher performances for private school 
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students (Braun, Jenkins & Grigg, 2006) previous research has shown that a 
majority of private school benefits may simply be attributed to public schools 
serving a greater number of economically disadvantaged children (Lubienski & 
Lubienski, 2006), rather than from deficiencies in the school itself. These results 
echo the continuing theme of economics potentially underlying a majority of 
differences in achievement (as discussed in the previous sections).  
 Additional complications arise from fundamental differences in the structure 
of private vs. public schools.  For example, results have shown that, compared to 
public schools, private schools demonstrate a more equivalent student-teacher ratio 
(US Department of Education, 1999), have smaller class sizes and typically smaller 
enrollment (Alt & Peter, 2003).  Although private schools do not receive state 
funding (and therefore technically receive no money from the district), the 
advantages of smaller class sizes have been previously discussed as an attribute of 
more affluent school districts, potentially equating private schools with the more 
wealthy public schools. 
 The debate over public and private schools became center focus of a 2007 
issue of Time Magazine asking “Are private schools really better?” The article cites 
a study by the Center on Education Policy claiming that, after removing the 
influence of socioeconomic effects, the advantage of private schools becomes 
negligible, however the research suggests that the advantage of Jesuit or Catholic 
schools remains, even after conditioning for SES (Wenglinsky, 2007).  This 
advantage of attending religious schools was replicated by Horowitz and Spector 
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(2005), although the authors argued that the effect dissipates throughout a student’s 
high school tenure, nearly disappearing by junior and senior year.  
 Taken together, the comparisons between public or private high schools 
seems to present a mixed bag of results. Although results do seem to indicate that 
attending a religious school may present students with a positive advantage in 
college performance, given the wide variety of options in both public and private 
schools, it is likely that the influence is contingent upon a number of variables, 
rather than simply a school being private or public.  
Summary  
 The current chapter has provided a brief background description of the 
variables applied in the current dissertation.  Variables at the student-level include 
academic credentials such as high school GPA and standardized test scores, as well 
as psychosocial variables including institutional commitment, financial concerns, 
academic engagement, and self-efficacy. Variables at the school-level included high 
school class size, sector, student-teacher ratio, free lunch eligibility, and city size. 
The creation of these variables is discussed in the following chapter. 
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CHAPTER IV: SAMPLE AND METHODOLOGY 
Overview 
 The current chapter describes the sampling methods and quantitative 
techniques applied to measure the relationship between the high school 
characteristics of incoming college freshmen and their impact on the probability of 
persistence to the second year in higher education.  The following areas are 
discussed: participants, methods of data collection, and procedure of data analysis.   
Participants 
 Data were collected from 4,407 incoming, first-time, full-time students at a 
large Midwestern University. Because all participants were first-time and full-time 
students, it is highly probable that the majority were between the ages of 18-20 
years old. The average ACT score for the data set was a 25.88 (SD = 4.07) and the 
average high school GPA for the data set was a 3.59 (SD = .33).  Approximately 
85% of students were from public schools with the remaining 15% from private 
schools.  All home-schooled students were removed from the analysis. 
Creating the Data Set  
 The dataset was created in a series of steps.  In the first step, data from two 
separate files were imported from excel into SAS using the PROC IMPORT feature.  
Data from the first file contained high school variable information, including 
student-teacher ratio, graduation rate, high school graduating class size, district 
spending per student, and high school sector (public/private).  Data from the second 
file included student level information, including standardized test scores, high 
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school GPA, and psychosocial variables including academic engagement and 
financial concerns. 
 Creating the high school variables of sector and city type involved using 
internet research. High schools and cities were entered into the Google search 
engine to determine the size of the city where the high school was located, as well 
as the type of city where the school was located.  Information for graduation rates, 
student-teacher ratios, free lunch eligibility, and district spending per student were 
compiled through multiple educational websites.  These sites included the domains 
www.publicschoolreview.com, and www.privateschoolreview.com, as well as state 
department of education websites.  
 Creating the psychosocial variables involved importing data collected from 
the 2012 incoming freshman class cohort at the University of Oklahoma.  The data 
were collected through the New Student Survey (NSS), a questionnaire of 
approximately 108 items administered to incoming students during the summer 
before their freshman year. The questionnaire contains items measuring a student’s 
attitudes and behaviors cultivated while in high school, as well as beliefs about what 
the college experience will be like. 
 After importing the two datasets, the files were merged by high school code 
and student ID creating a file that contained both student and school level 
information.  The approximate n size for the sample was 2,898. Tables 1 through 5 
present the descriptive statistics for the sample. Questions on the NSS were coded 
on the Likert scales presented above the tables, while demographic statistics were 
taken from city websites, Wikipedia sources, or government statistics.   
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Sample Descriptive Statistics 
 Table 1 presents the descriptive statistics for the two questions designed to 
measure the degree of difficulty a student anticipates adjusting to university life.  
The two specific areas of adjustment addressed include having enough money and 
having to combine a job with studies while in college. The questions were measured 
on a Likert scale from 1 to 5, and were coded in the following manner: Using the 
scale provided, please rate each of the following in terms of how difficult you think 
the adjustment may be during your first year at OU. 1) Very Easy 2) Easy 3) Neutral  
4) Difficult  5) Very Difficult.  
Table 1: Descriptive Statistics for Adjustment Variables 
Question N Mean (SD) Min Max 
Having enough money 2898 3.15 (1.09) 1.00 5.00 
Combining a job with my studies 2891 3.17 (0.94) 1.00 5.00 
Doing well academically 2856 2.54 (0.85) 1.00 5.00 
 
 Table 2 presents the descriptive statistics for variables associated with high 
school behaviors. These behaviors primarily address negative habits potentially 
cultivated while in high school, particularly with an emphasis on those habits that 
may result in lower academic engagement while in college. The variables were 
reported using a Likert scale ranging from 1 to 4, and were coded in the following 
manner: Using the scale provided, please indicate how often you did each of the 
following while in high school: 1) Very often 2) Frequently 3) Seldom 4) Almost 
Never. 
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Table 2: Descriptive Statistics for High School Behaviors 
Question N Mean (SD) Min Max 
Went to class without doing assigned 
reading 
 
2893 3.37 (0.97) 1.00 5.00 
Went to class without doing homework or 
assignments 
 
2894 3.92 (0.84) 1.00 5.00 
Waited until the last minute to do my 
assignments  
 
2865 2.91 (0.97) 1.00 5.00 
 
Waited until the last minute to study for 
exams 
 
2884 3.02 (1.05) 1.00 5.00 
Felt bored in class 
 
2893 2.42 (0.87) 1.00 5.00 
Felt overwhelmed by all I had to do 
 
2890 3.07 (1.02) 1.00 5.00 
Went late to class 
 
2892 4.15 (0.89) 1.00 5.00 
Skipped class 2897 4.61 (0.69) 1.00 5.00 
 
 Table 3 presents descriptive statistics for questions asking about a student’s 
attitudes and level of agreement with certain items.  This items focus both on high 
school behaviors, as well as incoming attitudes regarding expectations about what 
college life will be like. The items are scored on a 1 to 5 Likert scale and are 
presented as follows: Please indicate the extent to which you agree with disagree 
with each of the following items using the scale provided: 1) Strongly Agree 2) 
Agree 3) Neutral  4) Disagree  5) Strongly Disagree. 
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Table 3: Descriptive Statistics for Academic Engagement Variables 
 
 Table 4 presents the descriptive statistics for the school and student-level 
academic characteristics.  In addition to academic characteristics, Table 4 also 
presents demographic statistics for the schools, including the average city size, the 
breakdown of sectors, and the average student to teacher ratio.  
Question N Mean (SD) Min Max 
While in high school, I was challenged to do my best 
academic work 
 
2893 2.17 (0.96) 1.00 5.00 
I rarely studied outside of class when in high school 
 
2892 3.26 (1.14) 1.00 5.00 
I need to work to afford to go to school 
 
2881 3.07 (1.25) 1.00 5.00 
 
On occasion, I have had doubts about my ability to 
succeed in life 
 
2882 3.59 (1.17) 1.00 5.00 
I am confident in my ability to succeed at OU 
 
2892 1.64 (0.66) 1.00 5.00 
I remain calm when facing difficult academic 
challenges 
 
2893 2.42 (0.86) 1.00 5.00 
I am confident I made the right choice when 
choosing to attend OU 
 
2896 1.40 (0.61) 1.00 5.00 
I feel like I worked harder than most students while 
in high school 
 
2894 2.26 (0.99) 1.00 5.00 
I am confused and undecided as to my future 
educational goals 
 
2893 3.63 (1.03) 1.00 5.00 
I have confidence in my academic abilities 
 
2884 1.83 (0.64) 1.00 5.00 
I expect to work hard at studying in college 
 
2886 1.44 (0.54) 1.00 5.00 
It is important to me to graduate from OU as 
opposed to another college or university 
2887 1.79 (0.89) 1.00 5.00 
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Table 4: Descriptive Statistics for School and Student Variables 
Item N Mean (SD) Min Max 
City Size 3873 259114.32  
(411244.85) 
32.00 3858000.00 
District Spending Per Student 3856 9680.00  
(3202.20) 
2335.00 75075.00 
% Available for Free Lunch 3809 23.55 (19.18) 0.00 100.00 
Graduation % 3842 91.36 (7.78) 26.00 100.00 
Student-Teacher Ratio 3827 15.93 (5.85) 4.00 313.00 
High School GPA 3882 3.59 (0.33) 1.70 4.00 
ACT Score 3875 25.88 (4.07) 13.00 36.00 
Sector 
             Public 
             Private 
 
3303 
569 
 
85.30% 
14.70% 
 
 
 
Family Members Attended OU 
             Yes 
             No 
 
962 
1939 
 
33.16% 
66.84% 
  
 
 Table 5 presents descriptive characteristics for variables associated with the 
items that were important in a student’s decision to attend OU. These decisions 
include financial, social, and academic considerations.  The items were scored on a 
1 to 4 Likert scale and were presented as follows: Please indicate how important 
each of the following was in your decision to attend OU, using the scale provided. 
1) Extremely Important 2) Important 3) Relatively Important 4) Totally 
Unimportant. 
Table 5: Descriptive Statistics for Importance Questions 
 
  
 
Question N Mean (SD) Min Max 
Financial Aid Received 2889 2.15 (0.97) 1.00 4.00 
Cost of OU 2896 2.01 (0.81) 1.00 4.00 
Was not accepted at my first choice 2878 3.58 (0.79) 1.00 4.00 
Could not afford my first choice 2875 3.48 (0.89) 1.00 4.00 
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 Table 6 presents assorted descriptive statistics.  These questions ranged from 
questions asking about academic workload and GPA expectations to work ethic in 
high school and percentage of friends attending college.  Questions about 
expectations for workload and GPA were coded in a Likert Scale ranging from 1 
(significantly more difficult/better) to 5 (significantly easier/worse). The question 
about academic work experiences was coded from a 1 (I rarely had to work hard to 
receive good grades) to 5 (I had to work very hard all of the time to receive good 
grades).  In addition to these two questions, the questionnaire also asked students 
about the amount of studying they did while in high school, as well as the amount of 
studying they expect to do while at OU.  These variables were coded from 1 (0 
hours per week) to 10 (more than 40 hours per week).  
Table 6: Descriptive Statistics for Experiences and Expectations Variables  
 
Procedure 
  Data analysis occurred in four separate phases.  First, the data were cleaned 
of outliers and merged into a master file that contained all the necessary variables.  
Question N Mean (SD) Min Max 
Relative to high school, I expect the 
college-level academic work to be: 
 
2894 1.61 (0.66) 1.00 5.00 
Relative to high school, I expect my GPA 
in college to be: 
 
2892 2.52 (0.88) 1.00 5.00 
Which of the following best describes 
your academic work experiences while in 
high school: 
 
2890 2.72 (1.12) 1.00 5.00 
 
While in high school, the amount of time I 
spent studying outside of class was: 
 
2893 3.35 (1.47) 1.00 10.00 
While at OU, the amount of time I expect 
to spend studying outside of class is: 
2896 5.32 (1.57) 1.00 10.00 
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Next, factor analysis was used to determine the structure and validity of the latent 
variables inherent within the New Student Survey questionnaire, and composite 
scores of specific factor items were used to create proxy-variables representing the 
latent variables.  Finally, four separate models were used to predict probability of 
first-year retention within the GPA groups.  The following section contains more 
detailed descriptions of the specific phases.     
Phase 1  
 After the New Student Survey data and student demographic information 
were retrieved, the two files were merged by student ID and then labeled by cohort.  
After merging the files, student ID’s were removed and each student was given a 
unique study ID.   Following de-identification, any question either not related to 
student retention was eliminated, thereby reducing the number of questions from 
approximately 100 to 29.  Once the variables were reduced, any variable names that 
had changed throughout the previous cohorts were re-labeled to a uniform name to 
ease in coding.    
 After re-labeling, all variables were examined for potential outliers and input 
errors (such as having a score entered that is not possible).  Finally, to ease 
interpretability, certain variables were reverse coded such that higher scores 
indicated the higher prevalence of a particular attribute.  For example, if a question 
asked a student to rank, from 1 to 7, how concerned they are about having enough 
financial resources, and 7 represented very worried, then the question was not 
reverse coded.  However, if a question asked a student how worried they were about 
having to maintain a job and go to school at the same time, and a 7 now represented 
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not very worried, then the question would be reverse coded.  Once all data were re-
coded, the cohorts were collapsed into a single aggregate file and then re-divided 
into new groups based on freshmen year GPA. Appendix 4 presents descriptive 
statistics and tables regarding the missing data and final data file.  
Phase 2 
 After collecting data, the items were factor analyzed to determine the 
underlying factor structure of the items. Maximum likelihood was used as the 
estimation method and a Varimax rotation was applied to maximize interpretability 
under orthogonal rotation.  A minimum eigenvalue of 1.00 was used to determine 
cut-off points for factors and squared multiple correlations were used to estimate 
prior communalities.  A scree plot was also examined to determine where the 
eigenvector “bent”. 
 After examining the factor analytic results, variables that did not 
significantly load onto any factor were removed. In addition, the expectation 
variables (I expect to work hard at studying for college, and Relative to high school, 
I expect my GPA/college-level academic work to be:) were not included within the 
composite variables because it was not clear how to interpret their findings.  For 
example: it was not clear how having unrealistically high or low expectations would 
interact with the other variables to explain the shared variance.  Likewise, weak 
internal reliability suggested that the latent structure for this composite variable was 
not statistically sound. 
	  50	  
Phase 3 
 Phase 3 involved applying the two types of cluster analysis methods to the 
high school level data to determine the underlying structure. Two separate methods 
of clustering analyses were performed.  In the first method, a Ward’s method 
clustering analysis was performed.  In the second method, a k-means clustering 
analysis was performed. Finally, the results of both methods were analyzed to 
validate and compare the results under both analyses. 
Phase 4 
 Once the cluster analyses were performed and analyzed, the next phase was 
to construct a series of models to predict student persistence.  Four separate models 
were created, with either PROC LOGISTIC or PROC GLIMMIX being used to 
conduct the analyses. In the first model (Model 1), only student-level variables were 
used to predict retention. In the second model (Model 2), student-level variables 
were used at level-1 and unconditional random effects (random intercepts) were 
used at level-2. In the third model (Model 3), the best model using student variables 
was used at level-1, and the aggregate high school variables at were used at level-2. 
In the fourth model (Model 4), the best student-level variable was used at level-1, 
and the clusters were used at level-2. The results are interpreted and discussed in the 
following chapter. 
Summary 
 The current chapter has given a summary of the sample descriptive statistics 
and methodology employed to estimate the influence of multi-level characteristics 
on a student’s predicted probability of first-year retention. Steps taken to create the 
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psychosocial variables were detailed and descriptive statistics were presented. After 
presenting the descriptive statistics, the four planned phases of analysis were 
described.  The following chapter presents the results from the four phases. 
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CHAPTER V: RESULTS 
Overview:  
 The current chapter presents the results of the separate analyses conducted to 
answer the research questions presented in Chapter 3.  These questions included 
investigating the latent structure of the New Student Survey (NSS) questionnaire, 
examining the hierarchical clustering nature of the students within schools 
organization, and then constructing models to estimate student retention using 
student, school, and both levels.  
Factor Analytic Results 
 Prior to performing the factor analytic procedure, a Kaiser-Meyer Olekin test 
for sampling adequacy was conducted.  The results of the KMO test indicated an 
overall MSA of .808, suggesting that factor analysis may be appropriate. After 
examining the scree plot, as well as the eigenvalue cutoffs, it was determined that a 
four-variable structure best explained the variance. These variables represented the 
factors discussed in Chapter 2, namely factors for financial concerns, academic 
engagement, self-efficacy, and institutional commitment.   
 Table 7 below presents the rotated factor pattern for the variables.  For a list 
of variable names and descriptions, see Table 23 in the appendix. In addition, please 
see Chapter 2 for the coding specifics of each variable. In the table below, Factor 1 
represents academic engagement, Factor 2 represents self-efficacy, Factor 3 
represents institutional commitment, and Factor 4 represents financial concerns. All 
factor loadings represent the rotated factor pattern, and any variable that loaded 
below a .30 was omitted from the analysis. 
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Table 7: Factor Loadings After Rotation 
Variable Factor 1 Factor 2 Factor 3 Factor 4 Communality 
HsStudy .44 - - - .22 
NewQuestion .46 - - - .22 
WorkedHarder .43 - - - .24 
Challenged .39 - - - .16 
Rarely .62 - - - .39 
WentTo .61 - - - .39 
Homework .62 - - - .41 
Late .36 - - - .15 
Bored .47 - - - .22 
Skip .35 - - - .15 
WaitedAssignments .71 - - - .52 
WaitedExam .69 - - - .49 
Doubts - .47 - - .27 
ConfidentSucceed - .70 - - .51 
ConfidenceAbilities - .70 - - .50 
DoWell - .48 - - .25 
Important - - .46 - .27 
ConfidentOU - - .52 - .36 
OU Choice - - .59 - .36 
Transfer - - .46 - .25 
NotAccept - - .57 - .32 
NotAfford - - .64 - .44 
Need - - - .81 .67 
AidRec - - - .54 .32 
Money - - - .68 .49 
Costs - - - .33 .17 
Resource  - - .73 .55 
 
Internal Reliability Results 
 Following confirmation of the factor structure, internal reliabilities of the 
composite variables were examined.  Tables 8 through 11 display the intra-factor 
correlations amongst the variables as well as the internal reliabilities.  All internal 
reliabilities were measured using Cronbach’s alpha statistics.  
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Table 8: Internal Reliability and Correlations for Financial Concerns 
 Variable 
 Q1 Q2 Q3 Q4 Q5 
Q1 1.00 - - - - 
Q2 0.41 1.00 - - - 
Q3 0.55 0.33 1.00 - - 
Q4 0.22 0.43 0.17 1.00 - 
Q5 0.62 0.34 0.52 0.16 1.00 
*Note: Q1=Need, Q2= AidRec, Q3=Money, Q4=Costs, Q5=Resource; Cronbach’s 
Alpha =.76 
 
Table 9: Internal Reliability and Correlations for Academic Engagement  
 Variable   
 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 
Q1 1.00 - - - - - - - - - - - 
Q2 0.35 1.00 - - - - - - - - - - 
Q3 0.27 0.23 1.00 - - - - - - - - - 
Q4 0.29 0.35 0.32 1.00 - - - - - - - - 
Q5 0.48 0.51 0.34 0.40 1.00 - - - - - - - 
Q6 0.22 0.20 0.27 0.14 0.23 1.00 - - - - - - 
Q7 0.29 0.19 0.34 0.18 0.31 0.53 1.00 - - - - - 
Q8 0.06 0.08 0.09 0.09 0.14 0.23 0.33 1.00 - - - - 
Q9 0.20 0.27 0.14 0.29 0.33 0.27 0.22 0.20 1.00 - - - 
Q10 0.09 0.12 0.13 0.11 0.17 0.21 0.31 0.52 0.19 1.00 - - 
Q11 0.20 0.21 0.27 0.17 0.34 0.49 0.50 0.26 0.33 0.22 1.00 - 
Q12 0.24 0.23 0.22 0.18 0.40 0.44 0.42 0.26 0.32 0.23 0.69 1.00 
*Note: Q1= HsStudy, Q2= NewQuestion, Q3=WorkedHarder, Q4= Challenged, 
Q5=Rarely, Q6= WentTo, Q7=Homework, Q8= Late, Q9= Bored, Q10=Skip, 
Q11=WaitedAssignments, Q12=WaitedExam; Cronbach’s Alpha = .82  
 
Table 10: Internal Reliability and Correlations for Self-Efficacy  
 Variable 
 Q1 Q2 Q3 Q4 
Q1 1.000 - -- -- 
Q2 0.416 1.000 -- -- 
Q3 0.340 0.510 1.000 -- 
Q4 0.267 0.332 0.378 1.00 
Note: Q1=Doubts, Q2=ConfidentSucceed, Q3=ConfidenceAbilities, Q4=DoWell; 
Cronbach’s Alpha = .705 
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Table 11: Internal Reliability and Correlations for Institutional Commitment  
 Variable  
 Q1 Q2 Q3 Q4 Q5 Q6 
Q1 1.000 -- -- -- -- -- 
Q2 0.520 1.000 -- -- -- -- 
Q3 0.289 0.324 1.000 -- -- -- 
Q4 0.451 0.416 0.219 1.000 -- -- 
Q5 0.137 0.202 0.396 0.269 1.000 -- 
Q6 0.213 0.274 0.246 0.225 0.505 1.000 
Note: Q1=Important, Q2=ConfidentOU, Q3=OuChoice, Q4=Transfer, 
Q5=NotAccept, Q6=NotAfford; Cronbach’s Alpha = 0.742 
 
Clustering Analysis Results 
 
 After confirming the internal reliability and factor structure of the 
psychosocial variables, the next step was to examine the clustering analysis of the 
high school variables.  The high schools were clustered according to the following 
variables: sector, class size, graduation rate, city size, district spending per student, 
percentage of students qualifying for free lunch, and student-teacher ratio.  Because 
the data for city size was so spread out (particularly due to outliers such as a New 
York City and Los Angeles), the cities were classified as being in one of six city-
types. Cities larger than 500,000 people were labeled as “very large”, cities between 
250,000 and 500,000 people were labeled as “large”, cities between 100,000 and 
250,000 people were labeled as “large/medium”, cities between 50,000 and 100,000 
people were labeled as “small/medium”, cities between 25,000 and 50,000 people 
were labeled as “small”, and cities with fewer than 25,000 people were labeled as 
“very small”. 
Ward’s Method 
 The first method of analysis involved using PROC Cluster with Ward’s 
method.  Because the ideal number of clusters is not known, the cubic clustering 
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criterion (Sarle, 1983) and the pseudo F and t2 statistics will be examined. Figure 1 
below presents the graphs for the CCC (Cubic Cluster Criterion8) as well as the 
pseudo F (Calinski & Harabasz, 1974) and pseudo t2 (Duda & Hart, 1973) statistics. 
Figure 1: Cluster Analysis Plot For Ward’s Method 
 
 Examining Figure 1, it appears that the appropriate number of clusters may 
be between 3 and 4. Table 12 below presents the eigenvalues for the cluster analysis 
using Ward’s method.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8 For more on the Cubic Clustering Criterion, see Sarle (1983).  
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Table 12: Eigenvalues of Covariance Matrix 
 Eigenvalue Difference Proportion Cumulative 
1 10432624.9 10378108.0 0.9948 0.9948 
2 54516.8 54076.7 0.0056 0.9999 
3 440.1 371.7 0.0000 1.0000 
4 68.4 54.9 0.0000 1.0000 
5 13.5 10.3 0.0000 1.0000 
6 3.2 3.2 0.0000 1.0000 
 
 After examining the eigenvalues from the cluster procedure, the next step  
was to graphically examine the results. It was determined that a four-cluster solution 
best explained the variance; the clusters were then plotted on 2 axes using canonical 
variate analysis to maximize the interpretability.  Figure 2 presents the clustering 
analysis results. The axes labeled Can1 and Can2 represent the canonical variate 
axes.  Table 13 presents the means for the variables across each cluster.  
Table 13: Descriptive Statistics for Ward’s Method Clustering 
 Cluster 
Variable 1 2 3 4 
N 300 414 129 47 
Grad Rate 89.48  
(8.85) 
90.73  
(10.00) 
92.72  
(8.27) 
88.63  
(13.97) 
Student: Teacher 15.50  
(3.88) 
15.79  
(4.68) 
15.35  
(4.38) 
13.40  
(3.78) 
Free Lunch 35.19  
(20.17) 
22.18  
(20.22) 
18.96  
(18.73) 
19.76  
(20.70) 
District Spending 8025.79  
(815.39) 
10639.14  
(982.00) 
14403.40  
(113.90) 
20209.98  
(2805.27) 
Grad Class Size 204.99  
(201.60) 
330.16  
(253.11) 
304.45  
(207.80) 
253.02  
(204.56) 
City Type 1.22  
(1.75) 
2.32  
(1.88) 
1.71  
(1.74) 
1.65  
(1.98) 
% Private 8% 21% 17% 23% 
% Retained 82% 86% 84% 86% 
 
 Recalling from earlier, city types were coded such that any city with fewer 
than 25,000 people was coded as citytype = 0, cities between 25 and 50,000 was 
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considered citytype=1, cities between 50,000 and 100,000 were coded as citytype = 
2, cities between 100,000 and 250,000 were coded as citytype = 3, cities between 
250,000 and 500,000 people were coded as citytype = 4, and cities greater than 
500,000 people were coded as citytype = 5. Using this coding reference, it can be 
seen that the cluster with the largest cities was Cluster 2, and the cluster with the 
smallest cities was Cluster 1.  
 Table 14 presents the breakdown of city type by cluster. The actual number 
is presented first, followed by the percentage of the cluster breakdown by city type. 
For example, it can be seen that approximately 28.74% of cities in Cluster 1 are 
considered “very Small”,  
Table 14: City Type Breakdown for Clusters 
 Cluster 
City Type 1 2 3 4 
Very Small 119 (28.74 %) 51 (39.53 %) 178 (59.33 %) 22 (46.81 %) 
Small 35 (8.45 %) 17 (13.18 %) 25 (8.33 %) 7 (14.89 %) 
Small / Medium 64 (15.46 %) 14 (10.85 %) 28 (9.33 %) 4 (8.51 %) 
Medium / Large 65 (15.70 %) 26 (20.16 %) 23 (7.67 %) 0 (0 %) 
Large 50 (12.08 %) 7 (5.43 %) 14 (4.67 %) 7 (14.89 %) 
Very Large 81 (19.57 %) 14 (10.85 %) 32 (10.67 %) 7 (14.89 %) 
 
 Examining Table 14, it can be seen that Clusters 1 contains a higher 
percentage of larger cities than the other 3 clusters. Additionally, the largest 
percentage of very small cities occurs in Cluster 3.  The largest percentage of 
middle to large cities occurs in clusters 1 and 2. Examining these city types can 
potentially be helpful in explaining canonical variate axis 2. 
 Another way of potentially helping to explain the canonical variate axes is to 
examine the coefficients associated with each variate. Results from the canonical 
analysis showed that the first variate was most highly associated with district 
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spending, while the second canonical variate was most associated with high school 
class size and city type. This makes sense however, because larger cities typically 
have larger high schools. Table 15 presents the standardized canonical coefficients 
for the two canonical variates.  
Table 15: Canonical Coefficients 
Variable Can1 Can2 
Grad Rate -0.066 -0.246 
Student Teacher -0.045 -0.142 
Free Lunch -0.045 -0.468 
District Spending 2.878 -0.248 
Class Size 0.040 0.606 
City Type -0.014 0.485 
Sector 0.051 0.296 
 
 Results from Table 15 show that district spending is clearly the most 
influential coefficient for variate axis 1. Results also show that canonical variate 
axis 2 is slightly more evenly dispersed with the highest coefficients being 
associated with class size and city type. Further interpreting the second canonical 
variate axis, results show that it also represents contrasts as well, with negative 
coefficients on graduation rate, and lower student teacher ratios, as well as less 
district spending and having fewer students on free lunch. It is also positively 
associated with sector, in this case private schools (private being coded as 1) 
however to a less degree than with the other variables.  
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Figure 2: Cluster Analysis of High Schools Using Ward's Method 
 
K-Means Clustering Method 
 The next method of clustering analysis involved using k-means clustering.  
The analysis was performed using the PROC Fastclus option in SAS. Based on the 
results of the previous clustering analysis, the number of clusters was set to four.  
The maximum number of iterations was set to 1,000, however the algorithm 
converged after seven.  Table 16 below presents the final location statistics for the 
clusters, including frequencies and maximum distances from the seed observations. 
As can be seen, the first cluster appears to be further away from the group than the 
remaining three clusters. 
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Table 16: Statistics for K-Means Clustering 
Cluster Freq RMS Std Dev Maximum Distance 
From Seed 
Nearest  
Cluster 
Distance between  
Cluster Centroids  
1 35 1361.2 14987.5 3 7302.2 
2 329 324.7 5752.8 4 2573.2 
3 164 584.7 3661.9 4 4100.0 
4 407 368.6 2046.1 2 2573.2 
 
 The pseudo-F statistic (2007.26) and approximate expected over-all R-
squared value (0.93358) both indicated that the clustering analysis did a good job of 
partitioning the variance.  The descriptive statistics for the K-Means clustering 
groups is depicted in Table 17.  In the table below, the mean for each variable is 
presented first, followed by the standard deviation in parenthesis. For a table of 
correlations between the school-level variables, see Table 22 in the appendix. 
Table 17: Descriptive Statistics for K Means Clustering 
 Cluster 
Variable 1 2 3 4 
N 327 407 162 35 
Grad Rate 89.82 (8.98) 90.75 (10.12) 92.17 (8.81) 89.11 (13.44) 
Student: Teacher 15.48 (4.10) 15.75 (4.65) 17.06 (23.84) 14.08 (4.13) 
Free Lunch 34.58 (21.30) 21.43 (19.72) 19.94 (20.32) 18.16 (19.17) 
District Spending 8089.83  
(834.59) 
10660.01  
(941.28) 
14759.79  
(1532.71) 
22061.94  
(3591.87) 
Grad Class Size 207.94 
(202.77) 
332.21 
(253.52) 
292.42 
(207.97) 
311.77 
 (259.13) 
City Type 1.25 (1.74) 2.40 (1.89) 1.62 (1.75) 1.45 (1.96) 
% Private 9% 22% 17% 20% 
 
 Figure 3 presents the graphical representation of the clustering analysis 
results using the k-means method. Returning to the previous discussion of the 
canonical variate axes, it appears once again that axis 1 is capturing the district 
spending per student variable, while axis 2 is capturing a variety of other 
characteristics. Importantly as well, it appears as though the clustering structure 
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between the two methods is being replicated fairly well, suggesting agreement 
between the two.  
Figure 3: Scatterplot of K-Means Clustering 
 
 As previously noted, the clustering analysis appears to present a very similar 
graphical depiction as that depicted from the Ward’s method clustering. Table 18 
presents the cross tabulation for the classification of variables using both Ward’s 
method (Cluster 1) and k- means method (Cluster 2). Examining the classification 
system, results showed that approximately 97.08% of items remained in the same 
cluster after using both Ward’s method and k-means clustering.  
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Table 18: Classification Of Observations 
 Cluster 2 (K-Means) 
Cluster 1 (Ward’s) 1 2 3 4 Total 
1 300 0 0 0 300 
2 16 394 4 0 414 
3 0 0 129 0 129 
4 0 0 16 31 47 
 Examining the canonical variate axes on Figures 2 and 3, it appears that the 
first canonical variate axis (can1) is capturing the dimension of district spending per 
student.  This is most likely a proxy for socio-economic status as well, as these 
schools have the fewest percentage of students qualifying for free or reduced lunch.  
Examining the second canonical variate axis, it appears as though the axis is 
capturing the dimension of city size.  Although not immediately apparent, this 
dimension becomes more interpretable when analyzing the differences in schools 
after sorting on the second canonical axis.  
 To examine the descriptive statistics potentially explaining the axis, the 
canonical axis values were rounded to the nearest .5, and then means for descriptive 
statistics were analyzed. Figure 4 depicts the graphical orientation of the high 
schools across city size. Because district spending per student was such a strong 
influence in creating the clusters, a 5th model, using district spending at the school-
level, and the optimal model of student variables at the student-level was created for 
exploratory purposes. The results of this model are presented in Appendix 3. For 
more figures depicting the descriptive statistics by canonical variate axis 2, see 
Appendix 2. 
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Figure 4: Canonical Variate Axes 
 
 Having analyzed the clustering of high school types, the next step involved 
performing the hierarchical clustering logistic regression analysis.  To perform this 
analysis, the clustering classification for the high schools were output and merged 
with the data file to give each high school a cluster location. This cluster then served 
as a level two variable in the hierarchical logistic regression analysis.  In effect, this 
allowed for clustering by “high school type”. 
Differences in Means Between the Groups 
 One final step before moving into the models was as to examine the mean 
differences in the here / not here group for the student-level (level-1) variables. Of 
the 3,886 students in the sample, approximately 631 (16.24%) were not retained.  
This left a retention rate of approximately 83.76%. The means for the here / not here 
groups are presented in Table 19.  
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Table 19: Descriptive Statistics for Level-1 Variables 
Variable Group N Mean Sd Min Max 
ACT Score Not Here 626 24.61 3.73 13.00 36.00 
 Here 3249 26.12 4.08 13.00 36.00 
High School GPA Not Here 629 3.47 0.32 2.16 4.00 
 Here 3253 3.61 0.32 1.70 4.00 
Academic Engagement Not Here 463 3.33 0.58 1.00 4.91 
 Here 2326 3.46 0.58 1.25 5.16 
Financial Concerns Not Here 475 3.11 0.77 1.00 4.60 
 Here 2381 2.82 0.76 1.00 4.60 
Alumni Ties Not Here 482 27% - - - 
 Here 2419 34% - - - 
 
 As can be seen, the means for the financial engagement variable are  
higher for the non-returning students, while the means for the academic  
engagement variable are slightly higher for the returning students. Additionally, as 
can be seen, the ACT scores and high school GPA’s for the returning students are 
slightly higher as well. Finally, notice that those students returning had a greater 
percentage of immediate family members who had attended OU. 
Non-Mixed Logistic Regression Models 
Student Level Variables  
 Prior to constructing the multi-level models, two separate logistic regression 
models were built. The first logistic regression model used only the student level 
variables. This model was designed to give an idea about which of these variables 
might best predict student persistence.  
 Table 20 presents the results for the logistic regression model using only the 
student variables. Results showed that variables for academic engagement (χ2 (1, 
2635) = 18.9383, p < .01), financial concerns (χ2 (1, 2635) = 54.0008, p < .01), ACT 
(χ2 (1, 2635) = 33.3773, p < .01), high school GPA (χ2 (1, 2635) = 37.9217, p < .01), 
and alumni ties (χ2 (1, 2635) = 4.0351, p < .05) all significantly contributed towards 
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improving model fit. Odds ratio estimates indicated that the largest effect could be 
attributed to financial concerns (1.510/1.00), with ACT score (1.468/1.00), high 
school GPA (1.419/1.00), academic engagement (1.298/1.00), and then alumni ties 
(1.277/1.00) finishing out the list.  
Table 20: Results from the Logistic Regression Model Using Student Variables 
Parameter Df Estimate Std Err Wald χ2 Pr > χ2 
Intercept 1 2.0052 0.1057 359.76 < .0001 
Academic Engagement 1 0.2538 0.0583 18.93 < .0001 
Financial Concerns 1 -0.4123 0.0561 54.00 < .0001 
Institutional Commitment 1 0.0545 0.0577 2.72 NS 
Self-Efficacy 1 0.0943 0.0571 2.72 NS 
ACT Score 1 0.3841 0.0665 33.37 < .0001 
High School GPA 1 0.3500 0.0568 37.92 < .0001 
Alumni Ties 1 -0.2425 0.1207 4.03 < .05 
 
 Observation of the fit statistics indicated that the model fit the data fairly  
well. Concordance rates of 70% and an ROC score of 0.7 indicated that the model 
predicted cases at a rate significantly better than chance (ROC=0.5), but not 
perfectly (ROC=1.0).  Analysis of the results indicated that a one standard deviation 
increase in academic engagement increased the probability of retention from 86% to 
89% while an increase in financial concerns decreased the probability of retention to 
80%.  
 Standard deviation increases in ACT score and high school GPA increased 
the probability of retention to 90% and 89% respectively.  Taken together, the 
results indicated that the student most likely to be retained was a student who had 
alumni ties to the institution, was high in academic engagement, low in financial 
concerns, and was entering with good high school GPA and standardized test scores.  
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School Variables 
 The logistic regression model using the school level variables included 
variables for the number of students eligible for free lunch, the high school class 
size (rounded to the nearest 20), the sector (public or private), the senior class 
graduation rate, the student teacher ratio, the district spending per student, and the 
city type. Results from the logistic regression model using only the school variables 
indicated that variables for free lunch, χ2 (1, 3780) = 17.75, p < .0001 and high 
school class size, χ2 (1, 3780) = 6.67, p < .0001 each significantly improved model 
fit.  
 Concordance rates of 60% and a Somer’s D score of 0.218 each indicated 
that the model fit the data moderately well.  Approximately 60% of the observations 
were under the c curve. Odds ratio estimates indicated that a one standard deviation 
decrease in the number of students eligible for free lunch improved the likelihood 
that a student would persist to a ratio of 1.014/1.00 while a standard deviation 
increase in high school class size increased the odds of retention 1.001/1.00. 
Comparison of the fit statistics indicated that the model using only the school level 
variables did not predict student persistence as accurately as the model using the 
student level variables.  
 A summary of results from logistic regression model using only the school 
level variables is presented in Table 21.  
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Table 21: Results from Logistic Regression Student Model 
Parameter Df Estimate Std Err Wald χ2 Pr > χ2 
Intercept 1 1.5276 0.7777 3.85 < .05 
Free Lunch 1 -0.0137 0.0032 17.75 < .0001 
Class Size 1 0.0006 0.0002 6.67 < .01 
Sector 1 0.1068 0.2232 0.22 NS 
Graduate Rate 1 0.0024 0.0067 0.13 NS 
Student / Teacher 1 0.0.007 0.0170 0.00 NS 
District Spending 1 -0.0001 0.0001 0.50 NS 
City Type 1 0.0455 0.0273 2.78 < .10 
 
 Because variables for city type, percentage eligible for free lunch, and high 
school class size each significantly improved model fit, these variables will be used 
when the aggregate high school variables are modeled at level-2. 
Multi-Level Models 
Examining the Intra-Class Correlation 
 Before moving into Model 1, the Intra-class Correlation (ICC) was 
examined to determine the amount of estimated variance in the slopes at the second 
level. This involved fitting random intercepts at Level-2, while using no predictors 
at Level-1. The model can be written as: 
                                           Equation 10 
 
where rij ≈ N(0, σ2), Υ00 represents the grand mean, and µoj represents the difference 
between the individual school mean and the grand mean (the unique school effect). 
Because the current data set contained over 950 schools, the individual results for 
the schools will be not be reported.  Aggregate results indicated that the estimated 
variance in the intercepts = .3997 (standard error = .1016) accounted for 
approximately 10% of the total variance.  
PrYij =
eϒ00+µ0 j+rij
1+ eϒ00+µ0 j+rij
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       Equation 11 
 
Results from the ICC indicate that the amount of variance that can be attributed to 
the second level clusters is relatively small compared to the amount of variance that 
exists at the student level.  
Model 1 
 Having examined the ICC and examined the descriptive statistics, the next 
step was to build a series of multi-level models to estimate student persistence. 
Model 1 involved using the best predictors from the logistic regression model at to 
model random intercepts at level-1, with no predictors at level-2. Results from Table 
17 (the logistic regression model using student variables) indicated that ACT, high 
school GPA, alumni ties, academic engagement, and financial concerns each 
significantly predicted retention. Because of this, these variables were used at 
Level-1.  
 The two parts of the model can be written as:
Yij=B00+B1j(HsGPA)ij+B2j(Financial_Concerns)ij+B3j(ACT)ij+B04(HsGPA)ij+B02(Members)ij+rij  
where 
Β00=ϒ 00+u0j  
ϒ00 is the grand mean, and µ0j is the unique error associated with each prediction at 
level-2. Note here that there are no level 2 predictors, and as such, the current model 
is only using the level-1 variables to try and reduce the variance in the level-2. 
 Results demonstrated that all variables at level-1 significantly improved 
model fit. Specifically, results showed that students higher in academic engagement, 
ICC = σ µ0
2
σ 2µ0 +π
2
3
=
σ µ0
2
σ 2µ0 +3.29
=
.3997
.3997+3.29 ≈ .10
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t (1950) = 4.11, p < .0001, lower in financial concerns, t (1950) = -6.37, p < .0001, 
with greater incoming ACT scores t (1950) = 5.27, p < .0001, and higher incoming 
high school GPA’s, t (1950) = 6.42, p < .0001 were more likely to be retained.  
Results also showed that those students with no alumni ties to OU were less likely 
to be retained t (1950) = -1.95, p < .05.   A summary of results from Model 1 is 
presented in Table 22. 
Table 22: Summary of Results From Model 1 
Effect Estimate Standard Error DF t Value pr > |t| 
Intercept 1.9535 0.1144 765 17.08 < .0001 
Acad Engagement 0.2365 0.0575 1950 4.11 < .0001 
Fin Concerns -0.3610 0.0567 1950 -6.37 < .0001 
ACT Score 0.3496 0.0663 1950 5.27 < .0001 
High School GPA 0.3690 0.0565 1950 6.42 < .0001 
Alumni Ties -0.2407 0.1232 1950 -1.95 < .05 
 
 Examination of the T-matrix indicated that the estimated variance in the 
intercepts = 0.2258 with a standard error of 0.1179.  This suggests that including the 
level-1 variables did shrink the variance in intercepts from the model with no 
predictors (where the variance = .3997). Tests of the covariance parameter for 
intercepts based on the residual pseudo-likelihood rejected the null hypothesis that 
there were no random effects χ2 (1) = 6.35, p < .001. Examination of the fit statistics 
indicated that the pseudo AIC = 13456.67 and the pseudo BIC = 13498.01. These fit 
statistics set the standard for comparison between models (where smaller statistics 
indicate better fitting models). 
 One final note—when performing multi-level modeling, it is often helpful to 
center the variables around the mean. This can help in interpreting the results, as the 
coefficients will show the influence of the variable as being a certain amount above 
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or below the mean score. In the current case, many of the student level variables 
were standardized to a mean of 0 and a standard deviation of 1. In doing so, this has 
effectively mean-centered the variables in a way that is traditionally performed 
using multi-level modeling. 
Model 2 
 Having constructed the random intercepts model, the next step was to use 
the best fitting variables from the level-1 model, and then fit a unique intercept for 
each school variable at level 2.  This model can be written out in two separate parts 
as: 
Yij=B00+B1j(HsGPA)ij+B2j(Financial_Concerns)ij+B3j(ACT)ij+B04(Academic_Engagement)ij+B02(Members)ij+rij  
where 
B00 =ϒ 00 + α0j+u0j  
ϒ00 is the grand mean, α0j is the unique effect of each individual school on a 
student’s score, and µ0j is the unique error associated with each prediction at level-2. 
For example, if a student came from a particular school, and the mean probability of 
retention was 83%, then Model 2 effectively allows for the fixed effect of having 
attended a given school on either increasing or decreasing this probability.  
 After fitting a unique effect for each school, the results showed that all 
variance in the intercepts was effectively reduced to zero. Results showed that 
variables for academic engagement, t (1956) = 2.19, p < .05, financial concerns, t 
(1956) = -3.27, p < .001, high school GPA, t (1956) = 7.82, p < .001 and ACT score, 
t (1956) = 3.38, p < .001 each significantly contributed to model fit. For comparison 
purposes, the AIC = 2932.60 and the BIC = 6506.31. Tests of the random effects 
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(based on likelihood) indicated that the null hypothesis of no random effects could 
not be rejected, χ2 (1) = 0.00, p = 1.00. 
Model 3 
 Model 3 involved creating a model using the aggregate school level 
variables from Table 18 at level-2, while retaining the student level variables from 
Table 17 at level-1. The specific level-2 variables included the percentage of 
students qualifying for free lunch, the high school class size (rounded to the nearest 
20) and the type of city where the school is located. All variables at Level-2 were 
treated as fixed effects. 
 Writing out the model in an equation, the probability of a student persisting 
can be written as:  
Yij=B00+B1j(HsGPA)ij+B2j(Financial_Concerns)ij+B3j(ACT)ij+B4(Academic_Engagement)ij+B02(Members)ij+rij  
where  
B00 =ϒ 00 + γ01(Free_Lunch)j+γ02 (Class_Size)j+ γ03(City_type)j +µ0j  
 Results from Model 3 are presented in Table 23. Results indicated that, at 
level-2, variables for free lunch, t (737) = -3.63, p < .001, high school class size, t 
(737) = 2.90, p < .001, and city type, t (737) = 3.67, p < .001 each significantly 
improved model fit. Additionally, results from the level-1 variables indicated that 
academic engagement, t (1934) = 3.17, p < .001 financial concerns, t (1934) = -5.32, 
p < .001, ACT score, t (1934) = 3.81, p < .001, high school GPA, t (1934) = 7.83, p 
< .0001, and alumni ties, t (1934) = -1.89, p  = .057 each significantly improved 
model fit. 
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Table 23: Summary of Results From Model 3 
Effect Estimate Standard Error Df t value  pr |t| 
Intercept 1.7353 0.1769 737 9.85 < .001 
Free Lunch -0.0111 0.0030 737 -3.63 < .0001 
Class Size 0.0006 0.0002 737 2.90 < .001 
City Type 0.1195 0.0326 737 3.67 < .0001 
High School GPA 0.4661 0.0959 1934 7.83 < .0001 
ACT Score 0.2586 0.0679 1934 3.81 < .0001 
Acad Engagement 0.1862 0.0587 1934 3.17 < .001 
Financial Concerns -0.3102 0.0583 1934 -5.32 < .0001 
Alumni Ties -0.2339 0.1231 1934 -1.90 0.057 
 
 Examination of the covariance parameter estimates indicated that the 
intercept variance = 0.1131 (SE = 0.087), suggesting that Model 3 effectively 
reduced the variance in intercepts more than Model 2. Examination of the fit 
statistics indicated that the Pseudo-AIC = 13429.00, the Pseudo-BIC = 13497.90 
and the generalized Chi-SQ / DF = 0.93.  Additionally, tests of the variance in 
intercepts (based on the residual pseudo-likelihood) indicated that the null 
hypothesis of no variation in intercepts could not be rejected, χ2 (1) = 2.58, ns. 
Model 4 
 Model 4 involved using the clusters at level-2 and the best fitting student 
variables at level-1. Although the results from Model 2 and 3 show that the variance 
in intercepts can be reduced significantly by including unique intercepts and 
estimators for the schools at level-2, given that there are so many schools (over 
800), including a unique effect for each school can be tedious. Because of this, it 
can be helpful to see if there is a unique effect associated with each cluster. The 
variables at level-1 continue to be those used in the previous analysis. 
 Writing out the equation, it is clear that including the clusters as the level 2 
predictors has dramatically decreased the complexity of the model. Continuing with 
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the level-1 variables from the previous analyses, the first level model can be written 
as: 
Yij=B00+B1j(HsGPA)ij+B2j(Financial_Concerns)ij+B3j(ACT)ij+B4j(Academic_Engagement)ij+B05(Members)ij+rij  
however, the second level model is dramatically reduced to 
B00=ϒ 00+γ 01(Cluster)j+µ0j  
 Table 23 presents a summary of the results from Model 4.  Results from 
Model 4 indicated that the influence of no single cluster was significantly different 
from zero. Although the influence of academic engagement, t (1950) = 3.70, p < 
.001, financial concerns, t (1950) = -5.76, p < .0001, ACT scores, t (1950) = 4.81, p 
< .0001, high school GPA, t (1950) = 6.96, p < .0001, and alumni ties, t (1950) = 
02.38, p < .05 each significantly improved model fit, no individual cluster was 
significantly more or less likely to retain students at the individual level.  
Interestingly, results did show that the variance in the clusters did significantly 
differ at the aggregate level, f (3,762) =3.97, p < .001. 
Table 19: Summary of Results From Model 4 
Effect Estimate Standard Error Df t value  pr |t| 
Intercept 2.1744 0.4456 762 4.88 < .001 
Cluster 1 -0.4014 0.4451 762 -0.90 NS 
Cluster 2 0.0797 0.4494 762 0.18 NS 
Cluster 3 -0.0113 0.4849 762 -0.02 NS 
Acad Engagement 0.2156 0.0582 1950 3.70 < .0001 
Financial Concerns -0.3322 0.0577 1950 -5.76 < .0001 
ACT Score 0.3222 0.0669 1950 4.81 < .001 
High School GPA 0.4085 0.0587 1950 6.96 < .0001 
Alumni Ties -0.2987 0.1255 1950 -2.38 < .01 
 
 Examination of the covariance parameter estimates indicated that using the 
clusters, rather than the individual high school aggregate variables as predictors 
increased the variation in intercepts to .2756 (SE = .1210). Fit statistics 
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demonstrated that the Pseudo-AIC = 13486.98, the Pseudo-BIC = 13546.04, and the 
generalized chi-sq / DF = 0.88. Tests of covariance parameter estimates (based on 
residual pseudo-likelihood) rejected the null hypothesis of no random effects χ2 (1) 
= 9.99, p < .0001.   
 Returning to the differences in cluster means, results showed that Cluster 1 
had an adjusted mean probability of 81%, while clusters 2, 3, and 4 have 
probabilities of 86, 86, and 87% respectively. Because the F statistic did show a 
significant difference in the means, sets of pairwise comparisons were made to 
determine where the difference would occur. Examination of the comparisons in LS 
Means was conducted using a Bonferroni adjustment. Results showed that the 
significant difference existed between clusters 1 and 2, t (762) = -3.31, p <  .001.  
Summary of Fit Statistics 
 As can be seen from Table 24, results from the fit statistics indicated that 
Model 3 fit the data better than the other models. Examination of the smaller pseudo 
BIC, as well as the smaller AIC for Model 3 indicate that this model is the best 
fitting, even after taking into account the additional number of parameters being 
included at level-2.  
Table 20: Summary of Fit Statistics 
Model - 2 Res Log  
Pseudo Likelihood 
Pseudo-AIC Chi Sq / DF  Pseudo-BIC 
Model 1 13442.67 13456.67 0.89 13498.01 
Model 2 1392.60 2932.60 0.63 6506.31 
Model 3 13409.00 13429.00 0.93 13487.90 
Model 4 13466.98 13486.98 0.88 13546.04 
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Summary 
 The current chapter has provided the results of several analyses investigating 
the influence of student- and school-level characteristics on the probability of 
second year retention. The chapter began with describing the results for the factor 
analysis and internal reliability estimates for the proxy-variables used to predict 
retention at the student-level.  Results showed that variables for financial concerns, 
academic engagement, self-efficacy, and institutional commitment each 
demonstrated high internal reliability.  
 Next, cluster analysis was performed to examine whether the high schools 
could be clustered according to specific school type, rather than treated as individual 
intercepts. Results showed that the high schools could be clustered primarily 
according to two dimensions.  The first dimension captured district spending per 
student, and primarily represented a socio-economic proxy.  The second dimension 
captured city size, and primarily represented an urban or rural proxy. 
 After performing the cluster analysis, a series of models was constructed to 
estimate the influence of the student- and school-level variables on predicted student 
retention.  Results from using the student-level variables in isolation demonstrated 
that academic engagement, financial concerns, alumni ties, standardized test scores, 
and high school GPA each significantly improved model fit. Results for using the 
school-level variables in isolation showed that variables for free lunch eligibility 
and class size each significantly improved model fit.  
 Results from the mixed modeling indicated that, when using the aggregate 
high school variables at the second level, high school class size, sector, high school 
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GPA, standardized test score, academic engagement, and financial concerns each 
significantly improved model fit. Discussions and implications of these findings are 
presented in the following chapter.  
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CHAPTER VI: DISCUSSION 
Overview 
 The following chapter summarizes and interprets the research findings, 
evaluates their implications to the larger field of student retention, and presents 
directions for future research.  Topics discussed include the internal reliability of the 
proxy-variables, the findings of the cluster analysis (and how clustering compares to 
using the single high school variables), the findings of the student, school, and 
multi-level models (and how these findings relate to previous results), and how this 
dissertation may be used to direct and assist future research.   
Student-Level Variables 
 Results from the factor analysis and internal reliability measurements 
indicated that the student-level variables continued to demonstrate strong internal 
consistency. All Cronbach’s alpha scores were minimally within the mid .70 range, 
scores considered sufficient for low stakes testing9; these results suggest that it is 
appropriate to use the variables in measuring student retention. These findings build 
upon a long history of using psychosocial variables to predict student retention 
(Tinto, 1975; Spady, 1970; Pleitz, Terry, Campbell & Fife, 2011; Bean & Eaton 
2001-2002), and suggest that strictly relying on prior academic performance to 
predict retention is insufficient. 
 The influence of psychosocial characteristics in predicting student retention 
has taken center stage in theories like Tinto’s Interactionist model of withdrawal 
(where variables like commitment and engagement predict whether a student will 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
9 See Kline (2000) 
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leave an institution), or in the work of Levine and Cureton (1998) who focused on 
the role of social learning groups in developing locus of control.  
Self-Efficacy 
 In the current dissertation, particular psychosocial variables of interest 
included self-efficacy, financial concerns, academic engagement, and institutional 
commitment. As previously mentioned in the introduction, self-efficacy has been 
used to explain a variety of phenomenon, including academic performance 
(Komarraju & Nadler, 2013).  According to these authors, students low in self-
efficacy may be at an inherent disadvantage because they believe that intelligence is 
fixed and not able to be improved with hard work or effort. Because of this, it is 
highly possible that students low in self-efficacy may become frustrated when they 
encounter setbacks, eventually developing a sense of learned helplessness regarding 
their own academic capabilities. 
 Returning to this concept of helplessness, it is also likely that students low in 
self-efficacy may be likely to attribute their academic shortcomings to external 
situations beyond their control.  As such, these students may perform very well as 
long as they are earning high grades, however as soon as they encounter a setback, 
they may be more likely to become frustrated or blame the situation on their 
teachers (similar to the academic entitlement phenomena; Chowning & Campbell, 
2009),, the institution, or a number of other external factors. 
Academic Engagement 
 Along with self-efficacy, a second psychosocial factor shown to influence 
persistence decisions was academic engagement.  Interestingly, while the influence 
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of self-efficacy became negligible after controlling for all other factors (Table 22), 
the influence of academic engagement continued to remain significant.  
Furthermore, it was interesting to note that academic engagement remained 
significantly predictive even after controlling for high school GPA and standardized 
test scores. Because of this, it seems that academic engagement is capturing a 
unique phenomenon that is related to, but not the same as academic performance.  
 The relationship between academic engagement and performance is not 
surprising.  Certainly, it seems that many academically engaged individuals are 
likely to participate in behaviors known to positively influence performance. These 
behaviors include coming to class on time, studying for homework and exams in a 
diligent manner, and being challenged to perform ones best work while in high 
school.  Given that the college curriculum is oftentimes substantially more difficult 
than the high school curriculum, the positive influence of academic engagement 
suggests that successful high schools do more than simply teach students how to 
perform well, they teach students how to become immersed in their learning.  
 The influence of immersion in the rubric is a cornerstone of the phenomenon 
of active learning, a discipline that promotes student responsibility for participating 
in their learning (Bonwell & Eison, 1991). In recent years, the approach to active 
learning has become a popular theme in higher education, with the 2012 President’s 
council of advisors on science and technology encouraging the practice as a method 
to increase performance in STEM courses as well as improve student retention10. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
10 President’s Council of Advisors on Science and Technology. (2012). Engage to 
excel: Producing on million additional college graduates with degrees in science, 
technology, engineering and mathematics. Retrieved April 14, 2014 from: 
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More recent research has been conducted examining how active learning and 
engagement interacts with classroom technology (Morris & Chikwa, 2014), how 
cooperative learning influences student engagement (Herrmann, 2013), and even 
how social media can be used as an effective and active teaching tool (Kassens-
Noor, 2012). 
Financial Concerns 
 Finally, the results for the psychosocial variables indicated that financial 
concerns played a significant role in predicting retention. The significant influence 
of financial concerns may be of particular interest for two reasons. First, with the 
cost of higher education increasing substantially, it is highly likely that students are 
going to become more concerned with being able to afford college.  Moreover, it 
may be that students are not necessarily worried about paying for college per se, but 
rather that they no longer consider the benefits of a college education to outweigh 
the cost of paying for school.  Because of this, it is likely that alleviating financial 
concerns in college students is more about emphasizing the importance and benefits 
to be gained from attending college, rather than by simply contributing greater 
amounts of financial aid.  
   Ironically, a college education may be more important now than ever 
before.  A February 2014 report by the Pew Research Institute demonstrated that 
Americans with only a high school diploma were expected to only earn 62% of what 
their peers with a college degree will earn.  Nearly 22% of high school graduates are 
currently living in poverty, compared to only 6% of college graduates. The negative 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
http://www.whitehouse.gov/sites/default/files/microsites/ostp/pcast-engage-to-
excel-final_feb.pdf 
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effects of having only a high school diploma are again demonstrated in employment 
rates, where high school graduates demonstrate unemployment rates nearly four 
times as high as their college peers (12.2% compared to 3.8%). High school 
graduates are also far less likely to be satisfied with their current job, are less likely 
to have a career-track job, and are far more likely to lack the skills and education 
required to get ahead in their job (Pew Research Center, 2014). 
 Given the powerful influence of financial concerns in predicting student 
retention, it is interesting that it has only recently become a well-researched area.  
Certainly there exist decades of research examining how financial aid impacts 
retention and performance, however, again the assessment of financial concerns is 
not to be confused with the assessment of financial aid (although the two may 
certainly be related). In one of the earlier analyses of financial concerns, Tinto 
(1982) argues that, perhaps unlike actual financial needs, financial concerns may be 
malleable and adjusted according to other factors.  
 Returning to the interactionist nature of withdrawal, Tinto argues that 
financial concerns may be more important in the early college career, when students 
are still uncertain about their future goals.  With commitment to graduation being a 
pillar of Tinto’s theory, it then makes sense that students who do not have a strong 
commitment (or perhaps are lacking a direction for how to obtain such a goal) may 
be more likely to weigh the costs of attending college as heavily against the 
benefits.  Interestingly as well, and furthering the interactionist dynamic, Tinto 
argues that students who frequently encounter positive experiences while in college 
are more likely to accept the heavy financial burden, because they are receiving 
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greater benefits.  In either case, what’s important is that the actual financial strain is 
the same, though the concerns may be completely different.   
School-Level Variables 
Free Lunch and Class Size  
 Results from the school-level model also indicated that certain variables 
predicted student retention.  However, unlike the student-level variables (which 
represented a variety of influences), school-level variables tended to be primarily 
financial in nature. Examining Table 19, results show that variables for free lunch 
and class size significantly improved model fit. Specifically, students were most 
likely to be retained if they were coming from more wealthy districts, as well as 
from larger schools. These results were seemingly confirmed in Table 22 (the full 
mixed-model) where variables for sector and high school class size again predicted 
student retention. 
 Given these findings, it certainly seems to suggest that all high schools are 
not created equally.  Not only do certain high schools have greater financial 
resources, but they also appear to produce students who have a greater probability 
for retention in higher education. Examining figures 2 and 3, results from the 
clustering analysis demonstrate that the primary reasons for high schools to group 
(or differentiate) is due to financial variables.  As seen in these figures, not only 
does a definite clustering pattern exist, but also there exist widespread discrepancies 
in the high schools themselves.  
 Examining the cluster means again, descriptive statistics show that 
approximately 28% of students in the first cluster are eligible for free lunch, with 
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district spending per student averaging approximately $8,000.  Compare this to 
schools in cluster 4 where only 8% of students are eligible for free lunch, and the 
average district spending per student is nearly three times as high at approximately 
$22,000. Given that financial concerns at the student level played a strong predictor 
of retention, it is likely that these students are coming from schools with a lower 
level of SES. 
 Results again seem to support this theory. Examining the descriptive 
statistics of financial concerns and retention across the clusters, results show that 
students in the first cluster (the cluster with the least amount of district spending per 
student, as well as the cluster with the highest number of students eligible for free 
lunch) demonstrated higher levels of financial concerns than students in the other 
three clusters. Additionally, these students were four percent less likely to be 
retained than their peers coming from more affluent districts.  
The Role of Academic Engagement in Retention 
 The finding that district affluence strongly predicts retention at the school 
level is, by itself, not all that surprising.  Given that districts with greater spending 
power can hire seemingly more qualified teachers, offer more advanced placement 
courses, and have greater resources for tutoring and teaching aids, it is perhaps 
expected that students coming from these districts are more likely to be prepared for 
the college rigor.  What is surprising however is that students coming from these 
districts are actually entering college with lower incoming high school GPA’s than 
their peers in less affluent districts. Returning to the concept of academic 
engagement, this seems to support the theory that it is not the grades earned per se 
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that influence future academic performance, but rather how much effort and active 
learning was expended in earning the grades.  
 Comparing the level of academic engagement across the clusters, results 
showed that those students coming from the 4th cluster (the more affluent cluster) 
earned lower high school GPA’s, but demonstrated higher levels of academic 
engagement.  With the greater emphasis on active learning previously discussed, it 
appears that high schools engaging in this process are producing students more 
adequately prepared for college rigor.  
Implications for Policy  
 The current research findings provide powerful insight into the complicated 
dynamic between student and school characteristics in predicting college retention.  
As noted in the introduction, the value of a college education is becoming 
increasingly more important at the individual, local, and national level. Given this 
importance, educators and policy makers would be well justified in asking what 
these findings tell us about higher education retention research and how they can be 
used to improve student retention in higher education?  
 The following implications represent but a few of the multiple directions that 
may be taken in light of these results. As with many other psychological 
phenomena, the student retention decision does not exist in a vacuum.  And rather 
than simplify the situation to an elegant formula for success, the current results may 
be better served as a reminder that a multitude of factors across financial, social, and 
academic domains are constantly acting and interacting to influence the persistence 
decision.  With this in mind, the following suggestions may serve to provide 
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students, administrators, and researchers in higher education with a set of potential 
practices to benefit and improve retention in higher education. 
Implications for Students (Learned vs. Earned) 
 Beginning with the student-level findings, the first implication is to 
recognize what the results are and are not supporting.  Although it is disconcerting 
to note that financial concerns continue to play an important role in influencing 
retention decisions, it is also important to note that academic preparation still plays a 
strong role in college success.  And while a great deal of attention is (rightfully so) 
being paid to address the economic inequalities in American education, it is 
important to remember that students who are successful in high school typically are 
successful in college. Put more simply, if you want to know who will be successful 
in college, the first step is to examine who was successful in high school.  
 As previously mentioned however, the definition of success in high school 
should not be solely restricted to academic performance.  Time and time again, the 
results have confirmed that those students who were more academically engaged in 
their education were more likely to be retained in college. Because of this, students 
should take the results as encouragement to become more active participants in their 
education.  This not only includes developing conscientious habits (such as coming 
to class on time, doing the assigned reading and homework, and allowing adequate 
time to study for tests), but also includes developing a new approach towards their 
education.  
 This approach (again building upon the notion of active learning) should 
encourage students to ask questions, engage in conversations with students and 
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teachers, take more challenging courses, and focus more on what is being learned 
than what is being earned. Students interested in this active approach are 
encouraged to read more about goal orientation theories (Elliot & Church, 1997), 
particularly focusing on an approach orientation to performance. 
Implications for Administrators and Educators  
 While the implications for students primarily consist of becoming more 
actively involved in their educational experience, implications for administrators 
and educational researchers are a bit more complicated. The results above have 
demonstrated that student retention is the result of multiple factors, including 
financial, psychological, and academic domains. Because of this, the role of 
administrators and researchers may best be served by approaching the retention 
challenge from multiple perspectives.  
 From a financial perspective, the above results have shown that students are 
more likely to drop out if they are concerned about being able to pay for college. As 
previously stated, the cause of such concern may not necessarily be attributed to an 
actual lack of financial aid, but rather due to the perceived costs of attending college 
outweighing the benefits.  Because of this, one of the first implications for 
administrators is to emphasize the importance of a college degree to their students.  
 Unfortunately, recent trends show that this value is not being preached to 
America’s youth.  In a 2011 Pew Research Survey, approximately 57% of 
respondents indicated that they did not feel college provided students with good 
value for the money. Paradoxically, amongst those surveyed that had graduated 
from college, nearly 75% of respondents indicated that the felt higher education had 
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provided them with a very useful education for growing intellectually. These results, 
combined with the finding that more and more students are graduating with 
increasing college debt, indicate that perhaps now more than ever, administrators 
and faculty are tasked with emphasizing the importance of a college education11.  
 Along with emphasizing the importance of a college education, researchers 
and administrators are also encouraged to use the presented results as a way to think 
about and potentially adjust their methods of instruction.  This is not to say that 
many teachers in higher education are not providing a valuable and life-changing 
experience to their students in forms of effective instruction and assessment, but 
rather to encourage instructors to constantly be evaluating their methods of 
instruction. More specifically, as results have shown, the most effective instruction 
is often one that encourages an active and engaged learning style.  
 Fortunately, it does seem that more and more professors are approaching the 
classroom with an active learning perspective.  New and engaging techniques for 
instruction are being implemented across higher education, with a greater amount of 
research being dedicated to how instruction can maximize active learning.  This is 
evidenced by the prevalence of excellent research being conducted in the journal 
Active Learning in Higher Education and the Center for Research on Learning and 
Teaching at the University of Michigan.  
 The first teaching center in the country, CLRT at the University of Michigan 
is dedicated to enhancing learning and teaching at the University of Michigan, and  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11 Source: Pew Research Survey conducted Spring 2011. Retrieved April, 17, 2014 
from: http://www.pewsocialtrends.org/2011/05/15/is-college-worth-it/ 
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strives to promote a University culture that values and rewards teaching, respects 
and supports individual differences among learners, and encourages the creation of 
learning environments in which diverse students can learn and excel12. Research 
from the center provides several suggestions for improving the classroom 
environment, including direct links to a number of articles and resources dedicated 
to active learning in the classroom.  
 Finally, administrators and researchers are encouraged to view the results as 
a reminder that college students are not entering higher education as a blank slate.  
Rather, students bring with them a unique history, complete with a variety of 
experiences and expectations, each derived from a unique set of student and school-
level background characteristics.  Because of this, administrators and educators are 
encouraged to work with graduation coaches, college counselors, and other faculty 
to better understand how a student’s background is likely to influence their 
persistence in higher education.  
 Returning again to the current discussion, implications may include 
developing an introductory transition course to educate students on the value of a 
college education, encourage students to explore majors and find an area of study 
they truly enjoy, and emphasize that the goal of college is to learn, rather than 
simply to earn high grades or get a good job.  
Conclusions 
 Taken together, these implications represent one of the most important 
tenants that can be derived from the current results. Put simply, student retention is 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
12 Mission statement taken from the Center For Research on Learning and Teaching 
website, available at http://www.crlt.umich.edu/aboutcrlt/aboutcrlt 
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not simple. Rather, it is an incredibly diverse and dynamic process.  What used to be 
considered a shortcoming in academic qualifications is now being treated as a 
complicated dance between psychological, academic, and financial considerations. 
And because of this, remedying the student retention issue is far more complicated 
than simply addressing one of these areas. The current dissertation serves to present 
another helpful tool in solving this complex puzzle, yet also opens doors to a 
number of future research questions. 
 Chief amongst these questions is the greater understanding of how student 
and school level variables interact to predict retention. Although the current research 
findings suggest that financial variables play an important role at both levels, 
continuing research should be conducted to better understand the nature of this 
dynamic. For example, how do the greater financial concerns felt by students 
influence their priorities in college? Or how can the influence of goal commitment 
and major exploration interact with the cost- benefit analysis employed by students 
when determining whether to return to college? 
 Other questions may include examining how the current findings replicate in 
other arenas of higher education. For example, although factors such as alumni ties 
did show a significant improvement in model fit (see Table 21), it would be 
interesting to see if this influence continues across community colleges. More 
specifically, because alumni ties are likely to foster a sense of belonging and pride 
in the university (a form of social integration), and results have shown this sense of 
belonging to be less influential in predicting retention at community and commuter 
colleges (Bers & Smith, 1991; Straus & Volkwein, 2004), then it would be of value 
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to investigate whether these findings are strictly applicable to the current 
environment.  
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APPENDIX 1: Summary of Variables 
 
Table 21: Variables in the Current Analysis 
Variable Name Variable Description  
Need I need to work to afford to go to school 
Aid Rec How important was financial aid received in your decision to 
attend OU 
Money How difficult do you think it will be having enough money 
during your first year 
Costs How important were the costs in your decision to attend OU 
Resource I am worried about having enough financial resources 
HsStudy While in high school, the amount of hours I spent studying 
outside of the class room was: 
NewQuestion A lot of students have to work hard to get good grades in 
high school while other students do not. Which best 
describes you? 
Worked Harder I feel that I worked harder than most students while in high 
school* 
Challenged While in high school, I was challenged to do my best 
academic work* 
Rarely While in high school, I rarely studied outside of class 
Wentto While in high school, I went to class without doing the 
assigned reading 
Homework While in high school, I went to class without doing the 
assigned homework 
Late While in high school, I came late to class 
Bored While in high school, I felt bored in class 
Skip While in high school I skipped class 
WaitedAssignments While in high school, I wanted until the last minute to do my 
assignments  
WaitedExam While in high school, I waited until the last minute to study 
for an exam. 
Doubts On occasion, I have had doubts about my ability to succeed 
in in life* 
ConfidentSucceed I am confident in my abilities to succeed at OU 
ConfidenceAbilities I have confidence in my abilities to succeed at OU 
Dowell I am worried about my ability to do well academically  
Important It is important that I graduate from OU as opposed to another 
university 
ConfidentOu I am confident I made the correct choice when choosing to 
attend OU* 
OuChoice In selecting a college, OU was my _____ choice 
Transfer I plan to transfer from OU  
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Table 22: Correlations Amongst School-Level Variables 
 Free 
Lunch 
Class 
Size 
Sector Grad 
Rate 
Student 
Teacher 
District 
Spending 
City 
Type 
Free 
Lunch 
1.00 - - - - -  
Class 
Size 
-0.164 1.00 - - - - - 
Sector -0.496 -0.391 1.00 - - - - 
Grad 
Rate 
-0.578 -0.071 0.452 1.00 - - - 
Student 
Teacher 
0.174 0.233 -0.324 -0.171 1.00 - - 
District 
Spending 
-0.267 0.075 0.074 0.202 -0.057 1.00 - 
City 
Type 
-0.188 0.086 0.367 0.214 -0.069 0.085 1.00 
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APPENDIX 2: Additional Canonical Variate Graphs 
 
Figure 5: Canonical Variate Axis 2 by Graduation Rate 
 
 
 
Figure 6: Canonical Variate Axis 2 by Free Lunch 
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Figure 7: Canonical Variate Axis 2 by Class Size 
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Appendix 3: Results and Description of Model 5 
 Because district spending was such a heavy influence in creating the 
clusters, an additional model (Model 5) was created to examine how using district 
spending and free lunch at the school level, and the optimal student model at the 
student level influenced predictive accuracy. Results from this model indicated that, 
although district spending itself was not significant, using district spending and free 
lunch at the school level, in place of the clusters, did significantly contribute 
towards improving model fit. Specifically, results showed that variables for free 
lunch eligibility, t (731) = -4.29, p < .0001, academic engagement, t (1933) = 3.27, p 
< .0001, financial concerns, t (1933) = -5.12, p < .0001, ACT scores, t (1933) = 
3.94, p < .0001, high school GPA, t (1933) = 7.02, p < .0001, and alumni ties t 
(1933) = -1.92, p < .0001, each significantly contributed towards improving model 
accuracy. A summary of results is presented in Table 23 below.  
Table 23: Summary of Results from Model 5 
Effect Estimate Standard Error Df t value Pr > |t| 
Intercept 2.2061 0.2714 731 8.13 < .0001 
Free Lunch -0.013 0.0031 731 -4.29 < .0001 
District Spending  0.000 0.0002 731 0.31 0.7584 
Academic 
Engagement 
0.1920 0.0586 1933 3.27 < .0001 
Financial 
Concerns 
-0.2995 0.5784 1933 -5.12 < .0001 
ACT Score 0.2686 0.0681 1933 3.94 < .0001 
High School 
GPA 
0.4086 0.0582 1933 7.02 < .0001 
Alumni Ties -0.2385 0.1245 1933 -1.92 0.0556 
 
 The estimate of the variance in intercepts indicated that the model intercept 
variance = 0.1842 (SE=0.1133), placing the variance somewhere between Model 3 
and Model 4.  As such, it seems like using district spending is a good proxy for the 
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clusters, although it does not predict as accurately as using the aggregate variables. 
Examination of the fit statistics indicated that -2 Res Log Pseudo-likelihood = 
13232.13, the Pseudo-AIC = 13250.13, and the Pseudo-BIC = 13303.12. These 
results again confirm that using this model does not fit as well as using the 
aggregate variables, however it does provide a greater fit than using the clusters.   
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Appendix 4: Missing and Final Data File Comparisons 
 Because the data were cleaned and reduced to the final file, it is helpful to 
examine the descriptive statistics between the two files. Tables 24 and 25 below 
present the descriptive statistics from the full and final file. As can be seen, reducing 
the variables did not significantly change the descriptive statistics between the two 
files.  
Table 24: Descriptive Statistics from Full File 
Variable N Mean Std Dev Min Max 
Academic 
Engagement 
2789 3.44 0.58 1.00 5.16 
Financial Concerns 2856 2.87 0.77 1.00 4.60 
Institutional 
Commitment 
2835 4.16 0.51 1.50 4.83 
Self Efficacy 2856 2.10 0.60 1.00 4.50 
ACT Score 3875 25.88 4.07 13.00 36.00 
High School GPA 3882 3.59 0.33 1.70 4.00 
Alumni Ties 2901 0.66 0.47 0.00 1.00 
Grad Rate 931 90.61 9.68 26.00 100.00 
Student Teacher 926 15.82 10.71 4.00 313.00 
Free Lunch 907 25.76 21.40 0.00 100.00 
District Spending 922 10924.7 319.44 2335.00 36024.00 
High School  
Class Size 
934 280.68 235.45 5.00 1433.00 
City Type 935 1.82 1.89 0.00 5.00 
Sector 935 0.17 0.37 0.00 1.00 
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Table 25: Descriptive Statistics from Final File 
Variable N Mean Std Dev Min Max 
Academic 
Engagement 
2647 3.44 0.58 1.00 5.16 
Financial  
Concerns 
2647 2.87 0.77 1.00 4.60 
Institutional 
Commitment 
2647 4.16 0.50 1.50 4.83 
Self Efficacy 2647 2.09 0.60 1.00 4.50 
ACT Score 2647 25.42 3.78 13.00 36.00 
High School GPA 2647 3.57 0.32 2.14 4.00 
Alumni Ties 2647 0.66 0.47 0.00 1.00 
Grad Rate 734 91.36 7.78 26.00 100.00 
Student Teacher 734 15.93 5.86 4.00 313.00 
Free Lunch 734 23.73 19.56 0.00 100.00 
District Spending 734 9643.07 2836.46 2335.00 36042.00 
High School  
Class Size 
734 380.02 274.04 0.00 1440.00 
City Type 734 2.33 1.86 0 5.00 
Sector 734 0.14 0.35 0.00 1.00 
 
