The paper is devoted to finding conditions to the existence of a self-indexing energy function for Morse-Smale diffeomorphisms on a 3manifold M 3 . These conditions involve how the stable and unstable manifolds of saddle points are embedded in the ambient manifold. We also show that the existence of a self-indexing energy function is equivalent to the existence of a Heegaard splitting of M 3 of a special type with respect to the considered diffeomorphism.
Introduction
Let M n be a smooth closed orientable n-manifold. A diffeomorphism f : M n → M n is called a Morse-Smale diffeomorphism if its nonwandering set Ω(f ) consists of finitely many hyperbolic periodic points (Ω(f ) = P er(f )) whose invariant manifolds have mutually transversal intersections. D. Pixton [15] defined a Lyapunov function for a Morse-Smale diffeomorphism f as a Morse function 1 ϕ : M n → R such that ϕ(f (x)) < ϕ(x) when x is not a periodic point and ϕ(f (x)) = ϕ(x) when it is. Such a function can be constructed in different ways 2 (see for instance [12] ).
If ϕ is a Lyapunov function for a Morse-Smale diffeomorphism f , then any periodic point of f is a critical point of ϕ (see lemma 2.1). The opposite is not true in general since a Lyapunov function may have critical points which are not periodic points of f . Then Pixton [15] defined an energy function for a Morse-Smale diffeomorphism f as a Lyapunov function ϕ such that the critical points of ϕ coincide with the periodic points of f and proved the following results.
• For any Morse-Smale diffeomorphism given on a surface there is an energy function.
• There is an example of a Morse-Smale diffeomorphism on S 3 which has no energy function.
If p is a periodic point of period k p for the Morse-Smale diffeomorphism f : M n → M n then the stable manifold is W s (p) = {x ∈ M n | f mkp (x) → p when m → +∞}; the unstable manifold is W u (p) = {x ∈ M n | f mkp (x) → p when m → −∞}. The point p is said to be a sink (resp. source) when dim W u (p) = 0 ( resp. dim W u (p) = n). The point p is called a saddle point when dim W u (p) = 0, n. A stable (resp. unstable) separatrix of the saddle point p is a connected component of W s (p) \ p (resp. W u (p) \ p).
Let us recall that a Morse-Smale diffeomorphism f : M n → M n is called gradient-like if for any pair of periodic points x, y (x = y) the condition W u (x)∩ W s (y) = ∅ implies dim W s (x) < dim W s (y). When n = 3, a Morse-Smale diffeomorphism is gradient-like if and only if the two-dimensional and onedimensional invariant manifolds of its different saddle points do not intersect 3 .
Let f : M n → M n be a gradient-like diffeomorphism. Then, it follows from [18] (theorem 2.3), that the closurel of any one-dimensional unstable separatrix ℓ of a saddle point σ is homeomorphic to a segment which consists of this separatrix and two points: σ and some sink ω. Moreover,l is everywhere smooth except, maybe, at ω. So the topological embedding ofl may be complicated in a neighborhood of the sink.
According to [1] , ℓ is called tame (or tamely embedded) if there is a homeomorphism ψ : W s (ω) → R n such that ψ(ω) = O, where O is the origin and ψ(l \ σ) is a ray starting from O. In the opposite case ℓ is called wild.
In the above mentioned Pixton's example, the non-wandering set of f : S 3 → S 3 consists of exactly four fixed points: one source α, two sinks ω 1 , ω 2 , one saddle σ whose one unstable separatrix ℓ 1 is tamely embedded and the other ℓ 2 is wildly embedded (see fig. 1 ). Later, the class G 4 of diffeomorphisms on S 3 with such a nonwandering set was considered in [2] , where it was proved that, for every diffeomorphism f ∈ G 4 , at least one separatrix ℓ 1 is tame. It was also shown that the topological classification of diffeomorphisms from G 4 is reduced to the embedding classification of the separatrix ℓ 2 . Hence it follows that there exist infinitely many diffeomorphisms from G 4 which are not topologically conjugate.
According to Pixton, if the separatrix ℓ 2 is wildly embedded, the Morse-Smale diffeomorphism f ∈ G 4 has no energy function. The present paper is devoted to finding conditions to the existence of a self-indexing energy function (in the sense of definition 1.2 below) for Morse-Smale diffeomorphisms on 3manifolds.
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Formulation of the results
If ϕ is a Lyapunov function of a Morse-Smale diffeomorphism f : M n → M n then any periodic point p is a maximum of the restriction of ϕ to the unstable manifold W u (p) and a minimum of its restriction to the stable manifold W s (p) (see lemma 2.1). If these extremums are non-degenerate then the invariant manifolds of p are transversal to all regular level sets of ϕ in some neighborhood U p of p. This local property is useful for the construction of a (global) Lyapunov function. So we introduce the following definitions. If p is a critical point of a Morse function ϕ : M n → R then, according to Morse lemma (see, for example, [13] ), in some neighborhood V (p) of p there is a local coordinate system x 1 , . . . , x n , named Morse coordinates, such that x j (p) = 0 for each j = 1, n and ϕ reads ϕ(x) = ϕ(p) − x 2 1 − . . . − x 2 q + x 2 q+1 + . . .+x 2 n , where q is the index ϕ at p 4 . It is convenient to deal with self-indexing Morse function for which ϕ(p) = q.
If ϕ is a Lyapunov function for a Morse-Smale diffeomorphism f : M n → M n then q = dim W u (p) for any periodic point p of f (see [15] , lemma on p. 168). The next definition follows from S. Smale [19] who introduced a similar one for gradient-like vector fields.
Definition 1.2 A Morse-Lyapunov function ϕ is called a self-indexing energy function when the following conditions are fulfilled:
1) the set of the critical points of function ϕ coincides with the set P er(f ) of the periodic points of f ;
2) ϕ(p) = dim W u (p) for any periodic point p ∈ P er(f ).
Sometimes we shall speak of a self-indexing energy function even when it is only defined on some domain N ⊂ M n , meaning that the above conditions hold only for points x ∈ N such that f (x) ∈ N. In the next results we only deal with 3-dimensional manifolds. 
where O is the origin and ϕ(l \ σ) is a ray starting from O for any separatrix ℓ ∈ L(ω). In the opposite case the set L(ω) is wild. Notice that the tameness of each separatrix ℓ ∈ L(ω) does not imply the tame property of L(ω). In [7] there is an example of a wild collection of arcs in R 3 where each arc is tame. Using this example and methods of realization of Morse-Smale diffeomorphisms suggested in [2] and [3] , it is possible to construct a gradient-like diffeomorphism on S 3 having wild bundle L(ω) (see fig. 2 ).
If L(ω) consists of exactly one separatrix ℓ then the tame property is equivalent to the existence of a smooth 3-ball B ω ⊂ W s (ω) such that ℓ∩∂B ω consists of exactly one point (it follows from a criterion in [9] ). Thus we give the following definition.
with ω ∈ int B ω such that ℓ ∩ ∂B ω consists of exactly one point for each separatrix ℓ ⊂ L(ω). If α is a source, there is a similar definition for L(α). We say that the union L of the one-dimensional separatrices is almost tamely embedded in M 3 if L(ω) and L(α) are so for each sink and source. We would like to understand what conditions could be added to the almost tame embedding property to obtain sufficient conditions for the existence of a self-indexing energy function.
Let f : M 3 → M 3 be a Morse-Smale diffeomorphism. Let us denote by Ω + (resp. Ω − ) the set of all sinks (resp. sources), by Σ + (resp. Σ − ) the set of all saddle points having one-dimensional unstable (resp. stable) invariant manifolds, by L + (resp. L − ) the union of the unstable (resp. stable) onedimensional separatrices. We set
is a connected set which is an attractor (resp. a repeller) 5 of f . We set
where |.| stands for the cardinality. We will denote by H the set of Morse-Smale diffeomorphisms f : M 3 → M 3 with the following properties: 1) f is gradient-like; 2) the set L of one-dimensional separatrices of f is almost tamely embedded in
is an orientable surface of genus g(f ). For instance, according to this theorem, the diffeomorphism whose invariant manifolds are drawn on figure 2 possesses a self-indexing energy function. It follows from [8] that if the set of one-dimensional separatrices is tamely embedded (that is, L(ω) and L(α)) are tame for each sink ω and source α) then M 3 \ (A(f ) ∪ R(f )) is diffeomorphic to S g(f ) × R and M 3 admits a Heegaard splitting 6 of genus g(f ). Thus we get the next result.
6 Let us recall that a three-dimensional orientable manifold is called a handlebody of a genus g ≥ 0 if it is obtained from a 3-ball by an orientation reversing identification of g pairs of pairwise disjoint 2-discs in its boundary. The boundary of such a handlebody is an orientable surface of genus g. A Heegaard splitting of genus g ≥ 0 for a manifold M 3 is a representation of M 3 as the gluing of two handlebodies of genus g by means of some diffeomorphism of their boundaries. Their common boundary after gluing, a surface of genus g in M 3 , is called a Heegaard surface. The next theorem gives necessary and sufficient conditions to the existence of a self-indexing energy function by means of special Heegaard splittings of M 3 . We also need the following definition.
has a self-indexing energy function if and only if M 3 is the union of three domains with mutually disjoint interiors,
Remark 1.6 Observe that condition 2) implies that the 1-dimensional separatrices are almost tamely embedded. Indeed, if thin neighborhoods of the disks P + ∩ W s (σ + ), σ + ∈ Σ + , are removed from P + , one gets a union of balls whose boundaries fulfill definition 1.3.
2 Properties of Lyapunov functions for a Morse-Smale diffeomorphism
3) if p is a periodic point of f then p is a critical point of ϕ.
Proof:
1) It follows from the definition that ϕ(x) ≤ ϕ(f −1 (x)) for any x and the equality only holds for the periodic points. By multiplying this inequality by −1 we get the wanted inequality.
2) As the unstable manifold of a periodic point p for f coincides with the stable manifold of p for f −1 it is enough to prove items 2) and 3) only for W u (p). Let x ∈ W u (p) \ p. It follows from the definition of the unstable manifold of a periodic point that lim
3) Let us assume that p is a regular point of ϕ. Thus the level set ϕ −1 (ϕ(p)) is (n − 1)-manifold. It follows from point 2) that T p W u (p) and T p W s (p) must be tangent to ϕ −1 (ϕ(p)). This is impossible because
Moreover, there is a metric · on M n such that for some λ, 0 < λ < 1, we have: 
This is a contradiction. ⋄ Proof: We shall only give a proof 9 for a sink. Let ω be a sink of period k ω , L(ω) be the union of all unstable one-dimensional separatrices whose closure contains ω. According to lemma 3.1, f is gradient-like and, hence, for any separatrix ℓ ∈ L(ω) its closurel consists of ℓ ∪ {ω, σ ℓ }, where σ ℓ is a saddle point of f . As ϕ is a Morse-Lyapunov function then in some neighborhood U ℓ of σ ℓ equipped with Morse coordinates we have ϕ(x) = 1 − x 2 1 + x 2 2 + x 2 3 and W u (σ ℓ ) is transversal to the regular level sets of ϕ in U ℓ . Let U be the union of the U ℓ 's for ℓ ⊂ L(ω).
Let k be an integer so that f k leaves each ℓ invariant. Since the action of f k on ℓ is discrete it has a fundamental domain [a ℓ , b ℓ ] ⊂ U, hence transversal to the level sets of ϕ. More precisely, ϕ| [a ℓ ,b ℓ ] has no critical points and 1 = ϕ(σ ℓ ) > ϕ(a ℓ ) > ϕ(b ℓ ). We may choose all the a ℓ 's in the same level set of ϕ. We will show that the level set of ϕ| W s (ω) containing the a ℓ 's is a 2-sphere crossing ℓ at a ℓ only.
As ϕ is a self-indexing energy function for f then ω is the unique critical point of ϕ| W s (ω) and its index is 0. Moreover, in some neighborhood V (ω) of ω, equipped with Morse coordinates, ϕ reads ϕ(x) = x 2 1 + x 2 2 + x 2 3 and hence every regular level set of ϕ near ω is a smooth 2-sphere which bounds a smooth 3-ball containing ω. According to the Morse theory 10 , for any value c ∈ (0, 1),
, a value which does not depend on ℓ (see figure 3) .
Assume that there is one point y = a ℓ in ℓ ∩ S c ω ; certainly y belongs to the interval (a ℓ , ω) in ℓ. We have y = f mk (x) for some x ∈ [a ℓ , b ℓ ] and some positive integer m. By the Lyapunov property we have c = ϕ(y) < ϕ(x) < ϕ(a ℓ ) = c, which is a contradiction. ⋄ Proof: According to [17] , a Morse-Smale diffeomorphism induces in all homology groups isomorphisms whose eigenvalues are roots of unity. Thus there is an integer k such that f k leaves P er(f k ) fixed, f k | W u (p) preserves the orientation of W u (p) for any point p ∈ P er(f k ) and 1 is the only eigenvalue of the isomorphism induced by f k on homology. Applying the Lefschetz formula to f k yields
where t i is the trace of the map induced by f k on the i-th homology group H i (M, R). By assumption on k, t i coincides with the i-th Betti number and the alternating sum of the t i 's is the Euler characteristic, which is 0 since M is an odd-dimensional, closed oriented manifold. So we get |Σ − |−|Ω − | = |Σ + |−|Ω + |. ⋄ 
. According to the Morse theory, it is obtained by gluing |Σ + | 1-handles 11 to an union of |Ω + | 3-balls. Moreover, it is connected since M itself is connected and any generic path in M, whose end points are in P + ε , may be pushed by the gradient flow of ϕ into P + ε . Therefore P + ε is a handlebody of genus |Σ + | − |Ω + | + 1, that is g(f ) according to lemma 3.3. As ϕ is a Lyapunov function, P + ε is f -compressed. By definition of a self-indexing energy function and lemma 2.1, ϕ(A(f )) = [0, 1] and, consequently A(f ) ⊂ int P + ε . Similarly, using the diffeomorphism f −1 , we get that P − ε = ϕ −1 ([0, 2 − ε]) is a handlebody of genus g(f ) which f −1 -compressed and contains R(f ) in its interior.
2) As ϕ is a Morse-Lyapunov function then, for a small enough ε 0 ∈ (0, 1 2 ), the handlebodies P + = P + ε 0 and P − = P − ε 0 satisfy the following: P + ∩ W s (σ + ) (resp. P − ∩ W u (σ − )) consists of exactly one two-dimensional disk D σ + (resp. D σ − ) for any σ + ∈ Σ + (resp. σ − ∈ Σ − ). Proof: For simplicity we make k ω = 1. By definition, there exists a closed ball B 0 ⊂ W s (ω) whose boundary S 0 meets condition 2). In the sequel, if S is an embedded sphere in W s (ω), B(S) will denote the ball it bounds. If S meets condition 2), then ω ∈ int B(S).
Let m be the first integer such that f k (S 0 ) ∩ S 0 = ∅ for all k > m. For any x ∈ S 0 we choose a compact neighborhood K x of x in W s (ω) such that f (K x )∩K x = ∅; it exists since S 0 avoids the fixed point. From the family of the K x 's we extract a finite covering K 1 , . . . , K p of S 0 . By an usual transversality theorem ([10], chap. 3), we may approximate S 0 in the C ∞ topology by a sphere having the following property: f (S 0 ∩ K 1 ) is transversal to S 0 . A next approximation allows one to get such a transversality along K 1 ∪ K 2 , and so on. Condition 2) is kept when approximating. Thus, in what follows, we may assume that S 0 itself is transversal to its successive images f (S 0 ), . . . , f m (S 0 ). In the next step, we are going to modify S 0 into S 1 which still fulfills condition 2) and such that f k (S 1 ) ∩ S 1 = ∅ for all k ≥ m. Iterating this process will yield the wanted sphere S. Indeed, as f (S) is disjoint from S and ω is an attractor, we must have f (S) ⊂ int B(S), which means that B(S) is f -compressed.
Assume first m = 1 (that is, f k (S 0 ) ⊂ int B 0 for all k ≥ 2) and denote Σ = f (S 0 ). Each intersection curve γ in S 0 ∩ Σ bounds a disk D ⊂ Σ. We choose γ to be innermost in the sense that the interior of D contains no intersection curves. Then the curve γ bounds a singular disk D ′ ⊂ S 0 such that D ∪ D ′ is an embedded 2-sphere homotopic to zero in W s (ω) \ {ω}. We notice that D and D ′ have the same number (0 or 1) of intersection points with any one-dimensional separatrix ℓ, since Σ, as S 0 does, also satisfies condition 2). We define S ′ 0 as the sphere obtained from S 0 by removing the interior of D ′ , gluing D along γ, pushing so that S ′ 0 avoids D ∪ D ′ , and smoothing (S ′ 0 still meets condition 2)). Notice that the intersection curves of f −1 (S 0 ) ∩ S 0 are in bijection by f with the intersection curves of f (S 0 ) ∩ S 0 . It will be useful to perform the above construction with an innermost disk D ⊂ f −1 (S 0 ) instead of D ⊂ f (S 0 ). In both cases, we have to check:
(
is not always true; it depends on the position of D with respect to B 0 . But we shall prove that there always exists an innermost disk D, in f (S 0 ) or in f −1 (S 0 ), such that (ii) is satisfied.
as f 2 (S 0 ) lies in the interior of B 0 and D in its exterior. Hence, (ii) holds after pushing-smoothing.
The proof of (i) and (ii) in this case is similar to the previous one in replacing the positive iterates of f by the negative iterates.
Hence, pushing decreases the number of intersection curves and (ii) holds.
By using the negative iterates of f one proves that points (i) and (ii) hold. Repeating this process yields S 1 , a sphere meeting condition 2) and such that f (S 1 ) ∩ S 1 = ∅, (which implies that f (B(S 1 )) is f -compressed).
When m > 1, the end of the proof goes as follows. We introduce g r = f 2 r . For r big enough, we have g k r (S 0 ) ∩ S 0 = ∅ for all k ≥ 2. According to what we just explained, after changing S 0 into another sphere S 1 we get g r (S 1 ) ∩ S 1 = ∅. This amounts to decrease r by 1: g k r−1 (S 1 ) ∩ S 1 = ∅ for all k ≥ 2. Recursively, we find a ball satisfying both required conditions. ⋄
We now consider the orbit O(ω). We just found a ball B ⊂ W s (ω) such that B lies in the interior of f −kω (B). We choose a sequence
It is clearly f -compressed. For each j = 0, k ω − 1, we choose a smooth 3-ball Q j in U, centered at f j (ω), with boundary G j such that G = j G j is a level set of ϕ O(ω) . We denote
In changing G by a small isotopy we may
consists of a finite family C of closed curves. We have two cases (1) C = ∅, (2) C = ∅.
In case (1) , N will denote the least integer such that f N (B) ⊂ int Q. We have two subcases (1a) N = 1 and (1b) N > 1. We first consider (1a). It is known that the domain B \ int Q is diffeomorphic to an union of k ω copies of S 2 × [0, 1] (see [10] , chap. 8 12 ). Hence there is a smooth function ϕ : B → R extending ϕ O(ω) | Q and having no critical point in B\int Q. We claim that ϕ is a self-indexing energy function for f | B . Indeed, for x ∈ Q\O(ω), ϕ(f (x)) < ϕ(x) as it is true for ϕ O(ω) . When x ∈ B \ Q, we have ϕ(f (x)) < ϕ(∂Q) < ϕ(x).
Let us consider case (1b) and set B = f N −1 (B). By the construction B is fcompressed and satisfies to condition (1a). Hence there is a self-indexing energy functionφ :
For any x ∈ B, we define ϕ(x) =φ(f N −1 (x)). It is easy to check that ϕ is the required function.
Let us consider case (2) . A curve C ∈ C is said innermost on S if C bounds a disk D C ⊂ S whose interior contains no intersection curves from C. Consider such an innermost curve. We have C ⊂ f −k C (G) for some integer k C and (O(ω) ), a union of 3-balls which contains O(ω). The fact that C is an innermost curve implies f (Q ′ ) ⊂ int Q ′ .
There are two occurrences: (2a) f (Q) ⊂ Q ′ ⊂ Q and (2b) Q ⊂ Q ′ ⊂ f −1 (Q). In both cases there is a smooth approximation, Q of Q ′ such that Q ⊂ int Q ′ in case (2a) and Q ′ ⊂ int Q in case (2b); Q is still f -compressed. Set G = ∂Q. According to item (1a), f −1 ( G) in case (2a) and G in case (2b) is a level set of some self-indexing energy function defined respectively on f −1 ( Q) and on Q. By the construction the number of curves in S ∩ ( k∈N f −k (G)) is less than in C. We will repeat this process until getting an union of 3-balls Q which is f -compressed and whose boundary G does not intersect f k (S) for any k. Then we are reduced to case (1) and the lemma is proved. 
, the x 1 -axis is contained in the unstable manifold and the (x 2 , x 3 )-plane is contained in the stable manifold.
According to lemma 4.1, there exists an f -compressed domain B + , made of |Ω + | balls, which is a neighborhood of Ω + and such that each separatrix ℓ ∈ L + intersects ∂B + in one point a ℓ only. Due to the λ-lemma 13 (see, for example, [14] ), replacing B + by f −n (B + ) for some n > 0 if necessary, we may assume that ∂B + and f (∂B + ) are transversal to the regular part of the level set C := ϕ −1 Σ + (1) and each of the intersections C ∩ ∂B + and C ∩ f −1 (B + ) consists of 2|Σ + | circles. We choose ε > 0 such that: 1) ∂B + and f (∂B + ) are transversal to the level sets ϕ −1
We introduce H + , the closure of {x ∈ U Σ + | x / ∈ B + , ϕ Σ + (x) ≤ 1 + ε} (see figure 4 ). By construction there is a smoothing P + of B + ∪ H + such that:
-P + is f -compressed;
-P + is connected (see, for example, [3] , lemma 1.3.3)); Figure 4 : constructing a nice neighborhood -P + is a handlebody of genus |Σ + | − |Ω + | + 1 14 , that is g(f ).
We call P + a nice neighborhood of the attractor A(f ) (see figure 5 ). Making a similar construction for f −1 we obtain a nice neighborhood P − of the repeller R(f ), which is also a handlebody of genus g(f ) (lemma 3.3).
Construction of a self-indexing energy function on P + and P −
We look at the surface d ε which is the closure of {x ∈
It is the union of 2|Σ + | disks whose boundary curves are bounding disks D ′ ε in f (∂B + ). We form S, a union of spheres, by removing the interiors of the D ′ ε from f (∂B + ) and gluing the d ε . Denote B(S) the union of balls bounded by S and containing Ω + . We check that
The first intersection is empty as ϕ Σ + is a Lyapunov function and d ε lies in a level set of it. The second one is empty as Let K be the domain between ∂P + and S. We define a function ϕ + : K → R whose value is 1 + ε on ∂P + , 1 − ε on S, coinciding with ϕ Σ + on K ∩ H + and without critical points outside H + . This last condition is easy to satisfy as the domain in question is a product cobordism. With all the informations that we have on the image of f , it is easy to check that ϕ + is a Lyapunov function. Indeed, it is obvious for the points of K which are not in H + . Suppose that x ∈ K ∩ H + . Then we have two possibilities: a) f (x) ∈ H + ; b) f (x) / ∈ H + . In the first case the conclusion follows from the Lyapunov property of ϕ Σ + . In the second case we are going to show that f (x) ∈ {ϕ Σ + < 1−ε} then the conclusion also holds. Suppose on the contrary that f (x) / ∈ {ϕ Σ + < 1 − ε}. Then f (x) belongs to the domain Q bounded by the surfaces E ε , {ϕ Σ + = 1 + ε}, ∂B + and f (∂B + ). But it follows from the choice of B + , D ε and E ε that f −1 (Q) does not intersect H + . We get a contradiction.
According to lemma 4.2, there is an extension of ϕ + to B(S), which is a self-indexing Morse-Lyapunov function. Finally, we get the desired self-indexing energy function on P + .
As the set R(f ) is an attractor of f −1 and P − is a nice neighborhood of R(f ), it is possible to construct (as above) a self-indexing energy function ϕ − : P − → R of f −1 . It follows from lemma 2.1 that the function ϕ − : P − → R given by the formula ϕ − (x) = −φ − (x) + 3 is a self-indexing energy function of f on P − .
Proof of theorem 4
The necessary condition of theorem 4 is yielded by lemma 3.4. For proving that it is sufficient, we have to construct a self-indexing energy function on M 3 under the assumptions of theorem 4 that we recall now. The diffeomorphism f : M 3 → M 3 is a gradient-like diffeomorphism and M 3 is the union of three domains with mututally disjoint interiors, M 3 = P + ∪ N ∪ P − , satisfying the following conditions. 1) P + (resp. P − ) is a f -compressed (resp. f −1 -compressed) handlebody of genus g(f ) and A(f ) ⊂ P + (resp. R(f ) ⊂ P − );
2) W s (σ + ) ∩ P + (resp. W u (σ − ) ∩ P − ) consists of exactly one twodimensional closed disk for each saddle point σ + ∈ Σ + (resp. σ − ∈ Σ − );
3) N is diffeomorphic to the product S g(f ) × [0, 1].
Our assumption makes P + (resp. P − ) very close to be a nice neighborhood of A(f ) (resp. R(f )) in the sense of 4.2. If we remove from P + a thin neighborhood of the f -compressed union of disks P + ∩ W s (Σ + ), we get a f -compressed domain B + , union of |Ω + | balls, such that ∂B + intersects each separatrix ℓ ∈ L + in one point only. Adding H + to it (as in 4.2), we get a new handlebody, we still denote P + , which is a genuine nice neighborhood of A(f ). We perform a similar change on P − and the complement remains a product. We can construct self-indexing energy functions ϕ + : P + → R and ϕ − : P − → R as in 4.3 which are constant on their respective boundaries. Let us denote S ± = ∂P ± . It is easy to arrange that ϕ − (S − ) > ϕ + (S + ). If m > 1, the surfaces f −1 (S + ), f −2 (S + ), . . . , f −m+1 (S + ) are mutually "parallel", that is: two by two they bound a product cobordism, diffeomorphic to S g(f ) × [0, 1] (see for instance theorem 3.3 in [8] ). Therefore they subdivide N in product cobordisms and there exists a function ϕ extending ϕ ± on P ± , without critical points on N and having f −1 (S + ), . . . , f −m+1 (S + ) as level sets. One easily checks that such a ϕ is a self-indexing energy function for f .
We now explain the end of the proof, that is, how to reduce oneself to ( * ). Without loss of generality we may assume that S − is transversal to k>0 f −k (S + ), which implies that there is a finite family C of intersection curves.
We are going to describe (as in lemma 4.2) a process decreasing the number of intersection curves by an isotopy of P + among handlebodies which are f -compressed; they will be all equipped with a self-indexing energy function which is constant on the boundary.
For simplifying the statement of the next lemma, we use the following definition. For instance, our S + and S − are incompressible in N. If it is B ′ , that means that δ ′ is a disc in the boundary of P + . Moreover B ′ is a ball in P + \ A(f ).
2) As N is a product, S + and S − are clearly incompressible in N. One looks at δ, a disk whose boundary lies in S + , and at its intersection curves with S − . Using 1) and the innermost curve techniques, one reduces to the case δ ⊂ N and the conclusion follows.
3) For proving the statement for S + , we take δ, an embedded disc in M \ (A(f ) ∪ R(f )) with boundary in S + and a collar of ∂δ transverse to S + . Then, in general position, we have finitely many intersection curves in int δ ∩ (S + ∪ S − ). By using 1) and 2) one eliminates successively all intersection curves. Finally, δ lies in N or P + \A(f ) and the conclusion follows.
4)
As each of the considered domains embeds into R 3 , every embedded sphere bounds a 3-ball (generalized Schönflies theorem 16 [4] ). ⋄ Lemma 4.4 allows us to remove all intersection curves which are homotopic to zero in S + or, equivalently, in f k (S − ), k > 0 (as in the proof of lemma 4.2). We recall m, the largest integer such that f m (S − ) ∩ S + = ∅. Let F − be a connected component of f m (S − ) ∩ N. Since f m (S − ) ∩ S − = ∅, we have ∂F − ⊂ S + . We claim that F − in incompressible in N. Indeed, if δ is a disk in N with boundary γ ⊂ F − , according to 3) in lemma 4.4, γ is homotopic to zero in f m (S − ). As none component of ∂F − is homotopic to zero, γ is homotopic to zero in F − . Therefore, according to F. Waldhausen (corollary 3.2 in [20] ), there is some surface F + ⊂ S + diffeomorphic to F − , with ∂F + = ∂F − , and F + ∪F − bounds a domain ∆ in N, which, up to smoothing of the boundary, is diffeomorphic to F − × [0, 1]. We then change S + to S ′ by removing the interior of F + and gluing F − . After a convenient smoothing, this surface S ′ has less intersection curves with k f k (S − ) than S + . By construction, it bounds a handlebody P ′ which is isotopic to P + and f -compressed; moreover P ′ carries a self-indexing Lyapunov function. Arguing recursively, we are reduced to case ( * ). In this final recursive argument, once lemma 4.4 is proved, it is no longer usefull that P + intersects W s (Σ + ) along disks. This finishes the proof of theorem 4.
Remark 4.5 It is worth noticing that the proof of theorem 4 does not use lemma 4.1. Indeed,the data of the f -compressed handlebody P + immediatly yields an f -compressed union of balls B + making a neighborhood of Ω + . So the construction of a self-indexing energy function starts with lemma 4.2. On the contrary, the proof of theorem 3 makes use of lemma 4.1. Indeed, in that case the existence of two nice neighborhoods P + and P − relies on that lemma.
Proof of theorem 3
The main assumption, which is not a necessary condition, is the following: M 3 \ (A(f ) ∪ R(f )) is diffeomorphic to the product S g(f ) × R. Take two nice neighborhoods P + and P − respectively of A(f ) and R(f ). Without loss of generality, we may assume that there are disjoint (replace P + by f n (P + ), n > > 0 if necessary). According to theorem 3.3 in [8] , the domain N = M 3 \ int (P + ∪ P − ) is diffeomorphic to S g(f ) × [0, 1]. Hence, all the assumptions of theorem 4 are fulfilled and its conclusion holds.
