








法政大学大学院紀要 理工学・工学研究科編 Vol.60(2019 年 3 月） 法政大学
テンソルデータモデルに関する研究





The tensor data model is capable of detailed data representation and is compatible with data
mining. However, there is a problem that the data volume becomes enormous and processing
time is required. It is one solution to this problem to improve the efficiency of a series of data
processing such as insertion, deletion, search of data in the secondary storage area. In this
paper, we propose an serial search method using locality sensitive hashing. The hash technique
is a search method that is hardly affected by the data amount, but there is a problem that the
serial search can not be performed. By using locality sensitive hashing, we sequentially arrange
similar data in the same block and improve efficiency by carrying out parallel processing for each
block. We will also describe the efficiency of tensor data manipulation (especially data mining
manipulation). Using locality sensitive hashing, realize high-speed multidimensional association
rules extraction limited to partial data.










































































数の等しい 2つのテンソル X,Y ∈ T [I1 × I2 × ...× IN ]に
ついてそれぞれの要素を xi1,i2,...,iN , yi1,i2,...,iN と表す．2
テンソルの和と差は，X + Y，X − Y と表し，その要素は
X + Y = xi1,i2,...,iN + yi1,i2,...,iN



















ド 1 ファイバ，モード 2 ファイバ，モード 3 ファイバと呼
ぶ．テンソルを行列で表現するときは，n-モード行列化と呼
びモード nのファイバを用いて行列化する．n-モード行列化









作の意味を持つ．テンソル X ∈ RI1×I2×...×IN とベクトル
V ∈ RIn とすると，ベクトルテンソル積は Y(n) = X×nV ∈
T [I1 × I2 × ...× In−1 × In+1 × ...× IN ]であり，




X[i1, .., in−1, in, in+1, .., iN ]V [in] (2)
となる．このとき，Yは Xに対して階数が 1つ低くなる．
テンソル (図 6)に対してベクトルテンソル積を行う．ベ
クトル (1, 2, 3)t のとき，ベクトルテンソル積による類似度
操作を以下に示す． 45 35 65 60 30 7085 45 50 70 65 7050 50 70 45 40 85














は次元縮小を意味する．テンソルX ∈ T [I1 × I2 × ...× IN ]
，行列 M ∈ RJn×In とし，行列テンソル積を Y とする．
Y(n) = X×nM ∈ T [I1×I2×...×In−1×Jn×In+1×...×IN ]，
jn = 1, .., Jn とおくと，





X[i1, .., in−1, in, in+1, .., iN ]M [jn, in] (4)
となる．Jn ≤ In であれば次元数は小さくなる．X ∈ T [2×
3 × 2] のテンソル (図 6) を次元縮小する場合について述べ
る．行列M ∈ R3×4 を用いると，
図 6 1,2月店舗売り上げ
[
0 1 2 3
3 2 1 0
]
×
 45 35 65 60 30 7085 45 50 70 65 7050 50 70 45 40 85




320 385 445 340 400 525
335 245 365 365 260 435
]
となり，次元数が小さくなる．
Y(n) = X ×n M は以下の特性を持つ．
X ×m A×n B = X ×n B ×m A(m ̸= n)
X ×n A×n B = X ×n (BA)
ベクトル化，シフト操作，カウント操作について言及す
る．テンソル X ∈ T [I1 × I2 × ... × IN ] をベクトル化す
る場合，Ik = {1, ..., |Ik|} とし，Y = ⃗(X) yi1...iN = 1 if
xi1...iN ̸= 0, otherwise yi1...iN = 0 と定義する．テンソル
X ∈ T [I1 × I2 × ...× IN ]，各要素 xi1 = xi1,1,i1,2,...,i1,N に





ト操作の様子を図 7に示す．次に要素が全て 1のテンソル Y
との内積について言及する．例として 2階のテンソルXと 1



















ション)を越えたルールの抽出を行う．ni = 〈v〉と nj = 〈u〉
を階１の空間上の２点 (アドレス)としたとき，niと nj の相
対距離は (ni, nj) = 〈u− v〉となる．基準点 0における相対
距離 (相対アドレス)は (0,nj)=(nj)=〈v〉と記述される．階
1空間上の点∆j におけるアイテム ik は拡張アイテムと呼び
∆j (ik)と表す．同様に点∆j におけるトランザクション TK





トランザクション アイテム 拡張トランザクション 拡張アイテム
T1 a,b,c,d Δ 0(T1) Δ 0(a) , Δ 0(b) , Δ 0(c), Δ 0(d)
T2 a,b,d Δ 1(T2) Δ 1(a),Δ 1(b),Δ 1(d)
T3 a,c,d Δ 2(T3) Δ 2(a),Δ 2(c),Δ 2(d)
T4 b,d Δ 3(T4) Δ 3(b),Δ 3(d)






















1 項目集合 ∆0′′0′0{in} では，各ベクトルに対して全
要素 1 のベクトルとの内積カウント操作を行い，結果
が最小支持度・最小確信度以上となるものを抽出する．
∆s′′s′s{in} (s′′s′s ̸= 0′′0′0)では，ベクトルを x′′ = s′′, x′ =





































































































































平均気温 (deg.C) ∼0, 0∼4, 4∼8, 8∼
最高気温 (deg.C) ∼5, 5∼10, 10∼15, 15∼
最低気温 (deg.C) ∼2, 2∼5, 5∼8, 8∼
最大瞬間風速 (m/s) ∼10, 10∼15, 15∼20, 20∼
平均湿度 (%) ∼50, 50∼60, 60∼70, 70∼80, 80∼








分岐数 113 96 85 69 68 64 62 60
最大要素数 130 150 171 186 209 228 248 269
タッチ回数 8970 9172 9099 9381 9464 9419 9441 9424
表 4 分岐と乱順序処理のタッチ回数
分岐数 113 96 85 69 68 64 62 60
最大要素数 130 150 171 186 209 228 248 269
タッチ回数 107182 103978 105629 109473 110051 110619 115906 118530
順序処理では，提案手法のタッチ回数は 8912回であり，
2層で平行を保つ最大の分岐数の Btreeと同程度となる．乱












•札幌の最高気温が 10 ∼ 15度
⇒次の日の盛岡の最小湿度は 50∼ 60%
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C1 = {{∆x (in)}} | (in ∈ D) ∧ (0 ≤ x ≤ maxspan)
foreach extended transaction ∆s (t) do




L1 = {c：{∆x (in)}} | (c ∈ C1) ∧ (c.count ≥ support)
•k = 2
C2 = {{∆0 (im) ,∆x (in)} | (∆0 (im) ∈ L1) ∧ (∆x (in) ∈ L1) ∧ ((x ̸= 0) ∨ (x = 0 ∧ im < in))}
foreach extended transaction ∆s (t) do




L2 = {c：{∆0 (im) ,∆x (in)}} | (c ∈ C2) ∧ (c.count ≥ support)
•k > 2
for (k = 3;Lk−1 ̸= ø; k ++) do
Ck = E −Apriori−Gen (Lk−1)
for (o = 1; o ̸= k; o++) do
Gø = E −Group (Ck, o);
foreach extended transaction ∆s (t) do
G∆s(t) = E −Group (Co,∆s);












C1 = {{∆x (in)}} | (in ∈ D) ∧ (0 ≤ x ≤ maxspan)
elemental vectorization
foreach element ∆s′′s′s (N) do




L1 = {c：{∆x′′x′x (in)}} | (c ∈ C1) ∧ (c.dotproduct ≥ support)
•k ≥ 2
C2 =
{{∆0′′0′0 (im) ,∆x′′x′x (in)} | (∆0′′0′0 (im) ∈ L1) ∧ (∆x′′x′x (in) ∈ L1) ∧ ((x′′x′x ̸= 0′′0′0)) ∨ (x′′x′x = 0′′0′0 ∧ (im < in))}
foreach (k = 2;Lk−1 ̸= ø; k ++) do
foreach element ∆s′′s′s (N) | (0 < s′′ < x′′maxspan, 0 < s′ < x′maxspan, 0 < s < xmaxspan) do
for candidate c： ∆0 (im) ,∆x (in) ∈ C2 do
right shift{{∆0′′0′0 (im) ,∆x′′x′x (in)} ⇒
{∆max(0,x′′)max(0,x′)max(0,x) (im) ,∆max(0,x′′)max(0,x′)max(0,x) (in)}};




Lk = {c：{∆x1 (i1) , . . . ,∆xk (ik)}} | (c ∈ Ck) ∧ (c.dotproduct ≥ support)
end
L =
⋃
k Lk
Algorithm 2: テンソル多次元同時関係抽出操作
