Abstract. We introduce a general framework for repairing inconsistent databases by distance-based considerations. The uniform way of representing repairs and their semantics clarifies the essence behind various approaches to consistency restoration in database systems, helps to compare the underlying formalisms, and relates them to existing methods of defining belief revision operators, merging data sets, and integrating information systems.
Introduction and Motivation
Inconsistency of constraint data-sources is a widespread phenomenon. Restoring information consistency (or repairing the database) is usually closely related to the principle of minimal change, which is the aspiration to reach consistency by a minimal amount of modifications in the 'spoiled' data. To illustrate this, consider the following simple example: Example 1. Consider a database with two data facts D = {p, r}, and an integrity constraint IC = p → q. Under the closed world assumption [33] , stating that each atomic formula that does not appear in D is false, this database is clearly inconsistent, as IC is violated. Two ways of restoring consistency in this case are by inserting q to D or deleting p from D. Moreover, assuming that integrity constraints cannot be altered, these are the most compact ways of repairing this database, in the sense that any other solution requires a larger amount of changes (i.e., insertions or retractions) in D.
Consistency restoration by minimal change may be traced back to [12] and [35] . In the context of database systems, this notion was introduced by [1] , and then considered by many others, including [2-4, 6, 7, 13, 22, 21, 29, 34] . Some implementations of these methods are reported in [3, 18, 19, 28] . Despite their syntactic and semantic differences, as well as the different notions of repair used by different consistency maintenance formalisms, the rationality behind all these methods is of keeping the 'recovered' data 'as close as possible' to the original (inconsistent) data. This implies that database repairing can be specified in terms of distance semantics, using appropriate metrics.
In this paper, we identify distance-based semantics at the heart of a vast amount of repairing methods, and introduce a corresponding framework for data repair. In this respect, we follow Bertossi's remark [5] , that "identifying general properties of the reasonable repair semantics [. . .] is a very important research direction. Unifying principles seem to be necessary at this stage in order to have a better understanding of consistent query answering". Indeed, the representation of different repairing methods as distance-based formalisms provides a common ground for relating them. Moreover, we show that the same distance-based considerations are not only the essence of database repairing and consistent query answering, but are also the nucleus of many approaches for belief revision and data integration. In this respect, this work is not restricted to databases only.
The rest of this paper is organized as follows: in Section 2 we give a general representation of consistency restoration in database systems as a distance minimization problem. In Section 3 we consider different distance-based approaches to database repairing, and incorporate the notion of optimal matching (between the spoiled and the recovered data) for generalizing existing repairing methods and defining some new ones. In Section 4 we relate database repairing to different methods of merging independent data-sources. In Section 5 we conclude.
Database Repair as a Distance Minimization Problem
Let L be a first-order language with P its underlying set of predicates.
, where D is a finite set of ground atomic facts (i.e., atomic formulas without variables) whose predicate names are in P, and IC is a finite and consistent set of formulae in L.
The set D in the definition above is called database instance and its elements are called facts. The meaning of D is usually determined by the conjunction of its facts augmented with Reiter's closed world assumption [33] . The formulas in IC are called integrity constraints. These formulas specify conditions that should be satisfied, with respect to some underlying semantics S, by all the database facts. We denote this by D |= S IC. Common definitions for S are the standard two-valued semantics, the minimal Herbrand model semantics, the stable model semantics [20] , Kleene's three-valued semantics [24] , or any other multiple-valued semantics [23] . A semantics S defines, for a set Γ of formulas in L, the S-models of Γ , i.e., a set mod S (Γ ) of valuations that satisfy all the formulas in Γ . In this respect D |= S IC means that every element of mod S (D) is also an S-model of every integrity constraint in IC. When a database is not consistent, one or more integrity constraints are violated, and so it is usually required to 'repair' the database, i.e., restore its consistency. For this, given a database DB = (D, IC), we denote by HU(DB) the ground terms in the Herbrand universe of DB, θ i denotes substitutions of variables by elements in HU(DB), and Atoms(DB) denotes the atomic formulas that appear in the formulas of D ∪ IC. For each P (c 1 , . . . , c n ) ∈ Atoms(DB), let
An update U of D is a set that consists of zero or more elements from Upd(A) for each A ∈ Atoms(DB). The set of all the updates of D is denoted by Upd(D).
The intuition behind this definition is simple: the predicates in Atoms(DB) are those that are 'known' to the database, thus they are the relations that potentially appear in a repaired database. Now, the elements in Upd P (c 1 , . . . , c n ) represent the possible updates of P (c 1 , . . . , c n ). Note that {c i } and {d i } are atomic terms (constants or variables), so the role of the substitutions in the definition of Upd is twofold: to introduce constants instead of variables in predicate tuples (in case that the values are known) and to replace constants by variables (in case that there are wrong values in a tuple and the correct values are unknown. Here, variables may be intuitively regarded as missing (null) values). By this, only erroneous fragments of tuples are modified. 3 The condition that in every tuple at least one component belongs to HU(DB) is meant to exclude degenerated cases, in which a tuple consists of null values only. A potential repair R of DB is an update of D that preserves IC with respect to S (R |= S IC). The set of all the potential repairs of DB is denoted by Rep(DB).
Example 2. [4]
Given the following database instance employee(Alice), salary(Alice, 1000), director(Alice) employee(Bob), salary(Bob, 1000), , and two integrity constraints: one says that every employee has a salary, and the other constraint specifies that a director should earn more money than any other employee. Now, applying here the closed world assumption, we conclude that Bob is not a director. On the other hand, Bob earns the same amount of money as Alice, who is a director, so the second integrity constraint is violated. In this case (using some abbreviations with obvious meanings), we have that the updates of the ground facts in the database are the following:
Among the possible updates of D we therefore have the following sets:
Note that U 1 is obtained by retracting the fact that Alice is a director (so in this case Upd(dir(Alice)) has no representatives), while U 2 and U 3 cause modifications in the salary of Alice and Bob (respectively). Note also that all these updates are also potential repairs, provided that val 1 > 1000 and val 2 < 1000.
For selecting the best potential repairs we require that the repaired information should be 'as close as possible' to the original one. Implicitly, then, this criterion involves distance-based considerations and a corresponding metric.
, where |= S is the entailment relation induced by the underlying semantics S and d is a pseudo distance on the power set 2 L of the well-formed formulae in L.
Repair contexts are parametrized descriptions on how to repair databases. 
Database repairs induce corresponding notions of query answering:
Definition 6. A query Q(x 1 , . . . , x n ) is a first-order formula with free variables x 1 , . . . , x n . Denote by Q[c 1 /x 1 , . . . , c n /x n ] the simultaneous substitution in Q of the variables x i by the constants c i (i = 1, . . . , n), respectively. Now, let R = |= S , d be a repair context, and Q(x 1 , . . . , x n ) a query on DB.
-A tuple c 1 , . . . , c n is a credulous answer for Q if there exists an element
-A tuple c 1 , . . . , c n is a conservative answer (or a consistent query answer )
3 Distance Semantics for Database Repair
Distance functions
The choice of the distance function (and so the metric at hand) plays a crucial role in the repairing process. There are many possibilities to measure distances between the spoiled database instance and its potential repairs. Below we recall two common definitions of such distances:
-The Hausdorff distance [15] :
-Eiter and Mannila's distance [17] :
The following proposition recalls some known facts about these distances:
In what follows we consider pseudo distances that are defined by matching functions (between the elements of the original database instance and the elements of a potential repair) and by aggregation functions that evaluate the quality of those matchings. 
where, for every set S, d(x, S) = 1 2 max{d(y, z) | y, z ∈ Atoms(DB)}. Thus, d f is obtained by applying f on the distances among matched elements and on the distances among non-matched elements and the other set. c) A matching m between A and B is called {d, f }-optimal if for every matching m between A and A, B) , where m is a {d, f }-optimal matching between A and B.
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The aggregation function in Definition 8 may be, e.g., a summation or the average of the distances, the maximum value among those distances (which yields a worst case analysis), a median value (for mean case analysis), and so forth. Such functions are common in data integration systems (see also Section 4 below). It follows, then, that the repairs in this case are R 1 = {p, q, r} and R 5 = {r}. Among the potential repairs, these repairs require a minimal amount of modifications in D. 8 Thus, e.g., r conservatively (and so credulously) follows from DB, and q credulously (but not conservatively) follows from DB. Note that as distances are non-negative, all the aggregation functions on sets of distances considered above (summation, maximum, median, etc.) are strict.
By Note 2, Definition 11 is a particular case of Definition 5 for aggregationbased distance functions (and aggregation-based repair contexts).
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The next proposition shows that, as expected, there is nothing to repair in consistent databases.
Proposition 3. For every strict aggregation-based repair context R, if DB is a consistent database, then ∆ R (DB) = {D}.
Domain independent repairs
A common definition of an aggregation-based repair context is R = |=, d
u , Σ , where the underlying distance-aggregation function, d u Σ , is obtained by a summation of the drastic distances d u between matched elements (see also Example 3).
It is easy to verify that d u and d u , Σ corresponds to the repair method introduced in [1] , which inspires many other works on (domain independent) database repair (see, e.g., [2, 4, 6, 7, 22, 21, 28] ). It is also interesting to check the distance-based functions of Definition 7 when the domain independent d u is taken as the basic distance function. In this case the Hausdorff distance is reduced to 0 if A = B and 1 otherwise. While this is still a distance function, it is clearly useless for making subtle preferences among potential repairs. The Eiter-Mannila's distance, on the other hand, is more appropriate in this case, and as in Proposition 5, is it related to pairwise repairing. Indeed, given d u , the Eiter-Mannila's distance between the original database D and its repair R = D ∪ Insert \ Retract is equal to 1 2 (Insert + Retract). In this case we get the Ramon-Bruynooghe matching-based distance [32] , which is a distance function (and not only a pseudo distance, cf. Proposition 1).
Domain-dependent repairs
Consider again the database of Example 2. There are several potential repairs in this case. Let's consider two of them:
R 1 : remove all the information about Bob from the database, R 2 : change the information about the salary of Bob.
Note that if we use a domain independent repair context with e.g. d u as the underlying distance function, each potential repair above is as good as the other one, since the cost of the optimal matching between the original database and the repaired database that is obtained by R 1 is the cost of the two retracted elements (employee(Bob) and salary(Bob, 1000)) that cannot be matched to an element in the repaired database, which is 1 2 + 1 2 = 1. Likewise, the optimal matching between the original database and the repaired database that is obtained by R 2 links employee(Alice), employee(Bob), salary(Alice, 1000) and director(Alice) to the same facts in the repaired database, and relates salary(Bob, 1000) to salary(Bob, x) (for some x < 1000). The resulting distance is therefore 0 + 0 + 0+0+1 = 1. According to the repair context R = |=, d
u , Σ , then, both potential repairs have the same priority. However, in this case, the second repair (salary changes) seems more plausible than the first one (employee removal), as it is more realistic here to assume that the problem is due to a typographic error in the salary information. Moreover, R 1 is more drastic, as it causes information loss (Bob is no longer a reported employee). It is clear, then, that simple cardinality considerations are not useful here, and more delicate considerations, that would yield the preference of R 2 over R 1 , are required.
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A more subtle preference criterion is obtained by the distance function in [30] :
For different predicate symbols the distance d 1 is maximal; however, when the predicate symbols are the same, the distance linearly increases with the number of arguments that have different values, and is at most
1 is a distance function (Definition 3), which is bounded by 1.
According to d 1 , the distance between the database instance D of Example 2 and R 1 is still 1, while the distance between D and R 2 is the same as the distance between salary(Bob, 1000) and salary(Bob, x), which is Nienhuys-Cheng's distance d 1 can be further refined to reveal other considerations. For instance, under the assumption that primary keys are less error-prone, one may consider the following variation of d 1 :
Definition 15. Below we denote primary key values by underscores, and assume, without loss of generality, that they precede the non-key values. Define:
Example 4. As noted in Example 2, Upd(sal(Alice, 1000)) = {sal(Alice, 1000), sal(x, 1000), sal(Alice, y)}, which means that there are four options regarding the fact salary(Alice, 1000): keeping it unchanged, changing the first argument (employee-name), changing the second argument (salary), or deleting it altogether. Assuming that employeename is the primary key for the salary relation, according to d 2 , the costs of these options are 0, 1, 2 , Σ , the two repairs of the database are: {emp(Alice), emp(Bob), dir(Alice), sal(Alice, v 1 ), sal(Bob, 1000)} for v 1 > 1000, {emp(Alice), emp(Bob), dir(Alice), sal(Alice, 1000), sal(Bob, v 2 )} for v 2 < 1000. That is, consistency restoration is obtained here by salary corrections.
Linking instead of matching
The notion of (optimal) matching between the elements of a database instance and its repair may be weakened. Instead of relating each database fact with at most one atomic formula of a repair and vice versa, it is possible to associate a database fact with several atoms of a repair. This is called linking. Optimal linking and the induced distance between sets are defined just as in Definition 9.
Example 5. Consider a database instance D = {teaches(John, DB)} and integrity constraints that no-one teaches DB (since, e.g., this course is cancelled), and that a lecturer must give at least two courses. A repair in this case would be R = {teaches(John, x 1 ), teaches(John, x 2 )} for some x 1 = x 2 = DB. Each one of the two optimal matchings in this case relates the database fact to one of the two elements of R, leaving the other one unmatched. In the notations of the previous section, then, d
. If linking is used instead of matching, there is only one optimal linking between D and R, which associates the two new facts in R with the old one in D, hence in this case d
Complexity
Computing all the repairs of a given database is not tractable, as even for propositional databases the number of repairs of a database could be exponential in the database's size. Indeed, the database ({p 1 , . . . , p n }, {p i → q i } n i=1 ) has 2 n repairs with respect to R = |=, d
u , Σ . These repairs correspond to all the combinations of inserting q i or removing p i , for i = 1, . . . , n. In an attempt to overcome this problem, most of the existing algorithms for query answering do not compute the repairs themselves, but make inferences using rewriting techniques [1] , logic programming paradigms [2, 16, 19, 21, 22] , (hyper-)graph computations [10, 11] , and proof theoretic methods, such as analytic tableaux [7] . Tractability in such cases is usually reached only for restricted syntactical forms of the integrity constraints. For instance, the technique in [11] is polynomial only for denial integrity constraints 14 , and the rewriting technique in [1] , which is also tractable, is limited to binary universal constraints. Computational considerations regarding database repairs is beyond the scope of this paper, which is concentrated on the representational aspects of the problem. We note, however, that generally, the distance functions themselves do not add extra computational complexity to the problem. This is demonstrated, for instance, by the following results: The main computational difficulty remains, therefore, the large amount of potential repairs at hand. Extensive surveys on the computational complexity of existing approaches to database repair and consistent query answering appear in [8] [9] [10] (see also [34] for complexity results regarding update-based repairing).
Integration of Constraint Data-Sources
Integration of autonomous data-sources under global integrity constraints (see [26] ) is closely related to database repair. The main differences between the two problems is that in contrast to database instances, data-sources may contain negative facts and not only positive ones. Also, the closed world assumption is no longer assumed. In this section we show how our framework may be used for defining operators for the merging problem as well.
Example 6.
[26] Four flat co-owners discuss the construction of a swimming pool (s), a tennis-court (t) and a private car-park (p). Building two or more items will increase the rent (r), otherwise the rent will not be changed.
The opinions of the owners are represented by the following four data-sources: D 1 = D 2 = {s, t, p}, D 3 = {¬s, ¬t, ¬p, ¬r}, D 4 = {t, p, ¬r}. The impact on the According to M 1 , M 1 is the best potential merging, and so the owners decide to build all the three facilities. As a result, the rent increases. According to M 2 , however, M 4 , M 6 and M 7 are the optimal mergings, which implies that only one of the facilities will be built, and so the rent will remain the same. 16 Thus, e.g., r is a consistent answer w.r.t. M 1 while ¬r is a consistent answer w.r.t. M 2 .
Conclusion
Data processing by distance considerations is not a new idea, and it has been used mainly in the context of query answering [1, 2] integration of constraint belief-sets [25, 26] and operators for belief revision [14, 27, 31] . In this paper we introduced a uniform framework for representing, comparing and implementing different approaches for these contexts. Another advantage of our approach is that it opens the door to many new methods that are induced by known distance definitions. This is particularly useful in the context of database repairing, where so far most of the formalisms in the literature that involve distance-based semantics are domain independent while in many practical cases domain dependent repairs are more adequate. The new forms of repairs offered by our framework provide intuitive solutions to such cases, mainly as the notion of closeness can be captured in more subtle ways (most of them are domain dependent), and erroneous components of the data can be detected and updated without violating the valid fragment of the information.
