Fifteen natural ventilation and twelve forced ventilation compartment fire experiments were conducted in a steel ship wmpartment. Experimental results were used to modify a temperature correlation, developed by Deal and Beyler [I], making it applicable to compartments with conductive boundaries. In addition to validating the temperature correlation using measured vent flow rates, the use of predicted vent flow rates was investigated. The McCaffrey, Quintiere, and Harkleroad (MQH) Method for temperature prediction was modified for use with wnductive boundaries and also compared with experimental results. Each of these methods predicted temperatures with success.
INTRODUCTION
The Ship Fire Safety Engineering Method (SFSEM), developed by the United States Coast Guard (USCG) and Worcester Polytechnic Institute ( W I ) , requires a submodel for the prediction of the time to full room involvement (FRI) in compartment fires. In the application of the SFSEM to the Polar Icebreaker Replacement design, attempts to use existing methods for predicting FRI time were unsuccessful for compartments with highly wnductive barriers and for forced ventilation scenarios [2]. These difficulties were addressed theoretically in a subsequent analytical investigation and a method for FRI prediction was developed [1, 3, 4] . This method was validated using a wide range of naturally ventilated fire data but with minimal forced ventilation data. Data were not available, however, for compartment fires with conductive barriers using either natural or forced ventilation scenarios. Clearly, steel barriers are of great importance for marine applications and model validation is essential.
The objectives of these experiments were to provide experimental data to validate the FRI correlation for both forced and natural ventilation compartment fires with conductive barriers and to investigate the robustness of the FRI correlation for different fire growth rate curves (i.e. examine different fuels). In order to achieve these goals, a steel-bounded compartment was constructed and instrumented on board the USCG Test Vessel Mayo Lykes. Measurements included gas and bulkhead surface temperatures, mass loss, heat flbxes, gas species concentrations, and air velocities.
EXPEIUMENTAL SETUP
The test compartment was approximately 3.4 m wide by 3.3 m deep by 3.05 m high (Figure 1) . AU bulkheads, with the exception of the port side, were 12.7 mm steel. The port bulkhead was 15.9 mm thick. There were 2 door openings, measuring 0.9 m wide by 2 m high, in the bulkheads. One opening was located in the aft bulkhead and served as an access door, remaining closed during all tests. The other opening was located in the starboard bulkhead and served as the exhaust vent. It was modified to simulate 3 separate exhaust vents in natural ventilation tests. A fuel cradle, 2 m by 2 m, was suspended 0.3 m above the floor in the center of the compartment by a cable extending through the overhead. A load cell was attached to the cable so the mass loss could be monitored. The three vent configurations which were used in the natural ventilation test series represented an open door, a quarter door, and an open window. The quarter door and window vents were simulated by using steel plates to cover the appropriate portion of the doorway. The door vent was 0.9 m wide by 2 m high, the quarter door vent was 0.225 m wide by 2 m high and the window vent was 0.9 m wide by 0.8 m high. Both the door vent and quarter door vent were flush with the floor while the window vent had a sill of 1.2 m.
Ventilation was supplied to the room in forced ventilation tests via 30 cm diameter ductwork which extended from a supply fan. The supply duct discharged into the overhead of the test room at a location 30 cm starboard of the port bulkhead and 24 cm forward of the aft bulkhead. A 42 cm by 42 cm diffuser was attached to the discharge hole to help disperse the &(see Figure 1) . In the ductwork, there was a damper used to vary the air supply rate. Three ventilation rates were used: 0.25, 0.38 and 0. 61 m3/sec. Exhaust products exited through a 28 cm by 28 cm vent which was flush with the deck.
Bi-directional probes were used to measure the air velocity in the exhaust vent in all tests and in the supply duct in the forced ventilation tests [5] . Three thermocouple trees were used to measure gas temperatures. Two of these trees were located in comers of the compartment and consisted of 10 branches spaced 30 cm apart. The third tree accompanied the bi-directional probes in the vent. Also, thermocouples were welded to the overhead and to the bulkheads at three heights to measure barrier temperatures. A vertical tree consisting of 7 branches was used for gas analysis. Branches were spaced 41 cm apart beginning 31 cm from the ceiling. The oxygen concentration was measured at each location. The second branch, 82 cm from the ceiling, was also instrumented to measure carbon monoxide, carbon dioxide, and unburned hydrocarbons. The lowest branch also measured carbon monoxide and carbon dioxide. In addition, there was a sampling tube located in the exhaust vent which measured 02, CO, C02, and unburned hydrocarbons (UHC). Pairs of Medtherm radiometers and calorimeters were located in the floor, bulkhead and upper deck. A pressure transducer was located in the floor of the compartment between the fuel cradle and the vent. A more detailed description of the test setup may be found in [6].
Tests were divided into 2 series. There were 15 Series I tests which used natural ventilation and 12 Series 11 tests which used forced ventilation. Within each series, 3 different vent sizes or ventilation rates were examined in conjunction with 4 fuel configurations. Fuel types used were diesel pan fires, wood cribs, and polyurethane slabs. Two pan diameters, 84 cm and 62 cm, were used for the diesel pan fires. All wood cribs were 1.9 by 1.9 m and consisted of 6 layers of 28 3.8 cm members spaced 3.1 cm apart. Polyurethane slabs measured 1.8 m by 1.8 m by 0.15 m. Three additional diesel pan tests were performed each with a full door vent and three pans measuring 62 cm diameter, 84 cm diameter and 46 cm by 92 cm.
DATA ANALYSIS METHODS
Mass loss rates were calculated using a one minute average of the mass loss divided by the time elapsed. Heat release rate calculations were performed by multiplying the mass loss rate and the heat of combustion. Air velocities were calculated and then integrated over the vent area to determine the supply and exhaust flow rates [7J.
Hot and cold layer temperatures were calculated differently for natural and forced ventilation tests. Natural ventilation tests showed some thermal stratification and the layer interface was taken as the point where the temperature gradient was greatest. Temperatures above this point from both thermocouple trees were averaged to obtain the hot layer temperature and below this point to obtain the cold layer temperature. In general, forced ventilation tests did not produce 2 layer systems. The upper layer temperature was calculated both by averaging the temperatures over the entire compartment height and by averaging the temperatures over the top half of the compartment. These values differed by less than 30 "C in smaller fires and 45 "C in larger fires. The value determined by averaging over the entire compartment was used for comparisons with the models.
PEATROSSIBEYLER MODEL FOR UPPER LAYER TEMPERATURE PREDICTION
A correlation for compartment gas temperatures was developed by Deal and Beyler based on an energy balance across the compartment [4].
where Q is the heat release rate (W), %, is the compartment exhaust rate (kglsec), c,, is the heat capacity of the exhaust gases (J/kgK), A, is the barrier surface area (m2), and h, is the overall heat transfer coefficient (W/m2K). The barrier surface area is taken as the interior surface area of the compartment, including the floor.
Expressions for h, have been developed for normal insulating boundary materials. These expressions are not valid for highly conductive boundary materials, therefore, a bounding heat loss model for conductive barriers needs to be developed. Assuming a uniform compartment temperature T, and using a lumped mass analysis for the barrier yields where T is the barrier temperature, T, is the temperature of the upper layer, To is the ambient temperature, m" is the mass per unit area of the barrier, c, is the barrier's specific heat, and h, and h, are the heat transfer coefficients on the hot and ambient sides of the barrier, respectively. Taking all temperatures as relative to ambient temperature and the initial conditions of T=O at t=O, the following expression results
The overall heat transfer coefficient, h,, may be expressed by With the appropriate substituations, a fmal expression for h, results
Looking at the behavior of this equation, it is found that
Upper Layer Temperature Prediction Results
Values of h, and h, were determined using upper layer temperatures and natural or forced vent flow rates measured in the present experiments. For both ventilation types, the best agreement between measured and predicted temperatures occurred with heat transfer coefficient values of 30 W/m2K for h, and 20 W/m2K for h,. Using these coefficients in Equation 6, an overall heat transfer coefficient beginning at 30 W/m2K and decaying to 12 W/m2K results. Figure 2 displays the results from all Series I tests. The points plotted represent a four point set from each test taken during the growth and steady-state periods. Agreement is excellent: the average difference between the predicted and actual values was calculated as 18 "C. Forced ventilation fire temperatures were predicted less reliably. A plot summarizing the forced ventilation tests is shown in Figure 3 . The mean difference between the experimental and predicted results was 30 "C, nearly twice that of the natural ventilation results. In both series, there is a slight tendency to overpredict the measured upper layer temperatures.
Barrier temperatures can be estimated using Equation 3. Predictions using this equation and the heat transfer coefficients determined to predict gas temperatures (i.e. h, = 30 W/mZK and h, = 20 W/mZK) are shown in Figure 4 . The ability of this model to predict both barrier and gas temperatures adds credibility to the method.
Vent Flow Rate Predictions
When the vent flow rate is not known, vent flow dynamics and plume entrainment may be used to estimate the flow rate. Two simple approaches to flow estimation are the DeaVBeyler Layer Driven Method Figure 5 shows the results of the vent flow rate predictions. Smaller vent tests were predicted more accurately than larger vent tests. However, since the temperature correlation equation is relatively insensitive to the exhaust rate, the predictions were not shifted significantly from those calculated using the measured vent flow rate. Figure 6 presents a wmparison of this model with the experimental results. An overprediction of the gas temperatures results from the underprediction of the vent flow rates. The mean difference between the predictions and the actual values was 54 "C.
Mowrer's Method employs Hekestad's correlation for fire entrainment, neglecting the virtual origin offset [lo] . This correlation differs from Zukoski's since it was developed for entrainment at the fire base instead of along the flame height. Vent flow rates were calculated using simplifications and assumptions detailed by Mowrer's equations 15, 21, and 23 [8]. Exhaust flow rates were slightly overpredicted in all tests, but the performance of Mowrer's vent flow rate prediction is better than the DeaYBeyler approach (Figure 7 ). This result is expected since the layer interface was always below the flame tip in these A summary plot including points from each test is shown in Figure 8 . A mean difference of 46 "C was calculated. In general, these predictions were better than those resulting from the D e d k y l e r Layer Driven Model.
MCCAFFREY, QUINTIERE, AND HARKLEROAD (MQH) METHOD
The motivation for a temperature correlation which could handle highly conductive barriers resulted from the shortcomings of the heat loss relationship developed by McCaffrey, Quintiere and Harkleroad [ll] . Since their model assumes that the major resistance to heat loss is in the barriers, another expression for the overall heat transfer coefficient needed to be determined for steel-bounded compartments. In previous work by Deal and Beyler, it was found that the overall heat transfer coefficients used in the MQH In most cases, these predictions are somewhat higher than the experimental data and the temperatures predicted with the Peatross/Beyler Model. A comparison of these results with the actual temperatures is presented in Figure 9 . A mean difference of 47 "C was calculated for these data points.
Comparison of Temperature Prediction Methods
Based on these experimental results, each method of temperature prediction investigated was successful. The mean differences and standard deviations calculated for the data points used in the summary plots are listed in Table 1 . The Peatross/Beyler Model is recommended when the vent flow rate is known. However, the MQH Method is more reliable than vent flow rate prediction methods in situations where the vent flow rate is not known.
TABLE 1. Comparison of Temperature Prediction Methods

Prediction of Flashover As a Function of Compartment Size and Ventilation Rate
For the purpose of determining whether a room will reach flashover, Equation 1 can be expressed as a function of the compartment size and ventilation rate. This is achieved by dividing the right hand side by me, and assuming that the maximum heat release rate can be estimated by where C is the fraction of air which participates in combustion and A%,, is the heat released per unit air consumed. The mass inflow rate (kg/sec) can be expressed as QV/3600 where K is the number of air changes per hwr, p is the density of ihe incoming air (kg/m3) and V is the room volume (m3). These substitutions in Equ. 1 result in the following equation
Assuming that C = 0.5 (appropriate for overhead ventilation [3] ) and substituting ambient values for p, and c,, AT = 500 K (corresponding to flashover conditions), an accepted value of Aw,, (3 Hlg), and a steady-state overall heat transfer coefficient of 0.012 kW/m2K, the following expression for the number of air changes needed per hour to support flashover results Using the test compartment dimensions, it is determined that 33 air changes per hour are necessary to support flashover conditions. Typically, spaces with forced ventilation systems have 6-30 air changes per hour [2] . Thus, most shipboard spaces would not be expected to support flashover under forced ventilation conditions.
CONCLUSIONS
A model to predict gas temperatures in compartment fires with conductive barriers was validated for both natural and forced ventilation scenarios. Heat transfer coefficients for the hot and ambient sides of the barrier were 30 and 20 WIdK, respectively. This model correctly predicts both upper layer gas temperatures and bulkhead temperatures.
Two vent flow rate prediction methods, the DealIBeyler Layer Driven Method and the Mowrer Method, were used to determine the exhaust rate to be used in the PeatrossIBeyler temperature prediction equation. These flow prediction methods were reasonably reliable for predicting the vent flow rate. Since the PeatrossIBeyler model is not very sensitive to changes in the exhaust rate, temperature predictions were good. A modified McCaffrey, Quintiere, and Harkleroad Method was also used to predict upper layer temperatures with excellent results.
In summary, the PeatrossIBeyler Model is preferred in situations where the vent flow rates are known. In cases where the vent flow rate is not known, the modified MQH Method presents a better prediction of temperature than using the Peatross/Beyler Model with vent flow rate prediction techniques.
