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Abstract
In recent years, Bayesian nonparametric statistics has gathered extraordinary atten-
tion. Nonetheless, a relatively little amount of work has been expended on Bayesian
nonparametric hypothesis testing. In this paper, a novel Bayesian nonparametric ap-
proach to the two-sample problem is established. Precisely, given two samples X =
X1, . . . , Xm1
i.i.d.∼ F andY = Y1, . . . , Ym2 i.i.d.∼ G, with F and G being unknown con-
tinuous cumulative distribution functions, we wish to test the null hypothesisH0 : F =
G. The method is based on the Kolmogorov distance and approximate samples from
the Dirichlet process centered at the standard normal distribution and a concentration
parameter 1. It is demonstrated that the proposed test is robust with respect to any
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prior specification of the Dirichlet process. A power comparison with several well-
known tests is incorporated. In particular, the proposed test dominates the standard
Kolmogorov-Smirnov test in all the cases examined in the paper.
Key words and phrases: Dirichlet process, goodness-of-fit tests, Kolmogorov dis-
tance, two-sample problem.
MSC 2000: 62F15, 62N03.
1 Introduction
Two-sample comparison is a common problem in statistics. Namely, given two samples
X = X1, . . . , Xm1
i.i.d.∼ F and Y = Y1, . . . , Ym2 i.i.d.∼ G, with F and G being unknown
continuous cumulative distribution functions, the problem is to decide whether F = G. For
instance, in medical studies, one may want to assess the efficiency of a new drug in two
groups of patients. See Borgwardt and Ghahramani (2009) for more interesting examples in
different disciplines.
The objective of this paper is to describe a Bayesian nonparametric procedure for the
above situation. Our method is based on approximate samples from the Dirichlet process
(Ferguson, 1973) with the standard normal base measure and a concentration parameter of
unity. Next, the Kolmogorov distance is used to examine if the two distributions are equal or
not.
Bayesian nonparametrics is a fast developing area in statistics. Nevertheless, there has
been relatively little amount of work has been expended on Bayesian nonparametric hy-
pothesis testing. Most of the work includes goodness-of-fit tests for one-sample problems.
Two standard nonparametric Bayesian approaches for one-sample goodness-of-fit tests can
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be found in the literature. The first approach consists of embedding the proposed model in
the null hypothesis into a larger family of models (the alternative family). Following this
step, a prior is placed on the alternative family. Then, the Bayes factor of the null hypothesis
to the alternative is computed. For example, Carota and Parmigiani (1996), and Florens,
Richard, and Rolin (1996) used a Dirichlet process prior for the alternative distribution.
McVinish, Rousseau, and Mengersen (2009) considered mixtures of triangular distributions.
Another form of the prior, the Po´lya tree process (Lavine, 1992), was suggested by Berger
and Guglielmi (2001). The second approach for one-sample goodness-of-fit tests is based on
placing a prior on the true distribution generating the data. For this test, the distance between
the posterior distribution and the proposed one is measured. Muliere and Tardella (1998),
Swartz (1999), Al Labadi and Zarepour (2013a, 2014b) considered the Dirichlet process
and applied the Kolmogorov distance to test continuous distributions. Viele (2000) used the
Dirichlet process and the Kullback-Leibler distance to test only discrete distributions. Ex-
plicit expressions for calculating the different types of distance between the Dirichlet process
and its base measure were derived in Al Labadi and Zarepour (2014b). On the other hand,
Hsieh (2011) used the Po´lya tree prior and the Kullback-Leibler distance to test continuous
distributions. As for two-sample tests, Holmes, Caron, Griffin, and Stephens (2015) devel-
oped a way to compute the Bayes factor for testing the null hypothesis through the marginal
likelihood of the data with Po´lya tree priors centered either subjectively or using an empir-
ical procedure. Under the null hypothesis, they modeled the two samples to come from a
single random measure distributed as a Po´lya tree, whereas under the alternative hypothe-
sis the two samples come from two separate Po´lya tree random measures. Ma and Wong
(2011) allowed the two distributions to be generated jointly through optional coupling of a
Po´lya tree prior. Borgwardt and Ghahramani (2009) discussed two-sample tests based on
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Dirichlet process mixture models and derived a formula to compute the Bayes factor in this
case. Generalizations of the Bayes factor approach based on Po´lya tree priors to censored
and multivariate data were proposed by Chen and Hanson (2014). Note that, the two-sample
Bayesian nonparametric tests based on the distance approach are not found in the literature.
Thus, the method proposed in this paper is considered the first endeavor in this direction.
This paper is structured as follows. In Section 2, we recall the definition of the Dirichlet
process and some of its relevant properties. In Section 3, we describe our method to test the
equality of two unknown distributions. In Section 4, illustrative examples and simulation
results are included. In Section 5, we empirically compare the power of the proposed test to
several well-known tests. Some properties of the proposed approach are discussed in Section
6. Finally, some concluding remarks are made in Section 7.
2 The Dirichlet Process
In this section, we introduce some preliminary information about the Dirichlet process.
The Dirichlet process, formally introduced in Ferguson (1973), is the most well-known
and widely used prior in Bayesian nonparametric inference. Consider a space X with a
σ−algebraA of subsets ofX. LetH be a fixed probability measure on (X,A) and a be a pos-
itive number. Following Ferguson (1973), a random probability measure P = {P (A)}A∈A
is called a Dirichlet process on (X,A) with parameters a and H , if for any finite measurable
partition {A1, . . . , Ak} of X, the joint distribution of the vector (P (A1), . . . P (Ak)) has the
Dirichlet distribution with parameters (aH(A1), . . . , aH(Ak)), where k ≥ 2. We assume
that if H(Aj) = 0, then P (Aj) = 0 with a probability one. If P is a Dirichlet process with
parameters a and H, we write P ∼ DP (a,H). The parameter a is known as the concen-
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tration parameter and the probability measure H is called the base (centering) measure of
P.
An attractive feature of the Dirichlet process is the conjugacy property. If X1, . . . , Xm
is a sample from P ∼ DP (a,H), then the posterior distribution of P given X1, . . . , Xm
coincides with the distribution of the Dirichlet process with parameters a∗ and H∗, where
a∗ = a+m and H∗m =
a
a+m
H +
m
a+m
∑m
i=1 δXi
m
. (2.1)
Here and throughout this paper, δX denotes the Dirac measure at X , i.e. δX(A) = 1 if
X ∈ A and 0 otherwise. We also use a “∗” as a superscript to denote posterior quantities.
James, Lijoi, and Pru¨nster (2006) showed that the Dirichlet process is the only normalized
random measure with independent increments that enjoys the conjugacy property. Notice
that, the posterior base distribution H∗ is a convex combination of the base distribution
and the empirical distribution. The weight associated with the prior base distribution H is
proportional to a, while the weight associated with the empirical distribution is proportional
to the number of observations m. The posterior base distribution H∗ approaches the prior
base measure H for large values of a. On the other hand, for small values of a, H∗ is close to
the empirical distribution. The consistency property of the Dirichlet process has been studied
in detail in Goshal (2010). Similar to the frequentist’s empirical process, as m → ∞, Lo
(1987) showed that the centered and scaled Dirichlet process
√
m (P ∗m −H∗m) converges to
a Brownian bridge on D[0, 1] with respect to the Skorohod topology. Lo (1987) applied
his result to establish asymptotic validity of the Bayesian bootstrap. See also James (2008)
and Al Labadi and Zarepour (2013b). The distributional functionals of the Dirichlet process
appear, for instance, in Cifarelli and Regazzini (1990), Regazzini, Guglielmi, and Di Nunno
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(2002), Lijoi and Regazzini (2004) and James (2005, 2006).
Ferguson (1973) proposed a series representation as an alternative definition for the
Dirichlet process. Also see Ferguson and Klass (1972). Specifically, let (Ek)k≥1 be a se-
quence of i.i.d. random variables with an exponential distribution of mean 1 and Γi =
E1 + · · ·+Ei. Let (θi)i≥1 be a sequence of i.i.d. random variables with common distribution
H , independent of (Γi)i≥1. Define
P (·) =
∞∑
i=1
L−1(Γi)∑∞
i=1 L
−1(Γi)
δθi(·), (2.2)
where L(x) = a
∫∞
x
t−1e−tdt, x > 0, and L−1(y) = inf{x > 0 : L(x) ≥ y}. Then the
random probability measure P is a Dirichlet process with parameters a and H .
From (2.2), it follows clearly that a realization of the Dirichlet process is a discrete prob-
ability measure. This is true even when the base measure is absolutely continuous. This fact
was noted by Ferguson (1973), and Blackwell and MacQueen (1973). Note that, although
the Dirichlet process is discrete with probability one, this discreteness is no more trouble-
some than the discreteness of the empirical process. By imposing the weak topology, the
support for the Dirichlet process is quite large. Specifically, the support for the Dirichlet
process is the set of all probability measures whose support is contained in the support of the
base measure. This means if the support of the base measure is X, then the space of all prob-
ability measures is the support of the Dirichlet process. For example, if we have a normally
distributed base measure, then the Dirichlet process can choose any probability measure.
See Ferguson (1973) and Ghosh and Ramamoorthi (2003) for further discussion about the
support of the Dirichlet process. In practice, it is difficult to work with (2.2) because there is
no tractable form for the Le´vy measure L and determining the random weights in the sum re-
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quires the computation of an infinite sum. Recently, Zarepour and Al Labadi (2012) derived
an efficient approximation of the Dirichlet process with monotonically decreasing weights.
Specifically, let Xn be a random variable with a Gamma(a/n, 1) distribution. Define
Gn(x) = Pr(Xn > x) =
1
Γ(a/n)
∫ ∞
x
e−tta/n−1dt
and
G−1n (y) = inf {x : Gn(x) ≥ y} .
Let (θi)1≤i≤n be a sequence of i.i.d. random variables with values in X and common distri-
bution H , independent of (Γi)1≤i≤n+1. Then, as n→∞,
Pn =
n∑
i=1
G−1n
(
Γi
Γn+1
)
∑n
i=1G
−1
n
(
Γi
Γn+1
)δθi (2.3)
converges almost surely to P , defined by (2.2). Zarepour and Al Labadi (2012) and Al
Labadi and Zarepour (2014a) demonstrated that the convergence rate of the representation
(2.3) is empirically faster than several existing representations, including Bondesson (1982),
Sethuraman (1994), and Wolpert and Ickstadt (1998).
Based on representation (2.3), the following algorithm outlines the steps required to gen-
erate a sample from the approximate Dirichlet process with parameters a and H:
Algorithm A: Simulating an approximation for the Dirichlet process process
(1) Fix a relatively large positive integer n.
(2) Generate θi
i.i.d.∼ H for i = 1, . . . , n.
(3) For i = 1, . . . , n + 1, generate Ei from an exponential distribution with mean 1, inde-
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pendent of (θi)1≤i≤n and let Γi = E1 + · · ·+ Ei.
(4) For i = 1, . . . , n, compute G−1n (Γi/Γn+1) , which is simply the quantile function of the
Gamma(α/n, 1) distribution evaluated at 1− Γi/Γn+1.
(5) Use representation (2.3) to find an approximate sample of the Dirichlet process.
3 A Bayesian Nonparametric goodness-of-fit Test
In this section, we consider the two-sample problem described in the Introduction, where
two i.i.d. samples are observed and the problem is to test if the two underlying distribu-
tions are different. Specifically, given two samples X = X1, . . . , Xm1
i.i.d.∼ F and Y =
Y1, . . . , Ym2
i.i.d.∼ G with F and G being unknown continuous cumulative distribution func-
tions, we want to test the null hypothesisH0 : F = G. The approach is based on measuring
the Kolmogorov distance between the posterior distribution of the Dirichlet process given the
first sample and the posterior distribution of the Dirichlet process given the second sample.
Next, we compare whether the distance is small or large. Since the posterior distribution of
the Dirichlet process converges uniformly to the actual distribution generating the data as
the sample size gets large (Ferguson, 1973; Goshal, 2010; Al Labadi and Zarepour, 2013b),
H0 is rejected whenever the distance is large (see also Lemma 1 in Section 6 for more dis-
cussion). On the other hand, H0 is not rejected if the distance is small. Two issues must be
considered: (1) how to select the parameters for the Dirichlet process and (2) how to con-
clude whether the resulting distance is large or small. As for the first issue, we choose the
base measure to be the standard normal distribution and the concentration parameter to be
1. We show in Section 6 of the current paper that the proposed test is robust with respect
to the prior specification of the Dirichlet process (i.e., the concentration parameter and the
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base measure). To address the second issue, we introduce first the Kolmogorov distance. Let
Pn1 and Qn2 be two discrete distributions with corresponding jump points (Uk)1≤k≤n1 and
(Vk)1≤k≤n2 . The Kolmogorov distance between Pn1 and Qn2 , denoted by d(Pn1 , Qn2) := d,
is
d(Pn1 , Qn2) = sup
x∈R
|Pn1 ((−∞, x])−Qn2 ((−∞, x])| := sup
x∈R
|Pn1(x)−Qn2(x)|,
where, here and throughout the paper, we use the same notation for the probability measure
and its corresponding cumulative distribution function. The above distance can be simplified
(for programming convenience) to
d(Pn1 , Qn2) = max
1≤i≤n1+n2
|Pn1(Zi)−Qn2(Zi)|, (3.1)
where (Zk)1≤k≤n1+n2 are the combined jump points. In symbols, Zk = Uk, k = 1, . . . , n1
andZn1+k = Vk, k = 1, . . . , n2. Thus, for each k, k = 1, . . . , n1+n2, we compute |Pn1(Zi)−
Qn2(Zi)| and set d to be the largest of these values.
In our approach, we set Pn1 = P
∗
n1,m1
and Qn2 = Q
∗
n2,m2
in (3.1), where P ∗n1,m1 is an
approximation of the posterior distribution of the Dirichlet process given the first sample
and Q∗n2,m2 is an approximation of the posterior distribution of the Dirichlet process given
the second sample. Small values of d indicate evidence in favor ofH0. To determine whether
d is large or small, the (prior) Kolmogorov distance between two prior distributions of the
Dirichlet process is computed. Henceforth, d0 denotes the Komogorov distance between two
prior distributions. We take the base measure for each prior distribution to be the standard
normal distribution, where the concentration parameter of the first prior is 1 + m1 and for
the second prior it is 1 + m2. This setup of the prior distributions of the Dirichlet process
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guarantees that any change between the prior distance and posterior distance is only due to
the difference between the two samples. Then we calculate the 95% prediction interval by
deleting the lowest and highest 2.5% of the values of d0. We set U to be the upper bound of
the 95% prediction interval of d0. It follows that, we reject (do not reject) H0 if the mean of
the values of d is greater (smaller) than U . It is straightforward to construct tables for values
of U with different sample sizes and significance levels. For convenience, for sample sizes
less than or equal to 20, values of U are reported in Table 10 in the Appendix. On the other
hand, for sample sizes greater than or equal to 20, values of U can be approximated by the
following formula:
U ≈ 1.41
√
1
m1
+
1
m2
. (3.2)
Formula (3.2) is derived via a regression of U from the simulation of different sample sizes,
where the coefficient of determination R2 for the regression equation is more than 99.9%.
Note that the value ofU is determined based on the distance between two Dirichlet processes.
Such distance depends only on the cumulative weights of each Dirichlet process. That is, H
is not playing any role in determining the distance. Thus, the value of U does not depend
on H . It follows that Table 10 and formula (3.2) are valid for any H . See also Section 6 for
more discussion about this point.
The following algorithm summarize the steps required for a Bayesian nonparametric
goodness-of-fit test for two samples:
Algorithm B: Bayesian nonparametric test for two samples
(1) Set the base measure H of the Dirichlet process to be the standard normal distribution
and the concentration parameter a to 1.
(2) Use Algorithm A to generate a random sample from an approximation of the posterior
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Dirichlet process P ∗n1,m1 , given the first sample. Here m1 is the size of the first sample.
(3) Use Algorithm A to generate a random sample from an approximation of the posterior
Dirichlet process Q∗n2,m2 , given the second sample. Here m2 is the size of the second
sample.
(4) Compute d
(
P ∗n1,m1 , Q
∗
n2,m2
)
, as defined in (3.1).
(5) Repeat steps (2)-(4) to obtain r i.i.d. samples of d
(
P ∗n1,m1 , Q
∗
n2,m2
)
. For large n1, n2
and r, the empirical distribution of these values is an approximation to the distribution
of d(P ∗m1 , Q
∗
m2
), where P ∗m1 is the posterior distribution of the Dirichlet process given
the first sample and Q∗m2 is the posterior distribution of the Dirichlet process given the
second sample.
(6) CalculateU , the upper bound of 95% prediction interval confidence interval as follows:
(alternatively, use either Table 10 or formula (3.2))
(i) Repeat the above steps (1)-(5) to calculate the distance d0 between prior distribu-
tions of the Dirichlet process. The base measure is the standard normal distribu-
tion, while the concentration parameters for the first and the second samples are
1 +m1 and 1 +m2, respectively.
(ii) Sort the values of d0 and set U to be the maximum value after deleting 2.5% of
the largest values of d0.
(7) If the mean of the distance d is less than U , then there is a sufficient evidence not to
reject H0. Otherwise, we reject the null hypothesis H0.
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4 Examples
In this section, the work of the proposed method is illustrated through the following exam-
ples.
Example 1. Consider samples generated from the following distributions, where each sam-
ple is of size 100. These distributions are also considered in Holmes, Caron, Griffin, and
Stephens (2015).
1. X ∼ N(0, 1) andY ∼ N(0, 1)
2. X ∼ N(0, 1) andY ∼ N(1, 1)
3. X ∼ N(0, 1) andY ∼ N(0, 2)
4. X ∼ N(0, 1) andY ∼ 0.5N(−2, 1) + 0.5N(2, 1)
5. X ∼ N(0, 1) andY ∼ t3
6. X ∼ N(0, 1) andY ∼ t0.5
7. logX ∼ N(0, 1) and logY ∼ N(1, 1)
8. logX ∼ N(0, 1) and logY ∼ N(0, 2),
where N(µ, σ) is the normal distribution with mean µ and standard deviation σ and tr is
the t distribution with r degrees of freedom. In Algorithm B, we set H = N(0, 1), a = 1,
n1 = n2 = 1000, r = 2000, and m1 = m2 = 100. The results are reported in Table 1.
Thus, we reject the null hypothesis whenever the mean of d is greater than U = 0.2. We also
compare our results with standard (frequentist) goodness-of-fit tests such as the Kolmogorov-
Smirnov (K-S) test and the Wilcoxon (Mann-Whitney U) test. To calculate these tests we
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have used the codes “ks.test” and “wilcox.test” available in R. It follows from Table 1 that
the new test performs very well for all cases. Since the Wilcoxon test assumes that one of
the samples must be a shifted version of the other, it is not used for samples 3, 4, 5, 6, and 8.
Therefore, using the Wilcoxon test is not always reasonable in practice.
Table 1: Example 1: Bayesian nonparametric test against (frequentist) Kolmogorov-Smirnov
test and Wilcoxon test.
Samples d: Bayesian p-value: K-S p-value: Wilcoxon
1 0.15 0.8127 0.6002
2 0.42 0.0000 0.0000
3 0.26 0.0101 -
4 0.44 0.0000 -
5 0.19 0.2106 -
6 0.31 0.0008 -
7 0.42 0.0000 0.0000
8 0.26 0.0101 -
U 0.20
Figures 1, 2, 3, and 4 provide plot of 5 sample paths for each of the posterior Dirichlet
process given the first sample and the posterior Dirichlet process given the second sample.
Conclusions similar to that given above can also be drawn from the figures.
Example 2. In this example, we study the performance of the proposed test as the sample
size increases. We consider samples from the distributions given in Example 1, cases 1 and
2. The results are summarized in Table 2 and Table 3.
It follows from Table 2 that, in all cases, the null hypothesis is not rejected. On the
other hand, from Table 3, the null hypothesis is rejected. In both scenarios, the results are
consistent with that obtained by the frequentist tests. Thus, the proposed test works even
with sample sizes as small as 5. The power of the proposed test is examined in the next
section.
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Table 2: Example 2: X ∼ N(0, 1) andY ∼ N(0, 1).
Samples d: Bayesian U p-value: K-S p-value: Wilcoxon
m1 = m2 = 5 0.50 0.69 0.8730 0.4206
m1 = m2 = 10 0.41 0.56 0.7869 0.7959
m1 = m2 = 15 0.33 0.48 0.9383 0.8381
m1 = m2 = 20 0.31 0.42 0.5713 0.5683
m1 = m2 = 30 0.23 0.36 0.3929 0.2301
m1 = m2 = 50 0.14 0.28 0.7166 0.5192
m1 = m2 = 100 0.15 0.20 0.5806 0.3958
m1 = m2 = 200 0.12 0.16 0.5441 0.7598
Table 3: Example 2: X ∼ N(0, 1) andY ∼ N(1, 1)
Samples d: Bayesian U p-value: K-S p-value: Wilcoxon
m1 = m2 = 5 0.72 0.70 0.0794 0.0317
m1 = m2 = 10 0.73 0.56 0.0123 0.0005
m1 = m2 = 15 0.61 0.47 0.0077 0.0010
m1 = m2 = 20 0.53 0.42 0.00397 0.0132
m1 = m2 = 30 0.52 0.36 0.0000 0.0000
m1 = m2 = 50 0.50 0.28 0.0000 0.0000
m1 = m2 = 100 0.46 0.20 0.0000 0.0000
m1 = m2 = 200 0.39 0.16 0.0000 0.0000
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5 Power Comparison
In this section, we empirically compare the power of the proposed test with the (standard)
Kolmogorov-Smirnov test and the Wilcoxon test. We consider the following cases:
1. X ∼ N(0, 1) andY ∼ N(1, 1)
2. X ∼ N(0, 1) andY ∼ N(0, 2)
3. X ∼ N(0, 1) andY ∼ 0.5N(−2, 1) + 0.5N(2, 1)
4. X ∼ N(0, 1) andY ∼ t0.5
5. X ∼ Exponential(1) and Y ∼ Exponential(2). [FX(x) = 1 − e−x and FY (y) =
1− e−2y]
The power of each test is estimated by calculating the proportion of rejecting the null hy-
pothesis out of 1000 samples when the two sampling distributions are different (i.e. F 6= G).
We consider several sample sizes. The simulation results are summarized in Table 4 to Table
8. The results in the tables indicate that the power of the proposed test is always greater than
the power of the Kolmogorov-Smirnov test. On the other hand, as pointed out in Section
4, Wilcoxon test assumes that one of the samples must be a shifted version of the other. In
practice, such assumption is not known a priori. Thus, Wilcoxon test is only useful for Case
1 and Case 5. Even in these two cases, the proposed test is as efficient as the Wilcoxon test.
See Table 4 and Table 8.
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Table 4: Power comparison fromX ∼ N(0, 1) andY ∼ N(1, 1).
Samples Bayesian K-S Wilcoxon
m1 = m2 = 5 0.343 0.075 0.235
m1 = m2 = 10 0.480 0.218 0.484
m1 = m2 = 15 0.670 0.533 0.711
m1 = m2 = 20 0.840 0.724 0.855
m1 = m2 = 30 0.948 0.885 0.963
m1 = m2 = 50 0.995 0.982 0.995
m1 = m2 = 100 1 1 1
m1 = m2 = 200 1 1 1
Table 5: Power comparison fromX ∼ N(0, 1) andY ∼ N(0, 2).
Samples Bayesian K-S Wilcoxon
m1 = m2 = 5 0.123 0.01 0.049
m1 = m2 = 10 0.108 0.022 0.049
m1 = m2 = 15 0.125 0.067 0.048
m1 = m2 = 20 0.217 0.124 0.054
m1 = m2 = 30 0.332 0.184 0.059
m1 = m2 = 50 0.667 0.371 0.051
m1 = m2 = 100 0.979 0.800 0.060
m1 = m2 = 200 1 0.997 0.059
Table 6: Power comparison fromX ∼ N(0, 1) andY ∼ 0.5N(−2, 1) + 0.5N(2, 1).
Samples Bayesian K-S Wilcoxon
m1 = m2 = 5 0.176 0.025 0.056
m1 = m2 = 10 0.303 0.075 0.065
m1 = m2 = 15 0.545 0.277 0.079
m1 = m2 = 20 0.784 0.472 0.074
m1 = m2 = 30 0.949 0.762 0.075
m1 = m2 = 50 1 0.982 0.076
m1 = m2 = 100 1 1 0.066
m1 = m2 = 200 1 1 0.075
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Table 7: Power comparison fromX ∼ N(0, 1) andY ∼ t0.5.
Samples Bayesian K-S Wilcoxon
m1 = m2 = 5 0.109 0.015 0.046
m1 = m2 = 10 0.107 0.028 0.057
m1 = m2 = 15 0.135 0.061 0.057
m1 = m2 = 20 0.226 0.110 0.058
m1 = m2 = 30 0.338 0.187 0.059
m1 = m2 = 50 0.762 0.491 0.049
m1 = m2 = 100 1 0.943 0.061
m1 = m2 = 200 1 1 0.051
Table 8: Power comparison fromX ∼ Exponential(1) andY ∼ Exponential(2).
Samples Bayesian K-S Wilcoxon
m1 = m2 = 5 0.173 0.026 0.100
m1 = m2 = 10 0.202 0.069 0.209
m1 = m2 = 15 0.315 0.226 0.337
m1 = m2 = 20 0.446 0.321 0.444
m1 = m2 = 30 0.589 0.484 0.620
m1 = m2 = 50 0.847 0.746 0.832
m1 = m2 = 100 0.994 0.961 0.991
m1 = m2 = 200 1 1 1
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6 Additional Properties
In this section, we discuss some additional properties of the proposed method for the goodness-
of-fit test. The next lemma shows that, under the null hypothesis, the Kolmogorov distance
between posterior distributions given the data converges to zero as sample sizes get large.
Lemma 1. If P ∗m1 is the posterior distribution of the Dirichlet process given the first andQ
∗
m2
is the posterior distribution of the Dirichlet process given the second sample. Then, under
H0, we have
d(P ∗m1 , Q
∗
m2
)→ 0,
as m1,m2 →∞. Recall, mi represents the sample size of the sample i, i = 1, 2.
Proof. It follows from the triangle inequality that
d
(
P ∗m1 , Q
∗
m2
) ≤ d (P ∗m1 , H∗m1)+ d (Q∗m2 , H∗m1)
≤ d (P ∗m1 , H∗m1)+ d (Q∗m2 , H∗m2)+ d (H∗m1 , H∗m2) , (6.1)
where H∗mi is defined in (2.1) for any continuous base measure H , i = 1, 2. The proof of the
lemma is complete since, under H0, the right hand side of the inequality (6.1) converges to
zero as m1,m2 →∞ (Ferguson, 1973; Goshal, 2010; Al Labadi and Zarepour, 2013b).
Next, we show empirically that the proposed technique of goodness-of-fit test is robust
against prior specification the Dirichlet process’ parameters (i.e., the concentration parameter
and the base measure). To this end, we have repeated Example 1 in Section 4 with two
additional cases. In the first case, we take H to be the uniform distribution on [0, 1] and
a = 1. In the second case, we take H to be the standard normal distribution and a = 50. The
results are reported in Table 9. It follows clearly from Table 9 that the conclusions drawn in
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Example 1 are not affected by changing eitherH or a. Specifically, fixing a and changingH ,
will not change either the distance or U . This is due to the fact that the distance is measured
between two Dirichlet processes, which only depends on the cumulative weights of each
Dirichlet process. Thus, the distance and U are independent from H . On the other hand,
fixing H and changing a changes both the distance and U . If a is increased (decreased),
then the both distance and U are decreased (increased) in such way that conclusions are not
affected and remain the same.
Table 9: Robustness of the Bayesian nonparametric test against changing the parameters of
the Dirichlet process
Samples d : H = N(0, 1), a = 1 d : H = U [0, 1], a = 1 d : H = N(0, 1), a = 50
1 0.15 0.15 0.12
2 0.42 0.42 0.30
3 0.26 0.26 0.19
4 0.44 0.44 0.30
5 0.19 0.19 0.15
6 0.31 0.31 0.21
7 0.42 0.42 0.29
8 0.26 0.26 0.19
U 0.20 0.20 0.18
7 Concluding Remarks
A method based on the Kolmogorov distance and approximate samples from the Dirichlet
process is proposed to asses the equality of two unknown distributions. The new approach is
simple and flexible such that it can be applied to any two-sample problem with any sample
size. As shown in the power study, the proposed test has distinctly higher power than the
power of several popular tests in many cases. In particular, the proposed test dominates
the standard Kolmogorov-Smirnov test in all the cases examined in the present paper. On
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the other hand, unlike most frequentist tests, the proposed test is not based on computing
p-values. The main concern about using p-values in testing statistical hypothesis is that
they overestimate the evidence against the null hypothesis (Masson, 2011; Sawrtz, 1999;
Wagenmakers, 2007). For instance, see Table 1.
The current study may lead to further research directions. For instance, it would be
interesting to study the effect of selecting other distances such as the Wasserstein (or Kan-
torovich) distance and the Kullback-Leibler distance on the proposed approach. Another
important extension is the generalization of the approach to construct a goodness-of-fit test
for multivariate distributions. In principle, there is no need to change the methodology.
However, the calculation of the distance requires amendment in this case. Extending the ap-
proach to multivariate distributions will bypass the distribution-free problem for the tests that
rely on the empirical distribution function. Finally, similar to the frequentist’s Kolmogorov-
Smirnov test, it is possible to construct a test based on the fact that the two independent
processes
√
m1
(
P ∗m1 −H∗m1
)
and
√
m2
(
P ∗m2 −H∗m2
)
converge jointly in distribution to the
two independent Brownian bridges BF and BG, where F and G are the “true” distributions
generating the data. Recall that, for a collection of Borel sets S in R, a Gaussian process
{BF (S) : S ∈ S } is called a Brownian bridge with parameter measure F if E [BF (S)] = 0
for any S ∈ S and Cov (BF (S1), BF (S2)) = F (S1∩S2)−F (S1)F (S2) for any S1, S2 ∈ S
(Kim and Bickel, 2003). We leave this direction for future work.
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(a) X ∼ N(0, 1) andY ∼ N(0, 1)
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Figure 1: The solid lines represent sample paths of the posterior Dirichlet process given the
first sample and the dashed lines represent sample paths of the posterior Dirichlet process
given the second sample.
Two-sample Bayesian nonparametric GOF test 26
−4 −3 −2 −1 0 1 2 3
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
x
Pr
ob
(a) X ∼ N(0, 1) andY ∼ N(0, 2)
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
x
Pr
ob
(b) X ∼ N(0, 1) andY ∼ 0.5N(−2, 1) + 0.5N(2, 1)
Figure 2: The solid lines represent sample paths of the posterior Dirichlet process given the
first sample and the dashed lines represent sample paths of the posterior Dirichlet process
given the second sample.
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Figure 3: The solid lines represent sample paths of the posterior Dirichlet process given the
first sample and the dashed lines represent sample paths of the posterior Dirichlet process
given the second sample.
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(a) logX ∼ N(0, 1) and logY ∼ N(1, 1)
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Figure 4: The solid lines represent sample paths of the posterior Dirichlet process given the
first sample and the dashed lines represent sample paths of the posterior Dirichlet process
given the second sample.
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