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Abstract
Accurate navigation in GPS denied locations is extremely hard to achieve. Inertial Navigation
Systems (INS) are currently the only reasonable onboard alternative to GPS but INS has error
terms that grow very quickly. Even high-end INSs have an error exceeding one km after only ten
minutes of use. The error in the accelerometers and gyroscopes of an INS consists of a bias and a
random noise. By comparing truth data to the INS position and attitude, the sensor errors can be
calculated to an extremely high accuracy. This would be very useful in underwater applications,
spacecraft and extraterrestrial rovers, and military applications. The method is to 1) calculate the
contribution of the random noise to the position and attitude errors. 2) Determine the error due to
the bias based upon the random noise contribution. 3) Calculate the biases in the accelerometers
and gyroscopes from the bias contribution to the position and attitude errors. Once the biases are
known, the sensors can be calibrated to a high accuracy allowing for INS use as an accurate
navigation system. This thesis determines a function to model the random noise contribution and
validates this calibration principle using two accelerometers: 1) Analog Devices ADXL327
accelerometer and 2) IMI Sensors 603C01 accelerometer.
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1. Problem Introduction
Navigation is generally achieved by using Global Navigation Satellite Systems (GNSS) or more
specifically the Global Positioning System (GPS) in the United States. However, GPS is
unavailable in many situations such as when underwater, deep within buildings or mines, or even
during extraterrestrial navigation. The entire world, including the military, relies on some form
of GNSS solution to provide accurate data for outdoor position location. The military desires to
move away from GPS reliance due to issues of GPS signal jamming and spoofing and the
possibility of GPS satellites being disabled in a major war. For both military and commercial
markets, GPS has a slow update rate of one second due to the architecture of the system. Many
aircraft and military navigation systems use a combination of Inertial Navigation Systems (INS)
and GPS to provide accurate GPS navigation with the position between GPS signals supplied by
the INS. These INSs use accelerometers and gyroscopes to determine acceleration and rotation
rate and then integrate the signals to determine position and attitude. Low-cost INS is achieved
through Microelectromechanical Systems (MEMS) based Inertial Measurement Units (IMU) [6].
INS is accurate only for very short periods of time due to the integration of the accelerometer
and gyroscope signals [1,3,4,6]; without a 1 Hz GPS correction, current INS systems can only
provide sufficient feedback for a few seconds before the system is unable to navigate.
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2. Literature Review
Nasser and El-Sheimy [1] used Autoregressive (AR) processes to model the slow-changing bias
of an accelerometer. They then used wavelet decomposition techniques to filter out some of the
white noise in the accelerometer signal. Calibration using these techniques requires continuous
accelerometer data and continuous truth data for a large sample time in order to make the
comparison. This calibration data can be obtained by stationary testing. The method works well
for short GPS outages of one to two minutes but is not nearly accurate enough for long term
navigation without GPS.
Xu and Meng [2] use Support Vector Machines to predict the errors in the accelerometer signal.
To do this, they used 500 or 1000 consecutive datapoints with known error values at each
datapoint to calibrate and then predict the accelerometer error in the next 500 or 1000
consecutive datapoints. They then integrated the corrected accelerometer signal to obtain
position. Xu and Meng also applied the same method to gyroscopes. The results were good for
short term but no tests were performed beyond 190 seconds. The results indicate that this method
would not work for long term. In addition, the immediately preceding measurement and truth
accelerometer values must be known for many datapoints in order to utilize this method.
Alexiev and Nikolova [3] tried to predict change in acceleration and rotation rate by comparing
the current sensor measurement to the most recent measurement and ignoring the current
measurement if the difference is below some bound. This would work well for systems where
changes in acceleration and rotation rate are abrupt but is limited to those systems. Gradual
changes in acceleration and rotation rate are neglected with this method.
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Gang, Yong, and Minghai [4] used telemetry data of velocity and position to determine the
biases and scale factors in the accelerometers and gyroscopes for missiles. The authors used a
random direction search method to determine the biases and scale factors. The results are very
accurate but this method requires telemetry data which is not available for the majority of
systems.
Unsal and Demirbas [5] use multi-position static and dynamic tests with known motion to
determine the biases and scale factors of accelerometers and gyroscopes. They then used Gauss
Markov processes to estimate the stochastic errors of the IMU. Although this method worked
fairly well, it requires expensive laboratory testing that is specific to the particular IMU.
Akeila, Salcic, and Swain [6] used integration resetting whenever the accelerometers read zero
acceleration, which reduces the accumulation of errors. However, this requires that the vehicle
stops periodically, which is only possible for land-based systems. Additionally, the result is only
accurate in the time frame of a few minutes.
Lim, Lim, and Koo [7] compared Gauss Markov and Autoregressive modelling of stochastic
errors. They recorded eight hours of static data in order to model the data. The result was then
implemented on an unmanned aerial vehicle (UAV) tracked by GPS. The stochastic modeling
improved the position tracking but was only accurate for very short term use.
Amirsadri, Kim, Petersson, and Trumpf [8] used laboratory calibration of an IMU. The
calibrated IMU was then used for a UAV between GPS signals. They noticed significant turn-on
bias, which limits the use of laboratory calibration. They also did not attempt to use their
calibrated IMU for long-term navigation.
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Altinoz and Unsal [9] implemented a look-up table to improve processing speed of correcting an
IMU for temperature effects. They developed a model of their IMU using laboratory static,
dynamic, and thermal tests. The results were then used to create at look-up table for the IMU
rather than using the equations developed from the testing. The look-up table improved processor
speed but required additional memory. The laboratory testing used is expensive, does not
account for turn-on error, and is specific to the particular IMU used for the testing.
Rogers, Wit, Crane, and Armstrong [10] used an integrated IMU/Differential GPS (DGPS)
system to control an autonomous ground vehicle. Using a Honeywell MAPS IMU, they were
able to achieve very good tracking for short DGPS outages of three to seven meters for five
minute outages. However, they did not test the system for longer DGPS outages or navigation
without DGPS.
Peng, Xiong, Wang, Liu, and Zhang [11] analyzed the IMU errors of the X-43A hypersonic test
vehicle. They used GPS and star-tracker data to provide truth data throughout the flight. They
utilized the truth data and a Kalman filter to update the calibration model for the first one
hundred seconds of flight data and then compared the calibrated IMU data to the truth data for
the remaining portion of the flight. Their work enabled them to simulate IMU errors of less than
three kilometers over a seventeen minute flight. Though promising, this method is not accurate
enough for long term navigation.
Kang, Cho, and Park [12] developed a compensation method for the coning and sculling error
based on sinusoidal input to the gyroscopes. The method works quite well for a noisy sinusoidal
input but is limited to only the coning and sculling motion.
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Zhong, Guo, and Guo [13] used a PMI-based H_infinity estimator to determine time-varying
sensor errors by comparing sensor readings to GPS measurements. The work was performed as
post-processing of data to determine the sensor errors at each data point. The method was not
applied to a real-time system nor to navigation without GPS.
Luo, Dai, Wang, and Wang [14] used wavelet transforms, genetic algorithms, and neural
networks to quickly identify when a sensor on an IMU fails. Although interesting, their work
does not attempt to reduce the error of the IMU.
Hasan, Samsudin, and Ramli [15] used genetic algorithms to optimize the use of wavelet
decomposition of an integrated GPS/INS system and determine the INS errors. This was done by
comparing the GPS and /ins data in the wavelet algorithm and optimizing the result. The authors
did not apply any of the results for navigation without GPS.
Venugopal, Pvithra, and Satheesh [16] automated the laboratory calibration of an IMU using
controlled static, dynamic, and thermal tests. This automation can reduce costs and human errors
of laboratory automation of IMUs. This type of calibration is mildly accurate but does not
account for turn-on bias of sensors and is not accurate enough for long-term navigation.
Thong, Woolfson, Crowe, Hayes-Gill, and Jones [18] at the University of Nottingham in the
United Kingdom looked at the double integration of the white noise of an accelerometer. They
analytically determined the second integral of the noise to be 0.5*σ0 t1.5 /fs0.5. This assumes that
the rms value, or effective average of the signal, can just be multiplied by 0.5*t2 in order to
integrate it. The authors then curve fitted numerically integrated simulated data to create a fit of
σ0 t1.5 /(fs0.5*√3) which differs from the theoretical equation they developed. They then created a
mathematical proof for the numerically integrated result. The authors also proved that numerical
5

integration by rectangular rule and by trapezoidal rule are equal for long time series. The authors
then looked at the effects of an anti-aliasing filter before sampling for a double integrated white
noise signal. The authors then tested their theory using two accelerometers. They took multiple
run samples and compared the rms values of the integrated results to the theoretical rms values.
They used the nominal noise density values from the datasheets rather than measuring the noise
density of the actual accelerometers, so their results differed from their theory by a constant
factor for tests of a few seconds; longer tests were not performed. One of the sensors used by the
authors exhibited higher order dependency on time than the theory predicted though the authors
did not speculate as to the reason. The authors did not attempt to apply their theory for the
double integration of white noise to reduce the error of sensors.
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3. Conclusions from Literature
The work performed to date has been focused on the accelerometer and gyroscope outputs and
predicting the errors in those outputs. Evidently no research has been done on using the position
and attitude to calibrate the accelerometers and gyroscopes with the exception of Peng et al. [11].
No work has been done to predict the highest possible error in the calculated position and
attitude as a result of calibration using position and attitude. This thesis will fill these holes in the
current research.
Thong, et al. developed a theory for the time integral of white noise and then simulated a
numerical integration of white noise and developed a theory for the numerical integration of
white noise [18]. This thesis replicates theoretical and simulation work and dives into new
territory as no evident work has been done to use this numerical integration of white noise to
predict bounds on the attitude or position error of integrated sensors.
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4. Theoretical Derivation
4.1 Derivation of Fundamental Equations
The integration from acceleration and rotation rate to position and attitude is shown in equations
1 and 2 for the non-rotating case. Rotating navigation requires use of equation 2 for the attitude
and navigation equations for the position due to the rotation of the vehicle. This thesis focuses on
the attitude equations and the non-rotating position equations though the concept may be
expanded to rotating navigation systems.
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = ∬ 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ∗ 𝑑𝑡 2 (1)
𝑎𝑡𝑡𝑖𝑡𝑢𝑑𝑒 = ∫ 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑟𝑎𝑡𝑒 ∗ 𝑑𝑡

(2)

Inertial Measurement Unit sensor measurements consist of the true value, a bias, and a Gaussian
white noise component as shown in equation 3. The time-variant portion of the bias and the
white noise are referred to as stochastic error and the time-invariant portion of the bias is referred
to as deterministic error [2,4,5,7,8,9,11,13,17] as shown in equation 4.
𝑚𝑒𝑎𝑠 = 𝑡𝑟𝑢𝑡ℎ + 𝑏(𝑡, 𝑇, 𝑡𝑟𝑢𝑡ℎ) + 𝑤(𝑡)

(3)

𝑏(𝑡, 𝑇, 𝑡𝑟𝑢𝑡ℎ) = 𝑏𝑑 + 𝑏𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (𝑇) + 𝑏𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 (𝑡𝑟𝑢𝑡ℎ) (4)
where b is the bias, w is the Gaussian white noise, and T is the temperature. Subscripts of d and s
denote deterministic bias and stochastic bias respectively.
4.1.1

Accelerometers

The calculated position for a non-rotating accelerometer is shown in equation 5.
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𝑝𝑜𝑠𝑐𝑎𝑙𝑐 = ∬(𝑎𝑡𝑟𝑢𝑒 + 𝑏(𝑡, 𝑇, 𝑎) + 𝑤(𝑡)) ∗ 𝑑𝑡 2

(5)

where a is the acceleration. Expanding these terms into separate integrals gives
𝑝𝑜𝑠𝑐𝑎𝑙𝑐 = ∬ 𝑎𝑡𝑟𝑢𝑒 ∗ 𝑑𝑡 2 + ∬ 𝑏(𝑡, 𝑇, 𝑎) ∗ 𝑑𝑡 2 + ∬ 𝑤(𝑡) ∗ 𝑑𝑡 2
This equation can be rewritten as
𝑝𝑜𝑠𝑐𝑎𝑙𝑐 = 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 + 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 + 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒

(7)

where
𝑝𝑜𝑠𝑡𝑟𝑢𝑒 = ∬ 𝑎𝑡𝑟𝑢𝑒 ∗ 𝑑𝑡 2

(8)

𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = ∬ 𝑏(𝑡, 𝑇, 𝑎) ∗ 𝑑𝑡 2

(9)

𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∬ 𝑤(𝑡) ∗ 𝑑𝑡 2 (10)
Substituting equation 4 into equation 9 gives
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = ∬(𝑏𝑑 + 𝑏𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (𝑇) + 𝑏𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 (𝑎)) ∗ 𝑑𝑡 2 (11)
This can be rewritten as
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑒𝑟𝑟𝑜𝑟𝑑 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟
where
𝑒𝑟𝑟𝑜𝑟𝑑 = ∬ 𝑏𝑑 ∗ 𝑑𝑡 2

(13)

𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 = ∬ 𝑏𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (𝑇) ∗ 𝑑𝑡 2

(14)

𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 = ∬ 𝑏𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 (𝑎) ∗ 𝑑𝑡 2 (15)
9

(12)

(6)

The majority of the error in the position result comes from the integration of the accelerometer
bias. The integration of a constant bias is shown in equation 16.
1

∬ 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ 𝑑𝑡 2 = 2 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ Δ𝑡 2

(16)

For tactical grade accelerometers, which have a bias of less than 0.3mg, this value exceeds one
km after only fifteen minutes. Many methods have been developed to try to reduce the bias and
thus reduce the position error of the INS unit. These methods are explored in the Literature
Review section of this proposal.
4.1.2

Gyroscopes

The equations for gyroscopes are very similar. These gyroscope equations may also be applied to
any system regardless to how many degrees of freedom the system has. The calculated attitude
for a gyroscope is shown in equation 17.
𝑎𝑡𝑡𝑐𝑎𝑙𝑐 = ∫(𝜔𝑡𝑟𝑢𝑒 + 𝑏(𝑡, 𝑇, 𝑎) + 𝑤(𝑡)) ∗ 𝑑𝑡

(17)

where ω is the rotation rate. Expanding these terms into separate integrals gives
𝑎𝑡𝑡𝑐𝑎𝑙𝑐 = ∫ 𝜔𝑡𝑟𝑢𝑒 ∗ 𝑑𝑡 + ∫ 𝑏(𝑡, 𝑇, 𝑎) ∗ 𝑑𝑡 + ∫ 𝑤(𝑡) ∗ 𝑑𝑡
This equation can be rewritten as
𝑎𝑡𝑡𝑐𝑎𝑙𝑐 = 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 + 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 + 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 (19)
where
𝑎𝑡𝑡𝑡𝑟𝑢𝑒 = ∫ 𝜔𝑡𝑟𝑢𝑒 ∗ 𝑑𝑡

(20)

𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = ∫ 𝑏(𝑡, 𝑇, 𝑎) ∗ 𝑑𝑡

(21)
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(18)

𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∫ 𝑤(𝑡) ∗ 𝑑𝑡

(22)

Substituting equation 4 into equation 21 gives
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = ∫(𝑏𝑑 + 𝑏𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (𝑇) + 𝑏𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 (𝑎)) ∗ 𝑑𝑡

(23)

This can be rewritten as
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑒𝑟𝑟𝑜𝑟𝑑 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(24)

where
𝑒𝑟𝑟𝑜𝑟𝑑 = ∫ 𝑏𝑑 ∗ 𝑑𝑡 (25)
𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 = ∫ 𝑏𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (𝑇) ∗ 𝑑𝑡 (26)
𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 = ∫ 𝑏𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 (𝑎) ∗ 𝑑𝑡

(27)

The majority of the error in the attitude result comes from the integration of the rotation rate bias.
The integration of a constant bias is shown in equation 28.
∫ 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ 𝑑𝑡 = 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ Δ𝑡 (28)

4.2 Derivation of Bias Determination Equations
4.2.1

Accelerometers

For the case of a non-rotating system the calculated position can be described by equation 7.
𝑝𝑜𝑠𝑐𝑎𝑙𝑐 = 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 + 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 + 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒
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(7)

Rearranging this equation gives
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒

(29)

If the true position is known at some point in time and the error due to noise can be calculated
then the error due to the bias will be known. Recall equation 12
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑒𝑟𝑟𝑜𝑟𝑑 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(12)

This may be rearranged to get
𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(30)

Substituting equation 29 into equation 30 gives
𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(31)

Recall equation 13 applies
𝑒𝑟𝑟𝑜𝑟𝑑 = ∬ 𝑏𝑑 ∗ 𝑑𝑡 2

(13)

where bd is a constant. In the case of a non-rotating system equation 16 shows that
1

∬ 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ 𝑑𝑡 2 = 2 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ Δ𝑡 2

(16)

Therefore equation 16 can be substituted into equation 13 to become
1

𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑏𝑑 ∗ Δ𝑡 2 (32)
2

Substituting this into equation 31 yields
1

𝑏
2 𝑑

∗ Δ𝑡 2 = 𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 (33)
12

1

Dividing by Δ𝑡 2 gives
2

𝑏𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 ) ∗

2
Δ𝑡 2

(34)

Recall that these equations apply only for the non-rotating case though the same principle may
be applied to any system.
4.2.2

Gyroscopes

Similarly, for gyroscopes the calculated attitude can be described by equation 19.
𝑎𝑡𝑡𝑐𝑎𝑙𝑐 = 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 + 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 + 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 (19)
Rearranging this equation gives
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 (35)
If the true position is known at some point in time and the error due to noise can be calculated
then the error due to the bias will be known. Recall equation 24
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑒𝑟𝑟𝑜𝑟𝑑 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(24)

This may be rearranged to get
𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(36)

Substituting equation 37 into equation 38 gives
𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟
Recall equation 25
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(37)

𝑒𝑟𝑟𝑜𝑟𝑑 = ∫ 𝑏𝑑 ∗ 𝑑𝑡 (25)
where bd is a constant. Equation 28 shows that
∫ 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ 𝑑𝑡 = 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ Δ𝑡 (28)
Therefore equation 28 can be substituted into equation 25 to become
𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑏𝑑 ∗ Δt

(38)

Substituting this into equation 37 yields
𝑏𝑑 ∗ Δt = 𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(39)

Dividing by Δt gives

𝑏𝑑 =

(𝑎𝑡𝑡𝑐𝑎𝑙𝑐 −𝑎𝑡𝑡𝑡𝑟𝑢𝑒 −𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 −𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 −𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 )
Δ𝑡

(40)

This equation applies for any system.
4.2.3

Final Equations

So for accelerometers
𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(31)

and for gyroscopes
𝑒𝑟𝑟𝑜𝑟𝑑 = 𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(37)

For non-rotating systems equation 31 for accelerometers becomes
𝑏𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 − 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 ) ∗
14

2
Δ𝑡 2

(34)

For rotating systems, equation 31 does not apply and the result must be obtained by numerical
integration.
For any system equation 37 for gyroscopes becomes

𝑏𝑑 =

(𝑎𝑡𝑡𝑐𝑎𝑙𝑐 −𝑎𝑡𝑡𝑡𝑟𝑢𝑒 −𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 −𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 −𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟 )
Δ𝑡

(40)

If the terms on the right hand sides of these equations can be determined then the biases for the
accelerometers may be found.

4.3 Determination of Error Terms
4.3.1

Thermal Terms

Altinoz and Unsal and Venugopal, Pavithra, and Reddy performed good work in developing
models for the thermal error. These models may be used to accurately determine the thermal
errors.
Alternatively, if the sensors are kept at constant temperatures then the thermal error terms may
be ignored. Therefore, for the remainder of this thesis, the thermal error terms will be ignored.
4.3.2

Scale Factor Terms

If the motion in the calibration time set is comparable to the motion used thereafter then the scale
factor errors may be assumed to be included in the constant bias errors. Therefore, for the
remainder of this thesis, the scale factor error terms will be ignored.
4.3.3

Noise Terms

For non-rotating accelerometers the noise term is defined by equation 10.
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∬ 𝑤(𝑡) ∗ 𝑑𝑡 2 (10)
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For rotating accelerometers equation 10 still applies because the noise applies to each direction.
For gyroscopes the noise term is defined by equation 22.
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∫ 𝑤(𝑡) ∗ 𝑑𝑡

(22)

These integrals currently have no theoretical solution.
4.3.4

Equation Simplification

Using these simplifications, equations 40 and 34 become
𝑏𝑑 = (𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 ) ∗

1

(41)

Δ𝑡

for gyroscopes with
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∫ 𝑤(𝑡) ∗ 𝑑𝑡

(22)

and
𝑏𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 ) ∗

2
Δ𝑡 2

(42)

for accelerometers with
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∬ 𝑤(𝑡) ∗ 𝑑𝑡 2 (10)

4.4 Derivation of Solution to Noise Terms
4.4.1

Integrating White Noise

The noise terms are white noise with a Gaussian distribution [2,4,5,7,11,13,17]. Numerical
integration was performed in Matlab for a simulated discrete white noise signal. The discrete
signal was simulated using the normrnd() function which creates random data points in a
16

standard normal distribution. This signal was then numerically integrated using the cumtrapz()
function. The result of five different runs of this integration is shown in figure 1.

Figure 1: Numerical Integration of Gaussian White Noise 50Hz
As may be seen in figure 1, the integrated white noise signal is still noisy and does not give a
consistent output. Integrating the signal again gives the result shown in figure 2.

Figure 2: Numerical Double Integration of Gaussian White Noise 50Hz
The second integral of the white noise also does not give a consistent output from run to run. To
see if this inconsistency can be overcome, the simulation was run one hundred-thousand times.
The results at ten hours are shown in figures 3 and 4.
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Figure 3: 100k Runs Integration of Gaussian White Noise 50Hz

Figure 4: 100k Runs Double Integration of Gaussian White Noise 50Hz
Both of these figures seem to show Gaussian distributions. Histograms of these results were then
plotted in figures 5 and 6 to see if the distribution truly is Gaussian.
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Figure 5: Histogram of 100k Runs Integration of Gaussian White Noise 50Hz

Figure 6: Histogram of 100k Runs Double Integration of Gaussian White Noise 50Hz
Both of these results do indeed fit Gaussian distributions.

19

4.4.2

Curvefits of Integrations

Since the first and second integrals of Gaussian white noise is also Gaussian, statistical
definitions of the first and second integrals of white noise can be made. In order to develop these
definitions, snapshots in time were taken on the runs. Snapshots were taken rather than the
entirety of the simulated time to conserve harddrive space as the data produced exceeds 27
Terabytes. Curvefits were then developed for these results. The curvefits on the data are shown
in figures 7 and 8.

Figure 7: Curvefit of 100k Runs Integration of Gaussian White Noise 50Hz

Figure 8: Curvefit of 100k Runs Double Integration of Gaussian White Noise 50Hz
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These curvefits gave equations 43 and 44 below which are for the case of 100k runs with a
sampling frequency of 50Hz and a simulated Gaussian white noise with a standard deviation of
1.
𝑜𝑛𝑒𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 = 0.1404 ∗ 𝑡 0.5

(43)

𝑡𝑤𝑜𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 = 0.07961 ∗ 𝑡 1.5 (44)
However, this result is only applicable with a 50Hz sampling frequency and a noise signal with
standard deviation of 1. Due to equations 22 and 10 the standard deviation will merely be
multiplied through and can therefore be treated as a constant variable and pulled outside of the
integral.
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∫ 𝑤(𝑡) ∗ 𝑑𝑡

(22)

𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∬ 𝑤(𝑡) ∗ 𝑑𝑡 2 (10)
Thus the effects of different standard deviations need not be explored. The effects of different
sampling frequencies, however, do need to be explored. Therefore, more simulations using
different discrete sampling frequencies were conducted. The results of these simulations all fit
equations 45 and 46.
𝜎1 = 𝐴 ∗ 𝑡 0.5 ∗ 𝜎0

(45)

𝜎2 = 𝐵 ∗ 𝑡 1.5 ∗ 𝜎0

(46)

where σ0 represents the standard deviation of the Guassian white noise, σ1 represents the
standard deviation of the first integral of the Gaussian white noise, and σ2 represents the standard
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deviation of the second integral of the Gaussian white noise. The results of the simulations are
shown in Table 1.
Table 1: Curvefits for First and Second Integrals of White Noise
Sampling Frequency (Hz)
0.1
1
10
20
40
50
60
100

A

0.317
0.2236
0.1586
0.1404
0.1290
0.1000

B
0.8718
0.5403
0.1803
0.1291
0.09173
0.07961
0.07431
0.05752

Curves were fit to these and the curvefit of A as a function of the frequency is shown in figure 9.

Figure 9: Curvefit of A Vs. Frequency
The result of this curvefit is shown in equation 47.
𝐴 = 1.007 ∗ 𝑓𝑟𝑒𝑞 −0.5021

(47)

with 95% confidence intervals of [0.9937, 1.021] for the coefficient and [-0.5065, -0.4978] for
the constant.
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A curvefit of the values of B as a function of the frequency is shown in figure 10.

Figure 10: Curvefit of B Vs. Frequency
The result of this curvefit is shown in equation 48.
𝐴 = 0.5676 ∗ 𝑓𝑟𝑒𝑞 −0.4969

(48)

with 95% confidence intervals of [0.5409, 0.5942] for the coefficient and [-0.5121, -0.4817] for
the constant.
Combining equations 45 and 47 gives equation 49.
𝜎1 = 1.007 ∗ 𝑓𝑠−0.5021 ∗ 𝑡 0.5 ∗ 𝜎0

(49)

where fs is the sampling frequency in samples/time.
Combining equations 46 and 48 gives equation 50.
𝜎2 = 0.5676 ∗ 𝑓𝑠−0.4969 ∗ 𝑡 1.5 ∗ 𝜎0

(50)

Simplifying these equations to use common constants was found to match well within the
confidence intervals. These results are given in equations 51 and 52.
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𝜎1 = 𝑓𝑠−0.5 ∗ 𝑡 0.5 ∗ 𝜎0 (51)
𝜎2 = 3−0.5 ∗ 𝑓𝑠−0.4969 ∗ 𝑡 1.5 ∗ 𝜎0
4.4.3

(52)

Final Equations

Rearranging equations 51 and 52 and converting the frequency to radian frequency yields
2𝜋𝑡

𝜎1 = √

𝜔𝑠

∗ 𝜎0

2𝜋𝑡 3

𝜎2 = √

3𝜔𝑠

∗ 𝜎0

(53)

(54)

where ωs is the sampling frequency in radians/time.
Unit analysis of equations 55 and 56 show that these equations result in the proper units for σ1
and σ2. These equations also indicate that as the sampling frequency approaches infinity the error
due to the noise term goes to zero. This makes sense with the modeled noise function.

4.5 Application to Bias Determination
4.5.1

Application

Recalling equations 41, 22, 42, and 10
𝑏𝑑 = (𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 ) ∗

1
Δ𝑡

for gyroscopes with
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∫ 𝑤(𝑡) ∗ 𝑑𝑡

(22)

and
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(41)

𝑏𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 ) ∗

2
Δ𝑡 2

(42)

for accelerometers with
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = ∬ 𝑤(𝑡) ∗ 𝑑𝑡 2 (10)
Equations 53 and 54 may not be directly substituted into these equations as equations 53 and 54
give statistical distributions about a mean of zero.
2𝜋𝑡

𝜎1 = √

𝜔𝑠

∗ 𝜎0

2𝜋𝑡 3

𝜎2 = √

3𝜔𝑠

∗ 𝜎0

(53)

(54)

This may be overcome by substituting the most likely value of the noise term
𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 = 0

(55)

into equations 41 and 42. This results in
𝑏̃𝑑 = (𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 ) ∗

1
Δ𝑡

(56)

for gyroscopes and
𝑏̃𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 ) ∗

2
Δ𝑡 2

(57)

for accelerometers.
4.5.2

Final Equations

The estimated biases are
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𝑏̃𝑑 = (𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 ) ∗

1
Δ𝑡

(56)

for gyroscopes and
𝑏̃𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 ) ∗

2

(57)

Δ𝑡 2

for accelerometers.
Recall that equation 57 is applicable only for a non-rotating vehicle while equation 56 is
applicable to any vehicle.

4.6 Propagation of Calibration Error to Position Error
4.6.1

Gyroscopes

The error in the attitude can be calculated by back-substituting equation 53 into equation 41. This
results in

𝑏𝑑 = (𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 − √

2𝜋Δ𝑡
𝜔𝑠

∗ 𝜎0 ) ∗

1
Δ𝑡

(58)

The estimated bias is given by equation 56.
𝑏̃𝑑 = (𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 ) ∗

1
Δ𝑡

(56)

Therefore the error in the bias is achieved by subtracting equation 58 from equation 56. This
results in
2𝜋

𝑏𝑒𝑟𝑟𝑜𝑟 = 𝑏̃𝑑 − 𝑏𝑑 = √
∗ 𝜎0
Δ𝑡𝜔
𝑠

(59)

Recall equations 19, 24, 25, and 28.
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𝑎𝑡𝑡𝑐𝑎𝑙𝑐 = 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 + 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 + 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 (19)
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑒𝑟𝑟𝑜𝑟𝑑 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟

(24)

𝑒𝑟𝑟𝑜𝑟𝑑 = ∫ 𝑏𝑑 ∗ 𝑑𝑡 (25)
∫ 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ 𝑑𝑡 = 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ Δ𝑡 (28)
Also recall that for this analysis the thermal error and scale factor error are ignored.
These equations may be combined to create equation 60.
𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑏𝑒𝑟𝑟𝑜𝑟 ∗ 𝑡

(60)

Substituting equation 59 into equation 60 results in

𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = √

2𝜋
Δ𝑡𝜔𝑠

∗ 𝜎0 ∗ 𝑡 (61)

Recall equation 53.
2𝜋𝑡

𝜎1 = √

𝜔𝑠

∗ 𝜎0

(53)

Substituting equations 53 and 61 into equation 19 gives
2𝜋

𝑎𝑡𝑡𝑐𝑎𝑙𝑐 = 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 + √

Δ𝑡𝜔𝑠

2𝜋𝑡

∗ 𝜎0 ∗ 𝑡 + √

𝜔𝑠

∗ 𝜎0

(62)

The error in the calculated attitude is therefore
2𝜋

𝑎𝑡𝑡𝑒𝑟𝑟𝑜𝑟 = 𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 = √

𝜔𝑠

𝑡2

(√

Δ𝑡
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+ √𝑡) ∗ 𝜎0

(63)

which is the standard deviation of a statistical normal distribution around zero.
4.6.2

Accelerometers

The error in the position can be calculated by back-substituting equation 54 into equation 42.
This results in
2𝜋Δ𝑡 3

𝑏𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − √

3𝜔𝑠

∗ 𝜎0 ) ∗

2
Δ𝑡 2

(64)

The estimated bias is given by equation 57.
𝑏̃𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 ) ∗

2
Δ𝑡 2

(57)

Therefore the error in the bias is achieved by subtracting equation 64 from equation 57. This
results in
𝑏̃𝑑 − 𝑏𝑑 = 𝑏𝑒𝑟𝑟𝑜𝑟 = √

2𝜋
3𝜔𝑠 Δ𝑡

∗ 2 ∗ 𝜎0 (65)

Recall equations 7, 12, 13, and 16.
𝑝𝑜𝑠𝑐𝑎𝑙𝑐 = 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 + 𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 + 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒

(7)

𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑒𝑟𝑟𝑜𝑟𝑑 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑒𝑟𝑟𝑜𝑟𝑠𝑠𝑐𝑎𝑙𝑒𝑓𝑎𝑐𝑡𝑜𝑟
𝑒𝑟𝑟𝑜𝑟𝑑 = ∬ 𝑏𝑑 ∗ 𝑑𝑡 2
1

(12)

(13)

∬ 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ 𝑑𝑡 2 = 2 𝑏𝑐𝑜𝑛𝑠𝑡 ∗ Δ𝑡 2

(16)

Also recall that for this analysis the thermal error and scale factor error are ignored.
These equations may be combined to create equation 66.
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1

𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = 𝑏𝑒𝑟𝑟𝑜𝑟 ∗ 𝑡 2
2

(66)

Substituting equation 65 into equation 66 results in

𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑎𝑠 = √

2𝜋
3𝜔𝑠 Δ𝑡

∗ 𝜎0 ∗ 𝑡 2 (67)

Recall equation 54.
2𝜋𝑡 3

𝜎2 = √

3𝜔𝑠

∗ 𝜎0

(54)

Substituting equations 54 and 67 and into equation 7 gives
2𝜋

𝑝𝑜𝑠𝑐𝑎𝑙𝑐 = 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 + √

3𝜔𝑠 Δ𝑡

2𝜋𝑡 3

∗ 𝜎0 ∗ 𝑡 2 + √

3𝜔𝑠

∗ 𝜎0 (68)

The error in the calculated position is therefore

𝑝𝑜𝑠𝑒𝑟𝑟𝑜𝑟 = 𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 = √

2𝜋
3𝜔𝑠

𝑡4

(√

Δ𝑡

+ √𝑡 3 ) ∗ 𝜎0 (69)

which is the standard deviation of a statistical normal distribution around zero.
4.6.3

Final Equations

The statistical distribution of the errors in the calculated attitude and position are standard normal
distributions about zero.
The standard deviation for the attitude error is
2𝜋

𝑎𝑡𝑡𝑒𝑟𝑟𝑜𝑟 = 𝑎𝑡𝑡𝑐𝑎𝑙𝑐 − 𝑎𝑡𝑡𝑡𝑟𝑢𝑒 = √

𝜔𝑠

𝑡2

(√

Δ𝑡
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+ √𝑡) ∗ 𝜎0

(63)

The standard deviation for the position error is

𝑝𝑜𝑠𝑒𝑟𝑟𝑜𝑟 = 𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 = √

2𝜋
3𝜔𝑠

𝑡4

(√

Δ𝑡

+ √𝑡 3 ) ∗ 𝜎0 (69)

These equations can be utilized alongside the calculated attitude and position to determine both
the most likely attitude and position and the possible distributions of attitude and position. By
taking the three or four sigma values of equations 63 and 69, a known boundary for the possible
true location can be created. This boundary would be of great importance when a navigating
vehicle wants to avoid an obstacle, say a cliff, a wall, another country’s airspace, or another
hazard.
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5. Experiments
5.1 Experiment Overview
Two accelerometers were attached to a horizontal vibration shaker which was used to apply
white noise acceleration. The chosen accelerometers are the IMI Sensors 603C01 accelerometer
and the Analog Devices ADXL327 accelerometer using the z-direction accelerometer. These
accelerometers are hereafter referred to as Accelerometer 1 and Accelerometer 2, respectively.
Each accelerometer was attached horizontally to the shaker and given a white noise acceleration
input for four hours. The data was collected using an NI MyDaq data acquisition device
sampling at 5 kHz. In order to recreate the conditions of multiple sampling rates, the collected
data was analyzed at multiple sampling rates. Thus, for a 100 Hz analyzed sampling rate, every
fiftieth data point from the 5 kHz data was used.
The first two hours of data were used to calibrate the accelerometers using equation 42 assuming
the most likely error due to noise of zero.
𝑏𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 ) ∗

2
Δ𝑡 2

(42)

The final two hours of data were used to validate the position error equations of the sensors.
Additionally, one minute of accelerometer data was collected with no acceleration input at a
sampling rate of 10kHz.
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5.2 Experiment Results
5.2.1

Uncalibrated Position Error

The uncalibrated position errors from integrating the acceleration measured by the
accelerometers are given in figures 11 and 12 below.

Figure 11: Accelerometer 1 Uncalibrated Position Error
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Figure 12: Accelerometer 2 Uncalibrated Position Error
5.2.2

Calculated Biases

The biases of the accelerometers were calculated with various sampling frequencies using
equation 42 assuming the error due to noise is zero, the most likely value.
𝑏𝑑 = (𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 − 𝑒𝑟𝑟𝑜𝑟𝑛𝑜𝑖𝑠𝑒 ) ∗

2
Δ𝑡 2

(42)

The calculated biases for the accelerometers are shown in Figure 13 below.
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Figure 13: Accelerometer Biases With Varying Sample Frequencies
5.2.3

Calibrated Position Error

These biases were then used to calibrate the accelerometers and the next two hours of data were
used to validate the theoretical model. The calibrated validation position data is shown in figures
14 and 15 below.
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Figure 14: Accelerometer 1 Calibrated Validation Position Error

Figure 15: Accelerometer 2 Calibrated Validation Position Error
The calibrated validation position error in figures 14 and 15 is much smaller than the
uncalibrated position error in figures 11 and 12. Figures 16 and 17 below compare the position
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error at two hours of the uncalibrated and calibrated accelerometers at various sampling
frequencies.

Figure 16: Accelerometer 1 Position Error Comparison
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Figure 17: Accelerometer 2 Position Error Comparison
Table 2 below compares the uncalibrated data with the calibrated data. The calibrated position
error for Accelerometer 1 is ~0.2% of the uncalibrated error for sampling rates of 100Hz or
greater. The calibrated position error for Accelerometer 2 is ~1.3% for sampling rates of 100Hz
or greater.
Table 2: Calibrated Vs. Uncalibrated Position Error
Sampling
Frequency
(Hz)

Accel 1
Calibrated
Position
Error (km)
4.803557

Accel 1
Cal/Uncal
Ratio

1

Accel 1
Uncalibrated
Position Error
(km)
36386.28

Accel 2
Calibrated
Position
Error (km)
2183.935

Accel 2
Cal/Uncal
Ratio

0.01%

Accel 2
Uncalibrated
Position Error
(km)
-26409.7

2

38178.43

738.8631

1.94%

-24455.7

2714.205

-11.10%

5

39059.47

-83.799

-0.21%

-23322.7

2543.807

-10.91%

10

38996.96

352.2764

0.90%

-23268.3

2535.621

-10.90%

20

38936.62

264.507

0.68%

-23389.8

2465.72

-10.54%
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-8.27%

50

39210.54

-130.977

-0.33%

-20254.8

-229.252

1.13%

100

39219.24

66.32334

0.17%

-20277.1

82.0247

-0.40%

200

39157.58

-33.2673

-0.08%

-20328.1

-84.1277

0.41%

500

39131.65

-91.3163

-0.23%

-20280.5

-272.35

1.34%

1000

39131.2

-90.6228

-0.23%

-20309.5

-247.104

1.22%

5000

39131.03

-92.0222

-0.24%

-20305.9

-21.91

0.11%

5.3 Comparison to Theory
Recall that equation 69 predicts standard deviation of the distribution of the calibrated position
error which should be centered about zero.

𝑝𝑜𝑠𝑒𝑟𝑟𝑜𝑟 = 𝑝𝑜𝑠𝑐𝑎𝑙𝑐 − 𝑝𝑜𝑠𝑡𝑟𝑢𝑒 = √

2𝜋
3𝜔𝑠

𝑡4

(√

Δ𝑡

+ √𝑡 3 ) ∗ 𝜎0 (69)

To test the theory developed in this thesis, equation 69 is plotted alongside the validation data in
figures 18 and 19 below.
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Figure 18: Accelerometer 1 Validation Data Vs. Equation 69

Figure 19: Accelerometer 2 Validation Data Vs. Equation 69
Clearly the position error for Accelerometer 1 falls outside the 3 sigma bounds that equation 69
predicts by about one order of magnitude. The position error for Accelerometer 2 however is
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roughly predicted by the 3 sigma bounds set by equation 69 though not at all sampling
frequencies.

5.4 Investigation of Difference From Theory
To determine if there is an abnormality to the sensors or the sensor error, the one minute of
stationary accelerometer data was analyzed. The measured acceleration of the two
accelerometers are shown in figures 20 and 21 below.

Figure 20: Accelerometer 1 Static Measured Acceleration
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Figure 21: Accelerometer 2 Static Measured Acceleration
Recall that the theory in this thesis relies upon the assumption that the error is a constant bias
plus white noise. Figure 20 clearly shows that Accelerometer 1 has an exponentially decaying
trend, which is contrary to this assumption. This trend may be due to a transient response of the
signal conditioner after power-on. The measured acceleration for Accelerometer 2, however,
appears to be standard normal plus a bias.
To confirm these conclusions, histograms for the stationary data were created.
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Figure 22: Accelerometer 1 Static Histogram

Figure 23: Accelerometer 2 Static Histogram
If the error is a constant bias plus white noise, these histograms ought to be bell curves. The
difference in the histogram for Accelerometer 1 can be explained by the decaying trend which is
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a time-changing bias. The difference in the histogram for Accelerometer 2 is not nearly as bellshaped as expected.
In order to determine why the histogram for Accelerometer 2 differs from the expected standardnormal curve, we can zoom in on the data to see if there is anything unexpected. The resultant
plots and histograms of the static data for both accelerometers are shown below in figures 24
through 27.

Figure 24: Accelerometer 1 Zoomed-In Static Measured Acceleration
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Figure 25: Accelerometer 2 Zoomed-In Static Measured Acceleration

Figure 26: Accelerometer 1 Zoomed-In Static Histogram
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Figure 27: Accelerometer 2 Zoomed-In Static Histogram
Locally, the error in Accelerometer 1 appears to be standard normal. This can be seen in both
figures 24 and 26. Note that the narrow lines in the histogram are due to the striation that results
from the Analog-to-Digital Converter.
Figures 25 and 27 clearly show that the error in Accelerometer 2 is not a bias plus white noise. A
clear repeating pattern can be seen in figure 25 which is reflected in the histogram in figure 27.
To further investigate this, power spectral density curves were created for the static test of both
accelerometers as shown in figures 28 and 29.
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Figure 28: Accelerometer 1 Static Power Spectral Density Curve

Figure 29: Accelerometer 2 Static Power Spectral Density Curve
Both accelerometers exhibit small spikes at 60Hz and its harmonics. As both accelerometers
were powered by the 60Hz electrical grid and the measuring equipment was powered by the
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same grid, these harmonics are likely due to the test arrangement and would not appear in a
stand-alone system. Accelerometer 1 also has a peak in the power spectral density curve at 47Hz
that is currently unexplained.
The effects of the 60Hz electrical grid on the accelerometer output would be carried through
numerical integration and affect the position error of the test. This effect would be most
pronounced at sampling rates lower than the 60Hz signal but would still slightly affect the results
at high sampling rates.
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6. Interpretation of Results
6.1 Dynamic Calibration
The dynamic calibration of the accelerometers greatly reduced the error in the sensors. The
calibrated position error for Accelerometer 1 was reduced to ~0.2% of the uncalibrated error for
sampling rates of 100Hz or greater; the calibrated position error for Accelerometer 2 was
reduced to ~1.3% for sampling rates of 100Hz or greater. This is a very large improvement in the
position error for a simple, inexpensive, and dynamic calibration.
Though the dynamic calibration test was only used on accelerometers, the proof of the theory on
accelerometers also proves that it is equally valid for gyroscopes.
The dynamic calibration used in this thesis is for a non-rotating vehicle. In order to incorporate
this method onto a rotating vehicle, the bias determination equation developed in section 4.5
must be replaced with a numerical least error search method.

6.2 Calibrated Error Bounds
The 3 sigma error bounds for the calibrated position error did not fully capture the measured
error, as seen in section 5.3. However, the error bounds were close and the difference is likely
due to the error profiles of the sensors not matching the assumed error profiles. The predictions
may be improved in future work by new knowledge of the sensor error. Though the predicted
error bounds did not fully capture the real effects, they are still a useful tool to approximate the
calibrated position error.
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6.3 Sensor Error Characteristics
The underlying assumption in this method was that the sensor output is the true value plus a bias
and Gaussian white noise, as reflected in the literature [2,4,5,7,8,9,11,13,17]. Section 5.4 clearly
shows that the bias for the IMI Sensors 603C01 accelerometer (Accelerometer 1) was not
constant and that the noise for the Analog Devices ADXL327 z-direction accelerometer
(Accelerometer 2) was not Gaussian. The IMI Sensors 603C01 accelerometer did however
exhibit Gaussian noise and the Analog Devices ADXL327 z-direction accelerometer did exhibit
a constant bias.
These characteristics were likely due to the test setup which relied on grid power introducing a
60Hz signal into the test and a signal conditioner connected to the IMI Sensors 603C01
accelerometer which contributes transitory effects. A fully stand-alone system may exhibit the
expected characteristics of a Gaussian distribution with a constant bias.
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7. Conclusions and Recommendations
7.1 Conclusions
Using a known position datapoint to dynamically calibrate an accelerometer greatly increases the
accuracy of the accelerometer. This method may also be applied to gyroscopes and full rotatingbody vehicles. In the test performed in this thesis, for sampling frequencies 50 Hz or greater the
improvement was a position error reduction of 98.7% to 99.8% of the original error. For
sampling frequencies lower than 50 Hz the position error was reduced by 88.9% to 98.1% of the
original error. In this thesis, automotive grade accelerometers were improved to the accuracy of
very good industrial grade accelerometers. This improvement on a higher grade accelerometer
would likely enable long-term navigation using Inertial Navigation Systems (INS).
Integrating the white noise of the sensors gave a fair approximation of the position error of the
calibrated sensors. However, this approximation was off by as much as an order of magnitude in
this test. Though the error was improved by 99.8% for Accelerometer 1 at 100 Hz, the theory
predicted that the improvement ought to have been 99.97%. This disparity between test and
theory may be the result of the test setup which relied on grid electrical power, thus introducing a
60Hz signal into the system. This 60Hz signal modified the sensor error from white noise to
colored noise, creating a disparity between theory and results.

7.2 Recommendations
This calibration and error prediction method could be improved by further research into the true
error profiles of accelerometers by performing a stand-alone DC powered test to remove the
effects of 60Hz grid power. A test of this nature would allow the error bounds derived in this
thesis to be truly confirmed or to be shown that modification is necessary.
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A thermal model and a scale factor model could be added to the theory presented in this thesis to
broaden the applicability of this method.
Testing of this method applied to gyroscopes and an investigation of the true error profiles of
gyroscopes is recommended before any reliance on the attitude error boundary equations is used
in commercial, scientific, or military applications.
Testing of this applied to a translating-rotating vehicle would be a boon for the demonstration of
the proposed method. Additionally, developing a method of determining the sensor biases that is
not processor intensive would be an excellent path of research towards implementing this
method in wide-scale commercial use.
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A. Matlab Code
The specification sheets of the accelerometers used in this thesis are given in the following
subsections.
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A.1 IMI Sensors 603C01 Accelerometer
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A.2 Analog Devices ADXL327 Accelerometer
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B. Matlab Code
B.1 White Noise Matlab Code
% Statistical analysis algorithm for sensor data
% Written by Timothy Nichols on 05/12/2015
% Modified on 10/09/2015
%% Program functionality
% Creates standard normal random signal noise
% Integrates the signal noise
% Runs statistics on the integrated noise
% Compares statistical outcome with integrated baseline
%% Begin program
% Start time
fprintf('Start time is %s \n', datestr(now))
%% Set up initial data
% Set the timestep
time_step=1/60; %seconds
run_time=10*3600; %seconds =10hr
time=time_step*[time_step:1:run_time/time_step]'; %seconds
% Set number of runs
run_num=1e6
% Set timestamps to be stored in seconds
t_stamp=[1, 2, 5, 10, 20, 30, 60, 2*60, 5*60, 10*60, 15*60, 20*60, 30*60,
40*60, 50*60, 3600, 1.25*3600, 1.5*3600, 1.75*3600, 2*3600, 2.5*3600, 3*3600,
3.5*3600, 4*3600, 4.5*3600, 5*3600, 5.5*3600, 6*3600, 6.5*3600, 7*3600,
7.5*3600, 8*3600, 8.5*3600, 9*3600, 9.5*3600, 10*3600];
% Set positions in the arrays for the corresponding timesteps
stamp_pos=t_stamp/time_step;
%% Create baseline
% What would you get if you just integrated the 1 sigma error value
% Assume 1 sigma value of 1
one_sigma_data=ones(run_time/time_step,1);
% Integrate the baseline data
base_int1=cumtrapz(one_sigma_data)*time_step;
base_int2=cumtrapz(base_int1)*time_step;
% Save baseline at times set in stamp_pos
base_final=base_int2(run_time/time_step,1);
base_int1_arr=base_int1(stamp_pos)';

B1

base_int2_arr=base_int2(stamp_pos)';
%% Create statistical data
% Create running arrays to store data in
sens_data=zeros(run_time/time_step,1);
data_int1=zeros(run_time/time_step,1);
data_int2=zeros(run_time/time_step,1);
% Create output arrays to store data in
output_int1=zeros(run_num,1);
output_int2=zeros(run_num,1);
data_int1_arr=zeros(run_num,length(stamp_pos));
data_int2_arr=zeros(run_num,length(stamp_pos));
% Run sensor filter run_num times and record the final position and positions
as set in stamp_pos
for i=[1:run_num];
% Create sensor data as standard normal distribution around zero
sens_data=normrnd(0,1,run_time/time_step,1);
% Integrate twice to obtain position
data_int1=cumtrapz(sens_data)*time_step;
data_int2=cumtrapz(data_int1)*time_step;
% Store final positions for first integration and second integration
output_int1(i)=data_int1(run_time/time_step); % One integration
output_int2(i)=data_int2(run_time/time_step); % Two integrations
% Store predefined positions throughout run as set in stamp_pos
data_int1_arr(i,:)=data_int1(stamp_pos);
data_int2_arr(i,:)=data_int2(stamp_pos);
% Print the current percent complete and the timestamp to the command
window
if(round(i/run_num*1000)/10 == i/run_num*100)
fprintf('%3.1f %% completed at %s \n',i/run_num*100, datestr(now))
end
end
Plot the final positions to ensure that they are standard normal
figure(42); plot(output_int1,'.')
title('Error values over runs, one integral'); xlabel('Run #');
ylabel('Error');
figure(43); plot(output_int2,'.')
title('Error values over runs, two integrals'); xlabel('Run #');
ylabel('Error');
%% Run statistics on output
% Compare x positions throughout time
[int1_mu_arr,int1_sigma_arr]=normfit(data_int1_arr);
[int2_mu_arr,int2_sigma_arr]=normfit(data_int2_arr);
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%% Compare outputs
fraction_int1_arr=int1_sigma_arr./base_int1_arr;
fraction_int2_arr=int2_sigma_arr./base_int2_arr;
% Plot response fractions over time
figure(44);loglog(t_stamp/60,fraction_int1_arr)
title('Error Fraction vs. Time, one integral'); xlabel('Time (min)');
ylabel('Algorithm error/ traditional error'); grid on
figure(45);loglog(t_stamp/60,fraction_int2_arr)
title('Error Fraction vs. Time, two integrals'); xlabel('Time (min)');
ylabel('Algorithm error/ traditional error'); grid on
figure(46);plot(t_stamp/60,fraction_int1_arr)
title('Error Fraction vs. Time, one integral'); xlabel('Time (min)');
ylabel('Algorithm error/ traditional error'); grid on
figure(47);plot(t_stamp/60,fraction_int2_arr)
title('Error Fraction vs. Time, two integrals'); xlabel('Time (min)');
ylabel('Algorithm error/ traditional error'); grid on
% Plot new responses over time
figure(48);loglog(t_stamp/60,int1_sigma_arr)
title('Algorithm 1-D 1-Sigma Position Error vs. Time,
xlabel('Time (min)'); ylabel('Error / Sigma_o_m_e_g_a
figure(49);loglog(t_stamp/60,int2_sigma_arr)
title('Algorithm 1-D 1-Sigma Position Error vs. Time,
xlabel('Time (min)'); ylabel('Error / Sigma_a_c_c_e_l
figure(50);plot(t_stamp/60,int1_sigma_arr)
title('Algorithm 1-D 1-Sigma Position Error vs. Time,
xlabel('Time (min)'); ylabel('Error / Sigma_o_m_e_g_a
figure(51);plot(t_stamp/60,int2_sigma_arr)
title('Algorithm 1-D 1-Sigma Position Error vs. Time,
xlabel('Time (min)'); ylabel('Error / Sigma_a_c_c_e_l
% End time
fprintf('End time is %s \n', datestr(now))
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one integral');
(sec)'); grid on
two integrals');
(sec^2)'); grid on
one integral');
(sec)'); grid on
two integrals');
(sec^2)'); grid on

B.2 Data Analysis Matlab Code
%% File to read and double integrate the data from a text file
% Written by Timothy Nichols in May 2016 for use in his Masters Thesis
%% Print start time to command window
fprintf('Start time is %s \n', datestr(now))
%% Open file
filepathstr='Run3.txt';
fileID=fopen(filepathstr);
%% Set file data parameters
freq=5000
Ts=1/freq; %Sampling time

time=2*3600; %seconds
% time=120
%% Find file length
fseek(fileID, 0, 1);
file_length=ftell(fileID); %bytes
fseek(fileID, 0, -1);
fprintf('File is %d bytes.\n',file_length)
%% Read header text
header=fgetl(fileID)
%% Read and integrate lines
%Initialize integration arrays.
%Meas1
meas1int1=0; meas1int2=0;
%Meas2
meas2int1=0; meas2int2=0;
%Initialize saving j_des
j_des=freq;
%Initialize measurement storage arrays
pos1=zeros(1,time);
pos2=zeros(1,time);
%Use a loop to read a line of code and integrate the data then repeat.
for j=1:time*freq
for q=1:5000/freq
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% Read the line
line=fgets(fileID);
%Check for new line characters
nlns=strfind(line,sprintf('\n')); %finds all new-line locations in
line
if nlns<10 %if the line is blank then skip it and get the next line
line=fgets(fileID);
nlns=strfind(line,sprintf('\n')); %finds all new-line locations
in line
end
if (j==1)&&(q==1) %Print the first line
line
end
end
tabs=strfind(line,sprintf('\t')); %finds all tab locations in line
% Retrieve measurement 1 from the line and integrate it twice
meas1str=line(tabs(1)+1 : tabs(2)-1);
meas1=str2double(meas1str);
meas1int1=Ts*meas1+meas1int1;
meas1int2=Ts*meas1int1+meas1int2;
% Retrieve measurement 2 from the line and integrate it twice
meas2str=line(tabs(2)+1 : nlns(1)-1);
meas2=str2double(meas2str)-1.5; %nominal 1.5V=0g
meas2int1=Ts*meas2+meas2int1;
meas2int2=Ts*meas2int1+meas2int2;
% Save the double integrated measurement values if at 1 second marks
if j==j_des
j_des=uint32(j_des+freq);
pos1(j/freq)=meas1int2;
pos2(j/freq)=meas2int2;
%
fprintf('J is %5.0f meas1int2 is %1.8f meas2int2 is
%1.8f\n',j,meas1int2,meas2int2)
end
end
line
j_des
% error due to bias is .5*b*t^2
% therefore bias is error*2/t^2
bias1=meas1int2*2/(time)^2
bias2=meas2int2*2/(time)^2
%% Print halfway time to command window
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fprintf('Halfway time is %s \n', datestr(now))
%% Read and integrate lines
%Initialize integration arrays.
%Meas1
meas1int1=0; meas1int2=0;
%Meas2
meas2int1=0; meas2int2=0;
%Initialize measurement storage arrays
pos1_cal=zeros(1,time);
pos2_cal=zeros(1,time);
j_des=freq;
%Use a loop to read a line of code and integrate the data then repeat.
for j=1:time*freq
for q=1:5000/freq
% Read the line
line=fgets(fileID);
%Check for new line characters
nlns=strfind(line,sprintf('\n')); %finds all new-line locations in
line
if nlns<10 %if the line is blank then skip it and get the next line
line=fgets(fileID);
nlns=strfind(line,sprintf('\n')); %finds all new-line locations
in line
end
if (j==1)&&(q==1) %Print the first line
line
end
end
tabs=strfind(line,sprintf('\t')); %finds all tab locations in line
% Retrieve measurement 1 from the line and integrate it twice
meas1str=line(tabs(1)+1 : tabs(2)-1);
meas1=str2double(meas1str)-bias1;
%subtract bias
meas1int1=Ts*meas1+meas1int1;
meas1int2=Ts*meas1int1+meas1int2;
% Retrieve measurement 2 from the line and integrate it twice
meas2str=line(tabs(2)+1 : nlns(1)-1);
meas2=str2double(meas2str)-1.5-bias2;
%nominal 1.5V=0g; subtract bias
meas2int1=Ts*meas2+meas2int1;
meas2int2=Ts*meas2int1+meas2int2;
% Save the double integrated measurement values if at 1 second marks
if j==j_des
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j_des=uint32(j_des+freq);
pos1_cal(j/freq)=meas1int2;
pos2_cal(j/freq)=meas2int2;
%
fprintf('J is %5.0f meas1int2 is %1.8f meas2int2 is
%1.8f\n',j,meas1int2,meas2int2)
end

end
line
j_des
%% Print end time to command window
fprintf('End time is %s \n', datestr(now))
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C. Supporting Figures
C.1 White Noise in Accelerometer 1
Figure 24 in section 5.4 seeks to show that the noise in Accelerometer 1 is locally white noise by
zooming-in on the last 0.1 seconds of the data. The following figures show that this is true
throughout the static test by zooming-in at various times throughout the test.
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C.2 Repeating Pattern in Noise of Accelerometer 2
Figure 25 in section 5.4 seeks to show that the noise in Accelerometer 2 has a repeating pattern
by zooming-in on the last 0.1 seconds of the data. The following figures show that this is true
throughout the static test by zooming-in at various times throughout the test.
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C.3 Position Error Comparison to Theory Accelerometer 1
Figure 18 in section 5.3 shows the comparison of the calibrated position error of Acclerometer 1
with the calibrated position error predicted by the theory at 100Hz and at 5kHz. The following
figures show the comparison for all analyzed frequencies.

C8

C9

C10

C11

C12

C13

C.4 Position Error Comparison to Theory Accelerometer 2
Figure 19 in section 5.3 shows the comparison of the calibrated position error of Acclerometer 2
with the calibrated position error predicted by the theory at 100Hz and at 5kHz. The following
figures show the comparison for all analyzed frequencies.
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