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With respect to multiple attribute group decision making (MAGDM) problems in which
both the attribute weights and the expert weights take the form of real numbers, at-
tribute values take the form of intuitionistic linguistic numbers, the group decision mak-
ing methods based on some generalized dependent aggregation operators are developed.
Firstly, score function and accuracy function of intuitionistic linguistic numbers are intro-
duced. Then, an intuitionistic linguistic generalized dependent ordered weighted average
(ILGDOWA) operator and an intuitionistic linguistic generalized dependent hybrid weighted
aggregation (ILGDHWA) operator are developed. Furthermore, some desirable properties
of the ILGDOWA operator, such as commutativity, idempotency and monotonicity, etc. are
studied. At the same time, some special cases of the generalized parameters in these op-
erators are analyzed. Based on the ILGDOWA and ILGDHWA operators, the approach to
multiple attribute group decision making with intuitionistic linguistic information is pro-
posed. Finally, an illustrative example is given to verify the developed approaches and to
demonstrate their practicality and effectiveness.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Multiple attribute decision making (MADM) problems are the important research parts of decision theory. Since the
object things are fuzzy and uncertain, the attributes involved in the decision problems are not always expressed as crisp
numbers, and some of them are more suitable to be denoted by fuzzy numbers, such as interval number, linguistic variable,
intuitionistic fuzzy number etc. Since the fuzzy set theory, which was proposed by Zadeh [1], has been a rapid development
and a wide range of applications. However, the fuzzy set is used to character the fuzziness just by membership degree.
Atanassov [2,3] proposed the intuitionistic fuzzy set (IFS) characterized by a membership function and a non-membership
function, which is a generalization of the concept of fuzzy set. Obviously, the intuitionistic fuzzy set (IFS) can describe and
character the fuzzy essence of the objective world more exquisitely [2], and it has received more and more attention since
its appearance. Later, Atanassov and Gargov [4], Atanassov [5] further introduced the interval-valued intuitionistic fuzzy set
(IVIFS), and Xu [6], Wang [7] proposed the decision making methods based on IVIFS. Shu, Cheng and Chang [8] gave the
deﬁnition of the intuitionistic triangular fuzzy number, and Zhang and Liu [9] deﬁned the triangular intuitionistic fuzzy
number, and they proposed the relevant decision making methods separately. Wang [10] gave the deﬁnition of intuitionistic
trapezoidal fuzzy number and interval intuitionistic trapezoidal fuzzy number, then some decision making methods based
on the intuitionistic triangular fuzzy number had been proposed [11–15].
Furthermore, Wang and Li [16] proposed intuitionistic linguistic sets, intuitionistic linguistic numbers, intuitionistic two-
semantics and the Hamming distance between two intuitionistic two-semantics, and rank the alternatives by calculating the
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following advantages.
(1) The intuitionistic linguistic variables are more accurate to express fuzzy information than the uncertain linguistic
variables. The linguistic variables are easy to deal with qualitative information, in general, we need assign a linguistic set
which contains some linguistic terms, but in practical application, we may not select a linguistic term from the linguistic set
to accurately express the evaluation information for an evaluation objective, it may be between two terms, we can express
it by the uncertain linguistic variables, but this is not accurate. Now we can use the intuitionistic linguistic variables to more
accurately express it, we select a linguistic term, which is closest to the evaluation information, from the linguistic set ﬁrstly.
Then we give the membership degree and non-membership degree to this linguistic term. This constitutes an intuitionistic
linguistic number. For example, we can evaluate the performance of a car by the linguistic set S = (s1, s2, s3, s4, s5, s6, s7) =
{extremely poor,very poor,poor, slightly poor, fair, slightly good,good,very good,extremely good}. Perhaps, we think the
performance evaluation result is higher than “good” (s5) and lower than “very good” (s6), generally, we can use the un-
certain linguistic number [s5, s6] to express this evaluation result, but this is not accurate, because it merely provides a
range. In this situation, we can use an intuitionistic linguistic number for the car evaluation; ﬁrstly, we can give a linguistic
term (s6), then we give the membership degree (0.8) and non-membership degree (0) to s6. So, the intuitionistic linguistic
number is 〈s6, (0.8,0.0)〉. Of course, if we use a linguistic term (s5), it will not fully express the evaluation information,
because the membership degree will be 1 and non-membership degree is 0. If we use linguistic term (s7), the membership
degree to s7 may be 0.7 and non-membership degree to s7 may be 0.1, etc. So, we think the intuitionistic linguistic variables
can express the evaluation information more accurate than the uncertain linguistic variables.
(2) The intuitionistic linguistic variables are easier to express fuzzy information than intuitionistic trapezoidal fuzzy
information. The intuitionistic linguistic variables are built based on intuitionistic trapezoidal fuzzy numbers, in practice, it
is diﬃcult to give an intuitionistic trapezoidal fuzzy number for an evaluation objective by experts, because trapezoidal fuzzy
number cannot be given directly and it is usually transformed from the linguistic variable. So, the intuitionistic linguistic
variables can express fuzzy information more direct than the intuitionistic trapezoidal fuzzy information.
The information aggregation operators are an interesting research topic, which is receiving increasing concern. Yager [17]
introduced the ordered weighted averaging (OWA) operator which is a useful tool for aggregating the exact inputs. The
key of the OWA operator is to determine its associated weights. Yager [18] introduced some approaches to generating the
dependent weights associated with the OWA operators. Xu [19] gave a detailed state-of-the-art description of the ﬁeld, and
developed a simple method to obtain the OWA weights based on the normal distribution (Gaussian distribution). Yager [20]
further proposed the generalized ordered weighted averaging (GOWA) operator which is an extension of the OWA operator.
Li [21], Zhao et al. [22] further proposed the generalized aggregation operators for intuitionistic fuzzy sets. Merigó and
Casanovas [23] presented the generalized hybrid averaging (GHA) operator. It is able to generalize a wide range of mean op-
erators such as the HA, the hybrid geometric averaging (HGA), the hybrid quadratic averaging (HQA), the generalized ordered
weighted averaging (GOWA) operator and the weighted generalized mean (WGM). A key feature in GHA operator is that it
is able to deal with the weighted average and the ordered weighted averaging (OWA) operator in the same formulation.
Merigó and Casanovas [24] introduced the fuzzy generalized hybrid averaging (FGHA) operator for the multi-attribute deci-
sion making problems in which the attribute values take the form of the fuzzy number; this expanded the application scope
of GHA operator. However, most of the existing aggregation operators do not take into account the relationship between
the values being fused. Xu [25] proposed some dependent OWA operators, in which the associated weights depend on the
aggregated arguments. The prominent characteristic of this dependent OWA operator is that it can relieve the inﬂuence of
unfair arguments on the aggregated results. Furthermore, Xu [26] developed some dependent uncertain ordered weighted
aggregation operators, including dependent uncertain ordered weighted averaging (DUOWA) operators and dependent un-
certain ordered weighted geometric (DUOWG) operators, in which the associated weights only depend on the aggregated
interval arguments. Wei [27] developed a dependent uncertain linguistic ordered weighted geometric (DULOWG) operator
to aggregate uncertain linguistic variable.
The intuitionistic linguistic variables are very suitable to be used for depicting uncertain or fuzzy information, and
research on the multiple attribute group decision making problems based on the intuitionistic linguistic variables has a
great signiﬁcance. Motivated by the idea of dependent aggregation operator proposed by Xu [25,26] and the generalized
aggregation operators proposed by Yager [20] and Zhao et al. [22], this paper proposes some operators, such as an intuition-
istic linguistic generalized weighted average (ILGWA) operator, an intuitionistic linguistic generalized dependent ordered
weighted average (ILGDOWA) operator and an intuitionistic linguistic generalized dependent hybrid weighted average (IL-
GDHWA) operator. Furthermore, some desirable properties of the ILGDOWA and ILGDHWA operators are studied. At the
same time, some special cases of the generalized parameters in these operators are analyzed.
2. Preliminaries
2.1. The linguistic set and its extension
Suppose that S = (s0, s2, . . . , sl−1) is a ﬁnite and totally ordered discrete term set, where l is the odd value. In real
situation, l is equal to 3, 5, 7, 9 etc. For example, when l = 9, a set S could be given as follows:
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= {extremely poor,very poor,poor, slightly poor, fair, slightly good,good,very good,extremely good}
Usually, for any linguistic set S , it is required that si and s j must satisfy the following additional characteristics [30,31]:
(1) The set is ordered: si ≺ s j , if and only if i < j;
(2) There is the negation operator: neg(si) = sl−1−i;
(3) Maximum operator: max(si, s j) = si , if i  j;
(4) Minimum operator: min(si, s j) = si , if i  j.
Furthermore, in order to preserve all the given information, Herrera et al. [30] proposed that the discrete linguistic label
S = (s0, s2, . . . , sl−1) is extended to a continuous linguistic label S¯ = {sα | α ∈ R} which satisﬁes the above characteristics.
For any linguistic variables si, s j ∈ S¯ , the operations are deﬁned as follows [32,33]:
βsi = sβ×i (1)
si ⊕ s j = si+ j (2)
si/s j = si/ j (3)
(si)
n = sin (4)
2.2. The intuitionistic linguistic set (ILS)
Deﬁnition 1. (See [16].) An ILS A in X is deﬁned as
A = {〈x[hθ(x), (uA(x), v A(x))]〉 ∣∣ x ∈ X} (5)
Here hθ(x) ∈ S¯ , uA : X → [0,1] and v A : X → [0,1], with the condition 0  uA(x) + v A(x)  1, ∀x ∈ X . The numbers
uA(x) and v A(x) represent, respectively, the membership degree and non-membership degree of the element x to linguistic
index hθ(x) .
For each ILS A in X , if π(x) = 1 − uA(x) − v A(x), ∀x ∈ X , then π(x) is called a hesitancy degree of x to linguistic
index hθ(x) . It is obvious that 0 π(x) 1, ∀x ∈ X .
Deﬁnition 2. (See [16].) Let A = {〈x[hθ(x), (uA(x), v A(x))]〉 | x ∈ X} be ILS, the ternary group 〈hθ(x), (uA(x), v A(x))〉 is called
an intuitionistic linguistic number, and A can also be viewed as a collection of the intuitionistic linguistic number (ILN).
So, it can also be expressed as A = {〈hθ(x), (uA(x), v A(x))〉 | x ∈ X}. In addition, πA(x) = 1 − uA(x) − v A(x) represents the
hesitancy degree, and it can also be called the intuitionistic linguistic fuzzy degree. For convenience, denote an ILN by
a˜ = 〈sθ(a), (u(a), v(a))〉, where u(a), v(a) 0, u(a) + v(a) 1.
Let a˜1 = 〈sθ(a1), (u(a1), v(a1))〉 and a˜2 = 〈sθ(a2), (u(a2), v(a2))〉 be two ILNs and λ  0, then the operations of ILNs are
deﬁned as follows [16]
a˜1 + a˜2 =
〈
sθ(a1)+θ(a2),
(
1− (1− u(a1))(1− u(a2)), v(a1)v(a2))〉 (6)
a˜1 ⊗ a˜2 =
〈
sθ(a1)×θ(a2),
(
u(a1)u(a2), v(a1) + v(a2) − v(a1)v(a2)
)〉
(7)
λa˜1 =
〈
sλ×θ(a1),
(
1− (1− u(a1))λ, (v(a1))λ)〉 (8)
a˜λ1 =
〈
s(θ(a1))λ ,
((
u(a1)
)λ
,1− (1− v(a1))λ)〉 (9)
In order to compare two intuitionistic linguistic numbers, motivated by the formulas proposed by Refs. [28,29], we can
give the comparison method by Deﬁnitions 3, 4 and 5.
Deﬁnition 3. Let a˜1 = 〈sθ(a1), (u(a1), v(a1))〉 be an ILN, the expected value E(a˜1) and score function S(a˜1) of an ILN a˜1 can
be represented as follows
E(a˜1) = sθ(a1)×[u(a1)+ 12 (1−u(a1)−v(a1))] (10)
S(a˜1) = θ(a1)
l − 1 ×
[
u(a1) + 1
2
(
1− u(a1) − v(a1)
)]
(11)
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follows
H(a˜1) = θ(a1)
l − 1 ×
(
u(a1) + v(a1)
)
(12)
Deﬁnition 5. If a˜1 = 〈sθ(a1), (u(a1), v(a1))〉 and a˜2 = 〈sθ(a2), (u(a2), v(a2))〉 are any two ILNs, then:
(1) If S(a˜1) > S(a˜2), then, a˜1 
 a˜2;
(2) If S(a˜1) = S(a˜2), then
if H(a˜1) > H(a˜2), then a˜1 
 a˜2;
if H(a˜1) = H(a˜2), then a˜1 = a˜2.
Deﬁnition 6. Let a˜1 = 〈sθ(a1), (u(a1), v(a1))〉 and a˜2 = 〈sθ(a2), (u(a2), v(a2))〉 be any two ILNs, then the normalized Hamming
distance between a˜1 and a˜2 is deﬁned as follows:
d(a˜1, a˜2) = 1
2(l − 1)
(∣∣(1+ u(a1) − v(a1))θ(a1) − (1+ u(a2) − v(a2))θ(a2)∣∣) (13)
2.3. GOWA operator
Deﬁnition 7. A GOWA operator of dimension n is a mapping GOWA: Rn → R , such that,
GOWA(a1,a2, . . . ,an) =
(
n∑
j=1
ω jb
λ
j
)1/λ
(14)
Here ω = (ω1,ω2, . . . ,ωn)T is a weight vector which is correlative with GOWA, satisfying ω j ∈ [0,1] ( j = 1,2, . . . ,n) and∑n
j=1 ω j = 1; b j is the jth largest of real numbers ak (k = 1,2, . . . ,n). λ is a parameter such that λ ∈ (−∞,0) ∪ (0,+∞).
3. The intuitionistic linguistic generalized dependent ordered weighted aggregation operators
Deﬁnition 8. Let a˜ j = 〈sθ(a˜ j), (u(a˜ j), v(a˜ j))〉 ( j = 1,2, . . . ,n) be a collection of the ILNs, and ILGWA : Ωn → Ω . If
ILGWA(a˜1, a˜2, . . . , a˜n) =
(
n∑
j=1
ω ja˜
λ
j
)1/λ
(15)
where Ω is the set of all intuitionistic linguistic numbers, and ω = (ω1,ω2, . . . ,ωn)T is the weight vector of a˜ j ( j =
1,2, . . . ,n), ω j ∈ [0,1], ∑nj=1 ω j = 1, λ is a parameter such that λ ∈ (0,+∞), then ILGWA is called the intuitionistic lin-
guistic generalized weighted aggregation operator.
According to the operations of ILNs, formula (15) can be transformed into the following form by using mathematical
induction on n:
ILGWA(a˜1, a˜2, . . . , a˜n) =
〈
s(
∑n
j=1 ω j(θ(a˜ j))λ)1/λ ,
((
1−
(
n∏
j=1
(
1− u(a˜ j)λ
)ω j))1/λ
,
1−
(
1−
n∏
j=1
(
1− (1− v(a˜ j))λ)ω j
)1/λ)〉
(16)
Some properties of the ILGWA operator are shown as follows.
(1) When λ → 0,
ILGWA(a˜1, a˜2, . . . , a˜n) =
〈
s∏n
j=1 θ(a˜ j)
ω j ,
(
n∏
j=1
u(a˜ j)
ω j ,1−
n∏
j=1
(
1− v(a˜ j)
)ω j)〉 (17)
The ILGWA operator reduces to the intuitionistic linguistic weighted geometric (ILWG) operator.
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ILGWA(a˜1, a˜2, . . . , a˜n) =
〈
s∑n
j=1 ω jθ(a˜ j),
(
1−
(
n∏
j=1
(
1− u(a˜ j)
)ω j)
,
n∏
j=1
v(a˜ j)
ω j
)〉
(18)
The ILGWA operator reduces to the intuitionistic linguistic weighted aggregation (ILWA) operator.
Deﬁnition 9. Let a˜ j = 〈sθ(a˜ j), (u(a˜ j), v(a˜ j))〉 ( j = 1,2, . . . ,n) be a collection of the ILNs, then we deﬁne the mean of these
ILNs as x˜ = 〈sθ(x˜), (u(x˜), v(x˜))〉, where
θ(x˜) = 1
n
n∑
j=1
θ(a˜ j), u(x˜) = 1−
(
n∏
j=1
(
1− u(a˜ j)
))1/n
, v(x˜) =
(
n∏
j=1
v(a˜ j)
)1/n
(19)
Motivated by Ref. [26], we can give the deﬁnition of similarity degree between two ILNs shown as follows.
Deﬁnition 10. Let a˜ j = 〈sθ(a˜ j), (u(a˜ j), v(a˜ j))〉 ( j = 1,2, . . . ,n) be a collection of the ILNs, and let x˜ = 〈sθ(x˜), (u(x˜), v(x˜))〉 be
the mean of these ILNs, then we can call
s(a˜δ( j), x˜) = 1− d(a˜δ( j), x˜)∑n
j=1 d(a˜δ( j), x˜)
(20)
the degree of similarity between the jth largest ILN a˜δ( j) and the mean x˜, where (δ(1), δ(2), . . . , δ(n)) is a permutation of
(1,2, . . . ,n), such that a˜δ( j−1)  a˜δ( j) for all j = 2,3, . . . ,n.
In real-life decision making problems, the decision making experts may have personal biases, some individuals may give
unduly high or unduly low preference values to their preferred or repugnant objects. In such a case, we shall assign a lower
weight to a biased evaluation, that is to say, the closer a preference value is to the mid one(s), the more the weight is [26].
So, based on (20), we can deﬁne the weights as
w j = s(a˜δ( j), x˜)∑n
j=1 s(a˜δ( j), x˜)
(21)
Theorem 1. Let a˜ j = 〈sθ(a˜ j), (u(a˜ j), v(a˜ j))〉 ( j = 1,2, . . . ,n) be a collection of the ILNs, and let x˜ = 〈sθ(x˜), (u(x˜), v(x˜))〉 be the mean of
these ILNs, (δ(1), δ(2), . . . , δ(n)) be a permutation of (1,2, . . . ,n), such that a˜δ( j−1)  a˜δ( j) . If s(a˜δ(i), x˜) s(a˜δ( j), x˜), then wi  w j.
Corollary 1. If a˜ j = a˜ for all j = 1,2, . . . ,n, then we can get w j = 1n for all j = 1,2, . . . ,n.
Deﬁnition 11. Let a˜ j = 〈sθ(a˜ j), (u(a˜ j), v(a˜ j))〉 ( j = 1,2, . . . ,n) be a collection of the ILNs, and ILGDOWA : Ωn → Ω . If
ILGDOWA(a˜1, a˜2, . . . , a˜n) =
(
n∑
j=1
w ja˜
λ
δ( j)
)1/λ
(22)
where w = (w1,w2, . . . ,wn)T is a weight vector which is deﬁned by formula (21); (δ(1), δ(2), . . . , δ(n)) is a permutation of
(1,2, . . . ,n), such that a˜δ( j−1)  a˜δ( j) for all j = 2,3, . . . ,n, λ is a parameter such that λ ∈ (0,+∞), then ILGDOWA is called
an intuitionistic linguistic generalized dependent ordered weighted aggregation operator.
By formula (21), formula (22) can be expressed as
ILGDOWA(a˜1, a˜2, . . . , a˜n) =
(∑n
j=1 s(a˜δ( j), x˜)a˜λδ( j)∑n
j=1 s(a˜δ( j), x˜)
)1/λ
(23)
Since
n∑
j=1
s(a˜δ( j), x˜)a˜
λ
δ( j)
=
n∑
j=1
s(a˜ j, x˜)a˜
λ
j
and
n∑
s(a˜δ( j), x˜) =
n∑
s(a˜ j, x˜)
j=1 j=1
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ILGDOWA(a˜1, a˜2, . . . , a˜n) =
(∑n
j=1 s(a˜ j, x˜)a˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ
(24)
Consider that the aggregated value of the ILGDOWA operator is independent of the ordering, thus it is also a neat
operator [26,18].
According to the operations of ILNs, formula (24) can be transformed into the following form by using mathematical
induction on n:
ILGDOWA(a˜1, a˜2, . . . , a˜n) =
〈
s(∑n
j=1 s(a˜ j ,x˜)(θ(a˜ j ))λ∑n
j=1 s(a˜ j ,x˜)
)1/λ ,
((
1−
(
n∏
j=1
(
1− u(a˜ j)λ
) s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
))1/λ
,
1−
(
1−
n∏
j=1
(
1− (1− v(a˜ j))λ)
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)1/λ)〉
(25)
Some properties of the ILGDOWA operator are shown as follows.
(1) When λ → 0,
ILGDOWA(a˜1, a˜2, . . . , a˜n) =
〈
s∏n
j=1 θ(a˜ j)
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
,
(
n∏
j=1
u(a˜ j)
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜) ,1−
n∏
j=1
(
1− v(a˜ j)
) s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)〉
(26)
The ILGDOWA operator reduces to the intuitionistic linguistic dependent ordered weighted geometric (ILDOWG) opera-
tor.
(2) When λ = 1,
ILGDOWA(a˜1, a˜2, . . . , a˜n) =
〈
s∑n
j=1 s(a˜ j ,x˜)θ(a˜ j )∑n
j=1 s(a˜ j ,x˜)
,
(
1−
(
n∏
j=1
(
1− u(a˜ j)
) s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)
,
n∏
j=1
v(a˜ j)
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)〉
(27)
The ILGDOWA operator reduces to the intuitionistic linguistic dependent ordered weighted aggregation (ILDOWA) oper-
ator.
The ILGDOWA operator has the following properties:
Theorem 2 (Commutativity). Let (a˜′1, a˜′2, . . . , a˜′n) be any permutation of (a˜1, a˜2, . . . , a˜n), then
ILGDOWA
(
a˜′1, a˜′2, . . . , a˜′n
)= ILGDOWA(a˜1, a˜2, . . . , a˜n)
Proof. Let
ILGDOWA(a˜1, a˜2, . . . , a˜n) =
(∑n
j=1 s(a˜ j, x˜)a˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ
ILGDOWA
(
a˜′1, a˜′2, . . . , a˜′n
)= (
∑n
j=1 s(a˜′j, x˜)a˜
′λ
j∑n
j=1 s(a˜′j, x˜)
)1/λ
Since (a˜′1, a˜′2, . . . , a˜′n) is any permutation of (a˜1, a˜2, . . . , a˜n), we have
n∑
j=1
s(a˜ j, x˜)a˜
λ
j =
n∑
j=1
s
(
a˜′j, x˜
)
a˜′λj
and
n∑
j=1
s(a˜ j, x˜) =
n∑
j=1
s
(
a˜′j, x˜
)
thus
ILGDOWA
(
a˜′1, a˜′2, . . . , a˜′n
)= ILGDOWA(a˜1, a˜2, . . . , a˜n) 
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Proof. Since a˜ j = a˜, for all j, we have
ILGDOWA(a˜1, a˜2, . . . , a˜n) =
(∑n
j=1 s(a˜ j, x˜)a˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ
=
(∑n
j=1 s(a˜, x˜)a˜λ∑n
j=1 s(a˜, x˜)
)1/λ
=
(
a˜λ
∑n
j=1 s(a˜, x˜)∑n
j=1 s(a˜, x˜)
)1/λ
= (a˜λ)1/λ = a˜ 
Theorem 4 (Boundedness). The ILGDOWA operator lies between the max and min operators:
min(a˜1, a˜2, . . . , a˜n) ILGDOWA(a˜1, a˜2, . . . , a˜n)max(a˜1, a˜2, . . . , a˜n)
Proof. Let a˜ = min(a˜1, a˜2, . . . , a˜n), b˜ = max(a˜1, a˜2, . . . , a˜n).
Since a˜ a˜ j  b˜, then
(∑n
j=1 s(a˜ j, x˜)a˜λ∑n
j=1 s(a˜ j, x˜)
)1/λ

(∑n
j=1 s(a˜ j, x˜)a˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ

(∑n
j=1 s(a˜ j, x˜)b˜λ∑n
j=1 s(a˜ j, x˜)
)1/λ
That is
a˜
(∑n
j=1 s(a˜ j, x˜)a˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ
 b˜
i.e. min(a˜1, a˜2, . . . , a˜n) ILGDOWA(a˜1, a˜2, . . . , a˜n)max(a˜1, a˜2, . . . , a˜n). 
The ILGWA operator only considers the object weight, and in ILGDOWA operator, we assumed that all of the objects
(a1,a2, . . . ,an) being aggregated were of equal importance. However, in many cases, the importance degrees should not
be treated as equally important, thus, need to be assigned different weights. Here, we shall consider the effect on the
dependent operations of having differing importance of the objects. Assume that each being aggregated has a weight ωi ∈
[0,1] indicating its importance. So, we can deﬁne a new aggregation operator to process this case.
Deﬁnition 12. Let a˜ j = 〈sθ(a˜ j), (u(a˜ j), v(a˜ j))〉 ( j = 1,2, . . . ,n) be a collection of the ILNs, and ILGDHWA : Ωn → Ω . If
ILGDHWA(a˜1, a˜2, . . . , a˜n) =
(∑n
j=1 s(a˜δ( j), x˜)b˜λδ( j)∑n
j=1 s(a˜δ( j), x˜)
)1/λ
(28)
where Ω is the set of all intuitionistic linguistic numbers, and ω = (ω1,ω2, . . . ,ωn)T is the weight vector of a˜ j ( j =
1,2, . . . ,n), ω j ∈ [0,1], ∑nj=1 ω j = 1, b˜ j = nω j a˜ j , (δ(1), δ(2), . . . , δ(n)) is a permutation of (1,2, . . . ,n), such that b˜δ( j−1) 
b˜δ( j) for all j = 2,3, . . . ,n. λ is a parameter such that λ ∈ (0,+∞), then ILGDHWA is called the intuitionistic linguistic
generalized dependent hybrid weighted aggregation operator. Especially, if ω = ( 1n , 1n , . . . , 1n )T , ILGDHWA operator should
be ILGDOWA operator.
Since
n∑
j=1
s(a˜δ( j), x˜)b˜
λ
δ( j)
=
n∑
j=1
s(a˜ j, x˜)b˜
λ
j
and
n∑
j=1
s(a˜δ( j), x˜) =
n∑
j=1
s(a˜ j, x˜)
So we can replace (27) by
ILGDHWA(a˜1, a˜2, . . . , a˜n) =
(∑n
j=1 s(a˜ j, x˜)b˜λj∑n s(a˜ , x˜)
)1/λ
(29)
j=1 j
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induction on n:
ILGDHWA(a˜1, a˜2, . . . , a˜n) =
〈
s(∑n
j=1 s(a˜ j ,x˜)(nω jθ(a˜ j ))λ∑n
j=1 s(a˜ j ,x˜)
)1/λ ,
((
1−
(
n∏
j=1
(
1− (1− (1− u(a˜ j))nω j )λ)
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
))1/λ
,
1−
(
1−
n∏
j=1
(
1− (1− (v(a˜ j))nω j )λ)
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)1/λ)〉
(30)
Some properties of the ILGDHWA operator are shown as follows.
(1) When λ → 0,
ILGDHWA(a˜1, a˜2, . . . , a˜n) =
〈
s∏n
j=1(nω jθ(a˜ j))
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
,
(
n∏
j=1
(
1− (1− u(a˜ j))nω j )
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜) ,
1−
n∏
j=1
(
1− (v(a˜ j))nω j )
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)〉
(31)
The ILGDHWA operator reduces to the intuitionistic linguistic dependent hybrid weighted geometric (ILDHWG) operator.
(2) When λ = 1,
ILGDHWA(a˜1, a˜2, . . . , a˜n) =
〈
s∑n
j=1 s(a˜ j ,x˜)nω jθ(a˜ j )∑n
j=1 s(a˜ j ,x˜)
,
(
1−
(
n∏
j=1
(
1− (u(a˜ j))nω j )
s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)
,
n∏
j=1
v(a˜ j)
nω j s(a˜ j ,x˜)∑n
j=1 s(a˜ j ,x˜)
)〉
(32)
The ILGDHWA operator reduces to the intuitionistic linguistic dependent hybrid weighted aggregation (ILDHWA) opera-
tor.
Theorem 5. The ILGDOWA operator is a special case of the ILGDHWA operator.
Proof. Let ω = ( 1n , 1n , . . . , 1n )T , then
ILGDHWA(a˜1, a˜2, . . . , a˜n) =
(∑n
j=1 s(a˜ j, x˜)b˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ
=
(∑n
j=1 s(a˜ j, x˜)nω ja˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ
=
(∑n
j=1 s(a˜ j, x˜)a˜λj∑n
j=1 s(a˜ j, x˜)
)1/λ
This completes the proof of Theorem 5. 
4. An approach to group decision making based on the intuitionistic linguistic numbers
Consider a multiple attribute group decision making problem with intuitionistic linguistic information: let A =
{A1, A2, . . . , Am} be a discrete set of alternatives, and C = {C1,C2, . . . ,Cn} be the set of attributes, ω = (ω1,ω2, . . . ,ωn)T
be the weighting vector of the attribute C j ( j = 1,2, . . . ,n), where ω j  0, j = 1,2, . . . ,n, ∑nj=1 ω j = 1. Let D ={D1, D2, . . . ,Cp} be the set of decision makers, and γ = (γ1, γ2, . . . , γp) be the expert weight, with γk  0 (k = 1,2, . . . , p),∑p
k=1 γk = 1. Suppose that R˜k = [r˜ki j]m×n is the decision matrix, where r˜ki j = 〈saki j , (uijk, vijk)〉 takes the form of the intuition-
istic linguistic number, given by the decision maker Dk , for alternative Ai with respect to the attribute C j , and 0 uijk  1,
0 vijk  1, uijk + vijk  1, saki j ∈ S . Then, the ranking of alternatives is required.
In the following, we apply these operators, such as the ILGWA operator, the ILGDOWA operator and the ILGDHWA
operator, to multiple attribute group decision making based on intuitionistic linguistic information.
The methods involve the following steps:
Step 1. Calculate the comprehensive evaluation values of each alternative for each expert by ILGWA operator.
r˜ki = ILGWA
(
r˜ki1, r˜
k
i2, . . . , r˜
k
in
)= 〈saki , (uik, vik)〉
=
〈
s
(
∑n
j=1 ω j(aki j)λ)1/λ
,
((
1−
(
n∏
j=1
(
1− uλi jk
)ω j))1/λ
,1−
(
1−
n∏
j=1
(
1− (1− vijk)λ
)ω j)1/λ)〉 (33)
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The evaluation information given by three experts.
Expert Index (C1) Index (C2) Index (C3) Index (C4)
Expert 1 〈s5, (0.8,0.1)〉 〈s3, (0.9,0.1)〉 〈s6, (0.7,0.2)〉 〈s4, (0.6,0.2)〉
Expert 2 〈s4, (0.9,0.1)〉 〈s4, (0.7,0.1)〉 〈s4, (0.8,0.2)〉 〈s6, (0.6,0.3)〉
Expert 3 〈s5, (0.8,0.2)〉 〈s4, (0.8,0.2)〉 〈s5, (0.8,0.1)〉 〈s4, (0.9,0.1)〉
Step 2. Calculate the degree of similarity s(r˜ki , x˜i)
s
(
r˜ki , x˜i
)= 1− d(r˜ki , x˜i)∑p
k=1 d(r˜
k
i , x˜i)
(34)
where x˜i is mean of (r˜1i , r˜
2
i , . . . , r˜
p
i ) and d(r˜
k
i , x˜i) is the distance between r˜
k
i and x˜i deﬁned in Deﬁnition 6.
Step 3. Calculate the comprehensive evaluation value of each alternative for collective group.
If the expert weight is not assigned, we can use the ILGDOWA operator to aggregate this information, otherwise, we can
use the ILGDHWA operator.
z˜i = ILGDHWA
(
r˜1i , r˜
2
i , . . . , r˜
p
i
)=
〈
s(∑p
k=1 s(r˜ki ,x˜i )(pλkaki )λ∑p
k=1 s(r˜ki ,x˜i )
)1/λ ,
((
1−
( p∏
k=1
(
1− (1− (1− uik)pλk)λ)
s(r˜ki ,x˜i )∑p
k=1 s(r˜ki ,x˜i )
))1/λ
,
1−
(
1−
p∏
k=1
(
1− (1− (vik)pλk)λ)
s(r˜ki ,x˜i )∑p
k=1 s(r˜ki ,x˜i )
)1/λ)〉
(35)
Step 4. Rank z˜i (i = 1,2, . . . ,m) in descending order by using the ranking method of intuitionistic linguistic number de-
scribed in Deﬁnition 7.
Step 5. Rank all the alternatives and select the best one(s) in accordance with the ranking of z˜i (i = 1,2, . . . ,m).
Step 6. End.
5. Illustrative examples
5.1. Two examples
Example 1. Now consider the evaluation problem of an enterprise technology innovation capability. Firstly, we establish the
evaluation index system, including: capability of innovative resources input, ability of innovation management, innovation
tendencies and ability of the research and development. The index weight is ω = (0.25,0.25,0.20,0.30). In order to evaluate
the enterprise which engaged in high-tech ﬁeld in Jinan City of Shandong Province for a possible investment. The weight of
the experts is λ = (0.4,0.32,0.28), and the experts give the evaluation information by the intuitionistic linguistic variables
using linguistic set S = (s0, s1, s2, s3, s4, s5, s6) shown in Table 1.
The steps of decision making are shown as follows.
(i) Calculate the comprehensive evaluation values for each expert by r˜k = ILGWA(r˜k1, r˜k2, . . . , r˜kn) (k = 1,2,3) (suppose λ = 1).
r˜1 = 〈s4.40, (0.78,0.14)〉, r˜2 = 〈s4.60, (0.77,0.16)〉, r˜3 = 〈s4.45, (0.84,0.14)〉
(ii) Calculate the comprehensive evaluation value of the technology innovation capability of the enterprise by r˜ =
ILGDHWA(r˜1, r˜2, r˜3)
r˜1 = 〈s4.48, (0.79,0.15)〉
(iii) Calculate the expected value of E(r˜)
E(r˜) = s4.48∗(0.79+1−0.15)/2 = s3.67
This result shows that the technology innovation capability of the enterprise is between s3 and s4, i.e. between “slightly
good” and “good”.
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Decision matrix R˜1.
C1 C2 C3 C4
A1 〈s5, (0.2,0.6)〉 〈s3, (0.3,0.7)〉 〈s4, (0.4,0.5)〉 〈s4, (0.2,0.7)〉
A2 〈s4, (0.3,0.7)〉 〈s5, (0.3,0.6)〉 〈s2, (0.1,0.8)〉 〈s3, (0.4,0.6)〉
A3 〈s4, (0.2,0.7)〉 〈s5, (0.3,0.6)〉 〈s1, (0.1,0.8)〉 〈s4, (0.2,0.7)〉
A4 〈s3, (0.2,0.7)〉 〈s3, (0.1,0.7)〉 〈s4, (0.3,0.6)〉 〈s5, (0.4,0.5)〉
Table 3
Decision matrix R˜2.
C1 C2 C3 C4
A1 〈s5, (0.2,0.7)〉 〈s2, (0.4,0.6)〉 〈s5, (0.5,0.5)〉 〈s3, (0.2,0.6)〉
A2 〈s4, (0.4,0.6)〉 〈s5, (0.4,0.5)〉 〈s3, (0.1,0.8)〉 〈s4, (0.5,0.5)〉
A3 〈s3, (0.2,0.7)〉 〈s4, (0.2,0.7)〉 〈s4, (0.3,0.7)〉 〈s5, (0.2,0.7)〉
A4 〈s6, (0.5,0.4)〉 〈s2, (0.2,0.8)〉 〈s3, (0.2,0.6)〉 〈s3, (0.3,0.6)〉
Table 4
Decision matrix R˜3.
C1 C2 C3 C4
A1 〈s4, (0.1,0.7)〉 〈s3, (0.2,0.7)〉 〈s3, (0.2,0.8)〉 〈s6, (0.4,0.5)〉
A2 〈s5, (0.4,0.5)〉 〈s3, (0.3,0.6)〉 〈s4, (0.2,0.6)〉 〈s3, (0.2,0.7)〉
A3 〈s4, (0.2,0.6)〉 〈s4, (0.2,0.7)〉 〈s2, (0.4,0.6)〉 〈s3, (0.3,0.7)〉
A4 〈s5, (0.3,0.6)〉 〈s4, (0.4,0.5)〉 〈s2, (0.3,0.6)〉 〈s4, (0.2,0.6)〉
Table 5
Decision matrix R˜4.
C1 C2 C3 C4
A1 〈s5, (0.2,0.6)〉 〈s3, (0.3,0.7)〉 〈s4, (0.4,0.5)〉 〈s4, (0.2,0.7)〉
A2 〈s4, (0.3,0.7)〉 〈s5, (0.3,0.6)〉 〈s2, (0.1,0.8)〉 〈s3, (0.4,0.6)〉
A3 〈s4, (0.2,0.7)〉 〈s5, (0.3,0.6)〉 〈s1, (0.1,0.8)〉 〈s4, (0.2,0.7)〉
A4 〈s3, (0.2,0.7)〉 〈s3, (0.1,0.7)〉 〈s4, (0.3,0.6)〉 〈s5, (0.4,0.5)〉
Table 6
Decision matrix R˜5.
C1 C2 C3 C4
A1 〈s5, (0.2,0.6)〉 〈s3, (0.3,0.7)〉 〈s4, (0.4,0.5)〉 〈s4, (0.2,0.7)〉
A2 〈s4, (0.3,0.7)〉 〈s5, (0.3,0.6)〉 〈s2, (0.1,0.8)〉 〈s3, (0.4,0.6)〉
A3 〈s4, (0.2,0.7)〉 〈s5, (0.3,0.6)〉 〈s1, (0.1,0.8)〉 〈s4, (0.2,0.7)〉
A4 〈s3, (0.2,0.7)〉 〈s3, (0.1,0.7)〉 〈s4, (0.3,0.6)〉 〈s5, (0.4,0.5)〉
Example 2. Let us suppose an investment company, which wants to invest a sum of money in the best option. There is a
panel with four possible alternatives in which to invest the money:
(1) A1 is a car company;
(2) A2 is a computer company;
(3) A3 is a TV company;
(4) A4 is a food company.
The investment company must make a decision according to the following four attributes (suppose that the weight
vector of four attributes is ω = (0.32,0.26,0.18,0.24)T ):
(1) C1 is the risk analysis;
(2) C2 is the growth analysis;
(3) C3 is the social–political impact analysis;
(4) C4 is the environmental impact analysis.
The four possible alternatives {A1, A2, A3, A4} are evaluated using the linguistic term set S = (s0, s1, s2, s3, s4, s5, s6) by
ﬁve decision makers (whose weight vector λ = (0.25,0.22,0.20,0.20,0.13)T ) under the above four attributes, and construct,
respectively, the decision matrices R˜k = [r˜k ]4×4 (k = 1,2,3,4,5) as listed in Tables 2–6.i j
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(i) Calculate the comprehensive evaluation values rki (suppose λ = 1)
r11 =
〈
s4.30, (0.47,0.28)
〉
, r12 =
〈
s4.58, (0.72,0.14)
〉
r13 =
〈
s3.72, (0.68,0.22)
〉
, r14 =
〈
s4.20, (0.65,0.21)
〉
r21 =
〈
s3.74, (0.60,0.18)
〉
, r22 =
〈
s4.08, (0.75,0.11)
〉
r23 =
〈
s3.92, (0.60,0.24)
〉
, r24 =
〈
s3.70, (0.61,0.19)
〉
r31 =
〈
s4.04, (0.66,0.17)
〉
, r32 =
〈
s4.06, (0.72,0.12)
〉
r33 =
〈
s3.40, (0.70,0.14)
〉
, r34 =
〈
s3.96, (0.66,0.15)
〉
r41 =
〈
s4.06, (0.73,0.10)
〉
, r42 =
〈
s4.38, (0.78,0.15)
〉
r43 =
〈
s3.72, (0.60,0.22)
〉
, r44 =
〈
s3.66, (0.73,0.17)
〉
r51 =
〈
s4.00, (0.67,0.12)
〉
, r52 =
〈
s4.64, (0.75,0.12)
〉
r53 =
〈
s3.00, (0.66,0.17)
〉
, r54 =
〈
s4.76, (0.72,0.14)
〉
(ii) Calculate the degree of similarity s(r˜ki , x˜i)
x˜1 =
〈
s4.03, (0.63,0.16)
〉
, x˜2 =
〈
s4.35, (0.74,0.13)
〉
x˜3 =
〈
s3.55, (0.65,0.19)
〉
, x˜4 =
〈
s4.06, (0.68,0.17)
〉
s
(
r˜11, x˜1
)= 0.662, s(r˜12, x˜2)= 0.898, s(r˜13, x˜3)= 0.797, s(r˜14, x˜4)= 0.968
s
(
r˜21, x˜1
)= 0.743, s(r˜22, x˜2)= 0.790, s(r˜23, x˜3)= 0.892, s(r˜24, x˜4)= 0.704
s
(
r˜31, x˜1
)= 0.967, s(r˜32, x˜2)= 0.695, s(r˜33, x˜3)= 0.892, s(r˜34, x˜4)= 0.957
s
(
r˜41, x˜1
)= 0.725, s(r˜42, x˜2)= 0.918, s(r˜43, x˜3)= 0.963, s(r˜44, x˜4)= 0.860
s
(
r˜51, x˜1
)= 0.904, s(r˜52, x˜2)= 0.699, s(r˜53, x˜3)= 0.455, s(r˜54, x˜4)= 0.510
(iii) Calculate the comprehensive evaluation value of each alternative (suppose λ = 1)
z˜1 =
〈
s3.95, (0.62,0.17)
〉
, z˜2 =
〈
s4.41, (0.75,0.13)
〉
z˜3 =
〈
s3.76, (0.66,0.19)
〉
, z˜4 =
〈
s4.12, (0.68,0.17)
〉
(iv) Calculate the score function S(z˜i) and rank z˜i (i = 1,2,3,4).
Since
S(z˜1) = 0.479, S(z˜2) = 0.596, S(z˜3) = 0.462, S(z˜4) = 0.519
Then
S(z˜2) > S(z˜4) > S(z˜1) > S(z˜3)
(v) Rank all the alternatives.
According to the ranking of score function S(z˜i), the ranking is A2 
 A4 
 A1 
 A3.
5.2. Discussion
In order to illustrate the inﬂuence of the parameter λ on decision making of this example, we use the different values λ
in steps (i) and (iii) to rank the alternatives. The ranking results are shown in Table 7.
As we can see from Table 6, the ordering of the alternatives may be different for the different values λ in ILGWA and
ILGDHWA operators. Thus, the organization can properly select the desirable alternative according to his interest and the
actual needs.
In addition, in order to verify the validity of this method, we use the method proposed by Wang and Li [16] to this
example, the alternatives can be ranked as A2 
 A4 
 A1 
 A3. It has the same ranking result.
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Ordering of the alternatives by utilizing the different values λ in ILGWA and ITGDHWA operators.
λ Score function S(z˜i) (i = 1,2,3,4) Ranking
λ → 0 S(z˜1) = 0.455, S(z˜2) = 0.566, S(z˜3) = 0.410, S(z˜4) = 0.492 A2 
 A4 
 A1 
 A3
λ = 0.1 S(z˜1) = 0.457, S(z˜2) = 0.570, S(z˜3) = 0.416, S(z˜4) = 0.495 A2 
 A4 
 A1 
 A3
λ = 0.5 S(z˜1) = 0.467, S(z˜2) = 0.583, S(z˜3) = 0.438, S(z˜4) = 0.506 A2 
 A4 
 A1 
 A3
λ = 1.0 S(z˜1) = 0.479, S(z˜2) = 0.596, S(z˜3) = 0.462, S(z˜4) = 0.519 A2 
 A4 
 A1 
 A3
λ = 1.5 S(z˜1) = 0.492, S(z˜2) = 0.609, S(z˜3) = 0.479, S(z˜4) = 0.533 A2 
 A4 
 A1 
 A3
λ = 2.0 S(z˜1) = 0.504, S(z˜2) = 0.621, S(z˜3) = 0.492, S(z˜4) = 0.547 A2 
 A4 
 A1 
 A3
λ = 5.0 S(z˜1) = 0.601, S(z˜2) = 0.675, S(z˜3) = 0.555, S(z˜4) = 0.626 A2 
 A4 
 A1 
 A3
λ = 10.0 S(z˜1) = 0.726, S(z˜2) = 0.735, S(z˜3) = 0.632, S(z˜4) = 0.712 A2 
 A1 
 A4 
 A3
λ = 30.0 S(z˜1) = 0.922, S(z˜2) = 0.843, S(z˜3) = 0.790, S(z˜4) = 0.852 A1 
 A4 
 A2 
 A3
6. Conclusion
The traditional dependent OWA operator and the generalized aggregation operators are generally suitable for aggregating
the information taking the form of numerical values, and yet they will fail in dealing with intuitionistic linguistic variables.
In this paper, with respect to multiple attribute group decision making (MAGDM) problems in which both the attribute
weights and the expert weights take the form of real numbers, attribute values take the form of intuitionistic linguistic
numbers, the group decision making methods based on some generalized dependent aggregation operators are developed.
These operators include an intuitionistic linguistic generalized dependent ordered weighted average (ILGDOWA) operator
and an intuitionistic linguistic generalized dependent hybrid weighted aggregation (ILGDHWA) operator. Furthermore, some
desirable properties of the ILGDOWA operator, such as commutativity, idempotency and monotonicity, etc. are studied. At
the same time, some special cases of the generalized parameters in these operators are analyzed. Based on the ILGDOWA
and ILGDHWA operators, the approach to multiple attribute group decision making with intuitionistic linguistic information
is proposed. Because the associated weights only depend on the aggregated input arguments, these methods can relieve the
inﬂuence of unfair input arguments on the aggregated results by assigning low weights to those “false” and “biased” ones.
Finally, an illustrative example has been given to show the steps of the developed methods. In the future, we shall continue
working in the extension and application of the developed operators to other domains.
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