A proper rational matrix M that has no poles on the imaginary This result is known, although it is not stated explicitly in the form of Claims 1 and 2 (see [4] ). In the above paper' it is shown that Claim 1 implies Claim 2, so we only need to prove Claim 1 for the case that r = p. If P > 0 satisfies (1) Since r = p we have that M22 is square. It then follows (see [2]) that U defined as
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Sampled-Data Controller Reduction Procedure
Anton G. Madievski and Brian D. 0. Anderson Abstract-The problem of controller order reduction aimed at preserving the closed-loop performance of a sampled-data closed-loop system is investigated. Fast sampling of the system at a multiple of the sampling frequency followed by lifting allows capturing of the system's intersample behavior and yields a time-invariant singlerate system; this then permits standard order-reduction ideas to be applied. Special weighting functions aimed at preserving the closed-loop transfer function are obtained, and weighted balanced truncation is used to reduce the controller. An example shows that without the use of fast-sampling, an unstable closed loop can result from the reduction.
I. INTRODUCTION
The great importance and usefulness of controller reduction is now widely recognized, and much attention has been paid to the subject over the past years. The main reason is that the linear quadratic Gaussian (LQG) and H, design procedures lead to controllers which have order equal to, or roughly equal to, the order of the plant ([2] for LQG). Often, controllers of a lower order will result in acceptable performance and will be desired for their greater simplicity. In this paper, our objective is to apply a balanced realization controller order-reduction method to sampled-data closed-loop systems to preserve the closed-loop behavior.
Consider a hybrid closed loop where the plant is continuous time and the controller is discrete time. (Such a configuration represents the usual situation.) This closed loop is drawn in Fig. 1 , where P stands for the p x m continuous-time plant, K for the m x p discrete controller, F for the strictly proper stable antialiasing filter, S for the sampler with the sampling period r , and H for the hold element, here assumed to be a zero-order hold. (In the multivariable situation, F, S, and H are diagonal operators.) This is a periodically time-varying sampled-data system. To replace this system by a time-invariant one capturing intersample behavior of the system, one can sample it at a high frequency and then lift the obtained system. There exist frequency-dependent weighting functions on the error between the original and reduced-order controller transfer function matrices with the property that minimizing the weighted error corresponds approximately to minimizing an error between the two closed-loop transfer function matrices. We shall apply a weighted balanced realization technique to reduce the controller.
Unfortunately, reduction based on weighted balanced truncation is limited to (open-loop) stable controllers. One way to handle the problem in the unstable case is to additively decompose the full-order controller transfer function into stable and completely unstable parts with the balanced realization technique applied to the stable part only. The system so obtained is a time-invariant single-rate discrete-time system (with sample interval equal to that of the controller).
An outline of this paper is as follows. In Section I1 we introduce fast sampling followed by lifting for the closed-loop system in Fig. 1 . A time-invariant system results. In Section 111 we obtain the weighting functions for preserving the closed-loop transfer function and actually reduce the controller by the weighted balanced truncation method. A practical example to confirm the approach is given in Section IV, followed by some concluding remarks in Section V.
FAST SAMPLING AND L~N G
The purpose of this section is to introduce the fast sampling and lifting operation for the system in Fig. 1 , i.e., to replace the periodically time-varying sampled-data system (with continuous-time input and output) by a time-invariant system.
To do so one should obtain a discrete-time approximation of the system by sampling and then lift the system as has been described in [ 113. The sampling interval is r / N , where r is the controller sampling time. The sampled system is a multirate "periodic discrete-time system. Lifting involves passing from an N-periodic linear p x m discrete-time sampled system to an equivalent p N x m N discretetime linear time-invariant system. Observe that the equivalence is an isomorphism of the systems in the sense that both essential algebraic and analytic properties of the systems are preserved. In particular, the lifted system is stable if and only if the N-periodic system is stable, and in this case the operator norms (associated with regarding the system as an operator mapping square-summable input to square-summable output) are equal.
To take into account intersample behavior of the system in Fig. 1 , we introduce fast sampling of the system with the sampling time r / N chosen to be a submultiple N of the controller sampling time r ; see Fig. 2 .
Normally, r / N is chosen to be smaller than the fastest significant time constant in the scheme of Fig. 1 , e.g., the inverse of 5 x closedloop bandwidth.
It is intuitively clear that the performance of the setup of To obtain a time-invariant system, so that standard reduction
procedures can be applied, we lift the system in Fig. 2 . Given statespace realizations of the plant P and antialiasing filter F as
the state-space realizations of the "-input, pN-output lifted plant P and the pi\'-input, pN-output filter F can be written in the form
::: J DP ... The lifted controller K: can be written as Controller reduction will be performed with 7 in mind, knowing that good controller reduction for 7 provides good controller reduction for T.
CONTROLLER REDUCTION
In this section we will reduce the order of the controller K of the setup in Fig. 3 using the approach given in [l] and [SI. The major aim of this reduction is the preservation of the closed-loop transfer function. This means that the error in approximation of the controller K by the reduced-order controller K , is measured by (3.1) where weights W and V are dictated by the requirement to preserve (as far as possible) the closed-loop transfer function. In minimizing the error, they cause the approximation process for li to be more accurate at certain frequencies. We shall now determine these weights.
Denote by I, the transfer function of the closed loop of Fig. 3 with the reduced-order controller K , , and consider the difference
To a first-order approximation in K -K,, there holds
This suggests the choice of weighting functions A detailed, computer-oriented description of this weighted balanced truncation algorithm is given in [SI.
This frequency-weighted balanced truncation technique allows one to reduce the controller K ( z ) preserving as much as possible the closed-loop transfer function 7. Unlike in the nonweighted or singleside weighted case, a stable K ( z ) may not yield a stable K , (2) [ 151.
A frequency error bound for the frequency-weighted controller order reduction when stability is preserved can be found in [12] .
IV. EXAMPLE
We now present a practical example to confirm the applicability of the approach. This example has been studied in [3] and [4] . 
D = O .
The frequency responses of the continuous controller and its sampled version are depicted in Fig. 4 .
The antialiasing filter has transfer function F ( s ) = 5/(s + 5).
The frequency responses of the initial continuous and sampled closed loops are shown in Fig. 5 . Here, by frequency response of a sampled system we mean the frequency response of the discrete system obtained using zero-order hold discrete-time equivalents of both the plant and the antialiasing filter. The results show that when fast-sampling is used during the reduction process, a superior result is obtained. It is sufficient in this case to use N = 3 as the fast sampling rate. This corresponds to an angular frequency of approximately 190 radsec; the improvement in matching of 'T and 'T is evident starting at about 10 radsec.
Needless to say, whatever the sampling frequency is, it makes sense, especially if there is a problem with stability of the sampleddata closed loop, to use a more sophisticated scheme for obtaining the original (high order) discrete controller transfer function [9] , [ 101.
V. CONCLUSION
The proposed method allows one to reduce a discrete-time controller which is used in a closed loop with a continuous-time plant, sampler, zero-order hold, and antialiasing filter. This reduction is based on information describing the system's behavior not only at the sampling instants, but in intersample periods as well, and aims to preserve the closed-loop behavior of the sampled-data loop. To get information about the intersample behavior of the system, fastsampling has been applied, followed by a lifting operation, which gives a time-invariant system. Obviously, the fast sampling procedure incurs an approximation error.
In the whole reduction process, there are actually three different types of error:
i) The error due to replacing a hybrid system by a multirate sampled-data system-this error can be made as small as desired by choosing a fast enough sampling rate for the faster of the two rates. ii) The error involved in replacing the problem of matching closed-loop transfer functions by the problem of matching (with weights) the open-loop responses of the controller-this error arises from neglecting second-order terms and has the potential to lead to a (mildly) less than optimal result in terms of closed-loop matching. iii) The error associated with approximating a high-order transfer function by a low-order o n e a s is obviously unavoidable. The feasibility, efficiency, and advantage of the proposed method have been confirmed by a practical numerical example.
