With the development of the GIS and computer technology, it is necessary to use sampling data for spatial analysis in their researches. However, the emergence of spatial data interpolation algorithms makes it possible for us to get continuous spatial data that satisfy certain accurate requirement. These traditional methods are suffering some limitations, such as strong subjectivity, numerous assumptions, poor adaptive variation, etc. This paper presents a noval approach by using the establishment of integrated radial basis function (RBF) neural network for improving the spatial interpolation performance. Based on the experimental results on the lead element content in the soil in Kunming and its extensional areas through spatial interpolation by RBF network, it can be concluded that the proposed approach provide the more detail spatial distribution than that by using the traditional methods.
Introduction
With the development of the GIS and computer technology, researchers are less satisfied with only using sampling data for spatial analysis. The reason is that spatial information is omission besides the given sampling points. It is difficult to get the desired spatial distribution results by only using the traditional spatial interpolation methods from discrete sampling data for spatial trend prediction. Thus, the focus is on how to get the continuous space data. The emergence of spatial data interpolation algorithms increases the possibility of getting continuous spatial data which satisfies certain accurate requirement. In the current period, the most used interpolation methods are Kriging interpolation algorithm, the inverse distance weight interpolation algorithms, etc. However, these methods have the following limitations: strong subjectivity, numerous assumptions, poor adaptive variation, etc. The neural network has a strong nonlinear fitting ability, and its outputs automatically match the system inputs accordingly. It can map arbitrary complicated nonlinear relation. It is easy to be learned, and be recognized by computer. The neural network has strong robustness, memory capacity, nonlinear mapping capacity and strong self-learning ability as well. However, single neural network generalization ability is limited. In 1990, Hansen and Salamon proposed neural network integration method, and they proved that neural network generalization ability could be improved significantly by simply training multiple neural networks and combining their results. This method is easy to use and has distinct effect; therefore it is considered as an effective engineering neural computational technology. Commonly used neural network is the BP (Back Propagation) neural network or RBF (Radial Basis Function) neural network. BP neural network can learn and store a lot of input/output model mapping relationship without revealing before the mathematical equations which describe the mapping relationship. It adjusts network weights and network threshold constantly by reversing transmission error to ensure minimum network error quadratic sum. But its convergence speed is slow and it requires longer training time because of the fixed learning rate. For complex problems, BP algorithm takes excessive amount of time. Compared with BP network, RBF (radial basis function) neural network has higher convergence rate, it can determine corresponding network topology structure according to the specific issues and self-study, organization, adaptive function. The output layer is directly connected to its hidden layer. The transfer function of the RBF neural network hidden in layer unit is symmetrical RBF (such as Gaussian function). RBF network has approximation to nonlinear continuous function, and it can learn at high speed and undertake a wide range of data fusion and high-speed processing data in parallel. Therefore, this paper adopts the integrated neural network, which is made up by RBF neural network, to improve the accuracy through the space data interpolation for lead's content in the soil and eventually make a comparison with Kriging interpolation method.
Materials
In this research, Kunming and its geological surroundings were chosen as research area which is located in the mid-eastern Yunnan-Guizhou Plateau. It belongs to low latitude mountain plateau and has monsoon climate. The ground slopes from north to south, most between 1500 and 2800 meters above sea level while the maximum altitude is 4247 meters, the minimum altitude is 746 meters, and average altitude is 1894 meters. The Kunming city, which is located in the north of Dianchi lake basin. Surrounded by mountains, has a good spatial environment. The annual average temperature is 14.5 , with the highest temperature is 19.7 , the lowest is 7.5 . The annual average precipitation is 1,035 millimeters, relative humidity is 74% and it snows rarely. The area of land is 21018 square kilometers, including hilly and mountainous area for 13213 square kilometers, which accounts for 84% of the total area; flat area for 2011 square kilometers which accounts for about 12.9% and lake area for 337 square kilometers, accounting for approximately 2.16% of the total area. The whole Kunming city is red loam area mainly with three kinds of soil: red loam, purple soil and rice soil, which are fit for planting grain crops, such as paddy, wheat, beans, corn, economic crops, such as rape, tobacco, vegetables and flower, and economic fruits, such as peaches and pears, oranges. In addition, there are 34.76 million hectares of forest area in the city.
Sampling plan
All data in this paper are from the first project of "Soil Pollution Investigation in Yunnan Province". According to "The National Survey of Soil Pollution Condition of Technical Regulations Stationing and Coding Rules", there are 1718 regional sites on the Yunnan Provincial map, which is under 1:250000 digital. The number of the cultivated land sites is 956 about 55.6% of the total number; forest and grassland sites(except primitive forests) are 550, accounting for 32.0%; nature reserve points are 204, occupying 11.9%; construction land sites is 8, accounting for 0.5%. This paper selects 354 sites as the sampling spots in Kunming and 557 sites in the surrounding area. To test the interpolation precision of interpolation methods, this experimentation classifies the sample points. The principles are following: plan a, the number of the training samples are increased from 10 points to 330 points, with 100 points for test using. Plan b, the sample points for training is 4/5 of the total, and the test sample points are 1/5 of the sample points. All the training samples and test samples are random variables.
Methods

Kriging interpolation
Kriging method is a method that is based on variogram spatial analysis and the value comes from limited area regionalized variables and the optimal estimation for unbiased. Kriging method states that spatial variables are regionalized variables. It is spatial variation as well as self-similarity, which requires spatial variable to have structure and randomicity to meet some assumptions, such as the two-order smooth hypothesis, and the eigenvalue hypothesis. integrated RBF neural network interpolation method, etc.
Integrated RBF neural network interpolation
The neurons of RBF neural network use radial basis transfer function, with two structural layers. The first layer is implied in radial basis function layer, and the second layer is output linear layer. The mapping relationship of surface is stored in network connection weights and threshold which make RBF neural network with strong fault tolerance and functional approximation ability. RBF neural network has two groups of parameters: 1) hidden layer node center, the width and the number of hidden nodes; and 2) hidden layer to the output layer weight. As shown in figure 1 below: This experiment adopted Bagging technology due to better implement and more stable, researchers can use mean algorithm or weighting method to make the final conclusion. In some occasions which do not call for high accuracy, researchers could get the final result by using mean algorithm. Compared with mean algorithm, weight algorithm can obtain output value in a higher precision. This paper uses the weight algorithm to acquire the final data. Each child neural network weights calculation process as follows:
Assume that child neural networks have finished training. Their results rmse (i=1…pn), take theirs bottom:
, and
Therefore, the calculation formula of integrated neural network's result is: In this paper, the development platform is Matlab, Version is 2009a, which is achieved by using neural network programming tool kit.
Interpolation performance evaluation
The root mean square error (RMSE) defined in (3) is used as an index for evaluation of the interpolation performance. The calculation formula is defined as:
Where i z is prediction value of Kriging method or Integrated RBF neural network method; i z is real value; N is the sample number of test samples. The smaller the rmse value is, the higher the interpolation accuracy is and the smaller the error is.
Results and discussion
Lead element descriptive analysis
A basic statistical characteristic mainly reflects the spatial variation of lead element in soil in different plans. The partial degrees reflect double tail characteristics of normal distribution. The kurtosis reflects sample space's centralized level. The coefficient of variability reflects the sample space degree of dispersion. Analysis result under different scheme shows in Table 1 below: Table 1 . Statistical characteristics of element Lead in different projects According to Table 1 , it concludes that the amplitude of lead element in both two projects varies dramatically. The coefficient of variation is 94.65% in project a, but it is 57.62% in project b. The data in Table 1 shows that: lead element spatial variation degree in study area is high. And there are many random factors to influence lead element spatial distribution, which lead to the complex spatial distribution. In both projects, the lead element samples appear skewness distribution. If researchers use land statistical method to analyse these samples, they need to undertake logarithmic conversion to make it close to normal distribution.
Interpolation result analysis
Using integrated RBF neural network and Kriging method separately, different projects' training to train, and then use test sample to test. Interpolation precision analysis is as shown in Fig.3.(left) and Fig.3.(right) below. In Fig.3 .(left), X axis is for numbers of test samples, and Y axis is for error values. In Fig.3 Project a: the number of training samples is from 10 points to 330 points, the interval of 10 points. Hollow circle in the figure represents the predictive value of Kriging method. Cross in the figure represents the predictive value of Integrated RBF neural network. The number of test samples is 100 points. All data are selected random. Fig.3 .(left) shows that Kriging method error is high and the performance is instable. The maximum error of Kriging method is 7 times higher than the error of integrated RBF neural network. Compared to Kriging method, integrated RBF neural network error is much lower and its performance is more stable. Project b: Taking Kunming as the center and extending around it, step length is 50KM, max distance is 250KM.Train set number is 4/5 of the total. Test set number is 1/5 of the total. All data are selected random. Hollow circle in the figure represents the predictive value of Kriging method. Cross in the figure represents the predictive value of Integrated RBF neural network. Fig.3 .(right) shows that the error of Kriging method is becoming higher when distance increases. Compared to Kriging method, the error of Integrated RBF neural network grow slowly and interpolation accuracy is significantly better than Kriging method. With the increase of distance, the error of Kriging method is becoming higher. Compared to Kriging method, the error of Integrated RBF neural network grow slowly and interpolation accuracy is significantly better than Kriging method. Using the same resolution to display the data got by two interpolated methods, researcher gets Fig 4  (left) and (right). According to these two figures, it is concluded that integrated neural network interpolation figure shows more details than Kriging method interpolation figure. The Kriging method interpolation figure has a strong tendency to smooth, but lead element in the soil has strong spatial variability and complex spatial distribute. Therefore, the result of integrated neural network is more reasonable. 
Conclusion
The experimental analysis shows that the prediction ability of Kriging method is weak when the lead element in the samples has strong volatility and spatial variation degree. There are many constraint conditions when Kriging method has been used, and the prediction accuracy is low. Compared to Kriging method, Integrated RBF neural network has strong nonlinear function fitting ability, and there is no special requirement of data. The prediction performance of integrated RBF neural network is more stable, and the prediction accuracy is better. Therefore the integrated RBF neural network is an effective alternatives to traditional spatial interpolation method.
