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Abstract—A technique for object localization based on
pose estimation and camera calibration is presented. The 3-
dimensional (3D) coordinates are estimated by collecting multiple
2-dimensional (2D) images of the object and are utilized for
the calibration of the camera. The calibration steps involving a
number of parameter calculation including intrinsic and extrinsic
parameters for the removal of lens distortion, computation of
object’s size and camera’s position calculation are discussed. A
transformation strategy to estimate the 3D pose using the 2D
images is presented. The proposed method is implemented on
MATLAB and validation experiments are carried out for both
pose estimation and camera calibration.
Index Terms—Camera calibration, pose estimation, camera local-
ization, checkerboard detection
I. INTRODUCTION
With the advancement of technology, computer vision plays
a vital role in many fields such as artificial intelligence,
machine learning and image processing. These applications
require the spatial information of the objects for the determina-
tion of the physical axes and coordinates. Certain applications
including interactive gaming devices and 3D printing, models
the real-world objects, measures distance to provide virtual
reality control [1], [2]. For a highly precise and accurate
experience, expensive 3D cameras with complicated config-
uration are are mostly used [3]. One off the shelf technique
is to use 2D imaging, in which 2D images are captured from
different angles and transform them into 3D [4]. This method
has been considered as low cost alternative to acquire the said
task, however, the performance is greatly dependent on the
configuration and calibration of the camera [5].
Camera calibration is indispensable in the computer vision
applications as most of the computer vision systems are
highly affected by the precision of the calibration. Calibration
involves principal developments during 3D reconstructions
including the restoration of camera’s geometry [6], extraction
and analysis of 3D information and measurements with respect
to the 3D world [7]. This technique is also employed towards
estimation of the 3D location and the rotation of the camera
relative to extrinsic and intrinsic parameters, which provides
information about the 3D world coordinates and represents op-
tical characteristics of camera respectively [8]. Determination
of the parameters of the function to explain the mapping from
the position of a point in the 3D coordinates to the location
of a point on the image plane is one of the primary objective
of the camera calibration [9], [10].
The design objective of any 3D computer vision or machine
vision is to extract image information from the camera and
estimate the position, shape information and recognize 3D
objects in the 3D world coordinates [11]. The geometric
parameters, also known as camera parameters, empirically
determines the relationship between the camera position and
3D world coordinates. Checkerboards are frequently used in
camera calibration, allowing camera parameters to extract
more precise information from images [12]. In [13], a flexible
technique is used that requires the camera to observe the
object’s pattern from a few angles only. Furthermore, an
improved method for calibrating omni-directional imaging
system is presented which helps to decrease the number of
calibration steps. Currently, the camera calibration techniques
are classified into two parts. (i) The target calibration method,
which generally relates the known target information to the
camera parameters and determines 2D to 3D relationship
compatibility [14]. (ii) The self-calibration method, that does
not require any targets and instead uses mathematical modeling
to determine the camera parameters [15].
Mapping of camera position from 2D image to the 3D world
coordinates is a common issue in image processing. When the
3D coordinate information are acquired by computer vision,
the distortion coefficients and camera parameters e.g. the
focal length are needed to be calculated beforehand. However,
in [16], the camera calibration is implied by developing
the 3D point of scanning object, using the structure from
motion technique without using any specific model of the
camera. Similarly, checkerboard corners are intelligently used
to estimate the pose of a camera [17]. An approach for
pose estimation with known camera parameters is presented
in [18], which estimates the position of the multi-camera
system using fixed orientations and translation of the camera.
Another method for multi-camera calibration is presented in
[19], which resolve the checkerboard corners related problems
using binary patterns between time and different cameras.
In this paper, single camera calibration method is used
where the camera projection matrix measures the 3D coordi-
nates of a viewed points. The projection matrix is comprised
of extrinsic and intrinsic parameters and converts the 3D
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object coordinates into 2D image coordinates. The software
implementation of the proposed approach is carried out using
MATLAB. The rest of the paper is organized as follows:
Section II presents the proposed approaches for calibrating the
camera and pose estimation, experimental results are presented
in Section III and paper is finally concluded in Section III-B.
II. METHODOLOGY
In this section, we explain our calibration method in detail.
The method consist of three main parts. Camera model and
its parameters are discussed in Subsection II-A, calibration
method in Subsection II-B and camera calibration and pose
estimation is presented in Subsection II-C.
A. Camera Model
It is necessary to choose a suitable camera model and ex-
amine its internal and external parameters. Internal parameters
provide the geometry and optical characteristics of a camera
including the focal length, image center and lens distortion
where as the external parameters provide 3D orientation and
position of a camera related to the world coordinates. These
parameters are commonly used in pin hole camera which has
no lens and contains single small aperture. When light rays
enter into the aperture, an inverted image is formed on the
opposite side of the camera which holds the erect reflection
of the scene. This phenomenon has been shown in Figure 1.
Fig. 1: Pin Hole Camera Model
The camera parameters consist of 4 × 3 matrix termed
as the camera matrix. The camera matrix transforms the 3D
coordinates into the 2D image points by using extrinsic and
intrinsic parameters. The extrinsic parameters contains the
location of the camera whereas intrinsic parameters holds
focal length of the camera in the 3D world units as shown
in equations below.
w
[
a b 1
]
=
[
A B C 1
]
P (1)
where w is a scaling factor, [a b 1] are 2D image points and
[A B C 1] are 3D unit matrix.
P =
[
R
t
]
K (2)
where P represents the camera matrix, R and t are the
rotational and translation elements of the extrinsic matrix
respectively, while K represents the intrinsic matrix.
Extrinsic parameters transforms the 3D coordinates into
camera coordinates and then intrinsic parameters converts the
camera coordinates into the image plane as shown in Figure
2.
Fig. 2: Mapping of Camera Coordinates
B. Calibration Method
We present the calibration technique to calibrate the off the
shelf Logitech HD c270 USB webcam. The camera calibration
is carried out on HP corei5 computer with the MATLAB
USB support package [20]. Camera calibrator application
is used to determine the camera’s intrinsic, extrinsic and
lens distortion parameters. These parameters can be used
for various computer vision application including removal of
lens distortion from an image, measuring the object’s size or
reconstructing 3D scenes from multiple position. Once the
camera is connected to the computer, a set of checkerboard
test images must be added. The calibration algorithm detects
the corners of checkerboard to ensure that test images to
meet the calibrator requirement. When the test image satisfies
the calibrator requirement, the calibration accuracy can be
evaluated and improved by analyzing the re-projections errors,
camera’s extrinsic parameters and viewing the un-distorted
image. After successful calibration, the export camera param-
eters can be used for many computer vision task. Several
methods including Scale Invariant Feature Transform (SIFT)
[21] and Speeded Up Robust Transform (SURF) [22] have
been proposed that use the checkerboard corner detection for
the extraction of checkerboard crossings square corners of
checkerboard. The camera calibration workflow is shown in
Figure 3.
Fig. 3: Camera Calibration Workflow
C. Camera Calibration and Pose Estimation
An image of 10× 7 checkerboard is used as a reference to
obtain features of interest of the target image. The checker-
board pattern must contain same number of black squares
along one side and same number of white squares on the
opposite side. This standard determines the orientation of
checkerboard pattern in calibration. A 23mm checkerboard
square size is used for calibration, a template of which is
shown in Figure 4.
Fig. 4: Calibration Template
Initially, the input images are processed through MATLAB
camera calibrator application. For better results and the eval-
uation of the corners, 20 images of calibration pattern are
used which are shown in Figure 5. The default configuration
calculates both camera parameters i.e intrinsic and extrinsic
parameters depending upon the type of camera and then it
computes the projection error. Once the calibration process is
completed, the camera pose can be estimated with respect to
the 3D object location as depicted in the calibration process
flow in Figure 6. The detected corner points of checkerboard
and the projection error of detecting square box of checker-
board are shown in Figure 7 and Figure 8 respectively.
Fig. 5: Input Images in Calibration Process
III. EXPERIMENTAL RESULTS
A. Simulated Experiment
From the simulation results, camera parameters including
focal length, principal point, radial distortion, mean projection
Fig. 6: Calibration Process Flow
Fig. 7: Detected Corner Points of Checkerboard
Fig. 8: Projection Error of Detecting Square Box
error and intrinsic parameters matrix are calculated. The focal
length, principal point and radial distortion are stored in a
2× 1 vector. The intrinsic parameters are stored in the 3× 3
matrix along with mean projection error is calculated. These
parameters are enlisted in Table I. The calibration accuracy is
examined by an un-distorted image, camera extrinsic and re-
projection errors. Figure 9a shows the input image which is
taken from USB webcam. After the removing lens distortion,
the un-distorted image is obtained as shown in Figure 9b.
The re-projection errors are the distances between the detected
corner points and re-projected points of checkerboard in pixels.
Generally, the mean re-projection error of less than one pixel
is acceptable [23]. The mean re-projection error per image in
pixel and overall mean error of selected images is shown in
Figure 10.
TABLE I: Camera Parameters
Image size (pixels) [480 640]
Focal length (pixels) [ 839.3458 ± 3.6694, 839.5573 ± 3.7166 ]
Principal point (pixels) [ 332.3661 ± 1.4489, 259.5099 ± 1.5829 ]
Radial distortion [ 0.0101 ± 0.0167 -0.1883 ± 0.1895 ]
Mean projection error 0.363945706962709
Intrinsic parameters
839.345758 0.000000 0.0000000.000000 839.557331 0.000000
332.366095 259.509924 1.000000

(a) Input Image (b) Undistorted Image
Fig. 9: Removal of Distortion
Fig. 10: Re-projection Errors
The 3D extrinsic parameters plot provides a pattern and
camera view visualization. The pattern view visualization is
useful if the pattern is placed at fixed position. Similarly,
the camera view visualization is useful when the images
are captured by placing a camera at fixed position. The 3D
extrinsic parameter visualization of pattern view visualization
is shown in Figure 11 and camera view visualization is shown
in Figure 12.
Fig. 11: Pattern View Visualization
Fig. 12: Camera View Visualization
B. 3D Reconstruction using Structure from Motion (SFM)
Structure from Motion (SFM) is the method of estimating
the 3D scene of an object by using multiple 2D images
captured by a camera [24]. It is used in many applications such
as 3D scanning [25], augmented reality [26], robot mapping
[27], and autonomous driving [28]. By using SFM, the pose of
the calibrated camera is estimated from a set of 2D images, and
the information is applied to reconstruct the 3D point cloud of
an unknown object. This algorithm consists of two parts, (i)
camera pose estimation and (ii) 3D dense reconstruction. In
the first part, the algorithm uses SURF technique to detect
the interest points and features in the set of 2D images
which compares the pairwise match to estimate the camera
pose of the current view related to the previous view. In
the second part, SFM requires point correspondence across
multiple images called track points. These track points then
serve as input to multiple images by using triangulation to
compute 3D points. These 3D computed points are known as
bundle adjustments and are used for 3D reconstruction. The
experiment is performed on the cubic box to generate the 3D
point cloud of the known object. Figure 13 shows the process
flow of structure from motion, experimental setup has been
depicted in Figure 14a and the 3D point cloud of cubic box
is illustrated in Figure 14b.
Fig. 13: Process Flow of Structure from Motion
(a) Experimental Setup (b) 3D Point Cloud
Fig. 14: Image to 3D Point Cloud Generation
CONCLUSION
Object localization and camera calibration is of utmost
importance and has several commercial and industrial applica-
tions. Techniques for object localization based on pose estima-
tion and camera calibration are presented. The 3-dimensional
(3D) coordinates are estimated by collecting multiple 2-
dimensional (2D) images of the the object and are utilized for
the calibration of the camera. Automatic camera calibration
technique based on the features of the checkerboard has been
presented. The location of the camera in the 3D coordinate
system is estimated by utilizing the information extracted from
the 2D images of the checkerboard taken from several angles.
The results of the camera parameters and localization essential
for the 3D reconstruction have been presented. The proposed
technique achieves a mean projection error of less than one
pixel re-projection error implying the successful calibration of
Logitech HD c270 camera.
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