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Abstract
The event history analysis of debt portfolios concerns the repayment behaviours of
accounts under the management of a debt collection team. Typically, an account
can experience a series of events throughout the course of the debt recovery pro-
cess, such as payment commencement, missing a payment, settlement, etc. In this
thesis, we aim to provide a new perspective of modelling the evolution of the pro-
cess and evaluating the collection performance using various statistical techniques
in survival analysis and event history analysis.
In the first three chapters, we describe the consumer debt purchase and collection
industry, explore the data sets and review the related statistical methods to be used
in the thesis. In Chapter 4, we investigate the directly settled accounts, which form a
special group of accounts settled at the beginning of the recovery process. The time
until commencement of repayment, which is considered as an important indicator
for accounts’ repayment performance, is studied extensively in Chapter 5 using a
number of survival analysis techniques.
For accounts that have started to make monthly repayments, missing a payment
is an interesting event to investigate. As such events may occur more than once, a
specially structured multi-state model is explored in Chapter 6. Performance cov-
ariates are also introduced to the modelling procedure to reflect the series of histor-
ical events experienced. With an increased number of covariates, a tailored model
selection procedure is proposed to achieve improved interpretability of regression
results.
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Chapter 1
Introduction
The past twenty years have seen unprecedented growth in the UK consumer credit
market, with a wider range of products launched, more active lenders and borrow-
ers involved and a higher volume of transactions generated. Since the first UK credit
card was issued in 1966 by Barclay, there have now been more than 1700 brands of
credit card cross the market. At the end of February 2010 there were 61m credit cards
in issue (BBA, 2010). According to the statistics revealed in Credit Action (2010), the
total consumer credit lending to individuals at the end of May 2010 was £220 bil-
lion. On average, consumer borrowing via credit cards, motor and retail finance
deals, overdrafts and unsecured personal loans has risen to £4,513 per average UK
adult at the end of May 2010.
However, on top of the changes in personal circumstance, over-commitment and
insufficient income, the recent economic turmoil has led to a more worrying per-
sonal debt situation in the UK. According to Credit Action (2010), at the end of May
2010 the total UK personal debt amounted to £1,460 billion, of which £58.9 billion
was credit card debt. The average household debt in the UK was £8,716 exclud-
ing mortgages. Britain’s interest repayments on personal debt were £68.4 billion
in the 2009. The average interest paid by each household on their total debt is ap-
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proximately £2,716 each year. As reported by Consumer Credit Counselling Service
(CCCS, 2009), over 93,000 people called it for help with their debts in quarter one
2010, which increased by about 34% compared to the same period in 2009. Over
105,000 accounts are under their debt management services, with an average out-
standing balance of £25,321, which is nearly 16.2 times their average monthly net
income.
1.1 Consumer Debt Sale and Purchase
The increased level of consumer indebtedness also makes credit lenders suffer a
growing burden of recovering the delinquent debt. Traditionally, creditors tend to
handle accounts in early-stage delinquency using their in-house collection depart-
ment, aiming to bring late accounts up-to-date before they fall into further delin-
quency and to minimise losses on accounts which cannot pay (Rial, 2005). If they
fail to collect these short-term delinquencies, collection agencies are usually em-
ployed to assist in the collection work. These collection agencies are independent
contractors working on a commission basis - that is they keep a share of the ob-
tained recoveries (Thomas et al., 2009). Krumbein (1924) described the services and
collection routes of this type of collection agencies in the early days and Hunt (2007)
discussed the benefits of outsourcing the collection works to a more specialised firm,
such that the delinquent accounts can be better targeted with superior technology,
and the creditors can also avoid the risk of having their reputation affected by any
aggressive collection actions. However, an increasing volume of delinquent pay-
ments as well as an ensuing tough environment for collection in recent years have
caused lenders to realise that their conventional recovery strategies such as in-house
collection and outsourcing to external agency for collection are no longer suitable,
and a more efficient way is required to manage their delinquent accounts.
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Debt sale, which allows lenders to pack all the charged-off financial receivables
into portfolios and sell them to external debt collection organisations at a discounted
price of the face value, has gradually become a favoured alternative for the banks
and lending institutions in recent years. First of all, it immediately cuts down the
risk exposure of under or non-performing accounts on books as well as the associ-
ated internal administration and operation costs. This immediate way of reducing
balance sheet liabilities is particularly attractive for banks to aid compliance of the
new Basel Accord. The legislation requires banks to hold a minimum level of capital
to cover against their credit risk exposure, and banks can reduce this minimum level
by reducing the risk on their books (Maynard, 2008). Also the complete handover of
delinquent accounts means saving of valuable time and resources for lenders which
would otherwise be spent on pursuing the debts and waiting possibly several years
for repayment streams. Most importantly, from a profit-making aspect, debt sale
earns a guaranteed income for the credit lenders (CSA, 2009). Due to these over-
whelming benefits, a large number of major credit lenders have now used debt sale
as their primary debt recovery strategy, where previously this was only seen as a
last resort after three or four agency placements. It is estimated that the annual mar-
ket value of the UK debt sale and purchase business is around £7 billion (CSA, 2009)
and some major lenders now have set up a specialist team dealing with their debt
sale issues.
1.1.1 Contract type
Contracts in the debt sale and purchase market are mainly of two types: a one-off in-
ventory sale or a long-term forward-flow agreement. A one-off inventory sale is an
single transaction of an identified debt portfolio, possibly containing different debt
products of various qualities. This type of portfolio often requires a great amount of
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collection effort, but is considered as a good start-off for the new purchasers to gain
a flavour of this industry and obtain some experience (Crawford, 2004). A more
popular contract type is the forward-flow agreement, which allows a series of sales
to be transacted between the vendors and purchasers throughout a pre-determined
future term. As the portfolios to be sold in the future term are unable to be identified
at the time of drafting the contract, certain constraints, such as the type and age of
debt portfolios, are prescribed in the contract to guarantee the quality of scheduled
portfolios. The certainty provided by the forward-flow agreement for both the debt
purchasers and vendors makes this type of contract more favourable in the mar-
ket (Crawford, 2004). Hence, we shall mainly be concerned with the forward-flow
contract in the remainder of this thesis.
1.1.2 Portfolio composition
For the ease of pricing, debt portfolios are usually classified prior to the sale. Gener-
ally there are two main categories, although this classification varies with different
vendors. One category is called Arrangement accounts, where the vendor has form-
ally agreed (verbally or in writing), on the basis of income and expenditure details,
that the borrowers can make monthly payments, but with the amount less than the
minimum payment level that the vendor itself can accept. The other category is
General, which comprises a mix of accounts that have been placed with external or
in-house collection agents for trace and collection, and closed out by them for vari-
ous non-payment reasons, such as being out of contact. Each of the above two seg-
ments can be split further into smaller categories according to certain criteria set up
by vendors. For instance, within the Arrangement segment, accounts with monthly
payment less than ten pounds are sometimes classified as Non Fund. Also for the
General segment, further classification can be made according to the outstanding
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balance of each accounts - accounts default with less than £2,500 can be classified
as Low Balance, and among the remaining accounts, borrowers claimed as a home
owner and have mortgage outstanding on their credit file are called Home Owner.
Such classification of portfolios is kept throughout the whole sale process and even
later in the collection stage.
1.1.3 Auction process
Debt is normally sold through auctions where several debt purchase companies are
invited to tender bids for the underlying debt portfolios. Two types of auctions are
widely used in the debt sale process. One is sealed auction where bidders submit
bids simultaneously without knowing the proposals of their competitors. The other
is conducted in a more open environment, where bidders are informed about the
highest bid throughout the process, and they can adjust and withdraw their bids
accordingly. Apart from the bid price, the vendor also has to consider the bidder’s
financial stability, technical ability and management controls to make sure that the
tasks can be carried out efficiently. After submitting a price, a number of purchasers
with the most suitable technical and commercial offers will be short-listed and in-
vited for pre-sale due diligence, which allows buyers to look through more detailed
information to discover facts like how the account balance is built up, account pay-
ment history and the vendor’s collection strategies. After further negotiations, the
final contract, which also covers the issues of post-sale support, permitted actions
for debt collection and returning of uncollectible accounts, will be awarded to the
purchasers with the most favorable proposal.
Through the auctions, each segment is bid for separately. Purchasers are free to
bid for any segments to make up their own purchase portfolio which matches their
strengths in collection. For purchasers with a strong litigation background, they
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would be more comfortable with the Home Owner accounts where they can take
legal actions like charging orders against property, while some others may be more
experienced in the Arrangement accounts. Therefore, a well-segmented sale port-
folio can lead to an optimal allocation of the debts and hence a high level recovery
efficiency. Meanwhile, the benefits to the vendors are also clear: a more targeted
bidding process can help drive up the price.
1.1.4 Risk Diversification
However, even for each segment, it is unlikely that a single one purchaser will win
all the contracts. The monthly written-off accounts are normally distributed among
several purchasers. Such a distribution of accounts has a number of advantages.
First of all, it reduces the risk associated with each purchaser. Distributing the stakes
between purchasers also shares out the exposure to any unexpected financial fluc-
tuations. Secondly, there would be reduced consequence for the vendor if any of
the purchasers are not able to keep to the commitment at some stage. Finally, as a
consideration for future sales, dividing the debts into small portions ensures that
a number of competitors would have fairly equal prior knowledge of the portfolio
and volumes of of historical data next time around. Therefore, it avoids the situation
that future auctions are dominated by a single purchaser who has had the most ac-
cess to the previous portfolios and has rich collections of data for pricing, while
other potential purchasers would feel less confident to do so due to this unbalanced
distribution of information.
1.1.5 Pricing Strategy
From a debt purchaser’s perspective, to obtain a good position in the auction and
gain a profit through collections, rigorous valuation of the underlying portfolios is
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essential. For a forward-flow contract, this relies on evaluating the net present value
(NPV) of the debt portfolios to be transacted in the future. The NPV of a portfolio
having n-month recovery term is defined as
NPVn =
n∑
i=0
Ri − Ci
(1 + d%)i
(1.1)
whereRi is the amount of recovered debt at the ith month, Ci is the cost of collection
actions incurred in the ith month, and d% is the monthly discount rate. Therefore,
the estimated recovery rate, or equivalently the price of the portfolio can be com-
puted from
Estimated Recovery Rate (or Price) =
NPV
Original Outstanding Balance
.
Therefore, by estimating the monthly cash inflow, outflow and the duration of the
recovery process, a debt purchaser can work out their acceptable price range for
bidding.
1.1.5.1 Information Used for Pricing
Before the auction takes place, an information package is provided to each of the
bidders. Apart from general descriptions of the debt portfolios available, a sample
of charged-off accounts are also included in the package. This is in fact a one-month
sample portfolio written off just a few months before the auction with a similar com-
position and structure to the ones being sold. For each sample account, personal
information such as name, date of birth, address, postcode, telephone number and
employment are given for customer identification, also account level information
like product type, account open date, default date and balance, last payment date
and amount are given for debt identification. Also an opportunity for on-site due
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diligence is provided to all the invited bidders, so that they can get access to more
detailed account data and collections history. However, pricing portfolios exclus-
ively based on the sample accounts is not sufficient; for experienced buyers, their
own recorded collection data built up from preceding projects is usually the key
information that their pricing model is based on.
1.1.5.2 Current Prediction Tools
In ( 1.1 on the previous page), the cost of collection actions taken on the accounts
is typically derived from historical debt recovery information and the monthly re-
covered amount is estimated in various ways by the debt purchasers depending on
the availability of information for different debt segments. Generally, in segments
for which purchasers have a rich source of information gathered from previous col-
lections, the primary analysis would use collections curves (see below) to predict
a recovery profile for the debts. On the other hand, to price debts arising from a
product which is either new or purchasers have little knowledge of, last payment
analysis (see below) is applied to estimate the current yield using the payment in-
formation of the sample accounts provided by the vendor. In some special cases,
where future payments can be secured through agreements with debtors or the lit-
igation process of courts, the problem simplifies as total expected cash flows can be
estimated outright. Sometimes, subjective valuation is also employed in evaluat-
ing portfolios that are unidentified at present and transacted in a changing financial
environment.
Collections Curves
The recovery performance of a portfolio is often illustrated by a collection curve
which gives the percentage of balance recovered with respect to the length of time
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the portfolio has been in the recovery process. A long-term collection curve is non-
linear: a monthly increasing cash flow is expected after intense collection activities
undertaken over the early stage of recovery, but as time goes by, more and more
accounts have been or nearly settled, leaving only some difficult accounts in the
collection pool, thus the slope of the curve is going to decrease afterwards. There-
fore, once a payment starts, the collections curve becomes slightly concave. The
purchasers usually produce a set of collections curves for portfolios launched in the
collection system at different times, and use their weighed average to predict the
monthly cash flows.
Last Payment Analysis
A standard sample of sale data would contain the records of last payment amount
and date transacted in each of the accounts. This snapshot of account activity might
not seem to contain much information about the future behaviour of those accounts;
however, for the active accounts, those which are still making payments within the
final three months before charge off, an approximation of their capable repayment
level can be obtained based on their pre-charge off payments. Further, with an as-
sumed monthly decline rate of their future repayment amount, future cash flows
can be predicted. However, the danger of an erroneously assumed decline rate can
substantially affect the predictions and thus result in an incorrectly deduced price.
Subjective Valuation
This method is normally used as a tuning technique at end of the valuations de-
scribed above. The outcome could be just the result of applying some common
sense. For instance, if the unemployment rate has increased in recent years, people
who lost their jobs and struggled to pay off their debts are likely to move into a
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cheaper housing or look for jobs in other cities. Clearly, this requires a greater ef-
fort of tracing from debt purchasers, and so a higher collection cost should be taken
into consideration. Also, subjective valuation is frequently employed in the pre-sale
due diligence process, where from the information provided, buyers have to quickly
make judgement on the quality of the prospective portfolios—whether it is going to
be as good as the old ones, or if the collection environment is getting tougher. Al-
though the assistance of subjective valuation is necessary when information is not
fully conveyed in the form of structured data, this method is not reliable in the sense
that its outcome is not replicable and can be easily disturbed by different personal
judgements.
1.2 Consumer Debt Collection
After a successful purchase of debt portfolios, debt purchasers will endeavour to
recover the debt portfolios in their collection system. A typical debt collection divi-
sion consists of a number of specialised teams, each playing a different role through
the collection process. For example, the Front-end & Secondary collection team is
responsible for requesting repayments, and offering tailor-made repayment plans
for customers with various financial circumstances; the Tracing & Address valida-
tion team deals with the accounts lacking valid contact information, and attempts
to resume contact with the account holders. Once an account enters the collection
process, it will be allocated to one of the system queues, waiting for the correspond-
ing team to operate. Figure 1.1 illustrates a typical collection process in the industry,
where variations are possible.
If an account has a problematic address, it will be systematically placed into the
Tracing and Management queue for further tracing or validation. Otherwise, it will be
allocated to the Structuring queue for debt collection. The very first approach in the
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Matching
ACCOUNTS
ENROLMENT
Tracing & Management
Structuring
Settled
Paying
Late Payment
Collection
Figure 1.1: Diagram of a typical debt collection process.
collection process is always to request the balance in full, and any prompt payment
which clears the balance will advance the account to the Settled state of the system.
If, however, the financial circumstances of the account holder do not allow for such
a one-off repayment, an alternative monthly repayment scheme will be provided
for the customer to make affordable monthly instalments until their outstanding
balance is fully paid off. As long as agreement on the repayment plan is reached and
the customer begins repayment, the account will be diverted to the Paying queue for
transaction processing. Otherwise, it remains in the structuring queue, continuing
to be worked on. However, not all the accounts are able to follow the payment plan
strictly. Customers who are behind in payments will be passed to the Late Payment
Collection queue, where delinquent payments are pursued or sometimes payment
plans are restructured for the customers who cannot meet the outstanding payments
immediately; these customers also have the potential to become unreachable in the
process, and in such cases, the tracing team will take over the process. As soon as
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the accounts start to make payments, either following the original agreement or the
revised plan, they are returned to the paying queue.
Development of collection strategies
With the increasing competition among collectors and tougher collection environ-
ment in recent years, the debt collection companies are becoming more sophistic-
ated in their strategies. Nevertheless, the essential strategy relies on segmenting de-
linquent accounts into more homogenous groups for more appropriate treatment.
According to Krumbein (1924), the collection agencies in the 1900s had already star-
ted to classify the debtors into two groups: one including those who are willing
to pay but find themselves not able to do so and the other including the ones who
simply will not pay. At that time, the classifications were mainly based on sub-
jective judgements from their personal characteristic or their reactions towards the
actions taken by the collectors. With the development of statistical methodology, the
methods for segmenting delinquent accounts have improved significantly in recent
years. Scoring techniques have now been introduced to the collection process after
their successful application in the credit industry to assist in the credit granting de-
cisions (Experian, 2002). Based on the recovery scores and behavioural scores, the
collectors can assess the collectability of the delinquent accounts and select proper
collection strategies to encourage the payments. Other more complicated techniques
such as neural networks, regression analysis, decision tree models and rule-based
decision models have also been introduced to the segmentation process to improve
the accuracy of predicting the likelihood of collecting on a delinquent debt (Shao et
al., 2007; Chin and Kotak, 2006). The accounts can then be grouped based on the
predicted likelihood, and collection strategies are customised accordingly.
Over the years, the primary collection methods employed by the collectors have
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also changed significantly. Krumbein (1924) described the ’brutal’ collection ap-
proaches adopted in the 1890s, which including sending letters to the debtors with
agency names printed on the envelopes and pulling over a wagon bearing the agency
name outside the home of the debtor. Nowadays, collections strategies make use of
various forms of client contact: written communication, telephone calls and per-
sonal visits, as well as through varying the tone, content and frequency of com-
munication (Rial, 2005). In particular, with the introduction of automated dialler
software integrated in the collection system, where the system automatically dials
a number and connects to the agent as soon as it is answered, the telephone com-
munication becomes a more cost-effective choice (see Hunt, 2007; Experian, 2006).
On the other hand, collection practices are now regulated by various legislation that
protects consumers from overly aggressive collection techniques. For example, the
Fair Debt Collection Practices Act 1996 in the US and UK issued Debt Collection
Guidelines 2006, both stipulate the minimum standards for debt collection by those
holding consumer credit licences.
However, as the repayment behaviour of accounts changes over time, collection
strategies may require reviewing and adjustment from time to time to remain ef-
fective. Among the variety of possible adjustments, the best collection approach
can only be found through testing in the live environment (Ward, 2005). Champion
Challenger testing, which aims to test the existing collection strategy (the champion)
against an alternative new strategy (the challenger) in a controlled manner such that
the impacts would be minimised if the new strategy fails, thus becomes an import-
ant tool for collectors to continually improve their strategies (Ayub, 2004). It has
been reported that more than 10% improvement in the performance is observed in
the organisations adopting Champion Challenger techniques (Ward, 2005).
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1.3 Aim of the Thesis
A typical method used by the debt collection companies for evaluating portfolio
performance is queue analysis, which re-examines the status of a portfolio across a
series of equally spaced time points. At each reviewing point, a snapshot of the sys-
tem status is taken and the composition of the portfolio is analysed. This analysis
provides a simple assessment of the up-to-date performance of any single portfo-
lio, and also, by comparison with previous snapshots, quickly highlights how the
accounts have been shifting among the queues in the interim period. However, if
interest lies in understanding the behavior of an account or a portfolio over a long
time period with real-time intervention, merely linking up all the snapshots and
looking at the varying compositions is not sufficient.
The collection procedure illustrated in Figure 1.1 on page 29 naturally suggest a
probabilistic multi-state model, where each queue represents a state and arrows in-
dicate where transitions between states could take place with non-zero probability.
The aim of this thesis is to provide a new analytic way of evaluating collection per-
formance by encapsulating the collection process into a multi-state model, within
which the repayment performance of accounts under collection are characterised by
the movement between states and their possible transitions are modelled in con-
tinuous time using available information.
1.4 Thesis outline
In Chapter 2, we first give a description of the data sets to be examined in this thesis.
Three data sources are contained: account data, transaction data and collection ac-
tion data. For each of the data sources, we explore their features and solve the
relevant data issues using various data pre-processing techniques. Chapter 3 gives
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a review of the related statistical techniques used in this thesis, including the multi-
state models and survival analysis.
In Chapter 4, we investigate the directly settled accounts, which form a special
group of settled accounts appearing early in the recovery process. Two descriptive
models are established to reveal the underlying factors driving this settlement de-
cision of customers. We also apply a number of classification methods to predict
whether or not an enrolled account will settle directly. Their predictions are then
compared by various performance measures.
An important indicator for accounts’ repayment performance is when they start
their first payment under collection. Chapter 5 is devoted to give an extensive study
of this aspect using a number of regression techniques. The collection actions, as
another potential factor to the repayment behaviour of customers, are also taken ac-
count by models allowing for time-varying covariates. For accounts that have star-
ted to make monthly repayment, payment delinquency is an interesting event to in-
vestigate. As this type of event may occur more than once in the collection life cycle,
a special structure of the multi-state model is proposed in Chapter 6 to accommodate
this feature in a typical collection process. Using the refined multi-state model, we
are able to model the future repayment performance of an account not only based on
its characteristics but, more importantly, on the series of historical events it has ex-
perienced to reach the current status. We also implement a tailored model selection
procedure to achieve improved interpretability of the results compared to the more
traditional stepwise model selection technique. Finally, in Chapter 7, we summarise
the conclusions and ideas for future work.

Chapter 2
The Data
2.1 Introduction
The data set, examined in Chapters 4, 5 and 6, is comprised of charged-off accounts
purchased in the years 2002 and 2003. The accounts are defaulted credit card ac-
counts, sold in 24 sequential portfolios, one for each month. Each portfolio contains
between 181 to 393 accounts, and in total there are 6711 accounts in the sample. The
subsequent repayment performance of the purchased accounts is known up to the
21st of December, 2006.
Note that only a fraction of defaulted accounts on a vendor’s book are charged
off and resorted to debt sales as they are not able to reach a required monthly re-
payment level. These charged-off accounts, as explained in Section 1.1.2 on page 22,
are usually categorised into two broad grades, arrangement and general, according
to their quality. The general accounts are considered of lower quality, as they gen-
erally had been processed by other collection agencies or traced for a number of
times. The arrangement accounts, on the other hand, are the ones that have com-
mitments to repay certain amount of the debt each month. According to how much
an arrangement account committed to pay, it is further classified as either of the two
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types: an arranged-to-pay (ATPO) account, one that is capable of paying more than
ten pounds monthly; and a Non-fund (NOFN) account that is only able to pay less
than ten pounds per month. In our data set, both of the general and arrangement ac-
counts are present with a vast majority being the arrangement accounts. This issue
is further discussed in Section 2.5 on page 42.
The information used in our modelling and analysis is mainly extracted from
three data sources: account data, transaction data and action data. In this chapter,
we describe each of the data sources in detail. Inevitably, real world data comes with
missing, inconsistent and irrelevant information. Using such data sets in analyses
may result in misleading discoveries and conclusions. Therefore, we also present
the work developed in order to obtain data sets of higher quality by means of data
preprocessing tasks. The tasks involve data cleaning, integration, transformation
and reduction (Han and Kamber, 2001).
2.2 Account data
This data source is typically taken from the credit card application forms and bank
account information. The former record some general information about the cus-
tomers such as their age, marital status, date of birth, employment and home ad-
dress at application. The latter gives account details like the account opening date,
original balance, date and amount of the last payment paid before the charge off and
type of credit card associated.
From this data source, we can extract a number of characteristic variables to de-
scribe the individuals in the sample. These include both descriptive and numerical
variables. In routine data analysis, descriptive data need to be mapped to a numer-
ical entry, assigning the levels of a categorical variable with ordinal numbers. The
mapping rules for each descriptive variable are specified below.
2.2 Account data 37
Sex : Gender of the customer. This information is not directly provided, but we
deduce it from the title of customers on their application forms, except for a
handful of unisex titles, for which blank values are used. Female customers
are coded as 0s and males are 1s.
Age : Age of the customer at enrolment, in days.
ToL : Time after last payment in days. This is the length of time from the date of last
payment made to the original creditor prior to the charge offs to its portfolio
assignment date.
ML : Amount of the last payment made to the original creditor.
Prepay : An indicator of any payments made by an account after its purchase
but prior to its enrolment. Normally no payments were expected during this
period as the collection activities were not yet initiated.
Balance : Account balance at purchase. Due to the possibility of payments prior to
the enrolment, this balance is not necessarily equivalent to the account balance
at enrolment.
Grade : Debt grade. Within arrangement portfolios, accounts are graded either as
ATPO (scored 0) or NOFN (scored 1).
Prod : The type of credit card product associated. As the charge-off accounts were
opened at various time points, the products may be called by slightly different
names across time. In addition, multiple variations of the same product name
are detected in the data file. Both discrepancies in names lead to data integra-
tion problems. To solve this, three broad types of products are used based on
the keywords: Classic, Gold and Platinum, with scores 0,1,2 respectively.
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Portfolio Date : This gives the enrolment date of each purchased portfolio. For ease
of data analysis, each date is mapped to an ordinal number representing the
enrolment order of the corresponding portfolio within the total of 24 portfo-
lios.
Missing values are ubiquitous in data analysis. However, in this data set, only 48
accounts have incompletely observed entries which would be problematic for many
of the methods considered in this thesis. As this percentage of missing data is very
small and would not have great impacts on our findings, we will not employ any
statistical techniques to deal with this problem and where necessary discard these
data.
2.2.1 Variable standardisation
The variables listed above are measured on different scales. For example, balance
is measured in pounds and age is measured in number of days. When applying
them in a multiple regression model, variables with inconsistent units of measure-
ments will result in incomparable regression coefficients. The proposed solution is
to use standarised variables, where each variable is standarised by subtracting its
sample mean and dividing by its sample standard deviation. Mathematically, for an
observation xij on the jth variable of the ith subject, the standardisation gives
standardised xij =
xij − x¯j√PN
k=1(xkj−x¯j)2
N−1
,
where x¯j =
PN
k=1 xkj
N
is the average value of the jth covariate; N is the total number
of subjects in the sample. As a result, standarised variables have zero means and
variances of one, and the standardized regression coefficients represent the change
in response to a change of one standard deviation in a predictor. From this point on-
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wards, all the variables in the modelling procedure are standardised in this manner
unless mentioned otherwise.
2.3 Transaction data
This data set gives the details of each repayment transaction that was made to the
collection company. Three fields of information are typically contained.
Amount of the transaction
The amount of each repayment varies greatly from individual to individual. There
are lump-sum payments which repay some, or all, of the balance; and token pay-
ments, which are small payments, such as one pound or one penny, made by the
customers when they cannot afford a proper monthly payment. The amount of each
payment within a single account also changes over time. The changes usually re-
flect the varying financial circumstance of customers. For example, a customer with
an improved financial capability may choose to repay more each month; whereas
a customer with a worsening economic status may not be able to keep up with the
negotiated payment level. However, we also observe some unusual changes in the
payment amount, such as small variations in successive payments. Our data pro-
vider explains that as some customers may have multiple creditors, so their repay-
ment levels are not specified as some amount, but determined as a percentage of
their disposable income after the deduction of personal consumption expenditure,
so their actual repayment amount may vary from time to time. In the data set, trans-
actions with a negative amount are also present. These are returned payments made
by the collection company. Some of those transactions appeared immediately after
a positive transaction of matched amount was made; some appeared a few months
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later, and some are for a less obvious amount that no corresponding transactions can
be identified. From our data provider, we understand that returned payments can
appear in various situations, such as to correct the operational error of mistakenly
credited payments, to return the over-paid amount at the end of payment records or
to indicate a bounced cheque. As none of the causes seem to have implications on
our study and only a few of returned payments are present in the data, we chose to
ignore the negatively signed payments and eliminate the incorrectly recorded pay-
ments that were indicated by the returned payments.
Transaction Type
Accounts make repayments via a wide range of methods. Broadly, we can classify
the payment methods into two categories: Automatic and Manual. Automatic trans-
actions include those paid via direct debit, standing order or third-party debt man-
agement companies. These transactions tend to be made at regular time intervals
and have little change in repayment amount over time. In contrast, manual trans-
actions tend to be more flexible in terms of their payment intervals and amounts.
Such transactions include cash payments, card payments, postal orders, cheques
and payments over the counter. A complicating feature in the data is that a mixture
of transaction types were usually used by an account over the collection process.
Transaction time
These are the dates that repayments arrive at the account of the collection company.
Depending on which payment method is used, there may be a lag between the ac-
tual paying date and the observed transaction date. For example, it may take some
time to post a cheque payment or process a card payment. Also weekends and bank
holidays can further delay a bank transaction. Therefore, if we are to use the trans-
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action times to determine the promptness of any repayment, the issue of time delay
needs to be taken into consideration. Considering a ’good’ customer, for example,
even if repayments were made every month, due to the possibility of time delay we
may not observe all the transactions on the same day of each month or at regular
intervals.
2.4 Action data
There is a large amount of information that describes the activities taken by the
collection team throughout the debt recovery process. The activities range from
sending various types of letters, making phone calls to sending faxes and emails.
Some strategies are more frequently used than the others. 83.8% of the total actions
are making outgoing calls which may or may not be answered, and another 12.5%
are letters sent to the customers. Other collection strategies like sending faxes and
emails are rarely used. On average, each account has been sent seven letters and
called 47 times. However, the number of calls made to each account varies remark-
ably from 0 to 408, while the number of outgoing letters is fairly similar for all the
accounts. For customers with missing or incorrect contact details, tracing tactics
are employed. These involve in-house tracing activities and outsourcing to external
agents.
The activities taken by customers are also recorded in the data set, which are
denoted as incoming letters and incoming calls. These are contacts that are initiated
by the customers for queries and negotiations or in response to the actions taken by
the collection company.
In the action data, there are a number of anomalous data entries where more
than one outgoing letter has been recorded for a customer within a few minutes.
It was explained by the data provider that parallel operations on the system while
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the letter-sending requests are processed may cause interruptions and result in such
multiple recordings of a single action. The duplicately recorded actions are handled
by only allowing a maximum of one letter to have been sent to each customer
within one day. That is, for the accounts which have multiple outgoing-letter re-
cordings in one day, we only take account of its last outgoing-letter recording within
that day.
2.5 Other data issues
Presence of general accounts
In the original data set, there are 308 general accounts contained in the portfolio
launched in September of 2003. Most of the time, general accounts are packed and
sold separately from the arrangement accounts in debt sale, due to their poor per-
formance in recovery. However, due to insufficient arrangement accounts charged
off in that month, a portfolio of mixed types was delivered. To see how this portfo-
lio differs with the other arrangement portfolios we plot the proportion of accounts
that had no payment throughout the observed collection period in Figure 2.1. It is
shown that almost half of the portfolio containing general accounts has no payment
records. This implies that including the poorly-performing general accounts would
make this portfolio less favourable in comparison with the rest of the portfolios, and
may even distort our later analyses. Therefore, we eliminate all the general accounts
from our sample, leaving only 6403 arrangement accounts in the sample.
Issue of forwarded payments
Forwarded payments are cash-flows from the debt vendor to the debt purchaser
(and hence the collection company here) when repayments are received from the ac-
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Figure 2.1: Impact of the general accounts
counts that are already sold. This kind of payment normally appears within a short
period after enrolment, before thorough communications are established between
the collection company and customers and before any collection activity could have
been taken by the collection company. As these payments only occur on a small set
of accounts, we choose to ignore these payments and only focus on the payments
that were made directly to the collection company.
Adjustment of sample pool
By ignoring the forwarded payments, 248 accounts that had made payments only to
the previous creditor but none to the collection company now become non-payers.
Among them, however, seven accounts had paid off between 70% and 90% of their
balance via forwarded payments. With this much of the balance paid off, it may be
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reasonable to treat the seven accounts as being settled prior to the enrolment, and
hence eliminate them from the sample pool. This minor adjustment reduces our
sample size to 6396 accounts.
Chapter 3
Statistical Techniques Used in This
Thesis
3.1 Introduction
An event history is a longitudinal record of the timing of the occurrence of one or
more types of event. Event history analysis is used to study the duration until the
occurrence of the event of interest, where the duration is measured from the time
at which an individual becomes exposed to the risk of experiencing the event. In a
lot of the literature, the term event history analysis has been used interchangeably
with the term survival analysis. In this thesis, we specifically distinguish these two
concepts by using ’survival analysis’ to refer to the study of a single event for each
individual, whereas event history analysis concerns several events experienced by
an individual over time. Clearly, survival analysis can be thought as a special case
of the event history analysis, and therefore, some statistical techniques and method-
ologies established in the context of the classical survival analysis can easily extend
to be used for the event history data.
The purpose of this chapter is to introduce some basic concepts in survival and
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event history analysis, and prepare the mathematical background for the analyses
in the remaining chapters of this thesis. We first start by considering some aspects
of classical survival analysis (Section 3.2) where the focus is on the time to a single
event. The multi-state models, which are frequently employed to describe the event
history data, are discussed in Section 3.3 on page 60. A special multi-state model
called competing risks model is studied separately in Section 3.3.2 on page 62.
3.2 Survival Analysis
3.2.1 Censoring
The most defining characteristic of survival data is that the time of the event is some-
times not completely observed, but only known to occur within certain intervals.
This is known as censoring. There are various categories of censoring. Right censor-
ing occurs when a subject is known to have an event beyond the end of the follow-up
period; left-censoring occurs when the event of interest has already occurred before
the recorded follow-up period; a subject is interval censored if it is known that the
event occurs between two times, but the exact event time is unknown. In our case,
we are dealing with right censored event times, as the debt portfolios under study
are only followed up to a pre-determined cut-off date, the 21st of December, 2006
and some accounts may have not yet experienced the event of interest by the end
of the observation period. For this reason, we will be only concerned with right
censoring in the remainder of this thesis.
Assuming an individual has an associated event time T , which is treated as a
random variable and a pre-determined censoring time C, a right-censored event
time random variable T ∗ is then defined as T ∗ = min(T,C). An event indicator δ
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can thus be defined as:
δ = I(T ≤ C) =
 1 if T ≤ C;0 Otherwise.
The non-informative censoring assumption is often required for survival ana-
lysis. This states that those individuals who are censored should have the same risk
of subsequent occurrence of the event of interest as those who remain in the study.
Mathematically, it is assumed that the censoring time C is independent of T . For
our survival data, the censoring time is determined by the pre-determined cut-off
date, thus the assumption is justifiable.
3.2.2 Basic concepts
The event time T can be either discrete or continuous. Here we further assume T to
be continuous and non-negative.
3.2.2.1 Cumulative distribution function
The cumulative distribution function (cdf) of T is denoted as F (t). Mathematically,
it is defined as
F (t) = P (T ≤ t),
the probability that the event has occurred by duration t.
3.2.2.2 Survivor function
It is more common to work with the complement of the cdf for survival data, which
is the survivor function:
S(t) = P (T > t) = 1− F (t). (3.1)
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It gives the probability of surviving or being event-free beyond time t. S(0) = 1 and
S(t)→ 0 when t→∞.
3.2.2.3 Probability density function
Since T is assumed to be a continuous random variable, there exists a probability
density function (pdf) of T ,
f(t) = lim
4t→0
1
4tP (t < T ≤ t+4t) =
d
dt
F (t). (3.2)
3.2.2.4 Hazard function
An alternative characterisation of the event time distribution is given by the hazard
function λ(t), which describes the instantaneous probability of having an event at
time t given that it has not occurred by time t. It is defined in the following form:
λ(t) = lim
4t→0
P (t < T ≤ t+4t|T > t)
4t . (3.3)
The numerator is the conditional probability that the event occurs in the interval
(t, t+4t] given that it has not occurred before t. For small4t, it can be alternatively
expressed as
P (t < T ≤ t+4t|T > t) = P (t < T ≤ t+4t)
P (T > t)
≈ f(t)4t
S(t)
.
Substituting into ( 3.3) gives a useful result
λ(t) =
f(t)
S(t)
. (3.4)
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By noticing f(t) = − d
dt
S(t) from ( 3.1 on page 47), the equation ( 3.4 on the facing
page) can be rewritten as
λ(t) = − d
dt
logS(t).
Solving the above equation to obtain a formula for S(t) as a function of the hazards
gives:
S(t) = exp(−
∫ t
0
λ(s)ds) (3.5)
= exp(−Λ(t)), (3.6)
where Λ(t) =
∫ t
0
λ(s)ds is called the cumulative hazard.
3.2.2.5 Likelihood function for censored data
Suppose we have survival data consisting of n pairs of observations (ti, δi), where
ti’s are possibly censored realisations of T governed by the survivor function S(t)
with associated density function f(t) and hazard function λ(t). For the ith observa-
tion, its contribution to the likelihood function depends on the type of the time ti
observed.
• If ti is an event time (i.e. δi = 1), it contributes to the likelihood through the
density f(ti), or equivalently, S(ti)λ(ti) by ( 3.4 on the preceding page).
• If ti is a censored time, that is δi = 0, the subject is simply known to have an
event time exceeding ti under non-informative censoring. Its contribution to
the likelihood is the survival probability S(ti).
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Combining both scenarios at all the observed times t1, . . . , tn, the likelihood function
can be written as follows
L =
n∏
i=1
f(ti)
δiS(ti)
1−δi (3.7)
=
n∏
i=1
λ(ti)
δiS(ti). (3.8)
The log-likelihood can then be expressed as
log(L) =
n∑
i=1
δi log(λ(ti))− Λ(ti), (3.9)
by using the relationship S(t) = exp(−Λ(t)) in ( 3.6 on the preceding page).
3.2.3 Non-parametrical survival
To avoid assuming some underlying distribution for the survival times, non-parametric
methods are often employed to explore the temporal pattern in survival data. Since
no distributional assumption is assumed, non-parametric estimators are also used
to help identify an appropriate distributional form for the data. In this section, we
describe the Kaplan-Meier estimator, Nelson-Aalen estimator and the log-rank test.
3.2.3.1 Handling tied events time
In practice, ties are often present in survival data, that is more than one subject is
observed to experience the event at the same time. Frequently, the ties rise from im-
precise measurement, such as rounded event time and intermittent observation. De-
pending on how the ties are treated, slightly different results are obtained in estim-
ating the event time distribution. For a full account of the tie-breaking approaches,
see (Therneau and Grambsch, 2000). Since there are very few tied event times in
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our data set, we choose to use a simple technique to break the ties, which is to add
a small amount of uniformly distributed random ’noise’ to each event time in ties.
Thus, from the point onwards, we are will exclusively concerned with untied event
times.
3.2.3.2 Kaplan-Meier estimator
Suppose we observe n individuals having identically distributed event times fol-
lowing the survivor distribution S(t), but that in the presence of right-censoring we
only observe m deaths.
Let 0 = t0 < t1 < t2 < . . . < tm <∞ represent the ordered event times. From the
data, one can determine the following quantities:
dj : the number of subjects observed to have the event of interest at time tj . For
untied event times, dj ≡ 1.
nj : the number of subjects at risk of experiencing the event of interest immediately
prior to tj . This includes subjects who are censored or have an event at tj and
who have longer survival times than tj .
The Kaplan-Meier method, introduced by Kaplan and Meier (1958), assumes T to
be a discrete random variable, with probability mass function {P (T = tj), ∀j} at the
death times {tj, ∀j}. The Kaplan-Meier estimator
SˆKM(t) =
∏
j:tj≤t
(
1− dj
nj
)
. (3.10)
can be shown to give the maximum likelihood distribution for S(t) over the space of
all valid distributions. The function is a right continuous decreasing step function,
with changes at the event times.
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The variability of the Kaplan-Meier estimator can be evaluated by Greenwood’s
formula:
Var{SˆKM(t)} ≈ {SˆKM(t)}2
∑
j:tj≤t
dj
nj(nj − dj) . (3.11)
3.2.3.3 Nelson-Aalen estimator
Alternatively, one starts by considering the estimation of the integrated hazard func-
tion, this leads to the Nelson-Aalen estimator. It is first introduced by Nelson (1969,
1972) for engineering applications and later Aalen (1975,1978b) extended its use and
studied its small and large sample properties using martingale methods. The estim-
ator is in the form
ΛˆNA(t) =
∑
j:tj≤t
dj
nj
. (3.12)
This also provides an estimate of the survivor function, which is sometimes called
Breslow estimator (Therneau and Grambsch, 2000):
SˆB(t) = exp{−ΛˆNA(t)}. (3.13)
Since e−x ≥ 1−x, SˆB(t) ≥ SˆKM(t) in finite samples, but they are proved to be asymp-
totically equivalent (Therneau and Grambsch, 2000). Also, for the Kaplan-Meier es-
timator, the last estimate depends on the largest non-censored survival time; if the
largest observation time is an event time, SˆKM(t) = 0 for all t beyond that time point,
whereas SˆB(t) still gives positive estimates. Corresponding to Greenwood formula
for the variance of the Kaplan-Meier estimate is a formula for the Nelson-Aalen es-
timate
Var{ΛˆNA(t)} ≈
∑
j:tj≤t
dj(nj − dj)
n3j
.
There are also a wide range of parametric models established to fit survival data
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for different applications, such as the exponential distribution, the Gompertz dis-
tribution and Weibull distribution. As these models are out of the scope of this
thesis, they are not described here and we refer the reader to, for example, Hougaard
(2000), for more detailed studies on these parametric models and their applications.
3.2.3.4 Log-rank test
To compare the survivor functions, S1(t) and S2(t), of two subgroups of the popula-
tion under study, the log-rank test is frequently used to test the statistical hypothesis:
H0 : S1(t) = S2(t) for all t
H1 : S1(t) 6= S2(t) for some t
The log-rank statistic is derived by considering the ordered event times in both sub-
group samples combined, and at each time ti, a 2× 2 table can be constructed:
Status
Group Event-free Event Total
1 n1i − d1i d1i n1i
2 n2i − d2i d2i n2i
Total ni − di di ni
d1i and d2i are the number of subjects who have the event at time ti in groups 1 and 2
respectively. n1i and n2i are the respective number of subjects at risk at time t in the
two groups. Under the null hypothesis, the group factor is independent of the status
of a subject, and hence, d1i follows a hypergeometric distribution with parameters
(ni, n1i, di). By comparing the expected and observed value of d1i across all event
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times, a test statistic is obtained by
U =
∑
∀i
(d1i − E(d1i))
where
E(U) = 0 and Var(U) =
∑
∀i
n1in2i(ni − di)di
n2i (ni − 1)
followed from the results of hypergeometric distributions. The log-rank test statistic
then takes the form
z =
U2
Var(U)
, (3.14)
which has an approximately chi-squared distribution with one degree of freedom.
3.2.4 Regression Techniques
Sometimes, researchers are more interested in studying the effects of a number of
explanatory variables on survival. This leads to the establishment of models that
allow one to quantify the relationship between the time to event, typically in the
form of the hazard function, and one or more explanatory variables. One of the
most commonly used regression models in survival analysis is the Cox proportional
hazards model.
3.2.4.1 Cox proportional hazard model
A proportional hazards model proposed by Cox (1972) assumes that
λ(t; X) = λ0(t) exp(βX), (3.15)
where X = {X1, . . . , Xp} is a p-dimensional covariate vector containing the factors
believed to have impact on the hazards and β = {β1, . . . , βp} is the corresponding
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p-dimensional vector of regression coefficients. Obviously, for X = 0, λ(t; 0) = λ0(t).
λ0(t) is called the baseline hazard function. It is completely unspecified in the model
such that it can take any shape as a function of t as long as λ0(t) > 0.
For different values of X, the hazard functions are assumed to be proportional,
such that the regression coefficient βk describes the change in the hazard on a log
scale at any time with a unit change in the corresponding covariate Xk, while other
covariate values are held fixed. As β characterises the effects of covariates X, the
estimations of these parameters are of particular interest. Cox (1975) suggests an
estimation procedure for the regression coefficients via a partial likelihood without
specifying the nuisance parameter λ0(t) first. For untied event times, the partial like-
lihood function is constructed by considering the contribution at each event time,
which corresponds to the conditional probability of observing the actual individual
experiencing an event given that there was an event at that time. Mathematically, it
has the form
L(β) =
∏
i∈U
exp(β′xi)∑
j∈Rti
exp(β′xj)
, (3.16)
where U represents the set of uncensored individuals, xi is the values of the p cov-
ariates for individual i and Rti is the risk set immediately prior to time ti.
3.2.4.2 Estimation of regression coefficients
Now, for ease of presentation, we focus on deriving the maximum partial likelihood
estimator for a single covariate β, The extension to multiple covariates is straight-
forward. From ( 3.16), the log partial likelihood of β is
l(β) =
∑
i∈U
[βxi − log(
∑
j∈Rti
exp(βxj))]. (3.17)
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The score function is
U(β) =
∂l(β)
∂β
=
∑
i∈U
[xi − x¯(β, ti)], (3.18)
where
x¯(β, ti) =
∑
j∈Rti xj exp(βxj)∑
j∈Rti exp(βxj)
(3.19)
can be seen as the weighted average of the covariate x among the individuals still at
risk at time ti with weights wj =
exp(βxj)P
j∈Rti
exp(βxj)
.
The negative second derivative gives the partial likelihood observed information
I(β) = ∂
2l(β)
∂β2
= −
∑
i∈U
V (β, ti), (3.20)
where
V (β, ti) =
∑
j∈Rti exp(βxj)[xj − x¯(β, tj)]
2∑
j∈Rti exp(βxj)
is the weighted variance of the covariates among the individuals still at risk at time
ti.
The maximum partial likelihood estimator βˆ is found by solving the equation:
U(β) = 0.
3.2.4.3 Inference test
It can be shown that the resulting estimator βˆ is asymptotically normally distributed
with mean β, the true parameter, and variance I(βˆ)−1 (for details, see Andersen et
al., 1993). Using this fact, we can test the hypothesis H0 : β = β0. The Wald test,
score test and partial likelihood ratio test are the three commonly suggested tests.
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The Wald test statistic is given by
(βˆ − β0)2I(βˆ)−1.
Its asymptotic distribution follows immediately from the results for the maximum
partial likelihood estimator βˆ, such that under the null hypothesis, the Wald test
statistic is χ2 with 1 degree of freedom. The likelihood ratio test statistic is twice
the difference in the log partial likelihood between the hypothesised and estimated
values for β. It uses the fact that
2(l(βˆ)− l(β0)) ∼ χ21, under H0.
The score test statistic is given as
U(β0)
2I(β0)−1,
which also has a chi-square distribution on one degree of freedom. For more de-
tailed comparisons of these three tests, see Therneau and Grambsch (2000).
3.2.4.4 Variable selection scheme
A common approach to variable selection is to employ a sequential procedure, in
which we add or delete variables to seek the best fitted model. The simplest ap-
proaches are forward selection and backward selection. Forward selection starts
with an empty model with no explanatory variables included, and variables are
added to the model one at a time until no further significant improvement on the
model can be achieved by adding an additional variable. As a reverse operation of
the forward selection, backward selection starts with a full model where all vari-
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ables of interest are included. The model is then successively reduced by removing
the least significant variable one at a time until all remaining variables are statistic-
ally significant. These two procedures, however, do not always lead to the model
containing all statistically significant variables. An improvement on the perform-
ance of the forward and backward procedures can be achieved by introducing the
stepwise regression procedure.
The stepwise regression procedure can be based either on the forward selection
or the backward selection. The forward stepwise regression starts with an empty
model. Each time a new variable is added to the model, all the variables already in
the model are re-examined. That is, at each step in the forward selection procedure,
we test for significance of each of the variables currently in the model, and remove
any variables that are no longer significant. The model is then re-fitted before going
to the next step in the forward selection procedure. The stepwise regression proced-
ure continues until no more variables can be added or removed. On the contrast,
the backward stepwise regression starts with a full model containing all variables of
interest. Each time after a variable is eliminated from the model, each of the previ-
ously removed variables is added back to the model and re-examined. If any of the
removed variables is shown to be significant, the model is re-fitted with this variable
and ready for the next step in the backward elimination procedure.
Examination of the importance of a variable is based on a measure of how stat-
istically significantly the estimated coefficient for the variable differs from zero and
can be assessed through hypotheses tests based on the Cox partial likelihood ( 3.16
on page 55). The Wald test, score test and partial likelihood ratio test are the three
commonly suggested tests, as introduced in Section 3.2.4.3 on page 56. Therneau
and Grambsch (2000) has argued that the three tests are asymptotically equivalent
but may yield inconsistent results in finite samples. In particular, the likelihood ra-
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tio test, first of all, is generally considered the most reliable test among the three
whereas the Wald test is the least; secondly it outperforms the other two tests when
the number of events is small and covariates tend to have strong effects; finally, for
tests of nested models, the partial likelihood ratio test is more computationally con-
venient than the score test, in which the difference of score statistics obtained from
two nested models does not give an appropriate test statistic. Based on these ar-
guments, we choose the partial likelihood ratio test to evaluate the importance of a
variable in the Cox regression models.
3.2.4.5 Estimation of baseline distribution
In Section 3.2.4.2, we described the estimation procedure for the regression coeffi-
cients β, but the overall survival behaviour of the model ( 3.15 on page 54) cannot
be understood without knowing the baseline hazard function λ0(t).
The baseline hazard function can be either specified by a parametric form or es-
timated nonparametrically. Essentially, any legitimate lifetime distributions can be
used as λ0(t) as long as they can yield proportional hazard models; but in practice,
it is more common to assume a nonparametric hazard function, which allows the
data to determine the shape of the hazard function that best fits them.
Breslow (1972) and Kalbfleisch and Prentice (1973) provided two different non-
parametric procedures to estimate the baseline hazard function. Breslow (1972) de-
rived an estimator for the cumulative baseline hazard function using maximum like-
lihood techniques, which is given by
ΛˆB,0(t) =
∑
ti≤t
λˆ0(ti) =
∑
ti≤t
1∑
j∈Rti
exp(βˆ′xj)
. (3.21)
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Thus, for event times ti, i = 1, . . . ,m,
λˆ0(ti) =
1∑
j∈Rti
exp(βˆ′xj)
, (3.22)
and λˆ0(t) = 0 for t which is not an event time.
By the relationship ( 3.6 on page 49), the baseline survivor function can then be
expressed as
SˆB,0(t) = exp
−∑
ti≤t
1∑
j∈Rti
exp(βˆXj)
 . (3.23)
Alternatively, Kalbfleisch and Prentice (1973) proposed a product-limit estimator
for the baseline survivor function S0(t), which is of the form
SˆKP,0(t) =
∏
ti≤t
1− exp(βˆXi)∑
j∈Rti
exp(βˆXj)

exp(−βˆXi)
(3.24)
when there are no tied event times.
3.3 Multi-state Model
To this point, we have only looked at a single-event process, that is we have assumed
that each unit is at risk of only experiencing one event throughout the lifetime. How-
ever, in a more general setting, a unit may experience a series of events over time,
which leads to the study of event history analysis. The analysis in such studies is of-
ten performed using multi-state models. A multi-state model is defined as a model
for a stochastic process, which at any time occupies one of a set of discrete states
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(Hougaard, 1999). The occurrence of an event is represented by a transition from
one state to another.
Different time scales can be adopted when analysing the multi-state models. The
first two approaches differ in the definition of time t in the hazard function λ(t)
(Putter et al., 2006). The first approach considers the time t = 0 to be the start of
study regardless the, and t measures the time since the entry of the initial state. This
is called clock-forward approach. Alternatively, the clock-reset approach resets the
time whenever a subject enters a new state. That is time t = 0 is the exit of the last
state entered, and t refers to time since entry of the present state. The third option is
to use the calendar time. This scale is useful when some economic factors needed to
be considered in the model. In this thesis, we use the second approach.
3.3.1 Model Formulation
Let the stochastic process {Sk, 0 ≤ k ≤ K} denote the sequence of states occupied,
where S0 is the initial state and SK is the final state after a random number of K
transitions. A state is called an absorbing state if no transitions go out from the
state.
Let the stochastic process {T ′k, 0 < k ≤ K} be the sequence of transition times,
where T ′k is the arrival time in state Sk and Tk = T
′
k − T ′k−1 is the sojourn time in
state Sk−1. The last sojourn time TK may be censored if SK is not an absorbing state.
Since the clock-reset approach is used, the transition hazards between states will be
defined based on the sojourn times {Tk, 0 < k ≤ K}. For a transition from state j to
j′, the associated hazard function can be expressed as
λjj′(t) = lim4t→0
P (t ≤ Tk ≤ t+4t, Sk = j′|Tk ≥ t; (Sk−1 = j) ∩Hk−1)
4t , (3.25)
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for some k. Hk−1 = {σ{Su, u ≤ k − 1} ∪ σ{T ′u, u ≤ k − 1}} is the smallest σ-algebra
generated by the two processes and represents the observed history of the two pro-
cesses up to and including the (k − 1)th transition. Sometimes, we may prefer to
consider an extended scope of history which also includes the sample paths of pos-
sibly transition-dependent covariates Xk for 0 < k ≤ K. This extended information
can be expressed of the form Fk = Hk∪σ{Xu, u ≤ k} (Andersen and Keiding, 2002).
Obviously, the univariate survival data considered in Section 3.2 is the simplest
multi-state model, which only concerns transitions from one transient state to one
absorbing state. A more complicated multi-state model allowing for more than one
absorbing states is called the competing risks model.
3.3.2 Competing risks model
The competing risks model involves a subject experiencing multiple risks of fail-
ure. Suppose a subject is exposed to k risks of failure, the setting of competing risk
models can be described in two alternative ways. One way is a latent survival time
approach which relies on k hypothetical failure times, one for each possible cause
of failure, whereas the second is related to the joint distribution of event time T and
cause of failure δ ∈ {1, . . . , k}. Here, we use the second setting, in which each subject
is associated with a pair of observable random variables (T, δ).
Two basic concepts are derived from this approach. For each cause h ∈ {1, . . . , k},
the cause-specific cumulative incidence function is defined as
Ih(t) = P (T ≤ t, δ = h). (3.26)
which gives the probability to fail from cause h up to a time point t. To account for
a specific cause, a cause-specific hazard function is derived from the overall hazard
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function ( 3.3 on page 48) as
λh(t) = lim4t→0
P (t ≤ T ≤ t+4t, δ = h|T ≥ t)
4t . (3.27)
The cause-specific hazard function describes the instantaneous risk of failing from
the h cause in the presence of all the other causes.
With covariates, two different regression modelling strategies are frequently used
for competing risks data: modelling the cause-specic hazards or modelling the cu-
mulative incidence functions. The two modelling techniques differ in the way of
handling individuals that fail from the competing events. When the cause-specic
hazards are modelled, each hazard is analysed separately by treating individuals
experiencing the other competing events as censored observations. On the other
hand, the models based on the cumulative incidence function distinguish between
the individuals experiencing the competing events and the ones that are not experi-
encing any event.
The cause-specific hazards can be easily fitted with a Cox proportional hazards
model
λh(t; X) = λh0(t) exp(β
′
hX), (3.28)
where the baseline hazards λh0(t) for event type h is unspecified. The corresponding
partial likelihood function is
L(β1, . . . ,βk) =
k∏
h=1
mh∏
i=1
exp(β′hXhi)∑
j∈Rthi
exp(β′hXhj)
, (3.29)
where mh is the number of distinct event times due to cause h, thi is the ith such
time and Xhi is the covariate vector of the subject that has an event of type h at time
thi. The estimation of the parameters in the cause-specific hazard model for cause h
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can be obtained by maximizing the factor of the likelihood involving cause h.
Alternatively, Fine and Gray (1999) considered the modelling of the hazard func-
tion of Ih(t) in ( 3.26 on page 62), which is termed as the subdistribution hazard and
is defined as
γh(t) = lim4t→0
P (t ≤ T ≤ t+4t, δ = h|T ≥ t ∪ (T ≤ t ∩ δ 6= h))
4t . (3.30)
The association between the sub-hazard function γh(t) and cumulative incidence
function Ih(t) can be expressed as
γh(t) =
d
dt
Ih(t)
1− Ih(t) . (3.31)
Comparing with the cause-specific hazard λh(t), the risk set in γh(t) includes two
different scenarios: one is that an event is not observed by the time t and the other
is that an event other than the event of interest is observed before t.
A semi-parametric proportional hazards model is proposed to test for covariate
effects on the subdistribution hazard:
γh(t; X) = γh0(t) exp(β
′
hX) (3.32)
The regression coefficient βi is estimated via partial likelihood approach (for a de-
tailed estimation procedure, see Fine and Gray, 1999).
3.3.3 State dependency
According to how future progression of the underlying stochastic process depends
on its past trajectory, we can classify a multi-state model into one of three categories:
Markov models, Markov extension models and general models.
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3.3.3.1 Markov models
The markov property is the most common property assumed in a multi-state pro-
cess, which states that the future evolution of the process only depends on the cur-
rent state it occupies, independent of the times of previous transitions (Cox and
Miller, 1965). Therefore, for a Markov process, the hazards of transition in ( 3.25 on
page 61) will not depend on the history prior to the current state. If the hazards of
transitions are further assumed to be constant over time, that is αjj′(t) = αjj′ ,∀t, a
homogenous Markov model is obtained. However, a time-homogenous assumption
for the hazards is often non-realistic in many applications.
The reason that the Markov model has been widely studied is due to the sim-
plicity it has in the likelihood. In particular, a series of well-established theories
have been developed for the Markov model, so that its transition probabilities can
be evaluated easily (see Hougaard, 2000; Commenges, 1999; Andersen and Keiding,
2002).
3.3.3.2 Markov extension models
A slight relaxation on the the Markov assumption is to allow the hazard functions
to be dependent on the time of transition into the current state, in addition to the
dependence on the current state and time. It is implied that hazards might also
depend on the duration time in the current state.
A special class of the extension models is called the semi-Markov model, where
the hazards of the next transition depend on the history of the process only through
the current state and the time since entry to that state but, in particular, not depend-
ing on the current time. Weiss and Zelen (1965) proposed a semi-Markov process
to interpret the data obtained from clinical trials, but they did not take account of
the right-censored observations. Motivated by this, Lagakos et al. (1978) developed
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a non-parametric likelihood method for partially censored event history data. With
covariate information available for individuals, Wu (1982) proposed a stochastic sur-
vival model which makes provision for censored data as well as covariate informa-
tion.
3.3.3.3 General models
Finally, general models allow for arbitrary dependence on all previous transitions
and the times of previous transitions. From modelling aspect, this arbitrary depend-
ence means more complicated model structure and may introduce a large number of
covariates, in particular, time-dependent covariates summarising the previous de-
velopment of the process. Although, this would largely increase the computational
intensity of the estimation procedure, from the aspect of information utilisation,
general models no doubt give a maximal use of available information. Therefore,
in the modelling procedure, we will allow the transition hazards to have arbitrary
dependence on the process history.
3.3.4 Model modifications
Consider the multi-state model for the debt collection process in Figure 1.1 on page 29.
First of all, as most of the tracing activities were performed when a customer de-
faulted on the arranged repayment plan, and contacts attempted by the structuring
team were unsuccessful due to incorrect contact details, the transitions from the
structuring state and late payment collection state to the tracing and management
state are not explicitly given by the data. Even worse, there is a large amount of
missing data for the tracing outcome as well as spurious observations showing that
even answered phone calls and payment transactions are recorded during the tra-
cing period. Therefore, with the available information, we are not able to model the
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Structuring Paying
Late Payment
Collection
Settled
Figure 3.1: A simplified multi-state model
transitions to the tracing and management state.
In particular, we focus on the part of collection process highlighted in Figure 1.1
on page 29, where the collection process starts at the structuring state with possible
visits to the paying and late payment collection states and finally terminate at the
settled state. The simplified model is illustrated in Figure 3.1. In the following
chapters, analyses will be based on this simplified model unless specified otherwise.

Chapter 4
Direct Settlement Analysis
When the purchased accounts are enrolled into the debt collection process, full re-
payment is always requested in the first place. At this point, some accounts may
choose to repay the outstanding balance in a lump sum. We call this direct settle-
ment. Not all of the portfolios will contain such accounts. This largely depends on
the types of the portfolios under collection and previous collection processes they
have undergone. For portfolios which have been worked on by several collection
agencies prior to the purchase, only a small number of accounts would be expected
to settle directly. We also observe that not all of the directly settled accounts were
settled at the beginning of the collection process. Some customers even lost contact
for several months before they were reconnected and then made a lump-sum set-
tlement. Therefore, the time to direct settlement is also an interesting aspect to be
investigated.
Although small in number, the directly settled accounts can generate up-front
revenue and save a large amount of cost that would otherwise be devoted to the
long-term collection activities. Motivated by this, sometimes collection companies
even offer a discount on the full repayment to encourage such lump-sum settle-
ments. In fact, by examining the percentage of repaid balance of the directly settled
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accounts in our data, we discover that around 32% of these accounts have not paid
off their full balance, but only 80% to 90%.
To start with, we first perform some preliminary analyses in Section 4.1. Follow-
ing that, in Section 4.2 on page 75 we examine the directly settled accounts using
a logistic regression model and a Cox proportional hazards model. In Section 4.3
on page 82, a number of classification methods are applied to the data to predict
whether or not an enrolled account will settle directly and their predictions are com-
pared using various classification performance measures.
4.1 Preliminary Analysis
For accounts that are just enrolled into the collection process, there is little perform-
ance information the collection agents can refer to, which makes their background
information obtained from the previous creditor an important source for the model-
ling process. The background information is described in Section 2.2 on page 36. We
will explore how each of the descriptive attributes is associated with the incidence
of direct settlement.
For the categorical factors, we show bar plots in Figure 4.1 on the facing page. As
we can see, our data set comprises an unbalanced number of subjects in each level of
a categorical factor, therefore, the proportion of settled accounts (blue regions) are
compared between the factor levels. In terms of customer gender, 3.2% of female
account holders have settled directly compared to 2.7% of male customers. When
the sample is broken down by grade of accounts: 3% of the ATPO accounts had
direct settlement compared to 1.6% in the NOFN accounts. The skewed distribu-
tions over factor levels are more severe for the factors Type and Prepay. 85% of the
sample subjects are classic credit cards accounts, which contain 87% of the directly
settled population and the remaining proportion is comprised of gold and platinum
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credit card holders. Surprisingly, none of the accounts that made payments after the
purchase but prior to the enrolment settled directly.
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Figure 4.1: Exploring the associations between the categorical factors and the outcomes
We also show a bar plot to illustrate the portfolio composition in Figure 4.2 on
the next page. There are directly settled accounts in every portfolio. In terms of the
proportion of direct settlement in each portfolio batch, the portfolios launched in
March, August and September of 2002 slightly outperformed the rest.
For the continuous variables, we shall look at their histograms. To show the dis-
tributional difference in the two outcomes, back-to-back histograms are produced in
Figure 4.3 on page 74 for each of the four continuous variables, in which the settled
accounts are presented on the right side of the plot in blue and the same bins are
used for the two back-to-back histograms.
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Figure 4.2: Exploring the association between the portfolio batches and the outcomes
In Figure 4.3(a) on page 74, most of the accounts were enrolled into the current
collection process within five weeks since their last observed payment. Meanwhile,
the amount of their last payment to their original lender ranges from eight pence
to nearly three thousand pounds, and so the histograms of Figure 4.3(b) are on the
log-scale. As we can see, a large proportion of the payments are one pound token
payments, which are the small payments made by the customers when they cannot
afford a proper monthly payment; but even having paid as little as one pound in the
last payment, there are still a number of such accounts that settled directly after their
enrolment. The distributions of age at enrolment are both centred around 38 years
old for the two groups of accounts in Figure 4.3(c). In terms of account balance, the
left hand side distribution in Figure 4.3(d) is slightly right-skewed with the peak
4.1 Preliminary Analysis 73
located around four thousand pounds. On the other side, the distribution of the
settled accounts is more symmetrical but also peaks around the four thousand mark.
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Figure 4.3: Exploring the associations between the continuous variables and the outcomes
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4.2 Descriptive Models
After investigating each of the potential factors in relation to the incidence of direct
settlement, we now aim to establish a multiple regression model that can simultan-
eously assess the effect of multiple factors on the outcome. The outcome we consider
here can be formulated as a dichotomous variable if a finite time interval for settle-
ment is specified. As all the portfolios under study are observed at least for 3 years,
the dichotomous response variable Y shall be defined as followed:
Y =
 1 if an account settled directly within 3 years of enrolment;0 otherwise.
For such a response variable, the most extensively used modelling technique is lo-
gistic regression, which regresses the dichotomous outcome on other categorical or
continuous variables by means of a generalised linear model (Hosmer and Lemeshow,
1989). However, by only focusing on the settlement outcome at the end of a time
period, we may lose some valuable information about the time to direct settlement
and how that is affected by the potential factors. Inspired by this, as a second model-
ling technique we consider survival models, in particular the Cox regression model.
4.2.1 Logistic regression
A logistic regression model of the form
logit(P (Y = 1)|X) = log(odds of direct settlement|X) = α + βTX
is to be fitted, where the odds of direct settlement are defined as
odds =
P (Y = 1)
P (Y = 0)
,
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α is the intercept term and the covariate vector X contains the factors that we believe
may affect the outcome with β being the associated regression coefficients. The list
of factors we can add into the covariate vector X are as follows, with definitions in
Section 2.2 on page 36.
{Sex ML Age Grade Prepay ToL Prod Balance Portfolio}
However, from our observations in the preliminary analyses in Section 4.1 on
page 70, we may achieve a better fit to the data if some variables enter the model
with a different functional form. For example, as suggested by the bimodal distribu-
tion shown in the right hand side of Figure 4.3(a) on page 74, the continuous variable
ToL can be grouped into two categories: less than 5 weeks and greater than 5 weeks, and
we call the grouped variable gToL. Also, as shown in Figure 4.3(c) on page 74, the
middle aged account holders seem to have a different tendency to direct settlement
than the younger or the older account holders, but this non-linear association cannot
be well described by the linearity assumed in the logistic model. Therefore, we con-
struct a new variable Diff Age, such that it takes the absolute difference between the
age of an account holder at enrolment and a benchmark age. The bench mark age
is set to be 38 after performing a sensitivity analysis on the choice. Moreover, as we
have pointed out that none of the accounts settled directly had any payment prior
to enrolment, the variable Prepay becomes redundant to the model and hence we
shall not consider it in the modelling procedure throughout this chapter. After the
above adjustments, the variables that we are going to investigate are the following:
{ Sex ML Diff Age Grade gToL Prod Balance Portfolio}
Starting with a full model containing the covariates listed above, we run a back-
ward stepwise model selection procedure (which follows an analogous procedure
as the backward stepwise regression method described in Section 3.2.4.4 on page 57)
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Statistical Output Descriptive Interpretation
X βˆ s.e (βˆ) Change in X exp(βˆ4X)
Intercept -3.85 0.13 - -
gToL(>5 weeks) 0.81 0.16 >5 weeks vs. ≤5 weeks 2.247
Balance -0.45 0.11 100 pounds more 0.984
Grade(NOFN) -0.78 0.20 NOFN vs. ATPO 0.458
Diff Age -0.28 0.10 10 years further away from age 38 0.998
ML 0.08 0.03 50 pounds more 1.064
Portfolio -0.18 0.08 launched one month later 0.970
Table 4.1: Results of the logistic regression for direct settlement. The listed covariates are all
significant at 5% level and ordered by their significance in the fitted model.
to test for the null hypothesis of no linear relationship between each of the variables
and the logit of P (Y = 1). The estimates of α and β are obtained by maximum
likelihood estimation (Hosmer and Lemeshow, 1989). The backward elimination
technique begins with a full model including all of the covariates. At each step the
covariate giving the smallest contribution to the model is eliminated from the vector
X. The final model is achieved when all included covariates are statistically signi-
ficant (for more details, see Hocking, 1976; Draper and Smith, 1998). The results are
given in Table 4.1 and covariates are arranged in decreasing order of significance.
The table gives coefficient estimates and the associated standard errors in the
first two columns. A descriptive interpretation is also given for each covariate to
illustrate how a change in the covariate value affects the odds of direct settlement
given that the other covariate values stay unchanged. Often the change of odds
associated to a covariate is described by an odds ratio, which is defined as the relative
amount by which the odds of the outcome increase or decrease when the value of the
associate covariate is increased by 1 unit (Hosmer and Lemeshow, 1989). However,
to make a more sensible illustration of the results in the context of our data, we
compute the ratio change in odds based on some typical increment for each of the
variables.
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As seen in Table 4.1 on the preceding page, a customer who made the last pay-
ment more than five weeks ago has odds of direct settlement 2.247 times larger than
the odds for a customer with a shorter time since the last payment. The option of
direct settlement is also most likely to be adopted by the customer who paid a large
amount in that last payment, who is aged around 38 at enrolment, who is labeled
as an ATPO account with a relatively small balance and who launched in the early
portfolios.
However, the results from the logistic regression model only address the ques-
tion of ”who are likely to settle directly?”. By observing the time to direct settlement,
we are also able to employ techniques in survival analysis to answer the question:
”who are likely to settle directly soon?”
4.2.2 Cox regression model
First of all, we need to give a precise definition of the time to direct settlement, which
is equivalent to defining the following three elements (Oakes, 1995).
1) A time origin. Complying with the Fair Debt Collection Practices Act, an initial
written notice should be sent to inform the debtor of the outstanding amount,
the name of the current creditor, and the fact that the debt will be considered
valid unless disputed within 30 days. Due to a limited workforce, the notifica-
tion letters are often not sent at the same time for all accounts in a portfolio. If
the mail time of each notification letter is recorded, we then have an individual
time origin for each account’s repayment process. An alternative option for the
time origin is to use the Portfolio Assignment Date, on which all accounts of a
portfolio were enrolled into the collection system.
2) A measurement scale for the passage of time. The scale of time will be days.
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3) A terminating event of interest. As we defined in the beginning of this chapter,
direct settlement represents the situation when accounts were settled without
resorting to any repayment plan. To be more specific, we seek for a settle-
ment transaction that was achieved through the first payment to the collection
company.
The above two choices of time origin give us two possible ways of measuring the
time to direct settlement, namely:
1) Date of direct settlement - Date of first outgoing letter
2) Date of direct settlement- Portfolio assignment date
Although the initial outgoing letter should provide a good time origin as it is a
more accurate indicator of individual entry time on to the system, further analyses
of the data show this choice to be problematic. Only 73% of the accounts have a
record of at least one outgoing letters (OL) having been sent after their enrolment.
Even if we were to regard answered phone calls (OPA) as another, equivalent means
of notification, this still leaves 44 out of the 6403 accounts as unmeasurable because
of their blank OL/OPA records. In addition, not all OL/OPA were taken as the
very first action, so that negative entries may be possible for the measurement 1),
which are intuitively unappealing and technically not suitable for survival analysis.
As there is no possibility that the measurement 2) would give negative values, we
adopt this measure for the time to direct settlement. There are two occasions when
the event of direct settlement is not observed. One is when an account has made
no payment at all during the observation period, that is it is censored at the end
of observation period and C = (Ending date of observation time- Portfolio assignment
date); alternatively, an account may choose to make monthly repayment, such that
the censored event time is measured as C = (First payment date - Portfolio assignment
date).
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In the presence of censored observations, the Cox regression model provides a
way to model the event time T , assumed to have a hazard function given by:
λ(t; X) = λ0(t) exp(β
′X), (4.1)
where λ0(t) is the baseline hazard rates for all the accounts. Again, X is the covariate
vector and β is the associated vector of coefficients. The same set of covariates that
have been used for constructing the logistic regression in Section 4.2.1 on page 75
is firstly considered. However, when a Cox model is fitted with all the covariates
included, the grouped variable gToL is no longer significant at the 5% level. Even
replacing it by the original continuous variable ToL, the associated p-value is still far
from being significant. As the other variable that provides information regarding
to the last payment made prior to enrolment, the variable ML is also surprisingly
shown as having a non-significant effect on the hazard of direct settlement. We
doubt the result really means there is no association between the time or the amount
of last payment and the hazard, but perhaps different transformations of the two
variables would be more appropriate. Motivated by this, we experimented with
several different functional forms for the two variables in the model, and the ratio
ML/ToL is shown to be a small but significant predictor. This ratio measures the
average amount repaid per day if the last payment made to the original lender was
split over the period of ToL, so it gives an estimate of the rate of repayment over that
period. With the new variable ML/ToL introduced, the full model now contains the
following covariates.
{ Sex Prod Diff Age ML/ToL Grade Balance Portfolio}
Again, we run a backward stepwise variable selection procedure to seek the optimal
set of covariates to describe the data. The final model is presented in Table 4.2. Again
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Statistical Output Descriptive Interpretation
X βˆ s.e (βˆ) Change in X Relative Risk
Balance -0.37 0.10 100 pounds more 0.987
Grade(NOFN) -0.64 0.19 NOFN vs. ATPO 0.528
Portfolio -0.22 0.08 launched one month later 0.969
Diff Age -0.25 0.10 10 years further away from age 38 0.713
ML/ToL 0.06 0.02 1 unit larger in ratio 1.009
Table 4.2: Results of the Cox regression model for direct settlement. The listed covariates are all
significant at 5% level and ordered by their significance in the fitted model.
the contained variables are listed in order of significance in the model. For any
two individual accounts, their risks of direct settlement can be compared through
their relative risk, which is defined as the following under the proportional hazard
assumption:
Relative Riskij =
λ(t; Xi)
λ(t; Xj)
=
λ0(t) exp(β
′Xi)
λ0(t) exp(β′Xj)
= exp(β′(Xi −Xj)). (4.2)
It is easy to see that the change in risk for a unit increment in the kth variable would
be best explained by the exponentiated coefficients exp(βk) if the data entries have
not been standardised; but now, intuitive interpretations need to take into account
the standardisation mechanism. An example of typical increments is given for each
variable in the 3rd column, and the resulting multiplicative change in risk is calcu-
lated in the final column. The final model suggested by the Cox regression method
is very similar to the final model achieved by the logistic regression in Table 4.1 on
page 77. Both the gender of account holders and the type of associated credit card
product are excluded from these two final models, implying that these two aspects
have little influence on customers’ chance of direct settlement. The two models have
even given the same order of significance for the three covariates Balance, Grade and
Diff Age, except for the variable portfolio, which the Cox model considers to be a
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more significant variable than Diff Age.
We think the minor difference between the two resulting models are mainly due
to the different ways the two methods model the association between the factors
and outcomes. The Cox model controls the effect of time at risk prior to considera-
tion of the association between the risk factors and outcome. Therefore for the Cox
model comparisons are made among the subjects that have been at risk for the same
length of time, whereas for logistic regression, comparisons are made only between
event and non-event groups. When comparing the directly settled accounts to non-
directly settled accounts on an overall level, the effect of portfolio difference may
not be very pronounced, however, when comparisons are made conditioning on the
time at risk, choosing an account from an earlier launched portfolio increases the
likelihood of direct settlement more significantly. This might also explain the non-
significant effects of ML and ToL in the Cox model. When comparisons are made
among the accounts that have been in the risk set for the same amount of time, the
accounts with longer ToL or larger ML do not outperform the rest in general, it is
actually the ones that have relatively large ML but short ToL (i.e.a large ML/ToL
ratio) that give significantly better performance.
4.3 A Supervised Classification Problem
Not surprisingly, a key concern of the collection process is to know how customers
are likely to behave so that limited resources can be directed to maximise return.
By differentiating the customers who are likely to settle directly from the others,
the collection agents can directly propose a possible settlement deal and thus save a
large number of letters and phone calls trying to negotiate less desirable long-term
repayment plans. Also, this classification can be performed on the sample portfolio
at the pricing stage to gain a better insight into the prospective portfolios. This
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classification of accounts is a typical supervised classification problem, in which the aim
is to devise a method or construct a rule for assigning objects to one of a finite set
of classes on the basis of a vector of variables describing individual characteristics
(Hand, 1997). In our application, we focus on the following two classes:
Class 0: the outcome that a customer does not settle directly within 3 years of en-
rolment.
Class 1: the outcome that a customer settles directly.
The descriptive vector is the covariate vector X in Section 2.2 on page 36. As the
comparisons of classification rules can be complicated by the expertise of the user
with the methods and the amount of effort put into refining each model (Hand and
Zhou, 2009), in order to achieve comparable studies, the variables of original form
are used for all the classification methods considered below. Therefore, the refined
logistic and Cox models derived in Table 4.1 on page 77 and Table 4.2 on page 81 are
not included for this study.
4.3.1 Classification methods
Apart from the classifiers M1: logistic regression and M2: the Cox regression de-
scribed in Section 4.2 on page 75, there are other classification methods that can be
used for this supervised classification problem. Here we select the following classi-
fiers for comparison:
M3: Support vector machines (SVMs)
These are relatively recent techniques developed for supervised machine learning.
A support vector machine performs classification by constructing a high-dimensional
hyperplane that optimally separates two data classes (see Burges, 1998; Cristianini
and Shawe-Taylor, 2000). The optimal hyperplane has been shown to be the one
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with the maximal distance from it to the nearest data point on each side (Vapnik,
1998). However, real-world problems involve non-separable data for which no hy-
perplane may exist to separate the two classes. SVM handles the inseparability
problem by using a kernel function to map the data into a different dimensional
space where performing the separation is made possible for a hyperplane. There
are many kernel functions available for this purpose. The commonly used kernels
are the following (see Genton, 2002, for details).
• Polynomial kernel: K(u, v) = (u · v + 1)p,
• Radial basis kernel: K(u, v) = exp(−γ||u− v||2), γ > 0,
• Sigmoid kernel: K(u, v) = tanh(γu · v + c).
The kernel we use here is the radial basis kernel with γ = 1/8, as there are eight
predictor variables.
M4: Random forest
Random forests are classification methods based on growing multiple randomised
trees (see M7). To classify a new object from its predictor vector, the vector is passed
down each of the trees in the forest. Each tree gives a classification, and the forest
give the final prediction by averaging over the predictions of all trees.
Different random forests differ in how randomness is introduced in the tree build-
ing process. Often randomness is present in the selection of data that are used for
each tree construction and the way of choosing predictors for splitting each node.
We choose the bagging technique, proposed by Breiman (1996), to construct each
tree based on an independent bootstrap sample of the same size as the original data.
Also we adopt the random subspace selection method by Ho (1998) for split optim-
isation such that a randomly selected number of predictors are considered in the
splitting criterion at each node. Here we choose the number to be three, which is
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about the square root of the number of predictors suggested by Breiman (2002). The
number of trees is set to be 500 in our algorithm.
M5: Mixture discriminant analysis
Discriminant analysis is a powerful technique for classifying observations into known
predefined classes. The most common discriminant analysis methods are linear
discriminant analysis and quadratic discriminant analysis. These methods assume
normal distributions for each class with equal covariance matrices and not equal
covariance matrices, respectively (Hastie and Tibshirani, 1996). As an extension of
linear discriminant analysis in non-normal settings, mixture discriminant analysis
models the within-class density of the predictors through a mixture of multivariate
normal distributions (Hastie and Tibshirani, 1996; Fraley and Raftery, 2002). This
feature also allows us to handle categorical predictors in the analysis. More spe-
cifically, for each class, we use a mixture of three normal distributions with different
means but sharing a common covariance matrix. Additionally, an adaptive regres-
sion method is used in the optimal scaling process to increase the predictive power
of the model. The multivariate adaptive regression method is a non-parametric
modelling technique that combines classical linear regression, mathematical con-
struction of splines and binary recursive partitioning to produce a local model in
which relationships between response and predictors are either linear or nonlinear
(Friedman, 1991; Friedman and Roosen, 1995). The EM algorithm is used to estimate
the population parameters in the distributions.
M6: Feed-forward neural network
Neural networks are biologically inspired classification algorithms, among which
the feed-forward multilayer networks are the most widely studied and used neural
network classifiers. A feed-forward neural network consists of a number of simple
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neuron-like units, organised in layers. The input layer consists of just the inputs to
the network. Then follow hidden layers, which consist of neurons that are connected
with all the neurons in the previous layer. These connections are often assigned
different strength or weight so that each neuron performs a weighted summation
of the outputs of the units in the preceding layer. The weighted sum then passes
through a nonlinear activation function which scales the output to a fixed range of
values. The output of the neurons is then fed forward to all of the neurons in the
next layer. And so on, until the output layer is reached.
A key feature of neural networks is that they learn the input and output relationship
through training. In supervised learning, back propagation devised by Rumelhart et
al. (1986) is the frequently used learning algorithm. The back propagation learning
process uses example cases to adjust the parameters in the network so as to minim-
ise the difference between the desired response and the system output. More effi-
cient algorithms have also been developed over the years to accelerate the training
process (for details, see Rojas, 1996).
We employ a single hidden layer network here, with the number of hidden units
used and the extent of weight decay chosen to give a minimal cross-validated error
rate (Venables and Ripley, 2003).
M7: Classification trees
Classification trees are built through a binary recursive partitioning process, which
iteratively splits the data into partitions until each object has been assigned to a spe-
cific class. The algorithm of classification and regression trees (CART), developed by
Breiman et al. (1984), is commonly used for constructing classification trees. CART
finds optimal splits at each node of the tree by carrying out an exhaustive search
over all possible splits for each predictor variable and choose the split that produces
the greatest reduction in node heterogeneity. This is usually measured with some
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type of node impurity measure, which provides an indication of the relative homo-
geneity of observations in the terminal nodes. Deviance is the most commonly used
measure of impurity (see Venables and Ripley, 2003). It is given by
Di = −2
∑
j
nij log(pij)
for a terminal node i, where nij is the number of observations in the node i of class
j and pij is the probability of an observation at node i belonging to class j. A perfect
homogenous node has a zero deviance and positive deviance are present in nodes
with impurity. The splits are chosen to maximise the reduction in deviance.
M8: Generalised partial least squares
The partial least square (PLS) method proposed by Wold (1966) is an alternative
to the linear multiple regression model when the number of variables is relatively
high compared with the number of observations or there is correlation among the
predictor variables. With PLS, orthogonal linear combinations of the explanatory
variables are formed sequentially and related to the response variable by ordinary
least squares regression. Analogous to the development of generalised linear mod-
els, generalised partial least square models are proposed as an extension to the PLS
method to accommodate regressions of non-normal response. In particular, Marx
(1996) proposed an iteratively reweighted partial least squares (IRPLS) algorithm,
which embeds the weighted PLS steps within the iterative steps. When used for
classification purposes, the IRPLS algorithm is incorporated with the bias reduction
procedure developed by Firth (1993) to handle possible non-convergence problems
(see Ding and Gentleman, 2005).
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4.3.2 Measure of performance
As each of the above classification rules has its own strength and expertise in ap-
plication, we need a measure to evaluate the predictive performance of such rules.
A wide variety of performance measures have been developed and used in practice
(see Hand, 1997; Pepe, 2003, for example).
The simplest measure of classification performance is the misclassification rate or
error rate, which is defined as the proportion of objects misclassified by a classifier
(Hand, 2009). However this measure may not be appropriate when used to evaluate
the classification of accounts that are likely to settle directly. Due to the nature of the
collection, direct settlement is a relatively rare event in the collection process. With
a low probability of occurrence (only 156 out of 6374 accounts had such event), even
naively classifying all accounts as not likely to settle directly, we would still obtain a
misclassification rate as low as 2.45%. Obviously, such a classifier would be useless
for the collection agents. The limitation of the simple measure can be tackled by
taking account of unequal relative costs of misclassification (Hand, 2005, 2006). In
fact, misclassfying an account which does settle directly as being unlikely to settle
directly is apparently not as serious as the converse. This leads us to consider the
cost-weighted loss function:
L = c0pi0p0 + c1pi1p1 (4.3)
where ci is the cost of misclassifying a class i object, pi is the probability of misclassi-
fying a class i object, and pii is the prior probability of class i. The prior probabilities
pi0 and pi1 = 1 − pi0 are usually estimated from the training data and are unaffected
by the underlying classification rule. The costs pair (c0, c1) reflect the severities of
different kinds of misclassification. As discussed in Hand (2009), the misclassifica-
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tion costs can be normalised by defining c0 + c1 = 1. Therefore, we can use c0 = c
and c1 = 1 − c to simplify the loss function in ( 4.3 on the preceding page). For a
particular case, the misclassification rate is governed by the probabilities pi, i = 0, 1,
which are determined by the underlying classification rule.
A classification rule produces a score s for each customer based on their de-
scriptive vector x. Let us assume the score distribution of the customers in class i is
fi(s), i = 0, 1, with corresponding cumulative functions Fi(s). The predicted mem-
bership of a customer is obtained by introducing a classification threshold t against
which the score s is compared. Without loss of generality, here we assume the class
1 customers tend to have higher scores than the class 0 customers. Therefore if s > t,
the customer is classified as coming from class 1 and vice versa. However, in prac-
tice, for any chosen t, there exists misclassified objects that have their scores sitting
on the wrong side of t. More specifically, the probability of misclassifying a class 0
object is p0 =
∫∞
t
f0(s)ds = 1 − F0(t) and similarly p1 =
∫ t
−∞ f1(s)ds = F1(t). Sub-
stituting the two expressions in ( 4.3 on the facing page), gives the overall loss as a
function of the threshold t and cost c:
L(t; c) = cpi0(1− F0(t)) + (1− c)(1− pi0)F1(t). (4.4)
For any chosen c, we can find a threshold t = T such that it minimises the overall
loss:
T (c) = arg min
t
L(t; c). (4.5)
However, in a lot of occasions, c may not be known. This leads one to consider the
performance measures that do not require c to be specified. Such measures include
the area under the receiver operating characteristic (ROC) curve, the Gini coefficient
and Kolmogorov-Smirnov (KS) statistic. We explore each of these measures below.
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The ROC graph has been widely used for visualising and selecting classifiers
based on their performance. It is a two-dimensional graph, in which true positive
rate is plotted on the Y axis and false positive rate is plotted on the X axis. The
true positive rate (or sensitivity), is the probability that a class 1 object is correctly
classified as class 1, whereas the false positive rate (or 1- specificity) is the probability
that a class 0 object is classified as class 1. As functions of threshold t, the trade-offs
between the sensitivity and specificity of a classifier are illustrated by the ROC curve
for all the possible classification thresholds. The ROC curve and its properties are
extensively studied in the literature, see, for example, Krzanowski and Hand (2009).
As a summary of the ROC graph, the area under the ROC curve (AUC) provides
a more straightforward measure of performance for classifier comparison. The AUC
can be expressed as
AUC =
∫ 1
0
F0(s)f1(s)ds. (4.6)
See Hand (2009). It equals the probability that a classifier will score a randomly
chosen class 1 object higher than a randomly chosen object from class 0.
Another widely used measure is the Gini coefficient. It can be expressed as twice
the area between the ROC curve and the 45 ◦ diagonal line, where the diagonal rep-
resents the strategy of randomly guessing a class. Mathematically, it can be ex-
pressed as
Gini = 2AUC − 1. (4.7)
The performance of a classifier can also be measured by the Kolmogorov-Smirnov
(KS) statistic, which quantifies the distance between the score distribution functions.
It is defined as
KS = max
t
(F0(t)− F1(t)). (4.8)
However, Hand (2009) pointed out that there are some fundamental defects
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about the three measures. First of all, by rewriting the KS statistic as mint(F1(t) −
F0(t)) and comparing it to ( 4.4 on page 89), we can see that the KS statistic is equival-
ent to the overall loss when choosing a threshold t to minimise the loss for c = 1−pi.
That is, instead of specifying the relative severity of misclassification based on the
context of the problem, the KS statistic has chosen a particular misclassification cost,
which is inversely proportional to its prior probability, to evaluate the classifiers. As
argued in Hand (2005) and Hand (2006), this is inappropriate. Also, Hand (2009)
has shown that the AUC can be regarded as an integral of the overall weighted mis-
classification losses over a distribution of values of c. That is the AUC has taken into
consideration all possible values of c by averaging the misclassification losses over
a probability distribution of c, but this distribution turns out to be dependent on the
score distributions F0 and F1. As the score distributions are governed by the under-
lying classification method, this implies that the AUC evaluates different classifiers
using different metrics. As the Gini coefficient is closely related to the AUC, it has
the same drawbacks.
Inspired by this, Hand (2009) proposed an alternative performance measure:
Hα,β = 1−
∫
L(T (c); c)ωα,β(c)dc
pi
∫ 1−pi
0
cωα,β(c)dc+ (1− pi)
∫ 1
1−pi(1− c)ωα,β(c)dc
(4.9)
where the weight function ωα,β(c) assumes a beta distribution for the possible values
of c that is independent of the data.
ωα,β(c) =
cα−1(1− c)β−1∫ 1
0
cα−1(1− c)β−1dc (4.10)
Different choices of the parameters α and β can be used to reflect the belief of the
researcher on which type of misclassification is more serious: if one believes that
misclassifying a class 1 object is more serious than misclassifying an object from
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class 0, that is c1 > c0, or equivalently c < 1/2, a right skewed distribution can be
chosen, for example, α = 2 and β = 4. Similarly, one can choose α = 4 and β = 2
to show the contrary opinion. Under the circumstances where no prior knowledge
of the likely values of c is available, a symmetric beta distribution is suggested and
Hand (2009) proposed to use α = β = 2 as a default measure.
4.3.3 Results
We would like to compare those classifiers on an independent sample which is
drawn from the same population but not used to train the classifiers. A straight-
forward sampling method is to split the data set randomly into two subsets: test
data and training data. The training data set is used to build the classifiers and pre-
dictions are made on the subjects in the test data set. However, such a split will
result in classifiers that are trained on a relatively smaller data set compared to the
original data set and also, the classifiers will be compared based only on a subset
of the original sample. A more advanced resampling technique is to employ k-fold
cross-validated samples (see Hastie et al., 2001, for example). This involves ran-
domly splitting the data into k disjoint subsets. Each time, one subset is retained
as test data while the remaining k − 1 subsets are used to train the classifiers. The
process is repeated k times so that all the subsets are used for validation once.
We adopt a 10-fold cross validation process to predict the probability of direct
settlement for each customer using each of the eight classification rules. The estim-
ated probabilities or scores are then assessed by the AUC measure, KS statistic and
H measures.
Table 4.3 on the facing page presents the results. For ease of comparison, Fig-
ure 4.4 on page 94 illustrates the rankings of the eight classification rules suggested
by each of the performance measures. As we can see, all of the four measures are
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M1 M2 M3 M4 M5 M6 M7 M8
AUC 0.646 0.615 0.547 0.633 0.629 0.662 0.630 0.648
KS 0.245 0.202 0.107 0.215 0.215 0.280 0.253 0.251
H2,2(×102) 0.174 0.069 0.033 0.163 0.094 0.137 0.145 0.179
H4,2(×104) 0.168 0.036 0.034 0.191 0.040 0.056 0.084 0.201
Table 4.3: AUC, KS, H2,2 and H4,2 statistics for assessing performance of the eight classifiers
in agreement that classifier M8 (Generalised partial least squares) is suitable for this
classification problem and M3 (Support vector machines) is the worst classifier of
all. However, serious disagreement occurs for method M6 (Feed-forward neural
network), where AUC and KS rank this method as first, and H2,2 and H4,2 rank
it fifth. Given the fundamental weakness of the AUC and KS measures outlined
above, the ranking they give to M6 could be misleading.
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Chapter 5
Time to First Payment Analysis
In the previous chapter, we have investigated the accounts that settled directly after
enrolment. However, the nature of these portfolios implies that typical charge-off
accounts may often lack the financial capability to afford such a lump-sum repay-
ment. In this case, a repayment plan is proposed to allow the accounts to pay off
the balance via instalments. The issues like amount of each instalment and frequen-
cies of the instalments are then discussed between the customers and the collection
agents until an agreement is reached. Most of the time, repayments are agreed to
be made at a monthly interval with an amount that matches the up-to-date finan-
cial circumstance of customers. After the repayment plan is arranged, customers
are expected to make their first payment soon. Therefore, how soon an enrolled ac-
count starts to make payment can be of great interest to the collection company. The
sooner an account starts to repay the debt, the sooner a revenue is generated and a
shorter repayment term would be expected. Thus, in this chapter, we focus on the
first payment from an enrolled account regardless of the amount of the payment.
This also implies that the accounts that chose to settle directly can then be regarded
as a special subgroup of accounts that make a payment after enrolment, only that
their first payment is a full repayment. In this sense, the illustration of the transitions
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Structuring Paying
Late Payment
Collection
Settled
Figure 5.1: A modified multi-state model
from the structuring state to the settled state and to the paying state in Figure 3.1 on
page 67 may be inappropriate, as it seems to suggest that accounts in the structuring
are subject to two competing events, starting to pay and settlement. Improvement is
made in Figure 5.1 by regarding the immediately settled accounts as to transit to the
paying state first and then instantly reach settlement. The dashed line connecting
the paying state to the settled state represents the instant movement. Therefore, the
initiation of repayment is represented by the transition from the structuring state to
the paying state. This transition takes place only when a customer makes the first
payment, thus our task here is a typical survival analysis problem addressing how
long it takes for an account to make the first payment, and which are the underlying
factors.
As explored in Chapter 4, the portfolio assignment date makes a good indicator
of collection commencement. Thus the time to first payment can be measured from
the assignment date to the date of the observed first payment. However not all en-
rolled accounts may have started to make a payment by the end of our observation
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period. For these accounts, we observed censored event times, which are measured
from the portfolio assignment date to the end of observation period.
5.1 Exploratory Analysis
5.1.1 Non-parametric survival
A straightforward way to describe the time to event data is to use a survival curve,
which gives a graphical illustration of the survival probability changing with time.
In most occasions, the survival probability is estimated with the Kaplan-Meier method
( 3.10 on page 51) from observed event times, censored or uncensored. The Kaplan-
Meier method gives non-parametric estimates which are not based on any assump-
tions about the distribution of event times.
A non-parametric estimation of the survival function for the enrolled accounts is
illustrated in Figure 5.2 on the next page. Figure 5.2(a) on the following page shows
the Kaplan-Meier estimate of the survival function with 95% confidence intervals
which are displayed by the dashed lines. The estimate is a step function with dis-
continuities at the uncensored event times. The tick marks towards the right hand
side of the Kaplan-Meier curve indicate times when at least one subject is censored
from the study. Although all accounts are censored at the same calendar date, their
staggered entry yields the differences in observation time. The figure suggests that
the proportion of non-paying accounts drops substantially within the first year of
the collection process, and decreases more gradually afterwards. In particular, the
probability for an account to make a payment within the first month of collection is
0.09 (s.e.= 0.004), and this probability increases to 0.77 (s.e.= 0.005) by the end of first
year.
Additionally, we plot the estimated cumulative hazard function in Figure 5.2(b).
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Figure 5.2: Non-parametric estimation of the survivor function and the cumulative hazard function.
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This curve is derived using the Nelson-Aalen method ( 3.12 on page 52). The slope
of the curve gives an estimate of the hazard function. Clearly, the hazard of first
payment is not constant over time, implying that the underlying distribution of time
to first payment is not exponential. In fact, the decreasing slope shows that the
hazard rate decreases over time. This implies that, overall, the chance of payment
from an account which has not already started to pay decreases with time. The
longer it has stayed in the structuring state, the smaller the chance it will jump out
of the structuring state on a given day.
The individual accounts in our sample can be regarded as belonging to a num-
ber of groups characterised by the gender of account holder, debt grade (ATPO or
NOFN), the type of defaulted credit card, pre-enrolment performance and the port-
folios they were purchased in. It is often of interest to estimate and compare the
survival experience between these groups. The survival experience for each char-
acteristic group can again be described by the survivor function estimated by the
Kaplan-Meier approach. This is carried out by first dividing the sample into the
subgroups of interest. The survivor function is then estimated for each group sep-
arately using ( 3.10 on page 51). The resulting Kaplan-Meier estimates are plotted
in Figure 5.3 on page 101. Some groups appear to have a higher chance of starting
payment than others. Compared to female customers, the male customers tend to
have a lower probability of starting to pay after the first 200 days in the structuring
state. Those who are expected to pay less than ten pounds a month have an unex-
pected higher tendency to pay than the ones that were expected to pay more than
ten pounds. After being under collection for one year, customers holding a gold
credit card appear to have a higher likelihood to make the first payment than the
classic card holders, whereas the comparison with platinum card holders is hard
to make due to their overlapping survival curves. Comparisons between the se-
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quentially enrolled portfolios reveal that old portfolios generally outperformed the
more recent ones. The largest difference in survival experience is between the ac-
counts which made some pre-enrolment transactions and the ones which did not.
In particular, after one year into enrolment, the proportion of non-payers with some
pre-enrolment payments is only as half that of accounts with no pre-enrolment pay-
ments.
The survivor functions for the various groups can also be compared using non-
parametric tests. This is usually done using the log-rank test (see Section 3.2.3.4 on
page 53) to compare survival curves generated with the Kaplan-Meier method. This
test is obtained by constructing a 2 × 2 table at each distinct failure time, comparing
the expected and observed number of events between two groups, and then com-
bining tables across all time points (Kalbfleisch and Prentice, 1980). The log-rank
tests show that the group differences are statistically significant between female and
male account holders ( χ2 = 9.2 on 1 degree of freedom, p-value = 0.002) , between
the accounts of different debt grades ( χ2 = 16.8 on 1 degree of freedom, p-value
< 0.001), between the 24 portfolio batches ( χ2 = 94.9 on 23 degrees of freedom,
p-value < 0.001), and between the ones having different pre-enrolment behaviors
(χ2 = 26.6 on 1 degree of freedom, p-value < 0.001). Little evidence of differences
among the credit card types is shown by the test.
It should be emphasised that, although the survival curves and the non-parametric
tests have demonstrated the differing survival distributions of individuals from dif-
ferent characteristic groups, such as gender, debt grades and portfolio batches, they
are representative only when subjects in the different subgroups have been equally
mixed with respect to possible confounding factors which could affect outcome. For
example, we could have the situation that a large proportion of the female customers
happens to be NOFN accounts, and meanwhile the female group and NOFN grade
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Figure 5.3: Estimated survivor functions in different characteristic groups
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group are both shown to be better than their respective counter groups in terms of
the time to first payment. In this case, it would be difficult to conclude that either
of the gender and debt grade variables is effective without the presence of the other.
Thus, a multiple regression analysis is needed to assess the effectiveness of a given
factor after adjusting for other risk factors.
5.1.2 Action effects
Before we move on to establish a regression model that can simultaneously assess
the impact of multiple characteristic factors, we first look at another potential factor
of the payment behaviour of a customer, which is the collection activities conducted
by the collection teams. When an account is enrolled, the collection teams attempt to
contact the account holder and negotiate a repayment plan. Therefore, it is reason-
able to study the different actions taken by the collection teams, which may possibly
affect the decisions of customers to a great extent. In general, actions taken by a typ-
ical debt collection company can be classified into three main categories:
OL : outgoing letters.
OP : outgoing phone calls, including unanswered and unobtainable calls.
Misc : miscellaneous other actions including fax, email and tracing activities.
There are several ways we can investigate the effect of different actions. Here,
for a start, we are only interested in investigating whether the cumulative volume
of actions facilitates the payment of an account. If one believes that response of
an account is likely to be triggered by the most recent actions, a more complicated
study involves examining different combinations of the recent actions taken can be
carried out.
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Since the cumulative number of actions is necessarily increasing over time, the
volume of actions will necessarily be positively correlated with the time to first pay-
ment. Therefore, to avoid the confounding effect of survival time, we measure the
rate of actions for each individual, which is defined as the number of actions taken
up to the time of first payment divided by the length of time to first payment.
According to the strategy used by the collection team, actions are not taken at
a steady rate throughout the collection process; rather the overall action rates vary
with time. To see this, each day we calculate the average rates of the actions over
the accounts which are still remaining in the structuring state. Let Nt be the number
of non-payers, that is the size of the population remaining in the structuring state,
at time t, and Li,t be the number of letters sent to the ith account in the time period
[0, t). Then the average OL rate can be estimated by
OL (t) =
∑Nt
i=1
Li,t
t
Nt
.
In a similar way, we calculate the average rates of outgoing calls OP (t) and of other
actions Misc (t). Their plots are shown in Figure 5.4(a) on page 105.
In the plots, the averaged OL rate peaks around the seventh day after the en-
rolment, and drops dramatically after this time. It remains around 0.005 letters per
day for all the accounts still in the structuring state after two years. For the outgo-
ing telephone calls, the rate has a strong increase in the first 200 days, and reaches
the highest rate of 0.06 calls per day on the 212th day. Although the rate declines
afterwards, the speed of the decline is much slower than that of the OL rate, and
moreover, there are still about 0.02 calls made daily for the accounts which have not
yet started payments after more than four years. In contrast, miscellaneous actions
are always taken at a low level, with no obvious increase or decrease. It should be
pointed out that the plots of these three types of actions reflect the strategies of the
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collection teams: Letters are used for early notification and documentation, but af-
terwards, phone calls become the primary action. We can also measure the standard
deviation of each action rate over time across accounts. For example,
sOL,t =
√∑Nt
j=1[
Lj,t
t
−OL (t)]2
Nt − 1
gives the standard deviation of the OL rates performed on the accounts which are
still in the structuring state at time t. This measure captures the diversity of the
action rates performed among the accounts which have been pursued for the first
payment for an equal amount of time. Figure 5.4(b) on the facing page plots the
standard deviations of the action rates with time. In terms of letters sent, the stand-
ard deviation is strictly decreasing with a rapid drop occurred in the first month
after most accounts have been sent the initial notification letters. The variability of
the OP rates peaks around the 21st day and gradually diminishes after nine months
of collection. For miscellaneous actions, the diversity among the accounts are steady
over time.
With the sample mean and standard deviation of each action rates over time, we
can now calculate the relative action rates. For the ith individual who starts to pay
at time t′, the relative OL rate is defined as
4OLi =
Li,t′
t′ −OL (t′)
sOL,t′
.
If the relative rate is positively signed, then it implies that the ith account had re-
ceived more letters than the average of the remaining accounts in the structuring
state when the first payment was made. Whereas a negative signed relative rate in-
dicates that a lower rate of letters had been received by the account compared to the
remaining average. Table 5.1 on page 106 summarises the relative rates of the three
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Figure 5.4: The averages and standard deviations of OL, OP and Misc. action rates over time
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types of actions for the accounts that made a payment. For the OL and OP actions,
both the mean and median of their relative rates are strictly positive. This observa-
tion implies that, among all the occasions of accounts starting a payment, more than
50% of the time it happens to one of the accounts whose volume of received letters
or volume of received calls is above the average at that time point.
Relative RATE ( number / day )
ACTION Min 1st Quartile Median Mean 3rd Quartile Max
OL -1.28400 0.01009 0.34310 0.70930 1.21200 7.71900
OP -0.8003 -0.3449 0.2152 0.5694 1.0280 12.5400
Misc -0.62920 -0.17150 -0.09849 0.01252 -0.06359 30.94000
Table 5.1: Summary of relative action rates
We plot individual event time against relative OL rate in Figure 5.5(a) on the
facing page along with a histogram of the relative OL rates for all sample accounts.
The plot seems to imply that the larger the volume of received letters is above the
average, the sooner the account will start to pay. Similar plots are produced for the
relative OP and Misc. rates in Figure 5.5(b) on the next page and Figure 5.5(c) on the
facing page respectively. Also, we perform a univariate logistic regression on each
of relative action rate to test for its effect on the outcome of the collections in the
structuring state. For both the OL and OP actions, a significantly (p-value <0.001)
positive effect is suggested; whereas different Misc action rates does not seem to
have a significant impact on the outcome.
Therefore, the exploratory analyses on the action data seem to provide evidence
that accounts having received relatively more letters or calls may be more likely to
start payments sooner after enrolment. Once again, we need to address the issue of
possible confounding factors here that early first payments may not necessarily be
attributed to the intensities of actions performed for collection. It could be possible
that the collection team has chosen to send more letters or calls to customers with a
certain characteristic which also predisposes them to pay early.
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Figure 5.5: The association between the relative OL, OP and Misc. action rates and time of first
payment. The censored observations are plotted in red.
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5.2 Regression Modelling
In the previous section, a series of separate preliminary analyses have been per-
formed to identify potential factors that would affect the time to first payment.
However, to simultaneously test and model the effectiveness of those factors, we
need a multiple regression model. Meanwhile, our data set requires a regression
design that is able to accommodate censored individuals. Therefore, a Cox regres-
sion model appears to be an appropriate framework. In the remaining section, we
first look at a simple proportional hazards model that simultaneously assesses the
effects of the time-constant characteristic factors. Then, to achieve a better utilisation
of the available information, we explore a Cox regression model that incorporates
the time-dependent covariates which trace the collection activities. Finally, we fur-
ther refine our regression models by revising a number of regression techniques that
account for time-varying covariates effects.
5.2.1 A simple Cox proportional hazards model
We assume that the hazard of making the first payment follows the Cox proportional
hazards model:
λ(t; X) = λ0(t) exp(β
′X) (5.1)
Within the model, λ0(t) is the non-parametric baseline hazard function assumed for
all the enrolled accounts, X is a p-dimensional covariate vector and β is the corres-
ponding p-dimensional vector of regression coefficients. The vector of covariates
X contains the following characteristic variables, which are explained in details in
Section 2.2 on page 36.
{ Sex ML Age Grade Prepay ToL Prod Balance Portfolio}
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Statistical Output Descriptive Interpretation
X βˆ s.e (βˆ) Increment4X exp(βˆ4X)
ToL -0.40 0.02 1 month longer 0.682
Age 0.12 0.01 10 years older 1.119
Portfolio Date -0.08 0.01 launched 1 month later 0.989
Prepay 0.33 0.06 Nothing to Any 1.391
Sex(Male) -0.11 0.03 Female to Male 0.896
ML -0.04 0.02 50 pounds more 0.969
Table 5.2: The final fitted Cox proportional hazard model of form ( 5.1 on the facing page). Variables
are all significant at 5% level and ordered by their significance in the fitted model.
By using a stepwise model selection technique, the covariate of least signific-
ance is removed from the above list each time and the model is refitted using the
remaining covariates. This process is repeated until all the remaining covariates are
significant at the 5% level. The final model is shown in Table 5.2. The estimated
coefficient of each significant predictor is given in the 2nd column, along with its
standard error in the third column. A positive coefficient estimate suggests that in-
creasing the value of the corresponding covariate increases the instantaneous prob-
ability of an account making its first payment, while a negatively signed coefficient
indicates the reverse. The estimated coefficients are based on standardised observa-
tion data (See Section 2.2.1 on page 38). The standard errors represent the variability
of the coefficient estimates. Again, to provide a more intuitive interpretation of stat-
istical results, we consider some typical increments in the values of each included
covariate while keeping other covariates unchanged and calculate the correspond-
ing relative risks in the final column of Table 5.2.
From the results, we can see that customers entering the collection process with
an additional 10 years of age are associated with an estimated 11.9% increase in the
risk of leaving the structuring state. In other words, the result suggests that older
customers have a quicker response to the collection activities. The negative estim-
ated coefficient of the time-after-last-payment variable suggests that customers who,
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prior to the charge off, had stopped repayment earlier by one month are associated
with a 33.4% decrease in the chance of starting the repayments to the collection com-
pany after the debt sale. Thus, the closer the last payment time of an account is to
the portfolio enrolment date, the higher chance it will start a repayment plan. The
inverse associations between the hazard of first payment and the amount of the last
payment are surprisingly different from our intuitions. The model shows that an ex-
tra £50 paid in the last payment prior to the charge off is likely to reduce the chance
of first payment by 5.3%.
There is also a significant difference among the accounts coming from different
portfolios. An account from a portfolio launched one month later is subject to a drop
of 1.1% in the chance of starting the first payment. As expected from Figure 5.3 on
page 101, the history of pre-enrolment transactions proves to be a statistically strong
factor in the model. It is suggested that, at any point in time, an account which had
a transaction after the portfolio sale but prior to the enrolment is subject to a 43.3%
higher chance of making the first payment than the ones with no pre-enrolment
transactions. Male account holders have lower hazards to start payments than fe-
males. To be more specific, at any time, the probability of starting the first payment
for a male customer is 10.9% lower than a female customer. This is consistent with
the survival curves in Figure 5.3 on page 101, where the probability of not having a
payment is lower for the female group for most of the time.
It is also worth noticing that, even though we have observed notable difference
in the survival curves between the two grades of debt, namely NOFN and ATPO,
the fitted Cox regression model, when taking into account other factors, does not
attribute the hazard difference to the grade difference. The size of original balance is
also concluded to be a non-significant attribute in the model. Similarly, no difference
is suggested for accounts having different product types.
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5.2.2 Cox regression model with time-dependent covariates
From the aspect of information utilisation, the time-constant covariates we used in
the model ( 5.1 on page 108) fail to make full use of the available action information
explored in Section 5.1.2 on page 102. Therefore, a natural improvement on the pre-
vious model involves the incorporation of time-dependent covariates for the OL, OP
and Misc data. In Section 5.1.2 on page 102, we devised summary statistics, namely
4OL,4OP and4Misc, to describe the overall relative action rates for each account
under collection. However these statistics are only measured at the instances of first
payment, and thus cannot reflect the actual variations in the actions throughout the
collection process in the structuring state. A more accurate and appropriate present-
ation of collection actions would be to measure the actions continuously over time.
One way to consider this is to construct a counting process for each action type. A
counting process is a stochastic process that records the number of events as time
proceeds (for its formal definition, see Fleming and Harrington, 1991, for example).
For example, if n outgoing letters had been sent to an account at times (t1, t2, . . . , tn)
prior to its first payment, then its time-dependent OL variable is a step function
OL(t) where OL(t) begins at zero and increases by one at ti, i = 1, . . . n and remains
constant in between. In a similar way, we construct time-varying variables OP (t)
and Misc(t) for the OP and Misc actions. Figure 5.6 on the following page illus-
trates the time-varying feature of the three action variables for an example account.
For this example account, a letter was sent soon after enrolment followed by a num-
ber of phone calls made around 3 months into collection. However, after the first
3 months, no actions were conducted until some miscellaneous actions, or in this
case, some tracing actions took place after 3 years into collection. From that point
onwards, all of the three types of actions had been frequently employed with the
leading activities being making phone contacts.
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Figure 5.6: Collection actions taken on an example account
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By incorporating the time-varying covariates, our refined model takes the form:
λ(t; X(t)) = λ0(t) exp(β
′X(t)). (5.2)
With λ0(t) and β the same as in ( 5.1 on page 108), the vector of covariates X(t) is
now allowed to be time-dependent. Once again we first fit our full model with the
following covariates :
{ Sex ML Age Type ToL Prod
Balance Portfolio Prepay OL(t) OP(t) Misc(t)}
and eliminate the most insignificant covariate each time via stepwise model selec-
tion. The final model is presented in Table 5.3, and the results of the previous pro-
portional hazards model are also presented at the end for row-wise comparisons.
Output Descriptive Interpretation
X βˆ s.e (βˆ) Increment4X exp(βˆ4X) Change in Risk Model (5.1) Result
OL(t) 0.62 0.01 1 letter 1.379 37.90% -
OP(t) 0.53 0.02 1 call 1.012 1.19% -
ToL -0.45 0.02 1 month 0.680 -32.00% -31.80%
Age 0.10 0.01 10 years 1.099 9.90% 11.90%
Prepay 0.28 0.06 Nothing to Any 1.323 32.30% 39.10%
Portfolio Date -0.05 0.01 1 month 0.993 -0.74% -1.10%
Sex(Male) -0.10 0.03 Female to Male 0.904 -9.60% -10.40%
ML -0.09 0.04 50 pounds 0.957 -4.30% -3.10%
Grade(NOFN) 0.08 0.03 ATPO to NOFN 1.073 7.30% -
Table 5.3: The final fitted Cox model ( 5.2) with time-dependent covariates. Variables are all significant at 5%
level and ordered by their significance in the fitted model.
As we can see, all of the factors contained in the previous proportional hazards
model of Table 5.2 on page 109 are also contained in the final model of Table 5.3.
Moreover, under the continuous monitoring of collection activities on the enrolled
accounts, the extended Cox model concludes that debt grade is also an influential
factor. Surprisingly, however, its positively estimated coefficient suggests that with
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the values of other time-invariant covariates being equal and the same collection
strategies applied on two accounts with different grades, the lower graded NOFN
account would have a 7.30% higher chance to start the first payment. A possible
explanation could be that when repayment plans are drafted, the NOFN accounts
are likely to remain at a low repayment level, which makes the first payment not so
difficult to achieve.
For the common covariates in Table 5.3 on the previous page and Table 5.2 on
page 109, their estimated coefficients are fairly consistent, except that the effective-
ness of each factor is estimated slightly differently in terms of the magnitude. To be
more specific, the factors ToL and ML, which both are associated with the account
performance prior to the charge off, are modelled to have greater effects on the haz-
ard in Table 5.3 than in Table 5.2 on page 109; whereas the other factors are predicted
to have a decreased influence on the first payment hazard in Table 5.3 on the pre-
ceding page. Again, the product type and size of original balance are excluded from
the final model, even with the presence of action variables.
In the framework of the proportional hazards model, the change in risk for two
individuals with different covariate values are best presented by their relative risk
(see 4.2 on page 81). However, in the presence of time-varying covariates, the rel-
ative risk of two distinct individuals is no longer time-invariant, but changes with
time. For example, assuming two individuals have the same characteristic attrib-
utes and are applied with exactly the same calling strategies over time, then at the
times when one of the individuals has received one additional letter, the individual
is subject to a 37.90% higher likelihood of making the first payment at that time, but
at times when their aggregated number of letters are equal, they are subject to the
same level of hazards. The exceptionally large effect given by the variable OL(t) is
mainly resulted from the fact that about 40% of the accounts started to pay after hav-
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ing received the first letter, which, as we explained in Section 4.2.2 on page 78, was
sent to inform the customers the details of the debt. Although the action variables
OP (t) is also shown to be highly significant in the model, the effect of an additional
phone call is much smaller than that of an extra letter, only a 1.19% increase in the
hazard.
5.2.3 Hazard models with time-varying coefficients
In the previous section, we studied the extended Cox hazards model incorporating
the time-dependent action covariates. However both Cox models ( 5.1 on page 108)
and ( 5.2 on page 113) have assumed constant effects for the variables, which are
reflected by the time-fixed term β. In other words, effects of explanatory variables
are assumed not to vary with time, and the resulting estimates of effectiveness are
simply an averaged quantity providing a general summary of the effects over time.
The assumption of constant effects may not be appropriate in some settings. For
example, when a covariate is believed to have a time increasing effect on the hazard,
the linear function βt maybe more suitable. When there is no prior knowledge on
how the covariate effect varies with time or the purpose is to explore the temporal
pattern of the effect, an unspecified functional form of the regression coefficient β(t)
may be used at the expense of increased computational intensity and larger sample
size required. A number of hazard models allowing for time-vaying coefficients are
proposed. Now follows a brief review of these models, which will later be applied
to our data.
A natural extension of the Cox models to accommodate time-varying covariate
effects is to replace the regression coefficients β of the Cox model ( 5.2 on page 113)
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by a vector of time-dependent regression functions, which gives
λ(t; X(t)) = λ0(t) exp(β(t)
′X(t)) (5.3)
where β(t) = {β1(t), . . . , βp(t)}′ is the p-dimensional time-varying regression coeffi-
cient that satisfies certain smoothness conditions (Martinussen and Scheike, 2006).
The model has been studied in a generous amount of literature, such as in Grambsch
and Therneau (1994), Martinussen et al. (2002) and Cai and Sun (2003). Estimation of
the time-varying regression coefficients focuses on the cumulative regression coef-
ficients B(t) =
∫ t
0
β(s)ds, which are obtained through an iterative procedure based
on the score function of β(t). The estimator βˆ(t) can then be obtained by applying
smoothing techniques on the estimated Bˆ(t) (see Martinussen and Scheike, 2006).
One of the important features of this model is that it allows for a great flexibility
in modelling covariate effects. However, in some situations, not all the covariates
may have time-varying effects. This leads us to consider the semi-parametric ver-
sion of the model ( 5.3):
λ(t; (X(t),Z(t))) = λ0(t) exp(β(t)
′X(t) + γ ′Z(t)), (5.4)
where (X(t),Z(t))′ is a (p+q)-dimensional covariate and the parameters of the model
consist of the non-parametric p-dimensional β(t) and the q-dimensional regression
parameter γ. Using this formulation, the covariates which are believed to have time-
varying effects on the hazard are contained in the vector X(t), whereas the ones
with constant effects contribute to the vector Z(t). This semi-parametric multiplic-
ative model was extensively studied in Martinussen et al. (2002) and Scheike and
Martinussen (2004). Compared to the fully non-parametric model ( 5.3), the semi-
parametric model gives a more reasonable compromise in model complexity, and
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in practice, it is more useful when only limited data are available or a number of
covariates are under consideration.
In both ( 5.3 on the facing page) and ( 5.4 on the preceding page), the effects
of covariates are modelled on a multiplicative scale. In some cases it may be more
appropriate with models where the effect of covariates are modelled on an additive
scale. Aalen (1989) has introduced the additive hazards model, which is of form
λ(t; X(t)) = Y (t)β(t)′X(t), (5.5)
where Y (t) is the at risk indicator, taking 1 if the individual is in the risk set at time
t and 0 otherwise. It turns out that it is easier to estimate the cumulative regression
function B(t) of β(t), which can be done using ordinary least squares regression
techniques (for details, see Martinussen and Scheike, 2006). An estimate of β(t) can
then be obtained by applying kernel smoothing on Bˆ(t):
βˆ(t) = b−1
∫
T
K
(
t− s
b
)
dBˆ(s), (5.6)
where the kernel function K is a bounded function, which vanishes outside [−1, 1]
and has integral 1. b is the bandwidth and T = [0, τ) or [0, τ ] is a fixed continuous-
time interval for a given terminal time τ, 0 < τ 6∞.
Although this is a very flexible model with simple implementation, having ef-
fects that are modelled completely in a non-parametric form, the additive Aalen
model may sometimes give more flexibility than necessary. Parallel to the semi-
parametric version of the model ( 5.3 on the facing page), a sub-model of the addit-
ive hazards model ( 5.5) is suggested by McKeague and Sasieni (1994). It assumes
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that the hazard is of the form
λ(t; (X(t),Z(t))) = Y (t)(β(t)′X(t) + γ ′Z(t)), (5.7)
where again (X(t),Z(t))′ is a (p + q)-dimensional covariate vector, Y (t) is the at
risk indicator, β(t) and the p-dimensional time-varying regression coefficient and
γ is a q-dimensional time-invariant coefficient. Therefore, the effect of some of the
covariates is allowed to vary with time while the effect of others is assumed to be
time-invariant.
As the additive and multiplicative hazard models considered above postulate
different relationships between the hazard of first payment and the potential factors,
sometimes it may be not clear which of the models is more appropriate for a specific
application. Sometimes the two types of model are often used to complement each
other to provide different perspectives on the modeling process. Also, in some cases,
some of the covariates are best modelled as multiplicative while others are best fitted
within an additive scale. This leads one to consider combining the additive and
multiplicative models. The additive and multiplicative models may be combined in
various ways to achieve the desired flexibility and complexity.
Lin and Ying (1995); Sasieni (1996); Martinussen and Scheike (2002) have studied
a number of additive multiplicative hazard models, which can be seen as a sum of
the additive Aalen model and the Cox model. Alternatively, Scheike and Zhang
(2002) considered another type of the additive and multiplicative model, which is
based on multiplying the Cox model and the additive Aalen model. It is denoted as
the Cox-Aalen model and the hazard is of the form
λ(t; (X(t),Z(t))) = Y (t)β(t)′X(t) exp(γ ′Z(t)). (5.8)
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Compared with the standard Cox proportional hazards model in ( 5.1 on page 108),
the additive function β(t)′X(t) in ( 5.8 on the preceding page) can be regarded as a
baseline hazard dependent on some covariates X(t), whereas the exponential term
gives the relative risk of covariates Z(t). Similarly to ( 5.5 on page 117), the additive
part of the Cox-Aalen model allows for a flexible description of the effects of X(t)
while the multiplicative effects of covariates Z(t) are assumed to be time-invariant.
For robustness, we explore our data using the three models ( 5.4 on page 116),
( 5.7 on the facing page) and ( 5.8 on the preceding page). Although time-depending
covariates are allowed in all of the three models, the effects of covariates are mod-
elled in two different ways. Some models allow for time-varying effects while the
others suggest constant effects on the hazards. In our example, the only time-
dependent covariates are the ones describing the varying action level on an ac-
count over time. To avoid further complication, we restrain the effects of these
time-dependent covariates to be constant and allow for time-varying effects of other
time-constant covariates. Letting X be the vector of time-constant covariates and
Z(t) be the vector of time-dependent covariates, we are in effect investigating the
following models:
1) The semi-parametric multiplicative model from ( 5.4 on page 116):
λ(t; (X,Z(t))) = λ0(t) exp(β(t)
′X + γZ(t)). (5.9)
2) The semi-parametric additive model from ( 5.7 on the preceding page):
λ(t; (X,Z(t))) = Y (t)(β(t)′X + γ ′Z(t)). (5.10)
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3) The Cox-Aalen model from ( 5.8 on page 118):
λ(t; (X,Z(t))) = Y (t)β(t)′X exp(γ ′Z(t)). (5.11)
The supremum test statistics (Martinussen and Scheike, 2006) of the fitted semi-
parametric multiplicative model ( 5.9 on the previous page) suggests that the product
type, pre-enrolment transaction (Prepay) and amount of last payment (ML) do not
have significant effects on the hazards. This is different from the conclusion of
the fitted extended Cox model in Table 5.3 on page 113, where both Prepay and
ML are significant factors and account balance is instead excluded. Figure 5.7 on
the next page shows the estimated cumulative coefficient Bˆ(t) for the significant
time-invariant covariates in the model. All of the estimated cumulative coefficients
are somewhat linear, except for balance, whose cumulative coefficient decreases
steeply at the end; and the portfolio date, whose cumulative coefficient shows some
curvature initially. This implies that for some of the covariates, time-varying coef-
ficients may not be necessary and constant coefficients could be sufficient to sum-
marise the associated effects. A standard way to test the hypothesis of constant
effect : H0 : β(t) = β is to use the Kolmogorov-Smirnov test (see Martinussen and
Scheike, 2006, for example). The resulting p-values show that the effect of portfolio
date varies significantly with time whereas the effects of others can be summarised
by constant effects.
Similarly, the semi-parametric additive model also rules out the impacts of the
variables Prod, Prepay and ML. However, the test for constant effects concludes
that portfolio date, age at entry and gender do have effects that vary significantly
with time. Figure 5.8 on page 122 plots the cumulative coefficients of these three
covariates, where all of the estimated curves significantly depart from linearity.
Finally, we fit a Cox-Aalen model, which bears a resemblance to both the models
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Figure 5.7: Estimated cumulative coefficients with 95% confidence interval in the semi-parametric
multiplicative model in ( 5.4 on page 116)
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Figure 5.8: Estimated cumulative coefficients with 95% confidence interval in the semi-parametric
additive model in ( 5.7 on page 118)
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( 5.4 on page 116) and ( 5.7 on page 118) in structure. When testing for the Aalen
terms, the supremum-test suggests non-significant effects for covariates Prod, Pre-
pay and ML, which is a consistent conclusion with the results of the models ( 5.4 on
page 116) and ( 5.7 on page 118). For the remaining time-invariant covariates, the
Cox-Aalen model fits time-varying coefficients for sex, debt grade, ToL and portfolio
dates, as shown in Figure 5.9.
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Figure 5.9: Estimated cumulative coefficients with 95% confidence interval in the Cox-Aalen model
in ( 5.8 on page 118)
In a summary, all of the three models investigated suggest that product type,
pre-enrolment transaction and amount of last payment are not significant factors
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for the hazards of first payment. They also consistently model the effect of portfolio
date to be time-varying. By looking at the slope of the plots of Bˆ(t) in Figure 5.7, 5.8
and 5.9 for portfolio date, the variable has an initial positive effect that becomes neg-
ative after approximately three months, reverts to positive effect in the 8th month
and finally vanishes after one year into collection. This finding suggests that, for the
first three months the accounts of more recent portfolios have a higher tendency to
make a payment; after then, the accounts of earlier portfolios starts to pay sooner.
The effect dies away after the 8th month, by which time overall about 80% of the
accounts have already stated paying. When fitting the effects of gender difference
on an additive scale in the semi-parametric additive model and Cox-Aalen model,
a time-varying pattern is also obvious, beginning with a strong negative effect that
diminishes after three months and vanishes after two years. This is partially consist-
ent with the results in Table 5.2 on page 109, except that the estimated time-varying
coefficient does not suggest constant effect of gender, but instead indicates that fe-
male account holders have a much higher probability to make a payment in the first
three months, and the effect reduces gradually since then.
5.3 Expected survival
In the previous sections, we have explored various hazards models that describe the
event hazard λ(t) based on the possibly time-dependent covariates X(t). The sur-
vivor function can then be expressed via the relationship given in ( 3.5 on page 49).
Suppose the covariate effects βˆ(t) are possibly time-dependent, and the corres-
ponding estimated hazard function is denoted as λˆ(t; βˆ(t),x(t)) for the observed
covariate value x(t); substituting the hazard estimator into ( 3.5 on page 49), the ex-
pected survival Sˆ(t; xi(t)) of individual iwith covariates xi(t) can then be computed
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from
Sˆ(t; xi(t)) = exp (−
∫ t
0
λˆ(s; βˆ(s),xi(s))ds) (5.12)
Now we move on to derive the expected survival curve for a cohort of n indi-
viduals, each with covariates xi(t), for i ∈ [1, n]. Methods for computing cohort
survival distributions mainly differ in how the associated individual survival rates
are combined, and two commonly used techniques are demonstrated below.
• Average-covariate method
This method has gained popularity for its simplicity of implementation. The
population survival rate is estimated by inserting the mean values of covari-
ates of the contained individuals into the survivor function, as formulated be-
low.
Sc(t) = Sˆ(t, x¯(t)) (5.13)
= exp (−
∫ t
0
λˆ(s; βˆ(s), x¯(s))ds, (5.14)
where x¯(t) is the mean of covariates, x¯(t) =
Pn
i=1 xi(t)
n
; and λˆ(t; βˆ(t), x¯(t)) is the
estimated hazard function corresponding to the averaged covariates x¯(t).
However this method has been argued to be problematic in the following two
respects (Therneau and Grambsch, 2000). Firstly, this method is equivalent to
suggesting that the survival experience of a hypothetical individual with the
average covariate values is equal to the population-averaged survival, which
is obviously not true, especially when the covariates have skewed distribu-
tions. Secondly, after averaging the categorical covariates, for example, for a
population with 60% males (scored 1) and 40% females (scored 0), one would
calculate the survival for a hypothetical individual whose sex score equals 0.6,
which makes interpretation meaningless at the individual level.
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• Corrected group prognosis method
An alternative method is to compute the population hazard as a weighted sum
of individual hazards. That is,
λc(t; βˆ(t)) =
∑n
i=1 ωi(t)λˆ(t; βˆ(t),xi(t))∑n
i=1 ωi(t)
(5.15)
Sc(t) = exp (−
∫ t
0
λc(s; βˆ(s))ds) (5.16)
where ωi(t) is a weighting function which has been suggested in a variety
of forms, such as ωi(t) = Si(t), the probability of the ith individual being in
the structuring state and still in the risk set at time t (the Exact Method); or
ωi(t) = Ci(t)Si(t) where Ci(t) is 1 during the period of potential followup and
0 thereafter (the Cohort Method), and ωi(t) = Yi(t), where Yi(t) is the at risk
indicator for the ith subject is still in the structuring state and at risk at time
t, and 0 otherwise (the Conditional Method). While all three of these meth-
ods are readily calculable, the Exact Method has been criticised for not taking
account of the realised censoring pattern, and the Conditional Method has
been proven to result in a comparatively large variance by the Rao - Blackwell
theorem (see Therneau and Grambsch, 2000, for details). Therefore, we shall
choose to use the Cohort Method to compute our cohort expected survival
rates.
It should be noted that, in the presence of time-dependent covariates, estimation
of the survivor function has to be carried out carefully. Kalbfleisch and Prentice
(2002) introduced a classification of time-dependent covariates in survival analysis,
in particular, they differentiated between external (exogenous) and internal (endogen-
ous) covariates. An external covariate is one that is not directly related to the failure
mechanism of a subject. Such a covariate can be time-fixed, pre-specified such that
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the covariate path is known but may vary with time, or random so that its value is
not affected by the survival status of a subject. On the other hand, an internal covari-
ate is one that varies over time according to survival status of a subject under study,
so that the existence of the internal covariate requires the survival of the associated
subject. In our example, the collection actions are internal time-dependent covari-
ates which vary according the behaviour and response of customers and the spe-
cifics of the collection activities may not be known ahead at the enrolment like the
characteristic variables. Therefore, survival curves cannot be produced unless the
entire covariate paths are specified for each individual. For ease of illustration, here
we only use the Cox proportional hazards model shown in Table 5.2 on page 109 as
an example. Therefore, the estimated hazard function is in the form:
λˆ(t; βˆ,x) = λˆ0(t) exp(βˆ
′x), (5.17)
where the baseline hazard can be estimated by Breslow ( 3.21 on page 59) or product-
limit estimates ( 3.24 on page 60).
Applications of adjusted survival curves
In Figure 5.10 on the following page, we compare the non-parameteric survival
curve estimated by the Kaplan-Meier method and the expected survival curves pro-
duced using the average-covariate method and the cohort method. It can be seen
that the survival curve given by the cohort method is close to the non-parametric
survival curve whereas the average-covariates method yields an over-optimistic
survival curve that predicts a slightly higher probability of making a payment for
the enrolled accounts.
Apart from producing an overall expected survival curve for the enrolled ac-
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Figure 5.10: Comparison of the observed and expected survival curves in the structuring state
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counts, we can also predict the survival experience of any group of individuals of
particular interest. As an illustration, we plot the expected survival curves using
the cohort method along with the Kaplan-Meier curves for different characteristic
groups in Figure 5.11.
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Expected survival for different last payment groups
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Figure 5.11: Expected survival curves in the structuring state for different groups
While the survival difference between male and female customers is predicted to
be less noticeable than that observed in the Kaplan-Meier curves, the survival differ-
ence between the accounts with and without pre-enrolment transactions is similar
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Expected survival for different portfolios
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Figure 5.12: Expected survival curves in the structuring state for the 24 portfolios using the cohort
Method
to that of the Kaplan-Meier estimates. In Figure 5.11(c) on the preceding page and
Figure 5.11(d) on the previous page, we calculate expected survival curves for differ-
ent ages and last payment levels, where the continuous predictor values have been
binned into sensible groupings. As we can see, the largest discrepancies between
the non-parametric survival curves and the expected survival curves occur for the
group with highest level in both the two graphs.
Similarly, we can produce the survival curves for each portfolio as shown in Fig-
ure 5.12. The 24 portfolios are predicted to perform equally well in the first few
months, then as time proceeds they start to differ from each other and this differ-
ence is sustained till the end of observation. In particular, the portfolio launched in
September 2002 has significantly less proportion of paid accounts than the rest of
portfolios over all time.
The survival probability of a group of individuals at a specified point in time can
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Predicted and observed proportion of non-payers after 2 years of enrolment
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Figure 5.13: Predicted and observed proportions of non-payers in the structuring state for the 24
portfolios by two years of enrolment
also be predicted. In Figure 5.13, we plot the predicted and observed proportion
of non-payers for each portfolio at the end of their second year since enrolment.
Overall, the predicted proportions are more pessimistic than the observed values,
except for the portfolios launched in April 2002 and May 2003. Both of the two
plots have suggested higher percentages of non-payers for the portfolios June and
September 2002.
5.4 Conclusion
In this chapter, we have established various models from survival analysis to ex-
plore the first payment incidence of an account in the debt recovery process. These
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models may be useful in two aspects. First of all, at the portfolio pricing stage, the
models can be applied on the one-month sample portfolio to provide a way of eval-
uating the quality of the perspective portfolios by comparing the predicted survival
curve of the sample portfolio to that of previously purchased portfolios. Also, once
a portfolio is launched in the collection process, these first payment models can be
used to predict individual likelihood of payment so that the collection company can
prioritise its resources accordingly.
Chapter 6
Modelling Repayment Behaviour
For accounts that agree on a repayment plan and start to make payment, the interest
of study lies on their repayment behaviour. In particular, how well the accounts can
keep up with the scheduled payments until full settlement. In the first section of this
chapter, we will describe the key features of the observed repayment data. In Sec-
tion 6.2 on page 137, a multi-state model with improved structure is used to carry
out analyses on the repayment performance of accounts. In an attempt to improve
model interpretability, a tailored variable selection scheme is proposed as an altern-
ative to the standard stepwise variable selection. In Section 6.3 on page 162, we
further investigate the accounts which suffered severe delinquency at least once. Fi-
nally, we verify model assumptions and assess predictive accuracy of the proposed
models.
6.1 Repayment Behaviour Overview
The data sets used in this chapter consist only of information from the customers
who started to make a payment and did not settle immediately in their first pay-
ments. We measure the repayment behaviour of those customers based on their
134 Modelling Repayment Behaviour
payment histories recorded in the transaction data. For each account, the transac-
tion data set provides the repayment transaction time, amount and type of payment.
However, as opposed to the usual credit card or loan payment data that we would
obtain from credit providers (see, for example, the credit card payment data studied
in Yeh and Lien (2009) and the description of a typical set of loan repayment data
obtained from LoanPerformance database in Danis and Pennington-Cross (2008)),
we are neither provided with due date or due amount for each scheduled payment
nor any delinquency data, which usually consists of binary variables recording the
monthly delinquent status of accounts. The difference in the content of the data is
likely due to the fact that late payment interest is seldom charged on the purchased
debt throughout the collection process so that due dates and amounts, which the
interest is computed against, are often not specified in this case.
6.1.1 Payment intervals
Without specified due dates, we can only obtain a relative timing of each observed
payment. That is to consider the payment intervals, which are measured as the
number of days between successive payments of an account. Recall that these ac-
counts considered were all graded as Arrangement at purchase, which implies that
repayments should be made at a monthly interval. Assuming that, within the obser-
vation period, a total of ni > 1 payments were received from account i at the times
{Ti1, Ti2, . . . , Tini}, then the duration of the jth payment interval τij for this account
can be expressed as
τij = Ti(j+1) − Tij, where 1 ≤ j ≤ ni − 1.
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We are interested in the distribution of {τij;∀i, 1 ≤ j ≤ ni − 1}. For the moment,
we do not consider the right-censored payment intervals between the last observed
payment and the observation cut-off date. In order to illustrate the empirical dis-
tribution of payment intervals over the full range, the histogram in Figure 6.1 is
produced on a (natural) logarithmic scale.
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Figure 6.1: Histogram of observed payment intervals for all the accounts having entered the paying
state. The x-axis is marked in unequal divisions which correspond to the natural logarithms of the
numbers printed.
As can be seen, although a majority of the intervals are centered around 30 days,
the observed intervals are diverse in length, ranging from 1 day to 1435 days. Com-
pared to the unexpected short intervals, the ones scattered around the right tail of
the histogram are more surprising. In fact, there are 37.44% of the payments that
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were made beyond 31 days, which will be referred as 31+ payments in the remainder
of the thesis. Among them, 26.55% were made beyond 60 days, 7.6% were made
beyond 100 days, and even 1.15% were beyond 1 year. Normally, it would be rare
to expect any repayment again from the accounts which have failed to comply with
the agreed payments for more than a year. This surprising observation implies that
customers who fail to make payments on time still have the possibility of resuming
the repayments after an extensive period of time. For this kind of situation, debt
collection companies would be at an advantage to the credit providers who initiate
collections right after their customer defaults, and collection agencies which recover
the debt on a commission basis. Collection companies, without being restricted by
the legislation and resource on the length of collection process, are able to allow a
longer repayment term on the purchased debt.
Also we notice that nearly 10% of transactions were made in less than 25 days;
some were even made within a week of the previous payment. Our data provider
explained that there were some cases where customers who made an insufficient
payment provided an additional transaction not long after to make up the differ-
ence.
As we can see, although scheduled repayment plans require accounts to make
payments approximately one month apart, in practice customers also make pay-
ments as and when they can. Therefore, a continuous time model would be more
appropriate than a discrete time model.
6.1.2 Amount of payments
Sufficiency of the amount of each payment is another aspect of evaluating a cus-
tomer’s repayment behaviour. However without knowing the due amount for each
repayment, we are not able to identify which of the payments failed to meet the re-
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quired level. In fact, the observed payment amount from an account varies greatly
from time to time through the collection. Some of the nuisance fluctuations are due
to the fact that, for some accounts, monthly repayment was agreed as a percentage
of disposable income, and thus can vary in absolute amount. Also, the observed
payment streams are complicated with sudden lump-sum payments, mysterious
payments at irregular intervals and aggregated payments in the payment amount.
6.2 Analysis of Severely Late Payers
6.2.1 Application of Multi-state Model
Within the framework of multi-state models, the dynamics of accounts under repay-
ment plans are captured by the transition process between the paying, delinquent
and settled states. However, for a given event history data set, multi-state models
with different state structures can be constructed depending on the states and trans-
itions specified in the model. Hougaard (2000) addressed the benefits of choosing
the right way to structure the model. First of all, a good state structure makes the
assumptions in the model much more transparent so that it provides better insights
for hazard function formulations. Also, a well structured model can save efforts
on probability calculations, in particular, when some non-Markov models can be
turned into Markov models. Therefore, in this section, we start by defining the
delinquent state, and then search for a desirable state structure for our multi-state
model.
6.2.1.1 Defining delinquent state
Accounts are usually considered as being in delinquency when they fail to make a
monthly payment on time or with the required amount. Without knowing payment
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due time and amount, we rely on the measure of payment intervals to deduce the
status of payments. For payments observed between [32, 60] days, it is difficult to
determine their true status, as they might be on-time with the previous payments
having been made ahead of schedule. However, for payments observed after 60
days, we are more certain that they are overdue or late payments. Therefore, we
think it is more appropriate to focus the analysis on these payments. To distinguish
them from the general overdue payments, we will refer to the ones observed after 60
days as severely overdue or late payments. Accordingly, the state which accommodates
severely delinquent accounts is named the severely late state.
6.2.1.2 Change of state structure
By focusing only on the severely delinquent accounts, we now have a multi-state
model of the form illustrated in Figure 5.1 on page 96. As the state structure reflects
assumptions of dependency in our model, it is clear that the current structure of the
four-state model has assumed different hazards of settlement for accounts which
were settled straight away (the dashed arrow from the paying state to the settled
state) and those which were settled through monthly repayment plans (the solid ar-
row pointing from the paying state to the settled state). However, this model has the
following two drawbacks. First of all, the model depicts the dynamics of accounts
alternating between the paying and severely late states as a cyclic network, where,
for each type of transition, it assumes identical hazards for the repeated transitions
irrespective of the number of such transitions an account has already experienced
before. In addition, the settlement hazard is also assumed to be unaffected by the
history of whether an account had been severely late on previous payments or not.
A solution to the above issues is inspired by Beck (1979), who pointed out that
multiple transitions of the same type should be treated differently, and Kay (1982),
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who suggested that a state can be artificially seen as several distinct states accord-
ing to the number of entries to that state. Therefore, we ’unfold‘ the paying state
in Figure 5.1 on page 96 into a series of states, such that each time a severely late
account returns to paying status, it is allocated to a new paying state. Similarly, the
severely late state is also replaced by an array of distinct states characterising the
different number of times that an account has been severely behind with payment.
More specifically, assuming J is the maximum number of severely late payments we
observed among the accounts, let Pj, j = 1, · · · , J represent the paying state that an
account arrives at for the jth time and Lj, j = 1, · · · , J denote the state an account
reaches when it becomes severely late for the jth time. A graphical illustration of
the unfolded model is then of the form of Figure 6.2.
Structuring
[St]
Settled [S]
L1
P1
L2
P2
L3
P3
LJ
PJ
Figure 6.2: Multi-state model [Form 2]
The dashed lines represent the direct settlement from the structuring state or
a severely late state. They are different from the accounts who reach settlement
while in a paying state. The unfolded multi-state model in Figure 6.2 has several
advantages over the orginal model in Figure 5.1 on page 96. Firstly, at any point
in time, the accounts observed in each state are more homogenous in terms of their
past repayment behaviour as they have fallen severely behind the payments for the
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same number of times and travelled through exactly the same route to reach the
state. This feature of the model allows us to take into consideration a wider scope
of factors when modelling the transition hazards. In addition to the background
information we obtained right upfront when accounts were enrolled, now we can
also make use of the information evolved along the progression of accounts in the
collection procedure, such as their performance in the preceding states. The unfol-
ded structure also suggests that we can treat the progression of an account in the
collection process as a sequence of survival problems addressing how long an ac-
count is staying in each of the states, which is similar to the question we were trying
to solve in Chapter 5. Moreover, the unfolded structure allows for more extensive
studies on the model, such as having comparative studies among the transitions
Pj → Lj, j ∈ [1, J ] or Lj → Pj+1, j ∈ [1, J − 1]. For ease of expression, we will, from
this point onwards, simply use shorter notations PjLj and LjPj+1 to represent the
transitions, and the structuring state will be denoted as St.
6.2.1.3 Categories of covariates
With the enriched structure, we are now able to observe the performance of ac-
counts in earlier transitions and use this information to form predictors for future
transitions. Based on some prior knowledge and the available resource of data, we
devise the following categories of performance variables:
1) Duration of each earlier transition.
2) Percentage of outstanding balance paid after each of the previous transitions.
3) Number of contacts made between the collection company and the customer
when the account was in each of the previous states.
4) Whether or not a trace action was conducted in each of the previous states.
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5) Amount paid each time when entering or re-entering a paying state.
6) Number of actions taken after 31 days in each paying state.
More specifically, to build a regression model for a transition PjLj , the set of
candidate covariates to be considered comprises the background variables and per-
formance variables listed in Table 6.1 below.
Background
Variables
Sex, Prod, Grade, Prepay, Balance, ML, Age, ToL, Portfolio Date
StP1 time, P1L1 time, L1P2 time, . . . , Lj−1Pj time
% Paid entering P1, % Paid entering L1, % Paid entering P2, . . . ,
% Paid entering Pj
# actions in St, # actions in P1, # actions in L1, . . . , # actions in
Lj−1
Performance
Variables
Trace in St, Trace in P1, Trace in L1, . . . , Trace in Lj−1
Amount of entering-P1 payment, Amount of entering-P2 pay-
ment, . . . , Amount of entering-Pj payment
# actions in P1 after 31 days, # actions in P2 after 31 days, . . . , #
actions in Pj−1 after 31 days
Table 6.1: Explanatory variables considered for the transition PjLj
6.2.1.4 Variable standardisation
We could standarise each variable individually as in Section 2.2.1 on page 38, but
for these performance variables, we also would like to compare their effects across
the same category. For a specific transition, for example, we may be interested to see
which of the earlier transition times has the largest effect. Therefore, it is better to
standarise performance variables within their categories. That is, variables in the the
same category will have the same mean subtracted and will be divided by the same
standard deviation, where the mean and standard deviation are computed based on
all the data in that category.
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6.2.1.5 Choice of regression model
From Figure 6.2 on page 139, it is clear that all the LjPj+1 transitions can be modelled
using standard regression models in survival analysis, such as those we introduced
in Section 5.2 on page 108: the Cox proportional hazards model, the Cox model with
time-dependent covariates and models with time-varying coefficients. Compared to
the first two Cox models, models with time-varying coefficients offer a greater flex-
ibility in that they allow the effects of some covariates to change over time. How-
ever, the flexibility is obtained at the cost of computational intensity, which would
be particularly unfavourable in the estimation procedure when a model involves a
large number of covariates. For our settings in Figure 6.2 on page 139, the number of
covariates grows with the number of states an account visits, implying these flexible
models may not be appropriate on this occasion. Also, no time-dependent covari-
ates are yet considered at this stage, so, for simplicity, we choose to use the Cox
proportional hazards model to investigate the transitions LjPj+1, j = 1, . . . , J − 1.
The accounts in any of the Pj states, however, face a slightly different situation.
They are subject to two types of risks: they may settle from the paying state or they
may fall into severe delinquency and move to the state Lj . This clearly suggests a
competing risks model. Therefore, we can use the modelling techniques described
in Section 3.3.2 on page 62. As presented there, two different regression model-
ling strategies are applied in the competing risks framework. One is to model the
cause-specific hazards and the other is to model the cumulative incidence function.
Since the first approach can work perfectly within the Cox proportional hazards
framework, which makes comparisons with the modelling results of the transitions
LjPj+1 easier, we choose to model the cause-specific hazards for each of the com-
peting events using the Cox proportional hazards models. That is, when we are
considering a PjLj transition, accounts that have either settled in Pj or been stay-
6.2 Analysis of Severely Late Payers 143
ing in the Pj till the end of the observation period are regarded as censored. For
accounts in any of the Lj states, apart from the end of study censoring, censored ob-
servations can also appear when the collection company decides to stop recovering
the remaining debt from some of the accounts and writes off the accounts. However,
as this type of information is not provided, we will only consider the end of study
censoring.
One concern that arises is that as we reach the later transitions, the size of sample
shrinks as well as the frequency of events. This would easily cause overfitting prob-
lems. Therneau and Hamilton (1997) and Box-Steffensmeier et al. (2004) have sug-
gested three approaches to deal with low numbers of events in higher strata, which
are also applicable here for the later transitions. The first is to acknowledge the fact
that the regression results for these transitions are unstable. Second, we can set a
threshold such that the analysis is terminated after a certain number of transitions.
The final approach is to combine the later transitions so that all future transitions
are considered as being of the same type with the threshold number of transitions
perhaps chosen via cross validation Here we adopt the first approach.
6.2.2 Standard stepwise variable selection scheme
As introduced in Section 3.2.4.4 on page 57, stepwise variable selection scheme
provides a way to sequentially select significant variables among an array of co-
variates. Here, we shall consider stepwise regression based on forward selection.
The alternate procedure of forward selection and backward selection suggests that
two separate significance levels should be chosen for variable inclusion and elimin-
ation. Usually the first significance level is chosen to be slightly more stringent than
the second one to avoid repeatedly selecting the same variables. Here, we set the
significance level for including a variable to be PE = 0.10 and level of excluding a
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variable being PR = 0.15.
The set of potential factors is different for the transitions starting from an L state
than that from a P state. Without loss of generality, here we consider a transition
PjLj , for any j ∈ [1, J ]. We use capital letters to represent variables and lower case
letters for the values of variables associated with each individual. Let X denote the
qj explanatory variables we believe may affect the time of transition PjLj .
Step 1 : We start with a Cox proportional hazards model with only an intercept term.
Step 2 : Suppose the current model has k ∈ [1, qj−1] covariates with fitted coefficients
βˆk. We denote the corresponding maximised partial likelihood asL(βˆk), which
takes the form
L(βˆk) =
∏
i∈Uj
exp(βˆk
′
v
(k)
i )∑
r∈Rti exp(βˆk
′
v
(k)
r )
, (6.1)
where Uj is the set of uncensored individuals in the transition PjLj and v
(k)
i is
the values of the k covariates for individual i.
For the remaining qj − k variables in X that are not yet included in the model,
we examine their contributions to the current model one at a time. Assuming
v
(k,s)
i represents the vector of covariates that contains the k variables and one
of the candidate variables to be considered for inclusion, say Zs, s ∈ [1, qj − k],
the Cox regression model now updates to
λ(t; v
(k,s)
i ) = λ0(t) exp(β
′
k,sv
(k,s)
i ).
The associated maximised partial likelihood L(βˆk,s) is calculated from ( 6.1).
Making use of the likelihood ratio test to assess the significance of effect of
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variable Zs, the test statistic
W (βˆk, βˆk,s) = −2 log
{
L(βˆk)
L(βˆk,s)
}
(6.2)
has an asymptotic χ21 distribution under the assumption that variableZs has no
effect on the transition hazard. The tail probability p(k,s) = Pr(χ21 > W(βˆk, βˆk,s))
is then computed for variable Zs. The procedure is repeated for all the qj − k
remaining variables and the variable that gives min
s
(p(k,s)) is selected. To ascer-
tain that the selected variable is not just the most important variable but also
has statistical significance, we compare its p-value with the pre-determined
selection level pE . If it is smaller than pE , we add the variable to the model;
otherwise, we jump to Step 3.
With the added variable, the current model has k + 1 covariates, with cor-
responding partial likelihood L(βk+1). However, it is possible that once the
(k + 1)th variable enters the model, some of the previous k covariates are no
longer important. Therefore backward elimination is needed to remove any
variables that are no longer significant. For each of the previous k covariates,
we fit a Cox regression model without it, and compare the reduced partial
likelihood with L(βk+1) via the likelihood ratio test. The variable giving the
largest p-value that exceeds the pre-determined pR level is then removed from
the model. We repeat Step 2 with the updated model.
Step 3 : A final model with k significant covariates is achieved. This step occurs when
all variables have entered the model, or none of the remaining variables has a
p-value smaller than pE and all covariates in the model have p-values smaller
than pR.
We repeat the variable selection procedure for all the PL and LP transitions and
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the results are presented in Table 6.2 on the facing page and Table 6.3 on page 149.
A similar study of PS transitions is not presented here for reasons of brevity.
As we have seen in Table 6.2 on the facing page and Table 6.3 on page 149, no
background variables appear to be consistently significant for all transitions. In gen-
eral, PL transitions are more associated with background variables than the LP
transitions. However, all transitions seem to be closely associated with the duration
of previous transitions. In particular, almost all of the PL transitions are strongly de-
pendent on their most recent PL transition time, and the dependency is consistent
in that the longer the time it took for a preceding PL transition, the smaller the haz-
ard of the current PL transition. LP transitions also show noticeable dependence
on previous transition times, but only the first five LP transitions show dependence
on the most recent PL and LP transition times whereas the later transitions have
stronger relations with much earlier transitions.
In Table 6.2 on the facing page, the number of 31+ actions taken in state P1 ap-
pears to be a strong predictor for most of the PL transitions. This suggests that,
before any severely late payment occurred, an account that had received more ac-
tions after 31 days from collection agents were more likely to severely fall behind
the repayment plan for a number of times. This seems reasonable as the accounts
that received a higher volume of collection actions after 31 days are the ones who
frequently failed to make a repayment within 31 days, and hence are more likely to
become severely late in payments later on.
In Table 6.3 on page 149, the relation of LP transitions with the amount of pay-
ments also deserves some attention. For accounts that had only a few incidences of
severe delinquency, their likelihood of resuming payment was strongly affected by
the amount of the payment that had been made to restore the accounts from severe
delinquency last time, and also the percentage they have paid cumulatively. The
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Table 6.2: Results of applying tailored stepwise variable selection procedure on each LP transitions.
These selected variables are all significant at 10% level.
P1L1 P2L2 P3L3 P4L4 P5L5 P6L6 P7L7 P8L8 P9L9
Sex (Male) 0.13 0.30 -0.64 -3.31
Prod -0.12
/0.07
0.09/
0.55
-0.86
/0.30
1.53
/0.32
Grade (NOFN) -0.16 -0.64
Prepay
Balance -0.05 -0.16
ML
Age -0.07 -0.05 -0.26
ToL 0.15 0.05 0.24 -0.76
Portfolio Date
StP1 time 0.09 0.10
P1L1 time -0.24 -0.11 -16.2
L1P2 time 0.38 11.93
P2L2 time -0.34 -0.16 -0.38 -1.90
L2P3 time 74.2
P3L3 time -0.31
L3P4 time
P4L4 time -0.23
L4P5 time
P5L5 time -0.90 -21.5
L5P6 time 1.92
P6L6 time -2.03
L6P7 time 21.03 -28.1
P7L7 time -2.17
L7P8 time
P8L8 time
L8P9 time
% paid entering P1 0.20 0.36
% paid entering L1 -0.38
% paid entering P2 0.40
% paid entering L2 -0.12
% paid entering P3
% paid entering L3
% paid entering P4
% paid entering L4
% paid entering P5
% paid entering L5
% paid entering P6
% paid entering L6
% paid entering P7
% paid entering L7
% paid entering P8
% paid entering L8
% paid entering P9 1.11
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Table 6.2 on the preceding page continued
P1L1 P2L2 P3L3 P4L4 P5L5 P6L6 P7L7 P8L8 P9L9
# actions in St 0.11 0.06 -0.16
# actions in P1 0.09 0.44
# actions in L1 -0.26 0.21 -0.58
# actions in P2 0.11 12.77
# actions in L2 -1.30
# actions in P3
# actions in L3
# actions in P4
# actions in L4
# actions in P5
# actions in L5
# actions in P6
# actions in L6 -2.34
# actions in P7 -1.61 -2.59
# actions in L7
# actions in P8
# actions in L8
Trace in St
Trace in P1 1.80
Trace in L1
Trace in P2 0.60 -1.32
Trace in L2
Trace in P3
Trace in L3 -0.71
Trace in P4
Trace in L4 2.73
Trace in P5 -14.3
Trace in L5
Trace in P6
Trace in L6
Trace in P7
Trace in L7
Trace in P8
Trace in L8
£ leaving-St payment 0.33
£ leaving-L1 payment 0.36
£ leaving-L2 payment 0.20 7.61
£ leaving-L3 payment -6.0
£ leaving-L4 payment 0.55
£ leaving-L5 payment
£ leaving-L6 payment
£ leaving-L7 payment
£ leaving-L8 payment
# 31+ actions in P1 0.33 0.20 0.09 0.18 0.40 1.80
# 31+ actions in P2
# 31+ actions in P3 0.65
# 31+ actions in P4
# 31+ actions in P5 0.40 -0.83
# 31+ actions in P6
# 31+ actions in P7
# 31+ actions in P8
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Table 6.3: Results of applying tailored stepwise variable selection procedure on each LP transitions.
These selected variables are all significant at 10% level.
L1P2 L2P3 L3P4 L4P5 L5P6 L6P7 L7P8 L8P9 L9P10
Sex (Male) -0.34 -23.7
Prod
Grade (NOFN) -0.71 0.62
Prepay 52.6
Balance -0.09 0.16
ML -30.4
Age
ToL
Portfolio Date
StP1 time -0.19 -1.47
P1L1 time 0.05 0.10 -12.5
L1P2 time -0.30 -0.40
P2L2 time 0.17
L2P3 time -0.32
P3L3 time 0.13 0.33 1.00
L3P4 time -0.80 3.43 -38.9
P4L4 time 0.21
L4P5 time
P5L5 time 0.84
L5P6 time 1.92 -36.5 -23.9
P6L6 time
L6P7 time 49.6
P7L7 time 26.3
L7P8 time
P8L8 time
L8P9 time
P9L9 time
% paid entering P1
% paid entering L1 -0.20 0.28
% paid entering P2
% paid entering L2 -0.19
% paid entering P3
% paid entering L3
% paid entering P4
% paid entering L4 -0.10
% paid entering P5 0.80
% paid entering L5 -0.54
% paid entering P6
% paid entering L6
% paid entering P7 18.0
% paid entering L7
% paid entering P8
% paid entering L8
% paid entering P9
% paid entering L9
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Table 6.3 on the previous page continued
L1P2 L2P3 L3P4 L4P5 L5P6 L6P7 L7P8 L8P9 L9P10
# actions in St 0.04
# actions in P1
# actions in L1 -2.43
# actions in P2
# actions in L2 -0.35 -0.52 -67.4
# actions in P3 -0.40
# actions in L3 0.30 -1.89
# actions in P4
# actions in L4 -0.49
# actions in P5 -0.38 -24.4
# actions in L5
# actions in P6
# actions in L6
# actions in P7
# actions in L7
# actions in P8 -9.04
# actions in L8
# actions in P9
Trace in St -0.49
Trace in P1
Trace in L1 -13.1
Trace in P2 -1.49
Trace in L2 -0.65
Trace in P3 1.94
Trace in L3
Trace in P4 -43.8
Trace in L4 -9.59
Trace in P5
Trace in L5
Trace in P6
Trace in L6
Trace in P7 -16.8
Trace in L7
Trace in P8
Trace in L8
Trace in P9
£ leaving-St payment -0.08
£ leaving-L1 payment -0.22 -1.09
£ leaving-L2 payment -0.29 1.71
£ leaving-L3 payment -0.25
£ leaving-L4 payment
£ leaving-L5 payment
£ leaving-L6 payment
£ leaving-L7 payment
£ leaving-L8 payment
# 31+ actions in P1 -0.12
# 31+ actions in P2 0.12 -0.15
# 31+ actions in P3 -0.10
# 31+ actions in P4 0.38
# 30+ actions in P5
# 31+ actions in P6
# 31+ actions in P7 0.90 20.5
# 31+ actions in P8
# 31+ actions in P9
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higher the payment they have previously been required and the larger percentage
they have paid off, the lower the likelihood of coming out of delinquency this time.
We also notice that there are other results that we have difficulties in interpret-
ing. For example, in the sixth column of Table 6.3 on page 149, the transition L6P7
is shown to depend on the duration times of earlier StP1, P3L3, and L3P4 trans-
itions. It is not clear to us that why transition L6P7 does not depend on more recent
transition times but instead is associated unexpectedly with some earlier transition
times. Unexplained results are also found in other places of the tables. This, in
fact, is a common problem when using unconstrained variable selection procedure
to find important factors. In each selection step, variables that are not yet included
in the model are all equally considered, and the one giving the greatest contribution
in likelihood when included is then added to the model. Inevitably, the contribu-
tion may be affected by random errors, outliers in the data and, most significantly,
the correlation of the tested variable with the ones that are already included in the
model. One of the consequences is model overfitting, especially when there are a
number of variables to be fitted with only a limited amount of data. For example,
when fitting the model for transition L8P9, there are 89 variables considered with
only 28 data points and the resulting model with 14 significant covariates may have
the danger of being overfitted. Therefore, the unconstrained variable selection al-
gorithm may lead to models containing covariates that together give a great de-
scription of the current data, but it may not necessarily yield models that are robust
and easy to interpret. To pursue better interpretability and robustness, we introduce
a tailored stepwise variable selection scheme in the next section.
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6.2.3 Tailored stepwise variable selection scheme
Note that in Table 6.1 on page 141, the performance variables in the same category
are closely related in that they are measuring the same aspect of information on
the debt repayment process but at different repayment stages. When using this
information to predict the next transition, it is more sensible to give a high prior-
ity to the most recent information than considering all the historical information
as equally important. Motivated by this, we further divide some categories into
two sub-categoreis and then attach priorities to variables in each sub-category. The
revised list of categories is shown in Table 6.4, where the last two categories only in-
volve one type of transition. For ease of presentation, we let X(0) represent the set of
background variables and X(c) be the cth category of performance variables, where
c = 1, 2, . . . , 10. For each category X(c), c = 1, 2, . . . , 10, variables are ordered accord-
ing to their priorities: the oldest variable has the lowest priority and the last vari-
able representing the most up-to-date repayment behaviour has the highest priority.
Note that all background variables remain equally important, no order is given to
them.
X(0) Sex, Prod, Grade, Prepay, Balance, ML, Age, ToL, Portfolio Date
X(1) P1L1 time, . . . , Pj−1Lj−1 time
X(2) StP1 time, L1P2 time, . . . , Lj−1Pj time
X(3) % Paid entering L1, . . . , % Paid entering Lj−1
X(4) % Paid entering P1, % Paid entering P2, . . . , % Paid entering Pj
X(5) # actions in P1, . . . , # actions in Pj−1
X(6) # actions in St, # actions in L1, . . . , # actions in Lj−1
X(7) Trace in P1, . . . , Trace in Pj−1
X(8) Trace in St, Trace in L1, . . . , Trace in Lj−1
X(9) Amount of entering-P1 payment, Amount of entering-P2 pay-
ment, . . . , Amount of entering-Pj payment
X(10) # actions in P1 after 31 days, # actions in P2 after 31 days, . . . , #
actions in Pj−1 after 31 days
Table 6.4: Explanatory variables in expanded categories
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Therefore we can devise a variable selection procedure such that variables with a
high priority are considered first for inclusion before the variables with lower prior-
ities. To do this, we modify the stepwise variable selection algorithm by restricting
the set of candidate covariates in each selection step such that a performance vari-
able can only be introduced to the set when all its peers with higher priorities are
already included in the model.
Again without loss of generality, we consider a transition PjLj , for any j ∈
[1, J ]. By modifying the standard stepwise variable selection algorithm given in
Section 6.2.2 on page 143, we obtain the following tailored algorithm:
Step 1 : Like the standard stepwise selection, we start with a Cox proportional haz-
ards model with no explanatory variable.
Step 2 : Suppose the current model has k ∈ [1, qj−1] covariates and the corresponding
maximised partial likelihood is L(βˆk). As we have placed constraints on the
order that variables enrol in the candidate set, only some of the remaining
qj − k variables can be considered for inclusion at this step. These include:
1) the background variables in X(0) that are not yet included in the model,
and
2) the variable that has the highest priority out of the remaining variables in
each of the categories.
Similar to the standard stepwise forward selection, by adding each of the can-
didate variable into the current model, we fit a Cox regression model and ob-
tain a maximised partial likelihood. This likelihood is compared with L(βˆk)
through the likelihood ratio test. The test statistic of form ( 6.2 on page 145)
measures how significantly the added variable contributes to the current model.
Among all the candidate variables, the one giving the smallest p-value for the
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test is then added to the model if that p-value is also smaller than the pre-
determined selection level pE ; otherwise, we proceed to Step 3.
Again, followed by the forward selection step, we have to perform the back-
ward elimination procedure to re-examine the earlier k variables. This proced-
ure is also performed in a constrained manner in the tailored method, such
that among the included performance variables of the same category, only the
variable with the lowest priority can be considered for deletion. Each of these
covariates considered for deletion is then assessed by its likelihood contribu-
tion to the current model, with the presence of the k + 1th variable. The one
which, when removed, yields the maximum p-value is selected. To test for its
statistical significance, its p-value is compared to the pre-determined pR level.
If the p-value exceeds pR, the corresponding covariate is removed from the
model; otherwise, it remains. Either way, we go back to the beginning of Step
2.
Step 3 : A final model with k covariates is achieved. It should be pointed out that,
due to the constrained selection procedure, it is possible that some variables
may have never been tested throughout the selection, even though they might
contribute significantly to the model likelihood when included. Likewise, the
constrained backward selection may result in final models containing vari-
ables that are not individually statistically significant.
We repeat the variable selection procedure for all the PL and LP transitions and
the results are presented in Table 6.5 on the next page and Table 6.6 on page 157.
Compared to the results from standard stepwise variable selection procedure in
Table 6.2 on page 147 and Table 6.3 on page 149, the tailored method yields identical
results for earlier transitions P1L1, L1P2 , P2L2 and L2P3, but selects substantially
fewer variables for the remaining transitions.
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Table 6.5: Results of applying tailored stepwise variable selection procedure on each PL transitions.
These selected variables are all significant at 10% level.
P1L1 P2L2 P3L3 P4L4 P5L5 P6L6 P7L7 P8L8 P9L9
Sex (Male) 0.13 0.29 -0.79
Prod -0.12
/0.07
0.09/
0.53
-0.68
/0.50
1.21
/0.21
1.51
/1.76
Grade (NOFN) -0.15 -0.52
Prepay
Balance -0.05 -0.14
ML
Age -0.07 -0.05 -0.27
ToL 0.15 0.05
Portfolio Date 0.23
StP1 time 0.09 0.10
P1L1 time -0.24 -0.16
L1P2 time 0.38
P2L2 time -0.42 -0.15
L2P3 time
P3L3 time -0.34
L3P4 time
P4L4 time -0.27
L4P5 time
P5L5 time -0.003
L5P6 time
P6L6 time 0.006
L6P7 time
P7L7 time -0.007
L7P8 time
P8L8 time
L8P9 time
% paid entering P1 0.20
% paid entering L1 -0.38
% paid entering P2 0.40
% paid entering L2
% paid entering P3
% paid entering L3
% paid entering P4
% paid entering L4
% paid entering P5
% paid entering L5
% paid entering P6
% paid entering L6
% paid entering P7
% paid entering L7
% paid entering P8
% paid entering L8
% paid entering P9
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Table 6.5 on the previous page continued
P1L1 P2L2 P3L3 P4L4 P5L5 P6L6 P7L7 P8L8 P9L9
# actions in St 0.11 0.06
# actions in P1 0.09
# actions in L2 -0.26
# actions in P2 0.12
# actions in L2
# actions in P3
# actions in L3
# actions in P4
# actions in L4
# actions in P5
# actions in L5
# actions in P6
# actions in L6
# actions in P7
# actions in L7
# actions in P8
# actions in L8 0.10
Trace in St
Trace in P1
Trace in L1
Trace in P2
Trace in L2
Trace in P3
Trace in L3 -0.74
Trace in P4
Trace in L4
Trace in P5
Trace in L5
Trace in P6
Trace in L6
Trace in P7
Trace in L7
Trace in P8
Trace in L8 3.61
£ leaving-St payment 0.33
£ leaving-L1 payment 0.19
£ leaving-L2 payment 0.36
£ leaving-L3 payment
£ leaving-L4 payment 0.51
£ leaving-L5 payment
£ leaving-L6 payment 0.008
£ leaving-L7 payment
£ leaving-L8 payment
# 31+ actions in P1 0.33
# 31+ actions in P2
# 31+ actions in P3
# 31+ actions in P4
# 31+ actions in P5
# 31+ actions in P6
# 31+ actions in P7
# 31+ actions in P8 0.87
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Table 6.6: Results of applying tailored stepwise variable selection procedure on each LP transitions.
These selected variables are all significant at 10% level.
L1P2 L2P3 L3P4 L4P5 L5P6 L6P7 L7P8 L8P9 L9P10
Sex (Male) -0.30 0.53 -1.29
Prod -18.6
Grade (NOFN) 0.20 0.94
Prepay
Balance -0.08 0.21
ML -1.61
Age
ToL
Portfolio Date
StP1 time -0.19 -0.12
P1L1 time 0.05
L1P2 time -0.30 -0.42
P2L2 time 0.17
L2P3 time -0.34
P3L3 time 0.11
L3P4 time -0.52
P4L4 time
L4P5 time
P5L5 time 0.53
L5P6 time
P6L6 time
L6P7 time
P7L7 time
L7P8 time
P8L8 time
L8P9 time
P9L9 time
% paid entering P1
% paid entering L1 -0.20 0.28
% paid entering P2
% paid entering L2 -0.19
% paid entering P3
% paid entering L3
% paid entering P4
% paid entering L4
% paid entering P5 0.73
% paid entering L5 -0.46
% paid entering P6
% paid entering L6
% paid entering P7
% paid entering L7
% paid entering P8
% paid entering L8 0.28
% paid entering P9
% paid entering L9 1.20
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Table 6.6 on the preceding page continued
L1P2 L2P3 L3P4 L4P5 L5P6 L6P7 L7P8 L8P9 L9P10
# actions in St 0.04
# actions in P1
# actions in L1
# actions in P2
# actions in L2
# actions in P3
# actions in L3
# actions in P4
# actions in L4 -0.45
# actions in P5
# actions in L5
# actions in P6
# actions in L6
# actions in P7
# actions in L7
# actions in P8
# actions in L8
# actions in P9
Trace in St
Trace in P1
Trace in L1
Trace in P2
Trace in L2
Trace in P3
Trace in L3
Trace in P4
Trace in L4
Trace in P5
Trace in L5
Trace in P6 17.4
Trace in L6
Trace in P7 -16.6
Trace in L7
Trace in P8
Trace in L8
Trace in P9
£ leaving-St payment -0.08
£ leaving-L1 payment -0.22
£ leaving-L2 payment -0.29
£ leaving-L3 payment -0.40
£ leaving-L4 payment
£ leaving-L5 payment
£ leaving-L6 payment
£ leaving-L7 payment
£ leaving-L8 payment
# 31+ actions in P1 -0.12
# 31+ actions in P2
# 31+ actions in P3
# 31+ actions in P4
# 31+ actions in P5 0.45
# 31+ actions in P6 -0.65
# 31+ actions in P7 1.02 0.68
# 31+ actions in P8 0.81
# 31+ actions in P9
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In Table 6.5 on page 155, the diagonal feature of dependence still holds between
transition hazards and earlier transition times, except for the transition P8L8 where
the association with the most recent transition times no longer shows significance.
Apart from the first two PL transitions, subsequent PL transitions seem not to be
affected by the up-to-date percentage of balance paid. The transition P9L9, in par-
ticular, shows strong dependence on the number of actions in L8 and the number of
31+ actions in P8. Both variables describe the intensity of actions an account in state
P9 had just experienced. The results reveal that, for accounts that had frequently
fallen into severe delinquency, the need for frequent communications seems to in-
crease the risk of becoming severely overdue again.
Meanwhile, in Table 6.6 on page 157, early LP transitions still show significant
dependence on the most recent transitions times and the amount paid in their most
recent LP transition. In contrast, later LP transitions are more strongly associated
with the percentage of paid balance, the recent incidence of tracing action and the
number of 31+ actions made. Note no significant variable is selected for transition
L6P7.
Using the tailored stepwise variable selection algorithm, we manage to constrain
the dependency of future repayment behaviour on the most recently observed per-
formance of accounts, which we believe is a more sensible approach. However, it
may be questioned that whether it is necessary to model the transitions separately.
Figure 6.3 shows the kernel smoothed hazard function for each PL transition. As
we can see, although most of the hazard functions reach their maxima around 100
days, overall the functions span over different time ranges and particularly have
different trends at the tails. In Figure 6.3, similarity in the hazard functions can
be also found for the first few LP transitions, where the hazard rate drops rapidly
in early times and then decreases steadily. However, for the later LP transitions,
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their hazard functions vary significantly. Also, as it has been shown, although some
common factors are found among the transitions of same type, different transitions
are shown to have different sets of significant covariates. Therefore, if the purpose
of study is to learn, at an individual level, how future performance of an account
is affected by the past behaviour, the separate modelling may provide some useful
insight.
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Figure 6.3: Smoothed hazard function for each PL transition
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Figure 6.4: Smoothed hazard function for each LP transition
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6.3 Payers with Multiple Delinquencies
In Section 6.2.2 on page 143 and Section 6.2.3 on page 152, each of the PL and LP
transitions has been investigated individually to seek the underlying factors. In
this section, we will explore the possible similarities among the transitions of the
same type (a PL transition or a LP transition). However, when considering, for
example, all the PL transitions, P1L1 can be seen as different from the rest of the
PL transitions, as it represents the very first incidence of severe delinquency, and
therefore no comparable previous performance data are available. For this reason,
we exclude transition P1L1 from the following study. For the ease of presentation,
we name the PL transitions from P2L2 onwards as PL+ transitions. Similarly, LP+
transitions denote the set of LP transitions excluding L1P2.
6.3.1 Joint modelling
A straightforward method to seek any shared features among the homogenous trans-
itions is to see if the transitions are influenced by any common variables. From
Table 6.2 on page 147, Table 6.3 on page 149, Table 6.5 on page 155 and Table 6.6
on page 157, no variable seems to be constantly affecting all the PL+ transitions or
LP+ transitions. However, this may be owing to the fact that we have diminishing
samples for the later transitions such that the power of the likelihood ratio test is
compromised in assessing the variable significance. To resolve this, we suggest the
technique of joint modelling, where models are constructed simultaneously for all
the transitions under study and the resulting models contain the same set of jointly
significant variables. A variable is regarded as jointly significant if the product of its
likelihood contributions to each underlying transition is considerably large. Such a
variable is then included in all the models of underlying transitions; otherwise, the
variable appears in none of the models. When a variable is decided to be included
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in all the models, its effectiveness is determined individually for each transition by
fitting each model independently.
The variables we consider here for model building can be of the same form as
the ones in Table 6.4 on page 152. However, inspired by the diagonal feature re-
vealed in Table 6.5 on page 155 and Table 6.6 on page 157, we generate a more
uniform expression for the variables considered simultaneously in all the trans-
itions. For the variables in the cth category (c = 1, . . . , 10), they are expressed as
X(c) =
{
X
(c)
−1, X
(c)
−2, . . . , X
(c)
−d, . . .
}
under all transitions, where X(c)−d represents the
variable generated from the dth transitions ahead. Apparently, for a fixed d, X(c)−d
represents different variables when different transitions are considered.
The variable selection procedure is similar to that in the previous section. Again,
taking PL+ transitions as an example, we introduce an extra subscript j to differenti-
ate the quantities in different PL+ transitions. For each transition PjLj, j = 2, . . . , J ,
we start with a covariate free model.
The candidate variables for inclusion are of the form
Z = X(0) ∪
{
X
(c)
−1, c = 1, . . . , 10
}
for each transition. The vector X(0) denotes the set of background variables as in
Table 6.1 on page 141, whereas X(c)−1 represents the performance variable from cat-
egory c that was generated in the immediately preceding transition. Depending on
which specific transition is being considered, the variable X(c)−1 used in each model
differs. For example, for transition P2L2, X
(1)
−1 represents the duration of transition
L1P2, whereas when modelling P3L3,X
(1)
−1 represents the duration of transition L2P3.
The importance of each variable is measured by its likelihood contribution when in-
cluded in all the transition models. Suppose Zs is one of the candidate variables
in Z with fitted coefficients βˆs =
{
βˆ
(2)
s , βˆ
(3)
s , . . . , βˆ
(J)
s
}
for all the transitions. The
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corresponding maximised joint likelihood is
L(βˆs) =
J∏
j=2
L(βˆ(j)s ),
where L(βˆ(j)s ) is given by the formula ( 6.1 on page 144).
To test for overall effects of Zs on all the PL+ transitions, we construct the null
hypothesis:
H0 : βˆs =
{
βˆ(j)s , j = 2, . . . , J
}
= 0.
Comparing with the covariate free coefficients βˆ0 =
{
βˆ
(j)
0 , j = 2, . . . , J
}
, the associ-
ated test statistic is
W (βˆ0, βˆs) = −2 log
{
L(βˆ0)
L(βˆs)
}
= −2 log

J∏
j=2
L(βˆ(j)0 )
J∏
j=2
L(βˆ(j)s )

= −2
J∑
j=2
log
{
L(βˆ(j)0 )
L(βˆ(j)s )
}
=
J∑
j=2
W (βˆ
(j)
0 , βˆ
(j)
s )
As W (βˆ(j)0 , βˆ
(j)
s ), j = 2, . . . , J are independent and each is asymptotically χ21 distrib-
uted under the assumption that β(j)s = 0 or equivalently Zs has no effect on all the
PL+ transition rates, W (βˆ0, βˆs), as a sum of J−1 independently χ21 distributed vari-
ables, should follow a χ2J−1 distribution asymptotically under the null hypothesis.
The tail probability Pr(χ2(J−1) > W (βˆ0, βˆs)) is computed and compared among all
candidate variables in Z. The one giving the smallest probability is then selected.
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P2L2 P3L3 P4L4 P5L5 P6L6 P7L7 P8L8 P9L9
Time of the recent -0.22 -0.33 -0.30 -0.23 -0.78 -0.71 -1.63 -3.22
PL transition (0.03) (0.05) (0.09) (0.13) (0.24) (0.44) (0.68) (1.70)
# 31+ actions in the 0.31 0.02 -0.03 -0.03 0.03 0.08 -0.63 0.56
previous PL transition (0.03) (0.03) (0.04) (0.07) (0.08) (0.12) (0.33) (0.46)
£ payment out of 0.17 0.22 0.13 0.51 0.03 1.50 0.96 -0.34
the previous L state (0.02) (0.04) (0.08) (0.20) (0.46) (1.17) (0.67) (3.03)
# 31+ actions in the PL - 0.21 -0.03 0.01 -0.01 0.17 0.47 0.57
transition before the
previous one
(0.04) (0.05) (0.06) (0.10) (0.15) (0.28) (0.49)
Table 6.7: Results of jointly modelling the PL+ transitions. These selected variables are all
significant at the 0.1% level.
L2P3 L3P4 L4P5 L5P6 L6P7 L7P8 L8P9 L9P10
£ payment out of -0.35 -0.34 -0.34 0.25 -0.29 0.80 0.73 4.10
the previous L state (0.09) (0.13) (0.26) (0.19) (0.51) (1.16) (0.72) (2.61)
Time of the recent -0.31 -0.39 -0.40 -0.46 -0.30 -1.82 -1.53 -2.74
LP transition (0.07) (0.11) (0.18) (0.30) (0.42) (1.16) (1.17) (2.31)
Time of the recent 0.11 0.12 0.14 0.43 0.24 -0.20 1.32 0.95
PL transition (0.03) (0.05) (0.08) (0.14) (0.18) (0.42) (0.85) (1.59)
Table 6.8: Results of jointly modelling the LP+ transitions. These selected variables are all
significant at the 0.1% level.
The selected variable is then added to all transition models with the corresponding
coefficients βˆs. The variable selection procedure continues with the remaining vari-
ables in a similar manner as in Section 6.2.3 on page 152 such that the variable X(c)−d
can only be considered for inclusion when variables
{
X
(c)
−1, . . . , X
(c)
−(d−1)
}
are already
included in the transition models for the cth category.
The resulting models for PL+ transitions and LP+ transitions are displayed in
Table 6.7 and Table 6.8. The estimated coefficients as well as their standard errors
are presented. To avoid gaining a set of variables that exceed the number of obser-
vations for the later transitions, we control the significance levels at PE = 0.001 and
PR = 0.005 for both tables.
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As seen in Table 6.7 on the previous page and 6.8 on the preceding page, the jointly
significant variables are listed. Where a variable is not available for the correspond-
ing transition, its cell is marked as“-” in the tables. The first row of Table 6.7 on
the previous page shows the dependence of PL+ transitions on the most recent PL
transition times. All the regression coefficients are consistently signed negative, in-
dicating a lower hazard of a further PL transition being observed for accounts that
have experienced a longer time in the previous PL transition. This agrees with the
findings in Table 6.5 on page 155, illustrated by the diagonal feature in the second
block. Moreover, the amount paid to resolve the previous delinquency has an im-
pact on PL+ transitions. A larger amount seems to increase the risk of further de-
linquency in repayment at almost all times. PL+ transitions were also shown to
be affected by the number of 31+ actions taken in the recent two PL transitions.
For LP+ transitions, three variables were shown to be jointly significant at the 0.1%
level. Consistent with the discovery in Table 6.6 on page 157, the hazard of step-
ping out of a severe delinquency was often dependent on the length of time taken
to resolve the previous delinquency and the time taken to get into the current delin-
quency. The amount an account paid to resolve the previous delinquency also had
an impact on how soon the current delinquency can be resolved, but the impact was
not operating in a consistent way for all LP+ transitions.
It should be pointed out that joint modelling forces all transitions to depend on
what is relatively the same set of variables. On one hand, we may have comprom-
ised the explanatory power of the models for early transitions, where a rich set of
data is available and more variation in the data can be explained if a larger set of
factors are allowed into the model. On the other hand, the model results in Sec-
tion 6.2.2 on page 143 and Section 6.2.3 on page 152 for later transitions have been
shown to be unstable due to the size of sample that modelling was based on. If
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one or a few of the data were mistakenly collected, the resulting regression model
would be substantially different. With joint modelling, however, the variables, al-
though fitted separately in each transition, are determined jointly by all transitions.
Hence the models resulted are more robust for the later transitions.
6.3.2 Modelling with range variables
When constructing models in Section 6.2.3 on page 152 and 6.3.1 on page 162, the
most recently observed repayment performance has been given priority over the
older observations in contributing to the hazard models. Sometimes, however, outly-
ing historical observations can also have long-term impacts. For example, if an ac-
count had an exceptionally long delinquency period, its subsequent transitions may
all be substantially affected, not just one that immediately followed. To take into
account such situations, we construct range variables, Maximum and Minimum, for
each main category of performance variables. Together with the most recent values
of each variable, each aspect of historical performance can then be regarded as being
summarised by the these components. Therefore, for each PL+ or LP+ transition,
the set of explanatory variables to be explored are expressed as
X˜ = X(0) ∪
{
(X(c)max, X
(c)
min, X
(c)
−2, X
(c)
−1), c = 1, . . . , C
}
.
As no priority is given to any of the variables in X˜, the standard variable selection
procedure described in Section 6.2.2 on page 143 is applied. Note that unlike the
vector X in Section 6.2.2 on page 143, the length of X˜ is fixed for all PL+ or LP+
transitions. The modelling results are given in Table 6.9 on the following page and
Table 6.10 on page 169.
In fact, the models with range variables provide a compromise between the mod-
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P2L2 P3L3 P4L4 P5L5 P6L6 P7L7 P8L8 P9L9
Sex (Male) 0.32
Prod
Grade (NOFN) -0.16 -0.42
Prepay
Balance -0.13
ML
Age -0.05 -0.30
ToL 0.06
Portfolio Date 0.22
Max. transition time 0.16 -0.09
Min. transition time 0.65 1.52
The previous PL transition time -0.40 -0.32 -0.33 -0.30 -0.77 -1.60
The previous LP transition time 0.22
Min. % paid when entering a state 0.25
% paid when entering the previous L
state
-0.19
% paid when entering the current P
state
0.24
Max. # actions in a state
Min. # actions in a state
# actions in the previous P state 0.10
# actions in the previous L state -0.29
Any trace?
Trace in all states?
Any trace in the previous P state?
Any trace in the previous L state? -0.70
Max. £ payment out of a L state
Min. £ payment out of a L state 1.79
£ payment out of the pervious L state 0.09 0.20
Max. # 31+ actions in a P state - 0.83
Min. # 31+ actions in a P state - 0.29 1.46
# 31+ actions in the previous P state 0.33
Table 6.9: Results of introducing range variables into modelling the PL+ transitions . These
selected variables are all significant at the 5% level.
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L2P3 L3P4 L4P5 L5P6 L6P7 L7P8 L8P9 L9P10
Sex (Male) -0.29
Prod
Grade (NOFN)
Prepay
Balance 0.19
ML -5.68
Age -0.78
ToL
Portfolio Date
Max. transition time -77
Min. transition time -199
The previous transition LP time -0.31 -0.39 -0.48
The previous transition PL time 0.11 0.11
Min. % paid when entering a state -1.44
% paid when entering the previous L
state
0.73
% paid when entering the current P
state
-0.47
Max. # actions in a state
Min. # actions in a state
# actions in the previous L state -0.40
# actions in the previous P state
Any trace? -0.36
Trace in all states?
Any trace in the previous L state?
Any trace in the previous P state? -0.18
Max. £ payment out of a L state
Min. £ payment out of a L state
£ payment out of the pervious L state -0.35 -0.34 -0.51
Max. # 31+ actions in a P state -0.18
Min. # 31+ actions in a P state 4.59
# 31+ actions in the previous P state 0.41
Table 6.10: Results of introducing range variables into modelling the LP+ transitions. These
selected variables are all significant at the 5% level.
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els derived from the standard variable selection method and from the tailored meth-
ods. For the tailored selection procedure, dependence of hazards on older inform-
ation is not allowed unless all the newer information has been shown to affect the
hazards; On the contrary, the standard variable selection method allows transition
hazards to be freely dependent on any information, but the resulting models are
often swamped by too much older information. The modelling strategy of incorpor-
ating variables (X(c)max, X
(c)
min, X
(c)
−2, X
(c)
−1) controls the type and age of information that
is allowed in constructing the model.
Compared to Table 6.5 on page 155, Table 6.9 on page 168 gives very similar
results. The dependence of PL transitions on the times of their previous PL trans-
itions is again significant. An interesting finding is discovered for transition P4L4.
Besides the transition time and trace variables which are indicated by both mod-
els, the hazard of transition P4L4 in Table 6.9 on page 168 is also dependent on the
minimal amount that has been paid to end previous delinquencies. Accounts which
always made larger out-of-delinquncy payments have a higher risk of falling into
delinquency again. The results displayed in Table 6.10 on the previous page are
also consistent with our findings in Table 6.6 on page 157. The large and negat-
ively signed coefficient of the minimal transition time for transition L8P9 reflects the
combined effects of earlier transition times shown in Table 6.3 on page 149.
6.4 Examination of Proportional Hazard Assumption
A key assumption of the Cox proportional hazards model of form ( 3.15 on page 54)
is the time independence of the covariates in the hazard function. That is, for two
individuals i and j with different covariate vectors Xi and Xj , the ratio of the hazard
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function
λ(t; Xi)
λ(t; Xj)
=
λ0(t) exp(β
′Xi)
λ0(t) exp(β′Xj)
= exp(β′(Xi −Xj))
does not vary with time.
There are two streams of approaches proposed to establish the validity of the
proportional hazards assumption. One is using graphical methods, which have
been proposed by Kay (1977), Andersen (1982), Arjas (1988), Schumacher (1990),
etc. In particular, the Andersen (1982) plots are based on the estimated cumulative
baseline hazard rates. The plots assess each covariate for the assumption separately
by fitting stratified models on the covariate being tested. The estimated cumulative
baseline hazard functions for levels of a stratifying variable are then plotted against
each other. If the proportionality assumption holds, the plotted curves should be
approximately straight lines through the origin and the slope of the lines should
reflect the proportionality constant. Following on from this, Schumacher (1990) pro-
posed to plot the difference of log cumulative baseline hazards versus time. Arjas
(1988), on the other hand, suggested to compare the estimated cumulative number
of events to the observed number of events for each covariate being examined for the
assumption. Nevertheless, most of the graphical tests suffer from two drawbacks.
First of all, in order to construct stratified models, continuous covariates have to be
categorized more or less arbitrarily. Moreover, in practice, these plots may be quite
difficult to interpret, as it is unclear how large deviations from the null hypothesis
should be accepted and sometimes the conclusion could be highly subjective (Lin
and Wei (1991), Martinussen and Scheike (2006)).
Numerous analytical approaches focusing on testing for goodness-of-fit have
also been studied, such as in Cox (1972), Wei (1984), Therneau et al. (1990), Grambsch
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and Therneau (1994). In this section, we will be focusing on the score test developed
by Grambsch and Therneau (1994). This method has the strength of ease in applic-
ation and ability to visualize the test. To illustrate the method, we first describe the
Schoenfeld residual (Schoenfeld, 1982). Let Xk be the p × 1 covariate vector for the
individual who has an event at time tk. With no tied event times, the Schoenfeld
residual at event time tk is a p× 1 vector defined as
sk = Xk − x¯(βˆ, tk). (6.3)
x¯(βˆ, tk) is the weighted mean of the covariate vector over observations still at risk
at time tk (a generalisation of ( 3.19 on page 56)),
x¯(βˆ, tk) =
∑
i∈Rtk exp(βˆ
′Xi)Xi∑
i∈Rtk exp(βˆ
′Xi)
where Rtk denotes the risk set at time tk and βˆ is the estimated regression coefficient
coming from a fitted Cox proportional hazards model.
The scaled Schoenfeld residuals are Schoenfeld residuals ( 6.3) adjusted by an
estimate of their covariance matrix (Grambsch and Therneau, 1994),
s∗k = V
−1(βˆ, tk)sk,
where
V (βˆ, tk) =
∑
i∈Rtk exp(βˆ
′Xi)[Xi − x¯(βˆ, tk)][Xi − x¯(βˆ, tk)]∑
i∈Rtk exp(βˆ
′Xi)
is the weighted variance matrix of the covariate vector at time tk.
As an alternative to the Cox proportional hazards model in ( 3.15 on page 54),
suppose
λ(t; X) = λ0(t) exp(β(t)
′X)
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where the time-varying coefficient for the jth covariate can be expressed as
βj(t) = βj + γjgj(t)
and gj(t) is a known function of time. Grambsch and Therneau (1994) show that
βj(tk) ≈ βˆj + E(s∗jk), which suggests that a smoothed plot of the scaled Schoenfeld
residuals versus time, or a function of time, may provide a way to assess whether
the coefficient γj is zero or not. A smooth line of nonzero slope is evidence against
proportional hazards. A formal univariate test for non-proportionality for the jth
covariate is also established (see Therneau and Grambsch, 2000) based on the least
squares slope fitted to the scaled Schoenfeld residuals with respect to the time trans-
formation gj(t) ≡ g(t); the test statistic is given by
Tj =
{∑k(g(tk)− g¯)s∗jk}2
dIjj∑k(g(tk)− g¯)2 (6.4)
where g¯ is the mean of the g(tk)’s and Ijj is the (j, j)th element of the inverse of the
information matrix I(βˆ) given by
I(βˆ) =
∑
k
V (βˆ, tk).
One problem with the significance test for a nonzero slope is that, because it is based
on a least squares test on the scaled Schoenfeld residuals, it is heavily influenced by
outliers. Time transformations that are less influence by outliers include ranked time
and the Kaplan-Meier transformation g(t) = 1− SˆKM(t), and in particular the latter
is less sensitive to censoring patterns (Therneau and Grambsch, 2000).
Therneau and Grambsch (2000) also pointed out that by choosing different time
transformations g(t), the score test gives many of the suggested goodness-of-fit tests
174 Modelling Repayment Behaviour
in the literature. For example, if g(t) is a specific function of time, then the test is
equivalent to the test of adding the time-dependent covariate Z(t) = g(t)X into the
model, a test for proportionality that was initially suggested by Cox (1972). The
choice of g(t) reflects the type of departure from proportionality that is aimed to test
for, and thus may result in different conclusions.
By considering this, we performed the score tests with g(t) = t, g(t) = log(t)
and g(t) = 1 − SˆKM(t) on each of the PL and LP transition models in Table 6.5 on
page 155 and Table 6.6 on page 157, which are fitted using tailored stepwise vari-
able selection procedure (see Section 6.2.3 on page 152). For PL transition models,
none of the models appear to violate the proportional hazard assumption when no
transformation is taken on the time axis, and DoL gives p-values less than 0.01 in
transition P1L1 under both the log and Kaplan-Meier transforms. A graphical illus-
tration is given in Figure 6.5 on the next page, where the scaled Schoenfeld residuals
for the covariate DoL are plotted against the three types of time scales respectively.
A natural spline fit with four degrees of freedom (Therneau and Grambsch, 2000) is
also added to each of the plots to highlight the change of the regression coefficient
versus the time function g(t). As we can see, a diminishing effect of DoL on the haz-
ard is shown in the first 200 days for the log and Kaplan-Meier transforms, whereas
the changing effect is less obvious in the first plot. For LP transition models, cov-
ariate #31+ actions in P1 for transition L1P2 and covariate L1P2 time for transition
L2P3 are identified as violating the proportionality assumption significantly under
all three transforms.
Again, scatterplots of the scaled Schoenfeld residuals for the two covariates are
given in Figure 6.6 on page 176 and Figure 6.7 on page 177. Under either transform-
ation of the time axis, the effect of #31+ actions in P1 which starts with a slightly neg-
ative impact on the hazard increases rapidly after around 60 days and becomes more
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Figure 6.5: Smoothed scaled Schoenfeld residual plots for covariate DoL in transition P1L1 under
the time transformations g(t) = t, g(t) = log(t) and g(t) = 1− SˆKM (t) respectively. The estimated
coefficient βˆ for covariate DoL in the fitted model is 0.15.
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Figure 6.6: Smoothed scaled Schoenfeld residual plots for covariate #31+ actions in P1 in transition
L1P2 under the time transformations g(t) = t, g(t) = log(t) and g(t) = 1− SˆKM (t) respectively. The
estimated coefficient βˆ for the covariate in the fitted model is −0.12
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positive over time. The smooth curve is notably different for the non-transform test
as a small set of residuals at higher time points appears to strongly influence the
curve.
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Figure 6.7: Smoothed scaled Schoenfeld residual plots for covariate L1P2 time (T3) in transition
L2P3 under the time transformations g(t) = t, g(t) = log(t) and g(t) = 1− SˆKM (t) respectively. The
estimated coefficient βˆ for covariate L1P2 time in the fitted model is −0.29
An increasing effect is also found in Figure 6.7 for covariate L1P2 time. Instead of
having a constantly negative effect on the L2P3 hazard all of the time, as suggested
by −0.29, the estimated coefficient for L1P2 time in the fitted model (Table 6.6 on
page 157), the covariate appears to only have a negative impact on the hazard in the
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first 30 days and changes into a positive effect after the first 100 days. To interpret
this in our context, for accounts that experienced severe delinquency for the second
time, within the first month of entry, the tendency to return to regular paying status
was higher for accounts that have had taken a relatively shorter length of time to
resolve their first severe delinquency (i.e. shorter duration of L1P2 transition). Three
months later, however, among the accounts that were still in delinquency, the ones
which have had a relatively longer duration of L1P2 transition had a higher like-
lihood to start paying again. From Figure 6.7 on the preceding page, the positive
effect of L1P2 time seems to be caused by the subjects yielding large and positively
signed scaled Schoenfeld residuals at the right end of the plot. A closer investiga-
tion reveals that these subjects all had experienced an extremely long L1P2 transition
time (ranging from 510 days to 1106 days), such that when comparing to the other
delinquent accounts, their quicker transitions are largely attributed to the effect of
L1P2 time.
There are several options that can be used as alternatives to a proportional haz-
ards model. One alternative is to stratify the model on a covariate with non-proportional
hazards. This could be a solution for the discrete covariate #31+ actions in P1, but
for covariates DoL and L1P2 time, stratification involves arbitrary grouping of the
continuous covariates. Another option is to partition the time axis into sections
where proportional hazard holds (Schemper, 1992). Thus, for example, to handle
the time-varying effect of L1P2 time for transition L2P3, we could partition the time
axis at the 100th day and fit separate models for the two disjoint time periods. An-
other alternative is to use the semiparametric additive hazards model suggested by
McKeague and Sasieni (1994) which allows for a time-varying effect for some of the
covariates while the effect of others is assumed to be constant.
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6.5 Predictive Accuracy of Models
Ideally, the predictive performance of models would be assessed by making predic-
tions on an independent sample which are obtained from the same population but
not used in the model fitting. The discrepancies in the predictions are then com-
puted and serve as a measure of predictive value of the fitted models. However, in
our study of the PL and LP transitions, an independent test data set is often not
realistic, especially for the transitions that are rare in observations. Two resampling
methods are commonly used to assess the performance of models when making
predictions to independent subjects.
K-fold cross validation (e.g. Hastie et al., 2001), as we introduced in Section 4.3.3
on page 92, is a frequently used resampling method. If k is chosen to be the size
of the full sample, the process is called leave-one-out cross validation, where, each
time, prediction is made for a single subject using a classifier that is trained on all
the remaining subjects. The predictive accuracy is then measured by averaging the
predictive performance across the entire sample.
Alternatively, bootstrap samples can be randomly drawn with replacement from
the original data. The model is then fitted to one of the bootstrap samples and
validated using the subjects that were not selected. Repeated implementation of
this procedure gives a measure of predictive performance that is averaged across
many samples. However, with replacement, each bootstrap sample will only in-
clude around 63% of the observations in the original data on average (Efron and
Tibshirani, 1993), using less information to train the model, the measure tends to be
positively biased. To adjust for this, Efron and Tibshirani (1997) proposed a 0.632+
estimator which balances the upward bias of bootstrap etimates by linear combin-
ation with the downward bias of apparent error, which arises when predictive per-
formance is estimated on the original data that are used to build the model. For
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details, see Efron and Tibshirani (1997) and Gerds and Schumacher (2007).
To avoid these complications and others in the bootstrapping procedure, we use
leave-one-out cross validation to compute the following measures of predictive ac-
curacy.
6.5.1 Prediction error curves
When assessing the performance of a predictive model for dichotomous outcomes,
the Brier score (Brier, 1950) is the most widely used measure. It is expressed as the
squared difference between observed status and the predicted probability. In the
context of survival data, where the predicted survival as well as the actual status are
usually available as functions of time, a time-dependent adaption of the Brier score
is naturally considered (Graf and Schumacher, 1995; Gerds and Schumacher, 2006).
Suppose there are N subjects in the sample, the time-dependent Brier score is given
by
BS(Sˆ, t) =
1
N
N∑
i=1
(Yi(t)− Sˆ(t|Xi))2, (6.5)
where Sˆ(·) is the estimated survivor function.
However, the measure is biased for survival data with censored observations.
To resolve this, Korn and Simon (1990) introduced a general loss function to incor-
porate random censorship in the survival data. However, it has been shown that
their measure can lead to a bias when the survival model is incorrectly specified
(Gerds and Schumacher, 2006). This is particularly problematic for a performance
measure which aims to compare different and potentially misspecified models. For
this reason, Graf et al. (1999), Gerds and Schumacher (2006) and Uno et al. (2007)
developed methods that use an inverse probability of censoring weights (IPCW) to
reweight individual contributions to the Brier score in ( 6.5), as a way to compensate
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the loss of information due to censoring. Therefore, the weighted Brier score is given
by
WBS(Sˆ, t) =
1
N
N∑
i=1
(Yi(t)− Sˆ(t|Xi))2W (t, Gˆ,Xi), (6.6)
where the weight function W (t, Gˆ,Xi) depends on Gˆ(t), the estimation for the dis-
tribution of censoring times and individual covariates. By assuming the weighting
scheme is independent of the survival model, Graf et al. (1999) used the Kaplan-
Meier estimator for the censoring distribution. Under the weaker assumption of
conditional independence between the censoring and survival time given the cov-
ariates, Gerds and Schumacher (2006) allowed for a censoring mechanism that may
depend on covariates.
Here we assume the censoring time is independent of the predictors in the model
and use the Kaplan-Meier estimator for the censoring distribution. Letting Sˆ(−i)(·)
and W(−i)(·) respectively denote the estimated survival function and weight func-
tion when observation i is left out, the leave-one-out cross-validated estimator for
WBS(Sˆ, t) is then defined as
WBScv(Sˆ, t) =
1
N
N∑
i=1
(Yi(t)− Sˆ(−i)(t|Xi))2W(−i)(t, Gˆ,Xi). (6.7)
The estimator measures the average loss incurred when the survival probability of
one subject is predicted using all the other subjects. We compute the estimates for
each of the models derived from the standard variable selection method and the
tailored method. The resulting estimates along with a benchmark prediction error
curve which is also obtained using the marginal Kaplan-Meier estimator that ig-
nores all covariate information and plays a similar role to the null model in linear
regression are plotted in Figure 6.8 on the next page and Figure 6.9 on page 183.
As the two selection methods yield the same optimal model for the first few
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Figure 6.8: Comparisons of prediction error curves of Kaplan-Meier model, models resulting from
the standard variable selection procedure and from the tailored variable selection procedure
respectively for each of the transitions, in which the latter two techniques yield different optimal
models.
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Figure 6.9: Comparisons of prediction error curves of Kaplan-Meier model, models resulting from
the standard variable selection procedure and from the tailored variable selection procedure
respectively for each of the transitions, in which the latter two techniques yield different optimal
models.
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transitions, their error curves are not compared in Figure 6.8 on page 182 and Fig-
ure 6.9 on the preceding page. Note that for each of the transitions studied in Fig-
ure 6.8 on page 182 and Figure 6.9 on the preceding page, the tailored variable selec-
tion method yields a model with fewer parameters than the model from the stand-
ard selection method. For the first four transitions in both Figure 6.8 on page 182 and
Figure 6.9 on the preceding page, the parsimonious models have achieved the same
predictive performance as the models containing a greater number of variables. The
standard method outperforms the tailored method in the last few transitions, where
the samples are relatively small and the difference between the resulting models
becomes more noticeable.
6.5.2 Cross-validated likelihood
Let Ω be the set of all possible transitions. In the Cox proportional hazards frame-
work, the hazard function of an individual i in a transition procedure ω, ω ∈ Ω, is
specified via the relationship
λi(t;ω,Xi) = λω,0(t) exp(β
′
ωXi), (6.8)
where λω,0(t) is the baseline hazard rates for transition ω, Xi denotes the vector
of covariates for individual i and βω is the transition-specified parameter vector.
The individual can contribute to the full likelihood function Lf (βω) in one of the
following two ways:
1) If individual i has an event at time ti (i.e. δi = 1), then under the Cox propor-
tional hazards model ( 6.8 on the preceding page), its contribution takes the
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form
f(ti) = f(ti;βω,Xi)
= λω,0(ti)Sω,0(ti)
exp(β′ωXi) exp(β′ωXi). (6.9)
Sω,0(t) is the baseline survivor function corresponding to λω,0(t).
2) If individual i is censored at time ti (i.e. δi = 0), under the Cox model ( 6.8 on
the facing page) it contributes a survivor term S(ti), which is given by
S(ti) = S(ti;βω,Xi)
= exp(−Λω,0(ti) exp(β′ωXi)) (6.10)
with Λω,0(t) being the cumulative baseline hazard function of transition ω.
Thus, combining all the observations in transition ω, the full likelihood function is
given by
Lf (βω) =
∏
i∈Uω
f(ti;βω,Xi)
∏
i∈Cω
S(ti;βω,Xi), (6.11)
where Uω and Cω are the disjoint sets representing the uncensored and censored
individuals in transition ω respectively.
Now we seek to estimate the density function in ( 6.9) and survivor function
in ( 6.10). From ( 3.24 on page 60), the Kalbfleisch and Prentice (1973) estimator
for the baseline survivor function and the survivor function for individual i with
covariate vector Xi can be obtained via the relationship S(t; X) = S0(t)exp(β
′X) under
the proportional hazards framework.
However, as a generalisation of the Kaplan-Meier estimator in the presence of
covariates, the product-limit estimator ( 3.24 on page 60) for the baseline survivor
function suffers from the same drawback as the Kaplan-Meier ( 3.10 on page 51).
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That is, if the largest observed time is an event time, the estimate yields zero prob-
ability beyond that time point. If ti in ( 3.24 on page 60) happens to be the last obser-
vation, the Kalbfleisch and Prentice (1973) estimate of survival will be zero and so
will be the full likelihood. To avoid such estimation problems in the right-hand tail,
we employ the Breslow (1972) estimator for the baseline cumulative hazard ( 3.21
on page 59), which gives
Λˆω,0(ti; βˆω) =
∑
tk≤ti
1∑
j∈Rtk
exp(βˆ′ωXj)
. (6.12)
This is an extension of the Nelson-Aalen estimator ( 3.12 on page 52) without co-
variates. Substituting the estimator ( 6.12) into ( 6.10 on the preceding page), the
hazard-based survivor estimator corresponding to Xi is then given by
Sˆ(ti; βˆω,Xi) = exp
−∑
tk≤ti
exp(βˆ′ωXi)∑
j∈Rtk
exp(βˆ′ωXj)
 . (6.13)
The survivor estimator ( 6.13) is a step function with downward jumps at each of the
observed event times. Suppose t−i,ω = (t(1), . . . , t(|Uω |−1)) are the ordered event times
in transition ω excluding the event time ti of individual i, and t(k) ≤ ti < t(k+1) for
some k ∈ {1, . . . , |Uω| − 2}, then by the relation f(t) = − d
dt
S(t), a discrete estimator
for the density function in ( 6.9 on the preceding page) can be expressed as
fˆ(ti;βω,Xi) =
Sˆ(t(k); βˆω,Xi)− Sˆ(t(k+1); βˆω,Xi)
t(k+1) − t(k) . (6.14)
Now, consider the likelihoodL(−i)(βω), the partial likelihood of form ( 3.16 on page 55)
when observation i is excluded. The estimate of βω that maximises L(−i)(βω) is de-
noted by βˆ(−i)ω . By replacing βˆω with βˆ
(−i)
ω in ( 6.13) and in (6.14), we can derive the
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(leave-one-out) cross-validated log-likelihood CVL for transition ω:
CVLω =
∑
∀i
∑
t(k)∈t−i,ω
Iti∈[t(k),t(k+1))
{
δi log(
Sˆ(t(k); βˆ
(−i)
ω ,Xi)− Sˆ(t(k+1); βˆ(−i)ω ,Xi)
t(k+1) − t(k) )
+(1− δi) log(Sˆ(t(k); βˆ(−i)ω ,Xi))
}
. (6.15)
For a given model, CVLω measures how well each observation can be predicted
using the rest of observations and thus can be used as a measure of predictive per-
formance.
To compare the predictive performance of the models derived using different
strategies, we use the total cross-validated log-likelihood
CVL =
∑
∀ω∈Ω
CVLω.
Note that the modelling results presented in Section 6.2.2 on page 143, 6.2.3 on
page 152, 6.3.1 on page 162 and 6.3.2 on page 167 are derived under a specific pair
of selection levels (PE, PR). The results can be greatly affected if a different pair of
selection levels are selected. A higher selection level will result in models with a
larger number of variables. Also different modelling techniques may have different
suitable selection levels. Therefore, without any justification, it would be unconvin-
cing to compare all the modelling techniques based on the same pair of selection
levels. A range of matched significance levels
(PE,PR) = {(0.001, 0.005), (0.01, 0.05), (0.05, 0.10), (0.10, 0.15), (0.15, 0.20)}
are considered for each modelling strategy. Comparisons will be made based on the
maximal log-likehood achieved among the range of levels.
188 Modelling Repayment Behaviour
The set of modelling strategies to be considered include modelling with the
standard stepwise variables selection procedure, modelling with the tailored vari-
able selection procedure, joint modelling and modelling with range variables. Recall
that the latter two strategies have only been applied on the PL+ and LP+ trans-
itions. Their likelihood CVLω is undefined for ω ∈ {P1L1, L1P2}. In order to make
all the strategies comparable, the models for P1L1 and L1P2 under the two mod-
elling methods are set to be the same as that resulting from the standard variable
selection approach.
For comparison purposes, we also apply the joint modelling technique on the
full set of PL and LP transitions (i.e. the ones including P1L1 and L1P2) to obtain
variables that are jointly significant for all PL or LP transitions. To avoid confusion,
we name this strategy ’all-inclusive joint modelling’. In the comparison study, we
also consider the covariate-free models, of which the likelihoods are given by the
Breslow estimate of survivor function S(t) ( 3.13 on page 52). Their likelihoods are
invariant to the variable selection levels and can be regarded as a benchmark that
reflects the likelihood of observing the survival data when none of the individual
characteristic information is taken into consideration. It is also possible that for a
low selection level PE , no variable is detected to be as significant as required. In
such cases, the covariate-free model is equivalent to the optimal model and thus the
corresponding likelihoods should equal to the benchmarking ones.
The cross-validated log-likelihood CVL is shown in Table 6.11 on the facing page
for each combination of selection levels and each aforementioned modelling strategy
from Table 6.11 on the next page. From the table, we can see that models resulting
from the standard stepwise variable selection procedure and tailored variable selec-
tion procedure yield similar cross-validated likelihoods and both are competitively
higher than the rest of the modelling strategies. Models involving range variables
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Covariate-
free
Model
Standard
stepwise
selection
proced-
ure
Tailored
stepwise
selection
proced-
ure
All-
inclusive
joint mod-
elling
Joint mod-
elling
Modelling
with range
variables
(0.001, 0.005) -74524.36 -74065.57 -74088.43 -74520.85 -74369.51 -74120.84
(0.01,0.05) -74524.36 -73978.37 -74006.97 -75219.69 -74794.54 -74092.72
(0.05,0.10) -74524.36 -74027.59 -73967.88 -76051.48 -75515.64 -74156.52
(0.10, 0.15) -74524.36 -74025.45 -73954.93 -75781.62 -76101.19 -74426.49
(0.15, 0.20) -74524.36 -74449.77 -74290.29 -76956.25 -75558.29 -74641.26
max(CVL) -74524.36 -73978.37 -73954.93 -74520.85 -74369.51 -74092.71
Table 6.11: Results of comparing the overall likelihoods of different modelling techniques over a range of
matched significance levels
give a higher likelihood than the two joint modelling strategies.
A lower likelihood resulting from all-inclusive joint models implies that the vari-
ables which are jointly selected by all PL (or LP ) transitions provide a less satisfact-
ory predictive performance than the ones selected without contributions from the
first transition. A possible explanation for this is that the variable selection proced-
ure has been dominated by the early transitions which have larger samples than the
later transitions.
Verweij and Houwelingen (1993) has also proposed a way of calculating cross-
validated likelihood for Cox proportional hazards models. Using our notations,
their described cross-validated likelihood cvl for transition ω equals
cvlω =
∑
∀i
log
(
L(βˆ(−i)ω )
L(−i)(βˆ(−i)ω )
)
.
We also computed this measure for each combination of selection levels and mod-
elling strategies. Similar ranking of predictive performance is reached for the six
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modelling strategies. However, as the likelihood cvl is derived based on the partial
likelihood in ( 3.16 on page 55), it only allows for comparisons between models that
are fitted in the proportional hazard framework. Therefore, if, for instance, time-
dependent coefficients are introduced for variables that were shown to violate the
proportionality assumption in Section 6.4 on page 170, or other parametric or semi-
parameteric regression models are developed, we will not be able to compare the
improved models with any of the existing models using the cross-validated like-
lihood suggested by Verweij and Houwelingen (1993). In contrast, as long as the
density function and survivor function in ( 6.11 on page 185) can be estimated for
the improved model, comparisons can be made via the cross-validated likelihood
proposed above.
Chapter 7
Conclusions
7.1 Summary of Research
In this chapter we summarise the main findings of the thesis and outline further
research that could be done based on the work in the thesis. We present these con-
clusions under three headings:
1) Direct settlement analysis
2) First payment analysis
3) Repayment behaviour analysis
7.1.1 Direct settlement analysis
The direct settlement analysis focused on the accounts which choose to repay the
outstanding balance in a lump sum before an alternative repayment plan is ar-
ranged. We employed both the logistic regression and the Cox proportional haz-
ards model to explore the relationship between the decision of customers and their
account characteristics. Both models indicate that the option of direct settlement is
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more likely to be adopted by a customer who has a relatively small balance, who is
middle-aged for the population at enrolment, who is graded as an ATPO account
and whose account is charged off in the early portfolios.
7.1.2 First payment analysis
For most of the charge-off accounts, the debt recovery process is carried out through
monthly payment plans, which usually specify the amounts and times of each pay-
ment required from an account. The first payment made by an account to the collec-
tion company can be regarded as the initiation of the repayment term, and thus is an
important aspect to investigate. Comparing the standard Cox proportional hazards
model which only assesses the effects of time-invariant characteristic factors on the
time to first payment with the extended Cox model including the time-dependent
action variables that continuously monitor the collection activities on the accounts,
the results are very similar in that they both suggest effective impact of age at en-
rolment, pre-enrolment payment, gender, portfolio batch and the time and amount
of last payment made before charge-off. Several hazard models that allow for time-
varying coefficients were also considered. It is shown that the portfolio date has
a strong time-varying effect on the time to first payments: early portfolios tend to
start the first payment sooner, but the difference between the portfolios diminishes
rapidly after the first 3 months of collection; after another 5 months the difference
becomes more pronounced.
7.1.3 Repayment behaviour
For the repayment behaviour of the accounts under the monthly repayment agree-
ment, we mainly focused on their incidences of falling into severe delinquency on
their scheduled payments. Due to the lack of a specific due date and due amount
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for each scheduled payment in the data, a payment was defined to be severely de-
linquent if it exceeded 60 days from the preceding payment. As such incidences can
occur repeatedly throughout the recovery process of an account, a specially struc-
tured multi-state model was proposed to accommodate this feature. This multi-state
model treats the repeated transitions from the paying state to the severely late state
differently. In particular, it unfolds the paying and severely late state into several
sub-states according to the number of entries into these two states. This unfolded
model allows us to segment the accounts into more homogeneous groups in the
sense that, at any point in time, any two accounts observed in the same state have
fallen into severe delinquency for exactly the same number of times in their recov-
ery process. This feature further allows us to make use of the information obtained
from the earlier transitions to form a predictive model for the future transitions. We
derived six categories of such performance variables to summarise the repayment
behaviour of accounts during the recovery process.
Due to the expanded number of explanatory variables, the standard stepwise
variable selection scheme yields results that are sometimes difficult to interpret.
Motivated by this, we devised a tailored variable selection scheme which aims to
achieve a better interpretability in results without much sacrifice in the model ac-
curacy. Along with the other two modelling schemes, we investigated the trans-
itions from the paying states to the severely late states (PL transitions) and from the
severely late states back to the paying states (LP transitions) and the following key
findings were obtained.
Dependency on previous transition times
There is a strong dependence of the hazards of the future transitions on the duration
of the previous transition. In particular, almost all the PL transitions tend to depend
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on the duration of the last PL transition: the longer the time it took for the preceding
PL transition, the longer the waiting expected until the next PL transition. The LP
transitions show dependency not only on the most recent PL transition, but also on
the most recent LP transition. This implies that the time it takes to recover from
the current delinquency is dependent on how soon the account recovered from the
previous delinquency and the time it took to fall from paying again back into the
current delinquency.
Dependency on out-of-delinquency payments
We also discovered that the amount an account paid to resolve the previous de-
linquency has an impact on both the PL and LP transitions followed. The ac-
counts which always made a relatively larger amount of out-of-delinquency pay-
ment have a higher risk of falling into further delinquency and staying in delin-
quency for a longer time. A possible explanation could be that relatively high out-of-
delinquency payments, made in response to the intensive collection actions which
specifically target the severely delinquent accounts, may exceed the long-term af-
fordability of customers; if they could not afford the same amount for each of the
following months, they would soon become delinquent again and this time it would
take longer for them to make another out-of-delinquency payment.
Dependency on the collection actions
It was also shown that PL transitions are strongly associated with the number of
collection actions which have taken place once 31 days have passed since the last
payment. In particular, the hazards of almost all PL transitions increase with the
number of 31+ actions taken on the accounts before they had any experience of
severe delinquency. This seems reasonable, as the accounts that received a higher
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volume of collection actions after 31 days are those who frequently failed to make
a payment within 31 days, and hence are more likely to become severely late in
making payments later on.
7.2 Suggestions for Further Research
By establishing the full predictive models for each of the transitions in Figure 6.2,
we are able to obtain a distribution function for each of the transition times with an
appropriate estimation of the baseline hazards. With these transition distributions
fully specified, we can easily simulate the durations spent in each state, and extend
our work further to the following two areas.
7.2.1 Estimating the recovery rate
As we described in Section 1.1.5.1, a sample of charged-off accounts are normally
provided for pricing purpose. Most of the current pricing strategies rely on crude
estimation of the future cash flows of these sample account based on their payment
history provided by the vendor. We hope that our work can provide a new way to
estimate the recovery rate and be useful for pricing the portfolios.
For each account in the sample portfolio, we can use Monte Carlo simulation
to generate the duration times in each possible state based on the characteristic
variables and the performance variables generated from previous transitions. The
total recovery amount for the account can be estimated by the duration times in the
paying state times the average monthly payment amount. The monthly payment
amount can be crudely estimated by the last payment amount, or modelled using
more sophisticated techniques.
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7.2.2 Forecasting future collection amount
For the accounts that have already been under collection, same techniques as de-
scribed in Section 7.2.1 can be employed to predict its staying time in the current
status and possible future status. Then using the current monthly repayment amount
as a reference, we can easily estimate how much more the account can repay in a
fixed time frame given its past payment performance. The predicted future collec-
tion amount can help the collection company to decide whether it is worth continu-
ing pursuing the remaining debt given the associated costs.
7.2.3 Managing portfolios
For the portfolios which have already enrolled into the collection process, we can
also simulate the duration times in each state, and hence predict the percentage of
settlement in a portfolio after a certain period of collection. A collection company
can then use this information to arrange and allocate its resources and strategy to
achieve an optimal return.
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