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Dynamical models are now widely used to provide forecasts of above or below average seasonal mean
temperatures and precipitation, with growing interest in their ability to forecast climate extremes on a
seasonal time scale. This study assesses the skill of the ENSEMBLES multi-model ensemble to forecast the
90th and 10th percentiles of both seasonal temperature and precipitation, using a number of metrics of
‘extremeness’. Skill is generally similar or slightly lower to that for seasonal means, with skill strongly
inﬂuenced by the El Niño-Southern Oscillation. As documented in previous studies, much of the skill in
forecasting extremes can be related to skill in forecasting the seasonal mean value, with skill for extremes
generally lower although still signiﬁcant. Despite this, little relationship is found between the skill of
forecasting the upper and lower tails of the distribution of daily values.
& 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Forecasts of seasonal mean temperature and precipitation are
now an area of signiﬁcant study and focus of ongoing improve-
ment (e.g. Doblas-Reyes et al., 2013 and references therein). Sta-
tistical forecasts based on relationships between variability of
seasonal mean climate and slowly-varying climate drivers such as
the El Niño-Southern Oscillation (ENSO; e.g. Barnston, 1994;
Drosdowsky and Chambers, 2001) have now been used for several
decades. In addition, a growing number of global dynamical cli-
mate models are now used for seasonal forecasts in recent years
(e.g. Alessandri et al., 2011; Barnston et al., 2003; Cottrill et al.,
2013; Graham et al., 2011). Substantial skill has been achieved in
forecasting seasonal mean values, with skill consistently higher in
the tropics and in regions with strong teleconnections with ENSO
and notably decreased skill during ‘neutral’ ENSO conditions (e.g.
Phelps et al., 2004; Peng et al., 2011; Landman and Beraki, 2012).
While forecasts of above or below average seasonal meanB.V. This is an open access article u
tre, University of New South
S. Pepler).conditions can be useful for industries such as agriculture (e.g.
Wang et al., 2009), over recent years there has been growing in-
terest in the ability of models to forecast extreme events such as
prolonged heatwaves (Dole et al., 2013; Katsafados et al., 2014; Luo
and Zhang, 2012). Several organisations now produce forecasts of
the likelihood of seasonal temperature or rainfall to be in the
highest 15% or 20% of the distribution of seasonal means, with
forecasts generally more skillful than climatology, particularly for
extreme temperature and at short lead times (Barnston and Ma-
son, 2011; Becker et al., 2012; Marshall et al., 2013). However, skill
is generally lower than the skill found for seasonal means, with the
forecast model under-forecasting the frequency of extreme sea-
sons (Barnston and Mason, 2011). This is another aspect of the
complex characterisation of the model systematic error.
An alternative approach was taken by Hamilton et al. (2012)
and Eade et al. (2012). Rather than forecasting the likelihood of an
extreme season, these studies assessed the ability of the UK Met
Ofﬁce seasonal and decadal forecasting models to forecast the
number of hot or cold daily extremes within a season, with ex-
tremes deﬁned on the 90th or 10th percentile of the model and
the observations, respectively. Focusing on the Northern Hemi-
sphere, Hamilton et al. (2012) found that forecast skill was gen-
erally greater than that of a naïve climatological forecast, but lowernder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Fig. 1. Skill for the multi-model ensemble in forecasting seasonal mean temperature during DJF using three different measures of skill, with only skillful correlations shown.
Skill measures are the anomaly correlation (left), Brier skill score (center) and continuous rank probability skill score (right).
Fig. 2. An example of how the extremes are calculated for an arbitrary month of
ERAI 6-hourly temperature data from a sample point. Red lines indicate the daily
maximum temperature and blue lines the daily minimum temperature. The dashed
horizontal lines indicate the climatological 90th and 10th percentiles of daily
variability, while the solid horizontal lines indicate the 90th and 10th percentiles
calculated for the month of interest. This month has 7 ‘cold extreme’ days and one
‘warm extreme’ day, while the monthly 90th and 10th percentiles are both lower
than the long-termmean. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
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of daily data from the forecasts to estimate high percentiles in-
stead of a simple seasonal average adds no additional information.
The largest contribution to the skill in predicting both mean and
extreme temperatures arose from a combination of long-term
climate trends and variability associated with ENSO. However, in
their analysis, the use of the HadGHCND observational extremes
data (Caesar et al., 2006) prevented them from carrying out a full
analysis of areas where skill in extreme temperatures may be
higher than that for means, such as in a small area northeast of
India and in the tropics where ENSO teleconnections are strong.
In spite of the increasing interest in estimating the ability of
forecast systems to forecast extreme events, recent work has onlyTable 1
Proportion of grid points over the globe with statistically signiﬁcantly positive anoma
extremes during JJA. The signiﬁcance level is estimated for each grid point with a Fishe
Hot days (maximum temp
Q90) (%)
Seasonal mean 64
Percentile value calculated from seasonal daily data 41
Percentile value calculated from daily data for each month
(seasonally averaged)
57
Seasonal count of extreme days 39
Seasonal mean of monthly count of extreme days 51explored this ability for individual seasonal forecast models. As
was shown in several previous works (e.g. Hagedorn et al., 2005;
Weigel et al., 2008; Batté and Déqué, 2011), multi-model en-
sembles can, on average, outperform the best single forecast sys-
tem. As a result, higher skill and possibly different conclusions to
those obtained by Hamilton et al. (2012) and Eade et al. (2012)
could be expected when exploring forecasts of extremes based on
an ensemble of models.
In this paper, we use the ENSEMBLES multi-model ensemble
(Weisheimer et al., 2009) to assess the skill of seasonal outlooks of
both extreme daily temperature and precipitation across the globe.
In section 2 we will discuss the ENSEMBLES and veriﬁcation da-
tasets, with Section 3 discussing a number of methods of assessing
seasonal forecasts of extremes. This is followed by a discussion of
the spatial variation of skill in both the seasonal mean value and
the frequency of daily extremes both for temperature (Section 4)
and precipitation (Section 5), including the extent to which skill in
extremes is similar to the skill in forecasting the seasonal means
alone. We also identify the inﬂuence of ENSO on skill in both
seasonal means and daily extremes. Finally, we identify areas and
variables for which skill in extremes may be higher than that for
seasonal means, and discuss possible causes.2. Data and methodology
The ENSEMBLES multi-model data (Weisheimer et al., 2009)
comprises the dynamical seasonal forecasts from the global cou-
pled models of ﬁve major international modelling centers: the UK
Met Ofﬁce (UKMO), Météo-France (MF), the European Centre for
Medium-Range Weather Forecasts (ECMWF), the Leibniz Institute
of Marine Sciences at Kiel University (IFM-GEOMAR) and the Euro-
Mediterranean Centre for Climate Change (CMCC-INGV) in Bo-
logna. A 9-member ensemble of daily forecasts for each model is
available for the seven months following the forecasts initialised
on the 1st of February, May, August and November for each year
between 1960 and 2005. While the models used are several yearsly correlation for four measures of seasonal extremes and three different climate
r transformation and taking into account the actual number of independent data.
erature Cold nights (minimum tempera-
ture Q10)
Wet days (daily precipitation
Q90)
64 28
36 17
58 25
35 18
52 27
Fig. 3. Proportion of the globe with statistically signiﬁcantly positive anomaly
correlation for the 90th percentile of daily maximum temperature for both DJF
(initialised in November) and JJA (initialised in May) as a function of forecast
month, noting that the seasonal forecast is for months 1–3. For comparison, the
proportion of the globe with skill at forecasting the seasonal 90th percentile is
shown in comparison to skill for month 2, while the skill at forecasting the seasonal
mean of the monthly 90th percentiles is shown in comparison to skill for month 1,
indicating that the skill for the seasonal mean of the monthly percentiles is higher
than for any individual month.
A.S. Pepler et al. / Weather and Climate Extremes 9 (2015) 68–7770older than the most recent suite of seasonal forecast models, the
use of an ensemble of climate models with a very long hindcast
period (46 years) gives a good indication of areas of widespread or
consistent skill, and also allows us to address questions posed in
Section 1.
Forecasts from the ENSEMBLES dataset are validated using the
ERA-Interim (ERAI) six-hourly surface data (Dee et al., 2011), with
daily maximum and minimum temperature derived from values
for the four time steps comprising each UTC day. While ERAI is
available at a resolution of 0.75°, for consistency of analysis both
the observations and all model outputs were interpolated to a
consistent 2.5° resolution. Although reanalyses are known to un-
derestimate the values of climate extremes, the variability in ex-
treme values is consistent with observational datasets in areas
where in situ observations are available (Donat et al., 2014), while
the global spatial coverage of reanalysis allows us to assess skill in
areas where in-situ observational data is limited. However, there is
signiﬁcant variation in the observed trends in extremes between
reanalyses in areas where data is poorly constrained by observa-
tions, so caution is warranted.
The ERAI reanalysis dataset is available from 1979 to present;
consequently, the analyses in this paper are restricted to the
shorter period 1979–2005. We focus on three-month periods,
namely June-to-August (JJA) and December-to-February (DJF),Fig. 4. Anomaly correlations between the ENSEMBLES ensemble mean temperature forec
are only shown where they are signiﬁcant at the p¼0.05 level using a Fisher test that twith outlooks assessed for a 1-month lead time. While extremes
by our deﬁnition occur with equal frequency at all times of the
years, these two seasons were chosen as the periods of the year
when the values of warm and cold extremes reach their largest
magnitudes, and therefore, have largest impacts on economy,
agriculture, human health and ecosystems. We also note that DJF is
also the season when ENSO teleconnections in the Northern
Hemisphere have their largest amplitude and ENSO is also at its
peak (e.g. Trenberth et al., 1998). The majority of analyses will
focus on the multi-model mean only.
El Niño and La Niña years are deﬁned as per the Climate Pre-
diction Centre of the National Oceanic and Atmospheric Admin-
istration, available at http://www.cpc.ncep.noaa.gov/products/ana
lysis_monitoring/ensostuff/ensoyears.shtml.
2.1. Assessment of skill
There are a number of ways to assess the skill of seasonal
forecasts, each of which gives slightly different information. To
simplify the discussion, results in this paper will focus on a single
method, the anomaly correlation, which is the correlation between
the multi-model mean forecast anomaly and the observed
anomaly. The model is deemed ‘skillful’ when the correlation be-
tween the multi-model mean anomaly and the observation is
positive and statistically signiﬁcant at the 5% level using a two-
tailed test, consistent with similar studies (Becker et al., 2012;
Hamilton et al., 2012). Prior to calculating skill, both the ob-
servations and models were linearly detrended using a least-
squares regression to remove any signal from long-term trends;
this had little impact on the results. Forecasts of mean and ex-
treme precipitation are only shown for regions where the clima-
tological mean precipitation is higher than 10 mm in all three
months of the season – this has almost no effect on results, as
anomaly correlations were statistically insigniﬁcant in almost all of
these regions.
We use Student's t distribution with N degrees of freedom to
estimate the signiﬁcance level of correlations, N being the effective
number of independent data calculated following the method of
von Storch and Zwiers (2001), with signiﬁcance assessed at the 5%
level. The signiﬁcance of the difference between two correlations
is estimated using a Fisher z-transformation, following the Olkin
and Finn (1995) methodology. These take into account the in-
dependent number of data, which is necessary given the serial
correlation typical of the time series considered.
To test the usefulness of this measure of skill, we compared theast and ERA-Interim reanalysis for JJA (left) and DJF (right), 1979–2005. Correlations
akes into account the effective number of independent data.
Fig. 5. Scatter plot of the skill in terms of anomaly correlation for the mean daily temperature and the 90th and 10th percentiles over the entire globe during JJA over 1979–
2005, with the correlation between the two samples indicated in the upper left corner of each panel. The red line indicates a perfect relationship. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 6. The difference between the anomaly correlation between the ERAI observations and the ENSEMBLES multi-model forecast mean as obtained for indices of seasonal
extremes, and the same correlation for the seasonal mean temperature. This is an indication of areas where the skill of forecasts of extreme temperature is higher or lower
than forecasts of the seasonal average. Differences are only shown for regions where either the correlation for the seasonal mean temperature or the temperature extreme of
interest are statistically signiﬁcant, while black dots indicate areas where the difference between correlations is statistically signiﬁcant. Correlations are calculated over the
period 1979–2005 for the JJA (left) and DJF (right).
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The Brier skill score (Brier, 1950) is one way of assessing a prob-
abilistic forecast, where the full multi-model ensemble is used to
forecast the likelihood of a season exceeding a certain threshold –
in this case, the likelihood of above-median seasonal values. The
continuous ranked probability (CRP) skill score (Epstein, 1969) is a
measure of the skill of a model ensemble forecast which employs
the full forecast ensemble, compared to skill for forecasts of the
observed climatology (e.g. Bröcker, 2012). Despite the different
approaches to both forecast generation and veriﬁcation across
these methods, the patterns of skill are very similar (Fig. 1), with
spatial correlations of 0.75–0.85. This is to be expected as variousmeasures of skill are related and high (low) values for one skill
measure generally correspond for the same for the other (Kumar,
2009). As the anomaly correlation is a more accessible method of
measuring skill, we show results based on this with the expecta-
tion that the results shown will be broadly consistent with results
for other methods.3. Deﬁning the seasonal extremes
For the objectives of this paper, extremes are deﬁned by the
90th percentiles of daily precipitation and maximum temperature
Fig. 7. Change in forecast skill for seasonal extreme temperatures after the linear regression with the seasonal NINO3.4 is removed. Differences are only shown for regions
where either the initial or residual correlations are statistically signiﬁcant, while black dots indicate areas where the difference between correlations is statistically sig-
niﬁcant. Correlations are calculated over the period 1979–2005 for JJA (left) and DJF (right).
A.S. Pepler et al. / Weather and Climate Extremes 9 (2015) 68–7772(TX), and the 10th percentile of daily minimum temperature (TN),
within a month or season. These are ‘mild’ extremes, such that
they are expected to occur on 10% of days during a given season.
For the small samples available in seasonal forecasting, they are
more statistically robust and easily veriﬁable than other extreme
and rare events, and are expected to have higher forecast skill than
more astringent deﬁnitions for extremes (Becker et al., 2012; Ha-
milton et al., 2012).
We assess two different methods of calculating the daily ex-
tremes for a given period. For the ﬁrst method, we ﬁrst calculate
the climatological 10th percentile (Q10) or 90th percentile (Q90)
over all 27 years of daily data for both the observation and models
during a given month or season. This climatological percentile is
then used to calculate the number of days exceeding the Q90
threshold (or below the Q10 threshold) in each year.
In the second method, we calculate the value of Q90 (or Q10)
individually for each year; that is, the magnitude of the third-lar-
gest (or third-smallest) daily value during that month in °C or mm.
The anomaly in the quantile value relative to the long-term mean
calculated from this data can be considered an indication of, for
example, how much warmer the warmest days in that month
were compared to an average month.
In both cases, the number of extreme days (or quantile value)
can be calculated for the season as a whole (i.e. from daily data for
all three months), or the values can be calculated separately for
each month and then averaged across the season. While strictly-
speaking averaging a quantile value across three months is poorly
deﬁned, particularly for rainfall, it can be considered the average
anomaly of the warmest days across all three months. This can be
a useful measure of whether the tail of the distribution is warmeror cooler than average. Fig. 2 demonstrates the calculation of these
measures of extremeness for an arbitrary set of monthly tem-
perature data.
In order to determine which methods provide the most skillful
forecasts for further analysis, we assess the proportion of the globe
where the anomaly correlations are statistically signiﬁcant. These
are shown for JJA forecasts of three different climate extremes in
Table 1, with similar results for DJF (results not shown).
In all cases, forecasts of the seasonal average of the monthly
forecasts have statistically signiﬁcant correlations across sub-
stantially larger areas of the globe than when extremes were cal-
culated across the season as a whole, consistent with results of
Hamilton et al. (2012), although the proportion of the globe with
skillful forecasts of the seasonal mean value is higher than the
proportion obtained with any method of assessing extremes. The
difference in skill between the two approaches has been compared
with the variation in forecast skill across the season, where there
are generally more skillful forecasts at shorter lead times (Fig. 3).
While using the seasonal mean of the monthly forecast of the
extremes allows the prediction method to detect the extremes
along the season, a constant seasonal threshold means that the
majority of extreme temperature values in both DJF and JJA would
be expected to occur during the second month of the forecast,
January and July respectively. However, the skill for the season as a
whole remains higher than the skill for month two alone, with the
skill at forecasting the seasonal mean of the monthly values being
higher than that for any individual month.
The differences in skill between the two metrics of daily ex-
tremeness are smaller than that for the two approaches used for
seasonal estimates. In the case of both warm (Q90) and cold (Q10)
Fig. 8. (top) Anomaly correlation between the ENSEMBLES ensemble mean precipitation forecast and ERA-Interim reanalysis for JJA (left) and DJF (right) over 1979–2005.
(bottom) Differences in anomaly correlations (relative to the correlation for the seasonal precipitation) for the number of days with precipitation above the climatological
Q90. Differences are only shown for regions where either the correlation for mean precipitation or the number of extreme precipitation days is statistically signiﬁcant and
where monthly mean precipitation is higher than 10 mm, while black dots indicate areas where the difference between correlations is statistically signiﬁcant.
Fig. 9. As in Fig. 7, but for changes in anomaly correlations for the number of days with precipitation above the climatological Q90. Differences are only shown for regions
where the correlation is statistically signiﬁcant and where monthly mean precipitation is higher than 10 mm.
A.S. Pepler et al. / Weather and Climate Extremes 9 (2015) 68–77 73daily temperature extremes forecasts of changes in the value of
the seasonal 10th or 90th percentile have skill across a larger
proportion of the globe than forecasts of the number of warm/cold
days relative to a static climatological threshold. In contrast,
forecasts of the number of days with precipitation exceeding the
climatological 90th percentile are skillful over larger proportions
of the globe than forecasts of changes in the value of the 90thpercentile. While the cause of these differences has not been as-
sessed, it may be related to the very different distributions of daily
data for these two variables.
While all extreme forecast methods have better skill than cli-
matology, using the most skillful metrics allows us to best assess
the sources of forecast skill, particularly in comparison to forecasts
for seasonal mean values. For this reason, the remainder of the
Fig. 10. (left) DJF Anomaly correlations between the ENSEMBLES ensemble mean precipitation forecast and ERA-Interim reanalysis, 1979–2005, with years separated into
ENSO (top) and neutral (bottom) based on the NOAA CPC classiﬁcations. (right) Differences in anomaly correlations (relative to the correlation for the seasonal precipitation)
for the number of days with precipitation above the climatological Q90. Differences are only shown for regions where either the correlation for mean precipitation or the
number of extreme precipitation days is greater than 0.32, which is the statistical signiﬁcance threshold for the full 27 year database; statistical signiﬁcance thresholds for
ENSO years (15 years) and neutral years (12 years) are 0.52 and 0.58 respectively.
A.S. Pepler et al. / Weather and Climate Extremes 9 (2015) 68–7774paper will ﬁrst assess the skill in forecasting the 10th percentile of
minimum temperature (TN Q10) and the 90th percentile of max-
imum temperature (TX Q90) for each month, averaged across the
season, in comparison to the skill for the monthly mean tem-
perature (TAS). This is followed by an assessment of the skill in
forecasting the number of days with precipitation exceeding the
climatological 90th percentile (PRLR Q90ND) for each month of the
season, in comparison to skill for monthly total precipitation
(PRLR).4. Skill for extreme temperatures
As noted in Alessandri et al. (2011), the ENSEMBLES multi-
model mean has skill for mean temperatures, particularly in the
tropics. More than half of the globe has statistically signiﬁcant
correlations between the multi-model forecasts and the ERAI ob-
servations (Fig. 4), with the skill for the multi-model mean in both
seasons exceeding that for any individual model (results not
shown). The majority of the skill is concentrated over the oceans,
where more than 60% of areas have skillful forecasts during both
seasons, increasing to over 80% of tropical oceans.
Fig. 4 shows that skill is higher in the Southern than in the
Northern Hemisphere, with very few areas of the Northern
Hemisphere midlatitudes having statistically signiﬁcant correla-
tions. During JJA, this is largely a result of lower skill over land
areas, with skillful forecasts in 64% of land areas in the SouthernHemisphere midlatitudes (23.5–66°S), compared to just 36% of the
Northern Hemisphere midlatitude land areas. In comparison, 48%
of land areas in Southern Hemisphere mid-latitudes have skillful
forecasts during DJF, with large areas of skill in the Indian Ocean. It
is interesting to note that, if a constant correlation value was
considered to detect signiﬁcance was used across the globe, the
proportion of the northern midlatitudes with skill would increase
substantially in both seasons. This is related to higher levels of
autocorrelation in temperatures in the Northern Hemisphere, so
that the required signiﬁcance levels taking into account the
number of independent data is correspondingly higher in these
regions.
The proportion of the globe with skillful forecasts for tem-
perature extremes is high, particularly in the tropics, although
slightly lower than for forecasts of the seasonal mean temperature.
There is also a strong relationship between skill of seasonal
averages and that in the extremes (Fig. 5). We can quantify this in
terms of the spatial correlation between the skill for seasonal
averages and for extreme temperatures at each grid point, which
vary between 0.85 and 0.87. However, the relationship between
skill in predicting the two tails is substantially lower, with a global
spatial correlation of just 0.62 in JJA (Fig. 5c). This suggests that the
skill in predicting one extreme is not well correlated with skill in
predicting the opposite extreme. Indeed, while half of the globe
has higher skill in predicting the skill in one extreme than in the
seasonal averages, less than 10% of the globe has skill higher than
that of the seasonal averages for predicting both tails.
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Fig. 11. Scatter plot of the correlation between the skill in forecasting mean precipitation and the skill in forecasting the number of days above the climatological Q90 for JJA
(left) and DJF (right). Years are separated into ENSO (top) and neutral (bottom) based on the NOAA CPC classiﬁcations.
1 http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/enso
years.shtml.
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temperature and predicting the tails of the seasonal temperature
distribution is generally small, and the short length of the record
means that very few areas of the globe have statistically signiﬁcant
difference in skill between mean and extreme temperatures
(Fig. 6). However, there are several regions where an increase in
the skill for one tail appears to be associated with a decrease in
skill in the other. This is notably the case for parts of southeast
Australia, where increased skill for extreme high temperatures is
found during both seasons, with generally lower skill for extreme
cold nights. Parts of the southern US also have higher skill in
forecasting warm extremes during the boreal winter (DJF) than
forecasts of the seasonal mean, but lower skill in forecasting ex-
treme cold nights. Tropical South America and parts of tropical
Africa show increased (decreased) skill for extreme low (high)
temperatures during DJF.
Though ENSO is a known major driver of skill in mean tem-
peratures and precipitation (e.g. Manzanas et al., 2014), its role in
the extremes skill remains to be assessed for the ENSEMBLES
multi-model ensemble. We separate the inﬂuence of ENSO by ﬁrst
calculating the linear regression between the temperature at each
grid point and that in the Niño 3.4 region (SST averaged between
5°S and 5°N, 120° and 170°W) for both the multi-model mean and
the observations. We then estimate the skill of the residual values.
With the ENSO signal removed, the magnitude of correlations
decreases across much of the globe, particularly in the equatorial
Paciﬁc (Fig. 7). However, the proportion of the globe with skillful
correlations for both TX Q90 and TN Q10 decreases by only 4–5%
during JJA when compared to the initial forecast, with some
remnant skill in most areas regardless of ENSO (Fig. 7). Thecontribution of ENSO to the skill is larger during DJF, when ENSO
has strong teleconnections and is a large contributor to skill in
forecasting both high maximum and low minimum temperatures
across much of northern South America and southern Africa. Si-
milar results are found when the skill is estimated separately for
the years categorised as either phase of ENSO (both El Niño and La
Niña) or neutral years by the Climate Prediction Centre of the
National Oceanic and Atmospheric Administration1 (not shown).5. Skill for extreme precipitation
Skill for forecasting precipitation is substantially lower than
that for temperatures, with forecasts with signiﬁcant skill covering
less than 30% of the globe. The skill is concentrated in the tropics
and over the oceans (Fig. 8), with skillful forecasts over 15% of land
areas in both seasons, primarily in areas where ENSO tele-
connections with precipitation are strong. The proportion of the
globe with skillful forecasts of the number of days with pre-
cipitation above the climatological 90th percentile has a similar
level of skill to that for mean precipitation, with no clear pattern of
differences in skill between mean and extreme precipitation.
Removing linearly the part of the skill associated with ENSO
decreases the proportion of the globe with skillful forecasts of
extreme precipitation to 19% in JJA and 16% in DJF, with similar
declines in skill for the seasonally averaged precipitation. Almost
all areas of the globe exhibit decreased skill in DJF after the
A.S. Pepler et al. / Weather and Climate Extremes 9 (2015) 68–7776relationship with ENSO is removed, with large and statistically
signiﬁcant differences in skill across much of the tropical Paciﬁc
and maritime continent (Fig. 9).
The importance of ENSO can also be tested by splitting the
database into either neutral years or “ENSO years” (both El Niño
and La Niña years) based on classiﬁcations from the NOAA CPC
(Fig. 10). Consistent with the results for Fig. 9, we see substantially
higher skill in years with a strong ENSO signal, with skillful fore-
casts over only 12% of the globe during the JJA of neutral years, and
just 7% of the globe during DJF.
The global relationship between skill in the seasonal mean and
extreme precipitation is also slightly higher during ENSO years
(Fig. 11). This is not solely a consequence of the higher skill in
those years, with a larger difference in the correlation of skill in
mean and extreme precipitation between ENSO and neutral years
when correlations are only performed across gridpoints where
forecasts are skillful. While the short period (27 years) used for the
analysis prevents extracting robust conclusions, there are also
some areas such as northern India or the southern US where the
skill during seasons with a strong ENSO driver is slightly higher for
extreme precipitation forecasts than for seasonal average pre-
cipitation, which may be of particular relevance for forecasting the
impacts of major ENSO events (Fig. 10).6. Conclusion
The ENSEMBLES collection of seasonal climate hindcasts has
skill for forecasting a number of indices for temperature and
rainfall extremes, particularly in the tropics, with skill for the
multi-model ensemble consistently better than for any individual
model. While skill for extreme temperatures is slightly lower than
that for the seasonal average of daily-mean temperature, there are
some areas of the globe where skill for extreme temperatures can
be higher than that for seasonal means. This includes forecasts for
warm winter days in Australia and the southern US, as well as
forecasts of cold summer nights in parts of central Africa. The skill
is generally lower for both mean and extreme rainfall, particularly
in land areas, but some skill is observed in forecasts for extreme
DJF rainfall in places like northern India.
As observed in previous studies the El Niño-Southern Oscilla-
tion is an important source of skill across the globe, particularly
during DJF; however, forecasts of mean and extreme temperatures
remain skillful in many regions even when the relationship with
ENSO is removed. Several areas of the globe have little to no skill
for rainfall forecasts when skill is assessed using ENSO-neutral
years only. Australia and much of Southern America are among
these regions.
One interesting result is a lack of relationship between skill in
forecasting the two tails of the temperature distribution; indeed,
areas with increased skill for forecasting warm daytime tem-
peratures frequently show a corresponding decrease in skill for
forecasts of cold nights. This is an area in need of further research,
especially when it is used to analyse how the individual models
represent changes in the probability density function (PDF) of
seasonal temperatures.
This study has focused on the use of anomaly correlation as a
measure of skill, using the ERA-Interim reanalysis dataset as a
proxy to the observations. This choice may have impacts on the
reliability of our results for extremes in areas such as Africa where
reanalyses are poorly constrained by observations. Further re-
search could address the ability of the model to forecast seasons
with an unusually high number of extreme days using more
adequate measures for extreme events such as the Symmetric
Extremal Dependence Index (SEDI; Ferro and Stephenson, 2011).Acknowledgments
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