A certain 'pressure' functional Φ s (T1, . . . , TN ), defined as the limit of sums of singular value functions of products of linear mappings (T1, . . . , TN ), is central in analysing fractal dimensions of self-affine sets. We investigate the continuity of Φ s with respect to the linear mappings (T1, . . . , TN ) which underlie the self-affine sets.
Introduction and background
Recall that the singular values α 1 ≥ α 2 ≥ . . . ≥ α n ≥ 0 of a linear mapping T ∈ L(R n , R n ) are the positive square roots of the eigenvalues of T * T or equivalently the lengths of the semi-axes of the ellipsoid T (B) where B is the unit ball in R n . For 0 ≤ s ≤ n the singular value function is given by Note that φ 1 (T ) is the operator norm of T induced by the Euclidean norm and φ n (T ) is the determinant of T . It is well-known that the singular value functions are submultiplicative, that is for each s
(i 1 , i 2 , . . . , i k ) where i j ∈ {1, . . . , N }, with |i| = k for the length of the word. We write J for the set of all finite words and write ij for the concatenation of i and j. We abbreviate T i = T i1 . . . T i k .
Taking sums over words of length k we define (1.4) with the limit existing and equalling the infimum by the standard properties of submultiplicative sequences.
The Φ s (T 1 , . . . , T N ) occur naturally in connection with the dimension of self-affine fractals. Given contracting linear mappings {T 1 , . . . , T N } and translations a ≡ (a 1 , . . . , a N ) on R n , the theory of iterated function systems gives that there is a unique non-empty compact subset F (a) ≡ F of R n that satisfies F = N i=1 (T i (F ) + a i ), termed a self-affine set, see [1, 7] . The following is the basic result on the dimension of self-affine sets.
nN (in the sense of nN -dimensional Lebesgue measure) dimF (a) = min{n, s}, where s is the unique number such that Φ s (T 1 , . . . , T N ) = 1 and dim denotes either Hausdorff or box dimension.
This theorem was proved by Falconer [2] with a norm bound of 1 3 , and Solomyak [11] strengthened this to 1 2 . The singular value functions arise from estimating the numbers of balls of small radii needed to cover the ellipsoids T i (B). Indeed, the dimension s of a self-affine set might be expected to satisfy Φ s (T 1 , . . . , T N ) = 1 rather more generally and various other conditions have been obtained for this to be so, see [3, 6, 9, 10] . In the parlance of thermodynamic formalism, Φ s may be thought of as (the exponential of) a subadditive pressure expression.
Provided that the {T i } are non-singular, Φ s (T 1 , . . . , T N ) is continuous in s and is strictly decreasing in s if the T i are non-singular contractions. Clearly each Φ s k (T 1 , . . . , T N ) is continuous in (T 1 , . . . , T N ) and one would certainly expect Φ s (T 1 , . . . , T N ) to be continuous, but in general this seems far from obvious even in the 'norm' case of s = 1. The question of continuity was raised by Käenmäki and Shmerkin [8] where continuity was proved for a class of transformations for which the {T i } all map a certain cone into itself. For non-singular contractions T i it is easy to see that the value of s satisfying Φ s (T 1 , . . . , T N ) = 1 will vary continuously with (T 1 , . . . , T N ) wherever Φ s (T 1 , . . . , T N ) is continuous for all s > 0.
Upper semicontinuity is straightforward and the following proposition summarises the most basic properties. We present two approaches which provide partial answers to the question of lower semicontinuity. In Section 2 we introduce a rather technical condition C(s) that implies that Φ s is quasimultiplicative, see (2.1). The following immediate corollary of Theorem 2.5 gives a flavour of the main result. 
There is an open and dense subset V ⊂ O such that Φ s is continuous on V for all s > 0. The set V is defined by a finite number of irreducibility conditions.
In Section 3 we consider the complementary case where the T i can be represented by upper triangular matrices. Some special cases, in particular in R 2 , are highlighted in Section 4.
In this section we show that a quasimultiplicative condition, namely that there is a constant c such that
holds in a neighbourhood of 'most' (T 1 , . . . , T N ), from which continuity at (T 1 , . . . , T N ) will follow, We write Λ m for the m-th exterior power of R n with v ∈ Λ m a typical m-vector. An m-vector is decomposable if it can be written v = v 1 ∧ . . . ∧ v m and we write Λ m 0 for the set of decomposable m-vectors. Given a linear mapping T ∈ L(R n , R n ) by slight abuse of notation we also write T for the induced map 
is not a vector space nor is s a norm for non-integral s. When s = m is an integer we simply take Λ 
this is standard for s an integer and follows from (2.2) for non-integral s.
We will need certain conditions on a family of mappings {S i } of L(R n , R n ). For m an integer, let C(m) be the condition:
It is easy to verify that this is equivalent to
where G m denotes the Grassmanian of m-dimensional subspaces of R n . For non-integral s the condition depends on the integers on either side of s. We write C(s) for the condition:
Note that for 0 < s ≤ 1 the condition C(s) reduces to C(1) and for n−1 ≤ s ≤ n the condition C(s) is just C(n−1) since Sv is just multiplication by the determinant of S for v ∈ Λ n .
Let m be the integer such that m < s ≤ m + 1. Then there is a number c > 0 such that
. (Recall that the conditions differ depending on whether or not s is an integer, as above).
We can take c ≡ c(S 1 , . . . , S k ) to be given by
Proof. We give the proof for non-integral s, the integer case is similar but simpler. Assume that C(s) holds. Let U ∈ L(R n , R n ) and let u 1 , . . . , u n be an orthonormal family of unit eigenvectors of the self adjoint mapping U * U in order of decreasing eigenvalues α 
The u i are orthonormal eigenvectors of U * U so the U u 1 , . . . , U u n are orthogonal and thus {U w 1 , . . . , U w p } are orthogonal m-vectors (some of which may be zero). Thus
In exactly the same way
By C(s) we may choose j such that both S j v, w 1 = 0 and S j (v∧v), w 1 = 0, so using (1.1) and (2.2) gives
Extending this to general v ∈ Λ s 0 by homogeneity, inequality (2.4) follows. The value of c is a consequence of (2.6); it is well-defined and strictly positive by continuity and compactness.
For the converse, assume that C(s) fails, so there exist 0 = v, w ∈ Λ s 0 such that for each j either S j v, w = 0 or S j (v ∧ v), w ∧ w = 0. By normalising, we may assume that there is an orthonormal family u 1 , . . . , u n such that w = u 1 ∧ . . . ∧ U N and w = u m+1 . As before, the m-vectors {u i1 ∧ . . . ∧ u im } provide an orthonormal basis {w 1 , . . . , w p } of Λ m where p = n m and we take w 1 = w. Similarly, the (m + 1)-vectors {u i1 ∧ . . . ∧ u im+1 } give an orthonormal basis {w 1 , . . . , w p } of Λ m+1 , where p = n m+1 , with w 1 = w 1 ∧ w = w ∧ u m+1 . Let > 0 and define U : R n → R n in terms of basis elements by
If S j v, w = 0 we have an expansion
where c 1 is independent of , noting that for i ≥ 2 each w i has a component u l where l ≥ m + 1. We also have the expansion
since each w i has a component u l where l ≥ m + 1. We conclude that
where c 3 is independent of U . In a very similar way we see that if
9) Combining (2.7), (2.8) and (2.9) and noting that may be taken arbitraily small, we see that (2.4) cannot hold uniformly in U .
. Then there is a number c, given by (2.5), such that
Proof. Again we give the proof in the case when s is not an integer. Let m be the integer such that m < s < m + 1. Given T we may choose t = (t, t) ∈ Λ s 0 such that T t m = φ m (T ) and T (t ∧ t) m+1 = φ m+1 (T ) with t m = t ∧ t m+1 = 1. Taking v = T t and v = T t in Proposition 2.1
We now apply this result to the situation described in the introduction. We consider the semigroup of linear mappings S ≡ {T i : i ∈ J} generated by a given set T 1 , . . . , T N ∈ L(R n , R n ). A compactness argument establishes that the family of mappings S satisfies C(s) if and only if there is an integer r ≥ 0 such that {T i : |i| ≤ r} satisfies C(s); thus we need only consider such finite sets of mappings.
Note that φ(T i ) satisfying an inequality such as (2.11) might be termed nearly quasimultiplicative. Such properties have been utilised in studying the multifractal behaviour of norms of matrix products and of measures of overlapping construction, see [5, 12] . Corollary 2.3 Let 0 ≤ s ≤ n and let {T i : |i| ≤ r} satisfy C(s). Then there is a number c ≡ c({T i : |i| ≤ r}) given by (2.5), such that
where
Proof. The left hand inequality of (2.11) is just (1.2). The right hand inequality follows from applying Corollary 2.2 to the family {T i : |i| ≤ r} taking U = T i and T = T j .
Summing (2.11) over |i| = p and |j| = q gives
We require the following simple lemma on rates of convergence of quasimultiplicative sequences.
Lemma 2.4 Let (a k ) be a quasimultiplicative sequence of positive numbers, that is with
where a = lim j→∞ a 1/j j .
Proof. Iterating (2.14) r − 1 times gives
Setting r = p k and raising to the power 1/p k+1 gives
Letting k → ∞ gives (2.15).
We now obtain an estimate of the rate of convergence of (Φ s k ) 1/k and establish the continuity of Φ s (T 1 , . . . , T N ).
Theorem 2.5 Let 0 < s ≤ n and let {T i : i ∈ J} satisfy C(s). Then
for some c 1 independent of k. Moreover, Φ s is continuous at (T 1 , . . . , T N ).
Proof. As remarked above, there is an integer r such that {T i : |i| ≤ r} which satisfies C(s). Applying Lemma 2.4 to (2.12) gives (2.16) with c 1 = c 1 ({T i : |i| ≤ r}) given by (2.13). If Φ s (T 1 , . . . , T N ) = 0 then lower semicontinuity is automatic since Φ s ≥ 0, so assume that Φ s (T 1 , . . . , T N ) > 0. Since {T i : |i| ≤ r} satisfies C(s), a continuity argument using the definition of C(s) gives that the family {U i : |i| ≤ r} satisfies C(s) for (U 1 , . . . , U N ) in a closed neighbourhood V of (T 1 , . . . , T N ). Since c 1 ({U i : |i| ≤ r}) of (2.13) varies continuously with (U 1 , . . . , U N ) there is a constant c 0 such that
for (U 1 , . . . , U N ) in V and all k. Setting k = 1 and using the continuity of Φ There is a convenient criterion for the hypothesis of Theorem 2.5 to hold. Conversely let V be a proper common invariant subspace for the {T i }. Taking non-zero v ∈ V and w ∈ V ⊥ we have T i v ∈ V and so T i v, w = 0 for all i ∈ J.
The other cases follow since C(s) = C(1) or C(n) if 0 < s ≤ 1 or n − 1 ≤ s ≤ n respectively.
Upper triangular representations
In this section we consider a situation that is in a sense complementary to that of Section 2, namely when there is a basis of R n with respect to which all the transformations (T 1 , . . . , T N ) have upper triangular form.
Recall that the spectral radius
which is independent of the norm chosen on L(R n , R n ).
Lemma 3.1 For all families of linear transformations
Proof We have
We now fix a basis of R n and identify linear mappings with their matrices with respect to this basis. It is convenient to use the the matrix norm T = 
The following lemma complements Lemma 3.1 in the case of upper triangular matrices. Lemma 3.2 Suppose that a family of linear mappings are simultaneously represented by upper triangular matrices (T 1 , . . . , T N ) with respect to some basis. Then
Proof For given k write R for the set of sequences {(r 1 , r 2 , . . . , r k , r k+1 ) : 1 ≤ r 1 ≤ r 2 ≤ . . . ≤ r k+1 ≤ n}. Since the matrices are upper triangular [T i ] p,q = 0 unless p ≤ q. Thus expanding the matrix products,
where c = max p,q { N i=1 |[T i ] p,q |}, noting that for (r 1 , . . . , r k+1 ) ∈ R we have r j = r j+1 for all but at most n of the indices j. The number of words in R is at most (k + 2) n so we conclude that
Inequality (3.4) follows on taking the kth root and letting k → ∞.
These lemmas lead to the following continuity property. Proof Since condition C(s) is just C(1) for 0 < s ≤ 1 this follows from Theorem 2.5 and Lemma 2.6.
It seems awkward to prove continuity of Φ s at all T 1 , . . . , T N ∈ L(R n , R n ) even when n = 2, although by Proposition 4.1 the possible points of discontinuity are very limited. Moreover results of Falconer and Miao [4] giving an explicit expression for Φ s (T 1 , . . . , T N ) when the T i are simultaneously upper triangular imply that Φ s is continuous when restricted to upper triangular matirces. When seeking counterexamples in these cases one would require very subtle cancellation of terms when perturbing upper triangular mappings to ones that were not simultaneously upper triangular.
