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The solitary wave solution and periodic solutions expressed in terms of elliptic Jacobi’s functions
are obtained for the nonlinear Schro¨dinger equation governing the propagation of pulses in optical
fibers including the effects of second, third and fourth order dispersion. The approach is based on
the reduction of the generalized nonlinear Schro¨dinger equation to an ordinary nonlinear differential
equation. The periodic solutions obtained form one-parameter family which depend on an integra-
tion constant p. The solitary wave solution with sech2 shape is the limiting case of this family with
p = 0. The solutions obtained describe also a train of soliton-like pulses with sech2 shape. It is
shown that the bounded solutions arise only for special domains of integration constant.
I. INTRODUCTION
The nonlinear Schro¨dinger equation governs the dis-
persive propagation of a pulse envelope with a high car-
rier frequency in a weakly nonlinear medium. For ex-
ample, the propagation of short intense optical pulses
in nonlinear dispersive media leads to the formation of
optical solitons [1]. The nonlinear Schro¨dinger equation
(NLSE) has been used to model the dynamics of a Bose-
Einstein condensate [2–4], dispersive shock waves in hy-
drodynamic media [5] and EM propagation in optical
waveguides [6]. The application of NLSE to light propa-
gation in optical fibres has led to an understanding of a
rich variety of phenomena, including optical wave break-
ing, modulation instability and the generation of solitary
waves and parabolic pulses (similaritons) [7–9]. Whilst
the limitation to a consideration of second order disper-
sion only is adequate for many situations, the advent of
photonic crystal waveguides and silicon photonic struc-
tures with complex dispersion characteristics has led to
more realistic description of the dispersion of the waveg-
uide with the higher order terms in the expansion of the
propagation constant. Solitary waves governed by second
and fourth order dispersion only (quartic solitons), have
been studied [10–14]. Moreover, it is shown by numer-
ical simulsations that the temporal shape and the peak
power of the soliton are stable when a weak third or-
der dispersion is introduced [15]. The exact solutions are
also obtained for high dispersive NLSE in the next papers
[16–19].
The recent advent of silicon photonics has provided a
wide range of dispersion profiles wherein the propagation
of pulses is described by the NLSE [20–24]. Experimen-
tal and numerical evidence for pure-quartic solitons and
periodically modulated propagation for the higher-order
quartic soliton has also been reported [25, 26] while op-
tical pulses in photonic crystal wavegides have also been
observed exhibiting slow light propagation at particular
frequencies [27]. An exact stationary soliton-like solution
of the generalized NLSE with second, third and fourth
order dispersion terms has recently been obtained, to-
gether with an approximate solution in the case when an
absorption or gain term is included in the equation [28].
In this paper we present the approach which yields one-
parameter family of bounded solutions of the generalized
nonlinear Schro¨dinger equation with second, third and
fourth order dispersion terms. This family of solutions
depend on some integration constant p and is expressed in
terms of elliptic Jacobi’s functions. The domain of inte-
gration constant p for bounded solutions depends on the
sign of nonlinear parameter γ in the generalized NLSE. In
nonlinear fiber optics the parameter γ is positive. How-
ever we consider in this paper also the case with neg-
ative parameter γ (defocusing nonlinearity). Note that
the class of bounded solutions may find application in
other fields of physics where the generalized NLSE is a
good model of a system. Here the family of exact so-
lutions is referred to as P+ class of bounded solutions.
The solitary wave solution with sech2 shape is the lim-
iting case of this family when the integration constant
p is zero and the parameters in the generalized NLSE
satisfy some necessary conditions. We refer below, for
simplicity, to the solitary wave as a sech2 soliton. In
the case when some dimensionless parameter connected
to the integration constant p is small, the solutions ob-
tained describe a train of soliton-like optical pulses with
sech2 shape. In the case when the integration constant p
is zero the train of soliton-like optical pulses reduces to
the solitary wave solution with sech2 shape. It is shown
that the generalized NLSE does not have a quartic dark
soliton solution. Moreover we show in this paper that
the traveling bounded solutions of the generalized NLSE
arise for integration constant p ≥ 0 and p ≤ 0 when γ > 0
and γ < 0 respectively. Five Statements are proved in
this paper which asserts some basic propositions.
II. TRAVELING WAVES OF NONLINEAR
SCHRO¨DINGER EQUATION
In this section we present the method which leads to
the reduction of the generalized NLSE to an ordinary
differential equation whose solutions can be expressed in
terms of elliptic Jacobi’s functions. The generalized non-
linear Schro¨dinger equation is derived for the assump-
tions of slowly varying envelope, instantaneous nonlinear
ar
X
iv
:1
90
5.
00
96
0v
2 
 [n
lin
.PS
]  
31
 Ju
l 2
01
9
2response, and no higher order nonlinearities [29–31]. This
nonlinear equation has the next form for the optical pulse
envelope ψ(z, τ),
i
∂ψ
∂z
= α
∂2ψ
∂τ2
+ iσ
∂3ψ
∂τ3
− ∂
4ψ
∂τ4
− γ|ψ|2ψ, (1)
where z is the longitudinal coordinate, τ = t − β1z is
the retarded time, and α = β2/2, σ = β3/6,  = β4/24,
and γ is the nonlinear parameter. The parameters βk =
(dkβ/dωk)ω=ω0 are the k-order dispersion of the optical
fiber and β(ω) is the propagation constant depending on
the optical frequency. We consider the solution of the
generalized NLSE in the form,
ψ(z, τ) = u(x) exp[i(κz − δτ + φ)], (2)
where u(x) is a real function depending on the variable
x = τ − qz, and q = v−1 is the inverse velocity. Equa-
tions (1) and (2) lead to the next system of the ordinary
differential equations,
(σ + 4δ)
d3u
dx3
+ (q − 2αδ − 3σδ2 − 4δ3)du
dx
= 0, (3)

d4u
dx4
− (α+ 3σδ + 6δ2)d
2u
dx2
+ γu3
−(κ− αδ2 − σδ3 − δ4)u = 0. (4)
In the general case the system of Eqs. (3) and (4) is
overdetermined because we have two differential equa-
tions for the function u(x). However, if some constraints
for the parameters in Eq. (3) are fulfilled the system
of Eqs. (3) and (4) has non-trivial solutions. We refer
the solution of the generalized NLSE where the function
ψ(z, τ) is given by Eq. (2) with u(x) 6= constant as non-
plain wave or traveling wave solution.
Statement 1. The system of Eqs. (3) and (4) with
 6= 0 yields the non-plain wave solutions if and only if
the next relations are satisfied:
q = 2αδ + 3σδ2 + 4δ3, δ = − σ
4
. (5)
The system of Eqs. (3) and (4) with  = 0 has the non-
plain wave solutions only when the parameter σ = 0.
The proof of this Statement is given in Appendix A.
Note that Eq. (3) is satisfied for an arbitrary function
u(x) according to the conditions in Eq. (5) with  6= 0.
The relations in Eq. (5) lead to the next expression for
the velocity v = 1/q defined in the retarded frame,
v =
82
σ(σ2 − 4α) . (6)
The relations in Eq. (5) reduce the system of Eqs. (3)
and (4) to the ordinary nonlinear differential equation,

d4u
dx4
+ b
d2u
dx2
− cu + γu3 = 0, (7)
where the parameters b and c are
b =
3σ2
8
− α, c = κ+ σ
2
162
(
3σ2
16
− α
)
. (8)
The multiplication of Eq. (7) by the function du/dx and
integration of this equation leads to the next third order
nonlinear differential equation,
du
dx
d3u
dx3
− 1
2
(
d2u
dx2
)2
+
b
2
(
du
dx
)2
− c
2
u2 +
γ
4
u4 =
Ω

,
(9)
where Ω is an integration constant. We introduce a new
function F(u) defined by equation,(
du
dx
)2
= F(u). (10)
The system of Eqs. (9) and (10) yields the next second
order nonlinear differential equation,
F
d2F
du2
− 1
4
(
dF
du
)2
+ νF + η0 + η1u
2 + η2u
4 = 0, (11)
where ν = b/, η0 = −2Ω/, η1 = −c/ and η2 = γ/2. It
is shown in Appendix B that Eq. (11) has the polynomial
solution as
F(u) = a0 + a1u + a2u
2 + a3u
3, (12)
where the coefficients an and integration constant Ω are
a0 =
2bp
9γ
, a1 = ±2p
9
√
−15
2γ
, a2 = − b
5
, (13)
a3 = ±
√
− 2γ
15
, Ω =
3b2p
45γ
+
5p2
108γ
. (14)
Here p is an arbitrary real parameter connected to wave
number as κ = p + κ0 (see Appendix B) where the con-
stant parameter κ0 is
κ0 = − 4
253
(
3σ2
8
− α
)2
− σ
2
163
(
3σ2
16
− α
)
. (15)
Thus the wave number κ in Eq. (2) is given by
κ = p− 4
253
(
3σ2
8
− α
)2
− σ
2
163
(
3σ2
16
− α
)
. (16)
We emphasise that the wave number κ is the integration
constant in Eq. (2) and hence the parameter p is a new
integration constant defined as p = κ − κ0. Thus the
system of Eqs. (10) and (12) leads to the next ordinary
nonlinear differential equation,(
du
dx
)2
= a0 + a1u + a2u
2 + a3u
3, (17)
3where the coefficients an and the integration constant
Ω are given in Eqs. (13) and (14) with p = κ − κ0.
Moreover the constant parameter κ0 and wave number κ
are defined by Eqs. (15) and (16).
In nonlinear fiber optics the nonlinear parameter is
positive (γ > 0). However Eq. (1) may find also ap-
plication in other fields of physics where the nonlinear
parameter is negative (γ < 0). Thus we consider below
these two cases. It follows from Eqs. (13) and (14) that
in the first case the nonlinear parameter γ > 0 and hence
 < 0, and in the second case the parameter γ < 0 and
hence  > 0. We consider for generality the non-plain
wave solutions of Eq. (1) for condition C1 (γ > 0,  < 0)
and condition C2 (γ < 0,  > 0).
Statement 2. All non-plain wave solutions of the first
order ordinary nonlinear differential equation (17) are the
solutions of Eq. (7) provided that the coefficients an,
integration constant Ω, parameter κ0 and wave number
κ are given by Eqs. (13)-(16).
We have shown that Eq. (17) follows from Eq. (7)
provided that the integration constant Ω, parameter κ0
and wave number κ = p+κ0, where p is an arbitrary real
parameter, are given by Eqs. (13)-(16). Let the function
u(x) is differentiable to the fourth order inclusively then
the second and fourth order derivatives of the function
u(x) follow from Eq. (17). The substitution of these
derivatives to Eq. (7) provided that u(x) 6= constant
leads to coefficients an given in Eqs. (13) and (14) where
p = κ − κ0. Moreover the constant parameter κ0 and
wave number κ are given by Eqs. (15) and (16). This
complete the proof of this Statement.
The integration of Eq. (17) yields the general solution,
±
∫
du√
a0 + a1u + a2u2 + a3u3
= x + C, (18)
where C is an integration constant.
III. SOLITARY WAVE AND PLAIN WAVE
SOLUTIONS
In this section we derive the solitary wave solution of
the generalized NLSE with sech2 shape [28]. Moreover
it is shown that the generalized NLSE does not have a
quartic dark solution solution. The plain wave solution
is also presented in this section.
It follows from Eq. (17) that the solitary wave solution
u(x) = A0 sech
2[w0(x − η)] takes place only in the case
when a0 = 0, a1 = 0 and a2 > 0. Hence the solitary
wave solution exists only in the case when the integration
constant is p = 0 and a2 > 0. The condition a2 > 0 yields
the relation 8α > 3σ2, and hence the localized soliton-
like solution of Eq. (17) for p = 0 and a2 > 0 (see also
Eqs. (B11) and (B12)) is given by
u(x) = −
(
a2
a3
)
sech2
(√
a2
2
(x− η)
)
. (19)
This solitary wave solution we call below as sech2 soliton.
Note that Eq. (17) has also the unbounded solution as
u(x) = −(a2/a3) sec2[w˜0(x − η)] where w˜0 =
√|a2|/2
and a2 < 0. This solution follows from Eq. (19) in the
case when a2 < 0 (see also Eq. (B13)). However, only
the bounded solutions have physical applications.
The solution in Eq. (19) and the ansatz given by Eq.
(2) for p = 0 lead to sech2 soliton solution [28] as
ψ(z, τ) = U0 sech
2(w0ξ) exp[i(κ0z − δτ + φ)], (20)
where ξ = τ − v−1z− η. The constant parameters η and
φ represent the position and phase of the localized pulse
at z = 0. The amplitude and inverse temporal width of
the solitary wave are given by
U0 =
√ −3
10γ
(
3σ2
8
− α
)
, w0 =
1
4
√
4α
5
− 3σ
2
102
. (21)
The velocity v of the solitary wave in the retarded frame
and the parameters δ and κ0 are
v =
82
σ(σ2 − 4α) , δ = −
σ
4
,
κ0 = − 4
253
(
3σ2
8
− α
)2
− σ
2
163
(
3σ2
16
− α
)
.(22)
The wave number κ0 is found by Eq. (16) with p = 0.
Note that δ and κ0 + β1δ are the frequency and wave
number shifts respectively.
It follows from Eq. (21) that the necessary and suffi-
cient conditions for existence of sech2 solitary wave are
given by two conditions as (1) γ < 0, (2) 8α > 3σ2
[32]. Hence these necessary and sufficient conditions yield
α < 0,  < 0 and 8α > 3σ2 for γ > 0. These relations
can also be written as β2 < 0, β4 < 0, and 2β2β4 > β
2
3
for γ > 0, where β3 is negative, positive or zero. In addi-
tion these necessary and sufficient conditions yield α > 0,
 > 0 and 8α > 3σ2 for γ < 0 (defocusing nonlinearity).
One can also assume the existence of bounded solution
of Eq. (17) in the next form,
u(x) = A+B th2[w(x− η)]. (23)
We refer below to the function u(x) of this form with
A 6= −B as a quartic dark soliton. Note that in the
case A = −B this function reduces to sech2 soliton. It is
straightforward to show that the function in Eq. (23) is
the solution of Eq. (17) only in the case when the next
relations are satisfied,
ν0 = −AG2, ν1 = G2 + 2AG,
ν2 = −(A+ 2G), a3B = 4w2, (24)
where G = A+B and νn = an/a3 for n = 0, 1, 2. These
four equations yield four parameters: A, B, w, and the
integration constant p. The solution of these equations
leads to the next relations,
G = −ν2
3
± 1
3
√
ν22 − 3ν1, w =
1
2
√
a3B, (25)
4A = −ν2
3
∓ 2
3
√
ν22 − 3ν1, B = ±
√
ν22 − 3ν1, (26)
where ν22 − 3ν1 > 0. The relations in Eq. (24) yield the
equation for integration constant p as
9ν0 − 3ν1ν2 + 2
3
ν32 = ±
2
3
(ν22 − 3ν1)3/2, (27)
where the coefficients νn = an/a3 are
ν0 = ±2bp
9γ
√
−15
2γ
, ν1 = − 5p
3γ
, ν2 = ∓ b
5
√
−15
2γ
,
(28)
with γ < 0. Thus Eq. (27) has the next explicit form,√
−15
2γ
(
3b3
50γ2
+
3bp
2γ
)
=
(
− 3b
2
10γ
+
5p
γ
)3/2
. (29)
We consider below the parameter b 6= 0 because this
equation yields p = 0 and w = 0 for b = 0. In the
case when b 6= 0 Eq. (29) has the dimensionless form,
− b|b| (1− P ) =
(
1 +
2
3
P
)3/2
, P = −25
b2
p. (30)
This equation has a real solution P = 0 when b < 0.
Thus p = 0 is a solution of Eq. (30) for γ < 0 and
8α > 3σ2 (ν22 − 3ν1 > 0). The cubic equation follows
from Eq. (30) as P 3 + (9/8)P 2 + (27/2)P = 0. This
equation has one real solution P = 0 and two complex
conjugated solutions. Moreover each solution of Eq. (30)
is also a solution of this cubic equation. However the
cubic equation has only one real solution P = 0, and
hence Eq. (29) has also only one real solution p = 0.
Thus Eqs. (25) and (26) for γ < 0, 8α > 3σ2 and p = 0
yield the next parameters in Eq. (23): A = −a2/a3,
B = a2/a3 and w =
√
a2/2. These parameters reduce
the function u(x) in Eq. (23) to sech2 soliton given in
Eq. (19). Hence Eq. (17) does not have a quartic dark
soliton solution for C1 and C2 conditions.
Statement 3. The generalized NLSE in Eq. (1) does
not have a quartic dark soliton solution. The function in
Eq. (23) is the traveling solution of the generalized NLSE
only in the case when the integration constant is p = 0
which yields sech2 soliton solution given in Eq. (20).
It is shown above that the function in Eq. (23) is the
solution of Eq. (17) only in the case when the integration
constant is p = 0. In this case the function in Eq. (23)
reduces to sech2 soliton solution in Eq. (19). Moreover
the coefficients in Eq. (17) have a unique form given
by Eqs. (13) and (14) which complete the proof of this
Statement.
The plain wave solution of the generalized NLSE fol-
lows from Eq. (4) as
ψ(z, τ) =
√
γ−1(κ− αδ2 − σδ3 − δ4) exp[i(κz−δτ+φ)],
(31)
where all parameters are the arbitrary real numbers sat-
isfying the next condition γ−1(κ− αδ2 − σδ3 − δ4) ≥ 0.
IV. P+ CLASS OF BOUNDED SOLUTIONS OF
GENERALIZED NLSE
In this section we describe the P+ class of bounded
solutions of generalized NLSE for C1 (γ > 0,  < 0)
and C2 (γ < 0,  > 0) conditions. We show that the
domains of integration constant in these two cases are
p ≥ 0 and p ≤ 0 respectively. Note that in these both
cases the domain of integration constant p for the P+
class of bounded solutions is given by relation γp ≥ 0.
We introduce a new function y(x) by the next relation
u(x) = −(1/a3)y(x) then Eq. (17) has the simplified
form as(
dy
dx
)2
= f(y), f(y) = c0 + c1y + c2y
2 − y3, (32)
where the coefficients cn are
c0 = − 4bp
1352
, c1 = −2p
9
, c2 = − b
5
. (33)
The function u(x) in Eq. (2) is given by
u(x) = ∓
√
−15
2γ
y(x). (34)
Note that an arbitrary sign in this equation leads to the
same solution of the generalized NLSE because the func-
tion ψ(z, τ) in Eq. (2) depends on an arbitrary constant
phase φ. The general solution of Eq. (32) is
±
∫
dy√
f(y)
= x + C, f(y) =
3∏
n=1
(yn − y), (35)
where C is integration constant and yn are the roots of
equation f(y) = 0. It is known that the character of
roots yn in this equation depends on the sign of function
D(p) (see Eq. (C2)). This function has the next explicit
form,
D(p) =
(
bp
1352
+
b3
(15)3
)2
+
(
2p
27
− b
2
(15)2
)3
. (36)
We can also present this function for b 6= 0 as
D(p) = − 8
27
(
b
15
)6
Q(P ), (37)
where P is the dimensionless parameter and Q(P ) is the
cubic polynomial given by
Q(P ) = P 3 +
9
8
P 2 +
27
2
P, P = −25
b2
p. (38)
The equation Q(P ) = 0 has one real root P1 = 0 and two
complex roots P2 and P3 which are complex conjugated.
Hence we have the relations: Q(P ) > 0 for P > 0 and
Q(P ) < 0 for P < 0. The next three cases occur for C1
5and C2 conditions and an arbitrary parameter b (b > 0,
b < 0 or b = 0),
(1) C1 condition and p > 0, or C2 condition and p < 0.
In these two cases we have D(p) < 0 and hence all three
roots yn(p) of the polynomial f(y) are real and different.
We order the roots as y1(p) < y2(p) < y3(p).
(2) C1 condition and p = 0, or C2 condition and p = 0.
In these two cases all three roots yn(p) are real, but two
of them are equal because we have D(p) = 0 for p = 0. In
the case p = 0 and b < 0 two roots are equal to zero and
we order the roots as y1 = y2 < y3 where y1 = y2 = 0
and y3 = −b/5 > 0.
(3) C1 condition and p < 0, or C2 condition and p > 0.
In these two cases we have D(p) > 0 and hence one root
of the polynomial f(y) is real and two roots are complex
and they are complex conjugated. We show (section V)
that the case (3) leads to unbounded solutions.
We consider in this section the case (1) and hence
D(p) < 0. The case (2) arises when the parameter p
tends to zero. In the case (1) the polynomial f(y) =
(y1 − y)(y2 − y)(y3 − y) has three different real roots
y1(p) < y2(p) < y3(p). First we consider the periodic
bounded solution of Eq. (32) where y2 ≤ y ≤ y3.
One can write Eq. (32) as dy/
√
f(y) = ±dx, then two
substitutions y(x) = y3− s2(x) and s(x) = √y3 − y2 z(x)
in this equation lead to the differential equation for the
function z(x) as
dz√
(1− z2)(1− k2z2) = ∓
1
2
√
y3 − y1dx, (39)
where the parameter k (0 < k < 1) and function z2(x)
are
k =
√
y3 − y2
y3 − y1 , z
2(x) =
y3 − y(x)
y3 − y2 . (40)
The integration of Eq. (39) with the sign + yields∫ z
0
dt√
(1− t2)(1− k2t2) =
1
2
√
y3 − y1(x− η). (41)
We use the sign + in this equation because the function
z(x) is positive when x − η is small and positive. This
equation can be written as
F (z; k) = w(x− η), w = 1
2
√
y3 − y1, (42)
where F (z; k) is the Jacobi’s form of elliptic integral of
the first kind (see Eq. (C4)). Thus we have the next
solution z(x) = sn[w(x− η), k] which yields the function
y(x) as
y(x) = y3 − (y3 − y2) sn2[w(x− η), k]. (43)
This solution can be written in an equivalent form as
y(x) = y2 + (y3 − y2) cn2[w(x− η), k]. (44)
Here sn(ζ, k) and cn(ζ, k) are the Jacobi’s elliptic func-
tions [33, 34]. Thus in the case (1) the periodic bounded
solution of the generalized NLSE is given by
ψ(z, τ) = [Vp + Up cn
2(wpξ, kp)] exp[iΦ(z, τ)], (45)
where ξ = τ − v−1z − η, Φ(z, τ) = κz − δτ + φ and the
wave number κ is given by Eq. (16). The velocity v and
frequency shift δ are
v =
82
σ(σ2 − 4α) , δ = −
σ
4
. (46)
The parameters Vp, Up and wp, kp of this periodic
bounded solution are the functions of integration con-
stant p. These parameters have the next explicit form,
Vp =
√
−15
2γ
y2(p), Up =
√
−15
2γ
(y3(p)− y2(p)),
(47)
wp =
1
2
√
y3(p)− y1(p), kp =
√
y3(p)− y2(p)
y3(p)− y1(p) , (48)
where yn(p) are the ordered roots y1(p) < y2(p) < y3(p)
of the polynomial f(y). The non-ordered roots y′n(p) of
this polynomial for n = 1, 2, 3 are
y′n(p) = 2H(p) cos
(
θ
3
+
2pi(n− 1)
3
)
, (49)
where H(p) =
√−N(p)/3 and the parameter θ is defined
by relation cos θ = −M(p)/2H(p)3 with sin θ > 0. Here
the functions N(p) and M(p) are given in Eq. (C3). We
assume that in this equation p > 0 for C1 condition and
p < 0 for C2 condition because the solution in Eq. (45)
is found for the case (1) with D(p) < 0. The period Tp
of this periodic bounded solution is
Tp =
(
2
wp
)
K(kp), K(kp) =
∫ 1
0
dt√
(1− t2)(1− k2pt2)
.
(50)
In the limiting case when the integration constant p
tends to zero and the conditions γ < 0 and 8α > 3σ2
are satisfied, Eq. (48) yields the next parameters: w0 =√−b/20 and k0 = 1. Thus the periodic solution in Eq.
(45) reduces to sech2 soliton solution given in Eq. (20)
when p = 0, γ < 0 and b < 0. We refer the solu-
tion in Eq. (45) as P+ class of bounded solutions. This
class of bounded solutions is obtained for the integration
constant γp ≥ 0. The P+ class of bounded solutions de-
scribes periodic solutions for γp > 0 and sech2 soliton
solution for p = 0, γ < 0 and 8α > 3σ2.
In the case (1) with b = 0 (8α = 3σ2) the polynomial
f(y) has the next three real roots: y1(p) = −
√−2p/9,
y2(p) = 0, and y3(p) =
√−2p/9. Hence, in this case
the solution in Eq. (45) reduces to the periodic bounded
solution as
ψ(z, τ) =
√
5p
3γ
cn2(wpξ, kp) exp[i(κz − δτ + φ)], (51)
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FIG. 1. Dimensionless function R(s) (dashed line) given by
Eq. (54) for parameter h = 10−2 and soliton solution R(s) =
sech2(s) (solid line) for parameter h = 0. Here s = w0ξ is
dimensionless variable and h =
√
P is small parameter.
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FIG. 2. Dimensionless function R(s) (dashed line) given by
Eq. (54) for parameter h = 10−3 and soliton solution R(s) =
sech2(s) (solid line) for parameter h = 0. Here s = w0ξ is
dimensionless variable and h =
√
P is small parameter.
where ξ = τ − v−1z − η, δ = −σ/4, and the parameters
v and κ are
v = −16
2
σ3
, κ = p+
3σ4
2563
. (52)
In this solution the parameters wp and kp are given by
wp =
(
− p
18
)1/4
, kp =
1√
2
. (53)
In the case when b < 0 and h =
√
P  1 (see Ap-
pendix C) the parameters of solution in Eq. (45) for
the second order to small parameter h are given by Eqs.
(C10)-(C12). We introduce the dimensionless function
R(s) = U−10 u(x) for the P+ class solutions where s = w0ξ
is the dimensionless variable and the parameters U0 and
w0 are given by Eq. (21). It follows from Eqs. (C10)-
(C12) and Eq. (45) that the function R(s) for h 1 has
the next form,
R(s) = cn2(s, k), k =
(
9− 2√3h+ h2
9 + 2
√
3h+ h2
)1/2
. (54)
This function has the soliton solution R(s) = sech2(s)
for parameter h = 0. We demonstrate the function
R(s) (dashed line) in Fig. 1 and Fig. 2 for parameters
h = 10−2 and h = 10−3 respectively and soliton solu-
tion R(s) = sech2(s) (solid line) for parameter h = 0.
The Fig. 1 and Fig. 2 demonstrate that the central
pulse of the periodic function R(s) and soliton solution
R(s) = sech2(s) (solid line) for h = 0 coincide with a
high accuracy. Hence other pulses of the train given by
function R(s) also have sech2 soliton shape.
It follows from Eq. (54) that in the case (1) provided
that b < 0 the asymptotics of the P+ class solutions,
when h tends to zero, is the train of solitons,
R(s) '
∑
n∈Z
sech2(s− nT ), T ' ln(12
√
3/h), (55)
where Z = {0,±1,±2, ... ±∞}. The period of function
R(s) is T = w0Tp and the asymptotics of function Tp is
given by Eq. (C14). Hence the asymptotics of period of
function R(s) is T ' ln(12√3/h). This equation yields
T = 7.639 for parameter h = 10−2 and T = 9.942 for
parameter h = 10−3. We emphasise that these values of
T and the period of function R(s) in Fig. 1 and Fig. 2 are
in a good agreement. The Fig. 1 and Fig. 2 demonstrate
that the train of solitons given by Eq. (55) describes the
function R(s) with a high accuracy.
Thus in the case (1) (C1 condition and p > 0, or C2
condition and p < 0) provided that 8α > 3σ2 the P+
class of bounded solutions has the asymptotics,
ψ(z, τ) '
∑
n∈Z
U0 sech
2[w0(ξ − nTp)] exp[iΦ(z, τ)], (56)
where ξ = τ − v−1z − η, Φ(z, τ) = κz − δτ + φ, and the
wave number κ is given by Eq. (C12) as
κ = κ0 − h
2
25
(
3σ2
8
− α
)2
. (57)
Note that this equation can also be written as κ = κ0+p.
Other parameters in Eq. (56) are given by Eqs. (21) and
(22). It follows from Eq. (C14) that the asymptotics of
period of train in Eq. (56) is
Tp ' 1
w0
ln
12
√
3
h
, h =
5
√−p
|b| . (58)
7In the limiting case h = 0 and hence p = 0 the train
of solitons in Eq. (56) reduces to sech2 soliton solution
given in Eq. (20) because the period Tp tends to infinity
when h→ 0.
These results lead to the next proposition,
Statement 4. In the case (1) provided that 8α > 3σ2
the asymptotics of P+ class solutions of the generalized
NLSE with higher order dispersion is the train of solitons
given in Eqs. (56) and (57). The asymptotics of period
Tp is given by Eq. (58). In the case h = 0 (p = 0) the
train of solitons reduces to sech2 soliton in Eq. (20).
This Statement for the asymptotics of P+ class of
bounded solutions follows directly from Eq. (45) and
Eqs. (C10)-(C14).
V. P− CLASS OF UNBOUNDED SOLUTIONS
OF GENERALIZED NLSE
In this section we describe the P− class of unbounded
periodic solutions of generalized NLSE which arises in
the case (3). Thus this class of unbounded solutions takes
place for C1 condition and p < 0, or C2 condition and
p > 0. In these both cases the domain of integration con-
stant p for the P− class of unbounded solutions is given
by relation γp < 0. In the case (3) we have the relation
D(p) > 0 and hence one root of the polynomial f(y) is
real and two roots are complex, they are complex conju-
gated. We show below that this P− class of unbounded
solutions consists of two one-parameter families ψ+(z, τ)
and ψ−(z, τ) which are expressed in terms of elliptic Ja-
cobi’s function. The solutions of Eq. (32) depend on the
roots of the cubic equation f(y) = 0. In the case (3) the
roots of this cubic equation are
y1(p) = ρ(p) + iµ(p), y2(p) = ρ(p)− iµ(p), (59)
y3(p) = − b
15
+ [ρ+(p) + ρ−(p)], (60)
where y1(p) and y2(p) are the complex conjugated roots.
In these equations the functions ρ(p), µ(p) and ρ±(p) are
ρ(p) = − b
15
− 1
2
[ρ+(p) + ρ−(p)], (61)
µ(p) =
√
3
2
[ρ+(p)− ρ−(p)], (62)
ρ±(p) =
[
−
(
bp
1352
+
b3
(15)3
)
±
√
D(p)
]1/3
. (63)
Let define a new function as z(x) = y(x) − ρ where the
parameter ρ(p) is given in Eq. (61). In this case Eq. (32)
has the form, (
dz
dx
)2
= (ν − z)(µ2 + z2), (64)
where the parameter ν(p) is given by
ν(p) =
3
2
[ρ+(p) + ρ−(p)]. (65)
The solution of Eq. (64) for z ≤ ν is∫ ν
z
dt√
(ν − t)(µ2 + t2) = ±(x− η). (66)
The integral in this equation can be written as∫ ν
z
dt√
(ν − t)(µ2 + t2) =
1√
λ
F (2Θ, k), (67)
where F (x, k) is the elliptic integral of the first kind. The
parameters λ, k and Θ in this equation are
λ =
√
ν2 + µ2, k =
√
λ+ ν
2λ
, (68)
Θ = arc tg
√
ν − z
λ
. (69)
The integral in Eq. (67) can also be written in Jacobi’s
form by relation F (2Θ, k) = F (G; k) where G is
G = sin 2Θ =
2
√
λ
√
ν − z
λ+ ν − z . (70)
Thus Eq. (66) has the form,
F (G; k) = ±
√
λ(x− η), λ =
√
ν2 + µ2. (71)
It follows from Eq. (71) the next equation,
ζ(x)
(λ+ ζ(x))2
=
1
4λ
sn2(
√
λ(x− η), k), (72)
where ζ(x) = ν − z(x) is a new function. This equation
has two solutions ζ+(x) and ζ−(x) which lead to one-
parameter families y+(x) and y−(x) as
y±(x) = χ− λ
(
1± cn(√λ(x− η), k)
1∓ cn(√λ(x− η), k)
)
, (73)
where y±(x) = χ − ζ±(x) and χ = ρ + ν. Note that we
have the next relation for the elliptic Jacobi’s function
cn(
√
λ(x− η), k) as
cn(
√
λ(x− η), k) = −cn(
√
λ(x− η0), k), (74)
where the parameter η0 is given by
η0 = η − 2√
λ
K(k), K(k) = F (pi/2, k). (75)
The solutions in Eq. (73) can be written as y±(x; η) then
Eq. (74) leads to the next relation y+(x; η) = y−(x; η0).
8Thus in the case (3) (C1 condition and p < 0, or C2
condition and p > 0) Eqs. (2), (34) and (73) lead to the
next periodic unbounded solutions as
ψ±(z, τ) =
[
Xp − Λp
(
1± cn(w¯pξ, kp)
1∓ cn(w¯pξ, kp)
)]
exp[iΦ(z, τ)],
(76)
where ξ = τ − v−1z − η and Φ(z, τ) = κz − δτ + φ. The
parameters v, and δ are given by Eq. (46) and the wave
number κ is defined in Eq. (16). The parameters in Eq.
(76) are defined by the relations,
Xp =
√
−15
2γ
χ(p), Λp =
√
−15
2γ
λ(p), (77)
w¯p =
√
λ(p), kp =
√
1
2
+
ν(p)
2λ(p)
, (78)
where the functions χ(p) and λ(p) are given by
χ(p) = − b
15
+ [ρ+(p) + ρ−(p)], (79)
λ(p) =
√
3 [ρ2+(p) + ρ+(p)ρ−(p) + ρ
2
−(p)]
1/2. (80)
The periodic unbounded solutions in Eq. (76) can be
written as ψ±(z, τ ; η) then Eq. (74) yields the relation
ψ+(z, τ ; η) = ψ−(z, τ ; η0). We refer the solutions given
in Eq. (76) for the case (3) as P− class of unbounded
periodic solutions.
Statement 5. In the case (3) (C1 condition and p < 0,
or C2 condition and p > 0) all non-plain wave solutions
of the generalized NLSE are the unbounded periodic so-
lutions given by Eq. (76).
This Statement follows directly from the equations of
this section. The unbounded solutions are not essential
for physical applications. Nevertheless the proposition
in this Statement is important because it shows that
the non-plain wave bounded solutions of the generalized
NLSE exist only in the cases (1) and (2). Thus the P+
class solutions describes all non-plain wave bonded solu-
tions of the generalized NLSE given in Eq. (1).
VI. DISCUSSIONS AND CONCLUSION
A range of new solutions to the nonlinear Schro¨dinger
equation with dispersion terms up to fourth order have
been found. These include a solitary wave solution given
by Eq. (20) for integration constant p = 0, γ < 0 and
8α > 3σ2. The periodic bounded solutions in Eq. (45)
arise in the case (1) (C1 condition and p > 0, or C2 condi-
tion and p < 0). The train of solitary waves given by Eq.
(56) takes place in the case (1) provided that 8α > 3σ2
and h  1. In the case when the integration constant p
is zero the train of solitons reduces to the solitary wave
solution with sech2 shape. It is also shown that no quar-
tic dark soliton solution of the generalized NLSE with
higher order dispersion. In the case (3) (C1 condition
and p < 0, or C2 condition and p > 0) all non-plain wave
solutions of the generalized NLSE are the unbounded so-
lutions. These unbounded periodic solutions are given
by Eq. (76). We emphasize that the solitary wave solu-
tion exists only for integration constant p = 0. Note that
this solitary wave solution reduces to the known soliton
solution [11] for β3 = 0. Moreover, it is shown by stabil-
ity analysis [28] and numerical simulsations [15] that the
temporal shape and the peak power of the soliton are sta-
ble when the necessary conditions for existence of sech2
soliton are satisfied. This stability analysis is applicable
for the arbitrary solitary wave solutions of generalised
NLSE with higher order dispersion terms [14]. It is an-
ticipated that sech2 type of stable localized pulses could
find practical applications in communications, slow-light
devices and ultrafast lasers. The prediction of the peri-
odic trains of solitary pulses may find application in non-
linear optical systems such as lasers and fiber oscillators,
while the P+ class of bounded solutions may find also
application in other fields of physics where the nonlinear
Schro¨dinger equation including higher order dispersion is
a good model of a system.
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Appendix A: Statement 1
In this Appendix we prove the Statement 1. We write
Eqs. (3) and (4) as
r
d3u
dx3
− ldu
dx
= 0, (A1)

d4u
dx4
+ b˜
d2u
dx2
− c˜u + γu3 = 0. (A2)
The next notations are used here,
r = σ + 4δ, l = −q + 2αδ + 3σδ2 + 4δ3, (A3)
b˜ = −α− 3σδ − 6δ2, c˜ = κ− αδ2 − σδ3 − δ4. (A4)
First we consider the case when  6= 0. Suppose that
r 6= 0 then it follows from Eq. (A1) that d4u/dx4 =
(l/r)d2u/dx2. Hence Eq. (A2) reduces to the equation,(
b˜+
l
r
)
d2u
dx2
− c˜u + γu3 = 0, (A5)
9Integration of Eq. (A1) leads to the next equation,
r
d2u
dx2
− lu = Ω0, (A6)
where Ω0 is the integration constant. Thus the system
of Eqs. (A5) and (A6) yields
Ω0
(
b˜
r
+
l
r2
)
+
(
b˜l
r
+
l2
r2
− c˜
)
u+γu3 = 0, (A7)
Hence we have u = constant and du/dx = 0 which means
that all solutions of the system of Eqs. (A1) and (A2) are
the plain wave solutions when r 6= 0. In the case r = 0
it follows from Eq. (A1) the relation l = 0 for non-plain
wave solutions. Hence the system of Eqs. (A1) and (A2)
reduces to Eq. (7) because in this case b˜ = b and c˜ = c.
Thus we have obtained that in the case when  6= 0 the
non-plain wave solutions of the system of Eqs. (A1) and
(A2) exist if and only if the next two relations r = 0
and l = 0 are satisfied. Note that these two relations are
equal to the equations given in Eq. (5).
In the case when  = 0 and r 6= 0 Eqs. (A2) and (A6)
lead to equation,
Ω0
b˜
r
+
(
b˜l
r
− c˜
)
u + γu3 = 0. (A8)
Hence all solutions of the system of Eqs. (A1) and (A2)
are the plain wave solutions when  = 0 and r 6= 0. In
the case when r = 0 it follows from Eq. (A1) the next
relation l = 0 when the solutions are non-plain waves.
Hence we have σ = 0 and q = 2αδ because we assume
here that  = 0. Thus in this case Eq. (1) reduces to the
ordinary NLSE with second order dispersion term.
Appendix B: Polynomial solution of nonlinear
differential equation
In this Appendix we show that Eq. (11) has the poly-
nomial solution. The substitution of Eq. (12) to Eq. (11)
leads to the next system of equations for the coefficients
an and integration constant Ω as
8a0a2 − a21 + 4b−1a0 = 8−1Ω, (B1)
6a0a3 + a1a2 + b
−1a1 = 0, (B2)
9a1a3 + 2a
2
2 + 2b
−1a2 − 2c−1 = 0, (B3)
5a2 + b
−1 = 0, 15a23 + 2γ
−1 = 0. (B4)
This system of equations has the solution,
a0 =
2b(κ− κ0)
9γ
, a1 =
2(κ− κ0)
9a3
, (B5)
a2 = − b
5
, a3 = ±
√
− 2γ
15
, (B6)
Ω =
3b2(κ− κ0)
45γ
+
5(κ− κ0)2
108γ
. (B7)
Here the parameter κ0 is defined as
κ0 = − 4
253
(
3σ2
8
− α
)2
− σ
2
163
(
3σ2
16
− α
)
. (B8)
Note that the wave number κ in Eq. (8) is an arbitrary
real parameter. Hence the wave number κ is the inte-
gration constant for traveling solutions given by Eq. (2).
However we introduce another integration constant as
p = κ− κ0. Thus the wave number κ = p+ κ0 is defined
by an arbitrary real parameter p and has the form,
κ = p− 4
253
(
3σ2
8
− α
)2
− σ
2
163
(
3σ2
16
− α
)
. (B9)
The polynomial solution given in Eq. (12) follows from
Eq. (11) where η0 = −2Ω/ and η1 = −c/. Hence
the integration constant Ω and parameter c depend on
integration constant p as
Ω =
3b2p
45γ
+
5p2
108γ
, c = p− 4b
2
25
. (B10)
The polynomial solution in Eq. (12) leads to Eq. (17)
where the coefficients an and the integration constant Ω
are given in Eqs. (13) and (14) with p = κ − κ0. Note
that Eq. (17) has the solitary wave solution only in the
case when a0 = 0. Hence in this case we have p = 0, and
a0 = a1 = 0 and κ = κ0. Let u(x) = ζ
2(x) then Eq. (17)
has the form, (
dζ
dx
)2
=
a2
4
ζ2 +
a3
4
ζ4. (B11)
In the case a2 > 0 the localized solution of this equation
is given by
ζ(x) =
(
−a2
a3
)1/2
sech
(√
a2
2
(x− η)
)
. (B12)
In the case a2 < 0 we have the unbounded solution as
ζ(x) =
(
−a2
a3
)1/2
sec
(√−a2
2
(x− η)
)
. (B13)
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Appendix C: Asymptotics of P+ class of bounded
solutions
In this Appendix we present the supplementary ma-
terial for P+ class of bounded solutions of generalized
NLSE. Note that equation f(y) = 0 has the form,
y3 − c2y2 − c1y − c0 = 0, (C1)
where the coefficients cn are given in Eq. (33). It is
known that the character of roots in this equation de-
pends on the sign of expression,
D(p) =
1
4
M2(p) +
1
27
N3(p), (C2)
where N(p) and M(p) are
N(p) = −c1 − c
2
2
3
, M(p) = −c0 − c1c2
3
− 2c
3
2
27
. (C3)
There are three different cases:
(1) Three roots are real and different for D(p) < 0.
(2) Three roots are real, but two of them are equal for
D(p) = 0.
(3) One root is real and other two roots are complex
and complex conjugated for D(p) > 0.
We consider in this Appendix the case (1) and hence
D(p) < 0. In this case (1) the generalised NLSE leads to
the P+ class of bounded solutions which is expressed in
terms of Jacobi’s elliptic functions. We use the Jacobi’s
form of the elliptic function given by
F (z; k) =
∫ z
0
dt√
(1− t2)(1− k2t2) = arc sn(z, k). (C4)
In addition we have the relation F (z; k) = F (θ, k) where
z = sin θ and F (θ, k) is the elliptic function of the first
kind defined by
F (θ, k) =
∫ θ
0
dφ√
1− k2 sin2 φ
. (C5)
Note that the Jacobi’s elliptic functions have different
notations in Refs. [33, 34].
Equation (C1) has the simple solutions for enough
small integration constant p. The parameter p and Eq.
(C1) can be presented in the dimensionless form. We
define the dimensionless parameter P and dimensionless
variable Y as
P = −25
b2
p, Y = −15
b
y, (C6)
where it is assumed that b 6= 0. Thus Eq. (C1) has the
next dimensionless form,
Y3 − 3Y2 − 2PY + 4P = 0. (C7)
It follows from Eqs. (37) and (38) that three roots of
Eq. (C1) are real and different for the condition C1 with
p > 0 and for the condition C2 with p < 0. Hence the
dimensionless parameter P is positive for these two cases.
We consider below the case when three roots of Eq. (C1)
are real and different, and the parameter h =
√
P is
small. The perturbation theory yields the roots of Eq.
(C7) in the second order to small parameter h as
Y1 = − 2h√
3
−h
2
9
, Y2 =
2h√
3
−h
2
9
, Y3 = 3+
2h2
9
. (C8)
The roots of Eqs. (C1) and (C7) are connected as
yn(p) = − b
15
Yn(p), h =
5
√−p
|b| . (C9)
Thus in the second order to small parameter h, the solu-
tion in Eq. (45) has the next parameters,
Vp = U0
(
2h
3
√
3
− h
2
27
)
, Up = U0
(
1− 2h
3
√
3
+
h2
9
)
,
(C10)
wp = w0
(
1 +
2h
3
√
3
+
h2
9
)1/2
, w0 =
1
4
√
4α
5
− 3σ
2
102
,
(C11)
kp =
(
9− 2√3h+ h2
9 + 2
√
3h+ h2
)1/2
, κ = κ0− h
2
25
(
3σ2
8
− α
)2
,
(C12)
where the amplitude U0 is given by Eq. (21). Note that
we have found these parameters in the case when the next
condition 8α > 3σ2 is satisfied. It is shown in section
IV that these parameters in Eq. (45) yield the train of
solitons for h 1.
Let consider the case 1−k2p  1 then we have the next
asymptotic relation [33],
K(kp) ' ln 4√
1− k2p
' ln 6
31/4h1/2
, (C13)
where h  1. The period of the P+ class of bounded
solutions is Tp = (2/wp)K(kp). Hence the asymptotic
equation for the period Tp is
Tp ' 2
w0
ln
6
31/4h1/2
=
1
w0
ln
12
√
3
h
. (C14)
In the case when h → 0 the period Tp tends to infinity
and the P+ class of bounded solutions reduces to sech2
soliton solution given in Eq. (20).
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