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Painleve´ equations and deformations of rational
surfaces with rational double points∗†
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In this paper we give an answer to the fundamental questions about the Painleve´
equations. Where do the Ba¨cklund transformations come from? Our approach
depends on the geometry of the projective surface constructed by Okamoto and
reviewed in [U2].
The Painleve´ equations were discovered around 1900 in the pursuit of special
functions. Painleve´ and Gambier classified algebraic differential equations y′′ =
R(t, y, y′) without movable singular points, where R is a rational function of t, y, y′
and t is the independent variable. After the refinement procedure of throwing away
among the differential equations those that are integrable by the so far known func-
tions, they arrived at the list of the six Painleve´ equations PJ (I ≤ J ≤ V I). After
the discovery of Painleve´ equations, an unexpected but important feature of the
Painleve´ equations was revealed. The Painleve´ equations have symmetries or the
Ba¨cklund transformations. In fact, if we recall the motivation of the discovery, it
is surprising that the Painleve´ equations admit symmetries. So a natural question
arise. Where do the Ba¨cklund transformations come from? Our answer is that they
arise from the rational double points.
The Painleve´ equation PJ is written in a Hamiltonian form
dq
dt
= ∂HJ
∂p
,
dp
dt = −
∂HJ
∂q
∗1991 Mathematical Subject Classification. 14D15, 34M55, 32G10, 14J26
†Key Words and phrases. Painleve´ equations, Ba¨ckglund transformations, Rational Surfaces,
Rational double points, Deformations
‡Partly supported by Grant-in Aid for Scientific Research (B-09440015), (B-12440008) and
(C-11874008), the Ministry of Education, Science and Culture, Japan
§Partly supported by Grant-in Aid for Scientific Research (B-11440006), the Ministry of Edu-
cation, Science and Culture, Japan
1
for an appropriate polynomial HJ of q, p and t (I ≤ J ≤ V I). We also clarify where
the polynomial HJ comes from and why it is uniquely determined. This point is
a geometric interpretation of [ST] and [MMT]. It is interesting to notice that our
theory provides us a lot of pairs (U, V ) of algebraic varieties defined over C such
that U and V are not isomorphic as algebraic varieties but they are isomorphic as
complex manifolds (cf §11). (The idea in §11 is developed further in the direction of
deformation theory of Okamoto–Painleve´ pairs and its relation to Painleve´ equations
in [STT].)
We work with the second Painleve´ equation PII to illustrate the general case.
Our argument is given in a form easily applicable to the other Painleve´ equations
(cf. [STT]). Through out the paper, the ground field in C. The most natural setting
seems to be, however, over the ring Z[1
2
].
We should mention that a recent work of Sakai [Sakai] is also working on the dis-
crete and differential Painleve´ equations related to the geometry of rational surfaces
and symmetries of affine Weyl groups.
The authors express gratitude to Professor Kei-ichi Watanabe. The discussions
with him was indispensable to write §9.
§1. Construction of a family of rational surfaces.
The second Painleve´ equation is an ordinary differential equation
PII(α) y
′′ = 2y3 + ty + α
of the second order, where t is the independent variable, y′′ = d2y/dt2 and α ∈ C is a
parameter. The extended affine Weyl group Ĝ of type A
(1)
1 appears as the symmetry
of PII(α). Namely if y is a solution of PII(α), then
T+(y) = −y −
α + 1
2
y′ + y2 + t
2
is a solution of PII(α + 1),
T−(y) = −y +
α− 1
2
y′ − y2 − t
2
is a solution of PII(α− 1) and
I(y) = −y
is a solution of PII(−α). The automorphisms i, t+, t− of the affine line A
1 with
coordinate system α, i.e. A1 = Spec C[α], given by
t+(α) = α + 1, t−(α) = α− 1, i(α) = −α
2
generate the (extended) affine Weyl group Ĝ of type A
(1)
1 . So the group Ĝ operates
on the affine line A1. We extend the operation of Ĝ on the affine plane A2 with
coordinate system (t, α) so that Ĝ leaves t invariant. We consider the affine space A4
with coordinate system (t, α, y, y′) and the projection p12 : A
4 → A2, (t, α, y, y′) 7→
(t, α). Through the transformations T+, T−, I regarded as birational automorphism
of the affine space A4, the extended affine Weyl group Ĝ operates birationally on A4
such that the projection p12 : A
4 → A2 is Ĝ-equivariant. For example the birational
automorphism of A4 induced by T+ is given by
A4 → A4,
(t, α, y, y′) 7→ (t, α + 1, T+(y), T+(y)
′)
where
T+(y) = −y −
α + 1
2
y′ + y2 + t
2
as is given above and
T+(y)
′ =
(
−y −
α + 1
2
y′ + y2 + t
2
)′
= −y′ +
(α+ 1
2
)(y′′ + 2yy′ + 1
2
)
(y′ + y2 + t
2
)2
= −y′ +
(α+ 1
2
)(2y3 + ty + α + 2yy′ + 1
2
)
(y′ + y2 + t
2
)2
.
Namely if we use a more rigorous notation, the birational automorphism of A4 is
defined by
A4 → A4, (t, α + 1, u, v) 7→ (t,−α, U(t, α, u, v), V (t, α, u, v))
where
U(t, α, u, v) = −u−
α+ 1
2
v + u2 + t
2
,
V (t, α, u, v) = −v +
(α+ 1
2
)(2u3 + tu+ α + 2uv + 1
2
)
(v + u2 + t
2
)2
.
Remark (1.1). For the root system of type A1, the affine Weyl group is iso-
morphic to the extended affine Weyl group. For a systematic understanding of the
Painleve´ equations, we should regard Ĝ as the extended affine Weyl group.
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On the affine space A4, we have a vector field
δ(α) =
∂
∂t
+ y′
∂
∂y
+ (2y3 + ty + α)
∂
∂y′
so that the birational maps T+, T−, I are compatible with the vector field δ(α). We
projectified the fibration p = p12 : A
4 → A2 in the following manner ([U2]). To
explain the projectification of p, we had better take other coordinate systems on A4
and A2. First, we introduce a new coordinate system (t, c) such that c = α − 1
2
.
Second, we define a new coordinate system (t, c, p, q) on A4 such that
q = y,
p = y′ − q2 − t
2
.
(1.2)
In terms of this coordinate system, the second Painleve´ equation is written as
S2(c)

dq
dt = q
2 + p+ t2 ,
dp
dt = −2qp+ c
and the vector field δ(α) is given by
D(c) =
∂
∂t
+ (q2 + p+
t
2
)
∂
∂q
+ (−2qp+ c)
∂
∂p
.
In other words, if we consider an isomorphism
ϕ : A4 → A4
(t, α, y, y′) 7→
(
t, c, y, y′ − y2 −
t
2
)
,
then ϕ transforms δ(α) to D(c). The system S2(c) is a Hamiltonian form. In fact if
we take H(t, c, q, p) = q2p+ 1
2
p2 + t
2
p− cq, then we have
S2(c)

dq
dt
= ∂H
∂p
dp
dt = −
∂H
∂q .
We explain now how to projectify the fibration p12 : A
4 → A2. We take a point
(t0, c0) ∈ A
2 fixed once for all and show how to projectify the fiber X [t0, c0] :=
p−112 (t0, c0) of the morphism p12 := A
4 → A2, (t, c, q, p) 7→ (t, c). The fiber X [t0, c0]
is isomorphic to the affine plane A2. We need four copies Wi (1 ≤ i ≤ 4) of A
2 with
4
coordinate system (yi, zi). We glue together the Wi’ s by the following rule to get a
rational ruled surface Z[t0, c0].
(i) A point (y1, z1) ∈ W1 and a point (y2, z2) ∈ W2 are identified if
y1 = y2 and z1z2 = 1.
(ii) A point (y1, z1) ∈ W1 and a point (y3, z3) ∈ W3 are identified if
y1y3 = 1 and z1 = c0y3 − y
2
3z3.
We notice that the latter condition is equivalent to
z3 = c0y1 − y
2
1z1.
(iii) A point (y3, z3) ∈ W3 and a point (y4, z4) ∈ W4 are identified if
y3 = y4 and z3z4 = 1.
The projections
Wi → A
1, (yi, zi) 7→ yi for 1 ≤ i ≤ 4
glue together to give a fibration
pZ[t0,c0] : Z[t0, c0]→ P
1.
So Z[t0, c0] is a P
1-bundle over P1 on Z[t0, c0] is a rational ruled surface. We have,
as is easily seen
Z[t0, c0] ∼=

F2 if c0 = 0,
P1 × P1 otherwise.
It is apparent that the construction of Z[t0, c0] depends only on c0 and not
on t0. We identify the fiber X [t0, c0], which is the affine plane with coordinate
system (q, p), with W1 that is the affine space with coordinate system (y1, z1) by
sending a point (q, p) of X [t0, c0] to the point (y1, z1) = (q, p) of W1. We thus
constructed a projectification Z[t0, c0] of the fiber X [t0, c0] but this is not the desired
projectification. To get the projectification X [t0, c0], we have to blow-up the rational
ruled surface Z[t0, c0] eight times, the centers being carefully chosen infinitely near
points of (y4, z4) = (0, 0) ∈ W4. The centers depend not only on c0 but also t0 so that
the projectification X[t0, c0] depends on c0 and t0. The center a1 of the first blowing-
up is the point (y4, z4) = (0, 0) on W4. For 1 ≤ i ≤ 8, we denote by pii : Zi[t0, c0]→
Zi−1[t0, c0] the i-the blowing-up, by Ei ⊂ Zi[t0, c0] the exceptional divisor of pii, and
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by ai ∈ Zi−1[t0, c0] the center of the i-th blown-up pii, so that Z0[t0, c0] = Z[t0, c0],
Z8[t0, c0] = X[t0, c0] and a1 = (0, 0) ∈ W4. The curve S = {(y2, z2) ∈ W3 | z3 =
0} ∪ {(y4, z4) | z4 = 0} is a section of the ruled surface pi : Z[t0, z0] → P
1 and the
self-intersection number S2 = 2. For 2 ≤ i ≤ 8 the center ai ∈ Zi−1[t0, c0] is always
on the exceptional divisor Ei−1 of the previous blowing-up. For i = 2, 3, 4, the center
ai ∈ Zi−1[t0, c0] is the intersection point of Ei−1 and the proper transform of S by
the morphism Zi−1[t0, c0] → Z0[t0, c0] = Z[t0, c0]. Let Di ⊂ X[t0, c0] = Z8[t0, c0]
be proper transform of Ei by the morphism X[t0, c0] = Z8[t0, c0] → Zi[t0, c0] for
1 ≤ i ≤ 7. The following result is proved in [U2].
Sublemma (3.6) of [U2]. Locally onW4, the construction X[t0, c0] = Z8[t0, c0]→
Z[t0, c0] or the blowing-up of Z[t0, c0] is equivalent to the minimal resolution of the
rational map
F : W4 · · · → P
1, (y4, z4) 7→ (y
4
4z4, 2z4 − y
4
4 + ty
2
4z4 + (2c0 + 1)y
3
4z4).
Remark. F is not regular on X[t0, c0]. For, it has a base point (y2, z2) = 0 on
W2. This point outside W4 is left untouched in the construction of X[t0, c0].
We denote byD0 the proper transform of the curve S ⊂ Z[t0, c0] by the morphism
X[t0, c0] → Z[t0, c0]. Then we have D1 ≃ P
1 and D2i = −2 for 1 ≤ i ≤ 7. The
configuration of the Di’s is shown in Fig.(1.3).
D1
D2
D3
D4
D0 D5
D6
D7
Fig.(1.3)
The dual graph of Fig.(1.3) is Fig.(1.4) that is the Dynkin diagram of type E
(1)
7 .
Namely the vertices in Fig.(1.4) correspond to the curves in Fig.(1.3). Two
different vertices are jointed by an edge if corresponding two curves have a point in
common. We set D[t0, c0] := ∪
7
i=0Di ⊂ X[t0, c0], which is a divisor on X[t0, c0]. The
divisors Di also depend on t0 and c0. So we should denoted Di by Di[t0, c0]. To
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❝ ❝ ❝ ❝ ❝ ❝ ❝
❝
D1 D2 D3 D4 D5 D6 D7
D0
Fig.(1.4)
simplify the notation, we use Di[t0, c0], only when we emphasize the dependence on
t0 and c0. So far we fixed (t, c) = (t0, c0). The above construction works globally on
the fibration pi : A4 → A2 and gives us a fiber space
ϕ : X→ A2
and a divisor D on X such that for a point (t0, c0) ∈ A
2, the fiber ϕ−1(t0, c0) is
isomorphic to X[t0, c0] and such that D ∩ ϕ
−1(t0, c0) yields the divisor D[t0, c0] on
X[t0, c0]. Namely, let ψ be the composite p2 ◦ ϕ
X
ϕ
→ A2
p2→ A,
where p2 : A
2 → A1 is the projection onto the second factor so that p2(t, c) = c for
a point (t, c) ∈ A2. We denote the fiber ψ−1(c0) by X[c0] for a point c0 ∈ A
1. Then
ϕ gives a morphism
ϕc0 : X[c0]→ A
1 × c0 ⊂ A
2.
Since A1 × c0 ≃ Spec A[t] is the affine line with coordinate system t, we have a
morphism
ϕ[c0] : X[c0]→ Spec C[t],
which we denote also by ϕc0. On the threefold X[c0], we have a divisor D[c0] :=
D ∩ X[c0] and a rational vector field
δ[c0] =
∂
∂t
+ (y21 + z1 +
t
2
)
∂
∂y1
+ (−2y1z1 + c0)
∂
∂z1
generates a foliation on X[c0]. The divisor D[c0] is the set of singular points of
the foliation so that every leaf is transversal to the fibers of X → Spec C[t] in the
open set X[c0]\D[c0]. Since the Painleve´ equations have no movable singular points
(=movable branch points and movable essential singular points), the set of solutions
on the set of leaves of the foliation in X[c0]\D[c0] sweeps the whole space X[c0]\D[c0]
(See Fig.(1.5)).
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Spec C[t]
❄
ϕc0
X[c0]
Fig.(1.5)
X[t0, c0]\D[t0, c0] is the space of initial conditions of the second Painleve´ equation
introduced by Okamoto [O] (cf. [U2]). In terms of coordinate system (t, c, q, p) of
the affine space A4, the affine extended Weyl group G is generated by rational maps
J : A4 · · · → A4, (t, c, q, p) 7→ (t,−1− c,−q,−2q2 − p− t),
and
I : A4 · · · → A4, (t, c, q, p) 7→ (t, −c, q −
c
p
, p).
The corresponding birational map induced respectively by J (resp. I) on a variety
Z over A2, which is A2-birational to p12 : A
4 → A2, will be denoted by JZ(c,−1− c)
(resp. IZ(c,−c)). In this context, when we specialize the parameter c to c0 ∈ C,
we denote the thus obtained birational map by JZ(c0,−1 − c0), IZ(c0,−c0). We
proved in [U2] that when the parameter c takes a fixed value c0 ∈ C, the Ba¨cklund
transformations give the following isomorphisms that commute with the foliations.
JX(c0,−1 − c0) : X[c0]→ X[−1− c0].(1.6)
IX(c0,−c0) : X[c0]→ X[−c0].(1.7)
Moreover we have
JX(c0,−1− c0)[D[c0]] = D[−1− c0](1.8)
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and
IX(c0,−c0)[D[c0]] = D[−c0].(1.9)
For, for every c0 ∈ C, D[c0] is the set of singular points of the foliation on X[c0] and
the isomorphisms JX(c0,−1− c0) and IX(c0,−c0) commute with the foliation.
Proposition (1.10). We have
JX(c0,−1− c0)(Di[c0]) = D8−i[−1− c0] for 1 ≤ i ≤ 7,
JX(c0,−1− c0)(D0[c0]) = D0[−1− c0],
IX(c0,−c0)(Di[c0]) = Di[−c0] for 0 ≤ i ≤ 7.
Proof. Once we have (1.8) and (1.9), we can check the identities easily.
When we specialize not only c to c0 but also t to t0, the corresponding birational
maps are denoted respectively by JZ(t0; c0,−1 − c0) and IZ(t0; c0,−c0). Using this
notation, we proved in [U2] that we have isomorphisms
JX(t0; c0,−1− c0) : X[t0, c0]→ X[t0,−1− c0]
and
IX(t0; c0,−c0) : X[t0, c0]→ X[t0,−c0].
The following results follows from Proposition (1.10).
Proposition (1.11). When t and c take fixed values t0 and c0, we have the
following identities.
(i) JX(t0; c0,−1− c0)(Di[t0, c0]) = D8−i[t0,−1− c0]
for 1 ≤ i ≤ 7 and
(ii) JX(t0; c0,−1− c0)(D0[t0, c0]) = D0[t0,−1− c0].
(iii) IX(t0; c0,−c0)(Di)[t0,−c0].
Remark (1.12). JX;X → X is a regular automorphism and the morphism ϕ :
X → A2 is compatible with automorphism j : A2 → A2, (t, c) 7→ (t,−c). On the
other hand, IX : X → X is not biregular.
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In fact there exists a curve C ′2[t0, 0] on X[t0, 0]\D isomorphic to P
1 giving the
Riccati solutions of PII
(
1
2
)
. The curve C ′2[t0, 0] is the base locus of the rational map
IX : X→ X. We proved in [U2] that if we denote by X˜ the blowing-up of X along the
surface
⋃
t0∈C C
′
2[t0, 0], then IX˜ : X˜→ X˜ is a biregular automorphism. We explain §3
the reason why we have to blow up X to make IX biregular. The birational maps
IX(c0,−c0) : X[c0]→ X[−c0]
and
IX(t; c0,−c0) : X[t0, c0]→ X[t0, c0]
induced by IX is the identity, when c0 = 0. So they are biregular. Hence strictly
speaking in the proofs of Propositions (1.10), (1.11) we must treat the case c0 = 0
separately. For every integer n, there is curve C[t0, n] isomorphic to P
1 on X[t0, n]\D.
We blow up X along the surfaces
⋃
t0∈C C[t0, n] for every n ∈ Z. We get a manifold
Y , a projective limit of a scheme over A2 such that the extended Weyl group Ĝ =<
IY , JY > operates regularly on Y . In fact, we have seen in [U2], IY and JY are
automorphisms of Y . The extended affine Weyl group Ĝ operates on Y and A2 in
such a way that ϕY : Y → A
2 is Ĝ-equivariant. Here ϕY : Y → A
2 is the composite
of the blowing-up morphism Y → X and the morphism ϕ : X→ A2 arising from the
projection p12 : A
4 → A2. It is natural to ask a
Question (1.13). The quotient spaces Y/Ĝ, A2/Ĝ and the quotient morphism
Y/Ĝ→ A2/Ĝ are algebraizable?
§2. Affine root systems on X[t0, c0].
The additive group Pic X[t0, c0] of linear equivalence classes of divisors on the surface
X[t0, c0] is a lattice, of rank 10, the bilinear form on Pic X[t0, c0] being defined by
the intersection pairing.
Lemma (2.1). We can blow down the surface X[t0, c0] to P
2.
Proof. If c0 6= 0, then the ruled surface Z[t0, c0] is P
1×P1. Let X˜ be the blown-
up of P1 × P1 at a point P = (x1, x2) and let C1, C2 be respectively the proper
transform of x1 × P
1, P1 × x2 under the blowing down morphism ϕ : X˜ → P
1 × P1.
Then C1 and C2 are disjoint −1-curves so that we can collapse C1 and C2 on X˜
to get P2. If the parameter c0 = 0, then the ruled surface Z[t0, c0] is isomorphic
to F2. We blow-up F2 at a point P on the section S of pi : F2 → P
1 with S2 = 2
to get a surface X˜ . So we have the blowing-down morphism ϕ : X˜ → F . Since
F2\S = Z[t0, c0]\S is a line bundle over P
1, we can find a section S0 of pi : F2 → P
1
such that S20 = −2and (S.S0) = 0. Let C1 be the proper transform of the fiber
of the ruled surface Z[t0, c0] passing through the point P and let C2 be the proper
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transform of S0 under ϕ : X˜ → F2. Then since C
2
1 = −2, C
2
2 = −2 and (C1.C2) = 1,
we can collapse successively C1 and C2 to get P
2. The surface X[t0, c0] is obtained
by blowing-up the ruled surface Z[t0, c0] 8 times. the first blowing-up is one of the
blowing-ups described above according as c0 6= 0 or c0 = 0. Hence we can blow-down
the surface X[t0, c0] to P
2.
Corollary (2.2). The Picard lattice Pic X[t0, c0] is isomorphic to the lattice⊕10
i=1 Zei of rank 10 such that
(ei, ej) =
{
δij if i = 1,
−δij otherwise.
Proof. This is an immediate consequence of Lemma (2.1).
We have seen in §1 that on the rational surface X[t0, c0] there exists the divisor
D[t0, c0] of which irreducible components Di[t0, c0], 0 ≤ i ≤ 7 are isomorphic to
P1 with self-intersection number −2 and their dual graph is E
(1)
7 (cf. Fig.(1.4)).
The linear equivalence classes [Di]’s are linearly independent in the Picard lattice
L = Pic X[t0, c0]. So the Picard lattice L contains a free Z-module of rank 8 spanned
by the class [Di] of Di in Pic X[t0, c0] (0 ≤ i ≤ 7), of which the bilinear form is given
by minus of the Cartan matrix of the affine root system of type E
(1)
7 . We denote by
abuse notation, this subgroup of L with the induced bilinear form by L(E
(1)
7 ). For
a subset M of L we set
M⊥ = {x ∈ L | (x, y) = 0 for every x ∈M} .
Our aim is to prove Theorem (2.24) and (2.31). We introduced the curves Di,
0 ≤ i ≤ 7 on the algebraic surface X[t0, c0]. To prove Theorem (2.24), we need
some more curves on X[t0, c0]. On the ruled surface pi : Z0[t0, c0] → P
1, we have
the following curves. All the irreducible components of the curves are isomorphic to
P1.
C01 [t0, c0] : = {(y3, z3) ∈ W | y3 = 0} ⊂ Z0[t0, c0](2.3.1)
= {(y3, z3) ∈ W3 | y3 = 0} ∪ {(y4, z4) ∈ W4 | y4 = 0} ,
which is a fiber of pi. Here A¯ denotes the Zariski closure of a subset A of Z[t0, c0].
C02 [t0, c0] := {(y3, z3) ∈ W | y3z3 − c0 = 0} ⊂ Z0[t0, c0].(2.3.2)
so that
C02 [t0, c0] = {(y3, z3) ∈ W | y3z3 − c0 = 0} ∪ {(y1, z1) ∈ W1 | z1 = 0}(2.3.3)
∪{(y4, z4) ∈ W4 | y4 − c0z4 = 0}
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on Z0[t0, c0]. The curve C
0
2 [t0, c0] is isomorphic to P
1 for c0 6= 0, and the union of 2
curves isomorphic to P1 for c0 = 0. Namely we have
C02 [t0, c0] =

{(y1, z1) ∈ W1 | z1 = 0}, if c0 6= 0,
{(y1, z1) ∈ W1 | z1 = 0} ∪ C
0
1 [t0, c0], if c0 = 0,
(2.3.4)
on the surface Z[t0, c0].
C04 [t0, c0] := {(y1, z1) ∈ W1 | 2y
2
1 + z1 + t0 = 0} ⊂ Z0[t0, c0],(2.3.5)
C74 [t0, c0] : = the proper transform of C
0
4 [t0, c0] under the birational(2.3.6)
morphism Z7[t0, c0]→ Z0[t0, c0].
C05 [t0, c0] := {(y1, z1) ∈ W1 | y1z1 − c0 = 0} ⊂ Z[t0, c0].(2.3.7)
So
C05 [t0, c0] = {(y1, z1) ∈ W1 | y1z1 − c0 = 0} ∪ {(y3, z3) ∈ W3 | z3 = 0}
∪ {(y2, z2) ∈ W2 | y2 − c0z2 = 0} ,
which is isomorphic to P1 if c0 6= 0 and, which is the union of 2 curves isomorphic
to P1 if c0 = 0.
C05 = {(y1, z1) ∈ W1 | y1 = 0} ∪ {(y1, z1) ∈ W1 | z1 = 0}.
C06 [t0, c0] := {(y1, z1) ∈ W1 | 2y
3
1 + t0y1 + y1z1 + c0 + 1 = 0}.(2.3.8)
C06 [t0,−1] is irreducible if c0 6= −1 and if c0 = −1, it has 2 irreducible components:
C06 [t0,−1] = {(y1, z1) ∈ W1 | y1 = 0} ∪ C
0
4 [t0,−1].
We denote by C3[t0, c0] the exceptional divisor E8 of the last or the eighth blow-
up X[t0, c0] = Z8[t0, c0] → Z7[t0, c0] in the construction of X[t0, c0]. We denote the
proper transform of C
(0)
j [t0, c0] by Cj[t0, c0] for 1 ≤ j ≤ 6 with j 6= 3, 4 under the
map X[c0, t0] → Z0[t0, c0]. C4[t0, c0] is the total transform of C
(7)
4 [t0, c0] under the
birational morphism X[t0, c0] = Z8[t0, c0] → Z7[t0, c0]. To simplify the notation,
the curves C0j [t0, c0], Cj[t0, c0] are respectively denoted simply by C
0
j , Cj if there
is no danger of confusion. The surface Z[t0, c0] → P
1 is a ruled surface so that
Pic Z[t0, c0] = ZC
0
1 ⊕ZS. We have (C
0
1 )
2
= −1, S2 = 2, (C01 .S) = 1. We recall that
S is section of the ruled surface Z[t0, c0] introduced in §1.
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Lemma (2.4). The curve C06 ∩W4 on W4 is defined by
2z4 − y
4
4 + ty
2
4z4 + (2c0 + 1)y
3
4z4 = 0.
This is the curve appeared in Sublemma (3.6) of [U2].
Proof. This follows from the definition of the curve C06 and the coordinate
transformations among Wi (1 ≤ i ≤ 4).
Lemma (2.5). We have C02 ∼ S − C
0
1 on Z[t0, c0].
Proof. Since Pic Z[t0, c0] ≃ ZC
0
1 + ZS, we can find integers a, b such that
C02 ∼ aS + bC
0
1 . Then 1 = (S.C
0
2 ) = (S.aS + bC
0
1 ) = aS
2 + b(S.C01 ) = 2a + b,
1 = (C01 .C
0
2) = (C
0
1 .aS + bC
0
1 ) = a(C
0
1 .S) = 1. Hence a = 1, b = −1.
Lemma (2.6). Assume c0 6= 0 so that C
0
2 is isomorphic to P
1. Let C11 and C
1
2
be the proper transform of C01 and C
0
2 respectively under the birational morphism
pi1 : Z1[t0, c0]→ Z0[t0, c0].
(i) C11 , C
1
2 are isomorphic to P
1.
(ii) (C11 .C
1
2) = 0.
(iii) C11
2
= C12
2
= −1.
(iv) (C11 .E1) = (C
1
2 .E1) = 1.
(v) C11 ∩ E1, C
1
2 ∩ E1 and the center a2 ∈ E1 are three distinct points on E1.
Proof. (i) follows the fact that the curves C01 , C
0
1 are isomorphic to P
1. The
center a1 of the first blowing-up is the point (y4, z4) = (0, 0) on W4. So that C
0
1 ,
C02 pass through a1. We have (C
0
1)
2
= 0 and (C02 )
2
= 0 by Lemma (2.5). So that
(C11 )
2
= (C12 )
2
= −1. Moreover C01 and C
0
2 intersect at a1 transversely (C
1
1 .C
1
2 )) = 0.
Easy calculation shows that C11 and C
2
1 do not pass through a2 ∈ E1 ∩C
1
6 . Here C
1
6
is the proper transform of C06 under the birational map pi1 : Z1[t0, c0] → Z0[t0, c0]
(cf. Lemma (2.4) and Sublemma (3.6) of [U2]).
Corollary (2.7). If c0 6= 0, then the configuration of the curves Di (0 ≤ i ≤ 7)
and C1, C2 is as in Fig.(2.7.1). We have (C1)
2 = (C2)
2 = −1.
Proof. In fact, the centers ai for 2 ≤ i ≤ 8 are infinitely near points of a2. So C1,
C2 are total transform of C
1
1 and C
1
2 respectively under the morphism Z8[t0, c0] →
Z2[t0, c0], which is an isomorphism on a neighborhood of C
1
1 ∪ C
1
2 .
Similarly we can prove the following
Lemma (2.8). If c0 = 0, then C2 = C1 ∪C
′
2 such that C1,C
′
2 are isomorphic to
P1 and we have (C1.C
′
2) = 1, (C1)
2 = −1, (C ′2)
2 = −2. The configuration of C1, C
′
2
is as in Fig.(2.8.1).
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D6
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C2
C1
Fig.(2.7.1)
D1
D2
D3
D4
D0 D5
D6
D7
C1
C ′2
Fig.(2.8.1)
Proof. If c0 = 0, then a point (y1, z1) ∈ W1 and a point (y3, z3) ∈ W3 are
identified if y1y3 = 1 and z3 = −y1z1 so that Z[t0, 0] ≃ F2 and we have 2 disjoint
sections of the ruled surface Z[t0, 0]. Namely
S = {(y2, z2) ∈ W2 | z2 = 0} ∪ {(y4, z4) ∈ W4 | z4 = 0}
and
S0 = {(y1, z1) ∈ W1 | z1 = 0} ∪ {(y3, z3) ∈ W3 | z3 = 0} .
Then S2 = 2, S20 = −2. By (2.3.4), we have C
0
2 = S0∪C
0
1 . C
′
2 is the total transform
of S0 that coincides with its proper transform because S0 does not pass through the
center a1 of the first blowing-up and consequently any centers aj , 2 ≤ j ≤ 8. In
particular C ′2 ⊂ X\
(⋃7
i=0Di
)
(cf. Proposition (4.2) below).
Let us now study the curve C4.
Lemma (2.9). The curve C04 ∪W4 on the affine plane W4 ⊂ Z0[t0, c0] is defined
by
14
2z4 + (c0z4 − y4)y
3
4 + ty
2
4z4 = 0.
Proof. Since C04 = {(y1, z1) ∈ W1 | 2y
2
1 + z1 + t = 0}, this follows from the co-
ordinate transformations among the Wi’s 1 ≤ i ≤ 4 given §1.
Lemma (2.10). The curve C04 has the following properties.
(i) The proper transform C i4 of C
0
4 on Zi[t0, c0] by the birational morphism Zi[t0, c0]→
Z0[t0, c0] passes through the center ai+1 of the (i+1)-th blow-up for 0 ≤ i ≤ 6.
(ii) If c0 6= −1, C
7
4 does not pass through a8.
(iii) If c0 = −1, C
7
4 pass through a8.
Proof. This is a consequence of Lemma (2.9) and Sublemma (3.6) of [U2].
Corollary (2.11). (i) On Z[t0, c0], we have C
0
4 ∼ S + 2C
0
1 so that (C
0
4)
2
= 6.
(ii) (C74)
2
= −1.
(iii) (C4)
2 = −1.
(iv) (C3.C4) = 0.
Proof. Let C04 ∼ aS + bC
0
1 with a, b ∈ Z, on Z0[t0, c0]. Since for a given y1, the
equation 2y21 + z1 + t = 0 for z1 has a unique solution,
1 =
(
C01 . C
0
4
)
=
(
C01 . aS + bC
0
1
)
= a.
The defining equation for C04 on W2 is 2y
2
2z2 + 1 + tz2 = 0. So C
0
4 ∩W2 ∩ S = ∅.
The defining equation of C04 on W4 is
2z4 + (c0z4 − y4)y
3
4 + ty
2
4z4 = 0
so that on W4, W4 ∩ C
0
4 ∩ S = (0, 0) ∈ W4. To multiplicity of W4 ∩ C
0
4 ∩ S is 4.
Hence
4 =
(
S . C04
)
=
(
S . aS + bC01
)
= 2a+ b
so that b = 2. Consequently C04 ∼ S + 2C
0
1 .(
C04
)2
=
(
S + 2C01
)2
= S2 + 4
(
S . C01
)
+ 4
(
C01
)2
= 2 + 4 = 6.
Therefore (C74)
2
= −1 by Lemma (2.10). (iii) and (iv) follow from (ii) and Lemma
(2.10).
Corollary (2.12). If c0 6= −1, (i) C4 is an irreducible curve, (ii) we have
(C3)
2 = (C4)
2 = −1 and (iii) the configuration of the curves Di (0 ≤ i ≤ 7) and C3,
C4 is as Fig.(2.12.1).
15
D1
D2
D3
D4
D0 D5
D6
D7
C3
C4
Fig.(2.12.1)
Proof. This is a direct consequence of Lemma (2.10) and Corollary (2.11).
Corollary (2.13). If c0 = −1, then C4 = C3∪C
′
4, where C
′
4 is isomorphic to P
1.
We have (C3)
2 = −1, (C ′4)
2 = −2, (C3 . C
′
4) = 1. We also have (C3)
2 = (C4)
2 = −1.
C ′4 coincides with a component of C6
Proof. The decomposition of C4 follows from Lemma (2.10). Since C3 is the
exceptional curve of the first kind on X[t0, c0], (C3)
2 = −1. We can check (C3 . C
′
4) =
1 by a direct calculation. By Corollary (2.11), (ii),
−1 = (C4)
2 = (C3 + C
′
4)
2
= (C3)
2 + 2 (C3 . C
′
4) + (C
′
4)
2
= −1 + 2 + (C ′4)
2
= 1 + (C ′4)
2
.
So (C ′4)
2 = −2. The last assertion follows from the definition of C ′4 and C6.
Corollary (2.14). If c0 = −1, the configuration of the curves Di (0 ≤ i ≤ 7)
and C3, C
′
4 is as in Fig.(2.14.1).
D1
D2
D3
D4
D0 D5
D6
D7
C3
C ′4
Fig.(2.14.1)
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Lemma (2.15). We have (i) (C1 . C3) = 0, (ii) (C1 . C4) = 0, (iii) (C2 . C3) = 0
and (iv) (C2 . C4) = 2.
Proof. By Lemma (2.5) and Corollary (2.11)
C02 ∼ S − C
0
1 , C
0
4 ∼ S + 2C
0
1
so that (
C02 . C
0
4
)
=
(
S − C01 . S + 2C
0
1
)
= S2 + (C01 . S) = 2 + 1 = 3.
Both C02 and C
0
4 pass through the point (y4, z4) = (0, 0) on W4, which is not a
common point of C12 and C
1
4 . Here C
1
i is the proper transform of C
0
i for birational
morphism pi1 : Z1[t0, c0] → Z0[t0, c0]. Hence 2 = (C
1
2 . C
1
4) = (C2 . C4). Other
intersection numbers are evident from the geometric definition of the curves.
As we imagine from Fig.(2.7.1) and (2.12.1), (2.8.1) and (2.14.1). The pairs
{C1, C2}, {C3, C4} of curves are symmetric with respect to JX(t0; c0,−1 − c0) (cf.
Proposition (1.10)).
Proposition (2.16). (i) We have
JX(t0; c0,−1− c0) (C1[t0, c0]) = C3[t0,−1− c0],
JX(t0; c0,−1− c0) (C2[t0, c0]) = C4[t0,−1− c0],
JX(t0; c0,−1− c0) (C3[t0, c0]) = C1[t0,−1− c0],
JX(t0; c0,−1− c0) (C4[t0, c0]) = C2[t0,−1− c0].
(ii) Moreover we have
JX[t0,c0](c0,−1− c0) (C5[t0, c0]) = C6[t0,−1− c0],
JX[t0,c0](c0,−1− c0) (C6[t0, c0]) = C5[t0,−1− c0].
Proof. These formulas follow from the definition of curves and from the proof
of Lemma (3.5) in [U2], where the local forms Jij : Wi → Wj of JX[t0; c0,−1 − c0]
are given.
We can prove the following proposition in a similar way.
Proposition (2.17). (i) If c0 6= 0, we have
IX[t0; c0,−c0] (C2[t0, c0]) = C1[t0,−c0],
IX[t0; c0,−c0] (C1[t0, c0]) = C2[t0,−c0].
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(ii) We also have
IX[t0; c0,−c0] (C3[t0, c0]) = C3[t0,−c0].
Remark (2.18). If c0 = 0, IX[t0, c0] = IdX[t0,c0]. If c0 6= −1, then
C ′′4 := IX[t0; c0,−c0] (C4[t0, c0])
is a new −1-curve on IX[t0,−c0] with (C
′′
4 [t0,−c0] . C1[t0,−c0]) = 2.
We have to study the curves C5 and C6. We have the following lemmas.
Lemma (2.19). We have (i) (C5 . D0) = 1, (ii) (C5 . C1) = 1, (iii) (C5 . C2) = 0,
(iv) (C5 . C3) = 0, (v) (C5 . C4) = 3, (vi) (C5 . Di) = 0 for 2 ≤ i ≤ 7, (vii) (C5 . D1) =
1.
Lemma (2.20). We have (i) (C6 . D0) = 1, (ii) (C6 . C1) = 0, (iii) (C6 . C2) = 3,
(iv) (C6 . C3) = 1, (v) (C6 . C4) = 0, (vi) (C6 . Di) = 0 for 1 ≤ i ≤ 6, (vii) (C6 . D7) =
1.
We prove only Lemma (2.20). Then Lemma (2.19) is proved by a similar method
or once we have Lemma (2.20), by the isomorphism JX[t0,c0](c0,−1− c0) : X[t0, c0]→
X[t0,−1− c0] in view of Proposition (1.11) and (2.16).
Proof. The curve C06 ∩W4 on W4 is defined by
2z4 − y
4
4 + ty
2
4z4 + (2c0 + 1)y
3
4z4 = 0(2.21.1)
by Lemma (2.4). C06 and
C01 ∩W4 = {(y4, z4) ∈ W4 | z4 = 0}(2.21.2)
have a point (y4, z4) = 0 in common. Since by (2.19.1) and (2.19.2),
z4 =
y44
2 + ty24 + (2c0 + 1)y
3
4
.
The intersection multiplicity of C06 ∩ S at (y4, z4) = (0, 0) is 4. On the other hand,
the curve C06 ∩ W2 on W2 is defined by 2y
3
2z2 + y2 + ty2z2 + (c0 + 1)z2 = 0 by
(2.3.8), which is definition of curve C06 . So the intersection multiplicity C
0
6 ∩ S at
(y2, z2) = (0, 0) is 1. Therefore we have(
C06 . S
)
= 5.(2.22.1)
It follows from (2.19.1) and (2.3.1)(
C06 . C
0
1
)
= 1.(2.22.2)
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Writing C06 ∼ aS + bC
0
1 , we conclude from (2.20.1) and (2.20.2),
C06 ∼ S + 3C
0
1 .(2.23)
In particular we have (C06)
2
= 8. Now it follows from Sublemma (3.6) of [U2],
(C6)
2 = 0 because C06 passes through all the centers ai (1 ≤ i ≤ 8). Now (C
0
6 . C
0
2) =
(S+3C01 . S−C
0
1 ) = S
2+2(C01 . S) = 4. Since the intersection multiplicity of C
0
6∩C
0
2
at (y4, z4) = 0 is 1, we have (C6 . C2) = 3. Other multiplicities are calculate in a
similar way starting from (2.23).
Theorem (2.24). (i) L(A
(1)
1 ) := L
(
E
(1)
7
)⊥
is isomorphic to Z⊕2 with the inner
product given by minus of Cartan matrix −2 2
2 −2

of the affine root system of type A
(1)
1 .
(ii) We have L
(
A
(1)
1
)⊥
= L
(
E
(1)
7
)
.
Proof. We denote by [C] the linear equivalence class of a curve, which we often
denote by abuse of notation simply by C. We set
M = 〈[C2]− [C1], [C4]− [C3]〉 ⊂ Pic X[t0, c0].
SoM is a subgroup of rank 2 in Pic X[t0, c0]. We have (C2 − C1)
2 = (C2)
2+(C1)
2 =
−2, (C4 − C3)
2 = (C4)
2 + (C3)
2 = −2 by Corollary (2.7), Lemma (2.8), Corollaries
(2.12) and (2.14). Moreover (C2 − C1 . C4 − C3) = (C2 . C4)− (C1 . C4)− (C2 . C3) +
(C1 . C3) = 2 by Lemma (2.4). Therefore the inner product onM is given by minus of
the Cartan matrix of the affine root system of type A
(1)
1 . It follows from Lemma (2.6),
(2.8), Corollaries (2.12), (2.14) M ⊂ L
(
E
(1)
7
)⊥
. We have to show M = L
(
E
(1)
7
)⊥
.
Since M and L
(
E
(1)
7
)⊥
are of rank 2, we have Q⊗ZM = Q⊗Z L
(
E
(1)
7
)⊥
. We work
in Q⊗Z Pic X[t0, c0]. Let
a (C2 − C1) + b (C4 − C3) ∈ Q⊗Z M ⊂ Q⊗Z Pic X[t0, c0] (a, b ∈ Q).
To prove (i), we have to show that if
a (C2 − C1) + b (C4 − C3) ∈ Pic X[t0, c0],(2.25)
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then a, b ∈ Z. In fact, by (2.23)
(C2 . a (C2 − C1) + b (C4 − C3)) = −a + 2b ∈ Z,(2.26.1)
(C4 . a (C2 − C1) + b (C4 − C3)) = 2a− b ∈ Z,(2.26.2)
(C5 . a (C2 − C1) + b (C4 − C3)) = −a + 3b ∈ Z,(2.26.3)
(C6 . a (C2 − C1) + b (C4 − C3)) = 3a− b ∈ Z.(2.26.4)
It follows from (2.26.1) and (2.26.3), b ∈ Z. Similarly by (2.26.2) and (2.26.4) we
conclude a ∈ Z. Now we show L
(
A
(1)
1
)⊥
= L
(
E
(1)
7
)
. Since L
(
E
(1)
7
)
⊂ L
(
A
(1)
1
)⊥
,
we may argue as above. Namely F =
∑7
i=0 aiDi ∈ Q ⊗Z L
(
E
(1)
7
)
with a1 ∈ Q, we
have to show that if F ∈ Pic X[t0, c0], then ai ∈ Z. Since (C1 . F ) ∈ Z which is
equal to ai by Corollary (2.7) and Lemma (2.8), so a1 ∈ Z. Similarly using C3, we
conclude a7 ∈ Z. Now (C5 . F ) ∈ Z which is equal to a1 + a0 by Lemma (2.19) so
that a1 + a0 ∈ Z and consequently a0 ∈ Z. Now since
(D1 . F ) = −2a1 + a2 ∈ Z,
(D7 . F ) = −2a7 + a6 ∈ Z,
we conclude a2, a6 ∈ Z. We have further
(D2 . F ) = a1 − 2a2 + a3 ∈ Z,
(D6 . F ) = a7 − 2a6 + a5 ∈ Z,
so that a3, a5 ∈ Z. Finally
(D3 . F ) = a2 − 2a3 + a4 ∈ Z
so that a4 ∈ Z.
Writing X[t0, c0] by X , we have an exact sequence of homology
→ H3(X ;D,Z)→ H2(X\D,Z)→ H2(X,Z)→ H2(X ;D,Z)→ .(2.27)
By the Poincare´ duality, we have
H3(X ;D,Z) = H
1(D,Z) = 0(2.28)
and
H2(X ;D,Z) = H
2(D,Z) ≃
7⊕
i=0
ZDi.(2.29)
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Since X is a non-singular, projective rational surface Pic X ≃ H2(X,Z). So it
follows from the exact sequence (2.25) and (2.28), (2.29) that
L
(
E
(1)
7
)⊥
= H2(X\D,Z).(2.30)
Let i : C(t, c, )→ C(t, c) be the C(t)-automorphism of the field C(t, c) sending c to
−c. Similarly, let j : C(t, c)→ C(t, c) be the C(t)-automorphism of the field C(t, c)
such that j(c) = −1 − c. So the subgroup < i, j > of the automorphisms group
of the field C(t, c) generated by i and j is isomorphic to the extended affine Weyl
group Ĝ. The group Wa operates on Spec C(t, c). The group Ĝ also operates on
XC(t,c) := X⊗C[t,c] C(t, c) in such a way that the morphism XC(t,c) → Spec C(t, c) is
Ĝ-equivariant. A −1-curve C on a surface is a curve isomorphic to P1 with C2 = −1.
Theorem (2.31). For every (t0, c0) ∈ C
2, there are infinitely many −1-curves
on X[t0, c0].
Proof. First we assume that c0 is not an integer. Then we have an isomorphism
T+[t0 ; c0 − 1 , c0] = IX[t0 ; −c0 , c0] ◦ JX[t0 ; c0 − 1 , −c0] : X[t0 , c0 − 1]→ X[t0 , c0].
So in particular the isomorphism
T+[t0 ; c0 − 1 , c0] : X [t0 , c0 − 1]→ X[t0 , c0]
maps the −1-curve C3[t0 , c0 − 1] on X[t0 , c0 − 1] to a −1-curve
Γ1[t0 , c0] := T+[t0 ; c0 − 1 , c0](C3[t0 , c0 − 1])
on X[t0 , c0]. For a positive integer n, the iteration
T+[t1 ; c0 − n , c0] := T+[t0 ; c0 − 1 , c0] ◦ T+[t0 ; c0 − 2 , c0 − 1]
◦ · · · ◦ T+[t0 ; c0 − n+ 1 , c0 − n + 2] ◦ T+[t0 ; c0 − n , c0 − n+ 1]
: X[t0 , c0 − n]→ X[t0 , c0 − n + 1]→ · · · → X[t0 , c0 − 1]→ X[t0 , c0]
of isomorphisms maps the −1-curve C3[t0 , c0 − n] to a −1-curve Γn[t0 , c0] :=
T+[t0 ; c0−n, c0](C3[t0 , c0−n]). Hence we have −1-curves Γn[t0 , c0] (n = 1, 2, . . . ),
on X[t0 , c0]. We have to show that the −1-curves Γn[t0 , c0] are distinct curves on
X[t0 , c0]. To this end, it is sufficient to show that the linear equivalence classes
[Γn] ∈ Pic X[t0 , c0] are distinct. It follows from the construction of X[t0, c0] that
Pic X[t0 , c0] =
7⊕
i=0
ZDi
⊕
ZC1
⊕
ZC3.
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By Proposition (2.16) and (2.17), we have
T+[t0 ; c0 − 1 , c0] (C1[t0 , c0 − 1]) = C3[t0 , c0],
T+[t0 ; c0 − 1 , c0] (C3[t0 , c0 − 1]) = C2[t0 , c0].(2.32)
Let us express the linear equivalence class of C2 as a linear combination of C1, C3
and the Di’s. Namely we set
C2 ∼ a1C1 + a3C3 +
7∑
i=0
biDi
and determine the integers a1, a3 and bj ’s. We have linear equations
0 = (C1 , C2) = −a1 + b1,
1 = (D1 , C2) = a1 − 2b1 + b2,
0 = (D2 , C2) = b1 − 2b2 + b3,
0 = (D3 , C2) = b2 − 2b3 + b4,
0 = (D4 , C2) = b3 − 2b4 + b5 + b0,
0 = (D0 , C2) = −2b0 + b4,
0 = (D5 , C2) = b4 − 2b5 + b6,
0 = (D6 , C2) = b5 − 2b6 + b7,
0 = (D7 , C2) = −2b7 + b6 + a3,
0 = (C3 , C2) = −b7 − a3.
We solve this system of linear equations to get
Γ1 = C2 ∼ −C1 + 2C3 −D1 +D3 + 2D4 + 2D5 + 2D6 + 2D7 +D0.
In particular, we have
Γ1 = T+[t0 ; c0 − 1 , c0](C3) ≡ −C1 + 2C3(2.33)
T+[t0 ; c0 − 1 , c0](C1) ≡ C3(2.34)
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modulo the subgroup L
(
E
(1)
7
)
= 〈D0 , D1 , . . . , D7〉 in Pic X [t0 , c0]. Since L
(
E
(1)
7
)
is invariant under IX and JX by Proposition (1.10) and hence by T+, it follows from
(2.34) and (2.35),
Γ2 = T+[t0 ; c0 − 1 , c0] ◦ T+[t0 ; c0 − 2 , c0 − 1] (C3[t0 , c0 − 2])
≡ T+[t0 ; c0 − 1 , c0] (−C1[t0 , c0 − 1] + 2C3[t0 ; c0 − 1])
≡ −C3[t0 , c0] + 2 (−C1[t0 , c0] + 2C3[t0 ; c0])
≡ −2C1[t0 , c0] + 3C3[t0 ; c0]
modulo Γ
(
E
(1)
7
)
. So Γ1 and Γ2 are distinct curves on X [t0 , c0]. Similarly we have
Γ3 ≡ −6C1 + 10C3
Γ4 ≡ −20C1 + 34C3
Γ5 ≡ −34C1 + 116C3
...
so that Γ1, Γ2, · · · are distinct −1-curves on X[t0 , c0]. If c0 is an integer, since the
surface X[t0 , c0] is isomorphic to X[t0,−1] as we proved in [U2], we may assume
c0 = −1. Then we can apply the above argument.
§3. Vanishing cycles on X[t0 , c0].
If c0 = 1, then we have the −2-curve C
′
2[t0 , 0] on X[t0, 0] that is the limit of the
cycle C2[t0, c] − C1[t0, c] on X[t0, c] when c → 0. We can collapse the −2-curve
C ′2[t0, 0] to a normal singular point to get a normal algebraic surface X
′′[t0] with an
ordinary double point. This suggests that the cycle C2[t0, c]− C1[t0, c] on X[t0, c] is
a vanishing cycle.
Proposition (3.1). There exists a flat family ϕ′ : X′[t, c2] → Spec C[t, c2] of
projective algebraic surfaces with the following properties.
(i) The variety X′[t, c2] is non-singular.
(ii) We have an isomorphisms
X[t0, c0] ≃ X
′[t0, c
2
0] if c0 6= 0,
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and
X′′[t0] ∼ X
′[t0, 0].
Here X′[t0, c
2
0] denotes the fiber ϕ
′−1((t0, c
2
0)) over a point (t0, c
2
0) ∈ Spec C[t, c
2].
(iii) The morphism ϕ : X′[t, c2] → Spec C[t, c2] is smooth except for the points on
X′[t0, 0] that correspond to the rational double point of X
′′[t0], t0 ∈ C.
(iv) We have a C[t, c, 1/c]-isomorphism
X[t, c]⊗C[t,c] C
[
t, c,
1
c
]
≃ X′[t, c2]⊗C[t,c2] C
[
t, c,
1
c
]
.
Proof. We consider a C[t, c]-morphism
f1 : W1 × Spec C[t, c] =W1 × C
2 → P3 × C2
(y1, t1; t, c) 7→ (1, y1(c− y1z1), 2y1z1 − c, z1; t, c).
The morphism f1 extends to a rational map
f : Z0[t, c]→ P
3 × C2,
which turns out as we can check it easily, to be a morphism. We recall that Z0[t, c]
is the starting family of ruled surfaces in the construction of X[t, c]. For example,
we have on W3 × Spec C[t, c],
f3 : W3 × C
2 → P3 × C2
(y3, z3; t, c) 7→ (1, z3, c− 2y3z3, y3(c− y3z3); t, c).
Moreover f3 factors through a family of quadratic surface
Q[t, c2] : 4x1x3 − x
2
2 + c
2x20 = 0
in P3×C2 so that the surface Q[t, c2] is defined over C[t, c2]. If c = 0, f3 collapses the
curve C ′2[t0, 0] for every t0. We can check that the morphism f : Z0[t, c] → Q[t, c
2]
is an isomorphism outside the curve C ′2[t, 0]. We can also show by calculation that
we can blow up Z0[t, c] and Q[t, c
2] so that we have a morphism
f˜ : X[t, c]→ Q˜[t, c2] =: X′[t, c2]
(cf. Proposition (1.11)). Then f˜ has the required properties. We proved in [U2]
that we have an isomorphism
IX[t; c,−c] : X[t, c]⊗C[t,c] C[t, c, 1/c]→ X[t, c]⊗C[t,c] C[t, c, 1/c]
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covering Spec C[t, c] = C2 → Spec [t, c] = C2, (t, c) 7→ (t,−c). The quotient variety
X[t, c]⊗C[t,c] C[t, c, 1/c]/ 〈IX[t; c,−c]〉
↓
Spec C[t, c, 1/c]<I> = Spec C[t, c2, 1/c2]
is isomorphic to
X′[t, c2]⊗C[t,c2] C[t, c
2, 1/c2]
↓
Spec C[t, c2, 1/c2].
This shows that the involution IX[t; c,−c] arises form the rational double point of
type A1. Namely if we fix t = t0 ∈ C, the birational involution
I : X[t0, c]→ X[t0, c](3.2)
comes from the automorphism of the singular quadratic surface
Q =
{
(x0, x1, x2; c) ∈ P
2 × C | 4x1x3 − x
2
2 + c
2x0 = 0
}
sending (x0, x1, x2; c) to (x0, x1, x2;−c). So the birational map is the simplest ex-
ample of flop between 3 dimensional varieties and hence this is why I is not an
isomorphism (cf. [U2] and [K], 12.1. Example). Similarly the cycle C4 − C3 is the
vanishing cycle around c = −1.
§4. Regular functions on X[t0, c0]\D.
We begin with a lemma.
Lemma (4.1). If there exists a complete curve C on X[t0, c0]\D[t0, c0], then
C ∩W1 ⊂W1 is an open algebraic curve.
Proof. It follows from the construction of the surface X[t0, c0] that X[t0, c0]\W1 =
D[t0, c0]∪C1∪C4. The curve C1 intersects D[t0, c0] onD1 and the curve C4 intersects
D[t0, c0] on D7.
Proposition (4.2). (i) If the parameter c0 is not an integer, then there is no
projective algebraic curve on X[t0, c0]\D[t0, c0]. (ii) If c0 is an integer, then there is
only one projective algebraic curve C on X[t0, c0]\D[t0, c0]. The curve C is isomor-
phic to P1 and C2 = −2. In other words, C is a −2-curve.
Proof. Let us assume that there exists a complete curve C on X[t0, c0]\D[t0, c0].
Since the Painleve´ equations have no movable singular points and since X[t0, c0]\D[t0, c0]
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is the space of initial conditions, integrating the curve C along the foliation on
X[t0, c0]\D[t0, c0] generated by the Hamiltonian system
S2(c0)

dy1
dt = y
2
1 + z1 +
t
2 ,
dz1
dt = −2y1z1 + c0
on W1, we get an analytic family C → (Spec C[t])
an of complete algebraic curves
on X[t, c0] → Spec C[t]. So by G.A.G.A., there exists a field extension K ⊃ C(t)
such that K is a subfield of the field of meromorphic functions on an open set of
C with coordinate system t and such that the analytic family C → (Spec C[t])an
is an algebraic family of curves defined over the field K. We may assume that the
field is closed under the derivation d/dt. Let F (y1, z1) = 0 be a defining equation
of (W1 × C ∩ C)→ Spec K on (X[t, c0] ∩W1)⊗C[t]K → Spec K so that F (y1, z1) ∈
K[y1, z1]. Since W1 × C ∩ C is invariant under the Hamiltonian flow
D(c0) =
∂
∂t
+
(
y21 + z1 +
t
2
)
∂
∂y1
+ (c0 − 2y1z1)
∂
∂z1
,
f(y1, z1) divides D(c) (f(y1, z1)) in the polynomial ring K[y1, z1]. In the language
of [U1], F is an invariant polynomial over K. Then Theorem (2.1), [UW] implies
c0 = α0 −
1
2
∈ Z and the curve C arises from the Riccati equation and C2 = −2.
Lemma (4.3). The canonical divisor K of X[t0, c0] is given by a divisor −F ,
where
F = 2D0 +D1 + 2D2 + 3D3 + 4D4 + 3D5 + 2D6 +D7.(4.3.1)
Proof. The lemma follows from the following two observations and the construc-
tion of X[t0, c0]. First, the canonical divisor K0 of Z0[t0, c0] is given by −2S. Second,
let Ki be canonical divisor of Zi[t0, c0] (0 ≤ i ≤ 8). Then Ki+1 ∼ pi
∗
i+1Ki + Ei+1,
where Ei is exceptional divisor of pii+1 : Zi+1[t0, c0]→ Zi[t0, c0] 0 ≤ i ≤ 7.
F is the null vector of the Cartan matrix C of A˜1. Namely C
t(2, 1, 2, 3, 4, 3, 2, 1) =
0.
Proposition (4.4). h0 (X[t0, c0],−K) = 1.
Proof. Since F is effective, h0 (X[t0, c0],−K) ≥ 1. Assume h
0 (X[t0, c0],−K) ≥
2. Then there exists an effective divisor H linearly equivalent to −K and distinct
of F . Let H = H1+H2 be a decomposition into two effective divisors such that the
support of H1 is a subset of {Di | 0 ≤ i ≤ 7} and such that no irreducible component
of H2 is Di, 0 ≤ i ≤ 7. We show H2 = 0. Let us assume H2 6= 0. Since we blow up
the ruled surface Z0[t0, c0] 8 times,
0 = K2 = (K . −H) = (K . −H1 −H2) = −(K .H1)− (K .H2).(4.5)
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Since Di is a −2-curve, (K .Di) = 0 for 0 ≤ i ≤ 7. So
(K .H1) = 0.(4.6)
First assume that c0 is not an integer. Then there is no projective curve on
X[t0, c0]\
⋃7
i=0Di by Lemma (4.1). Hence (−K .H2) = (F .H2) > 0. This con-
tradicts (4.5) and (4.6). Therefore H2 = 0 or the support of H ⊂
⋃7
i=0Di. Since
the Di’s are linearly independent divisors in Pic X[t0, c0], this shows H = F , which
is contradiction. If c0 is an integer, there exists the unique projective curve C on
X[t0, c0]\
⋃7
i=0Di. If we assume H2 6= 0, then the above argument shows H2 = nC
for an appropriate integer n ≥ 0. Since C is a −2-curve,
0 = (K.C) = (−H.C) = (−H1 −H2.C) = (−H1.C)− (H2.C) = −n(C.C) = 2n.
So we conclude H1 = 0 and the argument above leads us to a contradiction.
Corollary (4.7). (to the proof.) For every integer m ≥ 0,
H0(X[t0, c0],−mK) = C.
Proof. The assertion being trivial for m = 0, we may assume m > 0. Then the
argument of the proof of Proposition (4.4) allows us to prove the corollary. We can
formulate Corollary (4.7) in another form.
Corollary (4.8).
H0(X[t0, c0]\D[t0, c0],O) = C.
Proof. Since −K ∼ 2D0+D1+2D2+3D3+4D4+3D5+2D6+D7, this result
follows from Corollary (4.7).
§5. Takano coordinate systems.
It follows from Proposition (4.4) that there exists a 2-form ω on X[t0, c0]\D[t0, c0]
such that ω vanishes at no point of X[t0, c0]\D[t0, c0]. Moreover ω is unique up to
a non-zero constant multiplication. Namely, there exists a symplectic structure on
X[t0, c0]\D[t0, c0]. K. Takano and his colleagues introduced nice coordinate systems
on X[t0, c0]\D[t0, c0] such that locally the 2-form is written in a canonical form in
terms of the coordinate system. They cover X[t0, c0]\D[t0, c0] by there copies of
C2 such that coordinate transformations are symplectic. We call these coordinate
systems the Takano coordinate systems. To explain the Takano coordinate systems,
let us come back to the construction of X[t0, c0]\D[t0, c0]. To construct X[t0, c0],
we started from the ruled surface Z0[t0, c0]. We blow up Z0[t0, c0] eight times and
removed the proper transform D0 of S, the proper transforms D1, D2, . . . , D7 of all
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the exceptional divisor except for the last exceptional divisor E8 = C3 = D8. Let us
recall
S = {(y2, z2) ∈ W2 | z2 = 0} ∪ {(y4, z4) ∈ W4 | z4 = 0}
so that
Z0[t0, c0] = W1 ∪W3 ∪ S.
Hence
X[t0, c0]\D[t0, c0] = W1 ∪W3 ∪ (D8\(D8 ∩D7))(5.1)
(cf. Fig.(1.3)). So we start from W1 ∪W3 ∪W4. We use the notation of §2, [U2].
We have to resolve the rational map
F :W4 · · · → P
1, (y4, z4) 7→ (y
4
4z4, 2z4 − y
4
4 + ty
2
4z4 + (2c+ 1)y
3
4z4)(5.2)
(cf. Sublemma (3.6) in [U2]). Let (y4+i, z4+i) be the coordinate system ofW4+i(z) =
C2 1 ≤ i ≤ 4 so that we have y4+i = y4, z4+i−1 = y4+iz4+i (1 ≤ i ≤ 4). Hence
y4 = y5 = y6 = y7 = y8, y4 = y
4
8z8.(5.3)
On W8(z), F is written as
F : W8(z)→ P
1, (y48z8, 2z8 − 1 + ty
2
8z8 + (2c+ 1)y
3
8).(5.4)
Now we introduce a coordinate system (y8, v8) on W8(z) such that
v8 =
1
z8
.(5.5)
Precisely speaking, we consider W ′8(z) = A
2 with coordinate system (y8, z8) and
birational map
W ′8(z) · · · →W8(z), (y8, v8) 7→ (y8, 1/v8).(5.6)
Let W ′8(z)
0 = {(y8, v8) ∈ W
′
9(z) | v8 6= 0} so that W
′
8(z)
0 is identified with an open
set of W8(z) by (5.6). We have on W
′
8(z)
F : W ′8(z)→ P
1, (y8, v8) 7→ (y
4
8, 2− v8 + ty
2
8 + (2c+ 1)y
3
8).(5.7)
So (y8, v8) = (0, 2) is the singular point of F in (5.7). We blow upW
′
8(z) at (y8, v8) =
(0, 2) to resolve the rational map F given by (5.7). We set
v8 − 2 = y9z9, y8 = y9.(5.8)
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On W9 = A
2 with coordinate system (y9, z9), we have
F : W9 → P
1, (y9, z9) 7→ (y
3
9,−z9 + ty9 + (2c+ 1)y
2
9).(5.9)
The singular point of F in (5.9) is (y9, z9) = (0, 0). We blow up W9 at this point.
So we set
y10 = y9, z9 = y9z10.(5.10)
On W10 = A
2 with coordinate system (y10, z10), we have
F : W10 → P
1, (y10, z10) 7→ (y
2
10,−z10 + t+ (2c+ 1)y10).(5.11)
The singular point of F in (5.11) is (y10, z10) = (0, t). We blow up W10 at (0,t). So
we set
y11 = y10, z10 − t = y11z11.(5.12)
On W11 = A
2 the coordinate system (y11, z11), we have
W11 → P
1, (y11, z11) 7→ (y11,−z11 + (2c+ 1)).(5.13)
The singular point of (5.11) is (y11, z11) = (0, 2c+1).We blow up W11 at (0, 2c+1).
So we set
y12 = y11, z11 − (2c+ 1) = y12z12.(5.14)
On W12 = C
2 with coordinate system (y12, z12), we have
F :W12 → P
1, (y12, z12) 7→ (1, z12).(5.15)
Namely the rational map is resolved on W12. It follows from (5.8), (5.10), (5.12),
(5.14)
v8 = y
4
12z12 + (2c+ 1)y
3
12 + ty
2
12 + 2.(5.16)
So we have a rational map
W12 · · · → W
′
8(z)→ W8(z)(5.17)
sending (y12, z12) to
(y8, z8) =
(
y12,
1
y412z12 + (2c+ 1)y
3
12 + ty
2
12 + 2
)
.
We have to restrict the map (5.17) on an open set
W 012 =
{
(y12, z12) | y
4
12z12 + (2c+ 1)y
3
12 + ty
2
12 + 2 6= 0
}
.
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Then we have a regular map
W 012 → W8(z),(5.18)
(y12, z12) 7→ (y8, z8) =
(
y12,
1
y412z12 + (2c+ 1)y
3
12 + ty
2
12 + 2
)
.
Hence it follows from (5.3), (5,18) that we have a regular map
W 012 → W4(z),(5.19)
(y12, z12) 7→ (y8, z8) =
(
y12,
y412
y412z12 + (2c+ 1)y
3
12 + ty
2
12 + 2
)
.
Since z4 =
1
z3
, we have by (5.19)
1
z3
=
y412
y412z12 + (2c+ 1)y
3
12 + ty
2
12 + 2
or
z3 = z12 +
2c+ 1
y12
+
t
y212
+
2
y412
.(5.20)
So X[t0, c0]\D[t0, c0] is covered by W1, W3 and W
0
12. A point (y3, z3) ∈ W3 and a
point (y12, z12) ∈ W
0
12 are identified if (i) y4 = y12 6= 0 and if (ii) we have (5.20).
In view of (5.18), we may enlarge W 012 or we may replace it by W12. So in view of
(5.1), we have proved the following
Theorem (5.21). X[t0, c0]\D[t0, c0] is covered by three copies W1, W3, W12 of
A2. We glue together these copies by following rule.
(i) A point (y1, z1) ∈ W1 and a point (y3, z3) are identified if y1y3 = 1 and if
z1 = y3(c− y3z3).
(ii) A point (y1, z1) ∈ W1 and a point (y12, z12) ∈ W12 are identified if y1y12 = 1 and
if z1 + 2y
2
1 + t0 = y12 (−(c + 1)− y12z12).
(iii) A point (y3, z3) ∈ W3 and a point (y12, z12) ∈ W12 are identified if y3 = y12 6= 0
and if we have
z3 = z12 +
2c+ 1
y12
+
t
y212
+
2
y412
.
Proof. It is sufficient to see that (ii) is a consequence of (i) and (iii). We can
check this by an easy calculation.
Corollary (5.22). 2-forms dy1 ∧ dz1 on W1, dy3 ∧ dz3 on W3 and dy12 ∧ dz12
on W12 coincide on the intersections Wi ∩Wj and thus define a symplectic structure
on X[t0, c0]\D[t0, c0].
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Proof. This is an immediate consequence of Theorem (5.21).
Remark (5.23). If we notice the relation (iii) follows from (i) and (ii), we have
a symmetry
y1 7→ −y1, z1 7→ −(z1 + 2y
2
1 + t), c 7→ −(c + 1),
which sends as a consequence z1+2y
2
1+t 7→ −z1, −(c+1) 7→ −c, of W1∪W3∪W12 =
X[t0, c0]\D[t0, c0].
The open surface X[t0, c0]\D is covered by three copies W1, W3, W12 of A
2. As
Corollary (5.23) shows, the 2-forms dy1∧dz1, dy3∧dz3, dy12∧dz12 glue together and
define a 2-form ω on X[t0, c0]\D. The vanishing cycles span L
(
A
(1)
1
)
= L
(
E
(1)
7
)⊥
and hence by (2.30) Z(C2 − C1)⊕ Z(C4 − C3) = H2(X[t0, c0]\D,Z).
Proposition (5.24).∫
C2−C1
ω = c,
∫
C4−C3
ω = −c− 1.
Proof. We show the first equality. If c = 0, C2 − C1 is a complete curve on
X[t0, c0]\D so that ∫
C2−C1
ω = 0
because ω is a holomorphic 2-form. So we may assume c 6= 0. Since y3 = y4,
z3 = 1/z4, we have on W4
ω = dy3 ∧ dz3 = −dy4 ∧
1
z24
dz4.
Blowing up W4 at (y4, z4) = (0, 0), we get a morphism W˜4 → W4. The surface
W˜4 is covered by W4(y) and W4(z) that are isomorphic to A
2. We have coordinate
systems (Y, z) on W4(y) ≃ A
2 and (y, Z) on W4(z) ≃ A
2. We identify a point
(Y, z) ∈ W4(y) and (y, Z) ∈ W4(z) if y = Y z, z = yZ and if Y Z = 1. The
morphism W˜4 = W4(y) ∩W4(z)→W4 is defined respectively on W4(y) by
W4(y)→W4 = A
2, (Y, z) 7→ (Y z, z)
and on W4(z) by
W4(y)→W4 = A
2, (y, Z) 7→ (y, yZ).
The curves C1 and C2 are defined on W4 respectively by
C1 ∩W4 =
{
(y4, z4) ∈ A
2 | y4 = 0
}
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and
C2 ∩W4 =
{
(y4, z4) ∈ A
2 | y4 − cz4 = 0
}
.
So we have on W4(y) ≃ A
2,
C1 ∩W4(y) = {(Y, z) ∈ W4(y) | Y = 0}
and
C2 ∩W4(y) = {(Y, z) ∈ W4(y) | Y = c} .
Now D1 ∩W1(y) = {(Y, z) ∈ A
2 | z = 0} and hence on W4(y), C1 ∩ D1 = {(0, 0)},
C2∩D1 = {(c, 0)}. Now let γ be a segment in D1∩W4(y) = {(Y, z) ∈ W4(y) | z = 0}
joining the points (c, 0) and (0, 0). Let τ be a closed tublar neighborhood of γ. We
set C1 ∩ τ = τ1, C2 ∩ τ = τ2. We have on W4(y)
−dy4 ∧
1
z24
dz4 = −dY ∧
dz
z
.
Since ∂τ is homologous to C2 − C1 in X[t0, c0]\D,∫
C2−C1
ω =
∫
∂τ
ω =
∫
∂τ
−dY ∧
dz
z
=
∫
γ
−2piidY = 2piic.
The isomorphism
J(c0,−c0 − 1, t0) : X[t0, c0]→ X[t0,−c0 − 1]
maps C3[t0, c0] to C1[t0,−c0−1], C4[t0, c0] to C2[t0,−c0−1] and ω[t0, c0] to ω[t0,−c0−
1]. So∫
C4[t0,c0]−C3[t0,c0]
ω[t0, c0] =
∫
C2[t0,−c0−1]−C1[t0,−c0−1]
ω[t0,−c0 − 1] = −c0 − 1.
In particular, since either c 6= 0 or −c− 1 6= 0, we have proved the following
Corollary (5.25). The de Rham class of ω in H2 (X[t0, c0]\D,C) is not 0. In
other words the closed 2-form ω on x[t0, c0]\D is not exact.
Theorem (5.26). (Cf. [A]). We have
H0(X[t0, c0]\D,Θ) = 0
or equivalently
H0(X[t0, c0]\D,Ω
1) = 0.
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Proof. Since we have a non-degenerate 2-form ω on X[t0, c0]\D, the sheaf
Θ is isomorphic to Ω1. So we have to prove H0 (X[t0, c0]\D,Ω
1) = 0. Let η ∈
H0 (X[t0, c0]\D,Ω
1). We show η = 0. In fact, dη ∈ H0 (X[t0, c0]\D,Ω
2). It follows
from Proposition (4.4) that we can find a complex number λ such that dη = λω. By
Corollary (5.25), λ = 0 or dη = 0. The algebraic surface X[t0, c0]\D is covered by
three copies W1, W2, W12 of A
2 so that we can find ϕi ∈ H
0(Wi,O) for i = 1, 3, 12
such that dϕi = η on Wi for i = 1, 3, 12. Hence {ϕi − ϕj}Wi∩Wj is a 1-cocycle or is
an element of Z1(
⋃
Wi,C). Since H
1
zar (X[t0, c0]\D,C) = 0, we can find constants
ki ∈ C for i = 1, 3, 12 such that
ϕi − ϕj = ki − kj.
In other words the functions ϕi−ki glue together to give an element ofH
0 (X[t0, c0]\D,O).
Now it follows from Corollary (4.8) that this function is constant k. Therefore we
have ϕi − ki = k on Wi. This shows ϕi = k + ki ∈ C. Hence 0 = dϕi = η. This is
what we had to show.
§6. Hamiltonian system.
We worked in §5 on X[t0, c0] for a fixed t0 and c0. We can apply this argument to
the relative case X/Spec C[t, c]. In theory of Painleve´ equations, however we have
to study X/Spec C[c]. We have three copies of C4:
W1 := Spec C[y1, z1, t, c],
W3 := Spec C[y3, z3, t, c],
W12 := Spec C[y12, z12, t, c].
A point (y1, z1, t1, c1) ∈ W1 and a point (y3, z3, t3, c3) ∈ W3 and identified if (t1, c1) =
(t3, c3), y1y3 = 1 and if z1 = y3(c − y3z3). A point (y1, z1, t1, c1) of W1 and a point
(y12, z12, t12, c12) of W12 are identified if (t1, c1) = (t12, c12), y1y12 = 1 and if
z1 + 2y
2
1 + t1 = y12 (−(c+ 1)− y12z12) .
A point (y3, z3, t3, c3) of W3 and a point (y12, z12, t12, c12) of W12 are identified if
(t3, c3) = (t12, c12) and if
z3 = z12 +
2c12 + 1
y12
+
t12
y212
+
2
y412
.
By gluing W1, W2 and W3 together by this rule, we have W1 ∪W2 ∪W3 = X\D.
Now we consider X as a variety over Spec C[c]. In other words X → Spec C[c] is a
family of threefolds parameterized by Spec C[c]. The differential, as well the ∧, is
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take over C[c]. To distinguish the differential over C[c] from the one over C[t, c], we
denote the former by d/c so that d/cC[c] = 0 but d/ct 6= 0. Similarly we denote by
∧/c the wedge over C[c].
We look for polynomialsH1(t, c, y1, z1) ∈ C[t, c, y1, z1],H3(t, c, y3, z3) ∈ C[t, c, y3, z3],
H12(t, c, y12, z12) ∈ C[t, c, y12, z12] such that
d/cy1 ∧/c d/cz1 + d/cH1 ∧/c d/ct,(6.1)
d/cy3 ∧/c d/cz3 + d/cH3 ∧/c d/ct
and
d/cy12 ∧/c d/cz12 + d/cH12 ∧/c d/ct
glue together and define a 2-form on X\D over Spec C[c].
Lemma (6.2). Let H1 = y
2
1z1 +
1
2
z21 +
t
2
z1 − cy1 ∈ C[t, c, y1, z1]. Then,
(i) H3(t, c, y3, z3) := H1(t, c,
1
y3
, y3(c− y3z3)) is a polynomial in t, c, y3, z3.
(ii) H12(t, c, y12, z12) := H3
(
t, c, y12, z12 +
2c+1
y12
+ t
y2
12
+ 2
y4
12
)
− 1
y12
is a polynomial in
t, c, y12, z12.
Proof. The lemma is proved by a simple calculation.
Lemma (6.3). We have
d/cy1 ∧/c d/cz1 = d/cy3 ∧/c d/cz3(6.3.1)
and
d/cy3 ∧/c d/cz3 = d/cy12 ∧/c d/cz12 −
1
y212
d/cy12 ∧/c d/ct.(6.3.2)
Proof. These formulas are consequences of the identification rule of W1, W2
and W12.
Proposition (6.4). Closed 2-forms d/cy1 ∧/c d/cz1 + d/cH1 ∧/c d/ct, d/cy3 ∧/c
d/cz3 + d/cH3 ∧/c d/ct, d/cy12 ∧/c d/cz12 + d/cH12 ∧/c d/ct glue together and define a
2-form ωc on X\D over Spec C[c].
Proof. We have to show
d/cy1 ∧/c d/cz1 + d/cH1 ∧/c d/ct = d/cy3 ∧/c d/cz3 + d/cH3 ∧/c d/ct(6.5.1)
on W1 ∩W3 and
d/cy3 ∧/c d/cz3 + d/cH3 ∧/c d/ct = d/cy12 ∧/c d/cz12 + d/cH12 ∧/c d/ct(6.5.2)
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on W3 ∩W12. (6.5.1) follows from (6.3.1) and the fact that H1 = H3 (cf. Lemma
(6.2), (ii)). On the other hand (6.5.2) follows from Lemma (6.2), (ii) and (6.3.2).
The 2-form ωc defines a skew symmetric form on ΘX\D/Spec C[c], of which the
null foliation is the second Painleve´ equation. Namely ΘX\D/Spec C[c] is a vector
bundle of rank three on which we have the skew symmetric form ωc. So at each
point p of X\D, there exist a 1-dimensional subspace Σp of ΘX\D/Spec C[t] such that
ωc(Σp,ΘX\D/Spec C, p) = 0. The subspace Σp defines a foliation. Rigorously speaking,
we have to fix c = c0 ∈ C and work on the fiber Xc0\Dc0, which is a threefold, over
c = c0 of X\D→ Spec C[c]. Locally on W1 over C[c] for example the null foliation
is given by the Hamiltonian flow
y1
dt
=
∂H1
∂z1
,
z1
dt
= −
∂H1
∂y1
.(6.6)
Namely 
dy1
dt
= y21 + z1 +
t
2 ,
dz1
dt = −2y1z1 + c.
Theorem (6.7). The Hamiltonian functions H1, H3, H12 are unique. Namely
if H ′1, H
′
3, H
′
12 are polynomials such that the 2-forms in (6.1) glue together, then
Hi −H
′
i does not depend on yi, zi for i = 1, 3, 12.
Proof. Let H ′i ∈ C[t, c, y1, z1], H
′
3 ∈ C[t, c, y3, z3], H
′
12 ∈ C[t, c, y12, z12] such that
the 2-forms of (6.1) glue together. We have to show thatH1−H
′
1, H3−H
′
3, H12−H
′
12
are functions of t, c. It follows from (6.1), we have d(H1 − H
′
1) = d(H3 − H
′
3) on
W1 ∩W3, d(H1−H
′
1) = d(H12 −H
′
12) on W1 ∩W12, where d is taken over C[t, c] so
that d(C[t, c]) = 0. We set
ξij = (Hi −H
′
i)− (Hj −H
′
j)
for i, j ∈ {1, 3, 12}. Then ξi,j ∈ C and {ξij} is a 1-cocycle with coefficients in C.
(Precisely speaking ξij depends on t and c.) Since H
1
zar(X[t, c],C) = 0, we can find
constants ξi ∈ C such that ξi− ξj = ξij for i, j ∈ {1, 3, 12}. Hence Hi−H
′
i + ξi glue
together and define a regular function on X[t, c]\D. So Hi−H
′
i + ξi is a constant in
the sense that it is a function of t and c by Corollary(4.8) for i = 1, 3, 12.
§7. Deformation of the open surface X[t0, c0]\D[t0, c0]
and the Hamiltonian.
Let us fix c = c0. Then we have a family Xc0\Dc0 of open surfaces X[t, c0]\D[t, c0]
parameterized by t. Namely we have
Xc0\Dc0 → Spec C[t].(7.1)
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Since we have a flow of the second Painleve´ equation on Xc0\Dc0 so that analytically
the fibration (7.1) is trivial. If we take a point t = t0, then
(Xc0\Dc0)
an ≃ (X[t0, c0]\D[t0, c0])
an × C.
Now we consider the Kodaira-Spencer map
ϕ : Tt0 → H
1 (X[t0, c0]\D[t0, c0],Θ)
associated with the fibration (7.1). Here Tt0 denotes the tangent space of Spec C[t] at
t = t0. The open surface X[t0, c0]\D[t0, c0] is defined by gluing together three copies
W1, W3, W12 of C
2 by the rule in Theorem (4.22). We look at the Kodaira-Spencer
map. The image ϕ
((
d
dt
)
t=t0
)
∈ H1 (X[t0, c0]\D[t0, c0],Θ) is given by definition by
the following 1-cocycle {θj,k} ∈ Γ(Wj∩Wk,Θ) (j, k = 1, 3, 12). Let yj = fjk(yk, zk, t),
zj = gjk(yk, zk, t). Then
θj,k =
∂fjk
∂t
∂
∂yj
+
∂gjk
∂t
∂
∂zj
∣∣∣∣∣
t=t0
∈ Γ(Wj ∩Wk,Θ).
In our case, we have
0 = θ1,3 = −θ3,1 ∈ Γ(W1 ∩W3,Θ).
θ3,12 =
1
y212
∂
∂z3
∈ Γ(W3 ∩W12,Θ), −θ12,3 = θ3,12
and
0 = θ1,12 = −θ12,1 ∈ Γ(W1 ∩W12,Θ).
The 1-cocycle {θi,j} is cohomologous to 0. Since we have a symplectic structure on
X[t0, c0]\D[t0, c0], we have on X[t0, c0]\D[t0, c0] an isomorphism
Θ ≃ Ω1.(7.2)
The 1-cocycle {ωij} with coefficients in Ω
1 corresponding {θi,j} by isomorphism (7.2)
is
ω1,3 = −ω3,1 = 0, ω1,12 = −ω12,1 = 0
ω3,12 =
1
y212
dy12 =
1
y23
dy3 ∈ H
0(W3 ∩W12,Ω
1).
If we consider ωj = dHj on Wj (j = 1, 3, 12), then ωj − ωk = ωik by Lemma
(6.2). So the cohomology class determined by {ωij} ∈ H
1 (X[t0, c0]\D[t0, c0],Ω
1) is
0 and hence the Kodaira-Spencer class {θij} ∈ H
1 (X[t0, c0]\D[t0, c0],Θ) is 0. So
we can express this fact by saying that the Hamiltonian functions Hj trivialize the
Kodaira-Spencer class of the family (7.1).
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§8. Cohomology groups.
We fix t0, c0 and denote the rational surface X[t0, c0] by X and D[t0, c0] by D.
Lemma (8.1).
χ(ΘX) = −10.
Proof. Since X is a rational surface, χ(OX) = 1. For a vector bundle E of rank
2 over X , the Riemann-Roch theorem tells us
χ(E) =
1
2
(
c1(E)
2 − 2c2(E)
)
+
1
2
c1(E)c1(ΘX) + 2χ(OX),
and hence
χ(E) =
1
2
(
c1(E)
2 − 2c2(E)
)
+
1
2
c1(E)c1(ΘX) + 2.
If we take ΘX as E,
χ(ΘX) =
1
2
(
c1(ΘX)
2 − 2c2(ΘX)
)
+
1
2
c1(ΘX)c1(ΘX) + 2
so that
χ(ΘX) =
1
2
(
c1(ΘX)
2 − 2c2(ΘX)
)
+
1
2
c1(ΘX)
2 + 2.
Since c1(ΘX) = −K, c1(ΘX)
2 = 0 and hence
χ(ΘX) = −c2(ΘX) + 2.(8.2)
It follows from Noether’s formula
1− q(X) + pq(X) =
1
12
(
c1(ΘX)
2 + c2(ΘX)
)
12 = c2(ΘX).(8.3)
Now the lemma follows from (8.2) and (8.3).
Proposition (8.4).
h1(X,ΘX(− logD)) = 2.
Proof. By the Serre duality
h1 (X,ΘX(−logD)) = h
1
(
X,K ⊗ Ω1X(logD)
)
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and hence we have to calculate h1 (X,K ⊗ Ω1X(logD)). We have an exact sequence
0→ Ω1X → Ω
1
X(logD)→
8⊕
i=1
ODi → 0.
Tensoring K with the exact sequence, we get
0→ K ⊗ Ω1X → K ⊗ Ω
1
X(logD)→
8⊕
i=1
K ⊗ODi → 0.
Since Di is a −2-curve, we have K ⊗ODi ≃ ODi and consequently we have
0→ K ⊗ Ω1X → K ⊗ Ω
1
X(logD)→
8⊕
i=1
ODi → 0.(8.5.1)
This exact sequence gives the long exact sequence
0→ H0
(
K ⊗ Ω1X
)
→ H0
(
K ⊗ Ω1X(logD)
)
→ H0
(
8⊕
i=1
ODi
)
(8.5.2)
→ H1
(
K ⊗ Ω1X
)
→ H1
(
K ⊗ Ω1X(logD)
)
→ H1
(
8⊕
i=1
ODi
)
→ H2
(
K ⊗ Ω1X
)
→ H2
(
K ⊗ Ω1X(logD)
)
→ 0.
Since K = −
∑7
i=0 niDi with ni > 0 for 0 ≤ i ≤ 7, K ⊗ Ω
1
X(logD) is a subsheaf
of Ω1X so that H
0 (K ⊗ Ω1X(logD)) = 0. The Di’s are isomorphic to P
1 and hence
H0
(⊕8
i=1ODi
)
= C8,H1
(⊕8
i=1ODi
)
= 0. So it follows from the long exact sequence
0→ C8 → H1
(
K ⊗ Ω1X
)
→ H1
(
K ⊗ Ω1X(logD)
)
→ 0.
We had to show h1 (K ⊗ Ω1X(logD)) = 2. To this end, it suffices to show h
1 (K ⊗ Ω1X) =
10 by the above exact sequence. It follows from the Serre duality h1 (K ⊗ Ω1X) =
h1 (ΘX) so that we have to show
h1(ΘX) = 10.
We notice here by the Serre duality h2 (ΘX) = h
0 (K ⊗ Ω1X). Since −K is effec-
tive K ⊗ Ω1X is a subsheaf of Ω
1
X and since H
0 (Ω1X) = 0 because X is rational,
H0 (K ⊗ Ω1X) = 0. Therefore
h2 (ΘX) = 0.(8.6)
Now (8.4) follows from Theorem (5.26), Lemma (8.1) and (8.6).
Corollary (8.7). to the proof. H0 (ΘX(− logD)) = H
2 (ΘX(− logD)) = 0.
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Proof. In fact since H0(ΘX(− logD)) ⊂ H
0 (X\D,ΘX), H
0 (ΘX(− logD)) = 0
by Theorem (5.26). We noticed in the proof of Proposition (8.4)
H0
(
K ⊗ Ω1X(logD)
)
= 0,
implies by the Serre duality H2 (ΘX(− logD)) = 0.
Corollary (8.8). to the proof. If c0 = 0, we know that there is a −2-curve C
′
2
on X [t0, 0]\D. We have
h1 (X,ΘX (− log(D + C
′
2))) = 1
and
h0 (ΘX (− log(D + C
′
2))) = h
2 (ΘX (− log(D + C
′
2))) = 0.
Proof. We argue as in the proof of Proposition (8.4). We replace D by D+C ′2
and consider the exact sequence (8.5.1) and the long exact sequence (8.5.2). Then
we have to show H0 (K ⊗ Ω1X (log(D + C
′
2))) = 0. Since K ⊗ Ω
1
X (log(D + C
′
2)) is a
subsheaf of Ω1X(logC
′
2), it is sufficient to show H
0 (Ω1X(logC
′
2)) = 0. In fact we have
a commutative diagram
0 → H0(Ω1X) → H
0 (Ω1X(logC
′
2)) → H
0
(
OC′
2
)
≃ C
↓ ↓ ‖
H1(X,C) → H1 (X\C ′2,C) → H
2 (X ;C ′2,C) → H
2(X,C)
of cohomology groups for the usual topology. By the Poincare´ duality we have
H2(X ;C ′2,C) ≃ H2(C
′
2,C) and hence the morphism H
2(X ;C ′2,C) ≃ H2(C
′
2,C) ≃
C → H2(X,C) is injective. So the morphism H1(X\C ′2,C) → H
2(X ;C ′2,C) is
trivial. Since H0(Ω1X) = 0, this shows H
0(Ω1X(logC
′
2)) = 0.
§9. Rational singular points.
Let Y be an affine surface defined over C and P be a point. We assume that Y is
normal, Y \{D} is smooth and that P is a rational double point of type A1. Let
f : Y˜ → Y be the minimal resolution. So C := ϕ−1(P ) is a curve isomorphic to P1
with C2 = −2. Ω1Y is the sheaf of Ka¨hler differentials on Y over C. ΘY is the dual
of Ω1Y so that ΘY = HomOY (Ω
1
Y ,OY ).
Proposition (9.1). We have
f∗ΘY˜ (− logC) ≃ ΘY
and
R1f∗ΘY˜ (− logC) = 0.
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Proof. It follows form an exact sequence
0→ Θ
Y˜
(− logC)→ Θ
Y˜
→ NC → 0,
the long exact sequence
0→ f∗ΘY˜ (− logC)→ f∗ΘY˜ → f∗NC
→ R1f∗ΘY˜ (− logC)→ R
1f∗ΘY˜
i
−→ R1f∗NC → 0,
NC being the normal bundle of the curve C. Since NC ≃ OC(−2), we have f∗NC = 0.
By Proposition(1.2) in [BW],
f∗ΘY˜ ≃ ΘY .
Moreover for the minimal resolution of a rational double point, we have an isomor-
phism H1(Θ
Y˜
) ≃ H1(NC) by (1.8) in [BW]. Hence the morphism i in the long exact
sequence above is an isomorphism and consequently
f∗ΘY˜ (− logC) ≃ f∗ΘY˜ ≃ ΘY , R
1f∗ΘY˜ (− logC) = 0.
§10. Calculation of Ext.
On rational surface X[t0, 0], there is a curve C
′
2 isomorphic P
1 with (C ′2)
2 = −2 and
C ′2 ∩ D = ∅. We can contract the curve C
′
2 on X[t0, 0] to a rational singular point
P to get a rational surface Y [t0, 0] with a rational double point P of type A1. We
have a morphism
f : X[t0, 0]→ Y [t0, 0],
which is the minimal resolution of Y [t0, 0]. Since the curve D does not intersect
C ′2, f is an isomorphism on a neighborhood of D. So we denote the image f(D) on
Y [t0, 0] again by D. We compare the Kuranishi family of the pair (X[t0, 0], D) and
that of the pair (Y [t0, 0], D). We denote X[t0, 0] by X and Y [t0, 0] by Y .
Lemma (10.1).
H2(Y,ΘY (− logD)) = 0
Proof. It follows from Proposition (9.1) that the spectral sequence
Ep,q2 = H
p (Y,Rqf∗ΘX (− log(D + C
′
2)))
⇒ Hn (X,ΘX (− log(D + C
′
2)))
degenerates and that f∗ΘX (− log(D + C
′
2)) = ΘY (− logD). So we have
Hp (Y,ΘY (− logD)) = H
p (X,ΘX (− log(D + C
′
2)))
for every integer p ≥ 0. The lemma now follows from Corollary (8.8).
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Proposition (10.2). The spectral sequence
Ep,q2 = H
p
(
Y, ExtqOY
(
Ω1Y (logD),OY
))
⇒ Extp+qOY
(
Ω1Y (logD),OY
)
degenerates at the E2-terms and we have the exact sequence
0→ H1
(
Y,Ω1Y (logD)
)
→ Ext1OY
(
Ω1(logD),OY
)
→ Ext1OY,P
(
Ω1Y,P ,OY,P
)
→ 0.
Proof. Since Y is locally a complete intersection, the projective dimension of
Ω1Y (− logD) is equal to the projective dimension of Ω
1
Y ≤ 1 so that
ExtqOY
(
Ω1Y (− logD),OY
)
= 0
for q ≥ 2. Ext1OY (Ω
1
Y (− logD),OY ) is supported on the singular point P . Lemma
(10.1) shows E0,22 = 0. So the spectral sequence degenerates at the E2-terms. Thus
Ext2OY (Ω
1(logD),OY ) = 0 and we have an exact sequence
0→ E1,02 → Ext
1
OY
(
Ω1Y (− logD),OY
)
→ E0,12 → 0,
which is nothing but the exact sequence of the proposition.
§11. Family X[t, c] of rational surfaces.
Theorem (11.1). The family (X[t, c],D[t, c]) → Spec C[t, c] of pairs a surface
and divisor is a Kuranishi family at every point (t0, c0) ∈ (C[t, c])
an = C2.
Proof. Again we denote D[t0, c0] by D. The theorem says that the Kodaira-
Spencer map
ρ : TC2,P → H
1 (X[t0, c0],Θ(− logD))(11.2)
is an isomorphism of vector spaces, where TC2,P is the tangent space of (Spec C[t, c])
an =
C2 at a point P = (t0, c0). It follows from Proposition (8.4) that we have to show
that the image of Kodaira-Spencer map is of dimension 2. As we have show in
§2, [U2], the surface X[t0, c0] is covered by 12 affine open sets Wi isomorphic to A
2
(1 ≤ i ≤ 12). The image
ρ
( ∂
∂c
)∣∣∣∣∣
(t,c)=(t0,c0)
 ∈ H1 (X[t0, c0],Θ(− logD))
is represented by a Cˇech 1-cocycle a = {ai,j}1≤i,j≤12 with coefficients in Θ(− logD)
with respect to the covering X [t0, c0] = ∪
12
i=1Wi so that
ai,j ∈ H
0 (Wi ∩Wj ,Θ(− logD)) .
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Similarly, the image
ρ
( ∂
∂t
)∣∣∣∣∣
(t,c)=(t0,c0)
 ∈ H1 (X[t0, c0],Θ(− logD))
is given by Cˇech 1-cocycle
b = {bi,j}1≤i,j≤12
with
bi,j ∈ H
0 (Wi ∩Wj ,Θ(− logD)) .
We assume that a linear combination λa+ µb, which is a Cˇech 1-cocycle with coef-
ficients in Θ(− logD), is cohomologous to 0 for complex numbers λ, µ and we show
that λ = µ = 0. We recall that X[t0, c0]\D is covered by W1, W3 and W12. We have
a canonical map
H1 (X[t0, c0],Θ(− logD))→ H
1 (X[t0, c0]\D,Θ(− logD))
The image of a Cˇech 1-cocycle f = {fi,j} under this map is denoted by f¯ = {f¯i,j}.
Since as we have seen in §7, b¯ is cohomologous to 0, it follows from the assumption
that λa¯ = λa¯+µb¯ is cohomologous to 0. By the coordinate transformation between
W1 and W3 given in §5, we get
∂z1
∂c
=
∂
∂c
(y3c− y3z3) = y3 =
1
y1
and ∂y1/∂c = 0. So by the definition of the Kodaira-Spencer map, we have
a¯1,3 =
1
y1
∂
∂z1
∈ H0 (W1 ∩W3,Θ(− logD)) .(11.3)
Similarly
a¯1,12 = −
1
y1
∂
∂z1
∈ H0 (W1 ∩W12,Θ(− logD)) .(11.4)
On the other hand, we have the symplectic structure on X[t0, c0]\D =W1∪W2∪W3
given by dy1 ∧ dz1 = dy3 ∧ dz3 = dy12 ∧ dz12 so that we have an isomorphism
ϕ : Θ ≃ Ω1(11.5)
on X[t0, c0]\D = W1 ∪W2 ∪W3. Under this isomorphism ∂/∂yi corresponds to dzi
and ∂/∂zi to −dyi. We set α¯i,j := ϕ(a¯i,j) ∈ H
0(Wi ∩Wj ,Ω
1) for i, j = 1, 3, 12. In
fact we have explicitly
α¯1,3 = −
1
y1
dy1, α¯1,12 =
1
y1
dy1.(11.6)
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Since λα¯ is cohomologous to 0, there exist α¯i ∈ H
0(Wi,Ω
1) for i = 1, 3, 12 such that
α¯1 − α¯3 = −
λ
y1
dy1, α¯1 − α¯12 =
λ
y1
dy1.(11.7)
In view of (11.6) and (11.7), dα¯1 = dα¯3 = dα¯12 glue together and define a 2-form on
X[t0, c0]\D. So by Corollary (4.7), dα¯1 = dα¯3 = dα¯12 = νω for a complex number ν.
Since ω is not exact by Corollary (5.26), we have ν = 0 and dα¯1 = dα¯3 = dα¯12 = 0.
Now since Wi ≃ A
2, by a theorem of Grothendieck, there exist polynomials f1 ∈
C[y1, z1], f3 ∈ C[y3, z3], f12 ∈ C[y12, z12] such that dfi = α¯i for i = 1, 3, 12. So it
follows from (11.7)
df1 − df2 = −
λ
y1
dy1
on W1 ∩W3 = Spec C[y1, 1/y1, z1]. Since −
λ
y1
dy1 is exact on W1 ∩W3 if and only
if λ = 0. We conclude λ = 0. Now it remains to show µ = 0. Let us consider the
canonical map
H1 (X[t0, c0],Θ(− logD))→ H
1 (W1 ∪W2 ∪W3 ∪W12,Θ(− logD)) .
The image of a 1-Cˇech cocycle f = {fi,j} under this map will be denoted by f˜ =
{f˜i,j}. We calculated b˜ for i = 1, 3, 12 in §6. We recall the coordinate transformation
between W1 andW2, which are a part of coverings of the starting ruled surface in the
construction of X [t0, c0], is given by y1 = y2 and z1 = 1/z2 (cf. §1). It follows from
the definition of the Kodaira-Spencer map b˜1,2 = 0. Since µb is cohomologous to 0,
µb˜ is cohomologous to 0 too. We can find b˜i ∈ H
0 (Wi,Θ(− logD)) for i = 1, 2, 3, 12
such that
b˜i − b˜j = µb˜i,j(11.8)
for i, j = 1, 2, 3, 12. Since H0 (X[t0, c0]\D,Θ) = H
0 (X[t0, c0]\D,Θ(− logD)) = 0,
b˜i ∈ H
0 (Wi,Θ) is uniquely determined for i = 1, 3, 12. Namely we have
b˜t,i = µ
(
∂Hi
∂zi
∂
∂yi
−
∂Hi
∂yi
∂
∂zi
)
for i = 1, 3, 12, where Hi is the Hamiltonian as we have seen in §7. In particular
b˜1 = µ
{(
y21 + z1 +
t
2
)
∂
∂y1
+ (c− 2y1z1)
∂
∂z1
}
.
Since as we noticed above b˜1,2 = 0, we have
b˜1 − b˜2 = 0,
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which means b˜ is regular on W2. We have
b˜1 = µ
{(
y22 +
1
z2
+
t
2
)
∂
∂y2
+
(
c− 2y2
1
z2
) (
−z22
) ∂
∂z2
}
on W2. So if b˜1 is regular on W2, then µ = 0. This is what we had to prove.
It is an interesting problem to give a pair of algebraic varieties (U, V ) defined
over C such that the algebraic varieties U and V are not isomorphic one another but
the associated analytic spaces Uan and V an are isomorphic. A well-known example
due to Serre is related with algebraic groups(See [H], Chapter VI, §3). The family
(X[t, c], D[t, c]) provides us many such examples. Let us choose a point (t0, c0) ∈ C
2.
Let t1 6= t0 be an arbitrary point in a small neighbourhood of t0 ∈ C. The pair
X[t0, c0] \ D[t0, c0], X[t1, c0] \ D[t1, c0]) is a such pair. In fact, X[t0, c0] \ D[t0, c0]
is not isomorphic to X[t1, c0] \D[t1, c0] as algebraic varieties. In fact if we had an
isomorphism
ϕ : X[t0, c0] \D[t0, c0]→ X[t1, c0] \D[t1, c0]
as algebraic varieties, then since the complementary divisors D[t0, c0] and D[t1, c0]
consist of −2-curves, we could extend ϕ to an isomorphism
ϕ¯ : X[t0, c0]→ X[t1, c0]
of algebraic varieties so that the pair (X[t0, c0], D[t0, c0]) is isomorphic to the pair
(X[t1, c0], D[t1, c0]). This contradicts Theorem(11.1). Integration of the second
Painleve´ equation that has no movable singular points gives an analytic isomor-
phism
X[t0, c0] \D[t0, c0] ≃ X[t1, c0] \D[t1, c0].
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