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The field of crystallography is a key branch of natural sciences, important not only for physics, geology,
biology or chemistry, but it also provides crucial information for life sciences and materials science. It laid the
foundations of our textbook knowledge of matter in general. In this thesis, the field of quantum crystallography –
a synergistic approach of crystallography and quantum mechanics – is used as a tool to predict and understand
processes of molecules and their interactions. New methods are proposed and used that provide deeper insight
into the influence of local molecular environments on molecules and allows advanced predictions of the
biochemical effect of drugs. Ultimately, this means that we can now understand interactions between molecules
in crystal structures more completely that were long thought to be fully characterized.
As part of this work, new software was developed to handle theoretical simulations as well as experimental data
– and also both of them together at the same time. The introduction of non-spherical refinements in standard
software for crystallography opens the field of quantum crystallography to a wide audience and will hopefully
strengthen the mutual ground between experimentalists and theoreticians. Specifically, we created a new native
interface between Olex2 and non-spherical refinement techniques, which we called NoSpherA2. This interface
has been designed in such a way that it can be used for any kind of non-spherical atom descriptions. This will
allow refinement of modern diffraction data employing modern quantum crystallographic models, leaving
behind the century old Independent Atom Model (IAM).
New software was also developed to provide novel models and descriptors for understanding environmental
effects on the electron density and electrostatic potential of a molecule. This so-called Quantum Crystallographic
Toolbox (QCrT) provides a framework for the fast and easy implementation of various methods and descriptors.
File conversion tools allow the interfacing with many existing software packages and might provide useful
information for future method development, experimental setups and data evaluation, as well as chemical insight
into intra- and intermolecular interactions. It is fully parallelized and portable to graphic card processors (GPUs),
which provide extraordinary amounts of computational power with moderate resource requirements. Especially
in the context of ultra-bright X-ray sources like X-ray free electron lasers and electron diffraction these new
models become crucial to have a better description of experimental findings.
In applying this new framework of quantum crystallographic methods, we analyze a type of bonding at the
edge of conventional organic chemistry: The push-pull systems of ethylenes. We show how X-ray constrained
bonding analysis leads to the unambiguous determination of the behavior and type of bonding present in a series
of compounds which are contradicting the Lewis-picture of a double-bond.
This new understanding has led to the development of a new potential drug, namely a silicon analogue of
ibuprofen; one of the most important drugs known to humankind. We determined its physical properties,
investigated its stability and potency as a more soluble and novel alternative of ibuprofen: While retaining the
same pharmaceutical activity of ibuprofen, making it a bioisoster for ibuprofen, this material shows a better





1.1 Brief History and Introduction to Crystallography
To provide context to the benefits of quantum crystallography – and the requirements of the related techniques –
a small outline of central aspects of crystallography and its application will be given in this introduction. Since
the field is very broad and has manifold applications the introduction will aim towards the developments of
quantum crystallography in the context of wavefunction-based techniques and the distinction from previous
approaches, while being aware that this is only a part of the field and not claiming completeness of the topic in
general.
1.1.1 Crystallography
Without a doubt, crystallography is a fundamental branch of science that is closely linked with advances in fields
not only limited to chemistry, physics, geology and biology: no less than 25 Nobel Prizes have been awarded
in the context of crystallography since 1900. [1] Some selected breakthroughs in science were achieved using
crystallography and crystallographic methods including the description of the DNA-double helix structure, [2] the
huge number of databased protein structures [3] based on protein crystallography, the discovery of graphene [4]
or the discovery of quasi-crystals, [5] which ultimately led to a new formulation of the definition of a crystal.
The current definition by the International Union of Crystallography describes a crystal as matter that shows
concentrated Bragg diffraction, besides the always present diffuse scattering. [6]
1.1.2 Diffraction Experiment
The diffraction experiment is a setup where at least one crystal is positioned inside a beam of photons (X- or
γ-ray), neutron or electrons, that is subsequently scattered by the crystal due to its arrangement of atoms that can
be understood as a lattice. This diffracted pattern is recorded using detectors which can not only qualitatively,
but quantitatively measure the intensity of each diffraction maximum, the Bragg peaks. This diffraction pattern
is analyzed in terms of position and integral of each diffracted beam. Using the selection rules for three, or in the
case of quasi-crystals higher, dimensional lattices and orientation of the diffraction pattern the lattice type is
determined. The first observation of diffraction by crystals was reported by Max von Laue, [7] the diffracted
pattern explained mathematically in detail by William Henry and William Lawrence Bragg. [8–10] It can be
interpreted in terms of a reciprocal lattice through the construction of the so-called Ewald-sphere, [11] that
allows the prediction of the orientation of a crystal necessary to be in Bragg condition to observe a diffraction
peak. This technique, as e.g. used in a Debye-Scherrer [12] arrangement, where the superposition of all peaks
is recorded on a single image through rotation of the crystal, led to first measurements and interpretations of
diffraction data.
These new techniques rendered applications to fields ranging from the analysis of small molecule liquid phases
to the determination of macromolecular protein structures possible. [13–15] The recorded diffraction pattern can
be used to create and refine a model of the arrangement, motion and shape of atoms in the crystal, which will be
discussed in more detail in the following sections and chapter 2. A single crystal diffractometer, as used at the
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Department of Chemistry and Biochemistry of the University of Bern, is shown in Figure 1.1. A more detailed
description of the parts and setup of the diffractometer axes will be given in section 2.1.2. Since the diffraction
experiments in this thesis were all single-crystal X-ray diffraction experiments only this type of diffractometer
will be discussed in detail, leaving aside the field of powder diffraction.
Figure 1.1: The single-crystal X-ray diffractometer used in the Department for Chemistry and Biochemistry at the
University of Bern for crystal structure service and high-quality high-resolution measurements.
1.1.3 Radiation sources
Diffraction experiments can be performed with various types of radiation. Photon radiation of various wave-
lengths can be used, for example, X-ray or γ-ray. The latter is, due to the difficultly of generating the radiation,
less prominent, but successful diffraction experiments are reported in the literature. [16] X-ray beams are much
easier to produce and also offer a wide range of wavelengths, depending on the source of the photons. Another
type of radiation used to perform diffraction experiments is neutron radiation. In contrast to photon radiation,
neutron radiation scatters due to the interaction with the magnetic moment of the nucleus of atoms. An example
of experiments with neutron radiation is the work on heavy ice. [17] The photons of X- and γ-radiation mainly
interact with the electrons present in the crystal.
Recently, an increase of accuracy and experimental interpretation of diffraction experiments using electron
radiation promises an additional radiation type for high-quality diffraction experiments, while electron diffraction
was already performed for a long time. [18] Electron radiation is diffracted by the electrostatic potential present in
the crystal, which is a combination of nuclear charges and electron density effects. The size of particles required
for diffraction experiments is much smaller, which allows, for example, the analysis of surface compositions and
structures of crystals. [19]
In this thesis, the radiation used and the interpretation methods developed are focused on the use of X-ray
diffraction. But in principle, except for neutron radiation, all other types of radiation can also be used when
employing the correct transformation to the calculated models. This will be discussed after the presentation of
new methods during this thesis in the perspectives chapter (chapter 7).
In-house X-ray sources
Modern lab X-ray sources usually are limited to fixed wavelengths, since the origin of the radiation is in most
cases copper, silver or molybdenum which is targeted with an electron beam to emit photons with characteristic
wavelengths in addition to broader Bremsstrahlung. Usually, the desired element-characteristic monochromatic
radiation is achieved by the use of filters and mirrors, acting as monochromators. [20, 21] This radiation is,
however, only of limited brilliance, as the physical effect of photon emission is limited to the surface area targeted
by the electron beam and the electric current available for excitation. With modern in-house µ-focus sources, a
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dataset of sufficient quality for quantum-crystallographic modeling can be obtained for small molecules with
sufficient crystal quality, as shown in this thesis (see for example section 4.2).
Synchrotron radiation
In most cases the crystal quality is not as ideal, making high-quality and high-resolution investigations more
difficult. Therefore, a brighter, stronger X-ray source might make Quantum crystallographic experiments
possible even with limited scattering power of a crystal. One possible source of high intensity, high brilliance
and high energy X-rays is a synchrotron. In contrast to the conventional X-ray sources using a metal target, these
synchrotron sources accelerate electrons to near-light-speed using strong electromagnetic fields and force these
electrons to fly in a circular arrangement of magnets keeping them focused and on track. This acceleration of
the electrons in a circular trajectory causes them to emit a continuous spectrum of electromagnetic radiation,
the so-called synchrotron radiation. This radiation can be used for various purposes, including diffraction
experiments, where a certain wavelength of photons is selected through monochromators and mirrors and focuses
on the position of a goniometer, similar to the apparatus of an in-house diffractometer, basically exchanging the
conventional X-ray source with the large-scale synchrotron-source. [20]
Usually, preselected crystals are taken to a third-generation synchrotron with high brilliance and variable
wavelength. These facilities provide high-quality datasets in a shorter time and with higher resolution, given
sufficient crystal quality. Unfortunately, the number of available facilities of this kind is limited and not as
easily accessible and orders of magnitude more expensive, concerning operation and setup, in comparison to
conventional X-ray sources. Fortunately it was possible to conduct some of the diffraction experiments presented
in this work at a synchrotron beamline. The studies presented in sections 5.2.14 and 5.3 are based on the
diffraction experiments carried out at beamline BL02B1 at SPring-8 in Hyogo, Japan.
1.1.4 Detectors
The detection of X-rays is crucial for the conduction of diffraction experiments. At the beginning of history
of diffraction experiments, the use of ionization chambers or point detectors, that were moved to measure the
individual diffraction peaks by alignment of the crystal and detector, was the state-of-the-art methods, yielding
high-quality quantitative diffraction data. [20] The use of photographic films to record the intensity of the
diffracted beam could detect many reflections at the same time, which reduced the time needed to perform a
diffraction experiment, but the estimation of blackening of the film was not as precise as the use of ionization
counters. The benefits of the simultaneous detection of many reflections available from area detection were
combined with high accuracy and precision of intensities through the development of Charge-Coupled-Device
(CCD) detectors. They use the same kind of chip present in modern digital cameras combined with a layer
of fluorescence material, for example, gadolinium oxide sulfide. This material lights up when irradiated with
X-rays and the intensity of this light, which has lower energy and therefore is easier to detect, is evaluated by the
CCD-chip. [21]
Especially modern hybrid pixel detectors with novel detection materials like CdTe made a switch of paradigm
possible: Instead of trying to use as much of the measurement time at a radiation source by employing simple but
fast measurement strategies, the speed and sensibility of the new pixel detectors now allows the careful planning
of experiments and re-collection of some parts of the datasets while the crystal is still on the diffractometer.
These detectors use highly X-ray sensitive diodes in combination with individual readout chips (a hybrid of these
two building parts for each pixel, hence the name) to measure extremely precisely the intensity of diffraction
patterns in an area detector, especially since the pixel detectors have much lower noise levels compared to
CCD-detectors. [22] The detection is so fast and sensible, that high-quality experiments can be performed within
a much shorter time. Older, slower detectors allowed only a highly limited number of measurements within
a beamtime slot at a synchrotron facility. These advances in detector techniques and high-intensity radiation
sources allow the experiment to be planned thoroughly and conducted as required to yield the highest possible
number and quality of diffraction data. The biggest drawback of the newest kind of detectors is a high cost
in production and limited time, in which the detector material, in case of CdTe, is stable, as it decomposes
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slowly. [23] In the course of this thesis a broad variety of detectors was used. The experiments performed by me
in section 3.1.3 were done using a Hybrid-Pixel detector. The measurements in section 4.2 were performed on
a CCD detector, while the synchrotron experiments in sections 5.2.14 and 5.3 were conducted using a curved
image plate.
1.1.5 Structure Solution and Refinement
The measured diffraction pattern can be used to determine the three dimensional structure of the molecules
present in the crystal used for the experiment. This structure solution is performed taking into account the
information on the position of diffraction maxima and their intensity to obtain a first guess of the structure at
hand. After an initial solution the model can be improved and finalized during the refinement.
The principle of structural refinement is based on the optimization of agreement between a model diffraction
pattern of the structure under investigation and the measured diffraction intensities obtained from a conducted
diffraction experiment of a crystal of that substance. [20,24] In all methods, the main procedure is the calculation
of differences between the model and the experimental data and their subsequent minimization using a least-
squares approach, as initially proposed by Legendre. [25, 26] The positions, shape of atoms and/or their
displacement parameters are variables to maximize the agreement. In most cases, the shape of an atom is kept
fixed throughout the least-squares procedure, but in principle could also be used as a fitting parameter. Besides
the least-squared procedure is performed on weighted measurement data, to account for experimental errors,
which however introduces a series of statistical biases. [27] This established mathematical framework allows the
use of very well defined statistical tools and agreement statistics like R-factors, normal distributions or goodness
of fit, which are mathematically indifferent of the model used to produce the calculated data. [28–30] In this
thesis the focus is drawn to the conduction of X-ray diffraction experiments and their interpretation. Since the
diffraction of the photons of the incident X-ray beam is based on the interaction of electrons with the photons,
the intensity of the measured pattern is the Fourier transform of the spatial Electron Density (ED) distribution in
the crystal. [20] An adequate theory needs to be selected for the description of the ED of the structure under
investigation to obtain a model to be used in the optimization of agreement with the measured pattern to describe
the measured intensities correctly with physically reasonable assumptions.
1.1.6 X-ray Data Quality and Resolution
A very important point of interest in modern X-ray diffraction experiments and their interpretation is the issue of
data quality and maximum achievable resolution. Data quality refers to the internal agreement and measurement
uncertainty of a dataset. If a peak in the diffraction pattern is measured multiple times, the agreement between
these occurrences is a measure of data quality, as well as the uncertainty of the integrated intensity of a peak. It
is estimated by the level of noise in the data, for example taking into account the size of background intensity
measured by a detector in regions where no diffraction peak is found. If the data quality is low, the uncertainty
associated with measured intensities becomes high and therefore the significance, that is, the ratio of signal-to-
noise becomes low. This will result in poor precision of the resulting structural model, as the certainty of a fitted
parameter, for example, the position of an atom, will become very low as a result.
The maximum achievable resolution of a diffraction experiment is of importance, as the ED that is observed
resulting from the experimental data is very sensitive to the number of observed data points. This is a logical
consequence of the relation between the real space electron density and the diffraction pattern in reciprocal
space. A Fourier series to calculate the ED based on observed diffraction data is truncated at the maximum
resolution of the experimental data. The ED derived by this series is the property used in X-ray diffraction
experiments to model the structure, therefore the incompleteness of the series will directly affect the quality
of the model. Since an early truncation of a Fourier series can introduce significant inaccuracies, the highest
resolution, corresponding to the latest possible truncation of the Fourier series, is desirable. The resolution of
the diffraction pattern, which is proportional to the angle θ between the primary beam and the diffracted beam,
directly influences what features of the density calculated from a Fourier series are distinguishable. At low
resolution (high dmin) the distinction of individual atoms already becomes difficult, while at high resolution even
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maxima on the bond between two atoms or in the region of lone pairs might be observed and distinguishable
from the atomic core. An example of a plot of the evolution of the effect of different resolutions on the calculated
ED from experimental diffraction patterns is shown in Figure 1.2.
(a) dmin = 0.45 Å (b) dmin = 0.6 Å
(c) dmin = 0.8 Å (d) dmin = 1.0 Å
(e) dmin = 1.2 Å
Figure 1.2: Electron Density from Fourier synthesis (compare equations 2.6 and 2.3) of experimental data with different
resolution (in d-spacing; lower d-spacing is better resolution), obtained by truncating the synthesis at different cut-off
values, marked below each subfigure. Visualized using Olex2. [31] Electron density isosurface mesh in green. Isovalue =
2.9 eÅ−3. Dataset used is one of the molecules of the study "Chemical Bonding in Polarized Push-Pull Ethylenes", as
shown in Section 4.2.
The data used to produce Figure 1.2 was high-resolution data with low noise and good statistical agreement. If
the scattering power of the crystal already became insignificant at, for example, 1.0 Å the noise would be much
bigger and introduce not only Fourier truncation problems, but also the individual signals would become more
problematic. This is a problem the field of protein crystallography faces quite often, as their highest obtainable
resolution often is lower than 1.0 Å. A check of the Protein Data Base (PDB) shows only around 0.5% of all




In the case of disordered molecules or solvent in the crystal structure, it is often difficult to obtain high quality
and high-resolution data. Even if crystals with disorder and solvent molecules can be measured to sufficient data
quality, the refinement becomes more challenging. Disordered atoms and partial occupancies, make refinements
more complicated and less robust, as there are much more parameters and correlations between variables during
the refinement. It is possible to remove density of atoms that are too difficult to model based on the analysis of
voids and their contained density based on the diffraction pattern to circumvent these problems, for example
using SQUEEZE or BYPASS. [32, 33]
1.1.7 Independent Atom Model (IAM)
The first model to describe measured intensities from X-ray diffraction, either obtained by single crystal or
powder diffraction experiments, was the Independent Atom Model (IAM). [34–40]
Promolecule Atoms
In this model, a spherical ED distribution of promolecular, that is non-interacting, atoms is assumed. This
reduces the problem of determining the contribution to the ED at a given point in space by an atom to the sole
evaluation of the distance to the position of its nucleus. This allows for a simple tabulation of atomic form
factors, also called scattering factors, f . These are the Fourier transforms of the electron density of an atom with
respect to the reciprocal space, which are precomputed using atomic wavefunctions. [41] These f are ready to
be used during a structural refinement without additional calculations. An example of these scattering factors
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Figure 1.3: Plot of the value of the scattering factor with respect to d-spacing for the neutral fluorine atom, the fluoride
anion and the neutral carbon atom. Values of the exponential functions used for plotting as printed in the International
Tables of crystallography. [41] Colored lines representing the diffraction limit of common radiation types are added to
visualize the importance of differences using each radiation type.
This tabulation makes these refinements almost instantaneous for small molecules on normal modern desktop
computers. It is noteworthy that the scattering factor between neutral and single negatively charged fluorine, as
shown in Figure 1.3, is mostly different in the low-resolution region (high d values). At higher resolution the
difference is minimal. Limits of resolutions reachable using the corresponding type of in-house radiation are
indicated to show that the charge difference between fluorine and fluoride can already be observed using copper
radiation. This would imply that the distinction of a partial charge transfer could also already be observed based
on a diffraction experiment using any type of the most common radiation types. The significant downside of
this IAM is the complete neglect of the non-spherical shape and behaviour of atoms in molecules, disregarding
bonds, lone pairs and basically everything which goes beyond the atomic models of Rutherford or Bohr. [42–45]
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Shortcomings
Modern single-crystal X-ray diffraction experiments and even high-quality powder diffraction experiments
[46, 47] can show good quality data at higher resolution in reciprocal space compared to any setups available
at the time when the IAM was introduced. The information about the non-spherical character of molecules
contained in the measured data is neglected by applying this model and can therefore not explain all measured
features of the data, by restriction of the model used. But also 50 years ago the missing information of covalent
bonding and polarization of atoms was already discussed in the literature and attempts to model them were
done. [48, 49] The extent, spatial distribution and significance of this missing information on bond density in the
model of the structure is shown exemplarily in Figure 1.4.
Figure 1.4: Residual electron density after IAM refinement using olex2.refine, visualized using Olex2. [31, 50] Positive
residual density in green, negative residual density in red. Ring plane visualized in blue. Isovalue +/- 0.3 eÅ−3. The dataset
used for this figure is the measurement of sila-ibuprofen as presented in section 5.2.
The electron density in regions where covalent bonding is expected is clearly underestimated, especially when
a high double bond character or lone pairs are present coinciding with an overestimation of electron density
in regions of rings or above and below the plane of sp2 hybridized atoms, as seen for the carboxylic acid
carbon atom. It should be highlighted that using the IAM one can accurately obtain the position and Atomic
Displacement Parameters (ADPs) of non-hydrogen atoms from even low quality diffraction data, since the
chemical connectivity could be deduced from distances by comparison among series of different structures.
While there might be a correlation of bond order and the distance between two atoms, this correlation is purely
empirical. [51–53] There is no possibility to perform chemical analysis on the bonding situation of atoms by
solely employing the IAM.
Another way to look at the model differences and shortcoming is to look at the electron densities obtained by the
IAM and a theoretical wavefunction calculation of benzene side by side (for details on wavefunction calculations
see section 2.2). Isosurfaces of the electron density of the IAM and a molecular wavefunction are shown in
Figure 1.5. The superposition of the spherical electron densities of the IAM on the left show a deformation of
the isosurfaces from spherical shape, but at the highest isovalue, which is the innermost surface, the connection
between atoms is broken. This is not the case in the electron densities derived from the wavefunction. All
surfaces form evenly shaped envelopes around the bonds and also hydrogen atoms are not separated from the
rest of the molecule at higher isovalue.
If the density of the IAM is compared to the shape of the 6-membered ring in the molecule in Figure 1.2 it might
show why the IAM was so successful and sufficient for such a long time: the shape of the observed density
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at the resolution of 1.2 Å resembles that of the IAM quite well. And the average resolution of the diffraction
experiments only increased over time, as the experimental setup became more sophisticated and the cooling of
crystals became more common. Also the limitation in computational power made the use of more sophisticated
models unfeasible for a long time.
Figure 1.5: Isosurfaces of the electron density at 0.12, 0.17 and 0.22 Atomic Units (a.u.) isovalue (with increasing opacity
of the surface) for benzene using the IAM (left, blue) and from a wavefunction calculated using ORCA [PBE/cc-pVTZ]
(right, red). [54, 55] Electron densities calculated using cuQCrT (see section 3.3), plotted using VMD. [56]
Hydrogen atoms in the IAM
The most severe problem arises for hydrogen atoms. Since their only electron in most cases is involved in a
covalent bond to a different element, often having a higher electronegativity, the assumption of a spherical
behaviour of the atoms fails completely. This leads to significantly shortened bonds if the position of hydrogen
atoms is not restricted in some way. Usually restrains or constraints are used, e.g. the so-called riding
model. [57,58] These can only estimate the position of the atom by geometric constructions and their displacement
parameter as a fixed multiple of the non-hydrogen atom it is attached to. This model cannot distinguish between,
for example, electron pulling effects of elements with significantly higher electronegativity leading to a shift of
the bond-density or the presence of a hydrogen bond elongating the H-X bond and withdrawing density from the
bond. This is the origin of a common believe among chemists, that hydrogen atom positions cannot be measured
with X-ray diffraction, as they are not "visible" enough. [59–65]
1.1.8 Non-Spherical Refinements - History and Models
The observed inaccuracies of the IAM necessitated the development of improved models using different
approaches to tackle the problem of the missing description of the bond- and lone-pair-density. All of them can
be summarized under the term non-spherical atom models, to distinguish them from the spherical IAM.
Multipole Model
The first and very successful model of a description based on non-spherical atoms is the Multipole Model. This
model extends the structure factor equation from the IAM by using a series of spherical harmonics functions to
account for asphericity and other neglected effects, like shell contractions, charge transfers in the valence shell
etc. to provide a more sophisticated scattering factor for each atom. [66–72]
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Improvements
The model was very successful in modelling non-spherical atoms and is described in the literature. [73–77]
In this context, one has to distinguish between two types of refinement: (i) the refinement of the multipoles
in conjunction with the refinement of positions and ADPs, which is a method to obtain on the one hand the
electron density of the molecule and on the other hand the structure at the same time. (ii) The refinement of
structural and displacement parameters, using a pre-calculated description of the non-spherical atomic shape.
There are three batabanks of pre-defined atom types and correpsonding multipoles: the Invariom approach, [78]
the ELMAM database [79] or the UBDB, which is newly branded with the name Multipolar Atom Types from
Theory and Statistical clustering (MATTS). [80, 81] While (i) is a refinement of the charge density based on the
diffraction data, (ii) is a pure structural refinement, identical in any way to the IAM, except for the use of more
correct scattering factors. This type of refinement will be referred to as non-spherical structural refinement to
distinguish it from the refinement of the density (i).
In most cases, it had been impossible to meaningfully describe e.g. the anharmonic motion of atoms, as the
approximation of the IAM was too crude to filter residual bond and lone pair density from contributions from the
anharmonic description of atomic movement. This has become feasible and reasonable within the applications
of the Multipole Model. [82–85] In this way, 3rd and 4th order Gram-Chalier expansions for the anharmonic
displacement of atoms were introduced into software like XD or MoPro. [86–88]
A major improvement compared to the IAM is the possible analysis of the obtained electron density distribution.
Topological analyses, as well as calculations of derived properties like Electrostatic Potential (ESP), Laplacian
and atomic polarizabilities, became possible. For further details about these properties please refer to section 2.3.
Shortcomings
A major drawback of this method is the dependence on the setup of local coordinate systems for the spherical
harmonics and symmetry restrictions, especially in the case of transferable atoms from databases. This is
overcome by applying the automations in mentioned database approaches, but only to a certain degree. The
database only works for previously defined systems like proteins and amino acids, but mostly small-molecule
crystallography is interested in novel bonding situations or elements, which are not part of these databases.
Another major drawback of the theory itself is the limitation of the basis set to a single ζ-slater type radial
function (for details see section 2.2.2) used for the calculation of multipole scattering factors and especially the
flexibility of very polar bonds, where features of the multipole model do not correspond to any observable trend
in Quantum Mechanics (QM) reference calculations. [89–92] This might also be due to a certain ambiguity
in the choice of multipole populations and their covariance, as structural differences have a strong impact on
multipole parameters and vice versa.
Hydrogen atoms in the Multipole Model
This also holds for the problematic determination of hydrogen atoms, as in most cases the symmetry of the
multipoles of hydrogen atoms are restricted to obey high symmetry constrains and therefore reduce to very
limited freedom for a redistribution of the ED originating from the hydrogen atoms. This usually yields in
high covariances of ED-parameters and positions, as well as usually difficulties to obtain a good anisotropic
description of hydrogen ADPs. Recent findings report multipole-database approaches to be able to reproduce
the bond lengths and thermal discplacement parameters of hydrogens observed by neutron diffraction better
compared to the IAM. [93] But compared to other non-spherical structural refinement methods the results are
still not ideal.
Maximum Entropy Methods
The maximum entropy method, as proposed by Jaynes, is a method to derive properties out of limited information,
e.g. few datapoints or noisy data, by applying the general argument of maximum entropy, [94, 95] which
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corresponds to basic thermodynamic principles of the second and third law of thermodynamics. This can be
applied to the general field of information reconstruction and interpretation in a general manner. [96] In the
crystallographic context, this is applied by calculating the electron density distribution based on the known
reflections, e.g. low-resolution datasets of proteins, which fulfills this maximum entropy criterion. Several
implementations are reported, e.g. BayMem [97] or ENIGMA, [98] and are capable of refining proteins to a
good extent. [99] But since these methods are very costly in terms of computational resources they were not
considered in this thesis and will therefore not be described in further detail.
1.1.9 Wavefunction Based Refinements
Acknowledging the huge success of QM calculations of wavefunctions (for theoretical background see section
2.2) in describing features of molecules ranging from bonding, inter-molecular interactions to absorption spectra
etc. and the advances in the prediction of molecular, but also solid-state structures, and their corresponding
properties, it would be desirable to use these advantages in the refinement of X-ray diffraction data. The biggest
advantage of wavefunction calculations is the fact that they can yield results ab initio, that means there is no
input required except for some pre-defined basis sets to model the atomic orbitals. Given this information, the
calculation, by definition, will yield a wavefunction that describes the molecule according to the best knowledge
of quantum mechanics. This way the density that can be calculated from a wavefunction can be used and
interpreted to model a crystal structure taking into account the density distribution arising from the calculated
wavefunction. This way, the only user-selected input is the level of theory used. By combination of the fields of
QM and Crystallography to perform more advanced analysis and models of the crystalline materials, the field of
Quantum Crystallography emerged (see section 1.2)
The Hohenberg-Kohn theorem states that there is only one wavefunction that corresponds to the ground state
density of a molecule. This is expressed by the fact, that the potential of the molecule is uniquely defined
by its charge density. [100] If the potential is a unique property of the density, the many-body wavefunction
must follow this unique relationship. The second aspect of the theorem provides the insight that if the density
used for the construction of the wavefunction is the true ground state density the energy will be the absolute
minimum of the wavefunction. [101] By application of the Hohenberg-Kohn theorem, it should be possible to
find a wavefunction which corresponds to the ED distribution measured by X-ray diffraction, if this measured
density is the ground state density.
1.2 Quantum Crystallography - A Brief Definition
As Debye stated in 1915, "the experimental study of the scattering of atoms, in particular for light atoms, should
get more attention, since along this way it should be possible to determine the arrangement of the electrons in the
atom." [12] The field of charge density determination and analysis tackled this problem and was successful in
deriving a variety of descriptions for the distribution of electrons in the atom and bringing the gained knowledge
into chemical and physical context. [74] The analysis of topologies of electron density, derived electrostatic
potentials and even spin densities of unpaired electrons linked the high-quality diffraction experiment with
the understanding of chemistry and molecules. Following the line of thought of the charge or electron density
analysis, the field of Quantum Crystallography arose. Although there is a debate in the community about the
exact definition of the field Quantum Crystallography (QCr), a small summary of the purpose of the field is
necessary to understand the different approaches it provides and how they can be improved and applied in this
thesis.
The original pioneering ideas of Quantum Crystallography stem from Massa and Clinton based on their work on
the direct determination of pure-state density matrices published as a series of five publications. [102–106] In
the following decades this work was extended and applied to constrain calculations by accounting for measured
X-ray scattering data to obtain one-electron density matrices. [107–111] The development of nearly linear scaling
methods, the kernel energy methods (KEM), was the result of these efforts. KEM successfully obtains density
matrices and properties for systems like DNA, RNA and proteins. [112–114] In this context, the term Quantum
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Crystallography was coined by Huang, Massa and Karle. [115, 116] In 2017, Grabowsky, Genoni and Bürgi
summarized the definition of this term by highlighting two aspects: [117]
1. Enhancing the insight into the crystallographic structural properties and accuracy of structural models
employing QM methods.
2. Enhancing the results of QM methods using the information present in experimentally measured structure
factors.
The topic of quantum crystallography has drawn a lot of attention in the literature and shows a broad variety of
possible applications. [116, 118–123] The two aspects of quantum crystallography are different approaches to
make use of the knowledge of two mature fields of chemistry: quantum chemical calculations and crystallography,
to improve each other.
Application of the Aspects of Quantum Crystallography in Different Methods
In the first aspect mentioned above, the knowledge about chemical bonding, regardless what type of bond, is
used to improve the model of a molecule used for the explanation of the observed diffraction pattern. This
information about bonding and atomic interactions and their effect on the electronic structure of the atom is
available for example by QM methods and can be used to improve the basis of the model. Since the refinement
of a structure is always based on a model for the electron density of the molecule, the accuracy and precision
of results are influenced directly by the assumptions made in the model. If a better model is used the refined
structure becomes more accurate. The main reason why this type of information was not used previously is the
lack of computational power and general applicability of the corresponding models at the time the models for
spherical refinements were established. [59]
The second aspect of quantum crystallography uses experimentally available information about the distribution
of electron density to model a wavefunction which incorporates these measured features that ab initio methods
fail to describe. [122] This has become possible with the advances of modern diffractometers and high-quality
diffraction experiments available even at conventional lab-sources. Examples of effects that are not correctly
modeled by ab initio calculations is the unknown exact exchange correlation functional in Density Functional
Theory (DFT) (see section 2.2.3.4) or the description of mixing of excited states with non-ground state systems
as it might very possibly be present as an average over a complete crystal under investigation by diffraction
experiments. Another approach might aim to obtain more accurate methods usable for bonding analysis,
prediction of reaction pathways or, in the case of this thesis, the modelling of protein–ligand interactions.
Quantum Crystallography in different refinement techniques
In principle, even the IAM can be regarded as an early attempt of a quantum crystallographic method since
the tabulated scattering factors are obtained from QM calculations of isolated atoms even including relativistic
corrections. [124] Despite the crude spherical approximation, these atomic wavefunctions allow structural
refinements, in principle fulfilling the criteria for aspect 1 of quantum crystallography. [41] The same way
one could consider the Multipole Model as a quantum crystallographic method, but only with respect to the
first aspect because although the ED distribution may be refined, there is no direct insight into properties of a
wavefunction or enhancement of wavefunction properties. Concerning multipolar model database techniques the
scattering factors for the multipoles and the core are obtained from pre-calculated wavefunctions or tables for
isolated atoms.
Techniques like Hirshfeld Atom Refinement (HAR) [125, 126] (see section 2.1.8), where a QM wavefunction
is used to calculate tailor-made atomic scattering factors, fulfil the first aspect of Quantum Crystallography,
while the usually subsequently executed X-ray Constrained Wavefunction fitting (XCW) [127–129] (see section
2.1.9) is a method of the second aspect, since it calculates a wavefunction minimizing the difference to observed
diffraction patterns while minimizing the wavefunction energy. This makes X-ray Wavefunction Refinement,
which is the combination of both techniques [92, 130] (see section 2.1.10), a method fulfilling both aspects.
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1.2.1 Hirshfeld Atom Refinement, X-ray Constrained Wavefunction Fitting and X-ray Wave-
function Refinement
In these methods developed by Jayatilaka et al., the wavefunction of a molecular fragment of the crystal is
calculated and used to partition this molecular electron density based on the Hirshfeld stockholder partitioning
scheme [131] (for details see section 2.1.8) into atomic contributions. These atomic densities are Fourier
transformed with respect to the crystal lattice to yield the atomic form or scattering factor f . [125, 127, 131]
These are used instead of the tabulated scattering factors in the IAM or the multipole populations in the Multipole
Model to calculate the structure factors for the least-squares refinement and subsequent analysis.
This approach is used in two different ways, that correspond to the two aspects of QCr, as defined above. The
first way is the use of improved scattering factors in HAR to refine position and displacement parameters and
obtain the best possible structural description of the diffraction pattern. In principle, the wavefunction used to
obtain these scattering factors can be pre-calculated or provided by different well-established QM-software, as
long as the partitioning and refinement engine can read them. Applications of this interface between different
wavefunction generators and the refinement engine are the combinations of Extremely Localized Molecular
Orbitals (ELMOs) [132, 133] with HAR. [134]
The second procedure, XCW, [127] models the observed ED by modification of Molecular Orbital (MO)
coefficients to match observed structure factors depending on their measured certainty. Scattering factor
calculation of the electron density obtained from the molecular wavefunction convoluted with thermal motion
parameters of atoms is used to compose calculated model structure factors, which are then compared to the
experimental diffraction data. A combination of both, where first a HAR and a subsequent fitting of the
wavefunction using XCW is called X-ray Wavefunction Refinement (XWR). [92, 130]
There is a subsequent iterative refinement of structure and wavefunction, where the resulting fitted wavefunction
is used instead of a newly calculated ab initio wavefunction during HAR, to have a better description of the
experimental ED. This method is called total-XWR. [135] But a simultaneous refinement of MO-coefficients
and molecular structure is technically not possible in the framework of this refinement technique. It should
be mentioned that there exists literature on the refinement of crystallographic data using periodic Bloch-type-
wavefunctions in contrast to the molecular approach used in XWR. [136] However, this approach is not part of
this thesis and will therefore not be explained in further detail.
A different approach to obtain wavefunctions from the diffraction data is the use of kernel energy methods (KEM)
which divide the problem into smaller pieces that allow easier independant calculation and can also be used to
calcualte densities and minimize the difference between model and observed electron densities. [111, 137, 138]
While this approach is based on the direct projection of the observed electron densities into the density matrix
of a wavefunction the methods by Jayatilaka et al. do not constraint, but rather restrain the wavefunction to
electron densities similar to those observed by diffraction.
Advantages
The wavefunction based approach has advantages inherited from their respective field of origin. One is the
separation of the thermal description of atomic motion from the calculation of the ED. Since a description of
the model using the wavefunction derived densities inherently describes the bond density, usually neglected
by the IAM, the ADPs will become less biased by the usually present residual density on bonds, trying to
model bonding by displacement of the atoms, rather than separating these two effects a priori. This avoids
the significant correlation of parameters in free multipole refinements of the elctron density with simulatious
structural refinement.
Secondly, the additional side-conditions during the calculation of the ED from a wavefunction prohibits
numerically possible but unphysical densities. This is ensured by the boundary conditions during QM calculations
(compare section 2.2.1 and equation 2.39). The wavefunction needs to fulfil the criteria of common theoretical
chemistry, for example for electrons to be present in space. The multipole technique allows the introduction of
regions of negative density of one type of atom to match the measured density better if, for example, another
atom provides too much density at that position. This behaviour could be understood as a cancellation of
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errors, where two physically wrong atomic densities end up describing the observed density. This behaviour
is impossible using wavefunctions and Hirshfeld partitioning. This ensures physical behaviour, even if some
assumptions are made. In summary this prevents overfitting of the model.
Lastly, the availability of all descriptors used in theoretical calculations, ranging from charges over chemical
bonding analysis to individual MO population and analysis, is favourable. There is a wavefunction either
being used during the process or being its result. This makes it easy and convenient to evaluate the bonding
and interaction features of the structure under investigation without additional calculations. Additionally, the
flexibility to include as much sophistication into the level of theory as one wishes the level of detail used in
the constrcucted model is only limited by the quantum mechanical method used, computational resources and
diffraction data quality. Since the latter has significantly improved compared to the available data when the IAM
was introduced, [47, 139] it is about time to improve the models and their convenience to be used to treat this
data.
1.2.2 Hydrogen Atoms in XWR
As a consequence of the accurate and physically correct non-spherical description of the ED, the determination
of hydrogen atom positions and thermal parameters is not only possible but also very accurate and precise, since
intrinsically the wavefunction locates the bonding electrons naturally. [140] To show the difference between the
IAM and the tailor-made HAR scattering factors the ones of a carbon atom and a hydrogen atom in the epoxide
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Figure 1.6: Plot of the value of the scattering factor with respect to d-spacing for a neutral carbon atom and a carbon
atom in epoxide in HAR. [41] Red line representing the diffraction limit of copper Kα radiation plotted to visualize the
importance of differences using one of the most common radiation radiation types for in-house measurements and beyond
this limit.
The difference between the spherical model and the Hirshfeld atoms is dominated by the partial charge one would
expect based on electronegativity. [141] It leads to a partial negative charge of carbon, yielding an increased
low-resolution scattering factor, while the partially positively charged hydrogen atom has smaller low resolution
scattering factors. At medium resolution around 1.5 - 1 Å, the difference to the spherical scattering factor has
a wider spread, that can be explained by the difference of density depending on the direction of the scattering
vector. This spread could be interpreted as a measure for the non-sphericity of the atomic electron density. For
carbon, there are form factors that go well below the spherical scattering factor at the identical resolution. This
means the electron density contribution to this specific form factor is lower than that of neutral carbon, despite
the partially negative charge of this atom. On the other hand, there are individual form factors in the selected
hydrogen atom of epoxide, that lie above the spherical, neutral scattering factor, even though one would expect
this hydrogen atom to be partially positively charged, leading to even lower scattering contribution. This is
due to the fact, that compared to the spherical hydrogen atom the wavefunction derived density is shifted into
the bond between C and H. This is reflected by some scattering factors, that correspond to the directions of














HIAM HHAR Cu Kα
Figure 1.7: Plot of the value of the scattering factor with respect to d-spacing for a neutral hydrogen atoms and a hydrogen
atom in epoxide in HAR. [41] Red line representing the diffraction limit of copper Kα radiation plotted to visualize the
importance of differences using one of the most common radiation radiation types for in-house measurements and beyond
this limit.
the common diffraction limit of Cu Kα radiation, which is very commonly used in single-crystal diffraction
experiments, is shown to visualize, that the effect due to non-spherical behavior of atoms is very well observable,
especially due to charge distributions, from even lower resolution diffraction experiments.
1.2.3 Restrictions in Wavefunction Based Refinements
Speed
The most severe drawback of XWR is the high computational cost associated with the repeated calculation
of wavefunctions. Although these methods can be parallelised to a certain degree, the complexity rises much
quicker with the number of atoms N for normal methods. [142] For example, proteins or some heavy elements
surrounded by bigger organic ligands in metal-organic complexes might easily exceed the number of basis
functions most computers can accommodate. While there have been advances in the field of linearly scaling
DFT methods or AI-assisted density predictions (for example [142–151]), these methods either are not easily
available or suitable for the general refinements of all types of molecules.
Here, the approach of separating the problem in a "divide-and-conquer" approach can help. Two approaches
will be mentioned here: the kernel energy methods and the orbital localization in extremely localized molecular
orbitals. [111,116,121,133,137] Both work by separating the problem of a wavefunction calculation into smaller,
more easily solvable calculations, paying the price of losing general validity of the wavefunction in terms of
orthogonality or accuracy. However, these smaller problems could be solved in a highly parallel manner, which
even allows the Graphical Processing Unit (GPU) of graphic cards to be used to evaluate the smaller problems.
This would be beneficial since their setup is optimized for the solution of high numbers of small, independent
problems.
The ELMO procedure was implemented in conjunction with the framework of HAR and is called HAR-
ELMO. [134] Some previous results obtained for proteins will be shown in this thesis later. The benefits for
different classes of compounds and the practicability in general use of HAR-ELMO still needs to be elucidated,
as the number of available pre-calculated ELMOs is currently very limited. This leads to the same type of
problems as there is for Multipole database techniques. An approach of tailor-made QM-ELMOs, which are
calculated on the fly, to be used during the refinement would solve this issue, but lose the great advantage of
instantaneous availability of wavefunctions, that stored ELMOs would provide. [152]
A different approach to tackle issues of speed is the implementation of more optimized, modern software that
makes the calculations more feasible using the existing methodological framework. The new methods presented
in this work rely on modern QM-software in combination with approximations during the calculations that allow
enormous speed-ups at almost no loss of accuracy. Additionally a new partitioning software that is implemented
in a modern language like C++ in a highly optimized manner allows significant speed up while using higher
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accuracy for the calculations required.
Disorder
Although, XWR seems to provide superior results for different kinds of molecules, its application is limited.
Disorder of the molecule of interest is conceptually not possible to integrate into the calculation of a single
wavefunction. Partial occupation of atoms and the exclusion of repulsion arising from different geometries or
parts of a disordered molecule are impossible to implement during the wavefunction calculation. A normal
disorder model, as used in the refinement of crystal structures, places atoms in close vicinity of each other. In
normal refinements this is not a problem, as the scattering factor will simply be multiplied with the occupation
and no interaction between any atom is taken into account. In wavefunction based techniques this is not the
case. The atoms placed in vicinity to each other will interact. This will lead to non-physical behaviour in the
calculation of wavefunctions, if both atoms of the disorder model are present.
The only solution would be a calculation of individual molecules corresponding to the different disorder-parts to
be modelled but the setup of calculations like these is not possible in Tonto, [153] which is the only software that
can perform XWR. Also considersing partial occupations on otherwise not disordered atoms, for example in
cavities of a crystal being filled by guest molecules, is impossible, for the very same reason. Disordered solvent
molecules would be required to be excluded from the structure factors observed by algorithms like SQUEEZE or
BYPASS. [32,33] Although this technique is available in common IAM packages, an interface or implementation
in wavefunction based refinement software is missing, so far. In principle, careful manual application removing
the solvent contribution to the diffraction pattern is possible but neither convenient nor time-efficient. This would
also not correspond to the correct physical model of the situation but a deconvolution of the disordered area
from the ordered part of the structure. It is just the last resort if all other model procedures either fail or are
unavailable. Additionally, these approaches do not allow for a re-evaluation of the solvent contribution after the
refinement, which might be required due to the change of the size of a molecule, if the hydrogen atoms become
better described at bigger distances compared to IAM refinements.
Heavy Elements
To this date, it is necessary, that the applied basis set for the calculation during XWR is an all-electron basis set
since effective core potentials would lead to a lack of core electron density which is crucial for the calculation of
scattering factors. Also until recently, the calculation of wavefunctions of heavier elements was complicated
or almost impossible, due to the lack of proper basis sets. A recent development allows the use of all-electron
basis sets of the x2c-family for elements up to Rn. [154] Additionally the jorge-family of basis sets [155, 156] in
both relativistic and non-relativistic formulation were made available for XWR in the course of this work. With
these basis sets on different levels of sophistication, that is single zeta, triple zeta and polarized triple zeta in
the case of x2c-family and double- and triple-zeta both in relativistic contracted and non-relativistic version for
jorge-basis sets, the calculation of all-electron wavefunctions became possible for the purpose of XWR.
But the measurement of crystal structures of heavy elements is complicated in terms of the experimental
conditions. The heavy elements have very high absorption coefficients for X-rays and usually compounds
containing heavy elements decompose or lose crystallinity during the experiment. This effect is called radiation
damage. It is quite well documented for protein crystallography, but the intrinsic mechanisms and treatment for
small molecule and especially heavy element compounds are not well described in the literature. [157–163]
High Symmetry and Network Compounds
Due to the refinement algorithms inside Tonto, [153] which is the current software for XWR, the refinement
of atoms residing on special positions in the unit cell is unstable. A special position is a coordinate in the
unit cell, where symmetry constrains the possible displacement and position of atoms. If, for example, an
atom is positioned on an axis along the c-direction of the unit cell that coincides with a two-fold rotation axis
the atom position can vary in the direction of c, but moving it off the axis in b or a direction would lead to a
15
Section 1.3
symmetry-generated atom on the opposite side of the axis. The only way to move the atom of that axis is to
solve the structure using a lower symmetry space group, which does not have this symmetry element, if the
displacement of the atom is required.
In Tonto the refinement of atom positions and displacement parameters is attempted by applying the site symmetry
of an atom onto the shift vectors which are basically the change of parameters required to obtain a better fit in
the least-squares procedure (compare section 2.1.5). This should in principle yield a stable behaviour of atoms
on special positions, if for example a movement off the axis was generated by the least-squares procedure, would
cancel out after applying the site symmetry to the shifts. Unfortunately, this does not always work in Tonto,
which is why sometimes displacement parameters are refined, that are forbidden by symmetry or atoms leave
the special position, leading to an unstable refinement, as in the next refinement step the contribution of two
atoms of the same type will make the refinement break. These issues are the same as in IAM refinements, but
the algorithms in common refinement engines have special treatment for these cases, where the values are not
refined. [50, 164–166] This is solely a limitation of Tonto.
A different restriction, arising usually also for highly symmetric structures, is the fact that a network compound,
that is a compound where it is not possible to define a unique molecular entity which can be differentiated from
its neighbors is practically impossible to refine. This is due to the fact, that one has to calculate a wavefunction
which is performed in Tonto in a normal molecular context. This means that in a network compound, where no
molecular boundary is defined, bonds have to be cut in order to calculate a wavefunction. In the case of ionic
salts or coordination compounds, it might be possible to calculate the wavefunction for a big assembly of many
asymmetric units and only evaluate the wavefunction in the asymmetric unit.
This is not possible in the case of organic periodic networks compounds like polymers. Here the only solution
would be the implementation of periodic boundary calculations, where the wavefunction is calculated for the
whole unit cell or the asymmetric unit and the neighbouring atoms introduced by the use of atomic orbital
functions or plane waves, which have the constraint of steadiness at the periodic boundary. These calculations
are more complicated in analysis and significantly more time consuming, but could not only solve the problem
of covalent network compounds but also lead to correct modelling of the crystal field effect. [167–171]
1.3 Complementary Bonding Analysis
Complementary Bonding Analysis, a term my PhD colleague Dr. Malte Fugel coined, [172–175] is the combined
use of various descriptors for chemical bonding to allow a more generalized understanding of the nature of
the interaction between chemical entities. This is necessary due to the absence of a direct "bonding-operator",
that could define the chemical bond uniquely. A variety of methods for chemical bonding analysis have been
developed, as summarized in Dr. Fugel’s work. [172–176] In this thesis, the attention will be drawn onto the
descriptors used within the framework of the reported work. This includes different methodological approaches,
which will be shortly introduced in the following sections:
• Real Space Descriptors (e.g. electron density, Laplacian, ELI-D, NCI and their topological analysis)
• Orbital Space Analysis (e.g. NBO)
• Energy Space Analysis (e.g. EDA)
The conversion of files to allow these very different kinds of analysis without repetition of QM calculations in
different software is a big issue and motivated the development of the software presented in this thesis. In order
to highlight the kind of description and properties these descriptors can show, in the follwing paragraphs a quick
summary is given. For more details please refer to section 2.3.
1.3.1 Real Space Descriptors
Real-space descriptors include the scalar and vector fields of the electron density, its gradient and Laplacian as
well as the localization or localizability of the electrons. The electron density and its derivative is used in the
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framework of the Quantum Theory of Atoms in Molecules to define atomic basins. (compare also section 2.3.1
and [177–180]) These can be analysed in terms of their properties, including bonding indicators like the density
and curvature of the density at the so-called bond critical point or the charges of the atoms and the contribution
of density of one atom to a different one as expressed by for example the Delocalization Indices or Source
functions. [179, 181, 182]
Additionally, it is possible to look at the reduced density gradient in order to get insight into especially non-
covalent interactions (compare section 2.3.3 and [183, 184]).
A different approach looks at localization of electrons, namely the Electron Localization Function (ELF) and
the Electron Localizability Indicator (ELI). [185–187] The concept of localization can be understood as the
degree of isolation of the electron density in a certain region. This property has a high value in regions which
coincide with valence chemical features like lone pairs or chemical bonds, which allows conclusions about
bonding features.
Volumetric Data - From Atom Shells to Proteins
The real space descriptors of chemical bonding mentioned above are often evaluated in volumetric datasets.
These are voxels, in most cases spread in a uniform manner, which are assigned a certain value at each point in
space. The definition of these 3D grids is often appealing to computational chemists since their setup is not very
much different from the calculation of a property at a certain point in space. The same algorithms only need to
be repeated in a loop-wise manner over all voxels. This is easier than the need to find an analytical expression of
a property to plot or evaluate, since these numerical evaluations also allow interpolation and easier visualization,
as the calculation of isosurfaces and maps can be performed quickly and from the existing data without further
evaluation of the wavefunction.
These points in space of the voxel-mesh can easily be created by defining four three dimensional vectors and
three iterator sizes: an origin of the voxel space, unit vectors for the voxel space, all in reference to the Cartesian
space, and the number of points in which each edge of the voxel space should be separated. But due to the nature
of this approach, the number of calculations rises with N3 in terms of the spatial resolution, which is highly
impractical for big systems such as proteins or other polymers (see section 4.4). On the other hand, an extremely
high resolution is sometimes necessary to understand the very detailed effect onto properties like the electron
density or the Laplacian of the electron density around heavy elements to understand secondary interactions (see
section 4.3).
Parallelisation
Since the task of calculating these voxel meshes is very independent for its evaluation at a given position, as no
datapoint calculated has any effect onto any other datapoint, the calculation can be parallelised in an almost linear
fashion with nearly no additional cost on memory resources. The input for these calculations, like wavefunction
coefficients or multipole parameters, are unaffected by the calculation of properties, so they can be shared
between individual calculations of all data points. Possible targets for code development include Graphical
Processing Units (GPUs), as well as enormous computing clusters with hundreds of Central Processing Units
(CPUs). Especially GPUs are desirable for these tasks since their very design is intended to tackle great numbers
of relatively simple tasks, like the evaluation of gaussian type orbitals of wavefunctions, at the same time.
Compared to CPUs the individual computation might take slightly longer, as the base clock speed and handled
instruction complexity per base clock cycle on GPUs is lower, but the number of threads and the significantly
lower price per thread of GPUs make it much more economically and time-efficient. [188]
Definition of the volume of interest
However, these calculations require the user to input the voxel space to be evaluated either by hand or by the
definition of at least 3 atoms to be investigated individually. This selection defines a vector system which can
be used for the definition of gridpoints. If one wishes to investigate several atoms or interatomic regions, the
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programs available would require the user to set up each calculation individually. An automatic procedure e.g.
to sample over the whole molecule by automatically calculating the required portions of atoms or bonds was not
available yet, but will be presented in this thesis in section 3.3.3.
1.3.2 Orbital Space Analysis
The picture of canonical molecular orbitals is difficult to interpret in terms of chemical reactivity or bonding
strength. This is why different localization schemes for the transformation of the canonical orbitals were
proposed. One of them includes the framework of Natural Bond Orbitals (NBO), [189–191] which tries to
find that linear combination of MOs, which yields a bonding picture as similar as possible to that proposed
by Lewis [192, 193]. This way orbitals which resemble simply interpretable chemical features are obtained.
They coincide with classical bonding pictures like 2-center σ-bonds, localized π-bonds or metal-ligand orbital
simplifications like σ or π back-bonding. Non-Lewis delocalization phenomena become available as perturbation
terms in this framework.
1.3.3 Energy Space Analysis
The analysis of the strength of the interaction between two molecular entities in terms of energy space allows
the estimation of energy associated with a certain bonding situation. There are different schemes which try to
achieve this, wherein this thesis the Ziegler-Rauk approach was used in the form of Energy Decomposition
Analysis (EDA). [194, 195] The calculation of infinitely separated fragments of a molecule and the combined
complete molecule, which makes three required wavefunction calculations, is used to yield the total interaction
energy as the difference of the individual fragments to the total energy of the complete molecule. Furthermore,
the individual contributions in terms of individual contributions of Pauli repulsion energy, electrostatic energy
and orbital interaction energies allow more distinct identification of individual character of a bond, especially
when compared in a series of compounds.
1.4 Applying Quantum Crystallography in Drug Design
The principles and techniques mentioned above lay the foundation of manifold tools to be used in chemical or
biochemical applications. In the following, the topic of drug design will be introduced, which is one of the major
fields of biochemical interest.
1.4.1 Protein-Ligand Interaction
In order to rationally design drugs, it is crucial to understand the mechanism how a drug achieves its effect.
This mechanism is called the mode of action. [196–198] In most cases, a drug either binds to a receptor or
protein in an active site and activates or inhibits the effect of this protein or connected apparatus. For this to
happen, the drug needs to be compatible with the active site in various ways, involving steric bulkiness and
electrostatic complementarity. [199–204] The ability of a drug molecule to actually reach the tissue in the body
where the target protein is present is also a significant factor to be considered during the development of a drug.
For example, the brain is not reachable by all drugs due to the brain-blood-barrier. [205, 206]
In the case of irreversible interaction with a protein, the interaction is often achieved by binding the ligand
through a covalent bond, which is formed when the molecule is at the right position in the active site. Other
irreversibly bound drugs achieve the irreversibility of their binding through extremely high affinity and better
fitting interactions with their target enzyme than the original substrate of the protein for this protein has or
by irreversibly destroying the functionality of a protein, for example through a change of conformation. This
kind of inhibition is much stronger than reversible inhibition where the bound drug is in equilibrium with other
substrates or drugs, but might also have more side effects. [207] Irreversible inhibition makes it impossible for
the protein to fulfil its original purpose in most cases. This will make the cell deconstruct the protein and needs a
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new protein to be synthesized for the original functionality to be regained. This might be beneficial in case of
cancer treatments or rather invasive treatments but in cases like pain relieve or short-timed symptoms this kind
of inhibition might be too drastic, so the strongest kind of interaction does not necessarily correspond to the
desired effect.
1.4.1.1 Key-Lock Principle
One of the first models describing the mechanism of a drug targeting a protein was the "key-lock" principle,
described by Fischer. [208] His observation of limited compatibility of yeast with different types of sugars
opened the field of modelling protein-ligand interactions. A schematic representation is shown in Figure 1.8.
This assumption in the model principally reduces the determination of interaction energies between a drug and
the enzyme to a constant, simple expression. The energy associated with the docking could be approximated as
the difference between the energies of both entities on their own and the energy in their bonded state. This would
make the calculations of docking energies a simple task only relying on the calculation of energies of these three
entities (drug, enzyme and drug-enzyme complex) while assuming a fixed conformation. Only those drugs that
match the shape of the active site will show a negative interaction energy and therefore bind to the enzyme.
Figure 1.8: Schematic representation of the Key-Lock principle proposed by Fischer. [208] The enzyme has a pocket
which only suits round targets to fit into the pocket. Targets of other shapes cannot bind into the enzyme pocket.
1.4.1.2 Induced-fit Mechanism
Fischer’s concept was later refined and extended to take the flexibility of proteins and their active sites into
account to formulate the "induced-fit" mechanism. [209] This mechanism describes additional factors like
electrostatic complementarity and the possibility of proteins, upon the approach of a possible ligand, to change
the conformation and form an open active site, which was previously not exposed. Additional factors leading to
conformational changes of proteins include pH value, salt concentration, solvent composition and temperature.
However, this process requires a certain amount of energy and therefore only the right kind of interaction upon
the approach of a certain molecule will trigger these conformational changes. This makes the calculation of the
interaction between a protein and a molecule more difficult, as the energy which was necessary to change the
conformation of the protein into its active state is withdrawn from a possible gain in energy by binding a ligand.
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1.4.1.3 Modern Protein-Ligand Analysis
Modern analysis of a known protein-ligand interaction is based on very different approaches. It is possible to
perform docking simulations based on force fields (see below), experimental calorimetric measurements of a
drug in a solution with the protein [210] or competitive experiments, where two drugs, one well known and
an unknown drug, act in competitive inhibition and the relative ratio of binding is used to assess the relative
binding strength. In the last case, the ratio of interaction is determined between the two competing drugs left in
solution or bound to the protein by different analytic methods, for example, spectroscopy, mass spectrometry
or NMR. [211–213] Also, the 50%-inhibition concentration, the so-called IC50-value, may be used as a tool
to assess the strength of a particular protein-ligand interaction. This drug-protein characteristic value is the
concentration at which the activity of the target protein is only half of what it is without any presence of
inhibitor. [214, 215] This can be indirectly interpreted in terms of binding strength, as a lower 50%-inhibition
concentration corresponds to a more selective and stronger interaction.
Experimental methods have the significant drawback of a necessary synthesis and purification of the protein.
This is sometimes very costly and complicated, while docking simulations only have limited accuracy or extent,
due to inaccurate force field assumptions, missing parameters or due to restrictions in feasible time scales, as
some simulations can take a rather long or require very sophisticated computational resources. Additionally,
docking simulations can not predict the covalent inhibition of a drug, as the breaking and formation of bonds
can not be described by classical force fields. This would require QM/MM-MD or complete ab initio-MD (see
following sections for explanation), which is too resource-demanding in many cases.
1.4.2 Rational Drug Design
For decades, the design of a drug in an a priori manner has been the ultimate goal of many disciplines of
chemistry. New drugs are always required for the treatment of new diseases or to minimize side effects of already
established drugs during treatment. Some drugs are used in preventive measures to avoid the appearance or
milden the course of a disease. As long as there is life there will be diseases. [216–219] The number of known
and approved drugs is growing every year. [220] There are various approaches to find a new drug.
One of them is the so-called High-Throughput-Screening (HTS). [221, 222] This approach is based on the
synthesis and testing of many substances by modification of known substances and following trends during
the investigations to obtain the best possible candidate for a drug. This approach is often understood as the
experimental approach to drug design. Its major drawback can be summarized by the analogy of the needle in
a haystack, as described by Gane and Dean. [223] And by increasing the number of substances that modern
ultra-high throughput methods can produce the hope is to introduce more needles in the ever-growing haystack.
On the other side, there is the approach of rational drug design, which uses computational or structural knowledge
to make predictions which molecules are of interest. [223–225] Gane and Dean call this the antithesis to HTS
approaches. With the growing power and spread of artificial intelligence in the scientific community, the rational
part of drug design might completely shift towards the computer. [226] An introduction to selected methods
used for rational drug design will be given in the following sections.
1.4.2.1 Using Theoretical Models
Structure of Molecules
The structure and composition of a molecule has been the tool for chemists to predict reactivity, physical
properties and possible applications. One of the most successful models, still being taught to chemistry students
and even in schools, is the Lewis-formalism to describe the structure and bonding in molecules. [192] To this
day it is used in chemistry, extended and adapted to the current state of knowledge about, for example, dative
bonding, but still following the basic concept of its first implementation. The link that can be drawn in these
formulas between functional groups and chemical as well as physical properties is still valid and used to this
day. A variety of approaches is still being developed to find better and more accurate correlations between
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structures, graphs or other descriptions of molecules and their properties. [51–53] The prediction of the structure
of an unknown molecule in a given environment is, therefore, a crucial step to be able to predict or estimate its
properties.
Geometry Optimizations
One way to obtain the structure of a molecule is the minimization of the potential energy, called geometry
optimization. This method is based on the estimation or calculation of energies and forces acting on the
atoms of a molecule and subsequent minimization to find the equilibrium structure of the molecule under
investigation. [227, 228] Since these calculations of forces, regardless of their formulation, and subsequent
minimization of the energy by structural alteration are beyond practicability for an evaluation by humans
the success of the technique was directly linked with the emerging calculating power of computers. Various
approaches for the estimation of forces acting upon the atoms of a molecule exist. The two most common schools
of thought (classical and quantum mechanical) will be explained in more detail in the following paragraphs.
Force Field approaches: Molecular Mechanics (MM)
Theoretical chemists have created force fields based on classical mechanics to simulate the behaviour of a novel
drug. Such a calssical force field describes the chemical bonding in molecules, as well as their interaction
with each other, by simple physical approximations. [229] For example, harmonic oscillators or approximated
dispersive interactions by Lennard-Jones potentials are used to minimize the computational effort required to
describe realistically sized systems which might consist of bigger multi-unit proteins with thousands of atoms
efficiently. [230–232] Limitations in these approaches are the dependency of results on the level of approximation
used and the restrictions of applicability of the classical force fields due to missing parameters. Many possible
drug candidates might not be described in an existing force field. This is the case either due to their chemical
constitution, e.g. the presence of atypical elements, which have not been parametrized yet, or the existing
parameters are formulated in such a general manner that derived properties are too inaccurate to draw significant
conclusions.
On the other hand, more precise results in this framework would become too costly, because sophisticated
calculations involving quantum mechanics or hybrid methods are required, which rise the computational cost so
much that the approximation of a force field might become inefficient in comparison to full ab initio methods.
First attempts to perform simulations on any system regardless of chemical composition were done in the
Universal Force Field UFF, [233] which covers all available elements of the periodic table. This force field
performs rather poorly when it comes to more unusual bonding situations, for example sterically strained
rings, conjugated bonds or non-σ or π type bonds, for example, 3-center-4-electron bonds, as well as shallow
landscapes of the Potential Energy Surface (PES), where the flexibility of the force field is too small to find the
experimentally observed conformation of a molecule. It is an example of very generally defined parameters,
which allow wide applicability paying the price of accuracy in more specialized situations. Very promising
general anharmonic force field approaches include QM derived force fields like QMDFF, [234] which are on
the downside significantly more costly in terms of timing and computational resources, especially for bigger
molecules.
In this work the CHARMM type force fields were used for geometry optimizations of proteins. [235–237] It is
a type of force field that has many types of common residues pre-defined and allows easy parametrization of
missing components. A more detailed explanation is given in section 5.2.6.
Ab initio methods
Since the applicability of force fields is limited for novel compounds and the accuracy of results sometimes is
too vague to make an unambiguous decision of possible candidates for a decision to invest into the synthesis and
screening, the methods of ab initio quantum mechanics are used. [238–240] This field of research and methods
is called Quantum Biochemistry. [241, 242] These methods can predict various properties of a potential drug, for
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example pKa, optical properties, aromaticity as well as potentials. [243, 244] One of these methods is the use of
local density matrices and localization-delocalization matrices based on a combination of topological analysis
and molecular graph theory. [245–247]
The use of electrostatic potentials, HOMO-LUMO energy differences and also full chemical characterization
and bonding analysis available by quantum mechanical methods give much more detailed, accurate and precise
result compared to force field-based methods. The major drawback is a significantly higher computational power
required to achieve these results. Since modern computers become more powerful and the same computational
power keeps becoming less expensive the possible applications of quantum biochemistry become feasible for
bigger and bigger systems day by day.
Molecular Dynamics (MD)
The structure of a molecule in its equilibrium geometry already gives rise to many properties solely through
the nature of the molecule itself. Examples of these properties are dipole moments, electrostatic potentials or
the steric demand of space. Many processes, especially in the context of drug design, are not only dependent
on the equilibrium structure, but are also influenced by thermal motion, pressure or the presence of solvents or
neighbouring molecules. These processes can not be reflected by a minimization of the forces alone. The factor
of evolution through time would be neglected.
This problem is overcome by the introduction of velocities and time into the calculations and a subsequent
iterative solution of the equations of movement, called Molecular Dynamics (MD) (for detailed theoretical
explanation see Section 2.4). This way, the atoms are not in their equilibrium position, but move through space
and time of a simulated system. This description of motion allows simulation and increase in understanding of
processes like protein folding, [248–250] molecular recognition of a drug or enzyme target [251–253] or the
change of the molecular arrangement in structures. [254–256] Since some years the application of MD is also
possible for complete viruses or cells thanks to large scale computational facilities. [257] These calculations
combine several thousand computational nodes and hundred-thousands of CPUs to simulate some hundred
millions of atoms to understand processes of diseases like Human immunodeficiency virus infection and acquired
immune deficiency syndrome (HIV/AIDS) or Coronavirus Disease 2019 (COVID-19). [216–219, 258]
Molecular Dynamics using Novel Compounds
As mentioned above, the definition of a force field for novel compounds and unusual bonding situations is
challenging and usually requires the development of a new set of parameters. In the context of this thesis, the
attention is drawn towards organosilicon compounds (see Section 1.7). This inorganic bonding situation is widely
unknown to the biological field of application of MD, and therefore no set of force field parameters can be found
in the literature. Most force field parameters found in literature involve silicon- and silicate-surfaces. [259–261]
The listed literature only gives a small selection of existing force fields for inorganic silicon parameters. But the
situation of silicon bonded to carbon and especially hydrogen atoms is significantly different compared to the
bonding situations involving silicates or pure silicon. In the scope of this thesis, the need arose to investigate
further into the nature of such bonding situations and the parametrization of such force fields to allow simulations




The deep understanding of the three-dimensional structure of proteins and enzymes that biologists and bio-
chemists have are strongly based on the determination of the crystal structure of proteins by X-ray diffraction
experiments. The field of protein crystallography has a crucial contribution to the modern ways of drug de-
sign. [262–265] The way modern protein crystallorgaphy is performed strongly relies on the advances made in
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experimental setups to produce the diffraction pattern and software to subsequently analyse it in the late 20th
century. [266–268] These advances and wide availability of the three-dimensional arrangement of amino acids
in proteins made it possible to identify active sites and common combinations of amino acids found in active
sites of a specific class of enzymes. They can be found by analysis of complexes of the proteins with a ligand to
identify, for example, active triads or binding sites and allowed the identification of potential targets through
screening methods. [269–272] Other techniques to identify active sites include active site mutagenesis, that
require a large series of artificially modified versions of a protein and the measurement of their activity. [273]
Chemical Crystallography
Another approach for rational drug design is the use of known structural motifs and chemical features of
a substance to identify possible target proteins for inhibition. The known modes of action of drugs allow
predictions of a new protein-molecule pair for inhibition by comparing the pockets of the target enzyme with
molecular structures available from crystallographic methods. The close contacts, like hydrogen bonding, are
taken into account and are compared to already observed arrangements in active sites of other drugs. In 1994,
Klebe [274] showed a correlation between the conformation of a drug in the active site of its target and the
structure in the crystal of the pure substance, which is the basic idea of structural recognition. This "nearly
perfect correlation" was later independently confirmed by Pascard. [275] Their work shows how the statistical
occurrence of certain conformations and atom arrangements in crystals of organic molecules resembles the
distribution found in active sites of proteins. [276]
Additional predictions can be made by comparing the structural motifs in the drug itself or by comparing the
nearest surrounding atoms with databases of proteins or drugs. The complementarity in terms of, for example,
geometric arrangement of hydrogen bonding donor and acceptors of the protein and a drug are evaluated in
these approaches and used to find matches. This way potential drugs can be identified by fully automatic
comparison of the databases of known protein structures with a small molecule structure. In these approaches,
the interaction energies between molecules and their target protein can also be calculated by applying schemes
like the intermolecular perturbation theory. [277, 278] One of these schemes is used in IsoStar, [3, 279] where
structural features and functional groups are recognized and both the Cambridge Structural Database (CSD) and
the PDB are searched for reported structures in which these structural motifs are found. They are compared in
terms of neighbouring atoms around this motif or the electron density effects shown in the interaction density
calculated for this functional group. A different approach is based on the comparison of energies and shape
matches based on promolecular or hirshfeld density. [280] These approaches can give first hints towards a
possible target for further testing, but it is not possible to predict the actual interaction energy for an unknown
substance or whether a certain molecule still fits the enzyme pocket with all structural features present or will
even be recognized by the target enzyme.
Non-spherical Models
In their publciations, Hibbs et al. showed, that the modern methods for experimental charge density refinements
were capable of showing electrostatic properties and valence shell features of biologically active molecules. [281]
The work of Luger et al. showed a possible applications of modern X-ray ED methods for rational drug
development and understanding of certain modes of action and chemical selectivity. By plotting the isosurfaces
of the negative Laplacian of the density, colour coding the ESP onto ED-isosurfaces and by Hirshfeld surface
analysis they could correctly predict the selectivity for attack by the active site of a protein onto the drug
molecule. [282–284]
Many applications and investigations on the molecular properties derived by experimental determination of the
electron density and the possibility to transfer this knwoledge are reported in the literature. [75, 76, 285–289] In
a purely theoretial approach based on the total ED, looking at the search for so-called bioisosteres is performed
by the identification of the biochemically relevant functional groups of a drug and a search for molecules that




The tools that the field of quantum crystallography provides, including accurate evaluation of ED distribution
and corresponding ESP in combination with correlations of properties of a drug with respect to intrinsic bonding
situations and bonding descriptors (compare section 1.3), allow a more sophisticated prediction of a potential
drug candidate. [119, 293] In this thesis, a new approach to combine the extended knowledge of a drug molecule,
available from quantum crystallography, with the extensive predictive tools of theoretical simulation of the
enzyme-drug complex will be presented and used to evaluate a possible bioisosteric drug-candidate for ibuprofen.
1.5 Cysteine Proteases
Proteases are a class of proteins, that cleave other proteins at specific points between amino acids, based on the
active centre of the protease. Cysteine proteases cut a target protein in the peptide bonded backbone where the
sulfur atom of cysteine acts as a nucleophile. This often happens in a catalytic Cys-His-Asn/Gln triad, where
His first accepts a proton from Cys, then the sulfur atom of Cys can approach the peptide carbonyl-carbon.
This leaves the carbon-nitrogen bond without resonating C-O double bond and leads to the abstraction of the
transferred proton from His onto the nitrogen of the peptide backbone, cleaving the bond. The N-terminus is
now free and leaves the protease. The thioester which is formed is hydrolysed by water and the cysteine thiol
function is regenerated, releasing the C-terminus of the cleaved fragment as a carboxylic acid. [294] In some
cysteine proteases, the Asn/Gln residue acts as a catalyst for the hydrolysis of the thioester.
This class of enzymes was used in this thesis during the investigations on the similarity of densities in various
environments as shown in section 5.1.
Medical application
Cysteine proteases are essential in the human body, as they are responsible for senescence, apoptosis, lysosomal
activity, immune responses, prohormone processing and control of the extracellular matrix, because they can
control protein content of their surrounding media. Since these proteases can be activated or regulated, the
biosystem can control the presence of other proteins. [295] In some cases, viruses can inject the cell with one big
protein chain, which is cut into functional pieces by proteases, which is one reason, why one wants to be able
to control the activity of proteases. If the body is in a diseased state which involves a lack of natural protease
inhibitors, the proteases will damage healthy cells and bones. In these cases, the additional administration of
protease inhibitors can regulate the activity back to normal levels. Additionally, the inhibition of proteases is
used in the treatment of HIV/AIDS and hepatitis C, as these viruses rely on the body cells to reproduce, which is
prohibited in the case, that no protease is available to cut precursor proteins into their active form. There are also
hints towards possible applications in cancer treatment. [296]
1.6 Ibuprofen
Ibuprofen is one of the most essential Non-steroidal anti-inflammatory drugs (NSAIDs) and pain relievers known
to mankind, as pointed out in the World Health Organization (WHO) "Model List of Essential Medicines". [297]
Only the most crucial drugs to sustain minimal medicinal service are listed there. It is produced in a kiloton scale
and the mechanism behind its medicinal application, its metabolism and side effects are well-studied . [298, 299]
It is present in almost every household and plays a role in the everyday life of many rheumatic patients or for
relieve of period-related symptoms for women. Its synthesis is fairly simple and efficient and the side effects are
limited.
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Mechanism of action
Ibuprofen works through competitive, reversible inhibition of cyclooxygenases, especially Cyclooxygenase
II (COX-II). COX-II is present in damaged tissue of animals and humans and oxidates arachidonic acid into
prostaglandins. In damaged or already inflamed tissue, prostaglandins trigger the inflammatory response of
the body. In the case of ibuprofen, the synthesis of prostaglandin E2 is reduced and the inflammation is not
propagated that much. Many of the side effects of ibuprofen include gastrointestinal problems like stomach
irritations and rise of acidity in stomach fluids, as well as renal toxicity and in severe cases, when combined with
alcohol or other kidney challenging drugs, renal failure is associated with the inhibition of Cyclooxygenase I
(COX-I). [299] Since ibuprofen inhibits both COX enzymes in a non-selective way and the potency of ibuprofen
on COX-I is bigger, it would be desirable to increase selectivity for COX-II. There are many drugs known to be
more selective for COX-II, for example, naproxen, diclofenac, phenylbutazone or even pure salicylic acid, but
these have similar or much worse side effects and are more expensive in production. [299–301] Therefore, a drug
with similar structure and low side effects by being more selective towards COX-II would be desirable. [299] An
additional limitation in the application of ibuprofen is its low solubility in water. Only 21 mg of the substance
can be dissolved in a litre of water. [302]
1.7 Carbon-Silicon Switch
To achieve better solubility, lower melting points or higher selectivity for a certain protein, the modification
of drugs yielding better and better derivatives was performed already for centuries. Acetylsalicylic acid was
invented to reduce the strong appearance of gastrointestinal damages observed with pure salicylic acid. [299]
The addition of protecting groups or smaller modifications of the structure to achieve better interactions with the
protein by e.g. introducing an additional hydroxyl function, removing a small functional group or exchanging one
for another functional group of a previously known drug, was part of the repertoire of pharmacologists. [303–305]
Isolobal exchange and umpolung
A more substantial approach is the exchange of atoms in the carbon "backbone" of a drug through silicon. By
isolobal exchange, [306] it is possible to exchange a carbon atom in the structure of a known drug with a silicon
atom, as they are in the same group of the periodic table of the elements and therefore have identical numbers of
valence electrons and similarly shaped valence orbitals. Therefore, it can be expected that the structure of the
drug will not change significantly, except for a slight increase in molecular volume, as the silicon atom has a
bigger atomic radius.
However, the electronegativity of silicon is significantly different from that of carbon, resulting in new polarities
in various bonds, such as the Si-C and the Si-H bond. Since the electronegativity of silicon is lower than that
of hydrogen, the polarization of the bond is reversed, which is called the umpolung-principle. [141, 307] In
trimethyl-silane, which would be isolobal to the isobutyl-group, the change in polarisation is illustrated in Figure
1.9. It is clearly visible how the strong negative ESP in the vicinity of the silane hydrogen atom differs from
the situation in iso-butane, where a small positive region is visible. Also, the slight difference in the size of the
isosurface shows the effect of this isolobal substitution on the molecule, as the iso-value is identical. Especially
the area around the silane hydrogen atom, which is much more electron-rich compared to organic compounds, is
bigger compared to its carbon counterpart.
Carbon-silicon switch
Using this approach, it is easily imaginable that this newly introduced ESP difference between a carbon based
compound and its sila counterpart will lead to a different behaviour in protein pockets or aqueous solution, where
polarisation and electrostatic effects play an important role. Anticipating interesting changes in interactions with
proteins, various groups, namely Tacke, Franz, Lazareva et al., carried out this so called carbon-silicon switch in
different compounds. [308–312] In this thesis, the application of the carbon-silicon switch to the mechanism
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Figure 1.9: Visualisation of the umpolung in trimethylsilane (left) compared to trimethylmethane (right). Schematic Lewis
structures with partial charges (top) and calculated electrostatic potential mapped onto the 0.001 a.u. electron density
isosurface (bottom). Red areas correspond to negative potential of a positive test charge, blue areas to positive potential.
Wavefunctions calculated with ORCA, volumetric data calculated using cuQCrT and visualized with VMD.
of action of ibuprofen by substituting the isobutyl group tertiary carbon atom with silicon is carried out and
its effect onto chemical properties, protein-ligand interactions and selectivity for inhibition of either COX-I or
COX-II is investigated.
1.8 Examples of Protein-Ligand Interactions in this Thesis
Usually, molecules are held in place in the active site of a protein by directed interactions, e.g. hydrogen bonds
or covalent bonds. Both types of interactions will play a role in the course of this thesis. The drug which is
modelled by the active site model compound (ASMC) as used in section 5.1 is called E64c. It binds to the active
site of the cysteine proteases which it inhibits by forming a covalent bond between one of the carbon atoms in
the epoxide rings and the sulfur atom of the cysteine residue, in the case of this work the active site of cathepsin
B. [313–319] The epoxy ring is opened by the nucleophilic attack of the sulfur and the inhibitor covalently
bound to the enzyme, as shown in Figure 1.10.
The enzyme can no longer perform its function, as the active site is now occupied by the former E64c molecule
and the cystein residue, which is used in the enzymatic activity of cathepsin B to cleave the peptide bond through
nucleophilic attack onto the carbonyl carbon atom of the backbone of proteins. [320, 321]
An example for the non-covalent binding of a drug to the target enzyme is ibuprofen, as used in section 5.2. It
binds into the active sites of the COX target enzymes through the formation of two hydrogen bonds between the
arginine residue present in the active site and the carboxylate group in ibuprofen. This complex is visualized in
Figure 1.11.
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Figure 1.10: Scheme of the binding of E64c in the active site of cathepsin B by formation of a covalent bond between the
cysteine and the drug molecule resulting in ring opening.
Figure 1.11: Lewis structure for the
ibuprofen - arginine contact as the an-
choring motive in COX-I and COX-
II.
These two hydrogen bonds are strong enough to keep the molecule in place
inside the active site, as will be shown in section 5.2, and occupies this
bonding site for the approach of the usual molecule handled by COX, which
is arachidonic acid. [299]
In the case of the normal substrates of a protein, the binding of this molecule
in its binding site usually triggers nearby functional groups, the so called
catalytic or reactive site to interact with the substrate and undergo a chemical
reaction. [320] This can range from hydrolysis, over oxidation, methylation
to metal addition. An inhibiting drug molecule often binds with the binding
site of the protein, but is either incapable of undergoing the typical reaction or
has steric constraints, that block the catalytic site. Other mechanisms involve
adsorption of the molecule on the surface of a protein which undergoes
conformational changes that make the active site of the protein inaccessible
to the substrate due to the introduced structural change. Covalently bound
drug molecules are often irreversible inhibitors, which means they remain
in their position and render this protein molecule inactive permanently,
while drugs bound by hydrogen bonds or other interactions usually inhibit
reversibly, as this interaction has lower energetic barriers to remove the
molecule again. These reversible inhibitors are often in competition with the







The measurement of the diffraction pattern of a crystal is a well established experimental setup, but requires
precise machinery and sophisticated planning. The modern single-crystal diffractometer setup is usually
controlled by computers and the rotation of crystals by fully automatic robotic goniometers. But to illustrate
the required procedure to obtain a diffraction pattern the basic concepts and strategies will be summarized here
referring to information from [20] and [21].
Due to the observation that X-rays diffract in the same way from crystals like visible light does from a lattice
arrangement of slits, the Bragg equation [8–10] can be used to determine the distance between two lattice
planes in the crystal. This is based on the assumption that the atoms in the crystal form different planes in
three-dimensional space. The diffraction condition is met when Bragg’s law is fulfilled:
nλ = 2d sin θ. (2.1)
Figure 2.1: Scheme of the 4-circle apparatus to de-
tect the diffraction pattern of a crystal. Parts labeled
accordingly and the angles of rotation labeled on
the corresponding pieces.
Here λ is the wavelength of the incident X-ray beam, n an
integer number, d the distance between lattice planes, and θ
the angle between the incident beam and the lattice plane. The
lattice planes, that led to the diffraction are defined by the pe-
riodic arrangement of the atoms inside crystalline materials.
The periodic arrangement defines the distance and angles be-
tween different Bragg peaks in the diffracted angle θ. Since the
diffracted beam will leave the crystal with the same angle in
opposite direction relative to the lattice plane the factor of two
arises and the diffracted beam will have an angle of 2θ to the
primary incident beam. To sample the whole 3-dimensional
space of lattice planes it is required to arrange the crystal in all
possible orientations with respect to the incident beam. This
was chosen since it is technically easier to move the crystal
in the beam than to move the X-ray source. This lead to the
construction of the so-called 4-circle diffraction arrangement,
where four axes of rotation are available to sample the whole
space of 3-dimensional arrangements of the crystal and the
detector with respect to the incident beam. A schematic repre-
sentation of this construction is shown in Figure 2.1.
There are variations of this apparatus with, for example, a fixed
angle of χ to prevent collisions between the goniometer appa-
ratus and the radiation source. Careful rotation of the crystal
using the three axes ω, χ, and φ is performed to sample all
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Bragg peaks using the detector. The detector can be a point detector, for example an ionization chamber with a
scintillation counter, that will evaluate the intensity of the diffracted beam based on the number of ionizations in
the chamber. Modern diffractometers use area detectors that are capable of recording several peaks at the same
time, which drastically shortens the time required to perform an experiment.
To plan an experiment and the best possible strategy to measure the diffraction pattern one needs to know
which orientation the lattice has with respect to the lab-coordinate system, which is defined by the three angles
of the goniometer and the distance between two Bragg peaks. This distance is inversely proportional to the
size of the unit cell, the smallest building block of periodic crystals. This is usually measured on modern
diffractometers by measuring test frames, searching for maxima on the recorded frame, and indexing them to
find the three-dimensional lattice vectors between peaks. Knowing this expected distance between peaks and the
orientation of the crystal it is possible to determine at which angles and detector settings the diffraction condition
will be met and to optimize the measurement strategy.
2.1.2 Diffractometer
Modern diffractometers have made it possible to conduct high-quality experiments in a highly optimized
construction, that, given sufficient crystal quality, can determine the structure of a compound within a few
minutes. A labeled photo of the diffractometer used for some of the measurements is shown in Figure 2.2.
Modern diffractometers are usually equipped with a cooling device, usually a nitrogen cryostream, that is focused
at the position where the crystal is mounted. This is because the intensity of diffraction is directly influenced by
the magnitude of atomic displacements, which can be lowered if the temperature is reduced (compare equation
2.5). Therefore a lower temperature yields a higher intensity of diffraction patterns. The cooling device restricts
the angles that are possible for the goniometer to reach, especially in χ without provoking a collision with other
parts of the arrangement. The arrangement with a circle that holds the mount for the φ rotation, as depicted
in Figure 2.1, was dropped in favor of robotic arms, that restrict the movement in ω much less and allow
more combinations of angles to be reached within the restricted available space around the crystal due to the
positioning of the beam stop, radiation source and cryostream (compare Figure 2.2, labels 8, 1 and 3). If the
difference in θ angles between two Bragg peaks is high enough an area detector can be moved very close to the
crystal, allowing a broad simultaneous sampling of the diffraction space is possible. If the angular difference
between peaks is small, which is usually the case for large unit cells, that is very long distances between the
lattice planes (see also section 2.1.3), the distance between the detector and the crystal needs to be increased.
Figure 2.2: Photos of the diffractometer with numerical labels of the corresponding parts (left) and the axes used for
rotation of the crystal and diffractometer during an experiment (right). The number is always on the right side of the
corresponding piece of equipment, except for the detector. The label of the angle is always outside the circle of rotation.
1 = X-ray source; 2 = Camera for crystal alignment; 3 = Cryostream; 4 = Goniometer Head; 5 = Crystal Position; 6 =
Goniometer; 7 = Detector; 8 = Beamstop.
The control of the robotic arms and detector readout is handled by a computer, that can calculate the optimal
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strategy to perform series of individual orientations and movements of the crystal to obtain all diffraction peaks
expected from the found lattice parameters after initial screening in the shortest possible time.
2.1.3 Evaluation of Experimental Data
The diffraction data obtained by the X-ray detector needs to be processed to be of value for crystallographic
refinements or analysis. Therefore it is necessary to perform a series of steps, that are usually done by software
developed by the vendor of the detector. It transforms the photos or intensity signals from a detector into relative
intensity signals, that are assigned an individual index of the expected Bragg-Peaks based on the orientation of
the apparatus and corrects for systematic errors like background noise in the detection image or the peak profile,
as the Bragg Peak, in reality, is not an infinitely sharp δ-peak but has a width, due to for example defects in the
crystal lattice, the effect of limited crystal size and non-ideal coherence and focus of the incident X-ray beam.
Determination of Orientation Matrix and Unit Cell
There is no way to know exactly in which orientation atoms and molecules in a crystal are arranged a priori. By
evaluating the diffraction pattern measured by the detector, one can determine the distance between measured
intensity peaks and conclude the unit cell of the lattice defining the crystal periodicity. During this process it
is also possible to determine the orientation of this unit cell with regard to the lab axis system of φ, χ, and ω,








a, b and c correspond to the length of the unit cell and α, β, and γ to the angle between these principal axes. In
different combinations of parameters the following lattice systems occur:
triclinic a 6= b 6= c α 6= β 6= γ
monoclinic a 6= b 6= c α = γ = 90◦ 6= β
orthorhombic a 6= b 6= c α = β = γ = 90◦
tetragonal a = b 6= c α = β = γ = 90◦
rhombohedral a = b = c α = β = γ 6= 90◦
hexagonal a = b 6= c α = β = 90◦; γ = 120◦
cubic a = b = c α = β = γ = 90◦
Typical values for the length of a unit cell axis for small molecules lie in a range of 5 to 30 Å.
Since the number of intensity peaks observed at a given orientation of the crystal is of finite size, as easily
depictable by the Ewald construction mentioned in section 1.1.2 and reference [11], one needs to move the
crystal during the measurement and observe the change of intensity on the detector with regard to the movement
of the crystal. To elucidate further schematic representation of the Ewald construction is shown in Figure
2.3. The length of vector S0 is proportional to the inverse of the wavelength λ−1 and dictates the size of the
sphere. The reciprocal lattice of the crystal has its origin in the center of the crystal position, which is within the
X-ray primary beam. The Ewald sphere is constructed in the opposite direction of the beam for convenience in
this representation. The spacing and angles of the reciprocal lattice points is determined by the unit cell and
the direction of the reciprocal lattice is given by the orientation of the crystal. If any reciprocal lattice point
(assuming it has a finite size due to beam size, thermal motion etc.) lies in the surface of the Ewald sphere a
vector S, connecting the origin of the sphere and the lattice point can be constructed that gives the vector of the
diffracted beam starting at the crystal position. The angle between the two vectors S and S0 is the angle between
the incident beam and the diffracted beam, which would be required to observe this reflection. The difference
vector, originating at the crystal position, between S0 and S is the diffraction vector h. This vector needs to be
an integer linear combination of the three reciprocal space vectors of the unit cell. The integer numbers for this
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Figure 2.3: Schematic representation of the Ewald construction [11] showing the Ewald sphere, crystal and reciprocal
space origin position (purple), reciprocal lattice points (red dots), the incident radiation beam (green dashed line), a selected
reciprocal lattice point, that will show as a Bragg peak on the detector (blue point) and the corresponding diffracted beam
(red dashed line). The picture was drawn by and reprinted with permission of Stella Geiger.
combination are called Miller indices h, k, l and correspond to lattice planes intersecting the unit cell at a/h,b/k
and c/l. [322]
Employing these relations for a small number of measured Bragg peaks it is possible not only to determine the
unit cell through the evaluation of the distance between reciprocal lattice points, but also to find the orientation
matrix linking the crystal axis system with the lab axis system of the goniometer. It should be mentioned that
one can also construct the Ewald sphere around the crystal position, but the presented setting, describing the
same connection between angles and vectors, was chosen for clarity reasons.
Integration of Intensities
The observed intensities on a detector for those pixels, which are attributed to one reflection in the experiment
taking into account the size of reflection peaks, are integrated over the area covered by the reflection, as well as
over several frames of a measurement. This procedure can either be done by assuming a box for the integration
in which intensity data is just summed up around the expected position of a reflection based on the Ewald
construction in all dimensions (2D on the detector image and the third dimension being the consecutive frames).
The more sophisticated approach follows the intensities pixel per pixel and decides what the shape of the
reflection is. The integration is then carried out using this "peak-profile".
This raw intensity data is usually treated for the background of the measurement by following the intensity
distribution in regions where no intensity is expected, as well as attributing for dark current, which is present in
the case of CCD detectors (see also section 1.1.4). Hybrid pixel detectors suffer less form these effects by their
very concept and construction.
Based on the level of noise, background, and shape consistency of the measured signal the uncertainty of
an integrated intensity is evaluated, and the standard uncertainty is saved together with the intensity data.
Additionally, the differences in intensity due to different exposure times or angular motion speed is accounted
for by relative scaling of individual data to bring them on the same scale. In the end, the amount of information





The amount of data can be reduced further through the knowledge of the space group of a structure and therefore
the symmetric relations in the measured reflection pattern. If there are symmetric patterns in the unit cell of
a crystal structure, e.g. mirror planes, screws, glides or inversion centers, they reduce the amount of needed
diffraction pattern to have complete information about a crystal. This is the case since the diffraction pattern will
follow these symmetric relations in terms of identical intensities of reflections which correspond to symmetry-
related miller indices of this space group. The different classes of symmetry relations in the diffraction pattern
are categorized by the Laue classes. [116] These symmetry-related Bragg peaks will have identical intensity.
This is true except for an effect in non-centrosymmetric space groups, which is called anomalous dispersion
that leads to a difference in phase and intensity of related reflections. This is due to the difference in interaction
with the electron density in the crystal based on the path the X-ray follows through the crystal. The scattering of
incident X-rays is in reality not purely elastic. The inelastic scattering is due to partial excitation of electrons in
the atoms that is not directly released in the same way, leading to a shift in wavelength and phase of the emitted
photon. In centrosymmetric space groups this effect cancels out in terms of the phase shift, while the complete
effect of anomalous dispersion can be observed in the case of non-centrosymmetric space groups. Since there is
chiral information contained in the crystal electron density in these cases, the diffraction pattern represents this
difference of due to the inelastic part of the diffraction. This effect is most severe for wavelengths of X-rays
which are close to the absorption edges of one of the atom types present in the crystal.
Based on this knowledge about symmetry relations between reflections it is possible to merge reflections. These
reflections might have appeared on different positions of the detector and have different miller indices by direct
indexing. It is required to apply the corresponding symmetry matrices to their indices to match them and to find a
scale factors for the measured intensity, if for example different intensity or background levels etc. are observed.
This is especially needed if the reflection was measured with different X-ray intensities, different exposure times
of the detector, or by a different path of the beam through the crystal to treat for absorption effects of the crystal,
as there is always a certain amount of light absorbed by the crystal due to the inelastic interaction between
photons and matter. These effects and other error models like a change in beam intensity, beam profile, and
effects like incident beam correction are taken into account and the amount of data is ultimately reduced to the
list of information about the reflections needed to describe the whole diffraction pattern.
2.1.4 Structure Solution
To interpret the measured intensities a structure factor F~h is required, which can be generated from a model of









~h·~r · eTj . (2.3)
Here N denotes the number of atoms in the asymmetric unit of the unit cell and fj the atomic scattering factor
of atom j, which is a model to partition the integral of electron density into atomic contributions. This model
assumption is however not necessarily correct and the level of assumption highly depends on the selected atomic
model. The advantage of this approach is the reduction of complexity of having a continuous, not necessarily
analytically known, electron density to work with, into atomic contributions. This also allows for the atomic
displacement to be separated into atomic contributions. The atomic scattering or form factors can be generated
in different ways (see sections 2.1.6, 2.1.7 and 2.1.8). Tj is, in first approximation, the description of the thermal
movement of the atom, which is usually done in the form of ADPs. ADPs describe the motion of atoms and
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their displacement throughout the crystal lattice from their respective equilibrium distance. They can either
be isotropic being a single value Uiso or a higher tensor matrix, called Uij in the case of harmonic anisotropic
movement, with
T = −2π2u2jd−2~h , (2.4)
where u2j corresponds to the displacement parameter of atom j and d~h denotes the d-spacing of a selected miller
index ~h, since the effect of atomic discplacement is depending on the scattering vector. [322] In the case of













If the factor of 2π is included and u converted from the d-spacing into sin
2θ
λ2
then one calls this the Debye-Waller
factor B. [324, 325]
Unfortunately, having the reduced data from the experiment alone, is insufficient to a priori calculate or see the
atomistic structure. There is a lack of a crucial piece of information for any structural model of crystallography
to work. The measured intensity is only proportional to the square of the structure factor:
I~h ≈
∣∣F~h∣∣2 . (2.6)
This leads to the phase problem of crystallography, which consists of the absence of information about the
phase (φ) of the structure factor F~h in the complex plane. It corresponds to the value of the scalar product of the
Miller vector ~h of the reflection and the position in space for the corresponding electron density ~r. Therefore the
assignment of atom positions in the unit cell could in principle be ambiguous with regard to a corresponding
Miller index. This is the case since the relative distances between atoms is preserved in the intensity information,
but their absolute position in the unit cell with respect to the origin is depending on the phase of the structure
factor. Since the measured intensities are proportional to the square of F (~h) the problem of determination of the
phase, that is defining the orientation of scattering vectors in the complex plane which ultimately refers to the
index in reciprocal space is necessary in order to know the true atomic structure of molecules in the crystal.
There are different approaches to solve this problem. One of them is based on the fact that the relative distance
and the relative height of electron density close to the position of atoms is independent of the phase of the
structure factors. By employing the so-called Patterson function, which depends on the square of the structure
factor a corresponding Patterson map can be generated, which shows peaks at positions relative to the origin
which correspond to the distance between two atoms. [21] While the peak at the origin is proportional to the
square of the number of electrons in the unit cell the other peaks are proportional to the product of the atomic
number of the elements, which makes it easier to distinguish distances between heavy elements from lighter
elements. Also structural motifs can be recognized from the Patterson map, taking into account that for example
a six-membered ring will show as a superposition of six rings, where each ring is shifted in the map around the
origin placing each of the centers in the origin. Using this knowledge algorithms can make an assumption of the
three-dimensional structure of the crystal and calculate phases based on this model for further refinement.
A different approach is the direct methods solution. For space groups containing an inversion center the phase
problem is less complicated, as only a shift of π in the phase of F~h is allowed, as required by the symmetry. In
non-centrosymmetric space groups, the problem is more severe, but in the case of many reflections determined
in the experiment it is possible to use for example brute force approaches, that is using random phases and
evaluating the resulting density obtained by Fourier synthesis, to solve the phase, since only one phase would
result in reasonable electron density maps, taking into account knowledge about electron density distributions
around atoms. This procedure is repeated until a satisfactory electron distribution is found. Hence the name
multi solution techniques. [21]
In case of centrosymmetric space groups the solution of a phase can be achieved by assigning random values
of 0 and π to three selected intense reflections. A reflection with a phase of 0 is assigned a sign based on their
sign of the real part in the complex plane when assigning the angle to unity: S~h = +, a reflection with phase π
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is assigned a negative sign S~h = −. If the indices are selected in a way that reflections have indices ~h, ~h′ and
~h− ~h′ Sayre’s [326] equation becomes true:
S~h = S~h′ · S~h−~h′ . (2.7)





In the original publication this equation was constructed for monoatomic crystals but stated, that it "[...]will be
applicable to the entire class of ordinary organic crystals [...] not covered by the heavy-atom technique.". [326]
If the equations 2.7 or 2.8, depending on the space group, are fulfilled, it is probable, that a set of determined
phases is correct. This approximation by Sayre is based on the assumption of monoatomic crystals, which can be
transferred to light atoms. For a more general procedure for non centrosymmetric space groups the method by
Karle and Hauptmann is used. [327] Here the relation of phases can be expressed as:
φ~h = φ~h′ + φ~h−~h′ . (2.9)




κ · sin(φ~h′ + φ~h−~h′)∑
~h
κ · cos(φ~h′ + φ~h−~h′)
, (2.10)
where κ introduces the probability of having correct phases based on E statistics, by 1√
N
|E~hE~h′E~h−~h′ |. The





where k is a fixed scale factor scaling the measured intensities to the number of electrons expected in the unit
cell. F 2h,exp is the expected structure factors, taking into account the knowledge about the resolution dependent
decay of structure factors at higher angles using the scattering factors of atoms fj , expressed by
F 2~h,exp = ε
∑
f2j , (2.12)
where ε denotes a small integer number necessary for some classes of reflections due to the crystal lattice. If these
values of E are >> 1 or << 1 the distinction between high intensity reflections and low intensity reflections
becomes possible and allows selection of reflections that have very good signal to noise ratio for the calculation
of phases.
One of the most successful approaches for structure solution in modern software, like for example SHELXT, [329]
is called dual-space methods. They make use of Patterson methods and combine them with the knowledge about
the direct methods and the corresponding relations of phases to obtain the correct solution by applying masks to
the structure factors to iteratively remove bits of the known solution, allowing the search other missing structural
motives on the remaining information. Subsequently the model is improved by assumptions for scale factors to
match typical peaks in the density that could correspond to carbon atoms and heavy elements to correspond to
the highest density peak of the phase solution. The solution happens in the P1 space group, which also allow the
model to refine if the wrong space group was assumed during the data reduction. This method was used for all
structures reported in this thesis.
Another approach is the use of the Charge-Flipping-Algorithm. [330, 331] Here a random set of phases is
assumed and the density in the unit cell calculated by Fourrier synthesis. After this initial cycle all regions in
the unit cell that show negative electron density are "flipped", that is the sign of the density reverted (hence the
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name), and new structure factors and their phases calculated from this new density. This is repeated in a cyclical
manner until the changes converge.
After the solution of phases, the positions of points in the unit cell with high electron densities are defined, which
can be assigned to atomic positions, based on the value of electron density measured. With the knowledge of
phases, the structure needs to be refined and completed. This includes the correct assignment of positions of
atoms to peaks in the electron density map obtained from Fourier transforming the measured structure factors,
the adequate description of their ADPs and in the case of non-spherical structure factors a correct description of
the non-sphericity and contribution to the structure factor of the atoms.
2.1.5 Least-squares Refinement
In a crystallographic Least-squares (LS) refinement, as for example implemented in olex2.refine, [50] the
minimization of a weighted square of differences between measured and calculated structure factors is performed.























where F o and F c are the observed and calculated structure factors, T t and T c are target and current model
restraint parameters, K an unknown scale factor bringing measured and calculated data onto the same scale
and w a weight for each reflection. This weight is in many cases based on measured uncertainties σ~h(F
o) in a
statistical relation w = 1/σ2(F o), in more complex weighting schemes also on F o, F c and ~h themselves. If
there are no constraints or restraints applied the second term vanishes. ~x describes a vector of atomic positions,
ADPs and occupancies used in the refinement.
In a first step a minimization of LS is performed changing only K, keeping ~x fixed. Subsequently a set of
substitutions is performed, replacing the restrained or constrained parameters of ~x by their known analytical
dependency on the parameters of ~x. Then the derivatives of these substituted equations for F̃ c and T̃ c with
regard to all remaining parameters in ~x are calculated. This means the influence of a change in parameters of ~x
onto the values of T̃ c is calculated in addition to their direct influence through the data part of equation 2.13.
Then the value of LS evaluated and subsequently minimized using the calculated gradients of the parameter
vector ~x.
In order to have reasonable scales between measured data and restraints applied, a definition of wi is desirable,
that allows similar strength of influence between residual density between model and observation and restraints.
Rollett and Ford proposed the normalization factor χ2, [332] whose square root is also known as goodness of fit
(S), [21] to be used as a scale for restraints, which is defined as:












where Nr and Np correspond to the number of reflections and parameters, in this case the length of ~h and the
restraint reduced ~x.
χ2 gives insight into the general agreement between experiment and wavefunction used to model it. If the weight
function is solely relying on the uncertainty of a reflection σ~h an agreement within one σ of the measured data
would result in χ2 = 1, smaller values might hint towards overestimated uncertainties, higher values indicate
significant differences quite sensitively. A value of χ2 = 0 would correspond to perfect agreement, which in
case of experimental data is unlikely to happen, as this would mean there would be no noise in the data and no
other sources of model inaccuracy, but for structure factors calculated from a theoretical model without errors
this value might become very close to 0.
The most common metrics to assess the quality of an refinement model is a combination of this goodness-of-fit,
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the minima and maxima of the residual density, which is the Fourrier synthesis of the difference in structure


























The better the model the lower the R-values and the closer S, being the square root of χ2 gets to 1. Since
experimental data always contains random noise a reasonable value for R in a good systematic-error-free model
of the structure is below 0.05.
2.1.6 Independent Atom Model (IAM)
In the IAM the electron density used to formulate scattering factors f is obtained by single atom wavefunction
calculations, as done in the database of Cromer and Mann [41] or Su and Coppens. [333] These scattering
factors represent spherical atoms, as they are the Fourier transform of isolated single atoms. Usually slater type
functions are used for the calculation of these densities (see equations 2.33 - 2.36). Since these form factors do
not vary with respect to the structure they are used for, they can be stored in a databank and used in equation 2.3
to build structure factors. This can be done regardless of the structure at hand or constrains onto the behaviour of
an atom due to crystallographic symmetry elements present at an atomic position, since the spherical density
obeys every possible symmetry. With these constructed structure factors the model is ready to be refined against
the measured intensities through a least squares refinement of positions, ADPs and in cases of disordered or
partially occupied structures their respective occupations (see section 2.1.5).
2.1.7 Multipole Model
Due to the shortcomings of the IAM (see section 1.1.7) the idea of an extension of the IAM emerged to
account for the known and observed non-spherical behaviour of atoms, also observable in X-ray diffraction
experiments. [49, 334] Development of generalized functions to describe these non-spherical densities and
their application for interpretation of the measured intensities by Stewart et al. started already 50 years
ago. [335–339] Ultimately Hansen and Coppens used the non-spherical approach to enhance the formalism
of the IAM introducing the their own proposal of a Multipole Model. [66] In their formulation the extension
is based on the distinction between a core and valence contribution to the electron density of an atom, that is
expressed in a series of radial function in combination with spherical harmonics (compare equation 2.35). This
way fj from equation 2.3 is not spherical and can take into account bonding and deformation of the atom due to
environmental effects.











l (θ, φ) (2.18)
Further details of this model are not given, since the model was not used throughout this thesis and is only
shortly mentioned for purposes of reference of older models.
Examples of software for this kind of refinement include XD [87] or MoPro. [88]
2.1.8 Hirshfeld Atom Refinement (HAR)
Abandoning the idea of using predefined tabulated scattering factors, as in the IAM or Multipole Model,
HAR uses the idea of tailor-made scattering factors from wavefunctions calculated for each structure under
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investigation. The density of a molecule could in principle be of any origin. In the procedure defined by
Jayatilaka, Grabowsky et al. [125, 140] a wavefunction is calculated for a molecular fragment. It is partitioned
into atomic contributions according to the Hirshfeld stockholder partitioning scheme [131]
ωj(~r) =





where each atom j has a corresponding weight function ωj at each point in space ~r. This weight is assigned by
calculating the promolecular density for all atoms, which is a spherical electron density similar to the IAM (see
section 2.1.6) but calculated using the basis set and level of theory used for the wavefunction calculation for
consistency. The weight function is the ratio of electron density contributed by the promolecule atom j to the
total density generated by all atoms k, with k = j included. This procedure yields the atomic electron density of
atom j based on the total electron density calculated from any given wavefunction with MO coefficients C:
ρj(~r, C) = ωj(~r) · ρmolecule(~r, C) (2.20)
Convoluted with a probability distribution function Pj(~r), being a Fourier transform of the thermal term eT in
equation 2.3, the description of a thermally smeared Hirshfeld-atom density 〈ρj〉 is expressed as:
〈ρj(~r, C)〉 = ρj(~r, C) ∗ Pj(~r) (2.21)
where ∗ represents the convolution. These thermally smeared electron densities can be used in the same manner






〈ρj(~r, C)〉 · e2πi
~h·~rdV (2.22)
Since the calculation of a wavefunction and the evaluation of its electron density in the whole asymmetric unit
or unit cell is computationally demanding the properties of Becke-grids [340] are employed to evaluate the
electron density using radial and angular quadrature procedures of Gauss-Chebyshev second type and Lebedev
angular quadrature of the unit sphere. [341] This reduces the number of points to be evaluated significantly in
comparison to equidistant evaluation of volumetric data (see section 1.3.1).
These scattering factors are used in the least squares refinement procedure (see section 2.1.5). The sequence of
wavefunction calculation, partitioning, calculation of structure factors and least squares fit is called a rigid body
fit. During this procedure the atomic shape is considered to be rigid and independent of atom displacement, that
means the form factor fj is considered to be constant throughout the least squares procedure. If this procedure is
repeated iteratively until a convergence criteria in atomic positions and ADPs is achieved it is called Hirshfeld
Atom Refinement (HAR).
In this type of refinement the purpose is to use the better scattering factors obtained by Hirshfeld partitioning in
order to obtain better structural models of the compounds under investigation. The MO coefficients C are not
directly modeled, but a result of a normal wavefunction calculation. This clearly makes HAR a pure structural
refinement technique, which fulfills the first aspect of Quantum Crystallography, as defined in section 1.2. For a
comparison of these form factors in comparison to the IAM-spherical form factors see Figures 1.6 and 1.7.
2.1.9 X-ray Constrained Wavefunction Fitting (XCW)
If one wants to get a model of the electron density without changing the structural model, it is possible to
use the formalism of non-spherical atoms, for example the Hirshfeld-atoms, to achieve this in an independent
procedure. Here the atomic partitioning is only required to introduce the effect of atomic displacement parameters.
Otherwise a direct Fourier transform of the symmetry generated unit cell electron density based on the single-
molecule wavefunction electron density would be sufficient. By calculation of the agreement of a vector of




2) between the calculated and the experimentally derived structure factors (compare equation 2.6)
a measure of similarity between model and the observed data is found. This is similar to the IAM. Instead
of varying the positions and thermal displacement parameters of atoms it can now be rationalized that a
change in the MO-coefficients might also affect the agreement between model and observed data through the
Hirshfeld-atom-formalism. The agreement becomes a function of the coefficients C, as well:





(∣∣∣F c~h(C, ~x)∣∣∣− ∣∣∣F o~h ∣∣∣)2
σ2~h
. (2.23)
Nr and Np are the number of measured unique reflections and used parameters during the refinement in terms of
positions, ADPs and other variables summarized in ~x. The term F c~h(C, ~x) is the structure factor calculated for
MO coefficients C based on this model structure (see equation 2.45 and the following paragraph) and F o~h , being
the square root of the experimentally measured intensity and the corresponding uncertainty σ~h.
Using the sensible definition of the goodness-of-fit Jayatilaka proposed a manually adjusted implementation of
perturbation theory to describe a procedure to use a Lagrange (undetermined) multiplier as a tunable variable to
perturb the the energy E(C) with the χ2 agreement reduced by a desired target level of agreement ∆:
LXCW (~F
o, C, λ) = E(C) + λ
(
χ(~F o, C, ~x)2 −∆
)
. (2.24)
If instead of the energy E(C) the Lagrangian function LXCW is used as a minimization target for a Hartree-Fock
(HF)- or DFT-Self-Consistent field (SCF) procedure, the resulting wavefunction corresponds to the variational
minimum according the experimentally perturbed Fock matrices. This means it contains experimental information
to a degree directly depending on the Lagrange multiplier λ and is not a variational minimum to the pure SCF
procedure anymore. By slowly increasing the value of λ from zero, which corresponds to the wavefunction
normal ab initio wavefunction, to a higher value subsequently more experimental perturbation is included in
the resulting wavefunction. By increasing λ, the value of χ2 usually converges to a minimum, as shown on an
example set of theoretical structure factors constructed using a correlated wavefunction which were fitted by
a HF-XCW ansatz, in Figure 2.4, where a convergence close to χ2 = 0 is to be expected, as there is no noise
present in the structure factors. The remaining difference is the incapability of the HF-ansatz to fully describe a
correlated wavefunction.







Figure 2.4: Plot of the goodness of fit χ2 against the Lagrange multiplier λ used for a test set of noise free structure factors
for alanine in the gas phase. The structure factors were created from a DFT calculation, and fitted using HF-XCW for the
wavefunction using Tonto.
XCW is a technique to improve the electron density description of the structure using a modification of the
wavefunction while keeping the structure itself fixed. This enhances the wavefunction based on the experimental
data and hence fulfills the second aspect of Quantum Crystallography, as defined in section 1.2.
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2.1.10 X-ray Wavefunction Refinement (XWR)
The Hirshfeld atom refinement (HAR) is used to refine structural parameters. The XCW method, on the other
hand, improves the description of the electron density while retaining the same structural parameters. Thus,
a combination of both techniques should yield the best description of the experimental data. If these steps
are performed once each, this procedure is called XWR. [92] If one would want to proceed, by using the
improved description of the wavefunction obtained from XCW, the next step can only be a rigid atom fit
using the predefined wavefunction, as HAR would include a recalculation of an unperturbed wavefunction. If
XCW and rigid atom fit are performed subsequently until convergence in energy and structure are achieved the
procedure is called total X-ray Wavefunction Refinement. It depends on the point of view, whether total-XWR
is to be considered a more sophisticated version of HAR or it should be considered a separate technique to
reserve the term HAR solely for the unperturbed wavefunction technique and ab initio structural refinement
without experimental data being introduced into the scattering factors. This would raise the question whether
the inclusion of the MO coefficients as parameters of the model would be necessary and therefore refinement
statistics would have to be redefined in this framework.
2.2 Wavefunction Calculations
A central equation in quantum mechanics is the time-independent Schrödinger equation:
ĤΨ = EΨ. (2.25)
This equation gives the energy E of a wavefunction Ψ when the Hamiltonian Ĥ is applied onto it. Therefore the
Hamiltonian needs to be defined. It contains kinetic (T̂ ) and potential (V̂ ) contributions, which can be stated as:
Ĥ = T̂ + V̂ . (2.26)
The terms for the kinetic energy and the potential energy here contain all contributions, the n electrons’ and N






































The first two terms are the electron and nuclear kinetic energies. The third and fourth terms are the nuclear-
nuclear and electron-electron repulsion and the fifth term is the nuclear-electron attraction due to Coulomb
interaction. With this Hamiltonian it is possible to retrieve energies for a particular wavefunction. But the 4th
term is problematic, because the electron-electron interaction is not analytically solvable. There needs to be a
process to approximate it in the best way possible.
Regardless of any approximations made, the absolute square of the value of the wavefunction gives rise to the





|Ψ(~r1, ~r2, . . . , ~rn)|2 d~r2 . . . ~rn (2.28)
≡ n
∫




The following three approximations are used in quantum chemistry to make the problem solvable:
• Born-Oppenheimer-approximation
• Orbital approximation
• Linear combination of Atomic Orbitals to Molecular Orbitals (LCAO-MO) approximation
Only when these approximations are considered, it is possible in the framework of quantum chemistry to solve
the Schrödinger equation for a system containing more than one electron. The mentioned approximations will
be summarized briefly.
Born-Oppenheimer approximation
The Born-Oppenheimer approximation neglects the movement and vibration of nuclei during the calculation of
the wavefunction. Additional terms for the nuclear description are formulated to make the electron distribution
independent of nuclear movements. This is possible because the movement of electrons is considered to be
almost instantaneous compared to the nuclear movement, so the electrons could instantaneously respond to
changes of nuclear positions. This makes it possible to separate their movement by separating the terms in the






































This does not neglect electrostatic interaction between electrons and nuclei, but allows the deconvolution of
atomic motion from electron motion. The shift of nuclear positions then does not interfere with the shape or
distribution of the electrons and can be evaluated independently, being reintroduced later.
Orbital approximation
This approximation postulates the movement of each electron to be separable of the movement of others.
Therefore their function can be separated into a series of independent multiplicands, which then can be described
independently. By employing this product assumption, the wavefunction of a molecule becomes a product of
contributions of every single electron. This postulate is based on the observation that the character and behavior
of an electron is mostly depending on the energetic level it is located in. Valence electrons participate in bonds,
core electrons do not. Therefore individual energetic levels are separated. This makes it easier to take the sixth
postulate of quantum theory into account, the so-called Pauli-principle, which requires the wavefunction to
change sign when two electrons are swapped. This is due to the fermionic character of the electron. The orbital
approximation allows all single electron functions to be put into the Slater-determinant. Such a determinant
intrinsically ensures the change of sign of the wavefunction when two rows or two columns are interchanged,
and that it vanishes when two rows or columns are equal. Doing so results in the wavefunction of an n electron





φ1(1) φ2(1) ... φn(1)
φ1(2) φ2(2) ... φn(2)
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Here φi is the ith MO of the molecule.
LCAO-MO approximation
The Born-Oppenheimer and the orbital approximations are still insufficient to solve the Schrödinger equation.
Another approximation is necessary: MOs are assumed to be linear combinations of Atomic Orbitals (AOs).





Here φi is a MO, χµ an AO and cµi is the MO-coefficient. The mathematical description of AOs is pre-calculated
and stored in tables, the so called basis sets (compare 2.2.2).
This yields a matrix of coefficients Cµi for the contribution of each AO to the MO. The product of this matrix
and a vector containing all AOs results in the MO.
The two most common types of functions used for AOs are Slater- and Gaussian-type functions. The Slater-type
function is defined as:
χSlater(~r) = RSlater,l(r)Y
(m)
l (θ, φ) (2.33)









l (θ, φ) are the spherical harmonics with angular momenti l and m:
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Slater-type functions are closer to the experimentally measurable electron density of an atom. They are capable
of representing the cusp at the nucleus and more diffuse behavior at higher distance, but because of their cusp at
the atomic nucleus it is hard and computationally costly to integrate and calculate MOs with it. Therefore they
are not the ideal choice for quantum chemical calculations.
The Gaussian-type function is mostly used, which is easy to integrate and easily combinable with others. The
disadvantage is some discrepancy from the electron density measured. The decay is too steep further away from
the nuclear positions and there is no cusp at the nuclear position. This can be corrected by taking more than one
Gaussian-type function. A function containing more than one Gaussian-type function can also be expressed as
a Gaussian-type function with different factor and exponent. A Gaussian-type function can be expressed in a
similar way to Slater-type functions:
χGauss(r) = RGauss,l(r)Y
(m)
l (θ, φ) (2.37)
where Y (m)l (θ, φ) refers to the spherical harmonics (see equation 2.35) while the radial part RGauss,n(r) is
defined as:




B(n, ζ) is the normalisation constant derived from:∫ ∞
0
r2 |Rn(r)|2 dr = 1 (2.39)
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cpB (l, ζp) e
−ζpr2 (2.40)
Where cp is the contraction coefficient for a primitive Gaussian-type function with exponent ζp. This yields the
contracted AO Rl(r). Usually these are used in the wavefunction evaluation procedure and for expressing the
AOs in the LCAO-MO approximation.
In summary the electronic wavefunction is a normalized determinant of MOs, which are a weighted sum of AOs,
themselves being a weighted sum of Gaussian-type function.
2.2.2 Basis Sets
The AOs created this way are called a basis set. They are documented for different atoms and in different
complexity, corresponding to the level of sophistication one wants to employ. Furthermore they were documented
in a standardized way, so many programs can use them. Consisting of the number, weighting factor, radial
decay and form for the Gaussian-type functions they do not need to be calculated during the quantum-chemical
calculation. Only the MO coefficient matrix Cµi needs to be calculated. The so called Pople basis sets [342]
have the naming scheme:
C − V1V2V3(++)G(xp, yd, zf) (2.41)
Here C denotes the number of Gaussian-type functions used to model the core of the atom. V1, V2 and V3 are
the number of Gaussian-type functions used for the valence shell. Typical values for V1 range between two
and three. V2 can range between one and two and V3 usually occurs with a value of one only for high basis
sets. The presence of these numbers is referred to as the number of ζ type function. Each of these shells only
consists of a series of contracted basis functions (see equation 2.40). + symbols denote the use and number
of diffuse functions, required for long range interactions due to their low decay at high distances achieved by
comparably small ζ values. x, y and z denote the use of polarisation functions to polarize the valence shell
by mixing together partial character of p-,d-,f or even g-orbitals for non-hydrogen atoms. This changes the
shape of valence orbitals, so they can give better energies and interactions in the molecule and environment. For
hydrogen usually there is only p or d-polarization.
The Pople-basis-sets [342] are very common but when it comes to more precise results usually Dunning [343] or
Ahlrichs [344, 345] basis sets are used.
Dunning basis sets have a naming scheme which consists of a number corresponding to the complexity of the
basis set in general and pre- and postfixes, which indicate additional features. The general form is VNZ, where
N=D,T,Q,5,6 (double, triple, quadruple...). A ’cc-p’ prefix indicates ’correlation-consistent polarized’ basis set,
’aug’ denotes augmentation through additional diffuse functions and V indicates the valence-only description
of the basis sets. These basis sets are valid for the first and second period elements. For third period elements
additional functions are needed, resulting in basis sets called cc-pV(N+d)Z.
The def2 basis sets, used in the scope of this work, are polarized basis sets which give good results for elements
all over the periodic table, so they can be widely used and give similar results for all calculations. They were
proposed by Ahlrichs et al.. [344]
Pollak and Weigend published a very valuable new set of basis sets, [154] the so called x2c-family, that is
optimized for the use with relativistic Hamiltonians, especially for one and two component approximations.
Their basis sets are based on the def2-family and are defined as all electron basis sets for element up to Z=86
(Rn). The def2-basis sets are defined up to Kr with all electron basis functions, but rely on the use of effective
core potentials to mimic the inner shells of heavier element to reduce computational costs of these elements, as
all-electron basis sets for these elements easily become computationally extraordinarily demanding. However,
these effective core potentials are approximations, that might not always be desired in the course of calculations,
e.g. if the presence of the core electrons is required for later analysis like the calculation of scattering factors
and the filling of the core by substitution of an effective core potential might be too crude of an approximation
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or simply not available. In the analysis of the electron density for Quantum Theory of Atoms in Molecules
(QTAIM) it is possible to augment the calculated electronical structure employing effective core potentials by a
series of spherical Gaussian-type functions. [346–348] Unfortunately, this functionality is not implemented in
HAR and also not directly accessible in some software. Also care must be taken which level of approximation is
chosen, since it was shown in reference [347] that large-core potentials might lead to less significantly accurate
results compared to all-electron calculations.
A similar contribution to make the whole periodic table of elements available for all-electron quantum mechanical
calculations is the Jorge-family of basis sets. [155,156] They are defined up to Z=103 and therefore can describe
all atom types which might occur in long lived materials. Heavier atom types are not stable enough to be
characterized in a way to allow precise and accurate parametrization of basis sets. The Jorge basis sets are
available in double-ζ and triple-ζ accuracy and in both relativistic contracted and classical Hamiltonian optimized
form. The functions were optimized for the Douglas-Kroll-Hess formulation of a two-component relativistic
Hamiltonian. This allows almost all combinations of theoretical methods to be used across the complete periodic
table of the elements.
2.2.3 Methods
The method of a calculation is the mathematical ansatz employed to obtain the MO-coefficients cµi. The
combination of method and basis set is then called level of theory.
2.2.3.1 Self-Consistent Field (SCF)
For SCF-calculations, the approximation is made that a selected electron interacts with the field experienced
from all other electrons in their orbitals. This means the potential of an electron interacting with all other charged
particles in the molecule can be expressed as:
















This means the charge of an electron i is already distributed in MO φi, when a first calculation is initialized. The
necessity to have a so called initial guess arises. To obtain a starting point of coefficients for the AOs to form
first MOs often a Hückel-guess might be used. Now the MO will be iteratively optimized in terms of energy by
varying the coefficient matrix until a preselected convergence criterion is achieved. When one MO has been
optimized the next one will be optimized with respect to the new electron distribution resulting from the new set
of MOs from the step before. This cycling will be iterated until the energy and MO-matrix of the whole system
converges, which means a self consistent electric field is experienced by all electrons.
2.2.3.2 Hartree-Fock (HF)
The variational theorem states that it is impossible to find an eigenfunction for the Hamiltonian which has lower
energy than the real solution for the system. This allows the search for a solution with the lowest calculated
energy which then can be called the best solution. To obtain such a solution various approaches can be used.
The most basic type of calculations is done through the HF method. Because of the formulation of the SCF the
equations for a wavefunction can be separated into a system of equations for each electron and its corresponding
orbital, since they are considered depending only on the average distribution of all other electrons according to
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F̂ φn(1) =εnφn(1). (2.43)


























Using the LCAO-MO approach to formulate the MOs out of AOs gives the Rothaan equations for each electron










Now the coefficient matrix C with all its elements cµi can be calculated and optimized iteratively. This means
to take the coefficient matrix C element by element and optimize it for each of these elements in terms of the
energy of the whole system. This will be repeated through the whole matrix until convergence criteria are met.
2.2.3.3 Electron Correlation (EC)
Electron Correlation (EC) is a name for the effect unaccounted for by the approximation of a SCF (see 2.2.3.1).
Electrons are not only influenced by the smeared electron charge distribution, but also have explicit interactions
with the electron not described by Coulomb repulsion. These interactions can be observed additionally to the
average interaction with the charge density. In this context, two types of interactions can be distinguished. The
first is the so called Fermi-hole, which reduces the probability of finding two same-spin electrons at extremely
small distances to zero and reduces the probability significantly in close proximity. The second effect is the
Coulomb-hole, caused by Coulomb repulsion, which reduces the probability of finding two electrons, irrespective
of their spin, close to each other, but does not reduce it to zero. These effects are visualized in Figure 2.5.
Additionally, EC describes the fact, that when two configurations of electronic structure are energetically close,
only describing one of them is insufficient to describe the system. This is the case as the other configuration
will have significant contribution to the electronic structure of the system, since they are easily reachable from
the ground state. In DFT this problem can be solved in the term for VXC [ρ(~R)], as it can combine additional
potentials to mimic these two effects. In other, so called Post-Hartree-Fock methods, either configuration
interaction, the coupled cluster formalism or perturbation theory is used to address the problem, which will not
be discussed in further detail.
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Figure 2.5: Qualitative scheme plotting the magnitude and sign of the Fermi- and Coulomb-hole in the H2 molecule, if
one electron resides at around +0.3 Å from the molecule center. The total hole is given by the sum of both curves and
describes the complete correlation effect.
2.2.3.4 Density Functional Theory (DFT)
The foundation of DFT-methods is the First Hohenberg-Kohn theorem. [100] The theorem states that for a
non-degenerate ground state, the external potential is uniquely mapped to the electron density, and thus the
total energy is a functional of the non-degenerate ground-state electron density. This allows the formulation
of a functional that describes this potential. The estimation of the molecular potential then is not a problem
of 3N variables anymore, but only depends on the ED at a certain point in space given by 3 numbers, the
coordinates. [100] So the energy of a system then can be expressed as:
E(ρ) =
∫
V (~R) ρ(~R) d~R+ F (ρ) (2.46)
F (ρ) is the functional description of the difference in energy between a set of orbitals similar to a wavefunction
Ψ, only involving the classical Hamiltonian (see equation 2.27), and the energy corresponding to the ED one
wants to describe. So if this functional was known or well enough approximated the determination of a a set of
orbitals corresponding to a non degenerate ED would be analytically solvable.
The approximation of this functional is performed in DFT-methods, which describe the molecular set of orbitals
in a different way than in the Hartree-Fock framework: They approximate every one electron orbital ψi, the
so called Kohn-Sham-functions, as a solution of the Schrödinger equation using an effective potential veff ,
therefore there is no determinant as a solution but discrete one electron orbitals themselves. The resulting
equations can be written as:1 (
−1
2
52 +veff (~R)− εi
)
ψi = 0 (2.47)





veff is depending on the ED:
veff (~R) = V (~R) +
∫
e2ρ(~R′)∣∣∣~R− ~R′∣∣∣d3R′ + VXC [ρ(~R)] (2.49)
1In the following equations the atomic units (a.u.) are used for ease of reading. This system of units accounts for the natural constants
and unit conversion factors for atomistic scales and allows focus on the functional relation between properties.
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In this context V (~R) denotes the potential due to the nuclei, the second term is the electron-electron interaction
and the third term is the exchange and correlation term or potential. This is the major approximation in the
framework of DFT, since – excpet the free electron gas system – this term is not known exactly, but can only
be approximated. [349] The fact that the potential is depending on the ED and the ED itself on the functions
resulting from the equation containing the potential an analytic or direct solution is not possible, but can only be
approximated iteratively until convergence is achieved.
Approximations of the Exchange-Correlation Potential
There are several definitions of the Exchange-Correlation potential used for DFT that range from simple
approximations based on the homogeneous electron gas to sophisticated mixtures of different levels of theory.
They can be categorized by the underlying principle used to derive the potential into the following categories:
• Local Density Approximation (LDA)





All functionals are based on the concepts of Local Density Approximation (LDA) and just improve the results by
including more information. The common strategy in these approaches is the split of the Exchange-Correlation
potential into two contributions:
EXC = EX + EC . (2.50)
The exchange part of this potential is approximated by using the analytically solvable exact electron exchange
of the homogeneous electron gas, assuming it can be evaluated for non homogeneous cases at each point
independently [350] by









The correlation energy in the framework of LDA can be described by [351]




















Various functionals have emerged that interpolate the obtained accurate values of correlation energy from
quantum Monte Carlo simulations at different density magnitudes [353] using different analytical formulations
of a and b for equation 2.52, among them:
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• Vosko-Wilk-Nusair (VWN) [354]
• Perdew-Zunger (PZ81) [355]
• Cole-Perdew (CP) [356]
• Perdew-Wang (PW92) [357]
Local Spin Density Approximation
In addition to the LDA, a variation was introduced, that takes into account the spin of electrons and depends
on the density of spin-up and spin-down electron density. However the same type of functionals can be used,
if adjusted for the possibility of different spin densities by introducing two exchange and correlation terms






These functionals do not base the evaluation of the exchange and correlation terms only on the density, but also
incorporate the gradient of the density. These functionals also usually are based on the spin sensitive density
approach, so the two parts become functionals of four parameters: ρα, ρβ,5(ρα) and5(ρα). In most cases the
gradient is introduced into the correlation energy by using a version of the reduced density gradient s, that scales





This is a fundamental concept of Generalized Gradient Approximation (GGA) functionals. Its implementation
resulted in various functionals, where two selected ones that are used in this thesis will be mentioned explicitly:
• Perdew-Burke-Ernzerhof (PBE) [359]
• Becke Exchange and Lee-Yang-Parr Correlation (BLYP) [360, 361]
Hybrid-GGA
In Hybrid-GGA functionals the Hartree Fock exchange energy is used in addition to the density functional
exchange energy to achieve better atomization energies, bond lengths and vibrational frequencies. [362, 363].

















This energy is mixed in a linear combination with other functionals for exchange correlation energies in the
different functionals, two of which will be highlighted, since they are used in the thesis:
B3LYP [364]:




X − ELDAX ) + ax(EGGAX − ELDAX ) + ELDAc + ac(EGGAc − ELDAc ), (2.58)
where a0, ax and ac are the three parameters yielding the "3" in the functional name, which are defined to be 0.2,
0.72 and 0.81, where the GGA terms use the normal BLYP GGA functional [360, 361] and LDA terms refer to
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the VWN-LDA model. [354, 364]
PBE0:
EPBE0xc = 0.25 E
HF





with the PBE terms referring to the previous definition of the pure PBE-GGA functional. [359, 365]
Meta-GGA
Meta-GGA functionals introduce one more level of sophistication in the description of the exchange correlation
potential, as they introduce in addition to the density and gradient contributions the of contributions of the
laplacian, the second derivative of the density, into the calculation of potentials. One of the most widely used
family of functionals is the Minnesota type of DFT functionals or TPPS. [366–370] But most functionals of the
Minnesota family use exact HF exchange, so only M06-L can be considered a pure Meta-GGA functional.
Meta-Hybrid-GGA
Many Meta-GGA functionals have a formulation which incorporates a mixing or substitution of the exchange
energy with the HF energy. [366–370] Here the M06 and TPSSH functionals are mentioned with the following
HF substitution percentages: M06: 27% HF, M06-2X 54% HF, M06-HF: 100% HF, TPPSH: 10% HF.
Double-Hybrid-GGA
Double-Hybrid-GGA functionals extend the description of the exact HF type exchange term with the use of
perturbation theory for the calculation of the correlation energy. [371] The energy then can be expressed as:
EPBE0xc = a E
HF
X + (1− a) EGGAX + b EGGAc + c EPT2c , (2.60)
where a, b and c are fitable parameters of the functional where any GGA can in principle be chosen and EPT2c is









εi + εj − εa − εb
. (2.61)
Development of Functionals and their Application
The different kinds of functionals are intended to describe some feature of a molecule better than their pre-
decessors. In many cases they succeed in doing so, but recently it was shown that the modern functionals
deviate more and more from the accurate description of the exact exchange-correlation-potential or electron
density of a molecule. [372] Although there is a discussion how significant the deviation really is [373] and
results showing that especially the density has bigger errors in more modern functionals, [374] the differences
in these functionals are comparably small compared to the errors in experimental charge density and quantum
crystallography, so even LDA oder GGA functionals might already be good enough approximations for the use
in context of quantum crystallography.
2.2.3.5 Density Fitting / Resolution of Identity (RI)
ORCA and other QM-software provide a series of convenient approximations, that speed up the calculation of
wavefunctions enormously. They can be applied to many methods, ranging from HF over pure DFT, hybrid-DFT
to post-HF methods like perturbation theory or coupled cluster calculations. The first approximation for
evaluation of the two electron integrals in SCF procedures is the so-called Resolution of Identity (RI) or Density
fitting. [375–377] This procedure calculates the four index electron repulsion integrals (compare last term in
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equation 2.44, which in Mulliken notation becomes (νµ|κλ)) in the SCF procedure as a series of two- and
three-center integrals, by applying an approximate resolution of identity for a so called "auxiliary" basis set, that
is used in addition to the basis functions of the MOs. [378–380] The central assumption can be summarized in
the following three equations written in Mulliken notation taken from reference [380]. P and Q denote atomic
auxiliary basis functions, while µ, ν, κ, λ are basis functions of the normal wavefunction LCAO-MO. M−1PQ is
the inverse of the coulomb integral matrix of the auxiliary basis functions given by:





The matrix is found by resolving the identity of the projection matrix∑
PQ
|P )M−1PQ(Q| ≈ 1. (2.63)
This way the four-index electron repulsion integrals of the SCF procedure can be approximated by inserting
the found matrix into the integrals, effectively reducing the four-index calculation into a series of three index
calculations:
(νµ|κλ) ≈ (νµ|κλ)RI =
∑
PQ
(νµ|P )M−1PQ (Q|κλ) . (2.64)
This way the evaluation of the time-consuming Coulomb integrals is significantly faster, as the matrix multiplica-
tion reduces the complexity of the problem by one order. Since pure DFT functionals with no exact exchange
part only need the evaluation of these terms they benefit most from this assumption. The exact exchange integrals
needed for HF or post-HF methods, as well as hybrid-DFT functionals, however, remain a complex 4th order
problem.
2.2.3.6 Chain of Spheres (COSX)
The evaluation of exact exchange integrals is where the so called Chain of Spheres (COSX) approximation can
provide significant speedup. [381] This method, as available in ORCA, approximates the exchange integrals in


























Pκλ denotes the density matrix associated to basis functions κ, λ and wg is the weight of an integration grid
point with index g. By selecting only important partners in the molecule a cutoff radius for each contracted
basis-set shell is determined and grids constructed for evaluation to reduce the error of this approximation.
As one can see the complexity of the integral is reduced significantly and the sum over basis functions κ can
be calculated separated from integrals of λ. The combination of RI and COSX is called RIJCOSX and very
efficient for the calculation of fixed-geometry wavefunctions when using exact exchange integrals. The authors
compare performance and timing of these approximations and conclude that geometry optimizations might need
careful investigations, but densities and orbitals can be quite accurately calculated with much less computational
effort. [382]
2.3 Bonding and Interaction Indicators
Regardless of the origin of a wavefunction or electron density under investigation, tools to describe strength and
type of bonding between atoms are crucial to draw connections between the model system and experimentally
observed behavior of a substance. The following non-exhaustive list of bonding descriptors was used in the
investigations done in this thesis.
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2.3.1 Quantum Theory of Atoms in Molecules (QTAIM)
A crucial step towards a deeper understanding of chemical bonding is the definition of the atom within the
molecule. QTAIM was proposed by Bader as a method solely relying on the shape and behaviour of the ED ρ
and its derivatives to partition the space into atomic contributions. [177, 178] The description of this technique in
this section is based on the theory laid out in references [177] and [178], therefore individual references will be
omitted as all information is taken from these two references. By the nature of ρ of a molecule the maximum
is located at the atomic positions, decreasing with distance from the nucleus. If there is more than one atom
and they are sufficiently close to each other, following ~5ρ originating at the nucleus yields one line, that is
connecting the two atoms. This gradient line is called a bond path in the framework of QTAIM. In this case,
there exists a surface between two atoms, that is only intersected with this one particular bond path. All other
gradient lines originating from the nuclei diverge along this surface. This arbitrarily shaped surface is called the
zero-flux surface. The shape of an atom is defined, so its surface is the zero-flux surface of ~5ρ, described by its
normal vector ~n(~Rs):
~5ρ(~Rs) · ~n(~Rs) = 0, (2.67)
for all points with position ~Rs belonging to the surface.
Using this procedure to find and describe the zero-flux surfaces of all atoms the basins that are enclosed by these









To classify the different types of bonding between two atoms the properties of so called critical points are of
interest. The critical points are extrema in 3D space of ρ. The nuclei of atoms are absolute maxima of ρ in all
directions, giving them a curvature of +3 which is called nuclear attractor, when the sign of the values λ1, λ2
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0 0 λ3
 (2.70)
The bond path has a point of local minimum and is a maximum in two dimensions perpendicular to the bond
path resulting in a curvature of +1. By the very nature of the definition of the zero-flux surface these minima
must lie on the surface. A critical point residing in a ring of atoms is a minimum within the plane of this ring, but
a maximum perpendicular to the ring-plane, making it a -1 critical point. Finally, there are cage critical points
that correspond to a minimum in all three dimensions. They appear in situations like a cuboid of atoms, with the
local minimal electron density in its center, but this is not a mathematical requirement as argued by Bader [178]
and numerically shown in an actual molecule in reference [383].
The number of critical points of a certain kind nX within a molecular geometry to be expected can be estimated,
since the number of nuclear attractors is usually known from the molecule at hand. The Poincaré-Hopf theorem
states that
nNA − nBCP + nRCP − nCCP =
{
0, in isolated molecules.
1, in crystals.
(2.71)
If the theorem is not fulfilled, that means there is an insufficient numbers of critical points found by an algorithm,
the reason might be that the local extremum is very shallow and missed by the normal stepping of the analysis
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software and therefore difficult to detect.
There is a variety of possibilities to analyze the derived atoms and bond paths and their corresponding Bond
Critical Point (BCP). Some of these include the analysis of the value of ρ at the BCP, the laplacian 4 of ρ,
defined by
4ρ = λ1 + λ2 + λ3, (2.72)
where λi refers to the i-th diagonal element of the Hessian matrix (see equation 2.70). The Laplacian gives
insight into the curvature of the density at the point evaluated, where positive values of4ρ correspond to local
depletion of ρ, while negative values correspond to accumulations of ρ. Plotting4ρ along the bond path can
give significant insight into the type of bond at hand, but needs to be carefully checked with different bonding





which becomes zero if the electron density around this bond path has a cylindrical symmetry, while it increases
to typical values between zero and one, if the bond is more elliptical.
These descriptors can be calculated from ρ itself. If additional information, e.g. the origin of a certain portion of











j (~r2)φj(~r2)− φ∗i (~r1)φi(~r2)φ∗j (~r2)φj(~r1)
)
, (2.74)
as defined by Bader. [179] The Fermi hole h for an α spin electron can be calculated as












Integrating the Fermi hole with the corresponding electron density results in the Fermi correlation, when the


















Fα(Ωj ,Ωj) describes how much of the electron density of an atomic basin is localized within the basin. In a
similar fashion the delocalization of electron density from its basin Ωj into a basin Ωk can be described by




It describes the amount of shared ED between atomic basins, which correlates with the strength of covalent
bonds. QTAIM calls this the Delocalization Index (DI). [179] In case of ionic bonds, however, it does not
increase and other descriptors need to be taken into account.
One major appealing feature of this theory is that atomic properties, due to the derivation and partitioning of the
molecule, add up to molecular properties.
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2.3.2 Interaction Density
In the framework of this Thesis we use the interaction density in terms of the difference between the electron
density distribution in a given environment with respect to the same molecule with identical geometry in vacuo.
In the literature this term is used only for the difference between an ED of a molecule in the crystal compared to
the wavefunction of the same molecule without any outer influence. [289, 384] Within this thesis the term will
be used for the difference between two EDs regardless of their origin and, additionally, the term interaction
property will be used to quantify the difference between two scalar fields of properties in two different systems.
Figure 2.6: Plot of the interaction density isosurfaces
at 0.001 a.u. of a water molecule between the wave-
function derived ED of an isolated water molecule and
water in an implicit water model. Red areas correspond
to higher density in the gas phase, blue areas to higher
electron density in the solvation model. Wavefunctions
calculated with ORCA, volumetric data calculated using
cuQCrT and visualized with VMD.
To quantify these differences in the ED the number of






The division by a factor of two is due to the fact that between
two ED distributions with a constant number of electrons
the shift of an electron will appear twice: once ED is re-
moved from an area which is shown as negative interaction
density, it will appear in a different place as positive inter-
action density.
A different approach to quantify the similarity of two prop-
erty distributions is the Real-Space R-Value (RRS), [385]
defined as the ratio between the integral of differences and





|ρ1(~r) + ρ2(~r)| dV
(2.80)
For a property with a conserved integral, like the eletron
density of a molecule, the RRS is limited to the interval
[0,1], being zero for identical distributions and 1 for a com-
plete shift of all values. For a non constant integral property
like 4ρ (see equation 2.72) or Φ (see equation 2.83) the
RRS can take values in the interval [0,∞[, where bigger
values correspond to bigger differences in the distribution.
One can clearly see the effect of the polarizing environment of the solvation onto the distribution of the ED, as
depicted in Figure 2.6. The lone pair at oxygen is more pronounced in the solvated state, while the density is
withdrawn from hydrogen atoms, as the polarizing environment allow stronger polarization of the bonds, as the
resulting dipole can interact with the environment. The RRS for this situation is 0.00523, while the number of
shifted electrons Ne is 0.0520 e.
2.3.3 Non-Covalent Interactions (NCI)
To identify interactions between atoms that are not covalently bonded, which can not be described sufficiently by
e.g. QTAIM, the reduced density gradient can be used to define descriptors of Non-covalent Interaction (NCI).
One descriptor allowing good interpretations is the definition by Johnson, Contreras-Garcia et al., [183, 184]







The nature of interaction, that is whether it is repulsive or attractive, is determinable based on the the second
value of the Hessian matrix (compare equation 2.70), which corresponds to the classification of critical points
within the framework of QTAIM, where the second eigenvalue λ2 < 0 for BCPs. Based on this knowledge
the sign of λ2 is used to split the interactions into two sectors, where areas with low s(~r) with sign(λ2) = +
correspond to repulsive interactions, while areas with sign(λ2) = - describes attractive interactions. This way it is
possible to distinguish between different interactions by showing areas of low s(~r) and color code the value of
sign(λ2)ρ onto the surface, which is visualized in Figure 2.7 for an example calculation of a tetramer of water
molecules.
Figure 2.7: Plot of NCI for a example wavefunction of four water molecules with isosurfaces of s(~r) color coded with
sign(λ2)ρ. Isovalue of s(~r): 56 a.u. For color code of sign(λ2)ρ see color scale bar. Values given in a.u., wavefunctions
calculated with ORCA, volumetric data calculated using cuQCrT and visualized with VMD. For software details see
appendix, A.10 and A.12.
The calculation of s(~r) can be performed on either the ab initio derived density and gradients or on pro-molecular
spherical densities using a set of pre defined Slater-type functions (equation 2.33), as proposed by the original
authors. [386] They show the presence of NCI in both descriptions of the ED, which means the calculation of
s(~r) is robust and not unstable or highly sensible in terms of the method or basis set.
The example in Figure 2.7 shows four water molecules interacting in various orientations with each other. The
four major interactions will be adressed based on their position in the picture: top, bottom, right and left. The
top isosurface shows strong blue regions, which correspond to the hydrogen bond between the hydrogen on the
right side and the oxygen on the left. The orange ring around the central part, which has highly positive values
of the signed density, corresponds to comparably weak regions of repulsive interaction, which are expected
around very strong close interactions, as the density around the hydrogen bond reacts to the strong favourable
area within the interaction. [183, 184] The isosurface on the left is a weaker version of the top one, since the
distance between the molecules is higher. But again, the blue attractive hydrogen bond is shown with a region
of green, less attractive interactions around the central isosurface. the bottom and right isosurfaces show an
interaction that is slightly attractive, but far less compared to the directed strong hydrogen bonds on the top and
left side. These are rather charge or dispersion dominated interactions without actual strong directed forces. This
coincides with the orientation of the hydrogen atoms of the bottom left water molecule facing in a different
54
Bonding and Interaction Indicators
direction than the oxygen atom of the right most molecule. These cyan-green shaped isosurfaces usually indicate
dispersion or Coulomb interactions, but no strong interaction like hydrogen bonds.
If the NCI is used in order to understand intermolecular interactions rather than intramolecular interactions a
useful partitioning of space can be done to determine regions of interest. Two or more entities are defined in the
input files of the software (corresponding to molecules or atoms chosen as interacting entities) to separate the
complete arrangement presented in a calculation into parts whose interactions are to be analyzed. Those regions
where the total density is dominated by one entity, that is 90% of the local density comes from only one of the
entities, will be considered intramolecular. Only those regions, which have all contributions of entities smaller
than 90% are considered intermolecular. Practically this is done by building partial sums of densities originating
from these entities and calculating their ratios. If a voxel is considered intramolecular the value will be set to
zero and therefore for practical purposes eliminated.
Thermally Averaged Non-Covalent Interaction (aNCI)
Since the NCI is calculated on a static distribution of electron density it is not possible to distinguish between
artefacts of motion induced interactions from stable interactions, e.g. hydrogen bonds throughout a MD
simulation. Therefore the averaged Non-covalent Interaction (aNCI) was proposed by Wu et al. to account for
thermal movement by averaging the NCI over several, individually evaluated geometries. [387] In their work
they tested the use of averaged densities or averaged reduced gradients based on individual snapshots of a density,






This procedure is able to reduce the significance of thermally introduced interactions, that are not due to persistent
molecular interactions but the thermal motion bringing two molecules in close proximity during MD, as it is
visualized in Figure 2.8.
It is visible, that the map in case of the aNCI is much clearer and less crowded with low gradient low density
interactions, which correspond to close contacts due to thermal motion. These are absent in the aNCI and only
strong interactions like the hydrogen bonds formed by the carboxylic acid at sign(λ2)ρ ≈ −0.05 in Figure 2.8
are still visible as well as some dispersive interactions around zero, while the picture in the NCI of one single
frame is nearly impossible to analyze thoroughly, especially in the region of dispersion interactions around 0.
In general < s(~r) > has higher values than s(~r), as the electron density is fluctuating through thermal motion,
which shifts the position of the minimum throughout the simulation, making the minimum less deep, but as
shown does not eliminate it, if the interaction is present in many frames of the simulation.
2.3.4 Electrostatic Potential (ESP)
As discussed earlier (see section 1.4.1) the ESP is of crucial importance in the design and efficiency of a drug.
The ESP also gives direct hints onto how a bonding situation might have changed comparing two different
situations of the same type of functional group, be it in different environments or molecules, as small changes in
the distribution of electrons and nuclei have a significant impact on the field expressed by this arrangement. The
ESP (Φ) of a molecular wavefunction can be calculated in SI units by a sum of all Coulomb interactions between
a positive test particle and the K nuclei with corresponding number of protons ZK and the total integral over the












4πε0 |~r − ~ri|
d~rt. (2.83)
This potential can be used to give insight into electrostatic complementarity when mapped onto a molecular
surface (compare Figure 1.9) or can be plotted out in real space to show areas of different polarity. The
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Figure 2.8: Effect of single frame NCI (left) vs. aNCI calculated over 1000 frames of molecular dynamics simulation
(right), time steps being 1 ps of ibuprofen inside the active site of COX-II. Top pictures: plots of all volumetric values in the
s(~r) vs. sign(λ2)ρ plane; bottom: 3D representation with isosurfaces of s(~r) color coded with sign(λ2)ρ. Isovalue of s(~r):
0.4 a u , represented by black line in upper pictures. For color code of sign(λ2)ρ see color scale bar. Dynamics calculated
with NAMD2, NCI calculated using cuQCrT and visualized with VMD. For software details see appendix, A.7 & A.12.
importance of this concept is widely discussed in the literature, for example in reference [388] and the included
references. When calculated as a difference between two wavefunctions it can give insight into effects of
polarization of the environment or technique used to obtain the wavefunction. This will be called the interaction
ESP in the course of this thesis in analogy to the interaction density (compare section 2.3.2).
The similarity or differences of the topology of the electrostatic potential can directly hint towards the similarity or
differences of bioisosteric similarity, as shown by the example of carboxylic acid and tetrazole in reference [292].
Two chemically fundamentally different molecules show exceptional similarity in terms of direction and extend
of electrostatic features, while a different part of the molecule, namely the methyl group, is much less comparable
among the two example molecules shown.
The evaluation of the second term, accounting for the potential experienced by the average field of electrons, is
computationally very costly. There are algorithms that can calculate these terms through numerical integration
of orbital functions, but the evaluation of these integrals itself is costly. This makes the calculation of Φ for
volumetric data and grids extremely time consuming, especially compared to the calculation of electron density
and associated properties like Electron Localizability Indicator (ELI) or NCI.
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2.3.5 Electron Localizability Indicator (ELI)
A different approach to describe the behavior of electrons described by a wavefunction is based on their
localization and localizability. This property is accessible using the curvature of the Fermi hole of same spin







with the curvature gij being defined as
gij(~rj) = φi(~ri)~5φj(~ri)− φj(~ri)~5φi(~ri). (2.85)







The Electron Localizability Indicator (ELI) was defined by Kohout [186,187] to be the electron density necessary







resulting in a charge in this region of
Qσj = ρσ(~rj)Vj . (2.88)































without arbitrarily being restricted to an interval of [0,1].
The topology of the scalar field of the ELI for non correlated wavefunctions is identical to that of the ELF. It
can be analysed and yields basins enclosed by zero flux surfaces with critical points, similar to the QTAIM (see
section 2.3.1). These basins correspond to individual domains of electron localization, that often coincide with
electron pairs, containing values on an absolute scale that can be compared between different compounds, which
is not possible with the ELF. [389–391] ELI basins can be sorted into different categories based on their position
and size and connectivity to core basins.
The number of connected core-basin related zero-flux surfaces is used to categorize the basins. Core basins
are located closely around the nucleus of an atom. The basins around a nucleus are separated into different
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shells, as the ELI shows a shell structure around atoms of the second period and above. For protic hydrogen
atoms, however, due to their single electron being involved in the bond, the core basin is absent and the bond is
polarized towards the bonding partner. This changes when looking at hydrides or helium. Monosynaptic basins
are basins that are only sharing a face with one other core basin, which is for example the case for lone pairs.
Disynaptic basins are connecting two core-basins, which would be the case for covalent bonds between two
atoms. In the case of highly polarized bonding the basin might, however, become a monosynaptic basin.
The electron density inside these basins can be integrated and might give raise to hyperconjugative effects
and delocalization between different types of bonds. If, for example, electron density in a monosynaptic
basin of an element with high valence electron count is missing and a neighbouring basin has an increased
electron density integral, a delocalization of lone pair density into the bond might be suggested. These numbers
must be interpreted carefully, as in many cases associated lone pair basins never actually reach integer values,
so a comparison with model structures and their situation is recommended, as described in the thesis of Dr.
Fugel. [392]
A different way to interpret the bonding situation based on the topological analysis of ELI and electron density
is the Raub-Jansen index. [393] Within this scheme intersections between ELI-D and electron density basins
are used to evaluate the contributions of atomic basins of the electron density into bonding and lone-pair basins
available from ELI-D. Two contributions are distinguished: The volume of a bond basin contributed by each
QTAIM-atom or the integral of the density of this atom within the bond basin compared to the total integral
of the bond basin. A significant discrepancy betweeen these two contributions might indicate non classical or
polarized bond-character, since the electron density of a bond is mainly attributed to one of the bonding partners.
2.3.6 Interaction Energies
The previous descriptors were based on properties being calculated in real space and resulting in scalar fields.
However in many cases not only direction and shape of interaction are of interest but energies that give direct
insight into the strength of interactions. A very promising method was the PIXEL program that could estimate the
interaction between molecules and therefore the sublimation energy of crystal structures based on wavefunctions
of the molecule itself without inclusion of the crystal environment. [394] These results can then be read by
additional software to visualize the direction and strength of interactions in a visually appealing and intuitive
way. [395]
A similar approach to compute energies between pairs of molecules is the concept of model energies for
exploration of intermolecular interactions, as proposed by Turner, Grabowsky, Jayatilaka and Spackman. [396]
In this framework, the total energy between two molecules is constructed by four terms, that are easily accessible
by very well studied functions:
ETot = Eele + Epol + Edis + Erep. (2.92)
The individual terms are defined as:
Eele: The classical electrostatic interaction energy of the unperturbed charge distributions of both molecules
calculated from antisymmetric products of monomer MOs. [397]








where αmean is the isotropic atomic polarizability, e.g. by Thakkar and Lupinetti, [398] while ~F is the
electric field at atom position ~rj .
Edisp: Grimme’s dispersion correction (in many cases D3(BJ)), summed over all intermolecular atom pairs.
[399, 400]
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Erep: Exchange repulsion energy between unperturbed wavefunctions of the two molecules at hand calculated
from antisymmetric products of monomer MOs. [397]
These terms are calculated on the geometry obtained by any technique, be it ab initio geometry optimiza-
tion, molecular mechanics or crystal structure determination, employing molecular wavefunctions for the two
molecules under investigation. They are independently calculated and then used to determine the total interaction
energy. The wavefunction might be of any level of theory. In their work Spackman et al. [396] show the
performance of different levels of theory when scaling factors, based on optimization for a benchmark set of
compounds with experimentally known interaction energies, are assigned to the different term of equation 2.92
to match experimental values of the total energy. The individual terms are printed without scaling, only the total
energy is affected be these factors.
This constructive approach is one way to assess the interaction between two molecules or molecular wavefunc-
tions. The alternative route is the so-called Energy Decomposition Analysis (EDA). Since this technique was
only shortly used in the work of this Thesis only a short summary will be given and additional references to
further literature given. In this work the Ziegler-Rauk approach was used for EDA. [194, 195] This requires
a total of three wavefunction calculations: (i) & (ii) for two fragments independently of each other, which
corresponds to infinite separation of the two fragments and (iii) where the two fragments are placed in their final
arrangement interacting with each other. A full relaxation of the energy through SCF procedures is performed
and the changes in energy compared to the sum of the energy terms in the independent fragments evaluated. The
changes in energy are partitioned into three major components: The steric repulsion arising from electrostatic
and Pauli repulsion terms arising from the interaction between the fragments, the energy orbital interaction
between the fragments yields and the dispersive energy of interacting molecules. [401]
2.3.7 Natural Bond Orbitals (NBO)
The theory of Natural Bond Orbitals (NBOs) is based on the localization of MOs into so called Natural Hybrid
Orbitals [191] and ultimately into NBOs, [190] that can be used to perform population analysis [402] and
analysis on individual bonds, as the localization is chosen to resemble the classical Lewis bond picture of bond
electron pairs and lone pairs. The theoretical background is quite broad and extensive, so only a short summary
is given in this thesis and the interested reader given references for deeper explanations to: [189–191].
There is a certain ambiguity which lewis formula can be used for the analysis, as in polarized cases the
covalent and ionic structures might both be inadequate on their own. In these cases the original authors of
NBO theory introduced the Natural Resonance Theory (NRT) [403–405] as a procedure to overcome these
problems by introducing non-integer bond orders that have both ionic and covalent parts by calculating weights
of different NBO representations of Lewis structures and creating the sum of the weighted bond orders to form
NRT-bond-orders.
2.3.8 Roby-Gould Bond Index (RGBI)
Based on the idea of a quantum mechanical operator to describe bond orders and quantify interactions directly
from the MOs, Roby proposed operators to derive these properties from the wavefunction directly without any
further approximations or interpretation. [406–409] Based on his work, Gould et al. proposed a reformulation of
the operator to give ionic and covalent bond orders directly between atoms, atom groups or molecules, depending
on the formulation. [410]
The Roby-Gould Bond Index (RGBI) describes a bond in terms of covalent and ionic bond indices, similar to
NRT but directly from the wavefunction without a need for localization schemes. These bond indices can be
used to define a total bond index. It can be understood as the magnitude of a vector in the 2D-space of covalent
in one and ionic bond index in the other dimension, that is spanned for each interaction under investigation.
This means the magnitude of the covalent bond index is independent of the magnitude of the ionic bond index,
allowing analysis of non-classical bond situations, that would be difficult to describe in Lewis formalism. This
works very well for a mixture of covalently or ionically bonded systems Strong non-bonding contributions of
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non-diatomic systems that in principle give rise to significant energy contributions in the overall wavefunction
will lead to a distortion of the bonding picture in this framework as these types are neglected in this formulation.
2.3.9 Calculation of Numerical Data in Parallel
Due to the intrinsic scaling of number of computations needed with the number of voxels of N3 for numerical
volumetric data, excluding overhead, the limits of conventional CPUs are easily reached for desktop computers.
A look at the problem at hand, as shown in the simple pseudo-algorithm (in Algorithm 1) of the necessary
calculations, however, promises good scaling with the number of processing units assigned to the task, since the
loops show no individual dependence on each others result.
Algorithm 1 Pseudocode for calculation of volumetric data, e.g. for electron density from wavefunction.
ψ ← wavefunction.file
allocate Grid[xmax][ymax][zmax]
for x=0; x<xmax do
for y=0; y<ymax do





10: function CALCULATE PROPERTY(x,y,z,ψ)
return |ψ(x,y,z)| ∗ |ψ(x,y,z)|
end function
The triple nested loop assigning values to the grid is ideal for application of the architecture of GPUs. They are
built using big arrays of individual processing units, that can be addressed by a mapped array of tasks. Rubez et
al. have taken the original program nciplot of Contreras-Garcia and implemented a GPU accelerated version of
the calculation of NCI. [188] They reported a 39-fold speed up for a double GPU desktop machine compared to
parallel calculation on a CPU. They mapped the problem in a way, so each iteration of two of the three nested
loops becomes an individual kernel-call, that is scheduled on the GPU-Multiprocessors. This requires careful
management of the memory allocated to store the geometry and grid on the devices and the host memory. Their
code could be represented as shown in Algorithm 2.
The pre-defined variables used are As and Bs for the Slater type functions (compare equation 2.33) and r being
the distance of he gridpoint to the atom i. NumberOfDevices refers to the number of physical GPUs present
in the machine performing the calculation and DeviceID being the ID (starting from 0) of a GPU used. Using
this algorithm the promolecular calculation of the NCI is possible in fractions of the time it would need on
multithreaded CPUs. This is due to several thousand threads running simultaneously on a GPU. The access to
values of the grid are exclusive to each thread, so threadsafety is guaranteed.
2.4 Molecular Dynamics (MD)
MD is a procedure to simulate the motion of atoms through time under a given set of conditions by integrating
Newton’s classical equations of motion using forces obtained by either Molecular Mechanics (MM) or QM. In
this way, the simulation of the position and interaction of all particles present in the system can be calculated.
MD intrinsically results in a trajectory for all particles in contrast to methods like Monte Carlo, which cannot
tell how the motion of one particle to a different position occurs. Due to the equations of motion being difficult
to integrate analytically, computer-programs solve them numerically by introducing a time spacing, so called
time steps, for which the motion of particles is assumed to be constant. After particles have been propagated one
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Algorithm 2 Pseudocode for calculation of NCI on GPUs. <<<xmax,ymax >>> is the notation for mapping
of a 2D problem onto the GPU multiprocessors.
Molecule← geometry.file
allocate Grid[xmax][ymax][zmax][2] (4th dimension for ρ and RDG)













RDG← RDG + RDGi (equation skipped for clarity)












step in time all forces are re-evaluated. The way these forces are calculated can be separated into two major
fields: classical and non-classical force fields.
2.4.1 Classical Force Field
Classical force fields assume, that the interaction between particles can be described by separation of energy into
different contributions. There are two major groups of energy contributions, that occur: bonded and non-bonded
interactions. Bonded interactions refer to the interactions within a molecule, addressing bonds, angles and
dihedrals. Each of these interactions is expressed in a classical spring type of force for bonds and angles and a












Kφ[1 + cos(nφ− γ)] (2.96)
Kr, Kθ and Kφ are the force constants associated to the type of bond/angle/dihedral, while req, θeq and γ are the
equilibrium bond length/angle/dihedral, respectively. n is the multiplicity of the dihedral angle, accommodating
the symmetry of groups attached to the atoms which are directly neighboring the dihedral angle. In some
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force fields, there are also terms called improper angles, which are in fact dihedral angle terms, which have
the selection of atoms in a different setting than the dihedral angles, namely a definition of planes through four
atoms in a branched arrangement (see Figure 2.9).
Figure 2.9: Visualization of the parameters of a classical force field as springs between atoms, bonds and planes of atoms.
Additionally, non-bonded terms are defined to consist of two components: electrostatic interactions based on
Coulomb energy and the dispersive interaction based on van der Waals interactions. The electrostatic term is
well known and described, while the dispersive term is in most cases assumed to follow a Lennard-Jones type





























Aij and Bij or εi and σi characterize the van der Waals interaction by using pre-defined terms of the force field
for distance and depth of the energetic minimum of one atom type i with respect to all atoms j; qi and qj are
their respective charges as defined in the force field. ε is the electric susceptibility of the medium used and rij is
the distance between the two atoms.
The terms 2.95-2.98 are summed up to give the total potential energy of a particle in a given arrangement by this
force field as:
Epot,total = Ebonds + Eangles + Edihedrals + EvdW + Ecoulomb (2.99)
This definition allows pre-definition of a set of force constants, which can be stored in a file and read during
calculations. These force constants are the approximated parameter to model the potential energy terms of the
system. The only things that need to be calculated during the MD are positions and orientations, which are
needed for the integration of Newton’s equations anyway. Since both types of non-bonded interactions are in
principal infinite with respect to atomic distances there usually is a cut-off criterion defined. At this distance the
calculation is either truncated without any correction or linearly decreased in a switch-function to zero potential
for van der Waals terms. The electrostatic terms can be transformed into a particle mesh Ewald summation [411]
in the case of a simulation with Periodic Boundary Condition (PBC). This is the constraint, that all particles in a
simulation volume experience all forces, as if the cell was repeated infinitely by translation in each direction.
The particle mesh Ewald summation separates the summation of short range energies into a normal sum and
completes long range contributions by Fourier transforming the remaining interactions and calculating missing
contributions in a truncated Fourier series. [412]
The force ~F (~R) acting on a particle can then be derived from the energy equation 2.99 as its negative gradient.
~F (~R) = −~5Epot,total(~R) (2.100)
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Etotal(~R) here represents the energy arising from the applied force field of an atom with the position ~R. If ~F (~R)
was applied to all particles according to Newton’s second law ~F = m ∗ ~a, with m corresponding to the mass of
the particle, their position could be altered to minimize the overall force on the system and one would obtain the
minimum of the force field PES. This minimum would, if the force field was perfectly describing the nature of
all atoms and if it was the global and not local minimum, correspond to the minimum structure at 0K of the
simulated structure. This procedure is called MM. However, in MD the focus is not the optimization of structures
with respect to energy but the movement of atoms over time. Usually initial MM is performed if the input was
taken from different sources or altered by hand. This is required since without ensuring there is no direct clash of
atoms, these would lead to incredibly high forces that could break the accuracy of algorithms of integration of the
equations of motion. This process is not always necessary but common practice. To simulate the motion of atoms
through time a different mechanism to change atom positions is required, that takes into account temperature.
The temperature of a system is defined by the Boltzmann distribution assigning a probability to find a particle
of certain speed in a system of a certain temperature. Following Newton’s second law of motion and using the
velocities from a Boltzmann distribution the position of a particle at a point in time t can be calculated from the
previous point in time t− 1, where their difference is ∆t, by:




One method to follow the motion of atoms is the Verlet approach. [413] In this approach, the next time step can
be calculated using the positions at the current and previous time steps and the force field derived forces.
~R(t+ 1) = 2~R(t)− ~R(t− 1) + ~a(t)∆t2 (2.102)
The positions of all particles are well known during the simulation, so only the evaluation of force field would
be time consuming. The first time step needs to be treated slightly differently, since no prior knowledge of
atomic positions is possible. Therefore the positions for time step t0 +∆t are generated by assuming a Boltzman
distribution of ~v and assigning corresponding values to atoms in a random manner. Then a first propagation
in time can be done using equation 2.101, with ~a being derived from the force field. In the next iterations the
propagation of positions can be done using the Verlet algorithm shown in equation 2.102.
For this mechanism to produce reliable results the crucial parameter is a suitable selection of time step size ∆t.
In general the time step should be capable of resolving all motions of the system in time, corresponding to the
time step being smaller than the highest frequency of atomic motion in the system of interest. Since usually
hydrogen bonds and interactions of hydrogen atoms with other molecules in a condensed phase are of interest
the time step needs to be in the range of 1 fs. As this then easily becomes the limiting factor in terms of possible
time scales that can be simulated the need for more robust algorithms arose, that can produce reasonable results
with bigger time steps, as this would linearly increase possible simulation timescales. Similar to crystallographic
restrains and constrains of hydrogen atoms in riding models the movement of hydrogen atoms can be restricted
for the simulation by applying methods like the "shake-algorithm" [414] and bigger time steps, e.g. 2 fs are
possible.
In the Verlet algorithm the velocities are only explicitly known for the very first time step. This is unfortunate,
since the calculation of kinetic energy of the system is necessary to ensure energetic stability of the system in an
equilibrium state. In a system under equilibrium conditions the total energy should be conserved:
Esystem = Ekin + Epot,total = const. (2.103)
Since this is only true if the system is in equilibrium temperature and there would be no integration errors or
inaccuracies in the algorithm in all practical cases, one needs to ensure this by additional algorithms acting
onto the kinetic energy. Therefore a new set of equations is needed to evaluate the velocities of all particles at
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minimal computational cost, which can be done using the Velocity-Verlet algorithm, [415] as used in this thesis:

















Applying this algorithm, the kinetic energy Ekin can be calculated from the velocities with Ekin = 12mi |~vi| and
the potential energy Epot,total can be evaluated from the force field (see equation 2.103).
Ensembles
With this set of equations one can use different approaches to simulate the system according to different
ensembles of statistical thermodynamics:
- NpT (isotherm isobar)
- NVT (canonical)
- NVE (microcanonical)
Their names are derived from the constraints applied to the system. N is the number of particles and always
constant in MD simulations. p is the pressure, which can be kept constant by rescaling the size of a simulation
box in which particles are allowed to move according to the force they experience over the area of the surface
enclosing the simulation box with volume V. In systems with periodic boundary conditions the forces acting
between particles in the original box at the edges with the particles appearing by the periodic constraint are used
to evaluate these forces. In non periodic cases the potential used to keep particles inside the box is directly used
for the evaluation of pressure. E is the overall energy in the system (ESystem, see equation 2.103), while T is the









kB refers to the Boltzmann constant, N is the number of particles. To control the pressure of the system, the
evaluation of forces acting through the bounding box of the simulation is necessary and if the forces do not
correspond to the requested pressure, which is also the forces acting from the box onto the particles, according
to Newton’s third law of motion, the box size is adjusted accordingly. These mechanisms are called barostats
in reference to the real measurement device. Temperature control is achieved by watching the temperature
according to equation 2.108 and scaling atomic velocities to match the temperature again. These mechanisms as
called thermostats. If V is to be kept constant no additional actions need to be taken, leading to variable pressure,
which is also true for constant E, as the system then is just isolated and can therefore vary in temperature and
distribution of energy between Ekin and Epot,total, while ESystem is still constant.
Non-classical Force Fields
Applying the classical approach of springs as bonds and angles but using more sophisticated approaches like
tailor made QM derived parameters to estimate the associated force constants it is possible to define force fields,
for example using tight binding models as in QMDFF [234] or DFTB. [416] It is also possible, but in most cases
not feasible in terms of computational resources, to base the derivation of forces purely on quantum mechanical
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calculations (see section 2.2), but this is several orders of magnitude slower and more resource demanding.
Therefore hybrid methods like Quantum Mechanics Molecule Mechanics hybrid method (QM/MM) have been
introduced (see section 2.5) and will be used in this thesis.
2.4.2 Free-Energy-Perturbation Methods (FEP)
In many cases, the energy associated with the whole process of the introduction, recognition and binding of an
inhibitor molecule into a protein is necessary to understand its mechanism of action. It is crucial to get insight
into the thermodynamic driving forces of the inhibition process at hand. This corresponds to the whole energy of
the induced fit process (compare Section 1.4.1). The thermodynamic contributions include the rearrangement
of the protein and entropic terms arising from binding or release of molecules and bonds. Especially if the
difference in binding energy between two substances is of interest, the terms for rearrangement of the protein
might be of importance. One way to obtain this complete energy in a MD framework is the so called Free
Energy Perturbation (FEP) approach. [417, 418] In this approach the contribution of selected atoms is weighted
along a reaction coordinate λ. λ is defined as the ratio of removal or appearance of energetic contribution
of a molecule or fragment, by weighting the contribution of these atoms in the evaluation of the energy and
subsequent derivation of forces for the complete system arising from the force field. [419, 420] In these so called
"alchemical transformation" setups the model consist of three groups of atoms, (i) all atoms that are independent
of the transformation, e.g. the environment and constant parts of a molecule (ii) the atoms associated to the
starting situation and (iii) those that are the target state. Their connectivity and force field parameters must be
defined and provided. This approach can be used to study thermodynamic effects on the mutation of a protein,
as well as introduction of ligands or transformations of a ligand molecule in the active site of a protein. [421]







The formula of the free energy in the canonical ensemble is given by










where h is the Planck constant, V the volume of the simulated system, N the number of atoms, T the absolute
temperature and kB refers to the Boltzmann constant. ESystem refers to the energy at each time step, as defined















where < ... >λ denotes the average over all ensembles of reference state λ. Therefore the description of both
states, starting and target structure, must be a iterative procedure with sampling of the ensembles during the
calculation at all intermediate steps. In the framework of FEP the free energy difference between the two states,













Obviously this approach is really sensible in terms of stepsize selection for λ and needs full sampling of the
ensemble subspace of all intermediate steps. If insufficient states at each step of λ were sampled the system
might show artifacts due to sudden strong changes of forces that lead to non-physical behavior. Any change of
λ by the nature of the method introduces these artifacts into the system. To exclude these sudden changes of
the energy of the system by changing λ at each step first an equilibration during a sufficiently long period of
simulation time is performed. This portion of the simulation is not evaluated in the determination of the free
65
Section 2.5
energy according to equation 2.112, only during the following production simulation data is taken into account.
This ensures that the evaluation of the free energy is only performed after artifacts through the alchemical
transformation were equilibrated and will not influence the result.
Special care needs to be taken when this kind of calculation is done, since the terms arising from intramolecular
interactions might introduce significant errors, as this would correspond to additional self interaction of a
molecule with its second form, that is atoms of group (ii) interacting with those of group (iii). To account for
this, a procedure is introduced that scales contributions of non bonded interactions in the system following the
slopes in Figure 2.10. It has to be mentioned, that the selection of for example the value of λ where the coulomb
terms meet and also the start and end point of the vdW shifts can be selected while setting up the calculation, but
were chosen as depicted in Figure 2.10 for this thesis.
















Figure 2.10: Plot of the selected parameters of transition of the bonded and non-bonded energies against λ in FEP MD
simulations performed during the work in this thesis.
2.4.3 Root Mean Square Displacement (RMSD)
The Root Mean Square Displacement (RMSD) is a measure for structural similarity of two given structures. By
following the development of the RMSD over time of a simulation, one can observe sudden structural changes
like a conformational change in a protein or the active site of a protein, given the selected atoms for calculation.







~Ri(t)− ~Ri(t = 0)
)
. (2.113)
For a stable system in equilibrium one would expect a fluctuation around a certain constant value, due to thermal
movement. If the RMSD rises over time in a linear way, there might be diffusion or denaturation of the protein,
while denaturation usually happens in a less linear way.
2.5 Quantum Mechanics Molecular Mechanics Hybrid Methods (QM/MM)
The first documented formulation of a QM/MM approach was published in 1976. [422] This approach treats a
selected region of a big system in a QM way, while the rest is treated by MM. This makes it possible to divide
the contribution to the energy of the whole system into three parts:
Esystem = EMM + EQM + EQM/MM (2.114)
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EMM is given by equation 2.99, whileEQM results from the already discussed calculations for QM investigations
(see section 2.2). By this separation no interaction between these two systems was introduced. It needs to be
introduced into the SCF by point charges of the force field and vice versa. These charges polarize the QM system
and introduce the environment. The terms for the electrostatic and van der Waals interaction are the same as
in equations 2.97 & 2.98 with the only difference that i only consists of atoms in the QM region and j only
all atoms not in i. The potential energy induced due to the polarization contribution is given by polarizability
dependent functions of the form:











































Here αj refers to the atomic polarizability, Qi is the charge of atom i, ε(~R) denotes the reduction of electric








µ0 is the permanent dipole of water, kB refers to the Boltzmann constant, T is the temperature. ~E refers to the
local electric field. C describes the resistance to reorientation of a water molecule due to restrictions introduced
through interactions, such as hydrogen bonds. These parameters are chosen in reference to water, as the QM/MM
approach being introduced for enzymes (V Eind) in a water solution (V
W
ind).
These modifications did not affect the Fock-operator, so the resulting formalism of MOs is unchanged. Therefore
a modification of the Fock-operator F̂i is needed. The charges introduced combined with the effects of the









































i denotes all QM electrons, j refers to all enzyme atoms and k refers to all water atoms.
With this approach it is possible to calculate a wavefunction for a smaller system in an environment of several
thousands of MM-atoms. With the gradient of the energy of this system being available it is also possible to





3.1 Determination of Accurate Atom Parameters from X-ray Diffraction us-
ing Non-Spherical Atomic Form Factors
As discussed in the introduction, the determination of accurate atom positions is crucial for the understanding of
molecular properties, electrostatic interactions and directly affects the size and shape of molecular surfaces, that
are often used in database screening methods to estimate possible matches of measured protein structures with a
newly synthesized molecule. To achieve this, the following chapter will show how the field of QCr has been
implemented previously and how it was extended in the context of advanced structural refinement during the
course of this thesis via the method and software development of non-spherical atoms in Olex2 (NoSpherA2)
(for Publication and details see sections 3.1.2 & 3.1.3) and the Quantum Crystallographic Toolbox (QCrT) (see
section 3.3).
3.1.1 Using HAR in Tonto
The first and most advanced implementation of HAR is the software Tonto. [153] This software is a huge
collection of different methods, routines, theories and possibilities, written in an object oriented dialect of
Fortran designed by Daniel Grimwood and Dylan Jayatilaka. At this date, Tonto is mainly maintained by Dylan
Jayatilaka and his group and collaborators. Tonto can calculate wavefunctions, plot properties, make surfaces
for visualization software like CrystalExplorer [423] and do bonding analysis, e.g. Roby-Gould Bond indices
(RGBI). The implementation of advanced structural refinement in the context of HAR was built to use the
wavefunction calculated by Tonto itself.
The main route for the most detailed selection of options is the use of an instruction file, which is read by
Tonto sequentially as the program iterates through the commands. This procedure is somewhat tedious, not user
friendly, prone to errors and redundant in many cases. This was improved by the introduction of HARt, [424] a
terminal interface to Tonto, that automatically performs HAR, using a set of pre- and user-selected parameters
that can be provided as command-line arguments. This software could then either be called in the terminal by a
user or as interfaced into Olex2 in a dropdown menu, [424] where the settings that are available were mostly
accessible through a Graphical User Interface (GUI). Olex2 would prepare short Crystallographic Information
Files (CIFs) and a merged and pruned reflection file for HARt, as Tonto can only work with this kind of reflection
information.
lamaGOET
Since the performance of Tonto was limited and the development is done by a small team, the idea to use more
widespread QM software in conjunction with the refinement engine of Tonto emerged. Recently, a useful addition
to read in wavefunctions calculated by external software through the interface lamaGOET made refinements
possible, that would prove very difficult using Tonto alone. The software was used in the course of section
4.4. [425] This interface is a script that provides a GUI to select common settings for HAR and manages files,
program calls and output merging in a so-called .lst file. This way, the computationally demanding wavefunction
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calculation can be handled by specialized software, while the partitioning and least squares refinement are done
in Tonto. The name is an acronym for the author of the script, Lorraine A. Malaspina, and the software it
was intended to use: Gaussian, ORCA, ELMO-DB and Tonto. However, since the transfer of wavefunctions
from ORCA into a file format readable for Tonto without loss of computational accuracy was not achieved, the
interface to ORCA is not existent yet.
Remaining problems
A major drawback of the implementations using Tonto for Hirshfeld-partitioning and refinement is the low
speed, and limitations when it comes to crystallographic problems such as disorder, atom occupancies and site
symmetry. Such refinements are not possible within the framework of Tonto, but disordered structures make
up a significant amount of the reported crystal structures (292.4225 structures out of 1.071.011 structures in
the CSD, as of 18.06.2020). Additionally, the accuracy of Becke grids used during the calculation of atomic
scattering factors is insufficient for the calculation of elements heavier than Kr, as was found during tests for
the implementation of NoSpherA2 (see section 3.1.2). Also there is a very limited availability of basis sets for
heavier elements in Tonto, as there is a special format of basis set files required to be used in Tonto. However,
these problems play an important role in many structures of modern crystallography, as disorder is present in
many structures of organic or biological materials, partial occupation of different ions is a key property of many
inorganic materials and heavy elements are widespread in catalysis and metal-organic material design. Many
structures therefore challenge Tonto in ways where refinements are impossible or unstable.
3.1.2 Implementation in Olex2 as NoSpherA2
3.1.2.1 The .tsc File
The definition of a standardized file format to store the contribution of atoms to the scattering in a crystal, called
.tsc-file, the tabulated scattering factors can be read by olex2.refine and used for the least squares procedure. [426]
It does not matter technically whether the scattering factors (or form factors) are of spherical nature as in the
IAM or of any of the existing schemes of non-spherical form factors such as multipoles, HAR, HAR-ELMO,
HAR-QM/ELMO or any other method that could produce atomic scattering factors. This way the GUI, file
setup, analysis tools and visualization of results that Olex2 provides become available for HAR.
The following information needs to be contained in the presented form in the .tsc file in order to use the new
atomic form factors interface:
TITLE: optional title of the structure
SYMM: ‘expanded’ or list of symmetries1
SCATTERERS: space-separated list of all atoms
{ ANYTHING }: colon must be present
DATA: (denotes the end of the header)
h k l A1 A2 An
h1 k2 l1 f1(h1,k1,l1) f2(h1,k1,l1) · · · fn(h1,k1,l1)








hn kn ln f1(hn,kn,ln) f2(hn,kn,ln) · · · fn(hn,kn,ln)
1In either case, all symmetry equivalent miller indices must be present in the DATA section. If a list of symmetry operators, expressed as
rotation matrices (e.g.: 1 0 0 0 1 0 0 0 1;-1 0 0 0 1 0 0 0 -1) is provided, then the miller indices must be ordered into corresponding
blocks - and each block must have symmetry equivalent indices in the same position in each block and generated by the corresponding
matrices. This allows for more efficient calculations during the refinement. Otherwise, if SYMM has the value expanded, the indices can
be present in any order.
The header of the [name].tsc file is free-format, as long as it contains the space-separated list of atom names in
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the ‘SCATTERERS:’ line and finishes with ‘DATA:’. Any identifier must be followed by a colon. The identifiers
may start with a space. The values f1(h1,k1,l1) correspond to the complex scattering factor, written as "Re,Im"
and h,k,l are the integer miller indices of the corresponding reflection this scattering factor was calculated for.
This file format definition is the result of a collaborative effort between the Olexsys Ltd., University of Durham
and University of Bern, namely Oleg Dolomanov, Norbert Peyerimhoff, Laura Midgley, Horst Puschmann and
Florian Kleemiss. The calculation of f1(h1,k1,l1) must happen relative to the atomic nucleus position, that is
the real space vector in the Fourier transform must be relative to the atom position of the atom for which the
scattering factor is calculated and the calculation must be repeated for all symmetry occurances of each atom in
the unit cell, which can be achieved by calculating the same set of reflections after applying the corresponding
symmetry matrix to the miller indices.
3.1.2.2 Principle of HAR in NoSpherA2
The interplay between software and the filetypes, which are needed to interface them, is visualized in Figure 3.1.
A more detailed version will be discussed in Figure 3.2.
Figure 3.1: Scheme of the interfaces and file-formats handed between software necessary to perform HAR in NoSpherA2.
If any other kind of method is to be used QM Software and/or partitioning software can exchanged as needed. CIF/XYZ or
even a PDB and the TSC are the only fixed requirements for the interface, all other bits are intentionally designed to be
replaceable.
The refinement is initiated from the GUI and a pair of .cif and .xyz files of the selected entity which is shown
on the screen is created in a sub-folder of the current refinement folder. Additionally, an input file is created
for the QM-software, as selected in the GUI and stored in the same folder. This input file contains the basis
functions, geometry, level of theory and additional information selected by the user. Then a subprocess is started,
running the wavefunction calculation using the created input file in any of the possible software: ORCA, Tonto,
Gaussian, pySCF and in the future maybe additional code. The results are exported in the .wfn or .wfx file format
for wavefunctions and given, together with the .cif previously created, to the partitioning software.
In the first implementation this software was Tonto, which was quickly exchanged once the inaccuracy of Becke
grids emerged. The new software, called NoSpherA2, handles wavefunction file reading, Hirshfeld partitioning
itself based on Thakkar [427, 428] spherical densities and output of the .tsc file. The main difference between
partitioning in Tonto and NoSpherA2 is the accuracy of Becke Grids and the use of Gaussian-type basis functions
for the calculation of spherical densities in Tonto, while Slater-type functions of the Thakkar basis [427,428] are
used in NoSpherA2. The implementation of Hirshfeld Atom Partitioning in NoSpherA2 was done in a parallel
manner, where OpenMP parallel loops are used and require no external parallelism handling like MPI or external
software. Also, a standalone implementation of Becke Grids from the git repository DFTlibs, called numgrid
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was used, that is basically a wrapper for the sphere Lebedev Rules. [429, 430]
When running test calculations an error in the electron integration of Tonto was found, where a calculation of an
Os atom in the gas phase resulted in aprox. 66 electrons instead of 76 electrons that a neutral Os atom should
have. A suspected error is the accuracy of Becke Grids in Tonto. The integration of Non-spherical atoms in
Olex2 (NoSpherA2) did not show this problem and can integrate the electron density of these heavier elements
accurately. To make calculations feasible and efficient, the RI [378–380] and COSX [381] methods are used
wherever possible in ORCA, Gaussian and pySCF.
Figure 3.2: Scheme of the checks, processes and workflow of HAR in NoSpherA2.
3.1.2.3 Validation of NoSpherA2
For a validation of the method, an implementation using partitioning done by Tonto and also wavefunction
calculation performed by Tonto was used to make sure identical results were obtained when using olex2.refine
compared to Tonto. Moreover, structural parameters such as bond lengths and ADPs, as well as refinement
indicators in terms of R-statistics and residual densities were compared. The benchmarks, as shown in Appendix
B.1, showed no difference between refinements of the small organic molecules L-alanine and glycil-L-alanine
using the classical implementation in Tonto or Tonto-calculated tsc-files in olex2.refine. Bond distances, ADPs
and refinement statistics could be reproduced when using the same set of reflections as input for the refinement,
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which had to be performed manually, since Tonto and olex2.refine have different pruning and cutoff criteria. By
choosing a manual cutoff of I > 2.1σ(I) the used number of reflections during the refinement was identical.
No difference in the refinement results were observed when wavefunction calculations in ORCA were performed
and partitioned in Tonto for subsequent refinement in olex2.refine. A final benchmark involved the entirely Tonto-
free version of HAR: calculation of wavefunctions by ORCA, partitioning by the newly written code NoSpherA2
and refinement using olex2.refine. Here minor differences were observed, but far below any uncertainty of
reflections.
Numerical differences are to be expected since the refinement engine in Tonto refines against the data based in F,
while olex2.refine refines against the more reasonable scale of F2, since this is proportional to the experimentally
available intensity of reflections. A different source for minor differences might be the wrong number of
electrons based on Tonto wavefunctions. This error is not as severe in lighter elements as it is for the fifth and
sixth period elements, but might also be a reason for minor differences in results. An additional benchmark
involved the use of new features, that only NoSpherA2 can provide, where an updated weighting scheme of type
w =
(
σ2(Fo) + (aP )
2 + bP
)−1 with P = (F 2o + 2F 2c )/3 was used. Here the differences seem to be slightly
favorable over the normal refinement using w = σ(Fo)−2, as implemented in Tonto.
3.1.2.4 Relativistic Treatment
Additionally, NoSpherA2 provides the basis sets of the x2c- and jorge-family besides the ones shipped with
HARt (cc-p and def2 basis sets, compare 2.2.2), that are optimized for the use with two-component relativistic
Hamiltonians and are defined as all-electron basis sets for element up to Z=86 (Rn). Previously available
basis sets in Tonto with sophisticated accuracy were only available up to Z=36 (Kr). Higher elements were
available only by the use of Effective Core Potentials (ECPs), which describe the core of heavier atoms by
effective potentials in the wavefunction calculation, reducing computational cost significantly, since the number
of atomic orbitals is significantly reduced. However, these ECP can not be used to describe the diffraction of
an atom directly, since a major part of its electron density would not be described by the wavefunction. This
made investigations on many transition metal structures and also heavier main group elements, that are very
interesting in many chemical questions ranging from hydride structures over catalytic complexes to material
design, impossible using HAR.
The new basis sets need the use of relativistic Hamiltonians. These can easily become very time consuming
when using sophisticated implementations. The Douglas Kroll Hess (DKH) two-component Hamiltonian is a
good compromise between accuracy and computational cost and widely available in many quantum mechanical
software. [431–433] Using the combination of DKH Hamiltonian and x2c or jorge basis sets, the routine
calculation of all-electron wavefunctions for elements of the 5th and 6th period becomes possible. This setup
is in principle also available inside Tonto if the basis sets are provided to the software and DKH formalism is
selected. But the error in the density evaluation mentioned in subsection 3.1.2.2 makes it unreliable to use Tonto
for these investigations.
When treating metal systems the question of open-shell system becomes imminent. Therefore NoSpherA2
natively supports the calculation of open-shell wavefunctions using unrestricted formulations of the HF and DFT
algorithms in the corresponding wavefunction calculation code. The resulting wavefunction file then contains
singly occupied molecular orbitals that can be evaluated in the same manner as in closed shell systems. This
approach would in principle also be applicable to multiple determinant methods and all post-HF methods, which
have so far not been implemented.
3.1.2.5 Disorder
A major limitation of HAR was the restriction to molecular non-disordered crystal structures, while many
structures of interest show a lot of disorder, ranging from ion exchanges, partial occupations of atom positions
to mutations and multiple conformations in proteins or side chains of a molecule. These structures could only
be treated by HAR when the disordered part was neglected or treated manually by removing contributions
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from the measured intensities, as performed in the first implementation of the HAR-ELMO method, shown in
section 4.4. [134] In NoSpherA2, the refinement of disordered structures is possible through the definition of
different parts, that will be treated as individual wavefunction calculations. This is straight-forward for, e.g., a
mutation of a single amino acid in a protein, where the situation might be understood as two different versions of
the protein being present in the crystal lattice in different positions of the crystal. This can be understood as
occupational disorder. Also different conformers of identical molecules can be understood as different entities
within one crystal, which need to be described independently. These would correspond to the textbook notion of
conformational disorder.
In the situation of multiple mutations or disordered parts of a molecule, the situation might not be that straight-
forward. The calculation of one wavefunction using each part might not be sufficient any more. Different parts
of the molecule, as defined in the refinement setup mentioned in Figure 3.2, might interact differently with other
of these parts, that also show disorder. One example is hydrogen bonds being formed between two residues of a
protein in one form/mutation, while these bonds might not be present in the other conformation/mutation. This
could never be accounted for correctly by only having one type of form factor for one type of atom. Therefore a
splitting of atoms, that are not directly disordered but neighboring the disordered parts is needed for different
situations. The definition of groups of local parts that are substitutions for each other with respective weights
that sum up to 1 are required. Subsequent permutation of all combinations between parts of different groups
ensures reasonable entities for the calculation of wavefunctions, where no covalent bonds are broken.
The idea is basically to define sets/groups of parts where each member of this set is once calculated with
each other possible permutation of members of all different sets in order to calculate all possible situations
of wavefunctions and understand their effect. However, it may be rationalized that a first implementation of
disorder treatment only merging files of different parts would be sufficient, since the effect on the values in
the tsc-file is getting less and less important, the further away from a disordered description a atom is in the
wavefunction. This behavior will be shown in the next section. The structure of the molecule THPP consisting
of two disorder parts within the asymmetric unit refined with selected atom labels is shown in Figure 3.3.
Figure 3.3: Structure of THPP, one of the example structures shipped with Olex2 that was used during the work in section
3.1.3, after HAR using NoSpherA2 with labels of atoms chosen for Figure 3.4. Visualization done using Olex2 showing
thermal ellipsoids for all atoms, except hydrogen atoms of disorder part 2, at 80% probability level.
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Size of the Effect of Disorder on Form Factors
Based on the THPP example two parameters were chosen to illustrate the significance of differences in the form
factors of disordered atoms and the effect on other atoms. The first parameter is the length of the difference
vector between two form factors of atoms in the complex plane with respect to the average of lengths of both
individual form factors. This value gets bigger the higher differences are in terms of the absolute length, which
corresponds to the charge of the atom contributing to the selected reflection, but also the bigger the difference
of the angle in the complex plane with respect to the axis system. This is why a second parameter, the angle
between the two vectors, is presented. A plot of these difference indicators is shown in Figure 3.4.
The differences of form factors of the explicitly disordered atoms C1 and H1a are dominant across the whole
range of resolution of the reflections. This is true both in relative difference length as in angle differences
within the complex plane. The differences of direct neighbors to disordered atoms (N1) have a significantly
smaller extend of approximately one order of magnitude, that is, however, not negligible. An approximately
exponential decay of importance in the difference of description using non-spherical scattering factors is
observed with increasing distance, which coincides with the exponential decay of electron density of atoms. So
the influence onto the atomic form factor of disordered atoms is expected to decay significantly over distance,
as long as a variation of the bonding motif is not explicitly carried across long conjugated π-systems or other
strong interactions, which might propagate differences in description of disordered parts further. In this case
the difference of N3 and F1 are at least two orders of magnitude smaller than any difference in the actually






































Figure 3.4: Plot of the absolute difference of modulus (top) and angle (bottom) of selected atoms. Values correspond to the
differences in the complex plane for non-spherical atomic scattering factors fi of atom i in the tsc file and the disordered
equivalent atom j and its scattering factor fj . These values were exemplarily plotted for the structure THPP (see Figure
3.3) against the d spacing (dmin=0.7, dmax=8.1) of the corresponding Miller indices.
In principle, a perfect model would include the refinement of two complete molecules, which have their own set
of scattering factors. However, this model would easily become too flexible and unstable during the refinement.
Therefore, a good practice might be to generate a copy of the atoms directly neighbouring the disordered parts
and adding EXYZ and EADP constraints to them, so they can accommodate both scattering factors, while not
being independently refined and therefore not significantly decreasing stability of refinements. Unfortunately,
until now this has to be prepared by the user manually.
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3.1.2.6 Choosing a Level of Theory for HAR
When using HAR, the question of the choice of methods, basis sets and accuracy of integration grids becomes
crucial in many ways: (i) The quantum mechanical calculations scale exponentially with the number of basis
functions, as there are 3- and 4-index integrals in the SCF procedures. (ii) The correct description of the density
is dependent on the description of e.g. the cusp at the atomic position which can only be described accurately
when using linear combinations of many basis functions. (iii) The basis set coefficients dictate the radial grid
density for the form factor calculation, bigger basis sets automatically require more density points to be evaluated.
(iv) The radial accuracy of the integration grid used during HAR as well as the number of spherical points for
each radial point significantly increases the accuracy of the density evaluation, however at a huge cost during the
Fourier transformation of the density, as each gridpoint must be evaluated for all symmetry generated Miller
indices. (v) Higher methods like hybrid-DFT require much more computational time for the wavefunction,
while e.g. GGA functionals give less accurate energies in quantum chemical calculations. [372] However, the
main concern of HAR is the description of the density in the most accurate way, therefore it will be discussed
in Section 3.1.3 that a GGA functional like PBE seems sufficient even for big molecules with heavy elements.
Whether it might even be reasonable to use LDA functionals remains to be evaluated and investigated (compare
also section 2.2.3.4).
Basis Set and Grid Accuracy Dependence
Since (v) is already discussed in the publication in section 3.1.3, the remaining points will be considered in
the following case study. The test data-sets of L-alanine (C3NO2H7) at 23 K [434] and the ammonium borate
((NH4)2B6H6, see structures in Figure 3.5) from the publication in section 3.1.3 were refined using PBE and
ORCA with various combinations of additional parameters. The resulting calculated and measured intensities
were used to calculate the weighted RMSD, assuming that the calculated structure factor is without uncertainty











Figure 3.5: Structure of L-alanine (left) and ammonium borate (right) after HAR in NoSpherA2. Visualization done using
Olex2 showing thermal ellispoids at 80% probability level.
n denotes the number of unique reflections in the .fcf file after the refinement converged. Perfect agreement
of all reflections would result in an wRMSD of 0, statistical agreement within the experimental uncertainties
should yield a wRMSD of approx. 1. A series of basis sets was used for the benchmark using Normal and High
grid accuracy from the Olex2 GUI for each basis set. This selection will be applied automatically to both the
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Figure 3.6: Plot of the wRMSD between F2c and F2o for L-alanine (top) and ammonium borate (bottom) against the
average number of primitive basis functions used for the wavefunction calculation. Solid data points denote normal
integration accuracy, outlined data points the corresponding high accuracy refinements. Basis sets of the same family have
the same shape of data points, except for the IAM, which was arranged at 4 primitives per atom, as the modern scattering
factors are calculated based on 4 Slater functions that were pre-tabulated.
wavefunction calculation and partitioning software. The final results of all comparisons are shown in Figure 3.6.
The switch from STO-3G to 3-21G in the region of lowest number of basis functions, which has the same number
of basis function in these test cases, significantly improves the refinement for both molecules. In the case of
(NH4)2B6H6, the wRMSD is reduced by approx. 60% when using 3-21G compared to the STO-3G calculation.
Also 3-21G performs much better than the IAM, which was not the case for STO-3G.
Interestingly, in the case of L-alanine already the 6-31G and def2-SVP calculations with less than 20 primitives
(s-type orbital = 1 primitive, p type orbital = 3 primitives, d type orbital = 6 primitives, f type orbital = 10
primitives, g type orbitals = 15 primitives) per atom already produce wRMSDs comparable to higher basis sets.
The higher basis sets show some fluctuation around these values between 1.1 and 1.2, but no obvious trend.




Only in the case of (NH4)2B6H6 the higher integration grids improved the refinement. Here the improvement
was quite significant, but decreases with the number of basis functions. This behavior might result from the
high symmetry of the structure, which reduces the number of unique reflections which can be used during the
refinement. Here it seems the use of higher basis sets and grids is beneficial, however the cc-pVQZ refinement
is not better than def2-TZVP, cc-pVTZ or 6-31G(d). Only STO-3G, 3-21G, def2-SVP and cc-pVDZ perform
noticeably worse in terms of the wRMSD at the higher grid choice.
It can be summarized that not the highest level of theory, but rather a mixture of medium sized basis set together
with accurate, but not exaggerated, integration grids yields in the best performance in terms of computational
cost and accuracy balance. The effect these choices have on the quality of the refinement besides accurate
description of the measured intensities has to be evaluated separately. Also it should be noted that these tests
were only performed on relatively light elements and usign only on DFT functional. Therefore a more extensive
systematic study needs to be conducted following these first insights.
3.1.3 Publication: Accurate Crystal Structures and Chemical Properties from NoSpherA2
NoSpherA2, the interface between quantum chemical software and Olex2 was written by me, with significant
feedback by Horst Puschmann to facilitate the automatic generation and use of .tsc files, presented in section
3.1.2.1. The first implementation using Tonto for the wavefunction calculation and Hirshfeld partitioning was
performed based on some routines from Dylan Jayatilaka that could write ASCII archives of the scattering
factors of the individual atoms, that were then merged together into a .tsc file and read by Olex2. The refinement
engine itself, based on the cctbx, [50, 435] was implemented by Oleg Dolomanov. The cctbx is a collection of
crystallographic algorithms, tools and open source software that can be used for various purposes, ranging from
numerical conversion between different units, calculation of molecular structural parameters like distances and
angles based on an input model or the refinement of crystal structures and evaluation of the model accuracy and
fit to the used experimental data.
Since later the need to implement interfaces to ORCA, Gaussian and pySCF arose, I also wrote independent
code to convert the resulting files into the Tonto-readable format .fchk, which is native for Gaussian09 based
on code from Alessandro Genoni to transform the orbital coefficients into the correct order and normalization
and calculate the density matrix from the .wfn file. All remaining pieces of the file, including geometry, basis
set information, atom weights, basis set shell structure was freely written by me. However, Tonto proved
to be incorrect for heavier elements, especially atom types heavier than Kr. Therefore, the partitioning and
transformation of electron density of a wavefunction was rewritten, inspired by Tonto, but completely standalone,
using the openly available numgrid which is a C++ wrapper of the spherical Lebedev rules. [341, 429] This
program was derived using the available code for handling wavefunctions and deriving properties from them
as done in cuQCrT, especially the density. This software will be introduced in chapter 3.3. The Thakkar
basis [427, 428] was implemented up to Rn and optimizations in terms of speed and interfaces and compatibility
done and file handling programmed in Olex2. Later the plotting of derived properties like Laplacian, ESP, ELI
etc. was implemented based on cuQCrT code (see also section 3.3.2). The source code for the NoSpherA2
executable is available at https://github.com/FlorianKleemiss/wfn2fchk.
One interesting new finding of this publication is the disagreement of the IAM when describing CaF2. HAR can
more accurately describe the measured intensity of low order reflections of this salt. When looking at residual
and deformation densities, it becomes obvious that the non-spherical description is a significant improvement.
As discussed in the publication, the question already arose in the literature whether this was the case, but to
this date no clear conclusion was drawn and the textbook knowledge still completely neglects any contribution
different than packing of integer charged spherical particles.
All Figures, Tables and Schemes of this publication were made by me. The first draft of the complete text was
written by me, which was iterated between Horst Puschmann, Simon Grabowsky and me several times to yield
the final version shown here. All refinements, data evaluation and CIFs were prepared by me. Measurement of
the CaF2 dataset was performed by me on the in-house diffractometer.
Reprinted with permission from Royal Society of Chemistry 2020, DOI. 10.1039/D0SC05526C.
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Accurate crystal structures and chemical properties
from NoSpherA2†
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The relationship between the structure and the properties of a drug or material is a key concept of
chemistry. Knowledge of the three-dimensional structure is considered to be of such importance that
almost every report of a new chemical compound is accompanied by an X-ray crystal structure – at
least since the 1970s when diffraction equipment became widely available. Crystallographic software of
that time was restricted to very limited computing power, and therefore drastic simplifications had to be
made. It is these simplifications that make the determination of the correct structure, especially when it
comes to hydrogen atoms, virtually impossible. We have devised a robust and fast system where modern
chemical structure models replace the old assumptions, leading to correct structures from the model
refinement against standard in-house diffraction data using no more than widely available software and
desktop computing power. We call this system NoSpherA2 (Non-Spherical Atoms in Olex2). We explain
the theoretical background of this technique and demonstrate the far-reaching effects that the improved
structure quality that is now routinely available can have on the interpretation of chemical problems
exemplified by five selected examples.
1. Introduction
1.1 The importance of crystallography for science
Single-crystal X-ray structure determination is arguably the
most important analytical technique available to chemists since
it alone can reveal the three-dimensional structure of matter
cheaply, routinely and – above all – unambiguously.
The impact of this technique on the scientic developments
in chemistry, biology, materials sciences, engineering, and
physics cannot be overstated. To date, 26 Nobel Prizes in
medicine, chemistry, and physics have been awarded to more
than 50 researchers directly associated with crystallography.1
Some of the milestones of science are based on single-crystal X-
ray diffraction, including the elucidation of the structures of
DNA2 and graphene.3 Large investments are made to push
diffraction techniques for three-dimensional structure deter-
mination to new limits. These include the construction of X-ray
synchrotron facilities and X-ray free-electron lasers4 as well as
the exploration of possibilities to employ other radiation types
like from neutron spallation sources5 and electron diffractom-
eters.6 Unfortunately, crystallographic methods and soware
development have not kept up with hardware development. The
vast majority of structure renements are still based on tech-
niques that make use of one crucial simplication that was
introduced in the early days of crystallographic renement: the
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Independent AtomModel (IAM), in which atoms are assumed to
be separate, non-interacting spherical entities.7
Here, we show how an accessible generalized procedure in
which quantum chemical calculations coupled with modern
crystallographic soware can solve a variety of chemical prob-
lems using single-crystal diffraction data of any kind.
1.2 How it used to work
X-rays interact with the electrons in a crystalline material, and
this interaction gives rise to measurable diffraction. While most
of the electrons are centered on the atoms themselves, some
electrons are involved in chemical bonding and are therefore
not located where they would be in non-interacting, spherical
atoms, which are assumed in any standard renement. This
means that the diffraction pattern obtained from the experi-
ment is due to the real distribution of the electrons in the
compound of interest, not due to spherical distributions.
The diffraction pattern consists of thousands of unintelli-
gible spots on hundreds of images. To make sense of it, it is
necessary to resort to a model of the molecule that will give rise
to the measured diffraction pattern. This model building is
central to any technique based on diffraction, and it is this nal
model that we call a ‘crystal structure’.
Calculating the expected diffraction pattern from this model
requires a certain amount of computing power – and this is
where the approximation comes in. Calculations are a lot easier
if a spherical distribution of electron density around each atom
is assumed. This IAM approximation works very well since most
of the diffraction is due to the electrons on the atoms them-
selves – and the quality of diffraction data that could be ob-
tained in the early days of the eld was itself rather limited.
Today, X-ray crystallography nds itself in the strange posi-
tion where the real diffraction pattern arising from the inter-
action of X-rays with electrons in their real positions can be
measured with high precision and accuracy, and yet we still use
an approximation in our models that leads to assuming the
wrong positions of these electrons.
1.3 What we gain when we leave the century-old spherical
approximation behind
In every chemical compound, electrons are involved in bonding
of one kind or another – and in traditional X-ray crystallog-
raphy, this has been ignored. Only if we model this non-
sphericity we can gain deep insights into intra- and intermo-
lecular chemical bonding. Detailed and accurate information
on chemical bonding from the diffraction experiment is of
major importance, for example, for materials design,8 catalysis,9
drug design,10 and chemical textbook education.11 Non-
spherical atomic electron density features are highly signi-
cant for hydrogen atoms, which have only a single valence
electron, and therefore the relative error caused by a spherical
core approximation is most severe. Using X-rays, hydrogen atom
positions can be obtained with the same accuracy and precision
as afforded by neutron diffraction experiments, but only if the
non-spherical nature of the electron distribution can be
accounted for.12 Improved structural information is important
in many areas, including the understanding of thermodynamic
properties such as heat capacities,13 interaction or lattice ener-
gies,14,15 or the development of force elds.16
1.4 Non-spherical structure renement
There are two strategies by which we can introduce atomic non-
sphericity: either we actually rene the electron density (exper-
imental electron density determination) or we nd theoretical
ways of introducing the shape of the electron cloud that is
associated with each atom and then use that shape when we
rene the structure against the diffraction pattern.‡ This is what
this work is about; and to avoid any possible confusion with
electron density renements, we will use the term ‘non-
spherical structure renement’ when referring to using non-
spherical atomic form factors.
In a standard structure renement, where atoms are
treated as independent of each other (IAM), the atomic form
factors have been calculated theoretically from the spherical
electron-density distribution of isolated atoms in the past and
are now available in tabulated form.25 Hence, renements are
fast and convenient, but they neglect chemical bonding, as
discussed above. Non-spherical structure renements are
either based on approximate pre-calculated and averaged
multipole populations or theoretical wavefunctions, which
are tailor-made for the compound under investigation. In
both cases, non-spherical bonded-atom electron densities are
produced and are then Fourier-transformed to produce non-
spherical atomic form factors. However, only in the latter
case, the theoretical chemical-bonding information is readily
available aer the renement and can be chemically
interpreted.
1.4.1 Multipole-based databank approaches. Multipole
parameters can be calculated theoretically from synthetic
structure factors of model compounds and stored in tables
according to the atom type dened in its chemical environment
(Invarioms26 or UBDB27). Alternatively, such multipole data-
banks can be constructed from averaged experimental electron
densities (ELMAM28). Multipole parameters are then transferred
from the databank to the compound under investigation, and
non-spherical atomic form factors are calculated for use in the
renement on the y from the transferred multipole pop-
ulations. Although such renements produce, e.g., better
structural parameters for hydrogen atoms,29 they are currently
restricted to organic and bio-organic compounds, for which the
number of atom types is manageable. A simplication to only
dipole level for chemical bonds is now also implemented in the
ShelXL soware.30
1.4.2 Hirshfeld atom renement. The non-spherical struc-
ture renement method called Hirshfeld atom renement
(HAR)31,32 is central to this study. Starting from the atomic
positions obtained from a standard X-ray structure, a molecular
wavefunction is calculated using quantum mechanical calcu-
lations and then dissected into atomic electron density func-
tions (the Hirshfeld atoms, see Fig. 1) using Hirshfeld's
stockholder partitioning scheme.33 The resulting Hirshfeld
atoms are never stored in tables, but a Fourier-transformation
2 | Chem. Sci., 2020, xx, 1–18 This journal is © The Royal Society of Chemistry 2020



























of their electron density is carried out on the y to produce the
related atomic form factors used in the least-squares rene-
ment. This will produce an improved structure, and the proce-
dure is then repeated – a new wavefunction and new atomic
form factors are calculated aer each renement cycle – until
convergence is reached. This makes HAR the most accurate of
the non-spherical structure renement methods.34
1.4.3 Current implementations of HAR and their limitations
The rst implementation of HAR was based on the soware
Tonto,35 and at least two early interfaces to the procedure have
been built: lamaGOET36 and HARt in conjunction with Olex2.37
Both tools are limited by the capabilities of Tonto. Hirshfeld
atoms in Tonto are not optimized for elements heavier than Kr,
which can introduce large numerical errors for heavy elements.
They also rely on Tonto as the actual crystallographic renement
engine, which it was not primarily designed to be. Vital features
such as restraints, treatment of special positions, partial occu-
pancies, twinning, solvent masking, and reliable CIF output are
missing.
HAR requires the repeated calculation of a molecular wave-
function, which restricts its applications even further. The
overall process can be slow because of the repeated quantum-
mechanical step. One approach is to combine HAR with
libraries of extremely localized molecular orbitals (ELMOs),38
which has resulted in the HAR-ELMO method.39 While this is
very fast, it relies on the availability of pre-calculated molecular
orbitals and is therefore not suitable for general use, but is
highly relevant for the renement of proteins which consist of
a xed subset of 20 amino acid building blocks.
Periodic network compounds could not be handled previ-
ously because molecular wavefunctions are used – a problem
discussed in ref. 40 by analyzing periodic wavefunctions in
combination with stockholder partitioning.
Disordered compounds cannot be handled by Tonto, and
there are no apparent plans that this feature will be imple-
mented in Tonto in the foreseeable future.
1.5 NoSpherA2 enables new possibilities for HAR
In this work, we present a new implementation of HAR in Olex2:
NoSpherA2 (Non-Spherical Atoms in Olex2). It decouples HAR
from Tonto and instead makes use of the Olex2 Graphical User
Interface (GUI) as well as of the fully-featured olex2.rene least-
squares renement engine. All modeling options (including
restraints, constraints, disorder modeling, solvent masking,
etc.) thus become accessible to HAR. Besides, the NoSpherA2
development also focussed on the accurate description of core
electrons and spin states for heavy elements. This opens HAR to
all those users already familiar with standard structure deter-
mination procedures and extends its use to include almost all
classes of compounds, so that they can be routinely determined.
We present here three different compound classes that could
not previously have been rened with HAR – but exhibit
important chemical-bonding questions:
 disordered structures (both occupational and conforma-
tional disorder).
 Structures in highly symmetric space groups with special
positions.
 Structures with heavy elements next to very light elements.
We have rened representative structures of each class using
NoSpherA2 as summarized in Table 1.
1.5.1 Disordered structures. A search in the Cambridge
Structural Database41 shows that 27% of all crystal structures
are affected by disorder. Hence, it is of utmost importance to be
able to extend HAR toward the treatment of disordered
compounds. Here, we distinguish between occupational and
conformational disorder.
Occupational disorder. Occupational disorder relates to a part
of the crystalline compound not being present in every unit cell.
This happens regularly in host–guest systems,42 e.g. in loaded
metal–organic43 or covalent-organic frameworks.44 In the crys-
talline sponge method,45 the host framework is well known, but
it is the structure of the mostly disordered guest which is to be
elucidated. Understanding host–guest interactions in such
systems widely used as storage or analysis tools for smaller
Fig. 1 Deformation Hirshfeld densities12 for the carbon (left) and oxygen (right) atoms in the carboxylate group of Gly-L-Ala, i.e. difference
between the spherical atomic electron density used in the IAM and the non-spherical Hirshfeld atomdensity used in HAR (IAMminusHAR). Red¼
negative, blue ¼ positive. Isovalue ¼ 0.17 eÅ3.
This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, xx, 1–18 | 3
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molecules relies on an accurate description of the location and
geometry of both the host and the, very likely disordered, guest
molecule. We have chosen the CO2-hydroquinone clathrate as
an example of how the guest-molecule position and partial
occupation can be rened accurately in HAR.46,47
Conformational disorder. In biological macromolecular crys-
tallography, disorder is omnipresent in the main molecules as
well as in the solvation sphere. This kind of disorder consists of
different conformations being spatially overlaid. For their
description, it does not matter if they are caused by dynamic
effects or are static. However, dynamic disorder is the most
frequent in protein crystallography and could imply many
different conformations that need to be modeled. Therefore, an
extension of HAR to macromolecular chemistry crucially
depends on the ability to treat the complex disorder in different
disorder groups.39 Here, we demonstrate how non-spherical
atomic form factors from different molecular wavefunctions
corresponding to different molecular conformations can be
combined for an accurate HAR of a tetrahydropyrido[2,3-b]pyr-
azine derivative, a compound class of interest for drug
development.48
1.5.2 Structures in highly symmetric space groups with
special positions. Inorganic materials oen consist of solid
ionic network compounds. Until now, this entire compound
class has been excluded from HAR. We have chosen a textbook
ionic salt (uorite, uorspar, CaF2) and the molecular salt
ammonium hexahydrohexaborate (NH4)2B6H6 to demonstrate
the ability of NoSpherA2 in Olex2 to rene such compound
classes using HAR for the rst time. We show that, even for such
simple compounds, an analysis of improved geometrical
parameters plus a theoretical wavefunction perturbed by the
respective crystal eld yields deep and perhaps even surprising
insights into bonding phenomena.
The textbook notion that species such as CaF2 consist of
spherical ions has rarely been questioned, although there is
evidence that either a multipole or a neutral-atom model may
describe such compounds better than the conventional ionic
model.49,50 Electron and g-ray diffraction have shown that there
is non-sphericity of the valence electron density in KCl, LiF, and
MgO.51,52 Specically for Ca2+, the formally empty d-orbitals can
be partially populated to add substantial covalent bonding
character to the cation–anion interactions, as, for example, in
the putative Zintl-phase of CaSi53 or the calcocenes.54 Here,
utilizing HAR, we show that there is signicant bond-directed
non-spherical valence density present in the crystal structure
of CaF2.49
The bonding in polyhedral boranes and borates cannot be
explained by 2-center-2-electron Lewis models, but various
other concepts such as three-dimensional aromaticity must be
invoked.55 Therefore, there are many diffraction- and electron-
density-based studies on borates.56 Here, we have chosen
(NH4)2B6H6 because of its fundamental character and
symmetric crystal packing, but also because in previous studies
the quantum-crystallographic description involving the
hydrogen atoms was ambiguous.57 However, if the potential of
closo-hexaborates for hydrogen-storage applications58 is to be
fully exploited, the hydrogen atom geometric and bonding
parameters must be determined accurately and precisely, which
will be demonstrated in this paper.
1.5.3 Structures with heavy elements. Another area where
the accurate determination of hydrogen atom parameters is of
tremendous importance is transition-metal catalyzed hydrogen
activation and hydrogenation.59 Specically, the structures of
heavy atom hydrides are of interest, but it is extremely chal-
lenging to determine parameters of hydrogen atoms bonded to
heavy elements accurately by X-ray crystallography.12 Already by
itself, the description of the heavy element in heavy-element
containing species is challenging enough from both the crys-
tallographic and the quantum-chemical point of view.39,60,61
Here, we report how the methodological progress man-
ifested in NoSpherA2 allows the successful non-spherical
renement of the osmium atom and the accurate determina-
tion of hydrogen atom parameters in bis(diisopropylphenyl-
phosphine) hexahydridoosmium, OsH6(PC12H19)2,62 referenced
against results from neutron diffraction of the same
compound.63 Limits of the X-ray diffraction experiment and its
resolution truncation are also revealed and discussed.
2 NoSpherA2
NoSpherA2 brings wavefunction calculations, non-spherical
atom partitioning, subsequent atomic form factor calculation,
and nally least-squares renement together under the
umbrella of the freely available Olex2 soware.64 It is presented
here utilizing the HAR non-spherical structure renement
Table 1 Summary of problems solved by the NoSpherA2 implementation of HAR and the exemplary structures shown in this work. Additionally,
possible fields of application that benefit from this are given
Problem Example Field of Application
Occupational disorder (C6H6O2)(CO2)0.854 Supramolecular chemistry, host–guest systems,
MOFs/COFs,
Conformational disorder C10H10N4F2 Protein crystallography, solvent disorder,
macromolecular crystallography
High symmetry network compounds CaF2/(NH4)2B6H6 Network compounds, crystal design, inorganic
structure renement
Compounds containing heavy metals OsH6(PC12H19)2 Inorganic and metalorganic compounds,
catalytic complex understanding, metal–metal
interactions
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method, but it is compatible with other avors of (X-ray and
electron) non-spherical structure renement as well.
Besides the NoSpherA2 method developments discussed
below, the advantages gained within HAR by switching from the
Tonto to the olex2.rene renement engine are manifold and
signicant. It allows HAR to access the use of restraints and
constraints, hydrogen atom riding models, correct crystallo-
graphic description of special positions, renement of partial
occupancies, twinning models, solvent disorder treatment via
BYPASS, different choices of weighting schemes, and many
more options. In olex2.rene, renements are carried out in F2,
not in F as previously done in Tonto. Advantages of the use of the
Olex2 GUI include the automatic generation and validation of
crystallographic information les (CIFs), the generation of
maps and plots, and the straightforward generation of
completed molecules or clusters of symmetry-related molecules
on the screen, which are then used in the renement as input.
2.1 Fundamental concepts
The diffraction pattern and the electron density associated with
the geometry of the measured crystal are related via a mathe-
matical method, the Fourier transform. More precisely, the
Fourier transform of the electron-density distribution rxyz in the
unit cell is the structure factor Fhkl depending on the Miller
indices hkl (eqn (1)). The Fhkl are complex numbers, and the
square of their amplitudes are proportional to the measured
Bragg-reection intensities identied by Miller indices hkl rep-
resenting vectors h⃑ in the reciprocal lattice. The structure
factor is obtained as a nite sum involving the atomic form
factors (also known as ‘atomic scattering factors’) fhkl,j of each
atom j in the unit cell. The atomic form factors are, in turn,
derived from the atomic electron density distributions via
a Fourier transform. Natoms is the number of atoms in the unit
cell, r⃑j is the position vector of atom j, and Tj is the Debye–
Waller factor of atom j, that is, an exponential function
involving the atomic displacement parameters of atom j. These














In the classical Independent Atom Model (IAM), the atoms
are considered independent non-interacting entities, and their
electron densities are spherical functions depending only on
the atomic type. The resulting form factors are listed in tables.25
In a model that takes interatomic interactions into account, the
atomic electron densities – translated to the origin – are no
longer spherical functions and are dependent on the geometry of the
whole molecule. Therefore, the corresponding atomic form
factors are no longer real, but complex-valued functions of the
Miller indices.
The idea behind the exible approach to non-spherical
structure renement that underlies NoSpherA2 is to provide
these complex-valued form factors of each atom within the unit
cell via a table given in a le provided from plugin soware (.tsc-
le).65 The underlying total electron density can be provided by
quantum-mechanical calculations or other sources.
For molecules that are related by symmetry within the unit
cell, only the form factors of atoms within the asymmetric unit
are required, since the geometric transformation from an atom
in this asymmetric unit to an equivalent atom in the unit cell
corresponds to a transformation of the Miller indices of the
corresponding non-spherical atomic form factor. Therefore, it is
necessary to pay attention that all Miller indices resulting from
transformations for all equivalent atoms are provided in the
.tsc-le.
Moreover, the least-squares minimization used in non-
spherical structure renement requires not only information
about the non-spherical form factors themselves but also about
their partial derivatives. To avoid the time-consuming process
of additional .tsc-les at close-by congurations, for which the
numerical densities of the individual atoms vary only very little
under tiny changes of their atom positions, we neglect these
tiny variations in our calculations of the partial derivatives. The
validity of this approximation will be discussed inmore detail in
a forthcoming publication.66 The mathematical details of this
general and exible approach as well as the precise format of
the .tsc-les are discussed in the ESI.†
2.2 NoSpherA2 GUI and interface
Fig. 2 summarizes the interplay of different steps of the non-
spherical structure renement and related soware programs
interfaced by NoSpherA2. At rst, the input for the renement is
selected in the Olex2 graphical user interface (GUI) (Fig. 2) from
a grown structure if necessary. The atomic coordinates of this
structure are then transferred to the chosen quantum-
mechanical soware in form of a .cif or .xyz le. At present,
ORCA,67 Gaussian,68 and Tonto35 are interfaced. The soware
ORCA, which is free of charge for academic use, has been tested
most extensively here and has been used for all the examples in
this work. The wavefunction output (.wfn or .wfx formats) is
transferred to the program of choice that performs the Hirsh-
feld atom partitioning and the subsequent atomic form factor
Fig. 2 Flowchart of the process behind HAR controlled by NoSpherA2
and a visual representation of the GUI for NoSpherA2 inside Olex2.
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calculation. Supported programs for this are Tonto or NoS-
pherA2 itself, whereby Tonto is only used for validation purposes
in this study, and all the examples are based on NoSpherA2.
Finally, the atomic form factors are handed to olex2.rene in .tsc
format (see the previous subsection and ESI†) for regular least-
squares renement in Olex2. The entire cycle visualized in Fig. 2
can be iterated manually or automatically until convergence in
all rened parameters within less than 1% of their standard
uncertainties is reached. This automatically iterated renement
is consistent with the standard denition of Hirshfeld Atom
Renement (HAR).32
Every aspect of the entire process can be controlled directly
from within the Olex2 GUI. Depending on the quantum
mechanical package used, different choices affecting the
molecular wavefunction calculation will be available. The
required basis sets are provided by Olex2 and contain all rele-
vant elements of the periodic table. A detailed description of the
available options is provided in Section 5.
2.3 Dealing with disorder
For compounds including occupational disorder, the only
methodological difference to previous HARs in Tonto is that
olex2.rene allows the renement of partial occupancy param-
eters. For conformational disorder, NoSpherA2 recognizes
disorder parts previously dened inside the Olex2 GUI. Subse-
quently, individual molecular wavefunctions are calculated
separately for every conformer and individual _part.tsc les are
written for every wavefunction, which will in the end be
combined to a single _total.tsc le for renement. If there are
more than two disorder parts, they can be grouped so that in
each group the parts add up to 100% occupancy (in a semicolon-
separated list in the Olex2 interface, e.g. “1–5”). Molecular
wavefunctions are then calculated for every combination of
parts between the disorder groups. This tool is essential for
protein crystallography, which we will test in a separate forth-
coming study.
2.4 Open-shell wavefunctions: multiplicity
The handling of open-shell wavefunctions was introduced in
NoSpherA2, so that non-spherical atomic form factor calcula-
tions become possible for any spin state as found, for example,
in high- or low-spin transition metal complexes. As long as the
unrestricted or even multi-congurational wavefunction, e.g.
aer a CASSCF calculation, is presented in .wfn or .wfx format,
NoSpherA2 will read the information and calculate the electron
density based on all fully or partially occupied molecular
orbitals and produce the .tsc le accordingly.
2.5 Dealing with heavy elements
To address the heavier elements of the periodic table, the
inclusion of all-electron basis sets covering such atoms was
necessary (x2c basis sets of Pollak and Weigend69). Also, the
DKH2-relativistic 2-component Hamiltonian70 approach was
made accessible in combination with any HF or DFT method
selected (the DKH2 method should only be used with the x2c
basis sets).
The calculation of atomic form factors is different from
previous HAR implementations, and this has the biggest impact
on heavy elements. Integrable grids are calculated with an
adaption of numgrid71 which uses a Lindh–Malmqvist–Gagliardi
radial description72 and a modern implementation of the
spherical Lebedev quadrature procedure.73,74 Becke partition-
ing75 with a hardness factor of 3 is applied; and for the Hirshfeld
partitioning33 spherical atomic electron densities calculated
from Thakkar densities,76 represented by Slater-type functions,
are used. More details are provided in Section 5.
2.6 Visualization of derived properties and functions
Olex2 natively includes engines for the generation of two- and
three-dimensional maps and plots of functions for the repre-
sentation of residual electron densities. In the course of the
implementation of the NoSpherA2 soware, we have signi-
cantly extended the plotting options from dynamic and static
deformation electron density and Laplacian of electron density
maps to properties that can only be obtained with wavefunction
information. This includes the electron localizability indicator
ELI,77 electrostatic potentials, molecular orbitals, and the non-
covalent interaction NCI index.78 Therefore, all pictures in this
paper except for Fig. 1 and 4(b) are generated with the Olex2
soware.
3 Validation of HAR in NoSpherA2
The multi-temperature X-ray and neutron-diffraction data sets
of L-Ala and Gly-L-Ala represent a well-established benchmark
set of structures already used in previous tests and validations
of HAR.32,39,79 Here, ve X-ray datasets of Gly-L-Ala and three X-
ray datasets of L-Ala were rened at HF/6-311G(d,p) using six
different renement techniques each (Table 2).
In all models and datasets, the hydrogen atom positions and
displacement parameters were freely rened. In all HAR
models, hydrogen atoms were rened anisotropically. Fig. 3
shows an indicative comparison between the residual density
distributions aer a standard (IAM) renement and a HAR with
model vi. Aer IAM, distinctive positive residual densities
remain on the covalent bonds and in the lone pairs of the
oxygen atoms. Aer HAR, the bonding and lone-pair densities
have been fully accounted for by the non-spherical atomic form
factors (compare deformation Hirshfeld density representa-
tions in Fig. 1).
Table 2 Models used during validation with combinations of selected
software and parameters to show the validity of all steps independently
ID Type Program QM Partitioning Weighting scheme
i IAM olex2.rene — — 1/s2(F2)
ii HAR Tonto Tonto Tonto 1/s(F)
iii HAR NoSpherA2 Tonto Tonto 1/s2(F2)
iv HAR NoSpherA2 ORCA Tonto 1/s2(F2)
v HAR NoSpherA2 ORCA Tonto Shelxl-type
vi HAR NoSpherA2 ORCA NoSpherA2 1/s2(F2)
6 | Chem. Sci., 2020, xx, 1–18 This journal is © The Royal Society of Chemistry 2020



























The tested models iii to vi introduce an increasing amount
and combination of parameters that distinguish the new NoS-
pherA2 HARs from the traditional Tonto HARs (model ii).
Summarizing the validation results (Tables S2–33 and Fig. S5–
10, ESI†), all HARs present the same accuracy and precision
relative to the neutron-diffraction results regardless of the way
the model was generated. The exchange of the least-squares
renement in Tonto with olex2.rene through the .tsc les
provides statistically identical results, with all differences being
far below the measurement uncertainty. However, the results
cannot be numerically identical because of the differences in
the procedure discussed in Section 2 (such as renement in F2
instead of F, different Becke grids used, etc.). We nd that the
iteratively updated ShelXL-type weighting scheme is advanta-
geous concerning the derivation of ADPs when compared to
neutron-diffraction results. The combination of ORCA and
NoSpherA2 also seems to produce a slightly closer agreement
with the neutron-diffraction results for all parameters
compared to the Tonto-derived results. Certainly, the results are
produced much faster with ORCA and NoSpherA2 (183 seconds)
relative to Tonto (884 seconds, Gly-L-Ala at 23 K, 6 CPUs), and
additionally, the grid density is higher in NoSpherA2. The nal
renements used for producing the results shown in Section 4
are based onmodel vi as this is indicated as the most promising
combination of settings: HAR in NoSpherA2 using ORCA-wave-
functions and NoSpherA2-partitioning with a Shelxl-type
weighting scheme.
4 Results and discussion
Table 3 provides an overview of the different nature of all ve
compounds discussed in Section 4 concerning symmetry,
resolution and data/parameter ratios. It further describes the
data quality as well as the extent and success of the renements,
focusing on a comparison of the IAM with the HAR results.
There are two general observations:
Fig. 3 Visualization of the residual density distribution of the carboxylate group in L-Ala after IAM (a) and HAR, model vi (b). The residual density
was calculated withOlex2 from fcf files and plotted on a grid of 0.05 Å with an iso-value of 0.10 eÅ3 (green¼ positive, red¼ negative). In the IAM
plot, residual density regions of a different functional group that obstructed the view onto the carboxylate were manually removed.
Table 3 Refinement indicators using IAM and HAR. More details are given in the ESI, Table S1
Selected parameters (C6H6O2) (CO2)0.854 C10H10N4F2 CaF2 (NH4)2(B6H6) OsH6(PC12H19)2
Space group R3 (trigonal) P21/n (monoclinic) Fm3m (cubic) Fm3m (cubic) P21/n (monoclinic)
No. of unique reections 857 2975 96 364 13 109
dmin/Å (radiation source) 0.58 (Mo) 0.70 (Mo) 0.40 (Ag) 0.40 (Mo) 0.58 (Mo)
No. of parameters (constraints/
restraints), IAM vs. HAR
51(3/0) vs. 70(1/0) 204(7/0) vs. 258(1/4) 3(0/0) vs. 3(0/0) 11(0/0) vs. 11(0/0) 421(0/0) vs. 636(0/6)
Level of theory PBE/def2-TZVPP DKH2-PBE/x2c-TZVPP
Charge/multiplicity 0/1 0/1 +18/1 +6/1 0/1
Rint/% 1.73 5.36 6.73 2.41 5.82
R1 (IAM)/% 3.26 3.89 1.31 1.84 2.11
R1 (HAR)/% 1.45 2.14 1.14 0.95 1.92
Dr (IAM)/eÅ3 0.581/0.179 0.402/0.313 0.690/0.476 0.179/0.216 1.128/1.093
Dr (HAR)/eÅ3 0.227/0.254 0.175/0.216 0.686/0.415 0.119/0.066 1.167/0.938
This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, xx, 1–18 | 7
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 R-factors and residual densities are signicantly lower for
HAR in comparison to IAM renements.
 R-factors aer HAR are very low, regardless of Rint values,
space group, resolution of measured data or the presence of
disorder.
4.1 Disordered structures
4.1.1. Occupational disorder in (C6H6O2)(CO2)0.854 (HQ-
CO2). The central motif in the hydroquinone crystal structure is
a void encapsulated by hydrogen-bonded rings of hexagonal
topology. These voids are normally lled with guest molecules
forming clathrate structures; in fact, it is difficult to keep
hydroquinone guest-free.80 Various guest molecules can be
trapped and then be transported through the host structure,
which leads to various applications of hydroquinone
clathrates.46,47,81,82
Many studies focus on carbon dioxide inside the hydroqui-
none voids for fuel and energy science, but the occupancy (or
lling ratio) of the voids is unclear.46,47,81,83 In the example of the
HQ-CO2 compound shown here, the occupancy of the entity in
the void was rened in HAR to be precisely 0.854(2) (Fig. 4(a)).
The experimental details are provided in Section 5.
Not only was it possible to determine the occupancy of CO2
precisely, but all hydrogen-atom positions and anisotropic
displacement parameters were obtained accurately and
precisely. There is one symmetry-independent hydrogen bond
that closes (by symmetry) the two six-membered rings that
encapsulate the void (Fig. 4). HAR-rened geometric details of
this hydrogen bond identify it as short and strong: d(O/O) ¼
2.6805(3) Å, d(O–H) ¼ 0.963(6) Å, d(H/O) ¼ 1.724(6), a(O–H/
O)¼ 171.7(6). Three void channels are intersecting the unit cell
(see Fig. S1†). Having accurate and precise hydrogen-atom
positions from HAR, the volume of each void could be esti-
mated with the soware CrystalExplorer84 to be 68.5 Å3.85 In
total, 16% of the unit cell are guest-accessible void volumes. The
Hirshfeld surface86 of the CO2 molecule encloses a volume of
44.4 Å3, which means that the CO2 molecule ts into this
particular void but is presumably not closely bound. Further
analysis of the Hirshfeld surface using the property dnorm
mapped onto it (Fig. 4(b)) reveals that there are no contacts
closer than the sum of the van-der-Waals radii of the atoms in
CO2 and the atoms of the host structure; in fact, dnorm is positive
throughout the entire range. This implies that there are only
weak van-der-Waals and dispersion forces between host and
guest, enabling the guest molecule to travel through the void
channels. Nevertheless, the CO2 molecule is not dynamically
disordered in this crystal structure – it is just not always present
in the void.
4.1.2 Conformational disorder in C10H10N4F2 (THPP). The
THPP crystal structure provides an example of a conformational
disorder where two different disorder parts are present within
the same disorder group (compare Section 2.3). In HAR, the
disorder could not only be resolved unambiguously, but the
hydrogen atoms in the major disorder component (88.2(5)%)
could even be rened anisotropically (Fig. 5(a)). The THPP
molecule was split into two disorder parts, i.e. different
Fig. 4 HAR-refined hydroquinone-CO2 clathrate structure (HQ-CO2) with anisotropic displacement parameters depicted at 80% probability
level. The cluster of the guest CO2 molecule with the 12 surrounding HQ molecules encapsulating CO2 inside a void is shown as used in the
wavefunction calculation underlying the non-spherical form factor generation. (a) Final refined geometry and partial occupation number of CO2.
(b) Hirshfeld surface representation of CO2 inside the void mapped with the property dnorm. Color scale from 0.08 (white) to 0.77 (blue).
Generated with CrystalExplorer.87
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conformers, including the two nitrogen atoms next to the
methylene CH2 groups to allow for the calculation of different
atomic form factors of these nitrogen atoms in different
chemical environments while xing their positions to be the
same. Some angle and ADP restraints had to be used on the
methylene groups of the minor disorder component (11.8(5)%)
and the hydrogen atoms of this minor part were rened iso-
tropically with bond length constraints to the major part.
Fig. 5(b) shows a dynamic deformation density map in the
main molecular plane, i.e. the difference electron density of the
HAR and the IAM including the effect of rened atomic
displacement parameters. The map conrms that all the details
of chemical bonding can be analyzed from this HAR disorder
renement, also in the disordered region where several
displacement ellipsoids overlap. Moreover, the lone pair
regions at nitrogen and uorine atoms are accurately shaped.
Fig. 5 (a) Final HAR geometry after disorder treatment of THPP. (b) Dynamic deformation density distribution in the main molecular plane of the
molecule. Color scale legend in eÅ3. Atomic anisotropic and isotropic displacement parameters at 80% probability level.
Fig. 6 (a) Structure of the explicit cluster used for the calculation of the wavefunction of CaF2 during HAR, coinciding with a unit cell. (b) 2D-
plane of dynamic deformation density, color scale in steps of 0.02 eÅ3. (c) 3D-isosurfaces of the ELI-Dwith iso-values of 1.835 (F) and 1.910 (Ca).
(d) 3D-isosurfaces of the atomic deformation Hirshfeld densities at isovalues of 0.411 (F) and 0.088 (Ca) eÅ3. All maps are calculated on
a 0.01 Å grid and plotted using Olex2. Displacement parameters at 80% probability level.
This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, xx, 1–18 | 9
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4.2 Structures in highly symmetric space groups with special
positions
4.2.1 Fluorite CaF2. Since periodic-boundary conditions of
solid-state quantum mechanical programs are not yet available
in NoSpherA2, we tested many explicit clusters of Ca2+ and F
ions for the wavefunction calculations in ORCA, up to several
hundred ions large to ensure a proper description of the
network polarizing the asymmetric unit. In comparison to the
large clusters, it turned out that the minimal cluster, which
consists of the completed coordination sphere (octahedron) of
a central calcium ion and of the completed coordination
spheres (tetrahedra) of the eight adjacent uoride ions
(Fig. 6(a)), is sufficient to accurately determine the displace-
ment parameters and the properties of the ions obeying the
symmetry of the system. The cluster consists of 21 ions, a total
charge of +18, and multiplicity 1. Both ions Ca2+ and F are
located on special positions in such a way that all their coor-
dinates are xed (distance ¼ 2.3603 Å) and only two displace-
ment parameters and the scale factor are renable (see Table 3).
This also means that in this case, the wavefunction for HAR
does not need to be updated during the renement since the
atomic positions do not change.
Fig. 6(b)–(d) show unambiguously that the description of
CaF2 as an ionic salt with spherical ions is incorrect. There are
signicant charge concentrations in the deformation density
maps (Fig. 6(b) and (d)) and charge localization in the electron
localizability (ELI-D) map (Fig. 6(c)) directed along the Ca–F
interactions. Hence, non-spherical, bond-directed valence
electron density distribution caused by polarization, charge
transfer, and electron-density deformation play a signicant
role in the bonding in CaF2. In an analysis of the wavefunction
within the framework of QTAIM87 the atomic charges imply
signicant charge transfer from F to Ca2+ (+1.74 e (Ca) and
0.87 e (F)), there is a Ca–F bond critical point with an electron-
density value of 0.22 eÅ3 and a Laplacian value of 4.43 eÅ5, as
well as a delocalization index88 of 0.14, which can be interpreted
as the partial bond order.49 It remains to be claried by more
detailed follow-up studies to which extent covalency, d-orbital
population, or core deformation interplay to support the ionic
framework of the crystal structure. However, we note that
covalency and ionicity are not necessarily opposing forces but
might be two sides of the same coin.89,90
The maps in Fig. 6(b)–(d) are based on the theoretical cluster
wavefunction, and represent the input for the non-spherical
structure renement, most directly represented by the defor-
mation Hirshfeld density plots in Fig. 6(d), the difference
between the IAM and HAR densities used in the renement.
This information can be used according to ref. 91 to directly
show the signicance of the non-spherical signal in the X-ray
diffraction data, supporting similar ndings by electron and
g-ray diffraction.51,52 For this purpose, in Fig. 7 the difference
between the calculated Fc and the measured Fo structure factors
in both models IAM and HAR is plotted relative to their reso-
lution; weighted by their standard uncertainty s in Fig. 7(a) and
Fig. 7 Differences of observed and calculated structure factors versus resolution for CaF2 and L-Ala for the IAM and the HAR models.
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(b), or by their absolute magnitude in Fig. 7(c) and (d). The non-
spherical valence density signal is expected to be more relevant
for the low-order reections. Consequently, for a compound
such as alanine with many strongly covalent bonds, the IAM
shows large discrepancies between the measured and modeled
structure factors below ca. 0.8 Å resolution, whereas HAR does
not show such model insufficiencies probed by the experiment
(Fig. 7(b) and (d)). For CaF2, the same systematic effect is not as
strongly pronounced, but it is clearly present for the 8 to 10
lowest-order reections out of a total of 96 reections in this
data set. This shows that HAR can reveal the degree of non-
sphericity by model comparison with the X-ray diffraction
experiment directly, which was so far believed to be only
possible for the more precise convergent-beam electron
diffraction experiment. In turn, the model of spherical ions is
not suited to describe the ions in CaF2.49,50
The shortcomings of the IAM model impact on the rened
parameters because the neglected non-sphericity must be
absorbed by the weighting scheme and the atomic displace-
ment parameters. The coefficients of the weighting scheme are
a ¼ 0.0217 and b ¼ 0.3133 in the IAM, while the coefficients in
HAR are reduced to a ¼ 0.0175 and b ¼ 0.0607. This trend of
signicantly smaller weighting scheme factors is observed for
all other renements, as well. The two renable Uiso values are
0.00337(5)/0.00495(9) Å2 for Ca/F in the IAM, which change to
0.00325(7)/0.00488(9) Å2 if the simple 1/s2 weighting scheme is
used. The differences in HAR are slightly smaller: 0.00334(4)/
0.00505(6) Å2 vs. 0.00328(5)/0.00502(7) Å2.
4.2.2 Ammonium hexahydrohexaborate (NH4)2B6H6. For
(NH4)2B6H6, many different symmetric and asymmetric, large
and small clusters were tested for the wavefunction calculation.
As for CaF2, a minimal cluster that obeys the crystallographic
symmetry is sufficient for an accurate and precise HAR of the
borate anion of interest.
Here, a six-fold positively charged cluster with the central
borate octahedron neighbored by all 8 ammonium ions in the
Fig. 8 Final geometry and anisotropic displacement parameters at 80% probability level of ammonium borate (NH4)2B6H6 after HAR, showing (a)
the formula unit with the two symmetry-independent refined bond distances in Å, and (b) the molecular cluster used in the wavefunction
calculation. Electron localizability indicator ELI-D at contour intervals of 0.4 in a cut-plane (c) intersecting two pairs of opposite BBB faces, and (d)
in the central boron square.
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rst coordination sphere was used (Fig. 8(b)). Preliminary tests
with single-zeta basis sets resulted in inferior residual densities
and X–H distances (X ¼ N,B); only aer using a triple-zeta basis
set the renement improved considerably compared to IAM.
The renement using PBE/def2-TZVPP resulted in a signicant
drop in R-value and residual density (see Table 3) and gave
accurate N/B–H distances of 1.019(3) Å and 1.203(3) Å, respec-
tively (Fig. 8(a)). Reported values for N–H distances in ammo-
nium ions from neutron diffraction have an average value of
1.021 Å and a standard deviation of 0.037 Å.92 For any borane or
borate clusters, we nd only two single-crystal neutron diffrac-
tion studies in the literature yielding an average terminal B–H
bond distance of 1.195 Å with a standard deviation of 0.009 Å
over 14 symmetry-independent B–H bonds.93,94 For comparison,
the IAM fails to produce similar X–H distances: N–H 0.836(7)/B–
H 1.078(6) Å.
Accurate X–H distances are crucial for the derivation of
properties such as charge concentrations and localizations
related to the special bonding situation in boranes and borates.
As an example of possibilities inside Olex2 for bonding analysis
aer HAR, Fig. 8(c) and (d) show two different ELI-D maps as
cut-planes intersecting the B–B–B faces and in the central B–B–
B–B square. The ELI-Dmaxima are clearly outside the bond axes
and are delocalized around the boron polyhedron, which is in
line with previous theoretical calculations that show the ELF/
ELI polyhedron being dual/complementary to the structural
B6H6
2 polyhedron, within the theory of three-dimensional
aromaticity.57,95,96
4.3 Structures with heavy elements
The renement of hydrogen atom parameters in heavy metal
hydrides is one of the most challenging aspects of X-ray crys-
tallography. In fact, not only is the diffraction pattern domi-
nated by the heavy element,97 but truncation errors of the
Fourier series of the structure factors that are limited by reso-
lution also spatially occur in regions where the hydrogen atoms
are located. Therefore, to overcome these drawbacks, it is
necessary to collect both very high-quality low-order data to
capture the hydrogen-atom signal and high-resolution data to
reduce truncation errors.98 However, the experimental X-ray
diffraction data of compounds containing heavy elements are
very oen affected by systematic problems such as signicant
absorption and radiation-damage effects.39,99 Here, we test to
which extent a very sophisticated theoretical electron-density
model underlying the renement (see Section 2.5) can help to
interpret the diffraction pattern of the osmium hexahydride
OsH6(PC12H19)2.
In all HARs reported in Table 4, the Os–H distances were
rened freely, while some restraints on the hydrogen atom
anisotropic displacement parameters were applied, and one
hydrogen atom was rened isotropically. Extinction correction
was also applied during the renements. Calculations were
performed using the B3LYP, M06-2X, and PBE DFT functionals,
always with the DKH2 relativistic extension and the basis set
x2c-TZVPP. This series was repeated for a subset of the reec-
tions (pruned at d¼ 0.7 Å), as there is a signicant rise in Rint for
data beyond this resolution. In Table 4, the R-value, the residual
density minimum and maximum values, and the timing for the
QM step are compared. More details and model differences are
deposited as CIFs with the paper.
The geometry and the displacement parameters of the
renement using the full resolution are shown in Fig. 9. The
sum of covalent radii100 of Os and H is 1.61 Å, which is signi-
cantly longer than the distances resulting from the HAR
renement (Fig. 7(b), average 1.554 Å, average standard uncer-
tainty 0.014 Å). However, the corresponding neutron-diffraction
experiment yielded longer Os–H bonds, on average 1.649 Å.62
The isotropic IAM renement, in turn, yielded much shorter
Os–H bond lengths (1.510 Å). When the resolution cut-off from
0.58 to 0.7 Å was used, the average HAR-derived bond distance
and the average standard uncertainty remain constant at 1.555
Å and 0.015 Å. This means that the signicant difference in R-
value and maximum residual-density value located at the Os
core between the two resolutions (Table 4) are unrelated to the
Fourier truncation error and do not impact on the hydrogen
atom treatment. It is unclear whether the advantage of having
more information from higher resolution data or the disad-
vantage of compromising on the overall data quality by
including more high-resolution data prevail over the other.
In summary, the HAR results for those hydrogen atom
parameters in OsH6(PC12H19)2 that are bonded directly to the Os
atom are improved relative to the IAM results but are still
signicantly less accurate and less precise than those for
compounds involving only lighter elements. To understand
whether the insufficient match with the neutron-diffraction
derived Os–H bond lengths is caused by problems in the HAR
methodology or complications of X-ray diffraction experiments
on heavy-element containing species, we calculated and rened
a theoretical structure factor set of OsH6(PC12H19)2 based on the
neutron-derived geometry at the same level of theory as used in
HAR. A dynamic set of structure factors was obtained by
a combination of ORCA, the .tsc routine in NoSpherA2, and the
.fcf routine in Olex2 up to the same resolution (0.58 Å) as the
experimental structure factor le. In addition to the informa-
tion on the displacement parameters, the theoretical structure
Table 4 Comparison of HARs of OsH6(PC12H19)2 using different DFT functionals, extended with the DKH2 relativistic method and the basis set
x2c-TZVPP
Funct. res. B3LYP full B3LYP 0.7 Å M06-2X full M06-2x 0.7 Å PBE full PBE 0.7 Å
R1/% 1.94 1.20 1.93 1.19 1.92 1.19
Dr/eÅ3 1.210/0.708 0.592/0.317 1.210/0.681 0.581/0.318 1.167/0.686 0.583/0.317
t of QM step/s 639 1335 579
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factors include information on anomalous dispersion based on
the Sasaki table.102 Uncertainties were set to 0.001 of the
calculated intensities.
The structure was solved from scratch on the basis of the
theoretical structure factors. A subsequent IAM renement
resulted in shortened Os–H distances (av. 1.574 Å) in compar-
ison to the input structure (av. 1.649 Å). This means that the
IAM model is insufficient and cannot produce the input
parameters even for theoretical data. This is reected in the
residual density distributions depicted in Fig. 10(a) where
unmodelled Os–H bonding density and overestimated Os core
density is visible at levels as high as 0.58 and 0.26 eÅ3. Aer
HAR at DKH2-PBE/x2c-TZVPP with high integration accuracy,
coordinates and atomic displacement parameters agree exactly
to the last digit with the input values (see CIFs deposited
as ESI†), and the residual electron density has vanished
(0.003 eÅ3, see Fig. 10(b)). These results imply that the exper-
imental X-ray diffraction data and not the HAR model are the
reason for the inaccurate determination of the Os–H bond
lengths discussed above.
It is worth noting that the OsH6(PC12H19)2 measurement
used here is not of especially inferior quality, but rather repre-
sents a standard measurement as it is nowadays routinely ob-
tained for service measurements of coordination and
organometallic compounds. Therefore, we use this example to
have a closer look at the problem of truncation effects caused by
limited resolution because it was shown recently in ref. 98 that
even at resolutions as high as d ¼ 0.20 Å, core and outer-core
electron-density distributions of a mercury hydride cannot be
reproduced at all from structure factors, regardless of the
sophistication of the quantum-crystallographic model.
Fig. 10(c) shows a detailed view of the electron-density map
obtained by the Fourier transform of the structure factor set
calculated for the Os hydride at d ¼ 0.58 Å resolution. The area
around the nucleus is highly positive (in fact so highly positive
that the values cause some trouble for the color mapping).
Further out, two shells of highly negative electron density values
(red and yellow) are separated by another highly positive shell
(blue). These are the so-called Fourier truncation ripples, and it
is worth remembering how severe the effect is, with highly
signicant physically meaningless negative electron-density
areas near the core of the heavy element. The third shell of
positive electron-density values (light blue) is still as high as 5 to
10 eÅ3. It is located at a distance of about 1.5 Å from the Os
nucleus and therefore overlaps with the hydrogen atom electron
densities, which makes the localization of hydrogen atoms
bonded to heavy elements and the renement of their param-
eters so difficult.
These truncation ripples cannot be avoided due to the nature
of the X-ray diffraction experiment and its resolution limitation.
They can only be mitigated by extremely high resolution which
is not available at home sources so far; and at synchrotron
sources, radiation damage becomes much more likely to occur.
Whenever there are small errors in the Fourier series of the
calculated structure factors, the steep gradients between the
highly positive and negative electron density regions cause huge
errors and consequently large residual electron density effects.
Therefore, a much better understanding of the physical back-
ground of effects such as absorption, uorescence, radiation
damage, anharmonic motion, thermal diffuse scattering, and
other systematic effects impacting on heavy elements is needed,
leading to more sophisticated correction procedures39,97,103 and
improved diffractometer hardware and soware technology.
5 Settings/experimental part
5.1 Soware details
To make the renements convenient, a NoSpherA2 Graphical
User Interface (GUI, Fig. 2) was added to the “Rene” tab inside
the Olex2 GUI which appears once the NoSpherA2 tick-box is
Fig. 9 (a) HAR-refined molecular structure of OsH6(PC12H19)2 with the DKH2-PBE/x2c-TZVPP model at full resolution. (b) Coordination
geometry of the Os atom with the freely refined distances to the six nearest hydrogen and two nearest phosphorus atoms. All displacement
parameters are displayed at 80% probability level.
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activated. “Update Table” asks for the source of the .tsc le. For
HAR, this means that either the QM soware for the .tsc
generation or an existing .tsc le must be chosen to be used in
the least-squares renement. The remaining user-specied
options concern settings for all of the three major job steps.
Basis sets and methods are pre-selected according to the QM
soware choice. PBE/def2-SVP is the minimal level for quick
and yet reliable results. Most results in this paper are based on
PBE/def2-TZVPP, because the PBE-GGA density seems to be well
suited for the HARs,101 whereas higher basis sets seem to be
necessary for accurate atomic displacement parameters.37
Hartree-Fock or hybrid methods such as B3LYP are also avail-
able. In principle, all kinds of levels of theory are possible in the
input section of the QM code if the resulting electron density
can still be evaluated on a Becke grid. The accuracy of Becke
grids, both in the QM step and in the Hirshfeld atom parti-
tioning, can be set. The application of a relativistic Hamiltonian
is possible when activating the “REL” tick-box. More details on
the treatment of heavy elements are discussed in Section 2.5.
The nal renement result is independent of the QM so-
ware used, but different QM programs provide different sets of
features. If Tonto is chosen, a cluster of self-consistent Hirshfeld
point charges and dipoles can be used to simulate the crystal
eld, and the radius of this cluster can be specied in the GUI. If
ORCA is chosen, the resolution of identity (RI) and chain of
spheres (COSX) approximations in meta-GGA functionals speed
up the calculations without loss of accuracy of the renement
results. They are set by default, but the convergence threshold
and convergence strategy can be controlled. Computational
resources (number of CPUs and memory) can be allocated and
might result in different gains of calculation speed in the
different QM codes. In the future, we envisage the possibility to
send calculations from the NoSpherA2 GUI to a supercomputer
infrastructure for further speed gains.
Crystallographic options concerning the hydrogen atom
treatment in the renement are only convenient switches since
the least-squares procedure is controlled via the Olex2 GUI in the
same way an IAM Shelxl or olex2.rene renement is controlled,
including all the options such as riding models or restraints.
Here, the tick boxes “H Aniso” will set all the hydrogen atoms to
anisotropic displacement parameters at the start of the rene-
ment, and “No Ax” removes all the previously xed hydrogen
atom parameters to ensure that HAR renes all parameters freely.
“DISP” automatically adds Df0 and Df00 values for the anomalous
dispersion correction from the Sasaki table102 according to the
wavelength specied in the input .ins or .cif les.
Fig. 10 Residual electron density after refinement against theoretical structure factors in (a) IAMmodel and (b) HARmodel. (c) Electron density as
the Fourier transform of the theoretical structure factors in the vicinity of the Os atom, showing Fourier truncation ripples. Three different
contour intervals (see text). Color scale in eÅ3. Displacement parameters at 80% probability level.
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The calculation of grids is based on preselected levels of
accuracy (low, normal, high, max; tick-box “Integr. Accuracy”,
see ESI† for more details), of which “normal” is usually suffi-
cient, but “high” was used to reproduce the atomic electron
density of the isolated osmium atom (Z¼ 76) with an integrated
accuracy of better than 0.0001 e. According to the choice of
integration accuracy used here for the atomic form factor
calculation, a corresponding accuracy will also be selected for
the wavefunction calculation in the QM soware.
All HARs presented in the Results and Discussion part
(Section 4) were carried out with the following settings: source
of .tsc: ORCA; basis set: def2-TZVPP (except Os where x2c-TZVPP
was used); method: PBE; relativistics: not used (except for Os);
SCF Conv. Thresh.: NormalSCF; SCF Conv. Strategy: Normal-
Conv; H Aniso: activated (if not mentioned otherwise); No Ax:
activated; updated Shelxl-type weighting scheme: activated;
automatic HAR; Integr. Accuracy: high; EXTI: not activated;
DISP: activated. Cluster charges were not used for the simula-
tion of the crystal eld. Only for validation purposes and for the
Os-containing compound, settings were varied. Other rene-
ment details are shown in Table 3 as well as in the Crystallo-
graphic information les deposited with the Cambridge
Structural and Inorganic Crystal Structure Database (CCDC-
2034385 to 2034389, 2035147 to 2035148).
The setup for benchmarking the heavy element renements
was a 4-core 2.81 GHz hyperthreaded laptop with 16 GB RAM
and no solid-state drives using 7 threads for ORCA. A signicant
part of the calculation was the evaluation and saving of rela-
tivistic integrals, which is similar for all functionals (approx.
125 s in these calculations). Apart from that, the PBE calculation
was signicantly faster than the MO6-2X calculation (161%
longer), and still faster than the B3LYP calculation (13%
longer). Furthermore, the results of the renement using PBE
are very similar to those of the more sophisticated functionals,
so the use of PBE for all-purpose renements is suggested, even
when heavy elements are involved. In contrast, the application
of relativistic corrections is imperative, and all-electron x2c
basis sets lower than triple-zeta are not recommended. There-
fore, all results discussed in Section 4.3 refer to DKH2-PBE/x2c-
TZVPP HARs.
5.2 Origin of datasets and synthesis of compounds
For the validation part (Section 3), previously published X-ray
structure factors of L-alanine (L-Ala)104 and glycyl-L-alanine
(Gly-L-Ala)32 were used. For comparison, the results of neutron-
diffraction studies at the respective same temperatures were
used, from ref. 39 for L-Ala, and from ref. 105 for Gly-L-Ala. X-ray
structure factors of the CO2-hydroquinone clathrate (HQ-CO2)
were taken as deposited in the Cambridge Structural Database
belonging to ref. 46, whereas those of the tetrahydropyrido[2,3-
b]pyrazine derivative (THPP) stem from ref. 48.
The CO2 molecule in HQ-CO2 is located in a special crystal-
lographic position. For the wavefunction calculations, we con-
structed a cluster of 12 hydroquinone molecules around the
trapped CO2 molecule enclosing the void (Fig. 4), but only
a fraction of that cluster was rened as the crystallographic
asymmetric unit, which consists of half a molecule of hydro-
quinone and half a CO2 molecule ( 2Z ¼ 9, Z0 ¼ 0.5 formula units.
A high-resolution X-ray diffraction experiment of CaF2, ob-
tained as a small single-crystal from a uorite mineralogical
sample, was performed in-house on a Rigaku Synergy-S
diffractometer equipped with a Hypix6000 detector at 100 K
using Ag-Ka radiation. A single-crystal of ammonium hexahy-
drohexaborate (NH4)2B6H6 was synthesized for this study
according to the procedure described in ref. 106 to yield the
hexaborate anion as a sodium salt and subsequently yielding
(NH4)2B6H6 aer aqueous workup at pH 10 with ammonium
chloride in solution. Single crystals were obtained by evapora-
tion of the solvent aer ltration. It was measured to high
resolution using a Rigaku Synergy diffractometer equipped with
a Pilatus 300 K detector at 100 K using Mo-Ka radiation. The
compound bis(diisopropylphenylphosphine) hexahy-
dridoosmium, OsH6(PC12H19)2, was synthesized according to
ref. 84 a suitable single crystal was measured to medium reso-
lution on a Rigaku SuperNova EosS2 diffractometer with a CCD
detector at 120 K using Mo-Ka radiation. Further crystallo-
graphic and measurement details are given in Table 2 and S1.†
6 Conclusions and outlook
In this work, we have generalized ‘non-spherical structure
renement’ so that any avor of quantum-crystallographic
crystal-structure treatment can be linked with the established
and modern free soware Olex2, and specically with its
comprehensive renement engine olex2.rene. The capabilities
of NoSpherA2 are demonstrated here for the example of Hirsh-
feld Atom Renement, which can now be applied to disordered
structures, inorganic periodic network compounds including
salts, and compounds containing heavy elements. These
developments also open HAR to the elds of protein crystal-
lography, as well as inorganic and metal–organic materials. In
this respect, as a core chemical result, we demonstrate that
there is a strong directional dependence of bonding and non-
sphericity of electron density in uorite CaF2, although it is
generally assumed that it consists of spherical ions. We will
investigate this point further by applying non-spherical rene-
ments to other ionic species.
HARs in NoSpherA2 are signicantly faster than previous
implementations of HAR and oen more accurate. In principle,
any modern quantum-mechanical soware can now be used for
the theoretical steps, demonstrated here by the use of ORCA,
which is a QM soware freely available for academic use. The
PBE DFT method with triple-zeta basis sets is recommended for
a good balance between accuracy and speed. This is even true
for heavy transition metals, where relativistic extensions are
necessary. NoSpherA2 also enabled us to pin down the problems
in the crystallographic renement of heavy elements and show
pathways for further developments in the eld.
Since the format le underlying NoSpherA2 is entirely
general, interfacing Olex2 with other avors of X-ray non-
spherical structure renement is simple and straightforward.
First tests have been made for the HAR-ELMOmethod39 and the
multipole databank soware Discamb.29 Moreover, any of these
This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, xx, 1–18 | 15
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kinds of non-spherical structure renement are not restricted to
X-radiation. First tests towards the non-spherical renement of
electron-diffraction data have been made inside and outside107
NoSpherA2.
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60 L. Bučinský, D. Jayatilaka and S. Grabowsky, J. Phys. Chem.
A, 2016, 120, 6650–6669.
61 C. Gao, A. Genoni, S. Gao, S. Jiang, A. Soncini and
J. Overgaard, Nat. Chem., 2020, 12, 213–219.
62 P. W. Frost, J. A. K. Howard and J. L. Spencer, Acta
Crystallogr., Sect. C: Cryst. Struct. Commun., 1984, 40, 946–
949.
63 J. A. K. Howard, O. Johnson, T. F. Koetzle and J. L. Spencer,
Inorg. Chem., 1987, 26, 2930–2933.
64 (a) GUI: O. V. Dolomanov, L. J. Bourhis, R. J. Gildea,
J. A. K. Howard and H. Puschmann, J. Appl. Crystallogr.,
2009, 42, 339–341; (b) Renement engine olex2.rene:
L. J. Bourhis, O. V. Dolomanov, R. J. Gildea,
J. A. K. Howard and H. Puschmann, Acta Crystallogr., Sect.
A: Found. Adv., 2015, 71, 59–75.
65 L. Midgley, L. J. Bourhis, O. V. Dolomanov, N. Peyerimhoff
and H. Puschmann, 2019, arXiv:1911.08847.
66 L. Midgley, L. J. Bourhis, O. V. Dolomanov, S. Grabowsky,
F. Kleemiss, N. Peyerimhoff, H. Puschmann, Nonspherical
Structure Renement (NoSpherA2) in olex2.rene: A
Mathematical Analysis, in preparation 6 7.
67 F. Neese, Wiley Interdiscip. Rev.: Comput. Mol. Sci., 2012, 2,
73–78. For Version 4.0 and above also: F. Neese, Wiley
Interdiscip. Rev.: Comput. Mol. Sci., 2018, 8, e1327.
68 M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria,
M. A. Robb, J. R. Cheeseman, G. Scalmani, V. Barone,
G. A. Petersson, H. Nakatsuji, X. Li, M. Caricato,
A. Marenich, J. Bloino, B. G. Janesko, R. Gomperts,
B. Mennucci, H. P. Hratchian, J. V. Ortiz, A. F. Izmaylov,
J. L. Sonnenberg, D. Williams-Young, F. Ding,
F. Lipparini, F. Egidi, J. Goings, B. Peng, A. Petrone,
T. Henderson, D. Ranasinghe, V. G. Zakrzewski, J. Gao,
N. Rega, G. Zheng, W. Liang, M. Hada, M. Ehara,
K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida,
This journal is © The Royal Society of Chemistry 2020 Chem. Sci., 2020, xx, 1–18 | 17

























Determination of Accurate Atom Parameters from X-ray Diffraction using Non-Spherical Atomic Form Factors
95
T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven,
K. Throssell, J. A. Montgomery, Jr., J. E. Peralta,
F. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers,
K. N. Kudin, V. N. Staroverov, T. Keith, R. Kobayashi,
J. Normand, K. Raghavachari, A. Rendell, J. C. Burant,
S. S. Iyengar, J. Tomasi, M. Cossi, J. M. Millam, M. Klene,
C. Adamo, R. Cammi, J. W. Ochterski, R. L. Martin,
K. Morokuma, O. Farkas, J. B. Foresman, and D. J. Fox,
Gaussian 09, Revision D.03, Gaussian, Inc., Wallingford C.
T., 2016.
69 P. Pollak and F.Weigend, J. Chem. Theory Comput., 2017, 13,
3696–3705.
70 A. Wolf, M. Reiher and B. A. Hess, J. Chem. Phys., 2002, 117,
9215.
71 R. Bast, Numgrid: Numerical integration grid for
molecules, DOI: 10.5281/zenodo.3746461, 202089 .
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3.2 Averaged Interaction Energies (aIE)
The calculation of averaged interaction energies is based on a bash-script (see Listing B.1 in the appendix) that
automatically breaks a series of large .xyz files into smaller pieces. It starts from a MD simulation that contains
the trajectory of individual fragments, adds hydrogen atoms to saturate the backbone of the amino acids and
performs wavefunction calculations on them. Then Tonto is called in order to calculate the four energy terms of
interaction energies as mentioned in equation 2.92 corresponding to electrostatic, dispersion, polarization and
repulsion energy on the basis of the calculated wavefunctions. [396, 436, 437]
This aIE script expects all fragments named in the fragments variable to have a .xyz file in the current working
directory, the ligand geometry and a compiled Tonto executable to be present in the folder, as well as a PBS
queuing system, where all jobs will be submitted. This PBS system is required in the presented version, while
an offline version was also implemented but not used during the course of this thesis. This offline version
circumvents the necessity of a computer cluster, but drastically increases the computational load on the single
computer. After the calculations finished, a summary of energies can be obtained using the script given in
Listing B.2 in the appendix. It would also be easy to include different software for the QM calculation, e.g.
ORCA or pySCF, which would then require a quick conversion of the output files into the .fchk format, as this is
the only format Tonto can read for this analysis, which would not be problematic using cuQCrT or a subset of its
functions. This was not done here, since Gaussian09 was available. [438]
Figure 3.7: Visualization of the four water molecules
used for the ab-initio MD. Molecules are color coded
and labelled with the number used to refer to them.
Molecule 1 (red) was used as the reference molecule, for
which the interaction energy with all other molecules
was evaluated.
The resulting files disp.ener, ele.ener, pol.ener and rep.ener
contain a comma separated list of all energies throughout the
simulation for each residue given in the fragments variable.
It can be conveniently converted in a spreadsheet to perform
analysis and visualization later on. A level of theory for
the wavefunction calculation of B3LYP/6-31G(d,p) was
chosen for this test, reflected by the correpsponding lines
in the aIE script as seen in appendix B.1, to match the
CrystalExplorer settings and reported scaling factors for
total interaction energies. [289, 396, 423] Total energies,
which are usually only computed by Crystal Explorer based
on the values read from the Tonto output, are obtained by
importing the .ener files as .csv (=comma separated values)
into a spreadsheet software and performing the sum of the
four different contributions based on the pre-defined scaling
factors matching the selected level of theory. In this case of
B3LYP/6-31G(d,p) the total energy results as:
ETot = 1.057Eele + 0.74Epol + 0.871Edis + 0.618Erep.
To show how the resulting energies might be interpreted
an ab-initio MD of four water molecules (see Figure 3.7)
was performed using ORCA on a level of theory of RI-PBE-
D3BJ/def2-SVP with a CPCM model for water to simulate
at 300 K for 2.1 ps using a time step of 1 fs. The geometry
was saved every 10 fs and used as input for the scripts. A cluster of 4 molecules was chosen to force the
molecules into unfavoured interactions, since in normal ice water would form 6-membered rings of molecules.
This arrangement should introduce enough motion to give an insight into how they will be depicted by the
evolution of interaction energies over time and their averaging. The evolution of the different energy contributions
is visualized in Figure 3.8.
The geometrical arrangement of the four molecules has a direct correlation with the distribution of the energy
terms among the three interaction energy plots. While moelcule 2 and 3 shown significantly higher absolute
97
Section 3.2










































Water 2 Water 3 Water 4
















Water 2 Water 3 Water 4
Disp -4.6(4) -4.5(6) -1.3(4)
Ele -54(13) -51(12) -4(2)
Rep 74(23) 70(21) 0.5(3)
Pol -12(2) -11(3) -0.39(10)
Tot -24(4) -22(5) -5.7(17)
Figure 3.8: Plot of interaction energy contributions and total interaction energy for the water example over time and table
of averaged contributions and total scaled energy in kJ mol−1 with standard deviations.
values of energies in both directions, attractive and repulsive the realtively distant molecule 4 has comparably
small absolute values in terms of energy contributions. The dispersion and electrostatic energy for molecule 4
are only approximately 25 % of the corresponding energies between molecule 1 and 2 or 3, respectively. The
polarization and repulsion terms for molecule 4 are nearly zero. The same energy terms are very significant for
the other two interaction partner.
In all energy plots the energy is never a constant line but highly affected by more or less periodic fluctuations.
These fluctuations might have a simple origin: The thermal coupling of the simulation rescales atomic velocities
in certain time intervals and therefore forces atoms to move away or closer to each other than the forces acting
in the system would dictate. This mechanism is, however, required in such a small simulation system to make
sure the temperature stays sufficiently constant throughout the simulation. A less technical explanation of
these effects might be the fluctuation of the arrangement of the four molecules. This arrangement forces the
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water molecules to interact with a certain amount of strain in the system, since a 4-membered arrangement of
water molecules is not energetically favourable. Therefore the big jumps in energies, that occur in many cases
simultaneous between the two closest water molecules might be a result of geometrical strain. To elucidate
further on this a more extended study needs to be conducted.
The averaged energies over this simulation show that even though major fluctuations and time dependent
energetic extremal situations are observed the averaging allows estimation of the overall interaction energy which
is identical within deviations between water molecule 1 and molecules 2 and 3. In addition the approximately 75
% lower interaction energy between water molecule 1 and 4 shows that even minor interactions over a longer
range can have a significant contribution that is higher than the thermal fluctuation. These findings are a proof of
concept for the investigations performed in sections 5.2.10 & 5.2.14.
3.3 The CUDA-accelerated Quantum-Crystallographic-Toolbox (cuQCrT)
The work on differences in effects onto the electron density and potentials from different environments and
the evaluation of properties from wavefunctions obtained by different programs, especially Tonto for XWR, a
software was written that could handle these various tasks. Its name is the acronym for the CUDA-accelerated
Quantum-Crystallographic-Toolbox (cuQCrT). This software was written from scratch and only parts referring
to the evaluation of wavefunctions were referenced against Tonto, Multiwfn or nciplot. [153, 439, 440] The main
applications can be summarized in the following points:
1. Conversion of .wfn or .wfx files into .fchk files (based on input from Alessandro Genoni on the syntax of
the .fchk file)
2. Calculation of properties based on a .wfn/.wfx file for a complete molecule
3. Calculation of averaged properties based on MD or QM/MM trajectories
4. Calculation of bond- or atom-centered and scaled areas of properties from a .wfn/.wfx file
5. Working with .cube files (manipulation, analysis, comparison etc. based on input from Emmanuel Hupf
on the initial drafts of .cube comparison routines)
These features, especially making the wavefunction obtained by XWR using Tonto available to the much more
widespread Gaussian file format .fchk, were a crucial step towards the development of Complementary X-ray
constrained Bonding Analysis, as introduced in section 1.3 and allowed the fast implementation of NoSpherA2
using the existing framework for wavefunction handling and property calculations.
The question whether there is a need for another software (compare DGrid, Multiwfn, NCIplot etc. [439–441])
capable of file conversion and calculation of properties might arise. The major advantage of cuQCrT is the
CUDA acceleration. This is a framework for programming in different languages to make use of the GPU, which
is a highly parallel computational setup that can perform many calculations simultaneously in a parallel manner
on graphics cards. [442] This allows the evaluation of properties from a wavefunction, to give one example, to
be done in a much shorter time compared to the best optimized CPU code on the newest model, due to the sheer
amount of processing units present on consumer GPUs. While the evaluation of scalar fields based on a single
geometry like the reduced density gradient based on a complete protein like the once presented in section 5.2.14
takes approximately 8 hours on a quad-core CPU the calculation of 1000 different scalar fields using the same
input geometries and averaging of the fields took approx. 20 hours on a better consumer GPU (GeForce 1080Ti).
3.3.1 Preparation and Conversion of Wavefunction Files
The conversion of a .wfn file into a .fchk file is a key step to perform complementary bonding analysis (CBA),
as this file format is read by most programs or can easily be transferred into one. Prof. Alessandro Genoni
provided a Fortran code, that could transfer the MO coefficients into the format and order needed in a .fchk file
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and calculate the density matrix that is also needed, which can be manually inserted into an existing .fchk file.
However, the .wfn usually only contains occupied orbitals. This would be compensated by putting 0 for all other
MO coefficients of virtual orbitals. But especially for NBO analysis this is not useful, as virtual orbitals are
mixed with occupied ones. Therefore a modified version of the .wfn format was introduced as output from Tonto,
which also contains the virtual orbitals: the .ffn. The code from Prof. Genoni was modernized and adapted in
cuQCrT to write a full .fchk file fully automatically.
The first version of an implementation managed this by running a Gaussian09 [438] job locally or using an
existing .fchk file and inserting the calculated information. The current implementation provides the complete
file independently, filling in all missing information like atomic masses, basis function information taken from a
Tonto basis-sets folder and also sorting the MO coefficients of other quantum mechanical software, as each code
has a different order for primitives of higher angular momentum.
The resulting .fchk can be used e.g. to perform NBO-, [189–191] QTAIM- [177, 178] or ELI-analysis. [186, 187]
Bsically all methods, except EDA, which are mentioned in section 1.3 are available using this file. For QTAIM-
and ELI-software [441, 443, 444] the .wfn or .wfx files are in principle suitable, but NBO [445] requires its own
input file, which can be generated using Gaussian routines which are shipped with the software. First the unfchk
routine is called to transfer the formatted human-readable file into the binary version readable by the code and
then the script shown in listing 3.1 can be used to generate the .47 file which is the wavefunction archive used by
NBO-software. It is planned to write conversion routines to directly write the .47 file using cuQCrT, but so far
this is not yet implemented. It has to be emphasized that only using the .ffn file will work with NBO-software, as
the unoccupied orbitals are needed to form linear combinations of orbitals.
Listing 3.1: Gaussian Input file for reading in a wavefunction and performing NBO.
%chk = . / FILENAME . chk
#HF / ChkBasis geom= a l l c h e c k g u e s s =( read , on ly ) d e n s i t y = c h e c k p o i n t pop= nbo6read
↪→ nosymm 6d 10 f
$nbo a r c h i v e f i l e =OUTPUTNAME $end
3.3.2 Real Space Properties
The analysis of real space properties and their partitioning into atomic contributions, basins or bond regions
based on topological analysis is not only appealing due to the description in three dimensional space, but also
allows intuitive visualization of phenomena. It is common to use meshes or grids of points to evaluate the value
of the scalar fields of these properties and use these to draw surfaces of equivalent values or to analyze their
spatial distribution based on topological analysis of these discrete grids.
An algorithm to perform topological analysis of a scalar field was implemented in cuQCrT based on an
implementation of a literature procedure by Tobias Borrmann. [446] The implementation was extended by me
to accommodate any size of scalar fields and to work automatized in order to associate the basins found with
atoms inside them in case of the scalar field of the electron density. It allows individual print-out of each basin
as selected and could be extended to perform a basic implementation of QTAIM analysis.
The calculation of grid based data is evolving around the calculation of φa and its derivatives at each point
in space in a iso-distant point sample. This problem can be iterated in nested loops. This is the case since
firstly, the grid properties are completely independent of each other and, secondly, each MO φa is a sum of
AO contributions (compare equation 2.32). The values of φa are calculated in a loop iterating over all atom
primitives χµ, calculating their value and the first and second derivatives, as a vector of size 10 (1 for its value, 3
for first derivatives in each spacial direction, 6 for second derivatives including mixed derivatives) and summing
them into the corresponding values and derivatives of φa. Afterwards, density ρ, gradients ~5ρ and Hessian4ρ
at each point in the grid (i, j, k) are calculated as a sum over all MOs using the ath MO occupation number na,
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The position in space necessary to calculate these values for each grid point is given by the index of the gridpoint
(i, j, k), the origin of the cube ~r0 and the 3x3 matrix of unit vectors M, defining the orientation, shape and grid
spacing of the cube, in the following manner:




The nature of these calculations allows various implementations of parallelism. In cuQCrT, the acceleration
of GPUs is achieved employing a 2D-mapping of the problem onto the multiprocessor units of the GPU,
by spreading the outer loops of grid indices i and j as threads and blocks, respectively, and calculating the
last loop over k of grid points in a pillar along the third axis within this thread. This is beneficial, even if
it requires transport of the complete information of the wavefunction to the GPU. The clock frequency of
GPUs is significantly lower to that of CPUs, but since the average consumer GPU has between 640 to 3500
cores which can calculate independent tasks making the gain in speed overcompensate the slower clock-speed
manifold. Although the CUDA code is only applicable to graphics cards of the manufacturer NVIDIA, the type
of task separation is also achievable by other implementations of GPU-usage. The OpenCL language should
be mentioned in this context, as is allows the shipping of code for various brands of architecture and also for
heterogeneous architecture, that is mixed use of CPU and GPU resources without the necessity to know at
compile time which hardware is present. [447] This allows the generation of more widely applicable code, but
requires more detailed programming and is more difficult to learn, which is why CUDA implementation was
done in this work. A basic layout of these calculations calculating e.g. all mentioned derivatives of the electron
density would look like the pseudo-code Algorithm 3. The required reading of wavefunction files, organization
in data structures, estimation of cube size and orientation, the evaluation of option selection and menu structure,
as well as output of results were skipped for clarity.
Electron Localization
The computation of Electron Localization and Localizability, accessible through the calculation of ELF and
ELI-D, as defined in equations 2.90 and 2.91, can then be carried out easily, since all necessary values of
gradients and density are accessible.
Reduced Density Gradient
The reduced density gradient and the signed electron density, needed for the NCI, are calculated according to




Algorithm 3 Pseudocode for calculation of grid based density properties of ρ. i,j,k are indices of calculated grid
point. r is the coordinates in real space for this grid point, r0 is the position of point indexed 0,0,0. M is the
matrix of unit vectors for the grid, µ a primitive of a wavefunction used for the calculation. rµ is the position
of atom with primitive µ, cµ is the coefficient of this primitive and na is the occupation of MO a. ~5~5
T
is the
notation for a 3x3 matrix containing all second derivatives in three dimensional space.
for i← 0, imax do
for j← 0, jmax do
for k← 0, kmax do
r← r0 + M · (i,j,k)
5: for all µ← 0, µmax do
d← r − rµ
χ← value of GTO/STO
~5χ← derivatives in x,y,z of χ
~5~5
T
χ← [3][3] second derivatives in x,y,z of χ
10: for all a← 0, nMO do
φa += cµ * χ
~5φa += cµ * ~5χ
~5~5
T





for all a← 0, nMO do
ρ(i,j,k) += na * pow(φa,2)
~5ρ(i,j,k) += 2 * na * φa * ~5φa








The calculation of the ESP is separable into two problems, one being rather simple, namely the calculation of
nuclear contributions to the total potential, the second one being rather complicated, since it is highly demanding
in terms of computational power, as the integral over the electron density requires a double loop over the AOs,
which scales to a upper-triangular square of the number of AOs.
3.3.3 Bond Based Calculation of Properties
Due to the ambiguity of the definition of a chemical bond in the context of wavefunctions, as mentioned in the
introduction, but the impressive success of the concept of chemical bonding, the analysis of wavefunctions in
terms of localized interactions resembling bonding was suggested based on complementary bonding analysis.
[172–175, 392, 424]
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Figure 3.9: Visualization of the position-
ing of the cube wherein the grid of real
space properties is calculated. The local
coordinate system is shown in relation to
atoms 1,2,3, the box represents the front
view of the cube to be considered.
In this thesis, the effect of environments onto the molecular properties
was investigated using the bondwise difference of the electron density
or electrostatic potential. These quantities were calculated by cuQCrT
on a grid that uses the vectors between three atom positions in Cartesian
space to define origin and orientation of the cube to calculate. The
size of the region to calculate is either selected in absolute length or
in multiples of the bond length (modulus of the vector between atom
1 and 2). The number of gridpoints is either specified explicitly (e.g.
200 gridpoints along the x-axis) or selected by a resolution (e.g. 0.01
Å distance between gridpoints). This idea of scaling of boxes was
introduced during the master thesis "Crystal and enzyme environmental
effects on the electron density of a cysteine protease inhibitor model
compound". But in this thesis it is implemented in cuQCrT, which can
calculate these values independently of external software, based on any
.wfn/.wfx-file. The orientation of the cube among the three atoms is
visualized in Figure 3.9.
3.3.4 Orbital Space Analysis
The analysis in orbital space, which is the basis for, e.g., NBO (see
section 2.3.7) or RGBI (see section 2.3.8), allows understanding of
bonding in terminology of bond orbitals. The framework of NBO, namely Natural Population Analysis (NPA),
Natural Localized Molecular Orbitals (NLMO) [189] and NRT [449] was analyzed using NBO Version 6.0. [445]
The resulting wavefunction of XWR is used as input, translated by cuQCrT into a formatted checkpoint (.fchk)-
file (see section 3.3.1). Then the standalone version of NBO can be used.
The calculation of RGBI was performed using Tonto, reading the wavefunction either directly from Tonto-internal
file formats or a .fchk-file, obtained from cuQCrT reading the .wfn-file.
3.3.5 X-ray Constrained Complementary Bonding Analysis
The calculation of properties and bonding indicators from wavefunctions provides deep insight into the chemistry
of a molecule. However, they are limited by the theoretical model implemented. The most common type
of calculations is performed in vacuo, that means without any interaction with the environment. This would
coincide with the simulated entity being the only particle in existence. This major assumption is sometimes
tried to overcome by a simulation of the environment by either explicit or implicit models of the environment.
If a situation in solvation is modeled, usually a conductor like model is used [450] to calculate the field and
polarization experienced by the electrons in the wavefunction based on a continuous dielectric constant that
should mimic the effect of a solvent. This approach is computationally not very costly, but also neglects any
explicit interaction like hydrogen bonds or dispersion contribution of neighboring molecules.
A different approach is to explicitly include solvent molecules, which can then describe the interaction with the
molecule under investigation much more precisely, but at the cost of many more basis functions to be evaluated
in the SCF procedure, which is computationally very costly. The QM/MM approach can provide a mixture of
both: The molecule experiences directed charges and dispersion forces through the description of the force field,
while the number of basis functions remains unchanged.
For the description of crystalline matter, the situation is more complicated. Since the forces acting inside the
crystal are of much higher magnitude than in other environments, [451, 452] the description requires more
sophisticated approaches. Periodic boundary conditions require a modification of the mathematical framework
to include these periodic constraints in the basis sets. But if XWR is used to derive a wavefunction, which
includes information from measured structure factors of a diffraction experiment of a single crystal, the resulting
calculated properties from this wavefunction might include additional information from the experimental data
that were not introduced with the quantum mechanical method. This method might give insight into effects
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that would otherwise be extremely costly in terms of computational effort. One example is electron correlation,
usually only correctly modeled using high level post-HF methods, while the information is included in the
electron density of the crystal (see section 2.2.3.3). A different effect that is not easy to model with conventional
methods is the periodic behavior and polarization on the density of the wavefunction using non-periodic basis
functions and methods. Only computationally costly (pseudo-)periodic calculations can model these a priori,
while XWR might be able to extract them from experimental data, as will be shown later for both EC and
polarization (see section 4.1.4).
For X-ray constrained CBA it is crucial to have access to the calculated wavefunctions from XWR. Here cuQCrT
builds a bridge and makes these investigations possible employing all methods discussed in section 1.3. Their





Applying Quantum Crystallography for
Complementary Bonding Analysis
4.1 Experimental Electron Correlation, Exchange Correlation Potential and
Polarization Obtained from X-ray Wavefunction Refinement
This section is based on an unpublished draft of a publication called "Experimental Electron Correlation and
Polarization Obtained from X-ray Wavefunction Refinement". The first author of this manuscript, Dr. Emanuel
Hupf, gave his permission to use figures and discussions from the paper draft, which were partially generated
using my code or by Dr. Hupf and PD Dr. Grabowsky. The discussion of this manuscript predates many parts of
my work and is highly relevant for the analysis reported in this thesis since it allows important conclusions about
XCW.
The purpose of this study is to elucidate the possibility and extent of recoverable physical effects contained in the
structure factors using XCW. Many effects are interfering inside a crystal, and this affects the electron density
distribution, which therefore can not be correctly described by a pure HF-ansatz for the calculation of structure
factors. Two major components are Electron Correlation and Polarization. These two effects can, however,
be quite well modelled by sophisticated theoretical models and therefore their magnitude and spread in space
understood from a theoretical point of view. On the downside, these sophisticated calculations are very time
consuming and still can only model their respective assumptions. Whether these effects are obtainable from the
structure factors of a crystal lattice has already been discussed, [453–457] but these studies only investigated
one of the effects and were only taking into account the theoretically calculated structure factors for the case of
electron correlation. Here we show that the experimental data can yield similar effects as the theoretical data and
that the separation of effects is possible based on a selection of assumptions in the used ansatz. The study can be
separated into two parts:
(i) Theoretical wavefunctions were computed using a quantum mechanical ansatz that contains a certain
effect (Correlated Hamiltonian or polarized environment through periodic boundary conditions during
the calculation) and subsequently a pure HF-XCW was performed to retrieve the effect from a set of
calculated structure factors
(ii) experimental data was used with a combination of different effects included in the quantum mechanical
ansatz to model the remaining effects and to check whether the correct effect can be reconstructed. All
calculations of this section were performed using the pob-TZVP basis set, which is part of the CRYSTAL
software package. [458]
Two XCW fittings for each effect were performed for each resolution using different methods to investigate the
possibility of XCW to cope with the differences: the first calculation was performed using a pure HF method,
which will not contain any effect of electron correlation or polarization. The second calculation was performed
using an approximated description of each effect. For electron correlation this calculation is based on the GGA
DFT-functional BLYP (compare section 2.2.3.4). This functional has an explicit term to account for electron
correlation. Polarization is approximated by the use of an explicit cluster of point charges and dipoles based on
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the Hirshfeld stockholder partitioning. These are calculated from an initially calculated wavefunction and will
polarize this molecular wavefunction in a field corresponding to all neighbouring Hirshfeld atoms which are
generated by the symmetry of the crystal within a certain radius. This makes it an iterative procedure, which will
adapt to changes in the wavefunction. In this case, a radius of 8 Å was selected as the cut-off for these charges.
My specific contributions to this project were the implementation, calculation and plotting of the exchange
correlation potentials on grids inside the program Tonto (Figures 4.6-4.8), the final implementation of RRS
values and numbers of electron shifted based on an initial script from Dr. Emanuel Hupf, which was extended to
correct for double electron density shifts inside my software cuQCrT. Additionally, I implemented a procedure
to generate bigger grids from a unit cell density grid file through the application of translation vectors, inside
cuQCrT (see section 3.3), to be able to account for full molecules when only partial molecules are present in
the unit cell. This was the case for plots of urea in the periodic boundary calculations using CRYSTAL14. For
the creation of Figures and calculation of RRS of section 4.1.3 this method was used. To be able to then only
analyse a single molecule I implemented a version of the topological analysis of electron density according
to Henkelman et al. [446] into cuQCrT, as described in section 3.3. This algorithm was first implemented for
limited cube sizes at compilation time by Dr. Tobias Bormann and extended inside cuQCrT to accommodate
any sized grid data by using the vector class in C++. I applied it onto unit cell densities to calculate molecular
visualizations for pictures including urea from CRYSTAL14 calculations shown in Figures 4.10 to 4.12.
Finally, I performed data analysis and plots in Figures 4.6 to 4.8 from the XCWs. All other Figures were
used with the permission of Dr. Hupf. All the text of this section, as well as the description of Figures, data
and results, the discussion and conclusions were written by me. The original draft shows results for two
molecules under investigation, urea and L-alanine. Experimental datasets of these molecules were taken from
the literature. [434, 459] But since the results show the same trends, only urea will be discussed in this thesis.
Structure factors up to a resolution of sin θ/λ = 2.0 Å−1 were calculated and cut down into two subsets of
1.4415 Å−1 and 0.7 Å−1, respectively where 1.4415 Å−1 is chosen in agreement with the available resolution of
the experimentally available data. [459] Since the calculated theoretical structure factors are in principle without
error, but the calculation of χ2 is dependent on an error assigned to the reflection, these datasets were given a
fixed value of 0.1 as the uncertainty.
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4.1.1 Electron Correlation (EC)
One of the major effects on the electron density of a molecule compared to the density obtained by a HF
calculation is the correlation of electron movement. This effect is modeled in e.g. DFT or post-HF methods (see
sections 2.2.3.4 - 2.2.3.3). The investigation using theoretical structure factors is based on a CCSD wavefunction.
The difference in electron density between the non-correlated wavefunction from HF and the highly correlated
CCSD wavefunction is shown in Figure 4.1. This density grid shows the complete effect of correlation that
is included in the structure factors and will be used as the reference. All later calculations will be compared
against this reference, as this is the difference that would coincide to a 100% description of the effect in terms
of electron density. This is only possible since the absolute magnitude of the effect is known due to the use of
theoretical structure factors which were used for the fitting of the wavefunction.
Figure 4.1: Plot of the difference between CCSD and HF wavefunction density used as reference for the reconstruction of
XCW fitting. Isosurface values in eÅ−3 (solid/wireframe): +0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
While the pure HF fitting has to retrieve all effects, the calculation using BLYP-DFT should yield better agree-
ment with the structure factors without any inclusion of structure factor information, as the information is
partially included in the ansatz. The Figures 4.2 to 4.4 contain the plots for all three resolutions used. The top
row (a-c) always refers to the HF based XCW, the bottom row (d-f) to the ones based on BLYP.
The development with increasing lambda at the lowest resolution of 0.7 Å−1 shows how the HF wavefunction
starts modelling the density better and better with increasing lambda resembling the shape that is expected from
the reference density in Figure 4.1. The highest λ value resembles the areas and magnitudes already quite well.
In the case of BLYP, one can see an over-expression of the difference at λ = 0. Since the geometry is kept fixed
during XCW what is shown is the pure effect of the functional. Interestingly, the XCW starts compensating the
changes, that the functional introduced. The magnitude of difference decreases and the shape becomes closer to
the reference density.
The same procedure was repeated for the set of calculated structure factor up to the resolution of the experimen-
tally available dataset in Figure 4.3. It is visually observable that the XCW is going into the same direction
as for the lower resolution dataset. At λ = 10.0 the effect is, however, not completely recovered. The picture
looks like it is an intermediate state between the lower resolution fitting snapshots at λ = 0.4 and 2.0. Also, the
compensation of the DFT-XCW seems a bit slower, but not as severely affected as the HF calculation.
This plot for the highest resolution data is, when looking at the same values of λ, even less advanced in retrieving
the effect form the structure factors. The HF-XCW merely has included any effect at λ = 1.0, while at the lowest
resolution already at λ = 0.4 the picture looked as developed as the one at λ = 10.0 at this high resolution.
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(a) λ0.4−λ0.0,HF using HF. PR: 70.8%;
RRS : 0.0028.
(b) λ2.0−λ0.0,HF using HF. PR: 90.0%;
RRS : 0.0015.
(c) λ3.2 −λ0.0,HF using HF. PR: 94.3%;
RRS : 0.0012.
(d) λ0.0,BLY P − λ0.0,HF using BLYP.
PR: 156.5%; RRS : 0.0072.
(e) λ0.4,BLY P − λ0.0,HF using BLYP.
PR: 120.1%; RRS : 0.0031.
(f) λ2.0,BLY P − λ0.0,HF using BLYP.
PR: 109.6%; RRS : 0.0016.
Figure 4.2: Plot of the difference in electron density for different λ values during the XCW using structure factors of
a resolution below 0.7 Å−1. Individual details are given in subcaptions. Isosurface values in eÅ−3 (solid/wireframe):
+0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
Again, the reconstruction from the exaggerated DFT-XCW does not seem to be as heavily affected, although
solid areas in the C-N bonds seem to be more significant at higher λ values.
To understand the differences also in a quantitative matter, the RRS (compare equation 2.80) of the two dif-
ferences (CCSD-HF vs. XCW-HF/XCW-BLYP) is plotted for all resolutions in Figure 4.5. The Percentage
Reconstruction (PR) is constructed as the quotient of Ne (compare equation 2.79) of the reference correlation
density plotted in Figure 4.1 and the respective XCW correlation density and also included in Figure 4.5.
The plots of fitting and electron density agreement statistics in Figure 4.5 will quantify the differences throughout






Using these exponential functions the upper/lower limit of the fit and the scale of lambda values needed can be
estimated. A table of the fitted values for the exponential functions of the PR (see equation 4.1) is given in table
4.1.
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(a) λ1.0−λ0.0,HF using HF. PR: 44.1%;
RRS : 0.0049.
(b) λ5.0−λ0.0,HF using HF. PR: 79.3%;
RRS : 0.0021.
(c) λ10.0−λ0.0,HF using HF. PR: 88.4%;
RRS : 0.0015.
(d) λ0.0 − λ0.0,HF using BLYP.
PR: 156.5%; RRS : 0.0072.
(e) λ5.0 − λ0.0,HF using BLYP.
PR: 113.5%; RRS : 0.0021.
(f) λ9.5 − λ0.0,HF using BLYP.
PR: 110.2%; RRS : 0.0017.
Figure 4.3: Plot of the difference in electron density for different λ values during the XCW using structure factors of a
resolution below 1.4415 Å−1. Individual details are given in subcaptions. Isosurface values in eÅ−3 (solid/wireframe):
+0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
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(a) λ1.0−λ0.0,HF using HF. PR: 23.4%;
RRS : 0.0066.
(b) λ5.0−λ0.0,HF using HF. PR: 59.4%;
RRS : 0.0036.
(c) λ10.0−λ0.0,HF using HF. PR: 74.1%;
RRS : 0.0024.
(d) λ0.0 − λ0.0,HF using BLYP.
PR: 156.5%; RRS : 0.0072.
(e) λ5.0 − λ0.0,HF using BLYP.
PR: 120.8%; RRS : 0.0028.
(f) λ10.0 − λ0.0,HF using BLYP.
PR: 115.1%; RRS : 0.0021.
Figure 4.4: Plot of the difference in electron density for different λ values during the XCW using structure factors of
a resolution below 2.0 Å−1. Individual details are given in subcaptions. Isosurface values in eÅ−3 (solid/wireframe):
+0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
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(a) (sin θ/λ)max = 0.7 Å−1 (b) (sin θ/λ)max = 1.4415 Å−1
(c) (sin θ/λ)max = 2.0 Å−1
Figure 4.5: Graphs of structure factor and electron density agreement throughout XCWs at all resolutions. χ2 (black),
RSR (=RRS , blue) and the PR (red) plotted against the value of λ during the HF-XCW(solid) or DFT-XCW(dashed).
Additionally exponential functions were fitted to the values to estimate the convergence limit of the PR (gray).
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Table 4.1: Fitted coefficients of exponential function for reconstructed electron correlation density (see equation 4.1).
resolution /Å−1 method a1 b1 a2 b2 a3 b3 c
0.7 HF -12.51 4.47 -30.25 0.57 -57.76 0.14 100.52
1.4415 HF -34.14 5.49 -42.94 1.30 -16.87 0.42 93.95
2.0 HF -49.35 8.07 -36.00 1.91 -3.24 0.42 88.59
0.7 BLYP 15.79 0.43 15.79 0.43 15.79 0.43 109.14
1.4415 BLYP 15.00 4.74 19.47 0.96 13.84 0.22 108.18
2.0 BLYP 20.78 6.80 17.92 1.42 7.48 0.33 110.31
With increased resolution it becomes observable that the leading exponents bi of all fits become bigger. This
corresponds to a slower convergence with respect to increasing λ. To understand why this is the case a look at
the values of χ2 for each resolution might provide the answer. At the higher resolution datasets, the value of
χ2 is drastically decreasing compared to the lower resolution (see Figure 4.5). While χ2 had a value around
0.091 for the calculation at 0.7 Å−1 for λ = 0, the corresponding value for the highest resolution of 2.0 Å−1
is 0.0048. This is a drop of one and a half order of magnitudes. But χ2 is the measure used to introduce the
structure factors into the perturbation equation (see section 2.1.9). This means that a much higher value of λ
would be required to achieve the same numerical amount of perturbation of the wavefunction through the second
term in equation 2.24 during the fitting.
It should be considered that the structure factor difference between correlated and uncorrelated density mainly
rely on the low resolution region (compare [455]). Usually, the agreement between even significantly wrong
models like the IAM and the experimental density is quite good for high order reflections (compare section
3.1.3). The lower values of χ2 can be understood as the introduction of many more agreeing reflections with
increased resolution than disagreeing reflections are introduced. This is the case since with higher resolutions
the number of reflections rises cubically, as the Ewald sphere expands in three dimensions (see section 2.1.3).
Interestingly the limit of reconstruction of the effect with limλ→∞ = c seems to get worse with increasing
resolution. This might be an artifact of the limited λ range used for the fit, but could also be the effect of
the introduction of more reflections which decrease the significance of individual disagreeing reflections and
therefore lead to incomplete fitting. With increasing resolution the absolute and relative differences of the newly
introduced information is smaller, as higher resolution reflections in general contain less information further
away from the atom core.
4.1.2 Exchange Correlation Potential
Since the reconstruction of the electron density from structure factors seems to be successful, it is of interest
whether XCW can also obtain the correct exchange correlation potential with respect to the reference calculation,
which is the key property for accurate description of wavefunctions using DFT. This would allow to fit the
Exchange-Correlation potential VXC (see section 2.2.3.4) using crystallographic data from experiments. The
exchange correlation potential is a scalar field in 3 dimensional space. It can be evaluated in the shape of any
given DFT functional. To stay consistent, here we will plot the potential using the assumption of a BLYP
exchange correlation potential.
Aim of the improvement of a DFT functional would be to find that exchange correlation potential that would not
be affected by the constrained wavefunction fitting against correlated structure factors, independent of the value
of λ. This potential, if consistent for various kinds of datasets, would be the best possible candidate to model the
exchange correlation with the same accuracy as costly fully correlated methods, if the First Hohenberg-Kohn
theorem holds. [100] In this study, when using BLYP, it is quite obvious that this is not the case, which is
visualized in Figures 4.6 to 4.8. Since the exchange correlation potential is not confined to have a fixed integral,
the calculation of the RRS or PR values would be on an ambiguous scale. For this reason, and since the potential
is linked with the correlated density, only the qualitative effects will be discussed in this subsection.
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(a) λ0.4 − λ0.0 using HF.
(b) λ2.0 − λ0.0 using HF. (c) λ3.2 − λ0.0 using HF.
(d) λ0.4 − λ0.0 using BLYP. (e) λ1.2 − λ0.0 using BLYP. (f) λ2.0 − λ0.0 using BLYP.
Figure 4.6: Plot of the difference in electron correlation potential in form of BLYP functional for different λ values during
the XCW using structure factors of a resolution below 0.7 Å−1. Individual details are given in subcaptions. Isosurface
values in a.u. (solid/wireframe): +0.007/+0.005 (blue) and -0.007/-0.005 (red).
When using a HF-ansatz the wavefunction quickly fits the qualitative effect of the exchange correlation potential.
The areas only increase in values, the shape of the effect is already observable in the first step of λ when
compared to the highest value reached. This coincides with the already quite significant drop in agreement
statistics when looking at Figure 4.5 (a), which shows how fast the electron density already agrees with the
CCSD density. This is expected, since the exchange correlation DFT is constructed in a way to mimic the exact
values, but no exact solution is found, yet.
Using an approximated exchange correlation functional, like BLYP, yields an effect of the fitting opposite
in sign to what is observed in the HF-ansatz. This means the fitting procedure perturbing the wavefunction
by the CCSD derived structure factors acts in the opposite direction in the potential as it does for HF. This
agrees with the observation that the XCW-fitting brings down over-exaggerated assumptions about the exchange
correlation potential of the DFT-functional to the "correct" description as seen in the density agreement and the
reconstruction percentage in the previous section. This information can only come through the input into the
wavefunction by perturbation through the structure factors that were generated by the use of CCSD.
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(a) λ2.5 − λ0.0 using HF. (b) λ5.0 − λ0.0 using HF.
(c) λ10.0 − λ0.0 using HF.
(d) λ2.5 − λ0.0 using BLYP. (e) λ5.0 − λ0.0 using BLYP. (f) λ9.5 − λ0.0 using BLYP.
Figure 4.7: Plot of the difference in electron correlation potential in form of BLYP functional for different λ values during
the XCW using structure factors of a resolution below 1.4415 Å−1. Individual details are given in subcaptions. Isosurface
values in a.u. (solid/wireframe): +0.007/+0.005 (blue) and -0.007/-0.005 (red).
With increasing resolution of included data (see the series of Figures 4.6, 4.7 and 4.8) the same trend as for the
ED is observed. The same amount of effect is only fitted at much higher λ values. This shows again that the
introduction of higher resolution data did not change the qualitative distribution of the effect. Higher perturbation
multiplication is required to reach the same degree of effective perturbation, since in the higher resolution not
much new information is introduced, as most reflections already quite well agree with the model (see also section
3.1.2). Identically to the low resolution test case, the wrong assumptions of the BLYP functional are corrected in
the DFT-XCW from the structure factors in the higher resolution datasets.
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(a) λ2.5 − λ0.0 using HF. (b) λ5.0 − λ0.0 using HF. (c) λ10.0 − λ0.0 using HF.
(d) λ2.5 − λ0.0 using BLYP. (e) λ5.0 − λ0.0 using BLYP. (f) λ10.0 − λ0.0 using BLYP.
Figure 4.8: Plot of the difference in electron correlation potential in form of BLYP functional for different λ values during
the XCW using structure factors of a resolution below 2.0 Å−1. Individual details are given in subcaptions. Isosurface




The polarisation of a molecule due to the crystal field effect can in principle only be correctly included in
the wavefunction through periodic boundary calculations (PBC). These require enormously time consuming
k-point sampling calculations. In the case of, for example, correlated wavefunction methods, these calcualtion
can become far more demanding in terms of computational power than commonly available, maybe even any,
existing computer or calculation system could handle. Therefore, the use of high level PBC for the calculation of
the wavefunction is tried to be avoided wherever possible. To describe the polarization of the crystal field it has
proven successful to use wavefunctions embedded in a model of the surrounding environment, for example by
point charges or a combination of charges and dielectric constants present in a crystal to describe the crystal
system. [460, 461]
In this work, the reference of the input crystal effect is a periodic calculation of a wavefunction of urea using
CRYSTAL14 with a HF method. HF was chosen to not mix effects of electron correlation into the calculation,
which were discussed above. The same calculation was repeated for the molecular wavefunction without PBC
and the difference plotted in Figure 4.9 as the reference picture to also compare qualitative distribution in the
molecule.
Figure 4.9: Plot of the difference between periodic boundary condition and HF wavefunction density used as reference
for the evaluation of reconstruction from XCW fitting. Isosurface values (solid/wireframe): +0.0025/+0.00125 (blue) and
-0.0025/-0.00125 (red).
The two XCWs for this case are a pure HF calculation and a calculation using the Hirshfeld charges and dipoles
of the calculated HF wavefunction in a self consistent cluster of charges to mimic the crystal field. This model
will be referenced as HF-CC. The first fitting at lowest resolution is shown in Figure 4.10.
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(a) λ0.2 − λ0.0 using HF. PR = 69.9% (b) λ0.8 − λ0.0 using HF. PR = 88.1%. (c) λ1.6 − λ0.0 using HF. PR = 94.0%.
(d) λ0.0 − λ0.0 using HF-CC/HF
PR = 115.1%.
(e) λ0.8 − λ0.0 using HF-CC/HF.
PR = 116.7%.
(f) λ1.6 − λ0.0 using HF-CC/HF.
PR = 116.2%.
Figure 4.10: Plot of the difference in electron correlation potential in form of BLYP functional for different λ values during
the XCW using structure factors of a resolution below 0.7 Å−1. Individual details are given in subcaptions. Isosurface
values in eÅ−3 (solid/wireframe): +0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
The increasing similarity between the reference desirable effect and the reconstruction through fitting can be
seen for the HF fitting, which is reflected also by the increase in PR and decrease in RRS . However, the HF-CC
fitting looks already complete at λ = 0. Only minor adjustments of the shape of the difference in ED is obtained
by increasing λ. Unfortunately these changes show no improvement compared to the reference calculation and
deviate further from the 100% reconstruction value.
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(a) λ1.0 − λ0.0 using HF. PR = 62.3%. (b) λ5.0 − λ0.0 using HF. PR = 86.0%. (c) λ9.5 − λ0.0 using HF. PR = 92.1%.
(d) λ0.0 − λ0.0 using HF-CC/HF.
PR = 115.1%.
(e) λ5.0 − λ0.0 using HF-CC/HF.
PR = 117.8%.
(f) λ9.5 − λ0.0 using HF-CC/HF.
PR = 116.2%.
Figure 4.11: Plot of the difference in electron correlation potential in form of BLYP functional for different λ values
during the XCW using structure factors of a resolution below 1.4415 Å−1. Individual details are given in subcaptions.
Isosurface values in eÅ−3 (solid/wireframe): +0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
At the experimental resolution it becomes visible that the reconstruction from the structure factors becomes
slower with respect to λ, if one watches nitrogen and oxygen during the fitting. The hydrogen atoms seem to be
already quite polarized at the first plotted value. Again, the correction of the some differences in shape observed
for HF-CC is the only visible difference introduced by fitting the wavefunction.
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(a) λ1.0 − λ0.0 using HF. PR = 43.7%. (b) λ5.0 − λ0.0 using HF. PR = 73.3% (c) λ10.0 − λ0.0 using HF. PR = 82.8%
(d) λ0.0 − λ0.0 using HF-CC/HF.
PR = 115.1%
(e) λ5.0 − λ0.0 using HF-CC/HF.
PR = 117.8%
(f) λ10.0 − λ0.0 using HF-CC/HF.
PR = 117.1%
Figure 4.12: Plot of the difference in electron correlation potential in form of BLYP functional for different λ values during
the XCW using structure factors of a resolution below 2.0 Å−1. Individual details are given in subcaptions. Isosurface
values in eÅ−3 (solid/wireframe): +0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
Even at the very high resolution of 2.0 Å−1, where one would expect effects like atom core polarizations to be
sufficiently included in the structure factors, if present, no improvement of the HF-CC wavefunction is observed.
The HF-XCW can, at comparably high values of λ, recover the majority of the effect. The plot of development
of agreement statistics of the fittings is given in Figure 4.13.
The PR, plotted in Figure 4.13, does not significantly change throughout the fitting in the case of using cluster
charge wavefunctions. Also, χ2 does not decrease as drastically as in the HF calculation or also for the modeling
of EC (compare Figure 4.5). In this case, the fitting did become unstable at values of λ = 1.6, which is
comparably low with regard to the calculations for EC or also for the higher resolutions (Figures 4.11 and 4.12).
Similar to the effect observed for electron correlation, the reconstruction of the polarization from structure
factors through XCW becomes slower with regard to λ at this higher resolution. Since the calculated PR for
the HF-CC-XCW is not changing in a way which would yield a reasonable trend, the fitting of an exponential
function was omitted. The values fitted for the HF-XCW (compare equation 4.1) are given in Table 4.2.
Table 4.2: Fitted coefficients of exponential function for reconstructed interaction density (see equation 4.1).
resolution /Å−1 method a1 b1 a2 b2 a3 b3 c
0.7 HF -30.13 0.21 -30.13 0.21 -30.49 0.0026 90.97
1.4415 HF -26.91 5.16 -32.24 0.97 -37.20 0.22 96.35
2.0 HF -35.81 6.58 -33.99 1.24 -20.85 0.33 90.65
From the exponents of Table 4.2 and the visual trend of Figure 4.13, the fast decay of χ2 indicates a very
quick convergence for the fitting of polarization from the dataset cut to 0.7 Å−1. From the significantly higher
exponential coefficients bi of the higher resolution datasets it is quite clear that these datasets contain less
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(a) (sin θ/λ)max = 0.7 Å−1 (b) (sin θ/λ)max = 1.4415 Å−1
(c) (sin θ/λ)max = 2.0 Å−1
Figure 4.13: Graphs of structure factor and electron density agreement throughout XCWs at all resolutions. χ2 (black) and
the PR (red) plotted against the value of λ during the HF-XCW(solid) or HF-CC-XCW(dashed). Additionally exponential
functions were fitted to the values to estimate the convergence limit of the PR (gray).
information about polarization per value of λ.
4.1.4 Derivation of the Effects from Experimental Data
If one uses experimental data measured by X-ray diffraction experiments for HF-XCW, the fitted effects are a
superposition of EC, polarization and remaining effects. One could formulate the difference in density between
λ0 and λmax in the following way:
∆ρ = ρλmax − ρλ0 = ∆ρEC +∆ρpol +∆ρrest. (4.2)
Here, ∆ρrest will contain information about untreated experimental errors, not exclusively limited to untreated
absorption, extinction, relativistic effects, measurement and machine errors, thermal diffuse scattering, not
accurately modeled anharmonic atomic motion etc. Since it was shown above that e.g. a DFT-XCW or HF-CC-
XCW can already treat the effect of EC and polarization, respectively, to some degree with λ = 0, one could
reformulate the two contributions of EC and polarization densities. The first part is the "true" difference, with
respect to pure HF, and a second part, which is the model over expression or incorrectness:
∆ρEC = ∆ρEC,true +∆ρEC,model (4.3)
and
∆ρpol = ∆ρpol,true +∆ρpol,model. (4.4)
Since ∆ρEC,true and ∆ρpol,true in this model decomposition of density differences are intrinsic properties of
the molecule that are indifferent to the description they can be assumed to be constant throughout all procedures.
This would correspond to the "true" physical effect. The model components to the difference density, that
is in both cases the over-fitting of correlation and polarization, corresponds to the second terms ∆ρEC,model
and ∆ρpol,model. From the calculations where wavefunctions were fitted against theoretically derived structure
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factors we know it is possible to reduce ∆ρEC,model to some degree when using XCW. This was quantified
by the reduction of χ2 and increasing PR values using a HF-XCW. In the case of DFT-XCW it is possible to
minimize ∆ρEC,model , but the fitted exponential curve never actually reached 100% reconstruction. Therefore,
it is assumed that ∆ρEC,model is always present and not 0. For HF-CC-XCW ∆ρpol,model shows to be more
or less constant and indifferent to subsequent perturbation through XCW fitting. These insights lead to the
assumption that the difference electron density of a BLYP-CC-XCW fitting are mainly consisting of two parts:
∆ρEC,model and ∆ρrest.
(a) HF-XCW λmax = 0.0078; ∆ρ = ∆ρEC,true +
∆ρEC,model +∆ρpol,true +∆ρpol,model +∆ρrest
All effects.
(b) BLYP-CC-XCW λmax = 0.0049; ∆ρ =
∆ρEC,model +∆ρrest
Experimental and remaining effects.
(c) BLYP-XCW λmax = 0.0049; ∆ρ =
∆ρEC,model +∆ρpol,true +∆ρrest
Correlation overfit + polarization + remaining effects.
(d) HF-CC-XCW λmax = 0.0078; ∆ρ =
∆ρEC,true +∆ρEC,model +∆ρrest
Complete correlation + remaining effects.
Figure 4.14: Plot of the difference in ρXCWs using different a ansatz based on experimental structure factors of a resolution
below 0.7 Å−1. Maximum value of λ reached is shown in subcaptions. Isosurface values in eÅ−3 (solid/wireframe):
+0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
This way of thinking also allows to check whether a combination of methods used in the XCW is able to yield the
remaining effect from the difference density in comparison to the theoretical models by qualitative comparison.
Therefore HF-XCW was performed, which should include all effects mentioned above as there is no effect
included in the method. A BLYP-CC-XCW should in principle yield only the superposition of ∆ρEC,model and
∆ρrest, as all other parameters are modeled in the selected method. BLYP-XCW should leave the polarization
and other effects, which should yield the sum of ∆ρpol,true, ∆ρEC,model and ∆ρrest. ∆ρpol,model is assumed
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to be absent, since there is no model assumption of the polarization in the selected level of theory. As the last
model HF-CC-XCW, modeling only the polarization, will give rise to the sum of ∆ρEC and ∆ρrest. The plots
of these difference densities at the respective maximal value of λ achievable against the starting point using the
pure, unperturbed method at a cut resolution of 0.7 Å−1 and the full available resolution is shown in Figures
4.14 and 4.15, respectively.
(a) HF-XCW λmax = 0.046; ∆ρ = ∆ρEC,true +
∆ρEC,model +∆ρpol,true +∆ρpol,model +∆ρrest
All effects.
(b) BLYP-CC-XCW λmax = 0.022; ∆ρ =
∆ρEC,model +∆ρrest
Experimental and remaining effects.
(c) BLYP-XCW λmax = 0.022; ∆ρ =
∆ρEC,model +∆ρpol,true +∆ρrest
Correlation overfit + polarization + remaining effects.
(d) HF-CC-XCW λmax = 0.046; ∆ρ =
∆ρEC,true +∆ρEC,model +∆ρrest
Complete correlation + remaining effects.
Figure 4.15: Plot of the difference in ρ XCWs using different ansatz selections based on experimental structure factors
of a resolution below 1.4415 Å−1. Maximum value of λ reached is shown in subcaptions. Isosurface values in eÅ−3
(solid/wireframe): +0.0025/+0.00125 (blue) and -0.0025/-0.00125 (red).
The difference density in Figure 4.15 c) qualitatively resembles the plots of the theoretical polarization models
(compare to same resolution in Figure 4.11). Figure 4.15 d) coincides with positive and negative regions of
Figure 4.3, which shows that the general model assumption of fitting one effect to obtain the other from the
experimental structure factors seems feasible and that experimental errors are not too big that they would bias
the fitting too much, comparing Figure 4.15 c) and d) to b).
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4.1.5 Discussion of Results
This study confirms the findings by previous theoretical investigations on the electron correlation and polarization
fitted by XCW. [455, 457] Also the same kind of resolution dependence of the retrievable effects at a given
value of λ is observed. However, in contrast to previous investigations, it is shown that the fitting is not less
complete in the case of higher resolution data being used, the value of λ has to be adjusted accordingly in order
to obtain the same level of perturbation of the wavefunction calculation. Also an important role for this type of
investigation is the choice of uncertainties for the calculated structure factors, since their value directly scales χ2
and therefore also the required value of λ to introduce the same level of effect by the X-ray constraint.
The application of a quantum mechanical ansatz, which describes known effects a priori increases the agreement
with theoretically calculated structure factors already significantly. Also, it is shown that XCW is able to
compensate for an over estimation of the exchange correlation by BLYP when incorporating the structure factors.
The maximum agreement obtainable, extrapolated by the exponential fits in the value of c of the PR curves
according to equation 4.1 for the BLYP-XCW shows no systematic trend. On the other hand, the exponents
show a significant increase with resolution. This reflects the increased values of λ required to obtain the same
amount of reconstruction from structure factors.
Possible improvement of XCW
It would be desirable to eliminate the resolution dependence of λ in the XCW fitting and to obtain a similar
level of perturbation at any resolution of the dataset used. One way to achieve this might be the selection of an
intensity or significance difference threshold for the selection of a subset of reflections to be used for the fitting.
The subset would be selected by for example the significance of differences between measured and observed
intensities in terms of the uncertainty of the measured data. This would only introduce a portion of reflections
for the calculation of χ2 to use during XCW fitting and therefore easily provide a set of reflections to check for
over fitting by XCW, if χ2 of the remaining reflections is monitored. If the agreement to all other reflections
becomes systematically and significantly worse, the fitting could be considered to introduce noise or effects not
represented in the whole dataset.
The proposed decomposition of the difference density into contributions of EC, polarization and other effects
allows for the experimental data sets to be analysed through exclusion of the individual effects and to see all
effects that would be expected in terms of difference densities are also retrievable from the experimental data.
One could try to obtain individual contributions of all effects by different linear combinations of the calculated
densities. However, this was beyond the scope of this work at this point.
Implications for HAR
If DFT is used instead of HF, the majority of electron correlation effects retrievable by XCW is already described.
Therefore a HAR using DFT, in an ideal case a more sophisticated or precise exchange correlation functional
than BLYP, should yield the best structural description, as the wavefunction will describe the molecular density
better. Although the effect is overexpressed (156% of the effect expected compared to CCSD), this is only 56%
away from the correct effect, while the HF wavefunction misses 100% of the effect.
The cluster charges implemented in Tonto can provide a very sophisticated description of the environment in
the crystal, but only if the interaction between the wavefunction and its environment is mainly electrostatic.
Therefore using cluster charges in HAR should in principle improve the structural description, as the polarization
of the wavefunction is much better, even if overestimated (20 % over-estimation vs. 100% under-estimation
without cluster charges). If there is covalent contribution – for example a very strong hydrogen bond or other
strong interactions which are not driven by pure electrostatic polarization of the wavefunction – the cluster
charges will not be able to correctly describe the situation. Here, the best approach would require explicit
neighbours in the wavefunction calculation or periodic boundary conditions.
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Possible extension using electron diffraction
Since it was shown recently that the transformation of non-spherical X-ray form factors into electron diffraction
form factors is yielding reasonable and more accurate results compared to the IAM, [462] it might be of interest
to investigate whether the implementation of XWR in the context of electron diffraction might yield even more
insight into effects like the exchange correlation potential. This is because electron diffraction is based on the
diffraction from electrostatic potentials, rather than electron density itself, therefore the exchange correlation
potential might become a fittable parameter from electron diffraction using the methodology presented above
for electron diffraction. However, this relies on a reasonably good description of the experimental errors and
improvement of precision of experimental results.
4.2 Publication: Chemical Bonding in Polarised Push-Pull Ethylenes
My contribution to this paper was the measurement of the three crystal structures, for which I subsequently
performed XWR. The crystals were prepared by the group of Prof. Hikaru Yanai in Tokyo, Japan and sent to me
for analysis. For the first time ever, this type of analysis was performed on a twinned crystal. The paragraph
starting with "Subsequently, HAR and X-ray-constrained..." up to the concluding paragraph were written by me.
Tables 2, 3 and Figure 5 were generated by me. All analysis, including NBO, ELI, QTAIM, RGBI and EDA,
were done by me. The idea for deconvolution of the EDA by using model compounds was also proposed and
performed by me. The supporting information containing more data and tables about the bonding analysis, as
well as a description of the EDA can be found in Appendix C.1. The Complementary Bonding Analysis was
performed based on the .ffn files introduced during this work and subsequent conversion and calculations of
properties using cuQCrT (see section 3.3).
This publication shows that performing XWR on in-house data can provide already a full insight into the
chemical bonding situation in a molecule if the crystals scatter with sufficient intensity and quality. The fact
that even a twinned crystal can be used is promising for a broader applicability of the method, given that the
de-twinning is sufficiently well performable. Especially in the context of the reconstruction of correlation and
polarization from structure factors using XWR and their dependence on the resolution (see section 4.1), this type
of investigation is expected to yield sufficient results from this type of diffraction experiment.
The presented procedure allows to perform a broad spectrum of X-ray constrained bonding analysis on in-house
data that provides results of high quality. Pure DFT failed to predict the correct bonding situation and geometry in
ab initio calculations and only perturbation theory was able to describe the bonding situation of these compounds
as correctly as XWR. This case is a proof that XWR can in principle be applied in a broad field to enhance
insights into chemical bonding from in-house diffraction data, that would otherwise only be accessible through
very time consuming and sophisticated theoretical calculations.
Reprinted with permission from Angewandte Chemie International Edition 2019, 58, 26, 8839-8844 (reference
number: 4897731001454). Copyright © 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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Chemical Bonding in Polarised Push–Pull Ethylenes
Hikaru Yanai,* Takumi Suzuki, Florian Kleemiss, Haruhiko Fukaya, Yasuo Dobashi,
Lorraine A. Malaspina, Simon Grabowsky,* and Takashi Matsumoto*
Abstract: 1,1-Diamino-2,2-bis(triflyl)ethylenes with both
twisted and planar structures around the partial “C=C” bond
were synthesised. Bonding properties in these compounds were
analysed by an experimental approach using high-resolution
X-ray diffraction data treated with X-ray wavefunction refine-
ment (XWR). In the twisted compound, a dominant contribu-
tion of the charge-separated resonance structure was revealed.
On the contrary, the nearly planar compound still showed p-
bonding character, however, with a considerable contribution
of the charge-separated resonance structure.
The C=C double bond is ubiquitously found in organic
molecules. According to textbook knowledge, the 2sp2–2sp2
head-on overlap forms a s-bond and the sideways overlap of
the 2p-orbitals represents a p-bond.[1] Geometric require-
ments of p-bonding result in a planar structure for ethylenes,
with restricted internal rotation around the C@C axis.[2,3]
Push–pull ethylenes, where one carbon atom is substituted
by an electron-donating group and the other one by an
electron-withdrawing group, are arranged in special ways. In
the simple picture, they may be classified into planar (type I)
and twisted (type II) compounds (Figure 1). Both examples
have been reported with a 2-(2-imidazolidinylidene)-1,3-
diketone framework: N,N’-dihydro derivative 1a[4a] is
a type-I compound with a twisting angle t of 4.88 ;[5] N,N-
diisopropyl derivative 1b (t = 82.88) is regarded as a type-II
compound.[4b] An experimental electron-density study of 1b
using StewartQs multipole model confirms that the charge-
separated resonance structure D is dominant for such twisted
compounds.[4b]
The triflyl (Tf = CF3SO2) group is one of the strongest
electron-withdrawing groups. As shown by the outstandingly
high electrophilicity of Tf2C=CH2,
[6] the attachment of triflyl
groups to the ethylenic carbon leads to a large polarisation of
s- and p-electrons. Additionally, inter-[7] and intramolecular
salts[8] containing the carbanion [Tf2CR]
@ , which is a con-
jugate base of the superacidic carbon acid Tf2CHR,
[9, 10] have
been isolated.
Quantum-chemical calculations of [Tf2CR]
@ have
revealed a pronounced carbanionic character, which is
stabilised by the delocalisation of a non-bonding electron
pair on the anionic carbon to the adjacent sS@CðF3Þ* orbitals,
called negative hyperconjugation.[8b,c] This is different to usual
carbanion equivalents such as enolates in which the enolate
resonance structure contributes more than the acylcarbanion
one. Based on this background, we gained interest in the
“C=C” bonds in 1,1-diamino-2,2-bis(triflyl)ethylenes, which
can be considered as resonance hybrids between p-bonding
Tf2C=C(NHR)2 and charge-separated [Tf2C]
@@[C(NHR)2]+.
Such ethylenes would present ultimately polarised “C=C”
bonds. Although a diisopropyl derivative (R = i-Pr) with type-
II structure in the solid state was reported,[11] type-I deriva-
tives are unknown. Here we describe the “C=C” bonding
properties in both types of 1,1-diamino-2,2-bis-
(triflyl)ethylenes, revealed by a combination of theoretical
and experimental techniques. Polarised push–pull systems are
promising motifs for organocatalysts,[12] ligands for metal
complexes,[13] and non-linear optical materials.[14] The present
work demonstrates a quantitative and reliable understanding
of the ultimately polarised olefinic systems, providing basic
insight into such chemistry.
According to HanackQs procedure,[11] not only dialkyl
derivatives 3 but also diaryl derivatives 4a–d are obtained by
the reactions of Tf2CH2 2 with carbodiimides (Table 1). It
turned out that the substituents completely regulate the
conformational preference, so that both type-I (3a,b) and
type-II (4 a–d) compounds could be designed. This was
Figure 1. Type-I and type-II push–pull ethylenes (EDG= electron-donat-
ing group; EWG=electron-withdrawing group). Compound 1b is
drawn as an acylcarbanion, although it contributes less than the two
enolate resonance structures that are likewise possible here, but do
not occur with triflyl substitution (see the main text for details).
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confirmed by the NMR analysis, which revealed revealed
significant differences in the conformation, depending on the
substituents. In both 3 a and 3b, N@H moieties as well as alkyl
groups are magnetically inequivalent. On the contrary,
1H NMR spectra of 4 a and 4b show conformational symme-
try and intramolecular hydrogen bonding between the N@H
part and the sulfonic oxygen, which is supported by the fact
that no change of the signals is observed in a range from 0.010
to 0.20 molL@1. Note that the substituents on the nitrogen
atoms strongly affect the chemical shift dC2 : Compared with
3a and 3b, dC2 in 4a–d is shifted about 7 ppm downfield.
Because the twisted conformer of 3a bears a
s-cis,s-trans configuration around two C1@N bonds, as found
in the crystal structure (see below), the NMR data implies
that this conformation is preferred even in CD3CN solutions.
On the contrary, NMR data of 4 demonstrate the preference
of a nearly planar s-cis,s-cis conformer. Comparison of
13C NMR data of gem-bis-
(triflyl)diene 5[8c] and isolable zwit-
terions 6[9b] and 7[9a] reveals more
details about the electronic state
(Figure 2). Because dC2 in 3 is close
to the values of the anionic carbon
atoms in 6 and 7 (65.5 and 68.9 ppm,
respectively), the charge-separated
resonance structure D can be con-
sidered the main contributor.
Although the downfield shift of dC2
in 4 can be attributed to the increas-
ing double-bond character, the
magnitude is still close to the
anionic carbon atoms in 6 and 7.
In solid-state IR spectroscopy, the
C1@C2 stretching vibration nC1@C2 of
3a was observed at either 1377 or
1359 cm@1 (an unambiguous assignment was not possible).
Although the nC1-C2 band of 4a (1374 cm
@1) is essentially
similar to that of 3a, it is shifted to a much higher wave-
number (1515 cm@1) in 5.
To obtain detailed structural information, we conducted
X-ray diffraction studies of all products and reference
Table 1: Synthesis of 3 and 4 and selected NMR data.




1[c] i-Pr i-Pr 3a 66 7.47, 7.02 154.8 67.0 87.8
2[c] c-Hex c-Hex 3b 24 7.41, 7.02 154.9 67.3 87.6
3[c] 4-MeC6H4 4-MeC6H4 4a 72 9.33 153.5 74.0 79.5
4[d] Ph Ph 4b 74 9.45 154.0 74.3 79.7
5[d] 4-MeOC6H4 Ph 4c 91 9.54
[e] 153.8 74.0 79.8
6[d] 4-BrC6H4 Ph 4d 70 9.55, 9.45 154.5 74.6 79.9
[a] Isolated yield. [b] At 25 8C. For 1H, 0.010 molL@1 solutions; for 13C, 0.20 molL@1 solutions. [c] Reaction
was carried out at room temperature in CH2Cl2. [d] Reaction was carried out at 50 8C in ClCH2CH2Cl.
[e] Two N@H signals were overlapped.
Figure 2. 13C NMR chemical shifts of reference compounds 5–7 in
CD3CN.
Figure 3. A) HAR-X-ray crystallographic structures of 3a, 4a, and 5 ; anisotropic displacement parameters at a probability level of 50%.
B) Newman projections including t, cC1, and cC2.
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compound 5. For 3a, 4a, and 5, accurate molecular geo-
metries and anisotropic displacement parameters of all atoms
including hydrogen atoms were obtained by Hirshfeld atom
refinement (HAR) (Figure 3 A),[15, 16] which agree well with
HanackQs findings:[11] the twisting angle t is 67.58 in 3a and the
pyramidal parameters cC1 and cC2 are 0.88 and @10.48,
respectively (Figure 3 B).[5] The stereochemistry around the
C1@N bonds is s-cis,s-trans. In contrast, 4a shows the desired
nearly planar, s-cis,s-cis geometry in the crystal (t = 8.28, cC1 =
0.28, cC2 =@1.28). The geometry also supports the two-point
intramolecular hydrogen bonding between the N@H part and
the sulfonic oxygen atoms (Figure 3A). The C1@C2 distance
in 4a is slightly shorter than the value in 3a (145.51(5) vs.
147.91(3) pm, respectively). However, the difference is small
and both interatomic distances are comparable to the typical
length of a Csp2@Csp2 single bond in buta-1,3-diene
(& 148 pm).[17] Even in the DFT-optimised structures
(M06-2X/6–311 + G(d,p)) of the isolated state, no significant
changes of the C1@C2 distances were observed in both cases
(see the Supporting Information). DFT calculations mapping
the internal rotation around the C1@C2 axis of the diphenyl
derivative 4 b reveal a very small rotational barrier DHrot
(27.2 kJ mol@1; see the Supporting Information).
Subsequently, HAR and X-ray-constrained wavefunction
fitting were performed. Here, the experimental information
provided by the structure factors is used to construct the
wavefunction[18] and it is a tool to obtain the total molecular
wavefunction in an experimental manner from the diffraction
experiment. The full procedure is termed X-ray wavefunction
refinement (XWR).[19] XWR was carried out for 3a, 4a, and 5,
that is, experimentally refined wavefunctions were obtained
and a quantum crystallographic bonding analysis could be
performed.[20] The bond descriptors that were used are the
Roby–Gould Bond Index (RGBI),[21] BaderQs Quantum
Theory of Atoms in Molecules (QTAIM),[22] KohoutQs
Electron Localizability Indicator (ELI),[23] the Raub–Jansen
Index (RJI),[24] Natural Bond Orbital (NBO) analysis,[25] and
Natural Resonance Theory (NRT)[26] analysis. Resonance
structures that reflect the molecular geometries found in the
crystal structures are shown in Figure 4.
All bonding indices in Table 2 show that the C1@C2 bond
in 3a is more similar to a highly polarised single bond
(resonance structure D), whereas the covalent and double-
bond character increase to 4a and 5 : In terms of the RGBI,
the formal “C=C” bonds in both 3a (1.179) and 4a (1.335)
cannot be considered normal double bonds as in ethylene
(2.000) or an electron-deficient double bond as found in 5
(1.760). Compared with 5, a large ionic RGBI coinciding with
a smaller covalent RGBI of 4 a as well as 3 a indicate a highly
polarised character of the C1@C2 bonds.
The electron density 1 at the C1@C2 bond-critical point
(BCP) obtained from the XWR-based QTAIM analysis
increases, and the Laplacian 521 becomes more negative
(more covalent character) from 3 a towards 5. In the
Supporting Information, a plot of the profile of 521 along
the C1@C2 bond axis is shown that supports this trend.
Considering the ellipticity e of an isolated C@C single bond (0
in ethane), a 1.5-fold C@C bond (0.23 in benzene), and an
isolated C=C double bond (0.45 in ethylene), the e value of
0.112 in 3a indicates that the C1@C2 bond in this system can
be placed between a single and a 1.5-fold bond. The e value of
4a (0.232) is close to the value of the 1.5-fold bond. The
delocalisation index (DI),[27, 28] which may be regarded as
a covalent bond order, is close to the value of a pure single
bond (1.0) in 3a and increases from 4a to 5. In the context of
the QTAIM analysis, it is interesting that the two intra-
molecular N@H···O hydrogen bonds in compound 4a (Fig-
ure 3A) are strong and include covalent contributions,
indicated by significant electron-density accumulations at
the H···O bond-critical points (1BCP = 0.258 and 0.263 ec
@3
with 521BCP = 2.78 and 2.53 ec@5, respectively). These are
signs of resonance-assisted hydrogen bonds which close a six-
membered ring here and facilitate electron delocalisation in
the system.[29]
We have complemented these findings with an energy
decomposition analysis (EDA) based on purely theoretical
wavefunctions of the interacting fragments (see the Support-
ing Information).[30] By a suitable selection and combination
Figure 4. Resonance structures of 3a, 4a, and 5 including their geo-
metries in the crystal structures. The resonance structure of the formal
“C=C” bond is investigated in this paper, whereas the charge-sepa-
rated resonance structure of the sulfonyl group was already validated
in ref. [19b] based on XWR. In the Supporting Information, we show
that also in this case, the sulfur atom is clearly not hypervalent.
Table 2: XWR-derived bonding parameters of 3a, 4a and 5.
3a 4a 5
RGBI 1.179 1.335 1.760
Covalent RGBI 1.152 1.315 1.756
Ionic RGBI 0.255 0.233 0.115
Covalency [%] 95.3 97.0 99.5
1BCP [e b
@3] 1.831 1.864 2.260
521BCP [eb@5] @18.48 @17.02 @26.95
eBCP 0.112 0.232 0.226
DI 0.998 1.139 1.540
NELI(C1-C2) (e) 2.022 2.417 3.553
NELI(LPC2) (e) 1.880 1.011 –
RJI 1C1 [%] 60.5 51.3 34.8
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of model compounds, we show that the formal “C=C” bond
formation exceeds all other interactions between the two
fragments by 312 kJmol@1 in 3a, by 598 kJmol@1 in 4a—
despite the hydrogen-bonded interaction described above
that is not present in 3a—and by 763 kJmol mol@1 in 5. This is
a measure of the importance of the double-bond character
that increases from 3a to 5, because these energetic trends are
caused by the orbital-overlap term, whereas the electrostatic
term is approximately constant.
The XWR-derived ELI localisation-domain representa-
tions visualise the partial “C=C” double bonds. In the plots of
3a and 4a (Figure 5A, B), localisation domains representing
lone-electron-pair ELI basins populated with 1.880 e and
1.011 e, respectively, are shown above atom C2. In contrast,
such a basin is not present in the case of 5 (Figure 5 C). This
implies that the charge-separated resonance structures B and
D play a substantial role for 3a and 4a, being more
pronounced in compound 3a. The NELI values of the C1@C2
bond basins in 3a (2.022 e) and 4a (2.417 e) are much lower
than that of 5 (3.553 e ; Table 2). However, the different shape
of the domain in 3a (Figure 5A, round shape) compared to 4a
(Figure 5B, elongated shape) hints towards a significantly
higher p-bonding contribution in 4 a compared to 3a, which
rather resembles a highly polarised single bond. The RJI of 3a
shows a contribution of more than 50 % of C1 to the C1@C2
bond ELI basin owing to electron depletion at C2 due to
triflyl substitution. Compared with 3a, the bonding situation
in 4a can be understood as a stronger delocalisation of a lone
electron pair on C2 (LPC2) towards the bond, although C1 still
contributes more than 50% of the electron density into the
ELI basin. Despite relatively weak effects of C5 and H1 to the
“C=C” bond (see Figure 3 for atomic labels), diene 5 fits in
this series as an example that shows a strong double-bond
character, where C1 contributes less than 40%.
The NBO/NRT analysis quantitatively evaluates reso-
nance contributions linked to the Lewis structure.[25, 26] There-
fore, we also analysed the XWR wavefunctions with the NBO
6.0 program (Table 3). The NBO/NRT analysis of 3a reveals
that it should unambiguously be considered as a well-defined
“carbenium ylide” 3a-D rather than an “alkene” 3a-C on the
basis of the following results: 1) Natural population analysis
(NPA) charges of C1 (0.63 e) and C2 (@1.12 e ; Figure 5);
2) NLMO/NPA C1@C2 bond order of 1.015, close to 1;
3) NBO C1@C2 bond order of 1.029 with a strong covalent
character (covalent/ionic = 0.987:0.042); 4) dominance of the
charge-separated resonance structure 3a-D (C/D = 3:97) in
the NRT analysis, and 5) a LPC2 orbital with an occupancy of
1.707 e. In contrast, the C1@C2 bond in 5 exhibits an obvious
double-bond character (NBO bond order = 1.931, covalent/
ionic = 1.567:0.364) and a dominant contribution of the p-
bonding resonance structure 5-A (A/B = 93:7). A similar
bonding analysis of the bond in 4a reveals unusual and
intermediate properties. The NBO program interprets the p-
bonding resonance structure 4a-A still to be the major
contributor (A/B = 79:21), but the resonance weight of the
charge-separated one 4a-B is more than 10 % higher than in 5
and therefore more significant. The result of the XWR
wavefunction is in agreement with the result from an MP2
calculation (A/B = 82:18), whereas a corresponding Hartree-
Fock calculation fails to reproduce it (see the Supporting
Information). This confirms that electron correlation—here
obtained through either perturbation theory or the exper-
imental fitting procedure—is crucial for an accurate bonding
analysis.
In conclusion, we found that the XWR wavefunctions
successfully describe three different formal “C=C” bonds in
gem-bis(triflyl)alkenes in the solid state. In 3a, with a large
distortion around the central C@C axis, the data obtained in
all bond descriptions as well as 13C NMR and IR spectroscopy
support that it exhibits the pronounced character of a lone
electron pair on the C2 atom. In other words, 3 a must be
represented as a charge-separated carbenium ylide. The
nearly 100 % contribution of the charge-separated resonance
structure 3a-D established in the NRT analysis is surprising,
because its twisting angle t (67.58) is still far from an
Figure 5. Isosurfaces of the XWR-derived ELI for A) 3a, B) 4a, and C) 5. Isovalue= 1.45 (transparent), 1.60/1.52 (solid, 3a/[4a and 5]). XWR-
derived atomic charges are given in e (red, QTAIM charge; blue, NPA charge).
Table 3: XWR-derived NBO parameters of 3a, 4a and 5.
3a 4a 5
NLMO/NPA bond order 1.015 1.173 1.525
NBO bond order Total 1.029 1.776 1.931
Covalent 0.987 1.238 1.567
Ionic 0.042 0.538 0.364
Resonance weight[a] [%] 3:97[b] 79:21[c] 93:7[c]
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orthogonal angle (908). Although the “C=C” bond in diene 5
exhibits some electron deficient properties, it can be categor-
ised as a normal double bond. As an intermediate entry, 4a,
with a nearly planar geometry, shows the character of a partial
“C=C” double bond. In most bond indices including RGBI,
DI, and the NLMO/NPA bond order, the values are close to
1 and distinctly less than 1.5. Relatively larger contributions
of ionic interactions were found in the RGBI as well as NBO
bond orders. In comparison with the “C=C” bond in 3a, the
double-bond character is increased in the case of 4 a. This fact
is also reflected in 13C NMR data in solution. However, our
analyses using the XWR wavefunctions reveal that the C2
atom in 4a still remains a partial carbanion. Such a borderline
case between the p-bonding resonance structure and the
charge-separated one makes it difficult to represent the
molecular structure of 4a by a single simple Lewis-structure-
based drawing; only a weighted combination of 4 a-A and 4a-
B can correctly describe the bonding situation.
Experimental Section
General synthetic procedure of 3 and 4: Carbodiimide (0.55 mmol)
was added to a solution of Tf2CH2 2 (0.50 mmol) in CH2Cl2 or
ClCH2CH2Cl (9.0 mL). After being stirred at room temperature or
50 8C, the reaction mixture was evaporated and purified by column
chromatography on neutral silica gel to give the desired push–pull
ethylenes.
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4.3 Publication: Proximity Enforced Agostic Interactions Involving Closed-
Shell Coinage Metal Ions
The publication called "Proximity Enforced Agostic Interactions Involving Closed-Shell Coinage Metal Ions"
has contributions through my program cuQCrT. The calculation of very precise grids for the analysis of ELI and
4ρ was done using the corresponding implementation in cuQCrT. The user interface was documented and made
accessible for other users and example files written to be used on this specific case.
Figure 2 in this publication shows how important it is to be able to calculate very accurate volumetric datasets to
understand the non-classic interactions inside a molecule or complex and how it can even show interactions of
closed-shell metal ions like Cu+, Zn+, Ag+ or Au+. Also, this example shows how important it is to describe
the electron density of these transition metal accurately, which is additional proof that an improvement of the
evaluation of densities for a general applicability of HAR was necessary, as performed in NoSpherA2.
My contribution to this publication is the TOC Figure, compilation of cuQCrT to efficiently calculate the grids
necessary, recalculation of wavefunctions without ECP on final geometries to make these detailed pictures and
assistance in setting up necessary calculations in cuQCrT.
Reprinted with permission from Inorganic Chemistry 2019, 58, 24, 16372-16378. Copyright © 2019 American
Chemical Society.
133
Proximity Enforced Agostic Interactions Involving Closed-Shell
Coinage Metal Ions
Emanuel Hupf,*,†,⊥ Lorraine A. Malaspina,† Sebastian Holsten,† Florian Kleemiss,†,∥
Alison J. Edwards,‡ Jason R. Price,§ Valeri Kozich,# Karsten Heyne,# Stefan Mebs,*,#
Simon Grabowsky,*,†,∥ and Jens Beckmann*,†
†Institut für Anorganische Chemie und Kristallographie, Universitaẗ Bremen, Leobener Straße 3 & 7, 28359 Bremen, Germany
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‡Australian Centre for Neutron Scattering, ANSTO, New Illawarra Road, Lucas Heights, NSW 2234, Australia
§MX Beamlines, Australian Synchrotron, ANSTO, 800 Blackburn Road, Clayton, Victoria 3168, Australia
#Institut für Experimentalphysik, Freie Universitaẗ Berlin, Arnimallee 14, 14195 Berlin, Germany
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ABSTRACT: A proximity enforcing diarylsilane ligand is reported, which
gives rise to unusual Si−H···M interactions with the d10 metal ions Cu+
and Ag+ upon complexation. These interactions are studied in detail both
experimentally and computationally and can be classified to be weakly
agostic in nature for the Si−H···Cu interaction. The Si−H···Ag interaction
has more signatures of an electrostatic contact.
■ INTRODUCTION
Agostic interactions are originally defined as interactions
between a C−H bond and a metal atom. They are partially
covalent 2e−3c C−H···M interactions, in contrast to
predominantly electrostatic hydrogen bonds.1 The H···M
interaction may activate the C−H bond and, hence, plays an
important role in fundamental organometallic transforma-
tions.2 The C−H activation process is governed by the
interaction of a formally hydridic hydrogen atom with a local
Lewis acidic site in the structured outer core of the metal atom,
identified in terms of a charge depletion.3 This charge
depletion is analogous to a vacant d-orbital in the molecular
orbital picture.4 These charge depletion zones can most easily
be formed in transition metals with partially unfilled d-shells5
but have also been observed in d0 metals.6 Formation of a
charge depletion in putatively spherical saturated d10 metals
lacking vacant d-orbitals remains a challenge, which makes
agostic interactions involving d10 coinage metal ions rare and
weak.7 Stronger agostic interactions with coinage metals can
only be formed in higher oxidation states,8 or when the donor
group is a Si−H instead of a C−H bond, for which there is, to
the best of our knowledge, only a single claim of a complex
comprising a Si−H···Cu (d10) interaction.9
Nonclassical Si−H···M interactions include σ-complexes,
asymmetric and symmetric oxidative addition products as well
as silyl hydrides.10 In addition, Si−H···M interactions can also
show the general signatures of agostic interactions (although
the original definition referred to C−H···M), because in the
Si−H bond, the charge separation and hence the hydridic
character is more pronounced than in C−H bonds, so that Si−
H bond activation with nonsaturated transition metals for
oxidative addition reactions such as hydrosilylations is
common.11 A Si−H···M agostic interaction can be understood
as the intramolecular analogue of a σ-complex describable by
the Dewar−Chatt−Duncanson model12 involving metal−
ligand π back-donation.13,14 The degree of Si−H activation
correlates with the degree of π back-bonding, so that
complexes of varying strength can be interpreted as snapshots
along an asymmetric oxidative addition reaction coordinate.15
Criteria for the identification and characterization of Si−H···
M agostic interactions involve: a significant Si−H elongation
(Si−H > 1.6 Å)16 in conjunction with an IR red shift13 and a
decreased absolute value of the (negative) NMR coupling
constant 1J(Si−H)10,17 compared to an Si−H bond not
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involved in an interaction, decreasing Si−H···M bond angle
and increasing Si···M···H angle with increasing strength of the
Si−H···M agostic interaction,10 a topological electron-density
pattern indicating the presence of a M-H bond,18 and the
identification of a charge depletion (Lewis acidic site) at the
metal ion core.15,10
In this study, we investigate Si−H···M (M = d10 coinage
metal ions Cu+ and Ag+) interactions. The Si−H and M groups
are brought into close proximity by ligand 1 to ensure a close
contact of the Si−H bond to the Cu+ and Ag+ ions due to
geometric constraints (Scheme 1). We therefore refer to 1 as a
proximity enforcing ligand (PEL). The Si−H···M interaction in
1·MCl is, hence, an enforced proximity interaction (EPI),19
whereby the nature of the interaction is unknown. It could be
repulsive or attractive, most likely weak, which is to be clarified
in this study. It should be noted that the EPIs present in 1·MCl
are caused by the unique nature of the PEL 1, which
differentiates it from solely chelating ligands.
■ RESULTS AND DISCUSSION
PEL 1 was prepared in a single step from 5-diphenyl-
phosphinoacenaphth-6-yl lithium with methyldichlorosilane.
Addition of CuCl or AgCl provided the complexes 1·CuCl and
1·AgCl in yields of 66% and 90%, respectively.
NMR spectroscopy facilitates quantification of the effects
caused by the intramolecular Si−H···M interactions. The 1H
NMR chemical shift of the Si−H bond marginally changes in
the case of 1·CuCl (δ = 6.95 ppm) but is significantly
downfield shifted in 1·AgCl (δ = 7.85 ppm) compared to the
free ligand 1 (δ = 7.13 ppm).20 The 29Si NMR chemical shifts
of 1, 1·CuCl, and 1·AgCl are very similar, with the chemical
shift of 1·CuCl (δ = −29.0 ppm) being slightly upfield shifted
compared to 1 (δ = −23.3 ppm) and 1·AgCl (−20.6 ppm).
Upon complexation with CuCl, the 1J(1H−29Si) coupling
constant decreases significantly from an absolute value of 228.6
Hz in 1 (theoretical value: −218.1 Hz at B3PW91/6-
311+G(2df,p); −216.6 Hz at B3PW91/DGDZVP [all-electron
calculations based on the optimized geometries vide inf ra]) to
an absolute value of 161.6 Hz in 1·CuCl (theoretical value:
−166.1 Hz at B3PW91/DGDZVP and −159.0 Hz with the
inclusion of empirical dispersion), being in the same range as
the related [Ph2P(o-C6H4)]2SiMeH·CuCl,
9 indicating a
significant weakening of the Si−H bond. The same trend,
although smaller, is observed for 1·AgCl, showing an absolute
value of the 1J(1H−29Si) coupling constant of 185.8 Hz
(theoretical value: −184.8 at B3PW91/DGDZVP and −188.1
Hz with dispersion).21
IR spectroscopy further confirms this trend as a decrease of
the wavenumber of the Si−H stretching vibration from ṽSiH =
2173 cm−1 in 1 to 2118 cm−1 (1·AgCl) and 1932 cm−1 (1·
CuCl), depicted in Figure S22, left. Theoretically calculated
values at B3PW91/6-311+G(2df,p) level of theory (see
geometry optimization below) are ṽSiH = 2169 cm
−1 (1),
2089 cm−1 (1·AgCl), and 1984 cm−1 (1·CuCl). In a local
mode picture, this frequency shift demonstrates the Si−H
bond in the metal complexes to be stretched and weakened
because of the Si−H···M interaction, which is more
pronounced in 1·CuCl than in 1·AgCl.
This is corroborated by the measured excited state decay
and ground state bleaching recovery times of the Si−H
stretching vibrations. Upon excitation of the Si−H stretching
vibration in 1 energy relaxes with 7(1) ps (see Figure S22) to
lower frequency modes inconsiderably coupled to the Si−H
stretching vibration, as visible from the vanishing signal.
Excitation of lower frequency modes with considerable
coupling to the Si−H stretching mode would result in spectral
shifting of the Si−H absorption band after excited state decay.
Si−H stretch excitation in 1·AgCl displays a very fast decay of
the vibrational energy to lower-frequency modes of about 0.5
to 0.8 ps (see Figure S22), explained by either a stronger
coupling to the same internal coordinates or by coupling to
new coordinates established by the Si−H···Ag interaction. This
effect is similar but stronger in 1·CuCl. Si−H stretch excitation
results in an excited state decay faster than the system response
of 0.5 ps. Thus, the excitation energy is efficiently redistributed
to lower-frequency vibrations, coupled to the Si−H stretching
vibration. At least some of these lower-frequency vibrations do
couple considerably to the Si−H stretching vibration upon
excitation, since the bleaching signal recovers on a longer time
scale of 1.6(5) ps. The frequency position of the Si−H
stretching vibration in 1·AgCl and 1·CuCl is reduced by 2.6%
and 12.5%, respectively (theoretical values 7.4% and 16.4%).
Comparison of the absorption frequencies with bond lengths
discussed in the next section shows a linear decrease of the
frequencies with increasing Si−H bond lengths (see Figure
S24), similar to the behavior of the hydrogen-bonded O−H
stretching vibration.22 Time-resolved femtosecond infrared
pump−probe spectroscopy was performed with home-built IR
optical parametric amplifiers for pump and probe pulses (see
the Supporting Information for more details).23
These vibrational dynamics experiments indicate only a
weak anharmonic coupling of the Si−H stretching vibration to
other vibrational modes in 1, which means that the isolated
harmonic stretching vibration can indeed be used as a measure
of the agostic interaction. In 1·AgCl, this anharmonic coupling
is slightly stronger, but it is significantly stronger in 1·CuCl,
which is an indication of a more pronounced interaction of the
Si−H group with the metal atom.
For the accurate and precise localization of the hydrogen
atoms, routine X-ray diffraction experiments were supported
by neutron-diffraction studies of 1, 1·MCl (M = Cu, Ag), and
triphenylsilane, Ph3SiH. The final geometries of 1 and 1·MCl
derived from the single-crystal neutron diffraction experiments
are shown in Figure 1. In Ph3SiH, the Si−H bond is
1.494(6) Å and involved in a short (2.290(9) Å) H(δ+)···
H(δ−) intermolecular interaction. In PEL 1, where no
intermolecular interactions involving the Si−H bond are
Scheme 1. Principle of Enforced Proximity Interactions
(EPIs) Utilizing Proximity Enforcing Ligands (PELs) via
(a) Direct Interaction between E and M or (b) Interaction
between X and Ma
aIn this study, the reaction of PEL 1 with MCl (c) gives rise to the
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present, the bond is shortened to 1.484(7) Å. Relative to the
situation in 1, the Si−H bond is elongated significantly to
1.509(7) Å in 1·CuCl and is within a single standard deviation
in 1·AgCl (1.492(10) Å), consistent with results from IR and
NMR spectroscopy.
The Si···Cu and Cu···H distances in 1·CuCl are 2.812(5)
and 1.775(7) Å. Both values are significantly below the sum of
the van-der-Waals radii of 4.10 Å for Si···Cu and 3.10 Å for
Cu···H.24 The same situation, although less pronounced, is
observed for 1·AgCl. The Si···Ag distance is 3.157(9) Å, and
the Ag···H distance is 2.090(11) Å, which are also below the
van-der-Waals radii of 4.20 Å for Si···Ag and 3.20 Å for Ag···
H.24 The Si−H···M angles are significantly bent with values of
117.6(4)° (1·CuCl) and 122.7(6)° (1·AgCl), respectively,
indicative of weak agostic interactions.
Geometries were fully optimized at the B3PW91/6-311+G-
(2df,p) level of theory with an effective core potential
(ECP10/28MDF) and a corresponding cc-pVTZ basis set
for both Cu and Ag atoms. The resulting optimized geometries
are very similar to the experimental neutron-diffraction models.
Based on the optimized geometries, real-space bonding
indicators (RSBIs) were analyzed. These comprise topological
dissection of the calculated electron density (ED) according to
the Atoms-In-Molecules (AIM)25 approach and of the pair
density according to the electron localizability indicator (ELI-
D)26 approach, complemented by the noncovalent interaction
(NCI) index27 surface representations (Figures 2−4).
Furthermore, compliance constants (the inverse of relaxed
force constants) and coupling compliance constants have been
determined applying the generalized compliance constants
method.28 This combination of different theoretical ap-
proaches is used to accurately characterize the bonding
situation, which is of importance especially for weak
interactions.29
One of the most important criteria for the occurrence of an
agostic interaction is the existence of local charge depletion
zones at the metal core that normally indicate vacant d-
orbitals.15,10 These charge depletions at the metal ions are
clearly present in both compounds induced by the ligand field
in the PEL, although the Cu+ and Ag+ ions are formally of
closed-shell d10 configuration (Figure 2). Natural population
analysis30 reveals a small deviation from the ideal d10
population in 1·CuCl (d9.84) and 1·AgCl (d9.89) (B3PW91/
DGDZVP level of theory, all-electron calculations based on the
optimized geometries, more details in Table S6). Hence,
charge reorganization within the d-shell accommodates agostic
interactions in both compounds, with the respective Si−H
group pointing toward a depletion zone. This situation is more
pronounced in the Ag atom with its larger, more polarizable
shell. Clearly structured Ag−P and Ag−Cl valence shell charge
concentrations indicate covalent contributions to the bonding.
The smaller and hence less polarizable Cu ion shows the same
structure for the Cu−P bonds, but a more diffuse charge
distribution otherwise.
AIM atomic charges of about −0.7e for the hydrogen atoms
in both 1·CuCl and 1·AgCl show the significant hydridic
character of these hydrogen atoms which facilitates agostic
bonding. The spatial arrangement of the metal atoms in 1·
CuCl and 1·AgCl is best described as distorted tetrahedral
taking into account the stable bond path to the hydrogen atom
(Figures 3a and 4a). The AIM bonding properties (Table S4)
show that the H···Cu interaction has about twice as much
electron density accumulated in its bond critical point (bcp) in
comparison to the H···Ag interaction (0.43 vs 0.26 e Å−3). It
also has a significantly higher negative total energy density at
the bcp (−0.26 vs −0.09 au). This means that the H···Cu
interaction is stronger and more covalent, whereas the H···Ag
interaction is weaker and electrostatically dominated. This
interpretation is supported by the ELI-D analysis (Figures 3c,d
and 4c,d). Both Si−H basins in 1·CuCl and 1·AgCl share a
boundary with the metal atoms, but the basin is flat along the
H···Ag axis and curved along the H···Cu axis.
In the NCI of 1·CuCl, a ring-shaped and mixed-colored NCI
surface (Figures 3b and 4b) is formed along the H−Cu axis
which is typical for a polar covalent interaction similar to the
Cu/Ag−P/Cl interactions and in line with the interpretation of
the Cu···H interaction to be agostic. In 1·AgCl, a disc-shaped
and blue-colored basin (fused with a flat and green-colored
interligand region) is formed along the H−Ag axis pointing
toward a predominantly electrostatic H···Ag contact. More
details of the RSBI analysis are given in the Supporting
Information.
Determination of the compliance matrix is a powerful tool in
unraveling weak agostic interactions.28b Parts of the com-
pliance matrix are given in Table S7. The compliance constant
Cii for the Si−H bond increases in the order CSiH = 0.351 Å
Figure 1.Molecular structures of 1 (top left), 1·CuCl (top right), and
1·AgCl (bottom left) established by neutron diffraction showing 30%
probability ellipsoids and the crystallographic numbering scheme. A
superimposed view of 1 (green), 1·CuCl (red), and 1·AgCl (blue) are
shown on the bottom right.
Figure 2. Isosurface representations of ELI-D (blue) and Laplacian of
ED (orange) of 1·CuCl (left) and 1·AgCl (right) around the metal
atoms. Isovalues for Cu: −185.0 e Å−5 (Laplacian) and 1.677 (ELI-
D). Isovalues for Ag: −43.8 e Å−5 (Laplacian) and 1.720 (ELI-D).
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mdyn−1 (1) < 0.389 Å mdyn−1 (1·AgCl) < 0.475 Å mdyn−1 (1·
CuCl). As larger numerical values are indicative of weaker
bonds, the Si−H bond is considerable weakened in the Cu-
complex. In line, the Cu−H interaction shows a significantly
smaller compliance constant (CCuH = 2.828 Å mdyn
−1) than
the respective Ag−H interaction (CAgH = 6.239 Å mdyn−1)
pointing to a stronger M···H interaction in 1·CuCl.
Furthermore, the value of CSiCu is significantly larger (6.102
Figure 3. RSBI analysis of 1·CuCl. (a) AIM bond paths motif with bond critical points (bcps, red spheres). (b) NCI iso-surface at s(r) = 0.5 color
coded with sign(λ2)ρ in a.u. Blue surfaces refer to attractive forces, and red to repulsive forces. Green indicates weak interactions. (c) ELI-D
localization domain representation at an iso-value of 1.3. (d) ELI-D distribution (unitless) color-coded onto the (Si−)H ELI-D basin.
Figure 4. RSBI analysis of 1·AgCl. (a) AIM bond paths motif with bond critical points (bcps, red spheres). (b) NCI iso-surface at s(r) = 0.5 color
coded with sign(λ2)ρ in a.u. Blue surfaces refer to attractive forces and red to repulsive forces. Green indicates weak interactions. (c) ELI-D
localization domain representation at an iso-value of 1.3. (d) ELI-D distribution (unitless) color-coded onto the (Si-)H ELI-D basin.
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Å mdyn−1) than the CSiH or CCuH values. In contrast, for 1·
AgCl, the CSiAg value of 6.142 Å mdyn
−1 is comparable to the
CAgH value, which further shows the stronger agostic
interaction in 1·CuCl.
A study of the compliance coupling constants (see Table S7)
reveals substantial coupling between all three fragments of
interest, namely Si−H, M−H, and Si−M (M = Cu, Ag). As the
compliance coupling constants are directly proportional to the
interaction of the coupling coordinates,28b all three fragments
contribute substantially to the overall lowering of the total
energy.
In order to study the effect of London dispersion on the Si−
H···M interactions, empirical dispersion effects were included
using Grimme’s GD3BJ parameters.31 The reoptimized
geometries give rise to longer Si−H and substantially shorter
H···M bond distances compared to the geometries without
inclusion of dispersion effects (see the Supporting Information
for details). However, RSBI analysis reveals very similar
properties in case of 1·AgCl. Interestingly, for 1·CuCl, a small
increase in pronounced Si−H···Cu interactions is detected, e.g.
the electron density and Laplacian at the bcp for the Si−H
bond is decreasing along with a simultaneous increase in
electron density and Laplacian values at the bcp for the H···Cu
interaction (Table S4 and S5, Figure S26 and S27). In contrast,
the effect of dispersion on the compliance matrix is quite
substantial, especially on the M−H interaction. The value of
CSiH in 1·CuCl increases to 0.670 Å mdyn
−1, clearly
demonstrating the weakening of the Si−H bond, especially
when compared to the CSiH value of 1·AgCl, which remains
almost unchanged upon inclusion of empirical dispersion
corrections (0.395 Å mdyn−1). Simultaneously, the CMH and
CSiM values decrease by 31−33% and 13−20%, respectively
(Table S7). Although the overall picture of the Si−H···M
interactions can be understood without the inclusion of
London dispersion effects, the explicit treatment of London
dispersion reveals a more detailed and pronounced description
of the interaction and clearly shows the stronger H···Cu
interaction in 1·CuCl compared to the 1·AgCl congener.
Hence, stabilization of interactions by London dispersion is
part of the working principle of the PELs.
■ CONCLUSIONS
The Si−H···Cu/Ag interactions present in 1·MCl do in fact
describe attractive forces mediated by the proximity enforcing
ligands. The stretching frequencies, the vibrational dynamics,
and the geometric, NMR, and electronic parameters discussed
here are signs of agostic interactions between the Si−H and
metal groups, which is more strongly pronounced in the Si−
H···Cu (predominantly covalent contributions) than in the Si−
H···Ag complex (predominantly electrostatic contributions).
Relative to the criteria listed in the introduction, the Si−H···Cu
agostic interaction is weak; sometimes above, sometimes below
the borderline for such interactions, so that the term pregostic
interaction might be suitable,32 whereas the Si−H···Ag
interaction is better described as an electrostatic contact with
some signatures of an agostic interaction.
We have shown here that in a suitable predominantly
covalent ligand environment, closed-shell metal ion cores can
be polarized breaking the spherical symmetry of the d10 shell,
so that agostic interactions can be formed. To establish this
suitable environment, we synthesized and used a proximity
enforcing ligand (PEL). This PEL stabilizes interactions that
would not form under normal circumstances. It has been
reported that pincer ligands fail to fulfill the same task for
coinage metal agostic interactions.33 Therefore, we propose
that the principle of proximity enforcing ligands can be more
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(I) to Ag (I). Organometallics 2011, 30, 3302−3310.
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The work with proteins in a quantum chemical context is computationally very demanding since wavefunctions
can easily have several thousands of basis functions. While the calculation of ED might still be feasible in
an overnight approach on a normal desktop computer, the evaluation of more complex functions like ELI or
ESP will be very time-consuming. This is why the implementation of the calculation of the ESP was included
in cuQCrT. Also, the evaluation of deformation density, giving insight into the description of asphericity in
quantum crystallographic refinements, is a necessary output to look at the model quality. Therefore, the spherical
densities of Thakkar [427, 428] were implemented into cuQCrT and the deformation density calculated in this
publication. This showcases the scalability and possibilities of applications of cuQCrT, as this is the first time it
was used on a complete protein. These implementations were used to calculate the ESP and deformation density
and plot Figure 5 of this publication, which was completely created by me.
This publication shows how the fast calculation of wavefunctions enables applications for HAR, that were
previously categorized as impossible or unfeasible for refinement. This refinement also shows how previous
implementations of HAR struggled with the treatment of heavy elements. All this has been made easier in
NoSpherA2, where the calculation of wavefunctions using GGA functionals instead of HF or hybrid functionals
allows much faster wavefunction calculation and the description of relativistic basis sets and methods have been
made available routinely. Additionally, the implementation of ELMO based refinements and the corresponding
GUI are currently being tested, as the methods developed during this publication would be made more available
through NoSpherA2.
Reprinted with permission from Journal of Physical Chemistry Letters 2019, 10, 22, 6973-6982. Copyright ©
2019 American Chemical Society.
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ABSTRACT: The coupling of the crystallographic refinement technique Hirshfeld atom
refinement (HAR) with the recently constructed libraries of extremely localized molecular
orbitals (ELMOs) gives rise to the new quantum-crystallographic method HAR-ELMO.
This method is significantly faster than HAR but as accurate and precise, especially
concerning the free refinement of hydrogen atoms from X-ray diffraction data, so that the
first fully quantum-crystallographic refinement of a protein is presented here. However,
the promise of HAR-ELMO exceeds large molecules and protein crystallography. In fact,
it also renders possible electron-density investigations of heavy elements in small
molecules and facilitates the detection and isolation of systematic errors from physical
effects.
Structure determination via single-crystal X-ray diffraction isundoubtedly the most important technique for the
experimental elucidation of the connectivity and three-
dimensional structure of small as well as large molecules.
Famous examples in the history of science are the X-ray
structure determinations of biological molecules such as
vitamins,1 DNA,2 or proteins.3 The method is so successful
and widespread that it gave rise to about 30 Nobel Prizes in
chemistry, physics, and medicine.3 Despite its paramount
importance, it is sometimes forgotten that the refinement of
the diffraction data is based on a crude approximation. In fact,
the electron densities of the atoms are estimated as spheres
(the so-called independent atom model, IAM4), which yields
accurate atomic positions for all atoms except hydrogen but no
direct information on chemical bonding and lone pairs,
energies, or other properties of the molecules or materials
under investigation. Moreover, if hydrogen atom positions are
not attainable, intermolecular interactions such as hydrogen
bonding or agostic interactions cannot be characterized
adequately,5 thermodynamic properties cannot be estimated,6
and protonation states of enzymes remain unknown.7 If the
deformation of the atomic electron density due to chemical
effects is neglected, bond properties in materials or in
metalloproteins are in doubt.8
To solve such problems, on the experimental side, an
enormous technical and financial effort has been made to
obtain increasingly higher-quality and -resolution X-ray
diffraction data sets, especially in protein crystallography.
More and more dedicated end stations at synchrotron sources
around the world provide a rapidly increasing number of high-
resolution structures of proteins.9,10 On the other hand,
method development is trying to keep up by providing tools to
replace the IAM with refinement techniques that take into
account the asphericity of the atomic electron densities and
that can potentially locate hydrogen atoms. For small
molecules, multipole modeling has become a mature
technique11 and provides information on chemical bonding,12
although refining hydrogen13−15 and heavy atom16,17 param-
eters is possible only in special cases. Unfortunately, for large
molecules, multipole modeling is not feasible. However, fixed
multipole parameters are stored in properly designed data-
banks18−20 and successfully transferred to the protein
structures of choice to perform accurate refinement of
coordinates and atomic displacement parameters.21,22
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Introducing quantum-chemical information into X-ray
refinements to replace the IAM is an important aspect of
quantum crystallography.23,24 Within this framework, Hirshfeld
atom refinement (HAR)25,26 has been shown to be able to
locate hydrogen atoms for small molecules from routine X-ray
data with the same accuracy and precision as from neutron-
diffraction experiments27 and now is accessible in standard
crystallographic refinement software.28 Because it is based on
regularly updated full wave function calculations, it is too slow
to be applied to proteins or molecules containing heavy
elements, the two compound classes that bear the most
pressing problems of crystallography. For proteins, quantum-
based refinements have been realized by utilizing restraints
calculated quantum mechanically.29−31
In this work, we introduce a new method of quantum
crystallographic refinement (HAR-ELMO) that combines
HAR with the recently constructed libraries of extremely
localized molecular orbitals (ELMOs) that rapidly provide
wave functions of large and complicated molecules.32 In fact, it
has been shown previously that ELMOs for bonds and
functional groups exhibit the same transferability from model
compounds to proteins (or any other organic framework) as
multipoles do, but with the significant advantage of allowing
the reconstruction of full wave functions for the target
systems.33,34
Here, we apply the new HAR-ELMO strategy to the amino
acid L-alanine (L-Ala)35 and the dipeptide glycyl-L-alanine
(Gly-L-Ala)26,36 to validate it against the original HAR
technique and against suitable neutron-diffraction studies.
Subsequently, we apply it to the polypeptide Leu-enkephalin,37
the fibril-forming segment of the human prion protein,38 and
to crambin39 to provide the first full and complete multipole-
free quantum crystallographic refinement of a protein. This
opens the door for a new research stream in protein
crystallography. To demonstrate the potential applicability of
HAR-ELMO in the field of coordination chemistry (e.g.,
organometallic compounds and metalloproteins), we apply it
to the two coordination compounds (Ph3P)2Hg(NO3)2 and
(Ph3P)2Hg(CN)2, which are the first two fully quantum
crystallographic refinements of molecules containing heavy
elements.
Before applying the novel HAR-ELMO technique to
proteins, we validated it on smaller systems, namely on Gly-
L-Ala at five different temperatures (12, 50, 100, 150, and 295
K) and on L-Ala at three different temperatures (23, 100, and
150 K). The results clearly indicate that approximations
introduced by the ELMO approach do not reduce the accuracy
and precision of the HAR results (see Figure 1 and the
Supporting Information). In fact, unlike IAM, C−H and N−H
bond distances obtained at the HAR-ELMO level are as
accurate (average values agree within one sample standard
deviation (ssd) as shown in Figure 1a) and as precise (ssd
values depicted as error bars in Figure 1a approximately agree)
as the HAR and neutron results for all temperatures. This also
holds for intermolecular hydrogen-bond parameters (Tables
S14 and S15 in the Supporting Information). This means that
Figure 1. (a) Accuracy and precision of bond distances involving hydrogen atoms (X−H) for Gly-L-Ala at all temperatures (note that there is no
neutron diffraction experiment at 100 K). Estimated accuracy is expressed by a match of the averaged bond lengths with the reference neutron
experiment. Estimated precision is expressed by the size of the error bar, which represents the sample standard deviation upon averaging. (b) Visual
comparison of refinement results of Gly-L-Ala at 150 K for neutron, HAR, and HAR-ELMO refinements. The remaining comparisons are depicted
in the Supporting Information. Mean absolute differences (MADs) relative to the neutron experiment for Gly-L-Ala at 150 K: MAD(dX−H,IAM) =
0.128 Å, MAD(dX−H,HAR‑ELMO) = 0.013 Å, MAD(dX−H,HAR) = 0.008 Å; MAD(Uij,H,HAR‑ELMO) = 0.0079 Å
2, MAD(Uij,H,HAR) = 0.0078 Å
2.
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the hydrogen atoms could be located successfully, but using a
significantly lower wall-clock time on a single CPU (from now
on, simply indicated as wall time) compared to traditional
HAR (see Table 1).
HAR-ELMO even allows obtaining hydrogen anisotropic
displacement parameters (ADPs) with precision and accuracy
similar to those observed for the bond lengths. ADPs for
hydrogen atoms are known to be important for the
experimental determination of thermodynamic properties.6
From visual inspection of Figure 1b, there is a qualitative
agreement between the hydrogen and non-hydrogen ADPs
obtained through neutron, HAR, and HAR-ELMO refinements
of Gly-L-Ala at 150 K. This is confirmed quantitatively by
extensive statistical analyses detailed in the Supporting
Information for both compounds at all investigated temper-
atures.
Table 1. Wall-Clock Timing on a Single CPU and Refinement Statisticsa
structure method wall time (dd:hh:mm:ss) R1(F) χ
2
Gly-L-Ala (150 K) HAR 00:00:12:57 0.0161 2.336
HAR-ELMO 00:00:03:36 0.0168 2.725
(0.0251)
L-Ala (150 K) HAR 00:00:05:55 0.0202 3.152
HAR-ELMO 00:00:02:25 0.0210 3.523
(0.0279)
Leu-enkephalin HAR 00:09:52:00 0.0422 0.505
HAR-ELMO 00:01:44:17 0.0430 0.545
(0.0557)
fibril-forming segment HAR 01:07:00:00 0.0436 9.903
HAR-ELMO 00:00:22:56 0.0474 11.913
(0.0446)
crambin (d = 0.54 Å) HAR impossible
HAR-ELMO 09:23:47:53 0.0715 5.004
(0.0704)
crambin (d = 0.73 Å) HAR impossible
HAR-ELMO 06:00:15:16 0.0624 7.672
(0.0618)
(Ph3P)2Hg(NO3)2 HAR 00:11:00:00 0.0162 4.232
HAR-ELMO 00:00:31:47 0.0162 4.400
(0.0204)
(Ph3P)2Hg(CN)2 HAR 00:13:30:00 0.0187 2.603
HAR-ELMO 00:01:09:00 0.0187 2.622
(0.0215)
aThe values in parentheses refer to the IAM R-values obtained after the refinement with the software TONTO. For Gly-L-Ala and L-Ala, only the
150 K measurements are given as examples (complete details are given in Table S11 of the Supporting Information).
Figure 2. (a) Refined protein structure of crambin at d = 0.54 Å, not showing the disordered regions. For clarity, all H atoms are drawn with fixed
spheres of 0.3 Å radius. Different representations for crambin at both selected resolutions and for the polypeptides are given in the Supporting
Information. (b) Deformation density maps of crambin in a peptide region (C=O in Leu25) and a disulfide bond (between Cys4 and Cys32).
Contour interval: 0.05 eÅ−3; blue, positive; red, negative; green, zero. For panels a and b, the ellipsoids are drawn at 50% probability.
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After validation against amino acids and dipeptides, we
applied HAR-ELMO to two polypeptides (Leu-enkephalin and
the fibril-forming segment of the human prion protein) as well
as to the protein crambin at two different resolutions (d = 0.54
and 0.73 Å). All the refinements successfully converged,
yielding atomic coordinates and atomic displacement param-
eters for hydrogen atoms. Only in crambin it was required to
constrain some atomic parameters mainly belonging to the
disordered outermost and flexible loops of the protein (see
Computational and Experimental Methods and the Supporting
Information for more details). In Figure 2a the HAR-ELMO
refined crambin structure is depicted, constituting the first
quantum crystallographic structure of a protein. In Figure 2b,
we show deformation density maps for a peptide bond
fragment and a disulfide bond of crambin, which highlights the
capability of the new HAR-ELMO method to describe
bonding and lone-pair valence electron density distributions
accurately. Residual and deformation densities for other
regions of crambin and of the other two polypeptides can be
found in the Supporting Information.
As a consequence of the improved modeling of bonding
effects, the novel HAR-ELMO method is able to determine the
positions of hydrogen atoms precisely and accurately, also in
situations where they could not be detected previously. This
can be seen in Figure 3, where, for the fibril-forming segment
of the human prion protein, we show the model of a hydrogen
bond interaction in the deposited PDB file (2OL9, Figure 3a)
and upon HAR-ELMO refinement (Figure 3b). In the
deposited model, all the hydrogen atoms are missing, although
residual densities clearly indicate their presence (and the
presence of related hydrogen bonds), whereas, after detecting
them, we could refine them freely by exploiting the IAM and
HAR-ELMO models. Modeled by IAM, the indicated N−H
bond length is too short, whereas modeled by HAR-ELMO, it
matches the reference neutron bond length of 1.03 Å.40
Determination of accurate X-H bond lengths allowed us to
calculate intermolecular interaction energies41 between the
fibril strands, which are a key to the investigation of the
biological relevance of fibrils.38 Parallel fibril strands are held
together with a total interaction energy of 169 kJ/mol,
whereby the electrostatic component and the dispersion
component are about equal in size. This means that hydrogen
bonding does not dominate the interaction inside the fibril.
Overall, average bond lengths involving hydrogen atoms in the
two polypeptides and crambin are significantly elongated with
respect to the IAM refinements, and for all C−H bonds and
most N−H and O−H bonds they agree with bond lengths
derived from neutron diffraction40 within a single sample
standard deviation (see Figure 3c). For O−H and N−H bonds
in crambin, the agreement is more problematic, which is
independent of the resolution, but only depending on the data
quality of protein crystallographic measurements (compare
with Figure 1a for small-molecule crystallography).
The success of the new HAR-ELMO technique with respect
to hydrogen atom localization derives from the fact that
hydrogen has only one electron, which is always involved in
bonding interactions, and it cannot be properly described with
spherical atomic electron densities, as usually implemented in
IAM. Overall, accounting for valence bonding deformations
ensures a better agreement of the model with the measured
diffraction pattern as long as the quality of the X-ray
measurements includes this information. Table 1 shows, in
terms of crystallographic R values, that this is the case for Gly-
L-Ala, L-Ala, Leu-enkephalin, and the mercury complexes that
will be discussed below. For Leu-enkephalin, the improvement
is significant (from RIAM = 0.0557 to RHAR‑ELMO = 0.0430), and
Figure S87 shows that this is due to residual electron density in
the bonding and lone-pair regions after IAM. For crambin and
the fibril-forming segment of the human prion protein, the
quality of the measurements is not sufficient to observe valence
Figure 3. Residual electron density of the investigated fibril-forming segment (original PDB structure: 2OL9) in a region of intermolecular
interaction between two parallel strands (namely, hydrogen-bond N2−H2···O2=C3 [according to the deposited CIF (Crystallographic Information
File) labels] between residues Asn2 and Ser1): (a) IAM without hydrogen atoms as deposited in the original PDB and (b) HAR-ELMO with
refined hydrogen atoms, including the IAM and HAR-ELMO refined N−H distances. For panels a and b, contour interval: 0.05 eÅ−3; blue,
positive; red, negative; green, zero. For panels a and b, the ellipsoids are drawn at 50% probability. (c) Average values and associated standard
deviations of C−H, O−H, and N−H bond lengths in IAM, HAR (if possible), and HAR-ELMO structures of the fibril-forming segment, Leu-
enkephalin, and crambin compared to average values from neutron diffraction.40
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electron density (see Figures 3a and 3b), so there is no
improvement in R-values, but only in refined structural
parameters and in electronic properties contained in the
wave function.
The more sensitive χ2 values in Table 1 show that HAR is
always in slightly better agreement with the measured
diffraction pattern than HAR-ELMO because of the approx-
imations used in the ELMO procedure, but this difference does
not reduce the accuracy of geometrical and derived properties
as shown above. This is important because, for crambin, and
consequently every larger molecule, HAR is impossible or
impractical because it is too computationally demanding,
requiring the recalculation of the wave function after every
refinement step (see Table 1). Therefore, HAR-ELMO renders
quantum crystallographic refinement possible for protein
crystallography. The computational cost depends on the size
of the molecule (total number of atomic orbitals used in the
calculation) and on the number of structure factors used in the
least-squares refinement. For crambin, the number of
reflections in the higher-resolution data set (d = 0.54 Å,
96139 refl.) is more than twice as high as the number in the
lower-resolution data set (d = 0.73 Å, 45265 refl.). The HAR-
ELMO wall time reduces from almost 10 days to about 6 days
(see Table 1) from the higher- to the lower-resolution data set.
The reduction of computational cost from HAR to HAR-
ELMO for the two coordination compounds (Ph3P)2Hg-
(NO3)2 and (Ph3P)2Hg(CN)2 is significant (22- and 13-fold
reduction, respectively; Table 1). Figure 4c also shows that the
hydrogen atom positions and ADPs in the phenyl groups of
(Ph3P)2Hg(NO3)2 are accurately determined, even with the
heavy mercury dominating the scattering. A comparison of
refinement results with isotropic hydrogen atom displacement
parameters and with (Ph3P)2Hg(CN)2 is given in the
Supporting Information.
In the IAM refinement (Figure 4b), there is a significant
amount of unmodelled physically meaningful residual density
in the C−C, C−P, N−O, Hg−O, and Hg−P bonds as well as
in the P and Hg core regions. The maximum unmodelled
electron density peak in the Hg core is +2.1 eÅ−3. The HAR-
ELMO refinement accounts for the deformation of the
electron density caused by bonding, so unmodelled bonding
features are absent from the residual-density map after HAR-
ELMO (Figure 4c). The maximum unmodelled core Hg
density reduces to +1.6 eÅ−3, a significant reduction showing
the importance of modeling the aspherical core deformation of
heavy mercury. Similar, but less pronounced, features can be
seen for (Ph3P)2Hg(CN)2, described in the Supporting
Information (maximum residual density for this compound
being +1.3 eÅ−3 (IAM) and +1.1 eÅ−3 (HAR-ELMO)). HAR
gives very similar results in terms of residual electron density
(+1.7 and +1.1 eÅ−3 for (Ph3P)2Hg(NO3)2 and (Ph3P)2Hg-
(CN)2, respectively).
The residual density distribution after HAR-ELMO shown
in Figure 4c is not free of systematic effects. Unmodelled
effects remain at the Hg and P cores, and there are two ghost
peaks that are not due to aspherical bonding deformation. The
HAR-ELMO treatment allows examination of these additional
effects. The ghost peaks may be Fourier truncation errors that
we could not remove in the data reduction procedure. The
features at the Hg core are physical effects that the HAR-
ELMO model (including anomalous dispersion and absorption
corrections) did not resolve. The most obvious problems in
our theoretical ansatz are the neglect of electron correlation
and relativistic effects. Therefore, we performed fully
relativistic HARs at the B3LYP-IOTC level,42 which is
currently not possible for HAR-ELMO. This refinement took
8 days and 19 hours and only reduced the positive maximum
residual density to 1.15 eÅ−3, still leaving very similar
systematic features at the Hg core (see Figure S97). Other
possible effects could be anharmonicity, insufficiently modeled
absorption, or radiation damage. All these effects can be
investigated in detail in future projects because the fast HAR-
ELMO refinements allowed us to separate deformation due to
bonding from all the other important effects.
Considering all the results shown above, the HAR-ELMO
structural model includes chemically meaningful bonding and
nonbonding features, in contrast to IAM. As long as the quality
of the diffraction experiment is high enough to detect such
features, the new HAR-ELMO refinement method leads to
significantly improved agreements between the model and the
measured diffraction data, as reflected by reduced values of
figures of merit (R values, χ2, and residual density
Figure 4. Refined structures of (a) (Ph3P)2Hg(NO3)2 with residual
electron density distribution and minimum/maximum value (b) after
IAM and (c) after HAR-ELMO. Isovalue = ± 0.2 eÅ−3; green,
positive; red, negative. ADPs at 50% probability level. The two nitrate
and triphenylphosphine groups are symmetry-equivalent with their
counterpart leading to 6-fold coordination of Hg. Distances after
HAR-ELMO: Hg−P = 2.4502(5) Å, Hg−O = 2.4692(7) Å, and Hg−
O′ = 2.8446(9) Å.
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distributions). When the quality of the measurements is not
high enough, the intrinsic quantum-mechanical nature of the
underlying model nevertheless allows the derivation of
accurate experimental geometric parameters even in cases
where ADPs become nonpositive definite in free HAR and free
HAR-ELMO refinements and can be used to obtain properties
that are not restricted to those associated with the electron
density of the system under consideration. Accessible proper-
ties are, for example, bonding descriptors such as the electron
localizability indicator (ELI-D),43 electrostatic potentials
(ESPs), noncovalent interaction (NCI) plots,44,45 or inter-
and intramolecular interaction energies, all of which are
important for rational drug design.46−48 Figure 5 shows the
deformation density, ESP, and the ELI-D for the entire
crambin molecule, calculated rapidly on graphics cards using
our own GPU-accelerated software cuQCT, based on the wave
function and geometry from the last HAR-ELMO step.
For all the mentioned properties, accurate hydrogen atom
positions are imperative. This study shows that HAR-ELMO
can detect hydrogen atoms and locate them accurately and
precisely, even for those large systems for which a fully
quantum crystallographic refinement was previously consid-
ered prohibitive.
Notwithstanding the promise of the current results, the
major drawback associated with protein refinements is solvent
and intrinsic disorder. At the moment, there is no refinement
engine underlying original quantum crystallography methods
such as HAR that can treat this problem in a proper
crystallographic way. It will be of utmost importance to
develop and implement a novel strategy to refine disorder in
HAR-ELMO or couple HAR-ELMO to existing software for
protein refinement that already provides the solution. Although
nowadays the number of exceptionally high-resolution protein
structures is increasing, our study shows that the results of the
HAR-ELMO strategy do not depend on using very high
resolution data (0.85 Å is sufficient) but rather on the quality
of the data.
To improve the current version of the HAR-ELMO
technique, on the one hand, we have already envisaged the
implementation of a parallelized version of the presented
HAR-ELMO procedure, also introducing linear-scaling options
for the computation of one-electron density matrices. This will
result in a further and drastic reduction of the computational
cost. On the other hand, we are also developing a multiscale
HAR-QM/ELMO technique. It will consist in coupling HAR
with the QM/ELMO method,49 a recently introduced
embedding strategy that describes the most chemically/
biologically relevant part of the system (e.g., the active site
of a protein or heavy elements in coordination compounds) at
a very high QM level (e.g., including dispersion for weak
intermolecular interactions in enzyme pockets, or core
excitations and relativity for heavy elements), while treating
the rest of the system with fixed ELMOs transferred from the
databanks. This will increase the accuracy of the results for the
regions of particular interest while keeping the computational
cost within reasonable limits.
The HAR-ELMO refinement captures aspherical electron-
density features, such as bonds, lone pairs and the core
Figure 5. cuQCT GPU-accelerated calculations of molecular properties for crambin based on the final HAR-ELMO geometry and wave function:
(a) isosurfaces of deformation density at ±0.04 eÅ−3 (blue, positive; red, negative); (b) electrostatic potential in a range from −0.1 to +0.1 e bohr−1
mapped on an electron-density isosurface of 0.001 e bohr−3; (c) ELI-D at an isovalue of 2.2 for the main picture and 2.0 for the magnified details.
All grids were calculated within 2 hours on a normal desktop computer with a grid-point separation of 0.1 bohr, except for the ESP grid which took
about 500 hours at a 0.6 bohr separation. The program cuQCT is a software for the rapid calculation of large and dense grids of molecular
properties on GPUs developed by some of us at the Universities of Bremen and Bern.
The Journal of Physical Chemistry Letters Letter
DOI: 10.1021/acs.jpclett.9b02646
J. Phys. Chem. Lett. 2019, 10, 6973−6982
6978
Publication: Fast and Accurate Quantum Crystallography: from Small to Large, from Light to Heavy
147
deformation of heavy elements, in a rapid and automated way.
This allows the separation of such physical effects from
unmodelled systematic effects, which are smaller but still
significant. These unmodelled effects can be of two different
natures: (i) effects that are related to the adopted model (e.g.,
relativity, basis-set dependency and anharmonicity) or (ii)
effects related to the measurement and data reduction strategy.
To tackle problem (i) we propose applying the above-
mentioned HAR-QM/ELMO strategy. Furthermore, we can
exploit the speed of HAR-ELMO and HAR-QM/ELMO in
order to use them as debugging tools to address problem (ii).
In this way, changes in data-reduction routines (for instance,
absorption correction or mitigation of radiation damage) can
directly be mapped on the electron density.
While traditional refinement strategies normally place
hydrogen atoms according to valence considerations and not
according to measured electron-density peaks and while the
pioneering and innovative QM/MM refinements of pro-
teins29−31 are still based on the use of tabulated spherical
atomic form factors, the new HAR-ELMO technique explicitly
treats for the first time the asphericity of the atomic electron
densities in a quantum mechanical way to compute structure
factors for the refinement of macromolecular crystal structures.
This adds unprecedented insights into protein structure
determination. Moreover, for the chemical-crystallographic
community, a major advantage of the new approach also lies in
the future possibility of extending the ELMO libraries to very
different classes of compounds, such as protein inhibitors or
ligands that regularly occur in syntheses of, for example, metal
and covalent organic frameworks (MOFs and COFs). In
particular, if ligands are sterically demanding or contain heavy
elements in a closed-shell state, resorting to such ELMO
libraries will render quantum crystallographic refinements
possible for high-throughput investigations of chemical
bonding features.
In conclusion, two classes of compounds can now be
modeled by quantum crystallography because of the develop-
ments presented here: proteins and molecules containing
heavy elements. For large molecules, the treatment of the
lightest atoms is crucial; for small molecules, the treatment of
the heaviest elements is the biggest challenge. HAR-ELMO is
today the only method that allows fully quantum-crystallo-
graphic refinements of both such very different compound
types on a reasonable time frame. This reduction of
computational cost derives from the introduction of the
ELMO approximation in the procedure, but despite this,
accuracy and precision are only marginally affected. In future
work, we will exploit the new possibilities in macromolecular
chemistry to investigate bonding situations in metalloproteins
and for enzyme−ligand binding as well as in chemical
crystallography to accurately model bonding to heavy elements
and understand unusually close intermolecular contacts, e.g., in
halogen and hydrogen bonding motifs.
■ COMPUTATIONAL AND EXPERIMENTAL
METHODS
In this section, all the computational and experimental
methods used in the present investigation are briefly presented.
More details are given in the Supporting Information.
HAR-ELMO Implementation. The HAR-ELMO technique
was implemented interfacing the HAR functionalities in the
software TONTO50 with the ELMOdb program associated
with the ELMO libraries.32 The interface between these two
programs is the lamaGOET graphical user interface (GUI),
which reads the initial geometry (PDB, CIF, or XYZ file) from
a previous IAM refinement and provides it to ELMOdb for the
automatic transfer of molecular orbitals. After the transfer, the
wave function and first-order density matrix of the system are
computed and written to a formatted checkpoint file, which is
afterward passed to TONTO by lamaGOET together with the
ADPs of the IAM refinement, in order to perform the first
HAR iteration. The updated geometry and ADPs are used as
input for iteratively repeating the procedure until convergence.
Although interfaced, lamaGOET and ELMOdb are currently
two independent programs. The former is available free of
charge at http://www.tinyurl.com/lamaGOET (source code is
also available on https://github.com/lomalaspina/
lamaGOET). In contrast, at the moment, the ELMO libraries
and the associated ELMOdb program are not publicly
available, but they can be obtained upon motivated request
to A.G. (Alessandro.Genoni@univ-lorraine.fr). The construc-
tion of a dedicated webserver is already envisaged.
ELMO Libraries. The used ELMO libraries32 cover all the
functional units of water and of the 20 natural amino acids in
all their possible protonation states and forms. The associated
ELMOdb program can also read tailor-made ELMOs properly
computed to describe fragments of specific molecules or
ligands beyond the standard amino acids and the water
molecule. Other than selecting the molecular orbitals
associated with the fragments of the system under examination,
ELMOdb also automatically handles the rotation of the
ELMOs by simply reading the geometry of the target molecule,
without the need for defining any local coordinate systems as
usually done in multipole refinements. In particular, following a
method originally introduced by Philipp and Friesner,51 this is
done by the program defining, for each fragment, a rotation
matrix from the reference frame in the model molecule (on
which the ELMOs were originally computed) to the reference
frame in the target system (see the Supporting Information for
more details).
Additional Ref inement Details. For the HAR-ELMO refine-
ments of systems that involve only amino acids and water
molecules, we exploited the ELMO library for the 6-311G(d,p)
basis set. For the HAR-ELMO refinements of the two
coordination compounds we used tailor-made ELMOs
computed on proper model molecules with the DZP-DKH
basis-set. For comparison, we performed traditional HARs at
the respective same basis sets and at the Hartree−Fock level,
except for crambin for which traditional HAR is too time-
consuming. In addition, for (PPh3)2Hg(NO3)2 a HAR at fully
relativistic infinite-order two-component level (IOTC) was
performed with the DZP-DKH basis-set.42 All refinements
were performed in TONTO 18.12.17 github v. 2b3dd9c.
Validation of HAR-ELMO. The experimental X-ray26 and
neutron36 data of Gly-L-Ala were obtained from the literature.
For L-Ala, the X-ray data at 23 K were taken from Destro et
al.,35 whereas the data at 100 and 150 K were measured using a
Bruker Venture D8 diffractometer with a Mo Kα microsource
and a Photon100 CMOS detector to a maximum resolution of
0.45 Å (100 K) and 0.55 Å (150 K). Neutron-diffraction data
of L-Ala at 23 K and 150 K were measured at the Australian
Centre for Neutron Scattering of ANSTO (beamline KOALA)
using the Laue diffraction technique.52 KOALA is equipped
with a large cylindrical image plate, so that a resolution of 0.50
Å was reached in the wavelength range 0.750 to 1.500 Å,
refined to R values R(F)= 0.033/0.038. In addition to the
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Supporting Information, more details are in the Cambridge
Structural Database (CSD) under nos. CCDC 1917810−
1917812, 1917816−1917818, 1917820−1917822, and
1917823−1917837 (X-ray) and CCDC 1917685 and
1917813 (neutron).
Polypeptide and Protein Ref inements. The experimental data
of crambin were taken from the literature.39 In the available
PDB file, there was an unspecified and unresolved amount of
disordered water molecules. Because disorder for HAR, HAR-
ELMO, or any other refinement belonging to the original
definition of quantum crystallography is currently an unsolved
problem, we used the SQUEEZE routine53 to calculate the
scattering contributions of the solvent molecules and excluded
them from the original structure factors. These structure
factors were used for full-matrix least-squares IAM and HAR-
ELMO refinements in TONTO at two resolutions, 0.54 and
0.73 Å. Parameters of atoms belonging to lower-occupancy
regions in the reported crambin structure were removed, and
only the major component atoms were included at full
occupancy. Positional and displacement parameters were freely
refined for all atoms, except those in the disorder regions and
those of some atoms belonging to the outermost flexible loop
of crambin. For those atoms, positions and displacement
parameters were kept fixed at values obtained from an initial
unconstrained IAM refinement.
The original structure in the 2OL9 PDB file for the fibril-
forming segment of the human prion protein is resolved up to
0.85 Å and contains ordered oxygen sites of water solvent
molecules, but no hydrogen atoms.38 Before the initial IAM
refinement, all hydrogen atoms were geometrically placed and
then refined freely in the subsequent HAR and HAR-ELMO
refinements. The experimental data of Leu-enkephalin37 are
resolved to d = 0.43 Å, and all atoms are present and ordered
in the original file. The reference IAM refinement was
performed in the software TONTO and followed by both
HAR and HAR-ELMO treatments. The files associated with
the polypeptide refinements correspond to CSD depositions
CCDC 1917596−1917598 and 1917730−1917732.
Small-Molecule Ref inement Involving Heavy Elements. The
two coordination compounds (Ph3P)2Hg(NO3)2 and
(Ph3P)2Hg(CN)2 are known from the literature,
54 but they
were resynthesized according to the literature procedures,
crystallized, and measured at the same X-ray setup described
above to resolutions of 0.50 and 0.55 Å, respectively.
(Ph3P)2Hg(NO3)2 is the only compound in this study with
half a molecule in the asymmetric unit (Z′ = 0.5), whereas for
all the others Z′ = 1. IAM, HAR, and HAR-ELMO refinements
were performed in TONTO. For HAR and HAR-ELMO, two
models were adopted: one with anisotropic and one with
isotropic hydrogen displacement parameters. CIFs of the
isotropic HARs were deposited with the CSD under deposition
numbers CCDC-1917593 and 1917594. CIFs and structure
factor files for all models are available from the Supporting
Information of this Letter.
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Applying Quantum Crystallography for Rational
Drug Design
The tools that the field of Quantum Crystallography provides showed to be capable of describing accurately the
bonding, the environment and the behaviour of molecules and wavefunctions in the solid state. It was proven in
previous publications and work of this thesis (see [92] and sections 4.2 & 4.1), that the procedure of XWR is
capable of obtaining physical effects about, electron correlation, but also the polarization of a molecule in the
environment from structure factors. As shown in section 4.1.4 this can also be achieved from the experimental
diffraction data. Also, it was observed that if one uses a level of theory describing the effects in the ab initio
wavefunction it can be expected that the wavefunction mimics the behavior of the molecule in the crystal better
than a pure HF wavefunction. Therefore the HAR step in the following sections was always carried out using a
DFT functional and a field of cluster charges to obtain the best possible geometry assuming we used the best
possible wavefunction during the refinement. Then, the XCW step was carried out using a level of theory with
the least amount of assumptions to retrieve all physical effects from the experimental data.
In the following investigations it will be studied whether these insights can be used to extrapolate the molecular
properties observed in the crystalline phase into other environments, for example biological systems. To test
whether the correlation of Klebe [274] can be extended from structural correlation towards electron density,
polarization and bonding properties, the method of XWR will be used in comparison to QM/MM methods, to
provide insight into the molecular wavefunction of ligands in biological and other environments.
5.1 Publication: Similarities and Differences between Crystal and Enzyme
Environmental Effects on the Electron Density of Drug Molecules
The work on this publication started during my Master’s thesis, which included the concept of bond scaled
densities and quantification of differences through RRS values and integrated difference densities. The MD
simulations and the QM/MM calculations were part of my Master’s thesis. Erna K. Wieduwilt prepared the
multipole model for the crystal structure data. The theoretical structure factors were calculated by me using
Denprop and modelled in the same multipole model. During this PhD thesis, the HAR was performed using the
new Olex2-NoSpherA2 approach with subsequent XCW. The first draft of the publication was written by me.
Simon Grabowsky rewrote the complete introduction and improved the discussion of results in several iterations.
All Figures and Tables were generated by me. The synthesis and collection of X-ray dataset were carried out by
Ming W. Shi and Simon Grabowsky, among others.
The results of this publication show a very promising trend that the crystal and protein electron density of a
molecular wavefunction in crystalline and enzyme environments are the least different. The next best model,
except for including an explicit neighbourhood, is the use of a continuum solvation model. This test case
confirms and quantifies the claim of correlation between crystal and protein bound molecular properties (see
section 1.4.2 and [274]). Since a solvation model seems to be a good approximation for the polarization in a
crystal, it might have interesting implications for application in quantum crystallography for the future, if it was
implemented in HAR.
However, this work also shows that radiation damage and problems that are due to measurement deficiencies
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can significantly damage the XCW procedure. This is directly shown by the interaction density and ESP of
models CC (an ab initio wavefunction with cluster charges and dipoles) and XCW, where the density is basically
trying to accommodate damages done to the crystal during the measurement. This highlights why HAR can even
perform nice refinements with routine datasets. The theoretical model used to describe the diffraction pattern is
a priori, while the XCW can become ill defined in the case of insufficient data quality. The experiment might
not only provide useful information, but also physical effects of a diffraction experiment, that should not be
introduced into the wavefunction.
To obtain the best results from the experimental data, a procedure is required which would compensate the effect
of radiation on the intensities of measured data without contaminating the data with too many assumptions. So
far, such a procedure is not reported to the best of my knowledge. Another possible treatment might include the
introduction of decay-parameters in the model to compensate for the effect from the model perspective. This
would work best if the diffraction data file contained either the dose that the crystal was already exposed to
or the timing in the experiment, if a constant flux of X-rays is assumed. This model would require a deeper
understanding to model the physical effect of the radiation damage, that might not always be available a priori.
Also, changes in the absorption processes of the sample might be observed, if for example the oxidation state of
elements in the crystal are changed due to the radiation, or the density changes, because some atoms might leave
the crystal due to ionization. This would require much deeper understanding and, most likely, so far unfeasably
complex models of the radiation damage.
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Similarities and differences between crystal and enzyme 
environmental effects on the electron density of drug molecules 
Florian Kleemissa,b, Erna K. Wieduwilta,c, Emanuel Hupfa, Ming W. Shid, Scott G. Stewartd, Dylan 
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Schmidti, Bernd Engelsi, Simon Grabowsky*a,b  
 
Abstract: The crystal interaction density is generally assumed to be 
a suitable measure of the polarization of a low-molecular weight ligand 
inside an enzyme, but this approximation has seldomly been tested 
and has never been quantified before. In this study, we compare the 
crystal interaction density and the interaction electrostatic potential for 
a model compound of loxistatin acid (E64c) with those inside 
cathepsin B, in solution and in vacuum. We apply QM/MM calculations 
and experimental quantum crystallography to show that the crystal 
interaction density is indeed very similar to the enzyme interaction 
density. Less than 0.1e are shifted between these two environments 




Molecular recognition between an enzyme and a low-molecular 
weight ligand is a key feature in mode of action studies for 
biologically active molecules, and in consequence the most 
important factor in drug design.[1] The main components of 
molecular recognition are steric and electrostatic complementarity 
between the enzyme pocket and the active molecule. If the 
recognition process is simplified from the induced-fit theory to the 
classic key-lock mechanism,[2] small-molecule crystal structures 
can be used to approximate the correct three-dimensional shape 
of the active molecule in the biological environment. In both a 
biological as well as a crystalline environment, the small molecule 
will conformationally adapt its shape to the prevailing 
intermolecular binding forces, so that the resulting bound state 
reflects both its inherent flexibility and the environment. [3,4] 
Pascard states that “in numerous cases, there is a nearly perfect 
correlation between small-molecule structural results, and the 
observed binding in receptor–substrate complexes”.[5] Such 
similarities, investigated many times at the geometrical level, [6] 
have led to the development of the method of composite crystal-
field environments by Klebe[7] and SuperStar[8] as part of the 
Cambridge Structural Database suite of software. 
 Electrostatic complementarity between enzyme binding site 
and active molecule is an aspect that goes beyond geometry and 
molecular conformation since the electrostatic potential is 
inherently related to the electron density distribution of each 
partner.[9] Electron densities of biologically active small molecules 
can computationally be estimated in different environments 
(isolated state, solution, crystalline state) or modeled from 
experimental X-ray diffraction structure factors.[10] Experimental 
electron-density determinations of crystals of low-molecular 
weight enzyme ligands give a detailed insight into intermolecular 
interactions which are relevant for the biological recognition 
process such as electrostatic forces, hydrogen bonding or van-
der-Waals interactions.[11] Consequently, the numerous 
experimental electron-density investigations of biologically active 
compounds were justified by assuming that the polarization of the 
molecule under scrutiny reflects the polarization in the enzyme. [12] 
However, this underlying assumption has only rarely been 
investigated,[10,13] and, to the best of our knowledge, never been 
quantified. In this study, we quantify the extent of similarity 
between the electron-density distributions of a model compound 
of the drug E64c as computationally determined in vacuum, in 
aqueous solution, in the corresponding cathepsin-B enzyme 
complex and in the crystal structure of the pure molecule. The 
electron-density distribution of the compound in its crystal 
structure was also determined from a low-temperature high-
resolution synchrotron X-ray diffraction study.  
 The epoxysuccinyl peptide loxistatin acid (E64c) is a 
derivative of the natural product E64[14] and a potent inhibitor of 
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papain-like cysteine proteases (CAC1 enzymes).[15] E64c 
irreversibly inhibits proteases through nucleophilic epoxide ring 
opening and formation of a new C-S covalent bond with the 
respective cysteine thiol group. This mode of action has been 
supported by mechanistic studies[16] based on the E64c–
cathepsin B complex crystal structure[17]. Furthermore, the crystal 
structure of the pure E64c ligand alone was determined in 2015.[4] 
It was envisaged that this ligand would be ideal for the anticipated 
experimental study examining the similarities and differences 
between the polarization of the electron density of a drug 
molecule in its crystal structure to that in an enzyme since so 
much computational information about E64c is available.[13,14] 
However, the four independent molecules of E64c in its crystal 
structure are related by pseudo-symmetry and are heavily 
disordered, which makes them unsuitable for experimental 
electron-density determinations.[4] In turn, the E64c model 
compounds that were in fact suitable for experimental ED 
investigations[18] do not fit into any of the known cysteine 
proteases targeted by E64c (in vivo or in silico) preventing a 
comparison between the crystal and enzyme environments. To 
overcome these challenges, we recently devised an alternative 
strategy which first involved synthesis of the model molecule 
(2S,3S)-3-aminocarbonyl-oxirane-2-carboxylic acid (1H).[19] As in 
E64c, this new substrate contains both the required electrophilic 
epoxide moiety for the reaction with cysteine and the carboxyl 
anchor group for initial binding into the enzyme pocket.  
At physiological pH-values, the carboxylic acid group in 
E64c is deprotonated and hence binds to cathepsin B as a 
carboxylate anion. Therefore, in the present study we also 
deprotonated 1H yielding the anion 1 (Figure 1a), which 
crystallizes as a potassium salt with one molecule of co-
crystallized water (1K.H2O, Figure 1b). Water is abundant in the 
E64c–cathepsin B complex, too, and the K+ ion in the crystal 
structure replaces the histidinium residue of cathepsin B in the 
complex, so that the type of intermolecular interactions in the 
crystal studied here can be expected to mirror those inside 
cathepsin B (section 1 of the Results and Discussion). A single 
crystal of 1K.H2O was measured to high resolution using 
synchrotron radiation at BL02B1, SPring-8, and the electron-
density distribution was subsequently modelled experimentally. 
For this purpose, we employed X-ray Wavefunction Refinement 
(XWR,[20]), a novel technique combining Hirshfeld Atom 
Refinement (HAR,[21]) and X-ray constrained wavefunction (XCW) 
fitting.[22,23] In silico, the small anion 1 fits into the binding pocket 
of cathepsin B, so that its electron density could be compared 
between the following environments: in the crystal structure (from 
XWR, model X; from QM/MM calculations, model C for crystal; 
embedded in a self-consistent field of cluster point charges, model 
CC for cluster charges), inside the enzyme cathepsin B (from 
QM/MM calculations, model P for protein), in solution (COSMO 
solvation model S) and in vacuum (model G for gas phase). 
Intermolecular interactions between molecules lead to a 
polarization of each molecular electron density. In crystallography, 
the interaction density is defined as the difference between the 
electron density of a molecule in a crystal and the electron density 
of the same molecule with identical geometry in an assembly of 
non-interacting molecules (in-vacuo model). In biology, the 
difference between the molecule bonded to the active site and the 
molecule solved in water outside the active site is decisive. 
Nevertheless, the interaction density of biologically active small 
molecular compounds has often been used as a first 
approximation to the polarization of the ligand in the enzyme. E.g., 
Dittrich and Matta argue that the “interaction density can be seen 
as an idealized situation that is analogous to drug–receptor 
interactions and the redistribution of electron density of a drug 












Figure 1. a) Illustration and atomic numbering of the (2S,3S)-3-
aminocarbonyloxirane-2-carboxylate anion (1). b) Refined structure of the 
formula unit 1K.H2O after HAR. All hydrogen atom positions and the isotropic 
displacement parameters for the water hydrogen atoms were freely refined. 
Anisotropic hydrogen displacement parameters in 1 were estimated with 
Shade2[31] and fixed during the HAR. All displacement parameters are drawn at 
a 50% probability level with the software Olex2[32]. The refined intramolecular 
geometry is as follows: C1-O1=1.4221(6), C2-O1=1.4306(6), C1-C2=1.4761(7), 
C2-C3=1.5204(7), C3-O2=1.2696(6), C3-O3=1.2351(7), C1-C4=1.5116(6), C4-
O4=1.2286(6), C4-N1=1.3372(6), C1-H1=1.064(17), C2-H2=1.070(18), N1-
H3=1.087(19), N1-H4=1.030(19), OH2O-H=0.95(2)/0.96(2) Å; C1-O1-
C2=62.32(3), C1-C2-O1=58.56(3), C2-C1-O1=59.12(3), O2-C3-O3=126.13(5), 
H-OH2O-H=108.0(18) °. 
It is arguable if the magnitude of the interaction density is 
inside or outside experimental errors for charge-density 
experiments, which means it is unclear if the interaction density 
can be measured.[25] Most of the discussion in the past was 
centered around the accuracy of the multipole model for 
extracting interaction-density characteristics.[26] Alternatively, the 
interaction density was calculated based on periodic-boundary 
theoretical computations.[27] Only very recently, an alternative 
approach to the derivation of the interaction density was 
discussed, namely the comparison of the non-fitted and 
maximally fitted molecular wavefunction according to the X-ray 
constrained wavefunction fitting technique.[28] The non-fitted 
wavefunction produces the in-vacuo electron density of the 
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includes the polarization of the molecule by the crystalline 
environment via the measured X-ray structure factors. This new 
method was described mainly for an application to theoretically 
calculated X-ray structure factors. In this work, we test this 
method against experimental structure factors for the compound 
1K.H2O (section 2 of the Results and Discussion).    
 Although the interaction density directly reflects the 
polarization of the molecule by its environment, for the molecular 
recognition process the electrostatic potential is the crucial 
property. Electron density and electrostatic potential are 
fundamental properties of a wavefunction and in this study both 
are calculated directly from the (experimentally constrained) 
wavefunctions. Beyond this relationship, there are also interesting 
similarities and differences between the topologies of their scalar 
fields and how these are interpreted with respect to chemistry and 
biology.[29] However, to the best of our knowledge, the 
electrostatic-potential analogue to the interaction density has 
never been explored before. We refer to this difference between 
in-vacuo and crystal electrostatic potential as interaction 
electrostatic potential (or simply interaction ESP) since the term 
interaction potential has a different meaning in the framework of 
QM/MM calculations.[30]  
As discussed above, interaction density (and consequently 
also interaction ESP) are crystallographic terms, denoting the 
difference between the crystalline and the in-vacuo states at 
identical geometry. However, for the simplicity of the argument, 
here we generalize both terms to denote the difference between 
the polarized (crystal X or C or CC, enzyme P, solution S) and 
unpolarized (in-vacuo, gas phase, G) states at identical geometry 
(section 2 of the Results and Discussion). In addition, we have 
developed a technique to compare the electron densities of 
different optimized molecular geometries, which will be introduced 
in section 3 of the Results and Discussion. In section 4, we 
compare derived properties such as the Laplacian of the electron 
density and atomic charges in different environments. 
Results and Discussion 
1. Comparison of intermolecular interactions 
Initially, a comparison between the intermolecular interaction 
network of 1 inside cathepsin B and that inside the crystal 
structure of 1K.H2O (Figure 2) is discussed. For that purpose, 
molecular dynamics (MD) input was prepared by taking the E64c–
cathepsin B complex crystal structure[17] and pruning off all atoms 
of E64c that are not part of the simplified 1. After initial equilibra- 
Figure 2. Visualization of close contacts of 1 in P (left) and X (right). Coloring 
according to interaction type. Orange: His+-199/ K+ around carboxylate; green: 
Cys-29/ 1 (symmetry-generated) around epoxide and carboxylate; purple: Gly-
27/ 1 (symmetry-generated) around amine; cyan/blue: Gly-74/ K+ around 
carbonyl in amide group. Water is depicted as red-and-yellow sticks. 
Figure 3. Plot of the distance between 1 and the four closest amino-acid 
residues of the cathepsin-B pocket (as visualized in Figure 2, left) during the 5 
ns MD simulation of 1 inside cathepsin B. 
tion in a water box, molecular dynamics were simulated over 5 ns. 
The interaction of the carboxylate group with His-199 and Cys-29 
(Figure 2, left) is the electrostatic anchor that keeps 1 closely 
bonded inside the enzyme pocket during the entire time of the 
simulation (Figure 3, O3-HNHis+-199). The contact with carboxylate 
atom O2 importantly keeps Cys-29 close to the epoxide ring, 
eventually resulting in an interaction between the sulfur atom of 
Cys-29 and the epoxide carbon atom 1, which prepares the ring-
opening reaction of E64c to irreversibly form a covalent C-S bond 
and inactivate the cysteine protease.[16] Figure 3 shows that the 
C1-SCys-29 contact remains stable throughout the MD simulation 
with 1 in cathepsin B implying that the model compound used here 
indeed represents the major characteristics of E64c as it would 
act in the same bonding environment. However, the amine group 
of 1 points into the artificially produced cavity, produced by 
shortening of the ligand compared to E64c, which is now filled with 
water molecules. Figure 2, left, shows that the nearest enzyme 
residues are Gly-27 and Gly-74, but as can be seen in Figure 3, 
these contacts are rather long, giving rise to conformationally 
flexible and rotating amide groups. 
Geometry snapshots were taken every 250 ps along the MD 
simulation between 4 and 5 ns. Starting from these, a total of 4 
different QM/MM geometry optimizations were carried out. The 
resulting geometries are similar but not identical due to the multi-
minima nature of protein conformations. Table 1, left column, 
shows that the highest deviations for the various intermolecular 
contacts of the 4 final geometries vary between 0.16 and 0.01 Å, 
so that it is meaningful to report and interpret their average for a 
direct comparison between the protein and crystal environments 
(yielding model P for the following sections).  
For every hydrogen bonding donor or acceptor, there is 
either a hydrogen bond or an electrostatic contact in both these 
environments. The carboxylate group (atoms O2 and O3) forms 
one hydrogen bond with water as acceptor and one contact 
dominated by electrostatics (either positive histidinium ring or 
positive K+ ion) each. The amine group forms two hydrogen bonds 
to water inside the enzyme pocket, and two hydrogen bonds to a 
symmetry-generated carboxylate atom O2 in 1K.H2O. The 
epoxide oxygen atom O1 forms a hydrogen bond or an 













Chemistry - A European Journal
This article is protected by copyright. All rights reserved.
Section 5.1
158
FULL PAPER    
4 
 
Table 1. Closest contacts with the environment inside cathepsin 
B (left) and inside the crystal structure of 1K.H2O (right). For 
hydrogen bonds D-H…A, the distances refer to the donor-
acceptor distances D…A. For the atom labelling, see Figure 1 a). 
1 in cathepsin B 1K.H2O 
Contact (P) Distance /Å[a] Contact (X) Distance /Å[b] 
O1…H-OH2O 2.89 (4) O1…K+ 2.9092 (4) 
N1-H3…OH2O 2.76 (7) N1-H3…O2 3.0157 (6) 
N1-H4…OH2O 2.98 (16) N1-H4…O2 3.0443 (6) 
O2…H-OH2O 2.69 (4) O2…H-OH2O 2.7468 (6) 
O3…H-NHis+-199 2.69 (3) O3…K+ 2.6210 (5) 
O4…H-OH2O 2.65 (1) O4…K+ 2.6925 (4) 
[a] The distances are the average of 4 QM/MM optimized geometries (see 
Experimental and Computational Section). The numbers in brackets are the 
sample standard deviations in the last shown digit(s). [b] The distances are 
the crystallographically refined geometries from the XWR procedure. The 
numbers in brackets are the standard uncertainties in the last shown digit 
from the refinement. 
 
2.9 Å. Remarkably, the longest of the contacts coincide in both 
environments, and the shortest one in 1K.H2O coincides with 
the second-shortest one in the enzyme, which is, however, the 
most important one, namely the electrostatic anchor identified 
in Figure 3. 
In summary, a qualitative comparison of the 
intermolecular interaction networks in both crystal and enzyme 
environments shows some systematic similarities that lead us 
to believe that a comparison of the polarization of the electron 
density in both environments will be meaningful. However, 
Figure 2 also shows that the conformations of the carboxylate 
and the amide groups in both environments are significantly 
different, so that a direct comparison of the electron densities 
belonging to individual bonds will be difficult. This problem will 
be tackled in section 3, whereas section 2 deals with the 
interaction densities and interaction electrostatic potentials of 
the entire anion 1. 
 
2. Interaction density and interaction electrostatic potential 
The interaction densities (Figure 4) and interaction 
electrostatic potentials (ESPs, Figure 5) were calculated 
according to the ideas discussed in the Introduction. They 
represent the differences between anion 1 in its polarized 
(crystal X or C or CC, enzyme/protein P, solution S) and 
unpolarized (in-vacuo, gas phase, G) states at identical 
geometry. In detail, Figures 4 and 5 depict the following model 
differences: 
4 a)/ 5 b) and c): model P minus model G at the QM/MM-
optimized geometry of P; 
4 b)/ 5 e) and f): model C minus model G at the QM/MM-
optimized geometry of C; 
4 c)/ 5 h) and i): polarization of 1 with a cluster of Hirshfeld-
atom point charges and dipoles (model CC, cluster charges) 
minus model G at the experimental geometry from X-ray 
diffraction (X); 
4 d)/ 5 k) and l): effect of X-ray constrained wavefunction 
fitting:[22,28] X-ray constrained model X minus model G at the 
experimental geometry from X-ray diffraction (X). 
Figure 4. Isosurfaces of interaction densities at ±0.0067 e Å-3. Red regions 
correspond to higher ED compared to the in-vacuo state, blue to lower ED. a) 
Protein env.: P minus G at geom. P; b) crystal env.: C minus G at geom. C; c) 
cluster charges: CC minus G at geom. X; d) X-ray constrained wavefunction:  X 
minus G at geom. X. RSR = real-space R-value. Jd = Jaccord distance. Ne = 
integrated number of electrons in the difference grid file. All isosurface 
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Figure 5. Left row (a,d,g,j): 0.01 a.u. isosurface of the ED with total ESP mapped onto it, capped at ± 0.01 e Å-1. Middle row(b,e,h,k): 0.01 a.u. isosurface of the ED 
with interaction ESP mapped onto it, capped at ± 0.01 e Å-1. Right row(c,f,i,l): Isosurfaces of the interaction ESP at ±0.028 e Å-1, except for i) with +0.014 and -0.070 
e Å-1. Red corresponds to more negative regions compared to the in-vacuo state, blue to more positive regions (compare color scale). a) Protein env.: P at geom. 
P; b,c) Protein env.: P minus G at geom. P; d) crystal env.: C at geom. C; e,f) crystal env.: C minus G at geom. C; g) cluster charges: CC at geom. X;  h,i) cluster 
charges: CC minus G at geom. X; j) X-ray constrained wavefunction: X at geom. X; k,l) X-ray constrained wavefunction: X minus G at geom. X. RSR = real-space 
R-value of the interaction ESP. (Units: 1 e Å-1 = 14.40 V.)
In the QM/MM calculations, only 1 was treated quantum-
mechanically, but everything else including water and potassium 
ions was treated with molecular mechanics, so that the 
polarization features seen in Figures 4/5 a) and b) are purely 
caused by electrostatics, with limited dispersion and no covalent 
component. The calculations of Figures 4/5 c) and d), however, 
required the definition of at least the asymmetric crystal unit, 
which explicitly includes water and potassium ions. In the 
Experimental and Computational Section, we describe the 
methodology developed here to isolate only the electrostatic 
component of the interactions. 
The interaction densities in Figures 4 a) and b) look visually 
similar. The similarity is even more obvious in the interaction ESP 
plots, comparing Figure 5 b) with e) and c) with f). Note that the 
conformations of the amide and carboxylate groups are different 
in crystal and enzyme environments, so that the lobes around the 
carboxylate group in Figure 5 f) need to be turned by 90° to match 
the shape of the lobes in Figure 5 c). This means that the same 
functional groups are qualitatively polarized in the same way in 
both environments P and C. For example, all oxygen lone pairs 
show red regions in the interaction densities and ESPs, which 
means that they accumulate electron density and become more 
negatively polarized in the P and C environments than in the in-
vacuo state G. All hydrogen atoms are covered in blue surfaces, 
which means that they lose electron density relative to the isolated 
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covalent bonding partners, e.g. via hydrogen bonding, which is 
characterized by charge transfer.  
In absolute numbers, the polarization effect on the ED and 
ESP is small; the difference values are low. For the interaction 
density, the maximum value in the grid file is ±0.1 eÅ-3 compared 
to maximum values of up to 265 eÅ-3 in the grid file of the total ED. 
For the interaction ESP, the maximum values in the grid file are 
±0.08 eÅ-1 compared to maximum values in a range of [-0.31,782] 
eÅ-1 for the total ESP. A meaningful isovalue for the 
representation of the interaction densities is 0.007 e Å-3, whereas 
it is around 0.03 e Å-1 for the interaction ESP. The real-space R-
values (RSR) and Jaccord distances (Jd) are still close to zero. 
(For a definition of these quantities, please see the Experimental 
and Computational section.) An integration of the absolute values 
of the interaction density inside the grid files (Ne = number of 
electrons) is a measure of the charge transfer caused by the 
polarization (Figures 4 a) and b)). A total of 0.56 electrons are 
shifted in the protein environment and 0.43 e in the crystal 
environment, indicating that, overall, 1 is slightly more polarized 
by the enzyme than the crystal. Definitions of RSR, Jd and Ne are 
given in the Experimental and Computational section. 
Dittrich et al. suggested to use different point-charge and -
dipole models to simulate the crystal field effect and produce the 
interaction density.[27c] Following this idea, we used a self-
consistent Hirshfeld cluster-charge model as it is normally 
employed in Hirshfeld Atom Refinements.[21b,33] Figure 4 c) shows 
the effect of this field on the ED: qualitatively, the regions of 
accumulation and depletion are the same around oxygen and 
hydrogen atoms in comparison to the QM/MM results, and 
quantitatively, RSR, Jd and Ne values are in-between the 
respective values for the QM/MM results. However, the regions of 
ED polarization are wider and more diffuse. This has strong 
consequences on the ESP, see Figures 5 h) and i). The 
polarization of all the oxygen atoms by the surrounding positive 
point charges is much stronger than in the QM/MM models: the 
negative isovalue in Figure 5 i) is 2.5 times as high and the RSR 
value is three times as high. Hence, it is clear that the Hirshfeld 
cluster-charge model overestimates the polarization effect by the 
crystal field. 
Finally, following an idea by Ernst et al. [28], we have 
employed XCW fitting against the experimental synchrotron X-ray 
structure factors of 1K.H2O to map the crystal field effect on 1. The 
experiment contains more information, for the better or worse, 
than the quantum-mechanical ansatz used for the XCW. Beyond 
polarization via the crystal field, additional effects are electron 
correlation,[34] and, unfortunately, systematic errors, with radiation 
damage being the most important one here. These effects are 
also included into the X-ray constrained wavefunction, so that the 
result is not a pure interaction density or interaction ESP. [23] 
However, since a hybrid-DFT functional was used in the fitting, 
we assume that the major electron correlation effect is included 
already in the unperturbed wavefunction before fitting, so that the 
major effect presented here is indeed due to the crystal field and 
the experimental error.  
Figure 4 d) shows that the effect of the XCW fitting on the 
ED is much more pronounced than that of the theoretical models 
where the polarization effect could be treated in an isolated way. 
The spread of the isosurfaces as well as the RSR and Ne values 
are much larger, showing that 1.88 e are shifted between the 
unperturbed and the fitted wavefunction, which is nearly four 
times more than in the QM/MM and point-charge models. 
However, qualitatively the experimental information is still 
meaningful as the polarization pattern in the interaction density is 
still the same (red at oxygen, blue at hydrogen, see also 
representations at different isovalues in the Supporting 
Information, Figures S8). In the interaction ESP (Figures 5 k,l)), 
the polarization of the carboxylate group is unsymmetrical, i.e. 
one oxygen atom becomes more and one less negatively 
polarized in the crystal environment, which is the only qualitative 
difference to the theoretical results in Figures 5 a) to i). The RSR 
value of 0.045 is close to those of the QM/MM calculations.   
The high-resolution low-temperature synchrotron X-ray 
diffraction data of 1K.H2O used in this study were prone to 
radiation damage, which was corrected with a scaling procedure 
(see Supporting Information). It is conceptually difficult within 
XCW fitting to find out to which extent the data quality is affected, 
which will in turn affect the results presented here. Therefore, we 
decided to perform a multipole modeling according to Hansen and 
Coppens[35] on the experimental and on additional theoretically 
calculated structure factors with the sole purpose of separating 
model from data effects, which is discussed in detail in the 
Supporting Information. We find that significant discrepancies are 
caused by the model used to treat the experimental data and not 
by data inaccuracy alone.  
In summary, qualitatively and quantitatively the polarization 
of the electron density and the ESP of 1 in crystal and enzyme 
environments is similar, with a slightly larger effect in the enzyme. 
Hirshfeld cluster charges overestimate the crystal field effect, 
whereas XCW fitting against the experimental structure factors 
captures the effect with a strong bias in the ED and a smaller bias 
in the ESP. Since every model for experimental X-ray data 
treatment, such as the XCW or the multipole model, includes 
theoretical assumptions, and since the data always consist of a 
convolution of many physical effects, we believe that the 
refinement of experimental data might be useful, but data can 
never simply be trusted, as also demonstrated in ref.[37] In this 
context, multipole-model derived electron densities were 
compared to the crystal electron densities calculated from 
QM/MM approaches at various different levels of theory in 
previous studies.[38-40] However, it remains unclear, here and in 
general, whether the level of data accuracy and the convolution 
of different physical effects in the data yields physically useful and 
meaningful derivations of the interaction density and ESP from 
the experiment.[25,26] Therefore, in the next section we concentrate 
on details of the difference densities from theory alone.  
 
3. Bond-wise comparison of difference densities 
One disadvantage of the interaction density is the reference to 
isolated in-vacuo systems. Therefore, we now use difference  
Figure 6. Superposition of the optimized molecular geometry of 1 in cathepsin 
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densities that use the protein environment as reference. However,  
a conceptual difficulty to overcome is that such comparisons are 
necessarily based on different molecular geometries. The 
molecular conformations of 1 obtained from geometry 
optimization in the crystal structure (QM/MM, model C), inside the 
enzyme cathepsin B (QM/MM, model P), in solution (COSMO, 
model S) and in vacuum (model G) are significantly different, as 
visualized in Figure 6 for the C and P geometries. 
To account for changes of bond distances and angles, only 
bond-centered grids were analyzed that were chosen to be as 
small as possible and scaled to the respective bond lengths, i.e. 
the sample point separation was adjusted relative to the bond 
lengths (Figure 7, more details in the Experimental and 
Computational section). Following this approach, only minor 
contaminations of the difference densities in the corners of the 
boxes used to define the grids are observed. 
Figure 7. Visualization of bond-centered scaled grids and the selection of all 
bonds of 1 used for the analysis in section 3. The C4-O4 bond is highlighted, 
which is the first entry in Figures 8 and 9. 
Figure 8. Isosurfaces of difference electron densities in bond-centered scaled 
grids at ±0.054 e Å-3 (blue = positive, red = negative). Differences are shown for 
those four bonds where the effect is most pronounced (cf. Figure 9), and for the 
differences of the vacuum (G), solvent (S) and crystal (C) models always with 
respect to the enzyme (P). 
 
It is expected that the effect of polarization by the 
environment for already inherently polarized bonds that interact 
with the environment is most pronounced. Whereas the 
carboxylate bonds C3-O2 and C3-O3 that carry the negative 
charge are less affected, Figure 8 shows the density differences 
for the most affected bonds C4-O4 and C4-N1. The discrepancy 
between models G and P is the largest, significantly reduced in 
the solvation model S, and nearly vanished in the crystal 
environment C. This implies that the crystal environment is indeed 
a good model of the larger enzyme environment. For the N-H 
bonds in Figure 8, the G-vs-P difference is always the most 
pronounced as for the C-N and C-O bonds. However, the trend 
between S-vs-P and C-vs-P is more ambiguous. In addition, for 
the N-H bonds the impurities in the corners of the boxes are 
higher.  
Nevertheless, RSR values were calculated for every bond-
centered difference grid file and graphically summed up in 
Figure 9 for the same differences as in Figure 8 (G/S/C vs. P), but 
in addition the K+ counter-cation was explicitly included in the G 
and S calculations. K+ is located in proximity to the carboxylate 
group replacing the His-199 group in the protein environment 
(Figure S9 in the Supporting Information). This first polarization 
by K+ already reduces the differences between the G and the P 
environments, as it introduces a first polarizing field acting upon 
the molecule. This shows that the COSMO solvation model S 
produces already a good approximation to the polarization 
present in the enzyme[13a], so the influence of K+ becomes 
negligible. However, the crystal environment is the best 
approximation to the protein environment, and if the bond N1-H4 
was not an outlier, the effect would be visually even more 
compelling. In total, the similarity improves from an RSR sum of 
0.171 for model G (w/o K) to 0.072 for model C, which is a drop 
of 0.1 RSR points or 58 %. 
Figure 9. Sum of the RSR values for all bond-centered difference density grid 
files as visualized in Figure 8 for the four most affected bonds. The differences 
of the vacuum model (G) with or without K+ counter-cation, the solvent model 
(S) with or without K+ counter-cation and the crystal model (C) are always 
calculated with respect to the enzyme model (P). See also Figure S10 in the SI.  
4. Comparison of derived properties 
As the second derivative of the electron density, the Laplacian is 
very susceptible to any method or model change. Therefore, we 
decided to plot it along the C4-N1 bond, which is the one most 
affected by the environmental influences as shown in Figures 8 
and 9. Figure 10 shows the progression of the Laplacian along 
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Figure 10. Laplacian of ED along the N1-C4 bond (plotted with the N atom at 
position 0 Å, left) for the vacuum model (G) with or without K+ counter-cation, 
the solvent model (S) with or without K+ counter-cation, the crystal model (C), 
the enzyme model (P), the Hirshfeld cluster-charge model (CC) and the XCW 
fitting model (X). Values were calculated using Multiwfn.[41] 
charge model (CC) and the XCW-fitted model (X). The minima at 
ca. 0.42 and 0.85 Å are the valence-shell charge concentrations 
(VSCCs) inside this polar covalent bond. With the P-results 
serving as the reference as in the previous section, the deeper 
VSCC at the nitrogen atom is well described by all theoretical 
models except the CC model, which overestimates the charge 
concentration. The experimental data in the XCW fitting model 
significantly deviate from all other results, producing a shift of the 
nitrogen VSCC by about 10 eÅ-5 and 0.2 Å. This effect was 
previously observed and reported for the multipole model.[38,39] 
The deviations of all models relative to the model P are best 
visible in the middle of the bond towards the carbon atom VSCC.  
Model G differs the most from the protein model P, which is 
slightly improved when the counter-cation K+ is accounted for. 
The results are significantly closer to the reference model P for 
both solvation models (S), but the closest match exists between 
the crystal (C) and protein model. These findings agree with those 
in Figure 9 for the difference densities. The model CC has the 
most negative Laplacian value (highest electron concentration) of 
the theoretical models everywhere along the bond, but it is still 
closer to the models P and C than the model G. In contrast to the 
model CC, whereas the XCW fitting model shows the least 
negative Laplacian value for the nitrogen VSCC, it shows the most 
negative Laplacian value in the middle of the bond, deviating 
significantly from all other models. As discussed in section 2, it is 
difficult to know whether these deviations are caused by data 
inaccuracy or the convolution of many different physical effects – 
not only the crystal field effect whose treatment is the only 
difference between all the theoretical models. A comparison with 
Figure S7 in the Supporting Information shows, however, that the 
multipole model using both the experimental and theoretically 
generated structure factors leads to hugely different results of the 
Laplacian in this polar covalent C-N bond, and relative to that 
result the XCW fitting model agrees well with the theoretical 
models (compare a related discussion in ref.[42]). 
The atomic charges (Table 2, here calculated according to 
Bader’s QTAIM[43]) are directly related to the electrostatic 
potentials. All the oxygen atoms are most negatively charged in 
the protein environment, losing negative charge from models C 
toward model S, and being least negatively charged in the in-
vacuo state (models G). The same trend holds for the positive 
charges of the hydrogen atoms. For both oxygen and hydrogen 
atoms, the crystal environment C produces the atomic charges 
that are most similar to the protein environment. All these trends 
are reflected in the interaction ESP plots in the same way (Figure 
5). For the carbon atoms, which are not involved in the hydrogen 
bonding network, the same trend is true, but less pronounced: the 
positive charges are highest in the P model and lowest in the G 
models. 
On average, the charges produced in the Hirshfeld cluster-
charge model (CC) are slightly higher than those in the QM/MM 
crystal model C, sometimes even higher than in the enzyme 
model P – an overestimation of the polarization already discussed 
with respect to Figure 5 h,i). However, the atomic charges 
produced after XCW fitting are significantly higher than the 
charges of any of the other models. Despite these discrepancies, 
chemically meaningful charge differences of the same element in 
different functional groups are always preserved. This refers to 
the lower negative charge of the epoxide oxygen atom O1 or the 
higher positive charges of the carboxyl and carbonyl carbon 
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Table 2. QTAIM atomic charges (e) of atoms in each model. For atom labeling, see Figure 1a. For model definition, see Figure 10. The isolated-anion and the 
QM/MM models do not include explicit K cations, but there are two symmetry-independent ones in the crystal structure (CC and XCW models). 
Atom G (w/o K) G (w K) S (w/o K) S (w K) C P CC XCW 
O1 -0.875 -0.852 -0.903 -0.898 -0.899 -0.907 -0.928 -1.140 
O2 -1.212 -1.227 -1.257 -1.247 -1.267 -1.303 -1.346 -1.266 
O3 -1.216 -1.230 -1.256 -1.245 -1.258 -1.304 -1.276 -1.389 
O4 -1.151 -1.133 -1.193 -1.192 -1.222 -1.277 -1.225 -1.276 
N1 -1.105 -1.126 -1.153 -1.152 -1.201 -1.165 -1.185 -1.563 
C1 0.356 0.359 0.356 0.357 0.360 0.382 0.398 0.325 
C2 0.335 0.364 0.341 0.346 0.349 0.390 0.377 0.637 
C3 1.668 1.581 1.627 1.611 1.614 1.650 1.724 1.820 
C4 1.350 1.404 1.409 1.412 1.393 1.407 1.500 1.583 
H1 0.052 0.043 0.071 0.074 0.068 0.094 0.053 -0.010 
H2 0.029 0.072 0.066 0.072 0.063 0.084 0.053 0.150 
H3 0.387 0.396 0.445 0.446 0.506 0.495 0.457 0.647 
H4 0.384 0.409 0.448 0.449 0.495 0.456 0.435 0.569 
K - 0.940 - 0.968 - - 0.960/0.971 0.925/0.957 
 
Conclusions 
In this study we used model compound 1 which consists of the 
pure deprotonated epoxysuccinyl peptide group that is the 
biologically active center of the drug loxistatin acid (E64c). In 
molecular dynamics simulations, 1 showed to exhibit the same 
stable intermolecular contacts inside the enzyme pocket of 
cathepsin-B that lead to the irreversible inhibition of this protease 
by E64c. Moreover, in the crystal structure 1K.H2O intermolecular 
interactions (hydrogen bonds and electrostatic contacts) are 
formed that are very similar to those in the enzyme pocket, 
involving biologically important water molecules and potassium 
cations. The K+ ion is located in the crystal where the His+ group 
is located in cathepsin B. 
 Detailed analyses of the interaction densities and 
electrostatic potentials as well as of the difference electron 
densities show unambiguously that the crystal environment, as 
described by QM/MM, is significantly more similar to the protein 
environment than any of the other environments (a cluster of 
Hirshfeld point charges and dipoles, a solvation model, or the 
isolated molecule in vacuum, the latter two with or without explicit 
perturbation by the K+ counter-cation). The difference between 
the integrated interaction densities in the protein and crystal 
environments was measured to be smaller than 0.1e over the 
entire anion 1, or 0.075 units of the RSR value when integrated 
over all bonds of 1. We conclude that the sentiment often 
expressed in the literature that the interaction density in crystals 
of the pure substance is a measure of the polarization of the same 
molecule in the enzyme active site is true for the analyzed 
compound. We also showed that the interaction density can be 
used to predict the features of the electrostatic recognition 
process.  
 Finally, we investigated whether the above conclusion 
means that experimental electron-density studies are an ideal tool 
to get deeper insight into the enzyme-ligand interaction. Certainly, 
with an error-free experiment and an ideal model to refine the 
experimental structure factors, such studies would be a close 
simulation of the biological situation. However, the crystal field 
effect on the electron density is relatively small, i.e. less than one 
out of 67 electrons of 1 are shifted due to polarization. Therefore, 
the interpretation of the experimental results and maps is difficult 
relative to the idealized theoretical models. The accuracy of the 
data and the (in-)flexibility of the model have a huge influence on 
the result. The convolution of many physical effects in the 
experimental data that might be lacking in the theoretical 
ansatz/model does not allow to unambiguously pin down the 
crystal field effect in the difference densities. Certainly, for an 
effect such as the polarization in different environments we cannot 
trust the experimental data blindly but have to critically assess 
them, when, simultaneously, a computationally relatively cheap 
and simple method such as a COSMO solvation model already 
approximates the results quite closely.  
Experimental and Computational Section 
The synthesis and spectroscopic characterization of 1K.H2O has been 
reported previously.[19] Details of the synchrotron X-ray diffraction 
experiment are given in Table 3. A high-resolution measurement was 
carried out at beamline BL02B1 of SPring-8 using a helium gas-stream for 
cooling down to 25 K and a large curved image plate for detection. The 
data resolution was limited to d = 0.45 Å after radiation-damage problems 
were observed, which was corrected by using a scaling procedure in the 
software RapidAuto[44] (see more details in the Supporting Information). 
The crystal structure of 1K.H2O was solved using ShelxT and refined using 
olex2.refine and Tonto within the NoSpherA2 framework.[45-47] HAR was 
performed on a level of theory of B3LYP/def2-TZVP using a radius of 
cluster charges and dipoles of 20 Å. Anisotropic displacement parameters 
of hydrogen atoms of 1 were determined using the SHADE2.1 
webservice,[48] and then iteratively updated in Shade in-between HAR 
cycles, whereas the hydrogen atoms of the water molecule were refined 
with isotropic displacement parameters.  
The crystal structure of 1K.H2O, the conditions and the parameters 
used in the HAR as well as the structure factor magnitudes are deposited 
with the Cambridge Structural Database with the reference code CCDC-
2024395. The final wavefunction calculation after the last structural least-
squares refinement in HAR serves as the model CC since it is a single-
point calculation under the influence of a surrounding cluster of self-
consistent Hirshfeld point charges and dipoles. Subsequent XCW fitting 
was performed using a level of theory of B3LYP/def2-TZVP without cluster 
charges to include an estimate of the electron correlation effect into the 
wavefunction ansatz whereas the crystal environmental effect is fitted 
based on the experimental data. The resulting wavefunction serves as the 
model X (or XWR/XCW). 
The final crystal structure was used to build a supercluster according 
to the symmetry of the crystal to perform QM/MM calculations in the crystal 
system (C), treating one anion 1 in the center of the cluster quantum-
mechanically and the proximity using molecular mechanics based on a 
CHARMM force field. Parameters describing 1 were obtained from the 
swissparam webservice.[49] QM/MM structure optimization were performed 
using NAMD2 and Turbomole in all cases during this study, interfaced 
using ChemShell.[50-54] The level of theory used for the QM part was 
B3LYP/def-TZVP. Previous studies were able to show that the density is 
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differences using different levels of theory in QM/MM are documented.[38-
40] 
 
 Table 3. Crystal, measurement, and refinement details for 1K.H2O. 
 HAR XCW 
Empirical formula C4H6KNO5 
Formula weight (g mol-1) 187.20 
Cell setting, space group Trigonal, P312 (No. 152) 
Z 6 
Temperature (K) 25 
Unit cell dimensions  
a (Å) 8.14360 (10) 
c (Å) 19.1623 (3) 
V (Å3) 1100.55 (3) 
F(000) 576 
Crystal size (mm) 0.15 x 0.11 x 0.10 
Crystal form, color Block, colorless 
Wavelength λ (Å) 0.3532 
Absorption correction Multi-scan 
Absorption coefficient μ (mm-1) 0.115 
Tmin/Tmax 0.884/1.206 
Max. θ (°) 23.103 
(sin θ/λ)max (Å-1) 1.11094 
Measured, independent and 
observed reflections 











) 0.0327 - (merged data) 
Number of parameters 121 121 
R1(F) 0.0266 0.0200 





Δρmax, Δρmin (e Å-3) 1.371/-0.378 0.756/-0.216 
Flack parameter 0.13 (6) -
[b]
 







 not reported by 
tonto 
CCDC deposition no. 2024395 
 
 
For a model of the protein environment, 1 was placed into the active 
site of cathepsin B, based on a protein crystal structure of the E64c – 
cathepsin B complex[17] already modified as MD input including all 
hydrogen atoms in ref. [13a]. The resulting geometry was then equilibrated 
and simulated with molecular dynamics (MD) at 310 K using a CHARMM  
force field for protein, water and salt ions.[55-57] The geometries at 4 points 
during the simulation between 4 and 5 ns (250 ps apart) were taken to 
perform QM/MM geometry optimizations (NAMD, Turbomole, ChemShell), 
optimizing the geometry of 1 quantum-mechanically on a level of theory of 
B3LYP/def-TZVP, and optimizing the residues in proximity of 1 with at least 
one atom in a range of 3 Å with molecular mechanics. Since 4 slightly 
different geometries were the result of these calculations, the calculation 
of grids was performed on all wavefunctions and the arithmetic average of 
the geometries and the grid values were calculated for the comparisons 
between the different environments. All plots labelled as model P refer to 
these averaged grids.  
Optimized geometries in solvation (S) and in-vacuo (commonly 
called gas-phase model, G) were obtained by ab-initio optimizations using 
the level of theory B3LYP/def-TZVP in Turbomole.[52] For model S, a 
COSMO solvation model of water was used. These calculations were 
carried out with anionic molecule 1, as well as with a potassium counter-
cation, to give an interaction partner as a first model of interaction with the 
environment. 
The calculation of grid files of the interaction density and interaction 
ESP is simple, however, the setup of the boxes of the grid files for bond-
wise comparison between different geometries is difficult. We programmed 
an in-house software (cuQCT, author: Florian Kleemiss) for the calculation 
and manipulation of grid files in the Gaussian cube format. Bond-centered 
grid files are generated by first finding the midpoint between the two 
positions of selected atoms. The unit vector connecting them will provide 
the vector 𝑎 of the box. A third atom is used to form a plane and to find the 
vector in this plane that is perpendicular to 𝑎. This way, the second vector 
for the grid is found, which will be called  ?⃗?. Both vectors are normalized to 
have a length of 1 bohr. The last vector 𝑐 for the calculation of the grid is 
found by the calculation of the vector product of 𝑎 and ?⃗?. The midpoint of 
the first two selected atoms will then be used as the central point of the 
grid. By choosing a multiplicator for the distance between atoms 1 and 2 
in all three dimensions of the grid, the atoms in different grid files will 
always be located at the same position of the grids. The origin of the grid 
is then found by moving into the negative directions of 𝑎, ?⃗? and 𝑐 for half 
the corresponding length of the complete grid size from the central point. 
Then the calculation with a fixed number of gridpoints scales the grid 
vectors and allows comparability with grids in different settings or with 
different molecular geometry without interpolations. 
To have a quantitative measure of similarity between two ED or ESP 
grids, a real space R value (RSR or RRS) was used. The definition of the 






This RSR gives insight in the total difference in ED relative to the total ED 
of the compound. It is likewise defined for the ESP. A value of 1 
corresponds to a total shift of the complete property, while 0 corresponds 
to perfect agreement. As an alternative, the weighted Jaccord or Soergel 
distance[59], as a variation of the Jaccord distance for binary groups[60], can 






where the sum runs over all grid points of the density. 
 
The number of electrons shifted between two ED distributions is 
given by the sum over the whole grid with grid point indices i, j, k. The local 
density difference is multiplied with the voxel size (which is the triple 
product of the grid vectors) and divided by 2 since local depletion of 
electrons will accumulate in a different place:  
𝑁𝑒 = ∑ ∑ ∑ [
𝜌1(𝑟) − 𝜌2(𝑟)
2
∗ 𝑎 ⋅ (?⃗? × 𝑐)]
𝑘𝑗𝑖
 
The wavefunctions for the models CC and X of the crystal system 
required the explicit inclusion of two potassium ions and a water molecule 
in the asymmetric units of the crystal structure dictated by the 
crystallographic symmetry. This is necessary to describe the cluster of 
charges correctly in the case of Hirshfeld point charges and to calculate 
correct structure factors in the case of XCW. However, for an optimum 
comparability with respect to the QM/MM calculations, the calculation of 
ESP and ED grid files for the models CC and X required a routine to 
calculate these grids without explicit, just implicit contributions of the 
potassium ions and atoms in water. In a new feature of cuQCT, these 
atoms were ignored for the calculation of ESP and ED by skipping all basis 
functions that are associated to these atoms while calculating the value of 
a molecular orbital at a point in space for the ED or during the integration 
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It was shown in chapter 4 that the procedure of XWR can reproduce effects missed by a selected wavefunction
ansatz and already medium resolution of the diffraction data is sufficient given the quality of the data is good.
Also, in section 5.1, it was shown that the similarity between the crystal influence on the molecular electron
density is highest compared to the situation in an enzyme. The effect of polarization had a significant influence
on the observed electrostatic potential and electron density, especially around hydrogen atoms. The question
arises, whether a change in the polarization of a molecule itself through an exchange of atoms will change its
behaviour, since the polarization through the environment might be affected as well. If the amount of polarization
by the environment is changed it might also have influences on the energetic situation of, for example, the
binding of a drug in the enzyme. Since carbon-silicon-exchange offers a tool to change electrostatic properties
of a molecule without changing the functional group. A carbon-silicon exchanged tert-butyl functional group
in principle has the same shape and angles between bonds, except for changed electrostatic properties. This
might allow conceptual creation of a drug-analogous with changed electrostatic properties while retaining its
functionality, rendering them bioisosters with different polarizabilities and polarization. [240, 291, 292] The
following project applies this concept to the essential drug ibuprofen.
Although major parts of this projects are mentioned in the publication "Sila-Ibuprofen" (see section 5.2.14) and
the supporting information of this publication (see appendix D.2) the results and insight won by this projects
and the method development carried out for it are too manifold to be presented in the form of a communication
type of article. Therefore some of the results will be discussed in a bigger context in the following sections and
paragraphs.
5.2.1 Synthesis
The synthesis of carbon-silicon-exchanged ibuprofen (compare 1.7), called sila-ibuprofen, is achieved by using
commercially available 2-[(4-bromomethyl)phenyl]propionic acid, dissolved in diethylether and protected
by a dimethylsilyl group, through addition of 4 equivalents of dimethylchlorosilane and 2 equivalents of
triethylamine under inert conditions. After filtration of the precipitated triethylammonium chloride, the mixture
was added drop wise to an excess of activated magnesium turnings in diethylether under reflux. The mixture
was refluxed for at least 10 hours and then ice water was added. The organic phase was washed again three
times with distilled cold water and the solvent was removed. The yielding sticky oil was purified by column
chromatography by flushing three column volumes of n-hexane and subsequently eluting the product using ethyl
acetate. The product was obtained in 85 % yield after removal of the solvent.
The first step of the synthesis is the formation of the dimethylsilyl ester of the 2-[(4-
bromomethyl)phenyl]propionic acid. The triethylamine acts as a base and deprotonates the acid, which can then
undergo a nucleophilic reaction with the chlorosilane forming the silane-ester and triethylammonium chloride,
which precipitates in the organic medium as a colourless salt. This ester is formed in order to deactivate the
acid function for the consecutive reaction. A Barbier reaction, where magnesium turnings are activated and
addition of the reaction mixture after filtration results in the raw product forms the protected version of the
product molecule. After work up and cleaning, using water for extraction of unwanted reaction products like the
magnesium bromide chloride and other possible side products and column chromatography the final product was
obtained in 85 % yield. This simple setup which is basically a one-pot reaction allows easy realization on a
bigger scale and without complex apparatus, e.g. on industrial scales. The reaction scheme is visualized in
Figure 5.1.
Using this material, full chemical characterization was performed with the help of the group of Prof. Beckmann
in Bremen. The first time this synthesis was conducted by Aileen Justies and Nelly R. King in Prof. Beckmann’s
group at the Free Univserity of Berlin. The synthesis was carried out for further analysis and crystallizations by
Pim Puylaert, Daniel Duvinage and me.
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Figure 5.1: Scheme of synthesis of sila-ibuprofen using a Barbier reaction.
5.2.2 Characterization
A full chemical characterization of sila-ibuprofen was performed in order to understand the properties and
possible advantages the sila-substitution might have imposed. The collaboration of the groups of Prof. Dringen,
Prof. Beckmann, Prof. Grabowsky and other institutes in the department of chemistry in Bremen allowed a
broad variety of methods to be used, which will be presented in the following subsections.
In the following sections the melting enthalpy, solubility, stability in aqueous media, NMR spectra and full
crystallographic analysis will be shown.
5.2.2.1 Melting Enthalpy
Since the melting enthalpy and melting point were major reasons for the concept of sila-substitution in the first
place, these were measured using Differential Scanning Calorimetry (DSC) by Prof. Anne Staubitz. In fact the
melting point of sila-ibuprofen (45-47.4 ◦C) is significantly lower compared to conventional ibuprofen, which
has a melting point around 74 ◦C. [463–465] Also the melting enthalpy measured as 15.8 ± 0.5 kJ mol-1 reflects
this trend, as it is ca. 10 kJ mol−1 lower than that of ibuprofen (26.7 kJ mol-1 [466]). This data suggests a lower
lattice energy of sila-ibuprofen, as the lower amount of energy needed for melting indirectly indicates lower
lattice energy. If the lattice energy is lower a better solubility might be one of the resulting properties of the
material.
The melting enthalpy of both, ibuprofen and sila-ibuprofen, was determined by DSC, using a Metler-Toledo
DSC3+ instrument, where 40 µL aluminium crucibles, a pin and a pierced lid were used to measure in reference
to an empty crucible. The temperature program of ibuprofen ranged from 25◦C to 125◦C, the program for
sila-ibuprofen started at 0◦C and ranged to 70◦C where both programs had a temperature ramping rate of 10 K
min−1 and a N2 flow of 20 mL min−1. These measurements were performed by Prof. Dr. Anne Staubitz and
data evaluation performed by her using the software Star-e Version 15.01.
5.2.2.2 Solubility
One of the limiting factors of the application of classical ibuprofen is its limited solubility of 21 mg L-1 in
water. [302] The pure substance of sila-ibuprofen exhibits a low melting point, which might be seen as an
indicator to lowered lattice energies, which might in turn yields better solubility in aqueous media. This would
be highly desired for medicinal application purposes in intra-venous application or the application in wounds.
High performance liquid chromatography-ultra violet detection (HPLC-UV) is a common technique used to
determine concentrations of a drug molecule in solution. This technique was also employed for the determination
of the solubility of sila-ibuprofen. It was performed using a RP-18 gravity column in a HPLC-UV experiment
detecting at a wavelength of 235 nm. This was done using ibuprofen as an internal standard with a fixed
concentration of 0.1 mg L−1 and equidistant calibration from 5 mg L−1 to 70 mg L−1 of sila-ibuprofen prepared
from a stock solution of sila-ibuprofen in ethanol. An eluent of 1:1 water:acetonitrile with 0.1 mol L−1 acetic
acid in was used for the calibration in triple determination. The final calibration plot is shown in Figure 5.2.
The calibration shows linear behaviour and allows easy determination of the concentration of a test solution,
where sila-ibuprofen was added to distilled water and stirred for two days in order to reach saturation of the
solution. Then this test solution was treated identically to the calibration solutions and measured in triple
determination. The solubility in water of pure sila-ibuprofen was determined to be 83 ± 3 mg L−1. This
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Figure 5.2: Relative integrals between the integral of the absorbance peak of sila-ibuprofen and the internal standard
ibuprofen against the concentration of sila-ibuprofen with linear fit of data-points (R2 = 0.998). Points at 50 mg L−1 were
discarded due to machine failure.
is almost four times higher than the solubility of conventional ibuprofen, which is documented to be 21 mg
L−1. [302]
5.2.2.3 NMR Spectra
All Nuclear Magnetic Resonance (NMR) spectra mentioned in this work were performed on a Bruker Avance
600 spectrometer and are reported on the δ(ppm) scale and referenced against SiMe4. 1H, 13C{1H} and 29Si{1H}
chemical shifts are reported relative to the residual peak of the solvent ((CD3)(CD2H)CO at 2.09 ppm for
(CD3)2CO) in the 1H spectra and to the peak of the deuterated solvent (CD3)2CO at 30.60 ppm in the 13C{1H}
NMR spectra, while 29Si{1H} spectra are referenced against SiMe4. The spectra were collected with help of
Daniel Duvinage and Dr. Pim Puylaert.
The spectra of sila-ibuprofen after chromatography column purification are shown in Figures 5.3 to 5.5.
Figure 5.3: 1H-NMR of sila-ibuprofen measured in acetone-d6 at 600MHz. Signals are assigned numbers according to
labeling scheme in top left corner.
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Figure 5.4: 13C{1H}-NMR of sila-ibuprofen measured in acetone-d6 at 151 MHz. Signals are assigned numbers according
to labeling scheme in top left corner.
Figure 5.5: 29Si{1H}-NMR of sila-ibuprofen measured in acetone-d6 at 119 MHz.
The oxidation product of the reaction of sila-ibuprofen with a Pearlman’s catalyst is the silanol, where the
hydrogen atom at the silane functional group of sila-ibuprofen is exchanged with a hydroxy group. The structure
and corresponding NMR spectra are shown in Figure 5.6 to 5.8.
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Figure 5.6: 1H-NMR of hydroxy-sila-ibuprofen measured in acetone-d6 at 600MHz. Signals are assigned numbers
according to labeling scheme in top left corner.
Figure 5.7: 13C{1H}-NMR of hydroxy-sila-ibuprofen measured in acetone-d6 at 151 MHz. Signals are assigned numbers
according to labeling scheme in top left corner.
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Figure 5.8: 29Si{1H}-NMR of hydroxy-sila-ibuprofen measured in acetone-d6 at 119 MHz.
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In addition to the oxidation product, it was observed that upon removal of the solvent the silanol forms the dimer
siloxane through elimination of water from two hydroxyl functions. This dimer was impossible to isolate, since
it also formed the silanol again in an equilibrium, but NMR-spectra of this mixture were measured and are shown
in Figures 5.9 and 5.10.
Figure 5.9: 1H-NMR of hydroxy-sila-ibuprofen with removed solvent forming the siloxane in equilibrium measured in
acetone-d6 at 600MHz. Signals are assigned numbers according to labeling scheme in top left corner. Signals of siloxane
highlighted with arrows.
Figure 5.10: 29Si{1H}-NMR of hydroxy-sila-ibuprofen with removed solvent forming the siloxane in equilibrium measured
in acetone-d6 at 119 MHz. Signal of the siloxane marked with arrow.
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5.2.2.4 Stability in Aqueous Solution
Since silanes as a class of substances tend to be very oxophilic and unstable at ambient conditions, the question
of stability of sila-ibuprofen in aqueous media needed to be addressed, especially if a use in biological media and
patients is the final goal of the development. There are two possible pathways for sila-ibuprofen to decompose
in solution. Either it forms the silanol by oxidation of the Si-H bond which was characterized by NMR in
the previous chapter 5.2.2.3 or it cleaves the Si-C bond which would leas to significantly smaller metabolites.
To perform tests on the time scale the decomposition of sila-ibuprofen shows, a NMR-tube of sila-ibuprofen
dissolved in D2O with 0.9 % of NaCl was measured every 7 days. An identical solution, that was stored at 4◦C
between measurements, was measured every 28 days. These spectra were measured with the help of Daniel
































Figure 5.11: Stability of sila-ibuprofen monitored by NMR spectra measured in D2O with 0.9 % NaCl in intervals of 7
days stored at room temperature (top) and in intervals of 28 days stored at 4◦C (bottom).
The plots in Figure 5.11 show the peaks of the methyl protons next to the silicon atom and the surrounding
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spectral region. It is clearly visible, that at room temperature after 4 weeks a slow decomposition began and side
products show a signal at ca. 0.07 ppm. Additional smaller amounts of a new substance are observed at ca. 0.11
ppm. These two decomposition compounds could be the silanole as the first bigger signal and then the dimeric
siloxane, since it shows a similar behavior of significantly smaller ratio compared to the siloxane as observed in
the spectra in Figures 5.9 and 5.10. The same trend can be observed during storage at 4 ◦C over months, which
shows that a fresh solution of the material should be stable enough over a period of time, where it could be used
in practical applications. However, long term storage of prepared solutions might be difficult.
Additional investigations were performed where sila-ibuprofen was stored in solutions under basic conditions
adding NaHCO3 at pH 8, 10 and 12. At physiological pH (pH = 8) no decomposition was observable over the
course of one month. At pH 10 and 12 sila-ibuprofen formed the sodium salt of hydroxy-ibuprofen under the
release of hydrogen gas. This ensures that even in the basic conditions of the digestive system the drug is not
decomposing before it is resorbed.
5.2.3 Crystallography of Sila-Ibuprofen
The chemical characterization was readily possible after synthesis except for X-ray diffraction experiments, as it
proved very difficult to obtain sufficiently crystalline material by conventional crystallization techniques. Most
attempts to crystallize the material were performed using combinations of solvents or evaporation of them. Since
they usually result in oily mixtures, the only successful method to obtain crystals was the resublimation of the
substance, however over a time-span of many months, which was inconvenient for repetition of experiments. The
use of high vacuum with slightly elevated temperature in a water bath and the use of a resublimation apparatus
was finally able to produce crystalline material suitable for diffraction experiments.
Diffraction experiments were performed at the synchrotron facility SPring-8 in Hyogo, Japan at beamline
BL02-B1 using a curved image plate detector. This radiation source was chosen to obtain the highest possible
resolution and data quality for the development of force field parameters and comparison of properties. The
results after refinement of the measured data are given in Table 5.1.
Ibuprofen and sila-ibuprofen form isostructural crystals in the space group P 21/c with very similar lattice
parameters. The refinement statistics are the results after XWR, that is initial solution using shelxT, IAM
refinement using olex2.refine and subsequent XWR, consisting of HAR on a level of theory of B3LYP/def2-
TZVPP using a radius of 8 Å for the embedding in cluster charges and a dimer of the molecules formed by the
hydrogen bond between the carboxylic acid group grown as the wavefunction part using the Olex2-GUI in the
HARt implementation. The XCW-step was performed on a level of theory of HF/def2-TZVPP without any
cluster charges in order to retrieve all experimentally available information without the bias of an overestimation
through a selection of the method (compare section 4.1). The final structures are shown in Figure 5.12.
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Table 5.1: Refinement statistics of ibuprofen and sila-ibuprofen after XWR using Tonto. [153]
Structure Ibuprofen Sila-ibuprofen
Space group P 21/c
a /Å 14.465(3) 14.814(3)
b /Å 7.815(2) 7.972(2)
c /Å 10.435(2) 10.798(2)
β /◦ 99.66(3) 100.70(3)





Avg. redundancy 9.49 6.71
Completeness 1.00 1.00
Average I/σ 41.3 22.3
# of refln. measured 132378 105581
# of unique refln. 13367 14320
Obs. Criterium Fo2 > 2σ(Fo2)
# of observed refln. 10549 10780
Weighting scheme w = 1/σ(Fo)
λXWR 0.40 0.63
χ2 1.7817 2.5273
Final R1 0.0216 0.0267
Final wR2 0.0285 0.0365
Max ∆ρ /eÅ−3 0.183 0.261
Min ∆ρ /eÅ−3 -0.139 -0.192
CCDC deposition number 1983628 1983627
5.2.4 Complementary Bonding Analysis
Based on the wavefunctions obtained from XWR, a comparison of the bonding situations in both molecules
was performed employing the methods mentioned in section 1.3, namely the frameworks of QTAIM, NBO and
ELI-D in this case. Results are shown for selected bonds in Figure 5.12.
The bonds in the carboxylic acid group, corresponding to the anchor inside the enzyme where ibuprofen exhibits
its main function, are mostly unchanged. In both ibuprofen and sila-ibuprofen the QTAIM-, NBO- and ELI-based
bond descriptors as well as the atomic charges reflect very similar behavior and show that both acids should have
similar acidity and electrostatic properties based on the assumption that the charge distribution mainly dictates
the electrostatic properties. In the bonds around the carbon/silicon switched position, the effect of the umpolung
(see section 1.7) is highly visible. The charge of the hydrogen atom attached to the ternary position is switched
from around +0.2 e in ibuprofen (NPA charges) to -0.2 e in sila-ibuprofen, and from approx. 0 e to -0.7 e in the
QTAIM description. Also, the charge of the carbon/silicon is switched in sign: while the carbon analogue shows
0.1 e and -0.2 e in QTAIM/NPA, the silicon atom has 2.8 e/1.4 e charge on this silicon atom.
Moreover, the nature of the bonds between C-H/Si-H changes: while in the QTAIM picture the density, its
Laplacian and the delocalization index (DI) hint towards a highly covalent single bond, the situation is quite
different in the silane function, where the Laplacian is positive and the DI is below 0.5. The Raub-Jansen index
(RJI) decreased significantly, too, pointing towards a much higher shift of the bond polarization towards the
hydrogen atom. The same trend is observed for the C-C/Si-C bonds, shown as an example for the methylene
group. The C-C bond is much more covalent in ibuprofen (high density, negative Laplacian, DI around 1, 95%
covalency in NRT and 50% RJI) while the Si-C bond is more polarized (lower density, positive Laplacian, DI
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Figure 5.12: Final crystal structure of ibuprofen (left) and sila-ibuprofen (right) after XWR showing ADPs at 80%
probability level with labeled bond descriptors, using the following color code: QTAIM charges in e, NPA Charges in e, ρ
and4ρ at the BCP in a.u., delocalization index, NBO bond order with percentage weight of covalent form in parenthesis,
NLMO/NPA Bond order and population of the diatomic ELI-D basin with contribution of electron density from the element
with higher Z into the bond by volume/electron density, respectively (black).
around 0.5, 55% covalency in NRT reflected by low covalent NBO-BO and quite polarized RJI below 17% in
both cases).
These observations allow the assumption that the biologically active site, the carboxylic acid function was
unaffected by the carbon-silicon exchange while some new bonding situation and especially charge distribution
was achieved in the formerly unpolar tert-butyl group. This will further be discussed in section 5.3.2.4.
5.2.5 Electrostatic Potential
To understand the effect of the changed charges on the exhibited electrostatic potential between ibuprofen and
sila-ibuprofen is was plotted onto the Hirshfeld suface of the molecules within the crystal structure shown in
Figure 5.13. It is observable that around the silane function in sila-ibuprofen exhibits a strong negative potential
while ibuprofen has a weak positive potential at the corresponding position. This is explained by the relatively
high negative charge of the hydrogen atom in sila-ibuprofen in comparison to the relatively neutral hydrogen
atom in ibuprofen.
The wavefunction obtained from the XWR refinements were also used for further analysis of the ESP on the
Hirshfeld surfaces by tricking CrystalExplorer to read them from prepared .fchk files after conversion from Tonto
to .fchk files using cuQCrT (compare section 3.3). To understand the difference of packing and electrostatics in
these two in principle isomorphous compounds, the Politzer parameters were calculated for these surfaces and
resulting values are summarized in Table 5.2. [467]
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Figure 5.13: Electrostatic Potential (ESP) mapped onto the Hirshfeld surface of ibuprofen (left) and sila-ibuprofen (right)
from the XCW wavefunctions. Color scale from -0.01 a.u. (red) to 0.01 a.u. (blue). Visualized using CrystalExplorer. [423]
Table 5.2: Politzer parameters [467] of ibuprofen and sila-ibuprofen after XWR using Tonto, importing the wavefunction
into CrystalExplorer using a script which copies the .fchk files to the according places. [153,423] Units in eÅ−1 and e2Å−2.
V+: Mean positive values, V-: Mean negative Values, Π: average deviation from mean value on the surface, σ2+, σ
2
− and









The parameters can be interpreted in order to see differences in deviations from the zero-potential and the spatial
distribution on the surface. V+ and V- give rise to the average value of the respective potential regions. If there is
a higher average value of the potential in either direction, the molecular potential can be interpreted as more
pronounced. Π, being the average deviation from the mean value of the surface, gives rise of the spread of values.
If it is low all values are more similar than if Π is high. σ2+ and σ2- are the variance of the values on the surface
where the value has respective sign, σ2Tot is the variance of all values. ν refers to the balance of the potential
distribution, where 0.25 is the maximal value by definition. If the value is lower the potential is not balanced over
the complete surface. In the comparison of ibuprofen and sila-ibuprofen, the potential expressed by ibuprofen is
less balanced, as ν = 0.2325, which coincides with V+ and V- being further apart than in sila-ibuprofen, where
ν = 0.2401.
Quantification of the effect of the umpolung in the silane function is available when comparing the dipole
moment of model compounds trimethylsilane, as used in section 5.2.6, and the carbon equivalent tert-butane.
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Both molecules were geometry optimized on a level of theory of B3LYP/def2-TZVPP and the dipole moment
along the C-H/Si-H bond calculated. The magnitude of the dipole moment of tert-butane is 0.0528 a.u. along
the C-H bond, while in trimethylsilane the dipole moment is -0.2171 a.u. along the Si-H bond. The opposing
sign is kept to denote the opposite orientation of the dipole moment. This shows how this carbon-silicon switch
introduces an almost 4-times higher dipole moment in the direct proximity while changing the direction of the
dipole moment, as well.
5.2.6 Force Field Development
The force field parameters for the MD simulation of ibuprofen inside their targets COX-I and COX-II were taken
from default CHARMM force fields and the online service swissparam. [235–237, 468] Here, coordinates of a
small molecule can be uploaded and parameters of a databank of force fields are given for use in a simulation.
Since the carbon-silicon bond found in sila-ibuprofen is a rare type of bond in the context of protein molecular
dynamics simulations, there was a lack of parameters for the description of sila-ibuprofen. The missing bonded
parameters are visualized in Figure 5.14. In addition, the non-bonded parameters of the atom types Si, HSi and
the neighbouring carbon atoms needed to be modelled.
Figure 5.14: Visualization of missing force field parameters for molecular dynamics simulations of sila-ibuprofen. Red
cylinders denote missing bond-, blue triangles missing angle- and green discs missing dihedral-parameter. All hydrogen
atoms without labels are of type HCMM . Visualized using VMD and ffTK. [56, 469]
A convenient tool inside the GUI VMD, [56] called ffTK, the force field Tool Kit, guides the user through the
process of optimizing a force field of a small molecule based on a series of calculations.
The calculation of the forces between atoms in the XWR derived wavefunction was carried out, reading it into
Gaussian09 similarly to a NBO calculation, then calculating numerical gradients and Hessian matrices. Using
these for the estimation of force constants for bonded force parameters between two atoms and angle force
parameters between three atoms the missing parameters were estimated. Dihedral barriers were optimized
using a potential energy surface scan on a level of theory of MP2/def2-SVPP rotating around the axes under
investigation (compare green discs in Figure 5.14). [344] A plot of the energies of dihedral parameters and the
quantum mechanical energies for the corresponding conformations during the PES-scan are shown in Figure
5.15.
The last missing parameters were charges of atoms. They were estimated using the possibility of fftTK to set up
calculations of dimers of water with the molecule under investigation in order to match the Coulomb energy
of the charges in the force field with those of the QM calculation. A level of theory of HF/def2-TZVP was
employed. [344] This procedure was performed for all atom types under the constraint that the total charge of
the deprotonated sila-ibuprofen molecule is expected to have an overall charge of -1 e.
The final challenge was the optimization of Lennard-Jones parameters to correctly describe the dispersion
interactions. To tackle this problem, a dimer of a model compound (trimethylsilane) was used, once arranged as
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Figure 5.15: Plot of the energy derived by the PES scan using Quantum Mechanics (QM) and the optimized Force Field
(FF) parameters. Each point on the principal axis corresponds to a different geometry.
a hydrogen-hydrogen contact, once as silicon-silicon and once as hydrogen-silicon contact dimer. The positions
of molecules are visualized in Figure 5.16.
(a) hydrogen-hydrogen contact. (b) silicon-hydrogen contact. (c) silicon-silicon contact.
Figure 5.16: A visualization of the arrangement of the trimethylsilane dimers for development of the Lennard-Jones
parameters of the force field. Visualized using VMD. [56]
These arrangements were used for restricted PES-scans using ORCA for the quantum mechanical calculation of
energies on a level of theory of B3LYP-D3BJ/def2-TZVP. [344, 399, 400] It is extremely important to use the
dispersion correction in the quantum mechanical calculation to be able to fit the parameters of the force field
reasonably. The geometries obtained from the wavefunction calculation, when shortening the corresponding
contact in 0.1 Å, steps was pasted into a xyz-file to be used as the input for the calculation of energies using
NAMD2. The energies were plotted and the agreement calculated in terms of least squares between the point of
the quantum mechanical energy and the force field energy. The energy agreement is plotted in Figures 5.17a to
5.17c.
To ensure physical behaviours of the force field in the enzyme pocket, the geometry of the enzyme pocket from
the COX-II entry 4PH9 in the Protein Database [470] was used to set up a calculation of all amino acids with
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atoms in a distance of less or equal to 5 Å to any atom of ibuprofen in the active site of subunit 1 of COX-II. The
center of mass of each amino acid was used to push them away in an anti-concentric motion from the center
of mass of ibuprofen in a PES-Scan. The level of theory used was B3LYP-D3BJ/def2-SVPP, [344, 399, 400]
accommodating a big number of atoms in the quantum mechanical part. Identical geometry was used to calculate
the energy based on the derived force field to see whether the position and trend of the pocket size and position
can be reconstructed. To compensate the difference of geometry when using sila-ibuprofen in the pocket, the
bonds of changing atoms and their neighbours were reset to the equilibrium distance of the derived bonded
parameters of the force field while retaining angles and dihedral angles using internal coordinates. The results of
this scan are shown in Figure 5.17d. Unfortunately, the output of the energy obtained by NAMD2 has limited
precision, therefore the plot scatters a lot.


































































(d) extension of enzyme pocket.
Figure 5.17: Plot of quantum mechanically derived and force field computed energies for trimethlysilane and sila-ibuprofen
in the active site of COX-II.
The plots show that within reasonable accuracy the positions and depths of minima of all models are reproducible
using the force field. The simulation of the pocket extension shows a good agreement of the minimum of the
energy when altering the distance of amino acids. The depth is not exactly reproduced, but it is difficult to say
whether this is due to the inaccuracy of the Lennard-Jones parameters of the new silicon and hydrogen atom
types, or rather the inaccuracy of the other types, e.g. the amino acids as well as the remaining atoms of the
swiss param service. Therefore, these parameters were accepted and the parameters summarized in Tables 5.3 to
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5.5 were used for the following simulations.
Table 5.3: Force field parameters for bonds (top) and angles (bottom) used for ibuprofen and sila-ibuprofen.
Bond Force constant (Kb) Eq. distance (b0)
/kcal mol−1 Å−2 /Å
CR Si 190.6411 1.8677
Si HSi 171.6976 1.4972
CO2M O2CM
a 702.1030 1.2610
CR CR a 306.4320 1.5080
CR HCMM a 342.9910 1.0930
CR CB a 356.7370 1.4860
CR CO2CM
a 275.6310 1.5100
CB CB a 401.0680 1.3740
CB HCMM a 381.8530 1.0840
Angle Force constant (Kθ) Eq. angle (θ0)
/kcal mol−1 rad−2 /rad
CB CR Si 30.2479 105.4005
CR Si HSi 22.5564 116.2359
CR Si CR 54.1973 114.2112
Si CR HCMM 14.9964 110.2184
CB CB CB a 48.1450 119.9770
CB CB CR a 57.7880 120.4190
CB CB HCMM a 40.5170 120.5710
CR CR HCMM a 45.7700 110.5490
HCMM CR HCMM a 37.1340 108.8360
CB CR CR a 54.4060 108.6170












a Parameters taken from swissparam. [468]
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Table 5.4: Force field parameters for dihedral angles and impropers used for ibuprofen and sila-ibuprofen.
Dihedral Force constant Multiplicity Eq. dihedral
(Kχ) / kcal mol−1 (n) (δ) / ◦
(Kψ) / kcal mol−1 rad−2
CB CB CR Si 0.442 2 180.00
CB CR Si CR 0.331 3 0.00
CB CR Si HSi 1.091 1 0.00
CR Si CR HCMM 0.000 3 0.00
HCMM CR Si HSi 0.301 3 0.00
CB CB CB CB a 3.500 2 180.00
CB CB CB HCMM a 3.500 2 180.00
CB CR CR HCMM a 0.195 3 0.00
CB CR CO2CM O2CM
a 0.300 2 180.00
CB CB CR CR a 0.225 2 180.00
CB CB CR HCMM a -0.210 2 180.00
CB CB CR HCMM a 0.196 3 0.00
CB CB CR CO2CM
a 0.100 3 0.00
CB CB CB CR a 3.500 2 180.00
CBCR CR CR a 0.150 3 0.00
CR CR CO2CM O2CM
a 0.631 2 180.00
CR CB CB HCMM a 3.500 2 180.00
HCMM CR CR HCMM a 0.142 1 0.00
HCMM CR CR HCMM a -0.693 2 180.00
HCMM CR CR HCMM a 0.157 3 0.00
HCMM CR CO2CM O2CM
a -0.053 3 0.00
CR CR CR HCMM a 0.320 1 0.00
CR CR CR HCMM a -0.315 2 180.00
CR CR CR HCMM a 0.132 3 0.00
HCMM CB CB HCMM a 3.500 2 180.00
CO2CM CR CR HCMM
a -0.070 3 0.00
CB CB CB CR a 2.879 - -
CB CB CB HCMM a 1.079 - -
CB CR CB CB a 2.879 - -
CO2CM O2CM CR O2CM
a 12.810 - -
a Parameters taken from swissparam. [468]
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Table 5.5: Force field parameters for Lennard Jones potentials (top) and charges of atoms in e (bottom) used for ibuprofen
and sila-ibuprofen.
Atom type ε /kcal mol−1 Rmin /Å
CB a -0.0700 1.9924
CR a -0.0550 2.1750
HCMM a -0.0220 1.3200
CO2M
a -0.0700 2.0000
O2CM a -0.1200 1.7000
HSi -0.0152 1.5210
Si -0.5650 2.3800
Atom type Ibuprofena Sila-ibuprofen
O2CM -0.9000 -0.9000














MD simulations were performed using NAMD2 [471, 472] and a CHARMM36 force field, where missing
parameters for small molecules were obtained from swissparam, if available. [235–237, 468]
Preparation of input files: The structures of the ibuprofen-COX-I complex [473] and ibuprofen-COX-II complex
[470] as deposited in the PDB were downloaded, a solvation box of 15 Å of water molecules and a physiological
concentration of NaCl added around the protein using VMD plugins. [56]
Settings for the production runs: The target temperature of the barostat was set to 300 K, the pressure to
1.01325 bar. The thermostat used was a Langevin coupling, which was decoupled from the hydrogen atoms
and had a damping factor of 1. The barostat was an isotropic Langevin-Piston mechanism, which had a period
of 200 steps, decay time of 100 steps and a target temperature of 300 K. The integration frequency was 2 fs,
the full electrostatics were also re-evaluated every 2 fs. The non-bonded interactions that are not in the full
Ewald summation, were evaluated every fs. The cut-off for non-bonded interactions was 12 Å where at 10
Å a switching function was used to smoothen the transition to 0. The geometry, velocities and electrostatics
were saved every ps, the pressure and energies printed every 80 fs. Pre-compiled binaries of NAMD2 with
CUDA acceleration were used for simulations, except for FEP, where CUDA acceleration is not yet implemented.
The normal strategy was a minimization of the structure obtained from the preparation procedure then slowly
annealing the temperature from 60 K in 1 K steps with 600 simulation steps of 2 fs each until 300 K were
reached. A subsequent equilibration simulation with production settings and 500,000 steps was appended to
ensure equilibrium of the complex. Then the production simulation was started. The starting geometry for the
runs of sila-ibuprofen were generated by using the deposited ibuprofen complexes and manually changing the
ibuprofen residues into sila-ibuprofen.
5.2.8 MD Simulations
Figure 5.18: Lewis structure for
the ibuprofen/sila-ibuprofen - argi-
nine contact as the anchoring mo-
tif in COX-I and COX-II with name
scheme of atoms.
A force field for the study of similarities or differences in bonding of ibupro-
fen and sila-ibuprofen inside the active side of COX-I and COX-II was
derived as described in section 5.2.6 and used for simulations over a times-
pan of 40 ns. The geometry was analyzed over this timespan to understand
the similarity or difference in bonding of the molecules and whether sila-
ibuprofen would prove to be similarly active as a reversible inhibitor as
ibuprofen. The reported key bonding motif of ibuprofen in the active site
of COX enzymes is a two-fold hydrogen bond between the carboxylic acid
group of ibuprofen and an arginine residue, [299] as depicted in Figure 5.18.
A ring of 8 atoms, where the O-H-N contact is almost linear, is formed. This
contact is the same as used for arachidonic acid during the normal function
of COX and therefore inhibits the active site completely. This bonding motif
is stated to be the leading contribution for the binding of ibuprofen in the
active site. Therefore, the stability of this contact was monitored by plotting
the distance between oxygen and nitrogen atoms of the respective residues
over the production runs. The resulting plots are shown in Figures 5.19 and
5.20, the first being based on simulations for COX-I and the latter being the
analysis of simulations inside COX-II. There are two contacts of each kind,
since COX-enzymes consist of 2 subunits. This means there are two strands
of protein that are connected to form one entity with two active sites. This
does not need to be the case for proteins consisting of multiple subunits, like
for example in ribosomes where the two subunits (small and big subunit)
only form the active entity upon combination. In the case of COX the two
subunits have identical gene sequence and the two isoenzymes COX-I and COX-II have 65% of the genetic
sequence in common. [474–477]
The numbers for the subunits were assigned based on the appearance on the PDB files downloaded from the
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Figure 5.19: Plots of distances between ibuprofen (left) and sila-ibuprofen (right) oxygen atoms and arginine nitrogen
atoms in COX-I during the production runs for both subunits of the enzyme. The atom labels for the nitrogen atoms are
shown in Figure 5.18.
database. They are consistent between the simulations of ibuprofen and sila-ibuprofen, since they are based on
identical input with only variation of atoms of ibuprofen into sila-ibuprofen.
One can clearly distinguish the interaction between NH and NE of arginine with ibuprofen and sila-ibuprofen
in Figures 5.19 and 5.20. While the contact between the ibuprofen variants and arginine nitrogen NH has a
big variance in the region between 2.5 Å and 4 Å, the contact involving NE is comparably stable and close
throughout the simulations. The only outlier of this behavior is subunit 1 of sila-ibuprofen in COX-I during
the first 20 ns of the production run. Here the distance is mainly around 4Å and only in the second half of the
simulation binds as stable as subunit 2. If one investigates further, there is a second residue that might form
hydrogen bonds with the carboxylic acid functional group of the drug molecule, which is a tyrosine residue,
which is closer in COX-I than in COX-II during the simulations. Due to this behavior and the outlier in subunit 1
the analysis in the following sections was performed using subunit 2.
However, one can already deduce some insight into the behavior of both substances in the active site of the
COX-enzymes: The position inside the enzyme seems to be very stable. No molecule, neither ibuprofen nor
sila-ibuprofen, left the active site throughout the simulations. Only secondary interactions loosened up while
at all times at least one of the anchoring bonds remained stable in a time frame of 40 ns, which is already a
significant time frame analyzed for common docking studies. This leads to the conclusion that sila-ibuprofen
could in principle have similar properties regarding binding affinity and stability to the enzymes and might
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Figure 5.20: Plots of distances between ibuprofen (left) and sila-ibuprofen (right) oxygen atoms and arginine nitrogen
atoms in COX-II during the production runs for both subunits of the enzyme. The atom labels for the nitrogen atoms are
shown in Figure 5.18.
possibly be also active in terms of pain relief.
5.2.9 aNCI
Since the binding in the active site is reversible in both enzymes, it is of interest which specific contacts are
most important and how they differ between the two drug substances. The NCI is a powerful descriptor for the
visualization and understanding of non-covalent bonding. [183, 184] Since ibuprofen is a non-covalently bound
inhibitor, this descriptor should provide good visual and qualitative insight into the binding of the drug in the
active site. But since the NCI is highly dependent on the geometry at hand and since the thermal motion of the
molecular dynamics make it difficult to distinguish between thermal contacts and permanently stable contacts,
the aNCI, being the average over a series of geometries, was implemented as described in section 2.3.3 and used
on the subunit 2 of both molecules, as discussed above. The final frame of the production runs was taken and
subsequently a simulation of 1000 ps was started, where each ps a geometry was saved during the simulation.
Atoms of ibuprofen or sila-ibuprofen were fixed, to allow later analysis of cubes around them more easily.
These geometries were subsequently used to calculate the aNCI based on promolecular densities using cuQCrT.
In this case, the entities defined for the intermolecular plotting are the ibuprofen or sila-ibuprofen molecule as
one entity and the protein as the second entity in the input file. Water molecules and salt ions were removed
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from the geometry files for the analysis. A radius of 6 Å around the ligand molecule was chosen as size of
the grid to be evaluated to accommodate as many interactions as possible. These calculations were performed
on a desktop computer with a 4-core CPU and 2 consumer GPUs (NVIDIA-GeForce 1080Ti) over night. The
resulting cubes then only contain non-covalent interactions that are persistent over the whole simulation timespan
and can therefore be considered thermally stable. The plots of these files for COX-I are shown in Figure 5.21 and
for COX-II in Figure 5.22. The calculation of the properties was performed taking into account the ca. 157000
atoms of the complete dimer of protein strands of the corresponding COX.
Figure 5.21: Plot of isosurfaces of the aNCI between ibuprofen (left) and sila-ibuprofen (right) and the active site of
COX-I. All atoms of the enzyme were used for the calculation, but only closest residues visualized. Color coding of
residues: Arg & Ala = white, Gly = blue, Met & Ser = yellow, Tyr & Ile = green, Phe = purple, Val = brown, Leu = pink.
Not all residues shown for clarity of the picture. Visualized using VMD.
Figure 5.22: Plot of isosurfaces of the aNCI between ibuprofen (left) and sila-ibuprofen (right) and the active site of
COX-II. All atoms of the enzyme were used for the calculation, but only closest residues visualized. Color coding of
residues: Arg & Ala = white, Gly = blue, Met & Ser = yellow, Tyr = green, Phe = purple, Val = brown, Leu = pink. Not all
residues shown for clarity of the picture. Visualized using VMD.
The interactions in COX-I show similar interactions of dispersive kind (green colored isosurface of the aNCI) for
the interaction of the benzyl group of ibuprofen and sila-ibuprofen in both cases. They interact in both cases
with the neighboring gly-ala residues of the active site. The carboxylic acid function on the right side of the
molecule is involved in strong hydrogen bond interactions with the arginine residue, as expected, visualized by
blue surfaces for the bonds and an orange surface in between for the ring strain.
A difference observable in Figure 5.21 is the polarity, since the umpolung of the Si-H bond when compared to
the usual C-H bond yields different electrostatic behavior of the molecule (compare section 1.7). This leads to a
significantly stronger interaction around this region, highlighted by the red circles.
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A major difference is the distribution of surfaces around the methyl groups of the isobutyl group in ibuprofen
and the dimethylsilyl group in sila-ibuprofen highlighted with red arrows. Here, a more pronounced surface can
be seen around the methyl groups of sila-ibuprofen when compared to Ibuprofen. This might be rationalized by
a better fit inside the pocket, as the target molecule of COX enzymes is arachidonic acid, which is a bent all-cis
fatty acid, that requires some space in the active site. Since ibuprofen is a branched molecule with the isobutyl
function it blocks the space in the hydrophobic region of the active site. The difference in size of carbon and
silicon make the same function in sila-ibuprofen more space demanding, since the distance between silicon and
the carbon atoms of the methyl groups is higher. This way the molecule can occupy more space and have more
surface interaction with the active site, while retaining the structural motif and shape of ibuprofen.
This raises the question what nature the interactions with the residues around the silane function have and
whether there is a significant difference in the binding strength. It can be concluded however, that the major
interactions of both molecules with the respective active sites of COX-I and COX-II are similar in directions
and size, except for the silane function, which could hint towards a similar behavior in terms of their biological
activity and potential as COX inhibitors.
5.2.10 Averaged Interaction Energies (aIE)
Since the aNCI is only qualitative with no link to energies, a different analysis is necessary. The averaged
interaction energies were calculated, using the aIE script as introduced in section 3.2. The wavefunctions on a
level of theory of B3LYP/6-31G(d,p) of all required residues, saturated with hydrogen atoms if bonds were cut,
were calculated using Gaussian09 for geometries taken from a trajectory file obtained after MD. Subsequently
the Interaction Energy was calculated using Tonto (compare section 2.3.6). Residues of interest were selected
from the dynamics simulation based on the criterion that they were not water or salt ions and had at least one
atom within 3 Å of the ibuprofen or sila-ibuprofen molecule. The same trajectory as prepared for the aNCI was
used for these calculations.
Although there is significant fluctuations in the interaction energy contributions between all amino acids of COX-
I and ibuprofen in Figure 5.23, the values do not show any trends. The magnitude of fluctuations is comparable
to that of distances in the active site, as seen in Figures 5.19 and 5.20. Five residues are outstanding in these
simulations: Arg, Tyr, GlyAla, MetIle and LeuSer. Arg and Tyr dominate the electrostatic and polarization plots.
This confirms the observed strong hydrogen bond and the pronounced contact of the tertiary hydrogen atom in
ibuprofen and the silane hydrogen atom in sila-ibuoprofen in the aNCI plots and the literature referring to the
arginine-ibuprofen contact as the anchor of ibuprofen inside the active site. [299, 301] The correlation between
electrostatic and polarization energies can be understood taking into account the fact that a strong electrostatic
interaction, like hydrogen bonds, will in most cases also lead to a polarization of the whole molecule. The
residues GlyAla, MetIle and LeuSer are the residues surrounding the hydrophobic part of ibuprofen when bound
in the active site. These residues exhibit mainly dispersive interactions with the respective drug molecule. These
are the highest contributors in the dispersion plots of Figures 5.23 and 5.25.
The biggest difference between the interaction energies of ibuprofen and sila-ibuprofen is observed for the
residue MetIle, which shows a higher dispersion interaction and also slightly higher polarization energies
in sila-ibuprofen compared to ibuprofen, while GlyAla has slightly lower dispersive interaction energies in
sila-ibuprofen. The different contributions of the four energy terms can be summed into an overall energy of
interaction between two molecules employing scale factors, as mentioned in section 2.3.6. For the used level of
theory the scale factor for the total energy is
ETot = 1.057Eele + 0.74Epol + 0.871Edis + 0.618Erep. (5.1)
Using this equation the total energy was plotted for the whole simulation in COX-I in Figure 5.24.
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Arg GlyAla LeuSer LeuTyr MetIle Phe
SerLeu Trp Tyr Val1 Val2 Leu
Figure 5.23: Plots of interaction energies of ibuprofen and amino acid residues of COX-I within a radius of 4 Å around
ibuprofen as implemented in CrystalExplorer, calculated using the procedure described in section 3.2. From top left to
bottom right: dispersion energy, electrostatic energy, polarization energy and repulsion energy against time during the
simulation.














Arg GlyAla LeuSer LeuTyr MetIle Phe
SerLeu Trp Tyr Val1 Val2 Leu
Figure 5.24: Plot of the total interaction energy of the simulation of ibuprofen and amino acid residues of COX-I within
a radius of 3 Å around ibuprofen. Calculated from values plotted in Figure 5.23 using equation 5.1.
The same plots are shown for sila-ibuprofen in Figures 5.25 and 5.26.
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Arg GlyAla LeuSer LeuTyr MetIle Phe
SerLeu Trp Tyr Val1 Val2 Leu
Figure 5.25: Plots of interaction energies of sila-ibuprofen and amino acid residues of COX-I within a radius of 3 Å
around sila-ibuprofen as implemented in CrystalExplorer, calculated using the procedure described in section 3.2. From
top left to bottom right: dispersion energy, electrostatic energy, polarization energy and repulsion energy against time
during the simulation.














Arg GlyAla LeuSer LeuTyr MetIle Phe
SerLeu Trp Tyr Val1 Val2 Leu
Figure 5.26: Plot of the total interaction energy of the simulation of sila-ibuprofen and amino acid residues of COX-I
within a radius of 4 Å around sila-ibuprofen. Calculated from values plotted in Figure 5.25 using Equation 5.1.
To get a better understanding of the individual contributions of residues and the thermal fluctuation during
the simulation for both drug molecules bound to COX-I the averages and standard deviations of all values are
reported in Table 5.6.
The values are similar between both derivatives of ibuprofen. Magnitude and sign of energies are very close in
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Table 5.6: Table of arithmetic averaged interaction energies of ibuprofen and sila-ibuprofen in COX-I in kJ mol-1. Numbers
























































































































































































































































































































































































































































































































































both calculations. This means there is the same kind of forces acting on the molecules in the active site which
should yield similar binding strength of sila-ibuprofen for COX-I as for ibuprofen, when using the energetics to
make an assumption on binding affinities. Differences in polarization and dispersion terms of the interaction
energies are mostly present in the vicinity of the sila-substituted position which coincides with the areas where
an increase of the aNCI was observable in the circled regions when introducing the silicon atom in Figure 5.21.
Since the coloured surfaces in the aNCI plots mainly depict dispersion, which means low electron density, an
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increase of the surface corresponds to more density being present in that region. Since the negatively charged
hydride in sila-ibuprofen (compare Figure 5.12) has a higher electron density this might lead to higher electron
densities to form these interactions. The polarization terms are based on two factors: the polarizability and the
electric field at the atomic position. In the case of ibuprofen the charges are relatively small within the molecule
itself, therefore it might be expected that the polarization interaction with the environment is relatively small.
Sila-ibuprofen on the other hand has pronounced charges and a intramolecular dipole (compare section 5.2.5)
which can polarize the pocket and therefore lead to polarization interaction even if there is mainly hydrophobic
amino acids present in the vicinity. This effect is reflected by the mostly higher polarization terms in the case of
sila-ibuprofen, especially near the silane function.
Although the standard deviation of the energies seems relatively high in some cases ( 50 kJ mol-1 for the total
energy) the relative trend when going from ibuprofen to sila-ibuprofen is qualitatively understandable and the
total energies are in a reasonable scale, which means this method can describe the binding of a molecule within
the pocket correctly. The high deviation of the energies is due to the thermal motion and not due to inaccuracies
within the calculation of the energies themselves. This can be nicely correlated with the repulsive energy terms
having much higher deviations compared to the other energy contributions, as the repulsion is due to the residues
coming closer due to thermal motion and being repelled which leads to a decrease of the energy for this residue
in the later steps. Therefore a simulation of biological systems at biologically relevant temperatures will most
likely always show this order of deviations around the average energy for all energetic contributions. Only a
much stronger binding force being present might reduce these numbers, for example by multiple functional
groups being able to bond in the enzyme pocket and therefore reducing the flexibility of the molecule to move
within the pocket.
Since the thermal movement of atoms is included in these calculations, the method of averaged interaction ener-
gies could yield much more accurate interaction energies between an active site of a protein and ligand. However,
this method would work best and most convenient if interfaced to a QM/MM MD where the wavefunctions
are readily available. This kind of calculation might then be included easily if two layers of QM-regions are
defined and the wavefunctions transferred and analyzed as in this case. This could also yield new methods for
docking studies, where the geometry is then generated, the wavefunctions calculated and energies calculated
automatically and the results used for better determination of docking scores, without the need for force-field
biased docking scores. The question whether the fluctuation of these energies might be interpreted as a measure
for entropy and maybe even converted into them is beyond the scope of this thesis.
The same type of calculations was performed for the sila-/ibuprofen complex with COX-II. The results will be
presented in the same manner and order as for COX-I in Figures 5.27 to 5.30 and Table 5.7. Fortunately, the
vicinity of the ibuprofen molecule in the active site of COX-II is very similar to that in COX-I. Only one mutation
is found in COX-II where MetIle is MetVal compared to COX-I, which is also reported in the literature. [478]
This difference, considering that the chemical deviation between Ile and Val is only one CH2 group, should only











































Arg GlyAla LeuSer LeuTyr MetVal Phe SerLeu
Trp Tyr Val1 Val2 Leu Hsd
Figure 5.27: Plots of interaction energies of ibuprofen and amino acid residues of COX-II within a radius of 3 Å around
ibuprofen as implemented in CrystalExplorer, calculated using the procedure described in section 3.2. From top left to
bottom right: dispersion energy, electrostatic energy, polarization energy and repulsion energy against time during the
simulation.














Arg GlyAla LeuSer LeuTyr MetVal Phe
SerLeu Trp Tyr Val1 Val2 Leu
Figure 5.28: Plot of the total interaction energy of the simulation of ibuprofen and amino acid residues of COX-II within
a radius of 4 Å around ibuprofen. Calculated from values plotted in Figure 5.27 using equation 5.1.
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Arg GlyAla LeuSer LeuTyr MetVal Phe SerLeu
Trp Tyr Val1 Val2 Leu Hsd
Figure 5.29: Plots of interaction energies of sila-ibuprofen and amino acid residues of COX-II within a radius of 3 Å
around sila-ibuprofen as implemented in CrystalExplorer, calculated using the procedure described in section 3.2. From
top left to bottom right: dispersion energy, electrostatic energy, polarization energy and repulsion energy against time
during the simulation.














Arg GlyAla LeuSer LeuTyr MetVal Phe
SerLeu Trp Tyr Val1 Val2 Leu
Figure 5.30: Plot of the total interaction energy of the simulation of sila-ibuprofen and amino acid residues of COX-II
within a radius of 4 Å around sila-ibuprofen. Calculated from values plotted in Figure 5.29 using equation 5.1.
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Table 5.7: Table of arithmetic averaged interaction energies of ibuprofen and sila-ibuprofen in COX-II in kJ mol-1.
















































































































































































































































































































































































































































































































































































































In comparison between COX-I and COX-II, it is remarkable that it seems like the Tyr residue does not play a
significant a role in the binding of both molecules inside COX-II when compared to the situation in COX-I. This
is based on the significantly decreased electrostatic interaction energy in comparison to COX-I while the energy
of the interaction with Arg is very similar. Comparing the plots of hydrogen bond lengths between Arg and
ibuprofen/sila-ibuprofen in Figures 5.19 and 5.20 shows that the NH residue is more loosely bound in COX-II
which coincides with the lower binding energy with Tyr, while within the thermal fluctuations the contact to Arg
is more or less similar, even slightly stronger bonded. The side of NH of the twofold hydrogen bond is that one
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which is closer to the Tyr residue in both active sites. Maybe this behavior is due to the fact that, since no other
partner for interactions is present around the carboxylic acid, the twofold hydrogen bond is more unperturbed
and therefore stronger. It appears that the supporting role that Tyr has in COX-I keeps the second hydrogen bond
in closer proximity, while this additional support is missing in COX-II, but does not directly affect the interaction
energy as a whole. It has to be kept in mind that the simulations for the aIE and aNCI are different simulations
than the ones in the distances plots 5.19 and 5.20. The aNCI and aIE are performed after those simulations with
different trajectory spacing.
In fact, the total energy of residues interacting with ibuprofen or sila-ibuprofen is similar in both enzymes COX-I
and COX-II, taking into account the uncertainty of the values due to thermal fluctuation. In COX-I the total
energy of ibuprofen is -762 kJ mol−1, in COX-II it is -764 kJ mol−1. The interaction strength is almost identical
between the two envrionments. In the case of sila-ibuprofen the energies are -773 kJ mol−1 and -765 kJ mol−1,
respectively. In both cases the uncertainties are around 50 kJ mol−1. This means within thermal fluctuation
the binding strength between the ligands and the enzyme pocket is identical among all ligands and the two
modifications of COX. Based on these similarities it is assumed that ibuprofen and sila-ibuprofen are in fact
bioisoster and sila-ibuprofen should at least exhibit similar medicinal potency. [240, 292]
These energies correspond to the interaction energy keeping the ligand within the active site, so from an energetic
point of view the two substances should have similar forces acting upon them to keep them in the pocket and
therefore have similar time scales for the time the molecule resides within the active site and therefore inhibits
the enzyme. However, the process of inhibition is not only driven by the energetic contribution once the ligand
is inside the pocket but also by kinetic effects and energetics associated with the structural change upon the
docking of an inhibitor molecule. These will be adressed in the next section 5.2.11.
5.2.11 Free Energy Perturbation Calculations
FEP simulations were performed in order to assess the difference in the complete binding energy between drug
and enzyme taking into account the energetic contribution from the reshaping of the active site in addition
to interaction energies between the protein and the ligand. These simulations were performed using NAMD2
and similar settings as for the previous MD (compare section 5.2.7). Annealing and equilibration runs were
performed where λ = 0, which was chosen to be the ibuprofen conformation. The production run was performed
using λ steps of 0.025 with 600,000 steps and 100,000 steps for alchEquilSteps. Simulations were run in forward
and backwards mode, meaning a incremental run starting from λ = 0 to 1 and decremental run from λ = 1 to
0. The switching was chosen to have a vdwlambdaEnd parameter of λ = 1, the electrostatic switch was set to
take place at λ = 0.5, the switching coefficient was chosen to be 5. A structure file for the generation of .psf
information was created, where the merged bonds and angles of ibuprofen and sila-ibuprofen are defined. A
visualization of this situation can be seen in Figure 5.31.
The close overlap of atoms is possible because the FEP algorithm crosses out energy contributions arising
from those atoms that are being morphed into each other, which are shown with different colours in Figure
5.31. The force field is then read from a merged file, that contains all necessary information. The result of the
transformation simulations for COX-I is shown in Figure 5.32.
The free energy change in COX-I is estimated as 1.46(14) kJ mol-1 over the whole λ range by the FEP-analysis
tool in VMD. The change in free energy is basically the difference between the left and right side of the plots.
If the morphing of ibuprofen (λ = 0) into sila-ibuprofen (λ = 1) would lead to a change in free energy the plot
would yield asymmetrical behavior and the right hand-side would either be significantly higher or lower. It is
usual to perform the transformation starting from λ = 0 and increase stepwise (forward) and to decrease starting
from λ = 1 (backward), to have a consistency check, as there might be artifacts introduced when e.g. switching
between electrostatics at the midpoint of morphing. To assess the plausibility and consistency, both simulations
are evaluated and the agreement between them used as a measure for consistency. As seen in Figure 5.32 the
plots agree very nicely and only show very little deviation. Each of these points in the plot summarizes 600.000
time-steps of molecular dynamics, as mentioned in section 2.4.2. This big number of steps ensures consistency
and reproducibility. If too few time steps were chosen the result might not be representative of the energy change
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Figure 5.31: Visualization of residue created for FEP simulations in the vicinity of the protein during the simulation.
Atoms color coded in blue are atoms of sila-ibuprofen, red atoms are ibuprofen. Background protein in NewCartoon style
is COX-II, where ibuprofen/sila-ibuprofen is bound in the active site and morphed. Visualized using VMD. [56]















Figure 5.32: Plots of Free energy difference for in-silico alchemical transformation of ibuprofen (λ = 0) into sila-ibuprofen
(λ = 1) inside the active site of COX-I.
and include fluctuation artifacts, which would lead to e.g. jumps in the Free Energy change or discrepancies
between forward and backward run.
The small difference in free energy between ibuprofen and sila-ibuprofen indicates that both have equally strong
affinity to the binding pocket, which is in agreement with the interaction energies and aNCI calculations.
The FEP simulations were also performed for the COX-II complex. The free energy plots are shown in Figure
5.33. Also inside COX-II the FEP calculation yields only very small differences. The change is estimated as
-4.7(2) kJ mol-1 over the whole range of the simulation. This means there is close to no difference in the binding,
which is in agreement with the observed similarities over all residues of the averaged interaction energies.
(compare Tables 5.6 and 5.7)















Figure 5.33: Plots of Free energy difference for in-silico alchemical transformation of ibuprofen (λ = 0) into sila-ibuprofen
(λ = 1) inside the active site of COX-II.
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These findings suggest that from all simulations and models a very high similarity in terms of binding affinity
and energy is expected for ibuprofen and sila-ibuprofen, which should result in very similar inhibitory properties
of both substances rendering them promising biosisosteres.
5.2.12 Measurement of IC 50
From all theoretical and model calculations sila-ibuprofen is a promising candidate for potentially at least
identical medical properties as ibuprofen. Therefore measurements of the inhibitory potential of both ibuprofen
and sila-ibuprofen were performed at Eurofins CEREP to have experimental evidence of possible similarities
and differences of both substances. The measurement of the IC50 in-vitro for human COX-I and COX-II was
performed in semi-logarithmic concentration steps from 0.1 µmol/l to 100 µmol/l and the results fitted by
commercial software (for details see section D.2). All concentrations were measured in double determination
and the average with standard deviations as error bars, as well as fitted models plotted in Figure 5.34. The fitting
was performed using a model of



























Ibuprofen COX-I Sila-ibuprofen COX-I Ibuprofen COX-II Sila-ibuprofen COX-II
Fit Ibuprofen COX-I Fit Sila-ibuprofen COX-I Fit Ibuprofen COX-II Fit Sila-ibuprofen COX-II
Figure 5.34: Plot of measured data and fits using the Hill formula 5.2 for enzymatic inhibition of ibuprofen and sila-
ibuprofen on COX-I and COX-II based on the measurements. Error bars are the standard deviation of the measurement
values.
Here Y is the inhibition of the enzyme in %, D is the upper limit for the fit, A is the lower limit, C denotes the
current concentration of the test substance, IC50 is the concentration at which half of the inhibition is reached
and n denotes the Hill coefficient, which determines the slope of the fitting curve. The fits show a similar range
of inhibitory activity increase for both substances. The fitted IC50 for COX-I is 34 µmol L−1 for ibuprofen and
26 µmol L−1 for sila-ibuprofen. For COX-II the values are 3.3 µmol L−1 and 8.3 µmol L−1, respectively. In
general both substances were better inhibitors for COX-I than for COX-II. This is somewhat surprising since
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the literature reports Ibuprofen as more selective for COX-II. [479–481] However both substances have IC50
values in similar ranges for the two enzymes and the same selectivity, which means that sila-ibuprofen is indeed
at least as potent as an inhibitor for both enzymes as Ibuprofen, while having considerably lower melting point
and higher solubility.
5.2.13 Toxicological Profile
The final step before in-vivo investigations is the determination of toxicity of sila-ibuprofen, which was carried
out by a collaboration with Prof. Dringens group, namely Erik Ehrke and Patrick Watermann. They tested
different concentrations of ibuprofen and sila-ibuprofen for anti-proliferative properties and tested cell vitality
using multiple models to assess the toxicity of both substances and concluded that sila-ibuprofen has similar
toxicity and anti-proliferative properties like ibuprofen and therefore should in physiological concentrations not
be toxic. Since this is mostly described in the publication as shown in section 5.2.14 and not work carried out for
this thesis please see section 5.2.14 and appendix D.2 for details.
5.2.14 Publication: Sila-Ibuprofen
This publication is a big collaboration between Prof. Ralf Dringen’s, Prof. Jens Beckmann’s and Prof.
Grabowsky’s groups. I was in charge of managing the project and coordinated the efforts of all collabora-
tors. I repeated the synthesis of sila-ibuprofen and repeated the chemical characterization. The measurement
of melting enthalpy and melting point was performed by Prof. Dr. Anne Staubitz. I measured the solubility
in water and performed the high resolution X-ray experiments at SPring-8 in Hyogo, Japan under supervision
of beamline scientist Dr. Kunihisa Sugimoto together with Dr. Malte Fugel. The synthesis of sila-ibuprofen
was repeated by Daniel Duvinage and Dr. Pim Puylaert and the resulting product given to Patrick Watermann
and Eric Ehrke from Prof. Dringen’s group. They performed the toxicological investigations. I performed all
Quantum Crystallographic and Quantum Mechanical calculations, wrote code to perform the aNCI analysis on
GPUs and the aIE investigations on a computer cluster, created the movie for the supplementary information and
made all Figures and Tables in this manuscript, which was written by Prof. Beckmann, Prof. Grabowsky and me.
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ABSTRACT: The synthesis, characterization, biological activity,
and toxicology of sila-ibuprofen, a silicon derivative of the most
common nonsteroidal anti-inflammatory drug, is reported. The key
improvements compared with ibuprofen are a four times higher
solubility in physiological media and a lower melting enthalpy,
which are attributed to the carbon−silicon switch. The improved
solubility is of interest for postsurgical intravenous administration.
A potential for pain relief is rationalized via inhibition experiments
of cyclooxygenases I and II (COX-I and COX-II) as well as via a
set of newly developed methods that combine molecular dynamics,
quantum chemistry, and quantum crystallography. The binding
affinity of sila-ibuprofen to COX-I and COX-II is quantified in
terms of London dispersion and electrostatic interactions in the
active receptor site. This study not only shows the potential of sila-
ibuprofen for medicinal application but also improves our understanding of the mechanism of action of the inhibition process.
■ INTRODUCTION
Ibuprofen (1), a nonsteroidal anti-inflammatory drug, is the
gold standard in pain relief medication. It is listed in the
“essential medicines list” of the World Health Organization.1
The mechanism of action involves the inhibition of cyclo-
oxygenase-II (COX-II), thus blocking the synthesis of
prostaglandins from arachidonic acid.2 In contrast with
COX-I, which is permanently present in the body, COX-II is
produced only when actual damage to the tissue or
inflammation occurs. It is expressed in macrophages and
synthesizes prostaglandins responsible for initial inflammation
and body temperature increase. It is also expressed by
endothelial cells of proliferating blood vessels and, in the
case of inflammation, by endothelial cells of the hypothal-
amus.3
In this work, we show that ibuprofen, the preferred
medication in nonsteroidal antirheumatic treatments, can still
be fine-tuned and improved by the formal exchange of a
carbon against a silicon atom (carbon−silicon switch).4 We
describe the synthesis of sila-ibuprofen (2), its full character-
ization, as well as toxicological and in vitro investigations of its
pharmacological potency. The observed properties are
explained using a newly developed approach based on method
development in molecular dynamics (MD), quantum crystal-
lography, and the quantum-chemical characterization of
noncovalent interactions, which allows us to quantify differ-
ences and similarities between 1 and 2.
■ RESULTS AND DISCUSSION
The synthesis of sila-ibuprofen (2) was achieved in a one-pot
reaction starting from commercially available 2-[(4-bromo-
methyl) phenyl] propionic acid and dimethylchlorosilane,
Me2SiClH (Scheme 1).
Me2SiClH fulfills two functions. In combination with
triethylamine, NEt3, it introduces a silyl ester that protects
Received: May 13, 2020
Published: September 15, 2020
Scheme 1. Lewis Formulae of Ibuprofen (1) and Sila-
Ibuprofen (2) and Synthesis of 2
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the carboxylic acid group prior to a Barbier reaction of the
bromomethyl group with magnesium and Me2SiClH. A
subsequent aqueous workup deprotects the carboxylic acid
and affords 2 after purification by column chromatography as a
microcrystalline colorless solid in 85% yield. The 1H and
13C{1H} NMR spectra (acetone-d6) of 2 show the expected
number of signals and confirm the purity. The 29Si{1H} NMR
spectrum (acetone-d6) of 2 shows a signal at δ =−11.5 ppm
with an indicative 1J(Si−H) coupling constant of 185 Hz. The
IR spectrum exhibits a characteristic signal at ν ̃ = 2132 cm−1,
which was assigned to a Si−H stretching vibration. Sila-
ibuprofen (2) was obtained as a racemic mixture, which was
used without optical resolution in this study. Although it is
known that only the S-enantiomer of ibuprofen is biologically
active, racemic mixtures are administered in medicinal
treatments because an isomerase converts the enantiomers in
vivo.3
An important issue involving the application of ibuprofen is
the low solubility in physiological media, which limits the use
in postsurgical intravenous treatment and is related to the
rather high melting point and high melting enthalpy (Table 1).
The melting point of sila-ibuprofen (2, 45−47.5 °C) is
significantly lower than that of ibuprofen (1, 74−77 °C) and
even lower than that of enantiomerically pure ibuprofen (54
°C).5 The melting enthalpy of 2 is 15.8 ± 0.5 kJ mol−1, which
is lower than that of 1 (26.7 kJ mol−1).6 The solubility of 2 is
83 ± 3 mg L−1 in water, which is approximately four times
higher than that of 1, which is 21 mg L−1 (Figure S1).7 An
NMR investigation of 2 under physiological conditions (pH 8,
40 °C) suggests stability over a timespan of several weeks
(Figures S5 and S6).
Measurements of the IC50 values of inhibition of human
COX-I and II by 1 or 2 in buffered saline reveal the
concentrations at which 50% of the enzymatic activity is
inhibited (Table 1, Figure S29). Hence, both ibuprofen (1)
and sila-ibuprofen (2) more selectively inhibit COX-II than
COX-I, whereas the absolute values between 1 and 2 are
similar for both enzymes. A detailed discussion of how
different assay conditions and parameters may affect the
absolute inhibition constants and the relative COX selectivity
for nonsteroidal anti-inflammatory drugs is beyond the scope
of the present paper and has been discussed in detail
elsewhere.8 Hence, within the expected uncertainty of such
measurements, the silicon−carbon switch has affected the
inhibition properties only slightly. In summary, all properties of
sila-ibuprofen (2) suggest improved application in physio-
logical media while retaining a similar level of potency and
mode of action compared to 1 (Table 1).
The most important metabolite of ibuprofen (1) is hydroxy-
ibuprofen, which is formed upon enzymatic oxidation of the
isobutyl (CH2Me2C−H) group.3 Whether the dimethylsilyl-
methyl (CH2Me2Si−H) group will be oxidized similarly in an
enzymatic reaction is an interesting scientific question. Recent
Table 1. Key Properties of Ibuprofen (1) and Sila-Ibuprofen
(2)
property ibuprofen (1) sila-ibuprofen (2)
melting point/°C 74−775 45−47.5
melting enthalpy/kJ mol−1 26.76 15.8 ± 0.5
solubility (water)/mg L−1 21 83 ± 3
IC50 (COX-I)/μM 34 26
IC50 (COX-II)/μM 3.3 8.3
Figure 1. Electrostatic potential (in e Å−1) of ibuprofen (1, left) and sila-ibuprofen (2, right), color-mapped onto the 0.001 au electron-density
isosurface derived by XWR. The refined molecular structures are shown with anisotropic displacement parameters for all atoms, including hydrogen
atoms, at a 50% probability level. XWR-derived bond descriptors and atomic charges of the regions of the molecules most affected by the umpolung
are given using the following color code (references to the methods used are given in the Supporting Information): Quantum Theory of Atoms in
Molecules (QTAIM) charge in e (purple), natural population analysis charge in e (orange), electron density in e Å−3(blue) and its Laplacian in e
Å−5 (green) at the QTAIM bond critical points, delocalization index (red), natural bond orbital bond order (gray) with the percentage of covalent
resonance structure derived from natural resonance theory analysis and natural localized molecular orbital NLMO/NPA bond order, and
population of electron localizability indicator bond basin in e (black) with contribution from C/Si in terms of the QTAIM atomic basin volume/
electron density.
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work by Arnold et al. suggests that enzymes are capable of
activating the artificial Si−H bond and transforming it into Si−
C bonds.9 For sila-ibuprofen (2), this question remains
unanswered for now, but the in situ chemical synthesis of the
potential metabolite hydroxy-sila-ibuprofen was developed and
is described in the Experimental and Computational Section.
Like many other silanols, hydroxy-sila-ibuprofen undergoes
condensation to the related siloxane at higher concentrations.
The most significant changes relevant for the biochemical
recognition of a molecule introduced by a carbon−silicon
switch include the bond lengths, the molecular volume, the
flexibility of the functional groups, and, most importantly, the
polarization of bonds because the umpolung principle is
utilized;10 see the partial charges in Figure 1. Therefore, high-
quality and high-resolution synchrotron X-ray diffraction
experiments were performed on crystals of racemic mixtures
of 1 and 2 (Table S1). Both compounds are isomorphous and
crystallize in the monoclinic space group P21/c. Hence,
molecular and solid-state structures are sterically nearly
identical; the molecular volumes, determined within the
electron-density isosurfaces shown in Figure 1, vary by only
7%. X-ray wavefunction refinement (XWR) was chosen as the
crystallographic refinement method because it results in
reliable hydrogen-atom positions based on X-ray diffraction
data.11 The tertiary H−C/Si bond length difference is 0.374 Å,
whereas H−C/Si−C bond angles change by only 0.68°,
averaged over three neighboring bonds.
Accurate hydrogen-atom parameters are crucial for the
derivation of reliable electrostatic properties and intermolec-
ular interaction energies.12 It was shown before that as a first
approximation, the polarization through intermolecular inter-
actions of the biologically active compound in its crystal
structure is similar to that in the enzyme.13 The significant
effect of the umpolung on the charges of the hydrogen atom by
the carbon−silicon switch (q(C−H) = 0.0 to 0.2 e; q(Si−H) =
−0.2 to −0.7 e, Figure 1) is reflected by the electrostatic
potential (ESP) of both molecules, calculated from the
experimentally constrained wave functions. 1 shows a positive
ESP near the tertiary carbon atom of the isobutyl group,
whereas the same area is negative around the silane hydrogen
atom in 2 (Figure 1). The Politzer parameters14 for these
surfaces show a higher internal charge separation for 2
(average deviation from the mean surface potential Π = 0.0263
e Å−1) compared with 1 (Π = 0.0240 e Å−1); see Table S2.
Moreover, XWR models the chemical features of bonding
and interactions from the experimental X-ray structure factors.
Hence an experimental complementary bonding analysis is
feasible.15 Those regions that are not directly affected by the
silicon−carbon switch, for example, the carboxylic acid group,
show very similar intramolecular bonding features and atomic
charges, but the umpolung of the Si−H bond in comparison
with the C−H bond is clearly reflected by the descriptors in
the direct vicinity (Figure 1, Data S3). The average electron
density of the C/Si atoms and their immediate environment is
a parameter complementary to the ESP and the bonding
analysis. Whereas the latter reflect the polarization and governs
the physical properties, the average electron density should be
similar for a bioisosteric replacement.16 Here the values are
indeed similar (0.047 au (ibuprofen 1) and 0.051 au (sila-
ibuprofen 2)) for the C/Si atom plus the directly bonded
methyl/methylene groups but not as similar as for the
bioisosteric tetrazole/carboxylate pair in ref 16.
Figure 2. Visualization of residues important for close interactions inside the active site of COX-II after MD of ibuprofen (1, left) and sila-
ibuprofen (2, right) (color code in the first column of the table). Visualization of the aNCI, color code: green, weak dispersion interactions; blue,
stronger electrostatic interactions; orange, repulsive interactions. The table lists the corresponding pairwise interaction energies between the
(sila)ibuprofen molecule and the amino acid residues, separated into dispersion and electrostatic terms,20 but here averaged over the entire
trajectory of the MD simulation. Sample standard deviations are given in brackets, and weighted root-mean-square differences are provided in a
separate column. Refer to the Supporting Information for a full table of energies and a movie of the intermolecular interactions in the enzyme
pocket.
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In an effort to understand the effect introduced by the
differences in atomic and bonding properties for the molecular
recognition and the mode of action, MD simulations and
subsequent quantum-chemical results averaged over the entire
MD trajectory were analyzed. For this purpose, we developed
new methodology and related software. (See the Experimental
and Computational Section.) The available crystal structure of
the complex of murine COX-II and 1 was taken from the
protein crystallographic database (PDB code 4PH9)17 and
equilibrated in a solvation box with physiological sodium
chloride solution. An identical procedure was applied upon the
substitution of 1 by 2. Missing force-field parameters involving
the silicon atom were derived in the course of this work
partially based on the XWR wave functions (Figures S12−S14,
Tables S3−S5). Ibuprofen (1) and sila-ibuprofen (2) bonded
to the active site of COX-II are shown in Figure 2, with the
closest residues of the protein explicitly visualized. Green and
blue surfaces show the noncovalent interaction (NCI) index18
averaged over 1000 different geometries throughout the
production phase of the MD (averaged noncovalent
interaction index (aNCI)).19 The type and strength of all
thermally stable contacts are shown (Figure 2). In addition,
thermally averaged pairwise intermolecular interaction energies
are given in Figure 2.
The carboxylic acid group is the key motif for the
recognition of 1 in COX-II,3 which is reflected in Figure 2
by a large electrostatic interaction energy term with the Arg
residue and by localized blue NCI surfaces. We find that the
same is true for 2, so thermal stability in the enzyme pocket is
guaranteed. (See also the distance plots, Figures S15 and S16.)
The interactions of the phenyl ring of both 1 and 2 with the
Gly−Ala residue as well as, surprisingly, the interactions
involving the C−H and Si−H groups themselves are not
favorably stabilizing 2 compared with 1. Instead, the
interactions of the two methyl and the methylene groups
adjacent to the silicon atom are decisive for a total stabilization
of 2 relative to 1 by ∼10 kJ mol−1, which includes the
repulsion and polarization terms shown in Table S6 (Figures
S18−S21).20 The corresponding NCI regions (light-blue
discs) representing the interactions of the methyl and
methylene groups of sila-ibuprofen with the Met−Val, Phe,
and Ser−Leu residues are highlighted with arrows in Figure 2.
A similar calculation for 1 versus 2 binding to COX-I yields a
stabilization of 1 by 19 kJ mol−1 (Figures S17 and S22−S25
and Table S7). Both energy differences for binding to COX-I/
II (10−20 kJ mol−1) are small when compared with the total
binding energies of around 760−770 kJ mol−1 (Tables S6 and
S7), indicating the similar activities of 1 and 2 against both
enzymes, as confirmed by the IC50 values in Table 1.
In free energy perturbation (FEP) calculations, a difference
of the Gibbs free energy of 1.46 ± 0.14/−4.7 ± 0.2 kJ mol−1
was obtained when morphing ibuprofen (1) into sila-ibuprofen
(2) inside COX-I/COX-II (Figures S26 and S27).21 This
confirms again that 2 is bound to COX-I and -II approximately
as strongly as ibuprofen 1; however, both theoretical
approaches (FEP and averaged interaction energies, previous
paragraph) show a very small stabilization of sila-ibuprofen (2)
in COX-II but a small destabilization in COX-I. In a simplified
model, the inhibition of COX-II is responsible for pain relief,
whereas the inhibition of COX-I is responsible for side effects.
This is promising because, in conjunction with the simple
synthesis and improved solubility, it renders sila-ibuprofen (2)
a potent candidate for drug development, with the aim of
obtaining a nonsteroidal anti-inflammatory antirheumatic drug
similarly potent as ibuprofen itself but with improved
properties for administering the drug.
Low toxicity is a prerequisite for any pharmaceutical
application. To test for potential adverse effects of sila-
ibuprofen (2) in comparison with ibuprofen (1) on
mammalian cells, we have used C6 glioma cells, which are
widely established as model systems to study the functions and
properties of brain glial cells and brain glioma.22 The cells were
exposed to 1 or 2 in concentrations of up to 1000 μM for up to
3 days. The application of 300 μM of either compound did not
affect the proliferation of the cells. Furthermore, the viability of
the cells was not affected by a 72 h exposure to up to 300 μM
of 1 or 2 (Figure S28). These data confirm the low toxicity of
ibuprofen (1)3,23 and also demonstrate a low toxic potential of
sila-ibuprofen (2), as no differences in the parameters
determined were observed (Figure S28). In addition, the
exposure of C6 cells to 1000 μM of 1 or 2 did not lead to any
obvious change in cell morphology or to any significant
increase in extracellular lactate dehydrogenase activity,
demonstrating that these high concentrations were not toxic
to the cells either. Serum concentrations of ibuprofen in
treated patients are in the low micromolar range,24 suggesting
that in situations for in vivo application, no toxicity is to be
expected.
■ CONCLUSIONS AND OUTLOOK
Sila-ibuprofen has similar binding characteristics and a similar
inhibitory profile toward COX-I and COX-II as ibuprofen, the
gold standard used for pain relief, but it has a higher solubility.
This means that the carbon−silicon exchange acts as a
bioisosteric replacement in the case of ibuprofen but produces
beneficial physical properties.
Further studies on the ability of sila-ibuprofen to act in vivo
as an inhibitor of COX activity as well as studies on the
pharmacokinetics and pharmacodynamics of sila-ibuprofen in
vivo are now highly desired to evaluate its pharmacological
potential.
■ EXPERIMENTAL AND COMPUTATIONAL SECTION
Equipment, Materials, and Methods. NMR spectra were
recorded at room temperature on a Bruker Avance 600 spectrometer.
1H, 13C{1H}, and 29Si{1H} NMR spectra are reported on the δ scale
(ppm) and are referenced against SiMe4.
1H and 13C{1H} chemical
shifts are reported relative to the residual peak of the solvent
((CD)3(CD2H)CO 2.09 ppm for (CD3)2CO) in the
1H NMR
spectra and to the peak of the deuterated solvent ((CD3)2CO 30.60
ppm) in the 13C{1H} NMR spectra.
The ESI (HR) MS spectra were measured on a Bruker Impact II
spectrometer. Acetonitrile or dichloromethane/acetonitrile solutions
(c = 1 × 10−5 mol L−1) were injected directly into the spectrometer at
a flow rate of 3 μL min−1. Nitrogen was used both as a drying gas and
for nebulization with flow rates of ∼5 L min−1 and a pressure of 5 psi.
Pressure in the mass analyzer region was usually ∼1 × 10−5 mbar.
Spectra were collected for 1 min and averaged. The nozzle-skimmer
voltage was adjusted individually for each measurement.
Electronic impact mass spectroscopy (EI MS) spectra were
measured on a MAT 711 spectrometer, Varian MAT. The electron
energy for EI was set to 70 eV. The microanalysis was obtained from a
Vario EL elemental analyzer. IR spectra were recorded with a Thermo
Scientific Nicolet iS10 instrument.
Synthesis of 2-[(4-Dimethylsilylmethyl)phenyl]propionic
Acid (2).25 In a Schlenk flask under an argon atmosphere, 2-[(4-
bromomethyl)phenyl]propionic acid (1.00 g, 4.11 mmol) was
dissolved in diethyl ether (25 mL) and stirred at room temperature.
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Dimethylchlorosilane (1.56 g, 16.4 mmol) was added, and triethyl-
amine (0.832 g, 8.22 mmol) was added dropwise over the course of 5
min under the formation of a cloudy white solid. The reaction mixture
was stirred for 24 h, and the solid was filtered and washed with dry
diethyl ether (30 mL). A three-necked round-bottomed flask was
equipped with a dropping funnel and a reflux condenser and charged
with (0.200 g, 8.22 mmol) magnesium turnings. Under an argon
atmosphere, the remaining solution was added dropwise to the
magnesium turnings to obtain a constant reflux. Afterward, the
suspension was refluxed for an additional 10 h. Under rapid stirring,
ice water (50 mL) was added, and the organic phase was separated
and worked up aqueously with distilled water (3 × 25 mL). The
solvent was removed under reduced pressure to yield a sticky oil,
which was purified by column chromatography by first flushing with
three column volumes of n-hexane and subsequently eluting the
product with ethyl acetate to give 2 as a microcrystalline colorless
solid (0.777 g, 85% yield) after the removal of the solvent.
1H NMR (acetone-d6, 600 MHz) δ = 7.20 (d,
3J(1H−1H) = 8.1 Hz,
2H; H-1), 7.03 (d, 3J(1H−1H)= 8.1 Hz, 2H; H-2), 3.91−3.95 (sept,
1J(1H−29Si) = 185 Hz, 3J(1H−1H) = 3.5 Hz, 1H; H-10), 3.68 (quart,
3J(1H−1H) = 7.2 Hz, 1H; H-5), 2.16 (d, 3J(1H−1H) = 3.5 Hz, 2 H; H-
8), 1.40 (d, 3J(1H−1H) = 7.2 Hz, 3 H; H-6), 0.05 (d, 3J(1H−1H) = 3.7
Hz, 6 H; H-9). 13C{1H} NMR (acetone-d6, 151 MHz) δ = 175.8 (C-
7), 139.4 (Cquart), 138.0(Cquart), 129.0 (Carom,C-1), 128.2 (Carom, C-2),
45.2 (C-5), 23.9 (C-8), 19.1 (C-6), −4.7 (C-9). 29Si{1H} NMR
(acetone-d6, 119 MHz) δ = −11.5. IR λ(Si−H): 2132 cm−1 (KBr-
pallet). UV λmax(CH2Cl2): 234 nm. Microanalysis calc. for
C12H18O2Si (222.36) C, 64.82; H, 8.16; found C, 64.54; H, 8.55.
EI-MS (70 eV) (m/z): 222.4 [M]+, calculated (C12H18O2Si) = 222.1
g/mol. HR-ESI-MS (m/z): [M − H]+ calculated for C12H17O2Si,
221.09923; found: 221.09926. [M − H]− calculated for C12H17O2Si,
221.10033; found: 221.10017.
Metabolites of 1 and 2. Previous investigation into the
metabolism of 1 exposed that it has two main metabolites that have
been isolated in the urine of human subjects.3 The characterization of
these by infrared and nuclear magnetic resonance spectroscopies
revealed that one of them is hydroxy-ibuprofen and the other one is
the corresponding carboxylic acid.3
Similarly, we assume that the oxidation of 2 in the liver should
produce its respective silanol derivate.9 In this context, we have
synthesized hydroxy-sila-ibuprofen (3) through the oxidation of
compound 2 in the presence of a palladium catalyst using water as an
oxidation agent. Hydroxy-sila-ibuprofen (3) was prepared under
acidic conditions, besides its condensation product, the disiloxane 4.
Both compounds are in an equilibrium with each other.
Synthesis and Characterization of 2-(4-(Hydroxydimethyl-
silyl-methyl)phenyl) Propionic Acid (3). 2 (500 mg, 2.25 mmol)
dissolved in acetone (10.0 mL) was added to an ice-cooled
suspension of Pearlman’s catalyst, Pd(OH)2/C (12.0 mg), in acetone
(10.0 mL) and water (0.10 mL). After the evolution of hydrogen
ceased, the reaction mixture was stirred at room temperature for 10
min. The reaction mixture was filtered to remove the catalyst, and the
solvent was removed from the remaining filtrate at 30 °C under
reduced pressure. The removal of volatiles under reduced pressure
afforded 480 mg (2.01 mmol, 89% yield) of the silanol 3 as a colorless
oil.
1H NMR (acetone-d6, 600 MHz) δ = 7.16 (d,
3J(1H−1H) = 8.2 Hz,
2H; H-1), 7.05 (d, 3J(1H−1H) = 8.2 Hz, 2H; H-2), 3.68 (quart,
3J(1H−1H) = 7.1 Hz, 1H; H-5), 2.11 (s, 2H; H-8), 1.41 (d,
3J(1H−1H) = 7.1 Hz, 2H; H 6), 0.04 (s, 6H; H-9). 13C{1H} NMR
(acetone-d6, 151 MHz) δ = 175.7 (C-7), 138.7 (Cquart), 137.0 (Cquart),
128.7 (C-1), 127.5 (C-2), 44.8 (C-5), 27.8 (C-8), 18.6 (C-6), −0.94
(C-9). 29Si{1H} NMR (acetone-d6, 119 MHz) δ = 14.5. EI-MS (70
eV) (m/z): 238.0 [M]+̇, calculated (C12H18O3Si) = 238.1 g/mol.
Synthesis and Characterization of the Condensation
Product of 3, the Disiloxane 4. 3 (300 mg, 1.10 mmol) in
acetone (100 mL) was diluted with water (12 mL), and concentrated
HCl (2.50 μL) was added. The solution was left standing for 3 weeks.
After this time, the volatiles were removed under reduced pressure to
obtain 470 mg (1.02 mmol, 93% yield) of the disiloxane 4 as a
colorless oil.
1H NMR (acetone-d6, 600 MHz) δ = 7.19 (d,
3J(1H−1H) = 8.2 Hz,
H-1), 6.99 (d, 3J(1H−1H) = 8.2 Hz, 2H; H-2), 3.69 (quart,
3J(1H−1H) = 7.1 Hz, 1H; H-5), 2.08 (s, 2H; H-8), 1.42 (d,
3J(1H−1H) = 7.1 Hz, 2H; H-6), −0.01 (s, 6H; H-9). 13C{1H} NMR
(acetone-d6, 151 MHz) δ = 175.8 (C-7), 138.2 (Cquart), 137.1 (Cquart),
128.7 (C-1), 127.4 (C-2), 44.7 (C-5), 27.8 (C-8), 18.6 (C-6), −0.45
(C-9). 29Si{1H} NMR (acetone-d6, 119 MHz) δ = 4.93. ESI-MS: m/z
= 481.2 [M + Na]+̇, calculated (C24H34O5Si2 + Na) = 481.6 g/mol.
Purity of the Compounds. The purity of all compounds is >95%,
as determined by HPLC and NMR spectroscopy.
In detail, ibuprofen 1 was obtained commercially with a purity of
≥98%. The purity of sila-ibuprofen 2 is >95%, as determined by NMR
and HPLC. Compounds 3 and 4 were investigated as metabolites and
decomposition products of 2. They are in equilibrium with each other
and were not purified, and hence their biochemical properties are not
subject of this Article.
Determination of the Melting Enthalpy. The melting enthalpy
was determined using differential scanning calorimetry (DSC) of a
sample of 1 and 2 using a Mettler-Toledo DSC3+ instrument with 40
μL aluminum crucibles with a pin (Mettler Toledo) and a pierced lid,
referenced against an empty crucible with a pierced lid. The
temperature program for the samples of 1 involved heating from 25
to 125 °C at 10 K min−1 under a flow of N2 at 20 mL min−1. The
temperature program for the samples of 2 involved heating from 0 to
70 °C at 10 K min−1 under a flow of N2 at 20 mL min
−1. Data
evaluation was performed using the Software Star-e version 15.01.
Solubility Determination. The solubility was determined in an
HPLC/UV experiment using an isocratic method with a 1:1 ratio of
water and acetonitrile with 0.1 mol L−1 acetic acid as the eluent on an
RP-18 gravity column detecting the absorption at 235 nm, in
agreement with the UV−vis spectrum of 2. 1 was used as an internal
standard in a concentration of 0.1 mg L−1, whereas equidistant
calibration was done for 2 in steps of 5 mg L−1 starting from 5 until 55
mg L−1. The resulting calibration plot is shown in Figure S1.
Determination of the Stability of Sila-Ibuprofen (2) in
Solution. To investigate whether 2 is stable over time in
physiological media, a solution of NaCl (0.9%) in water was used
to dissolve 2 until the solution was saturated in 2. The solution was
then kept at room temperature in an NMR tube and measured every 7
days. Additionally, an identical solution was prepared and kept at 4 °C
and measured every 28 days. The resulting spectra can be seen in
Figures S5 and S6. These experiments show that at room temperature,
the solution slowly decomposes to the disiloxane 4 over the course of
1 month. At 4 °C, decomposition is much slower; it only starts after
the first month. Furthermore, the stability of 2 under physiological
basic conditions (pH 8) was tested as well. A solution of NaHCO3
(10 mM) in D2O was used to dissolve sila-ibuprofen 2. Over the
course of 1 month, no decomposition by 1H NMR was visible. Above
a pH of 8 (tested at pH 10 and 12), sila-ibuprofen decomposes under
Journal of Medicinal Chemistry pubs.acs.org/jmc Article
https://dx.doi.org/10.1021/acs.jmedchem.0c00813




the release of hydrogen to form the sodium salt of hydroxy-sila-
ibuprofen 3.
To complement the NMR experiments, the stability of 2 was tested
on a high-performance liquid chromatography (HPLC) column under
mildly acidic conditions. Purified sila-ibuprofen 2 was added onto the
column, and only a single compound peak was observed after several
minutes on the column for 14 repetitions of the experiment.
Crystallographic Information. Single crystals of 1 were obtained
by slow evaporation of a saturated methanol solution in an open
vessel. Crystals of 2 were obtained after chromatographic purification
on silica gel, followed by the removal of the solvent by low-pressure
evaporation and slow resublimation of 2 in a closed vessel.
Information on the synchrotron measurements and pertinent
crystallographic information obtained from the refinement of the
structures of 1 and 2 are shown in Table S1. Data sets were measured
at SPring-8, beamline BL02B1, at 25 K using a large cylindrical image
plate camera.
The first step in the performed XWR is Hirshfeld atom refinement
(HAR).11 HAR uses tailor-made aspherical atomic scattering factors
from a stockholder partitioning of the calculated static electron
density. Here B3LYP/def2-TZVPP was used as well as a surrounding
cluster of point charges and dipoles of 8 Å radius around the central
molecule to simulate the crystal field. Subsequently, X-ray constrained
wavefunction fitting as the second step in XWR was performed at
RHF/def2-TZVPP without cluster charges to extract as much
information as possible from the experimental structure factors. The
program Tonto was used for the XWR procedure. From these wave
functions, a 0.001 au isosurface was calculated, and the ESP was
mapped onto it, resulting in the Politzer parameters given in Table S2.
Force-Field Development and Molecular Dynamics Simu-
lations. To understand the active mode of sila-ibuprofen (2) in
contrast with the one of conventional ibuprofen (1) on an atomistic
scale, it was necessary to perform MD simulations. Because the
parameters for a CHARMM-type force field of 2 are unknown, they
had to be derived by comparing energies obtained from ab initio
calculations with energies derived by the newly constructed force
field. The unknown parameters of the force field are shown in Figure
S12.
This procedure was carried out on the geometry and with the wave
function obtained from XWR. Interaction energies with water for
charge determination were calculated at a level of theory of HF/def2-
TZVP, the bonded interactions were calculated at a level of theory of
B3LYP/def2-TZVPP, and the torsion potential energy surface scan
was performed at a level of theory of MP2/def2-SVPP. The
performance of the derived force-field parameters in comparison
with ab initio calculations is visualized in Figure S13, showing the
dihedral potential energy surface scan energies from reference
calculations and energies calculated from the force field, both
normalized to their smallest value.
Additionally, the energies of three rigid potential energy surface
scans of two trimethyl silane molecules, used as a smaller model
compound for the silane group in 2, in orientations showing H−Si···
H−Si, H−Si···Si−H, and Si−H···H−Si contacts, were used to
iteratively modify the parameters for the nonbonded interaction of
the hydrogen atom of the silane group and the silicon atom itself to
resemble the observed energy profiles obtained at a level of theory of
B3LYP-GD3BJ/def2-TZVP. The plots of these profiles can be seen in
Figure S14. To validate these parameters in a biological context, the
active site of COX-II was taken from an equilibrated structure
obtained using these parameters, and the amino acids near 2 were
then scanned in a radial elongation of the distance between the amino
acid and 2. The obtained bonded parameters of the force field are
shown in Table S3. The parameters for the Lennard-Jones potential
are shown in Table S4, and charges assigned to the individual types of
atoms in both 1 and 2 can be seen in Table S5.
The MD simulations and all derived properties (Supporting
Information Sections 4−6) are based on available crystal structures of
ibuprofen bonded to the active sites of COX-I and COX-II.
Unfortunately, the crystal structures of ibuprofen with human COX
do not exist, so we had to resort to crystal structures of complexes of
ibuprofen with ovine COX-I (PDB code 1EQG)26 and murine COX-
II (PDB code 4PH9).17 Human and animal COX are pharmacolog-
ically not identical,27 but they are by far the best models available for
our study.
The derived force-field parameters were used in addition to the
parameters obtained for 1 from the SwissParam service,28 to describe
ibuprofen (1) and sila-ibuprofen (2), whereas a CHARMM force
field29 was applied for the protein, sugars, and heme residues to
perform MDs for 400 ns on each complex inside a 110 × 110 × 110
Å3 box, including explicit water molecules (TIP3P) and sodium
chloride ions corresponding to a concentration of 0.15 mol L−1 using
NAMD2.30 The time step chosen for the simulations was 1 fs at a
temperature of 300 K and a pressure of 1 atm used for prior
equilibration. Periodic boundary conditions were used. After the
equilibration, the system was simulated without a thermostat or
barostat to ensure that no outer influence caused changes in the
binding of the drug molecule or conformational changes of the
protein. A plot of the distance of both oxygen atoms of the carboxylic
acid group to the corresponding arginine hydrogen bond donors is
shown in Figures S15 and S16.
Averaged Noncovalent Interaction Index. The general idea of
the aNCI was introduced by Wu et al.,19 who made their source code
available. Because this approach needs many different evaluations of
the NCI for the different geometries of the MD, the computational
cost of this procedure is very high. For a system with a size of proteins
and for long runs, this becomes too demanding to be done on a
reasonable time scale. Rubez et al. wrote a kernel that performs the
calculation of promolecular NCI calculations highly parallelized on
graphics cards (cuNCI).31 This source code is also available. Because
during an MD no wave function is available, only promolecular
calculations are possible; therefore, this kernel was optimal to extend
the general functionality of the graphics cards code by the averaging
procedure proposed by Wu et al.19 The resulting program plug-in is
called acuNCI in reference to both previous programs. The gradient
and electron density are calculated numerically on a grid and averaged
after each volumetric data set. In principle, this approach would also
be possible for wave-function-based calculations and could be done
using a similar kernel, using wave functions obtained by QM/MM
calculations. The program will be available free of charge, also
including wave-function-based calculated property files, where the
calculation of numerical volumetric data is performed on graphics
cards. The results of these calculations are shown in Movie S1,
moving the viewer through the protein and binding pocket of COX-II
in 3D.
Averaged Interaction Energies. To quantify the differences in
the interactions between amino acid residues and sila-ibuprofen (2) in
contrast with ibuprofen (1), the simulations for the aNCI plots were
used to calculate the interaction energies using the program Tonto
(commit 5ba65f7 on GitHub, https://github.com/dylan-jayatilaka/
tonto), which is the backend of CrystalExplorer,32 which is known for
calculations of interaction energies and energy frameworks.20,33
Because amino acids in proteins are part of a bigger molecule, it
was necessary to saturate the bonds with hydrogen atoms that were
cut when extracting individual residue coordinates from the protein.
Hydrogen atoms were added using internal z-matrix notation for the
determination of the positions using a bond length of 1.07 Å for
hydrogen atoms bonded to the N-terminus and 1.00 Å for the C-
terminal hydrogen atoms. sp2 hybridization of the corresponding
atom was assumed, using an ideal angle of 120° for the H−N/C−Cα
angle and 180° for the dihedral angle using the carboxy-oxygen. A
script to automatically calculate wave functions at a level of theory of
B3LYP/6-31G(d,p) for the resulting amino acids was used to
calculate wave functions for 1000 different frames of all 13 amino
acids, each 1 ps apart, during the MD for both simulations in COX-II
and for 12 residues with identical timing in COX-I. Each wave
function was then analyzed using Tonto and the four terms of the
interaction energy as well as the total energy are plotted in Figures
S18−S21 for COX-II and Figures S22−S25 for COX-I. The averaged
values as well as standard uncertainties are shown in Tables S6 and
S7, respectively. The residues that had the closest distance around the
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silicon function and were used to define the energy difference given in
the Results and Discussion section (Figure 2) are highlighted by color
in these tables.
Free Energy Perturbation Calculations. Using the FEP
method21 in NAMD230 using ParseFEP,34 the calculation of a so-
called “alchemical” transformation is possible, which describes in this
case the gradual exchange of the C atom in ibuprofen by Si and the
parameters associated with this as well as the neighboring atoms, as
affected by the change of the force field. In principle, both atoms are
always present in the calculation, whereas their contribution to the
system is weighted by the multiplicator λ, which is changed
throughout the simulation from 0.0 to 1.0 in an interval size of
0.025, with 100 000 time steps for the equilibration of the system
prior to the evaluation of the FEP density of states as well as
energetics during the following 500 000 time steps, before increasing
the λ interval once more. The resulting plots for the forward (λ ∈
[0.0,1.0]) and backward (λ ∈ [1.0,0.0]) transformation of the density
of states and the convergence of energy in the system are plotted in
Figures S26 and S27.
Cell Toxicological Investigation. To test for potential adverse
effects of 1 or 2 on mammalian cells, we have used C6 glioma cells,
which are widely used as a model system to study the functions and
properties of brain glial cells and brain glioma.22,35 The cells were
exposed to either 1 or 2 in concentrations of up to 1000 μM for up to
3 days. The application of 300 μM of these compounds did not affect
the proliferation of the cells, as demonstrated by the absence of any
significant difference in the increase in cellular activity of the enzyme
lactate dehydrogenase (LDH) compared with control cells (Figure
S28A,B). Furthermore, the viability of the cells was not affected by a
72 h exposure to up to 300 μM of 1 or 2, as indicated by the absence
of any significant increase in the extracellular LDH activity (Figure
S28C), by the, at best, low loss in cellular protein per well (Figure
S28D), by the unaltered water soluble tetrazolium salt-1 (WST-1)
reduction capacity (Figure S28E), and by the almost unaltered cellular
lactate production (Figure S28F). These data confirm the low toxic
potential of 13,24 and also demonstrate a low toxic potential of 2, as no
differences in the parameters determined were observed for cells that
had been treated with either 1 or 2 in concentrations of 100 or 300
μM (Figure S28A−F).
Moreover, the exposure of C6 cells to 1000 μM of 1 or 2 did not
lead to any obvious change in cell morphology (data not shown) or to
any significant increase in extracellular LDH, demonstrating that these
high concentrations were not toxic to the cells either. However, at a
concentration of 1000 μM, both compounds drastically lowered the
cell proliferation (Figure S28A,B). Concerning this antiproliferative
effect, 1000 μM of 2 appeared to have a slightly higher potential than
1000 μM of 1, as indicated by the significantly lower values
determined for the cellular LDH activity (Figure S28A,B), the cellular
protein content (Figure S28D), as well as the cellular WST1
reduction capacity (Figure S28E). Nevertheless, it should be
considered that the serum concentrations of 1 in treated patients
are in the low micromolar range,24 suggesting that the antiproliferative
effect observed for very high concentrations of 1 or 2 will not be
relevant for an in vivo situation. A potential reason for the
antiproliferative action of 1 applied in high concentrations may be
its reported side effect of uncoupling the mitochondrial respiratory
chain,36 which will diminish the mitochondrial ATP production and
thereby slow down the cell proliferation.
Enzyme Activity Measurements to Determine IC50 Values.
Inhibition studies of COX-I and COX-II and the determination of the
IC50 of the enzymes by 1 and 2 were performed by the company
Eurofins Cerep (Le Bois L’Êveque, France) according to ref 37 using
human recombinant COX-I and COX-II enzymes from Sf9 cells in
buffered saline. The test substrates applied were 1.2 μM of
arachidonic acid and 25 μM of ADHP, and the incubation times
were 3 min (COX-I) and 5 min (COX-II). The activity was measured
by monitoring the resorfurin content as a measure for activity
quantified using fluorimetry. Concentrations were selected in half-
logarithmic steps in a range from 0.1 to 100 μM of test substance. The
resulting % inhibitions are given in Table S8 and are visualized in
Figure S29 with two reference substances for each enzyme. Regression















employing the commercial software SigmaPlot 4.0 and Hill software
(Y = activity, A = left asymptote, D = right asymptote, C =
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Brinkmann-Chen, S.; Garcia-Borras, M.; Roberts, J. M.; Katsoulis, D.
E.; Houk, K. N.; Arnold, F. H. Selective Enzymatic Oxidation of
Silanes to Silanols. Angew. Chem., Int. Ed. 2020, 59, 15507−15511.
(10) Seebach, D. Methods of reactivity umpolung. Angew. Chem., Int.
Ed. Engl. 1979, 18, 239−258.
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Crystal and Enzyme Environmental Effect on Ibuprofen and Sila-Ibuprofen
5.3 Crystal and Enzyme Environmental Effect on Ibuprofen and Sila-
Ibuprofen
The study presented in section 5.2 showed the lower melting enthalpy and better solubility of the biosiostere
silicon-carbon exchanged equivalent of ibuprofen, sila-ibuprofen. Given this similarity in the in-vitro tests
the similarity of both crystal structures of ibuprofen and sila-ibuprofen in comparison to their situation in the
enzyme simulations is of interest. Therefore a similar methodology to analyse the environmental effects on
the drug molecule as performed in section 5.1 might yield insights into the effect the umpolung has in terms of
environmental impacts on the density and binding situation of both molecules and whether the observed changes
in the dipole moment of the silane functional group have a bigger impact on the responsiveness to environmental
influences of sila-ibuprofen compared to ibuprofen.
In biological media, only the S-enantiomer of ibuprofen is active. Even if the R-enantiomer can be converted
into the S-enantiomer quite readily, the docking in COX enzymes only occurs with the S-enantiomer. [299] Also,
the actively binding molecule inside COX enzymes is the deprotonated anionic form of ibuprofen, therefore a
direct comparison between the crystal structure of pure ibuprofen and sila-ibuprofen and their corresponding
situation in the enzyme is not possible.
For the direct comparison of the environmental effects on both molecules to the situation in the enzyme
the separation of enantiomers is required. Also, the crystal structure to be used for the comparison of the
environmental effects should contain the deprotonated anion. The following sections will explain how an
enantiomeric separation was achieved and how the analysis of the environmental effects on both ibuprofen and
sila-ibuprofen was conducted.
5.3.1 Separation of Enantiomers & Co-Crystalization with Arginine
The enantiomeric separation of both ibuprofen and sila-ibuprofen was attempted using a procedure reported in
the literature, where either R- or S-1-phenylethyl-1-amine (PEA) is added to a solution of ibuprofen to form only
co-crystals of one of the enantiomers. [482] The crystal structure of the co-crystal with ibuprofen is reported in
the literature. [483, 484] For sila-ibuprofen, only crystals of very low quality could be obtained. Both crystals
(ibuprofen and sila-ibuprofen co-crystallized with PEA) were measured at SPring-8 at beamline BL02-B1 by
Malte Fugel and myself to yield datasets for further analysis. The structures could be solved and refined using
HAR in NoSpherA2; anomalous dispersion values for the employed wavelength were used from the Sasaki
tables. [485] The final geometries are visualized in Figure 5.35 and the refinement statistics are given in Table
5.8. A level of theory of PBE/def2-TZVPP was used in ORCA with normal integration accuracy and normal
SCF settings.
It was found that the enantiomeric separation was not complete for the ibuprofen-PEA compound. A small
amount of the other enantiomer was found in the crystal structure, which could be modelled by a disorder
refinement. The neighbouring ordered atoms were split but treated using EXYZ and EADP constraints (compare
section 3.1.2), so that two types of scattering factors could be calculated, accounting for the different bonding
situations these atoms are in. In the ibuprofen-PEA co-crystal, the occupancy of the S-enantiomer was refined to
be 0.188(7), which means there is 81.2(7)% R-enantiomer in the crystal structure.
The resolution of the measured dataset of the co-crystal of sila-ibuprofen and PEA is much lower and not all
hydrogen atom positions could be refined freely (compare also Table 5.8). The hydrogen atoms of the CH2
group of sila-ibuprofen were given identical Uiso values in both parts, the methyl groups attached to the silicon
atom were also refined using a free variable to define their Uiso values. All C-H distances were fixed using the
corresponding AFIX commands and using reported neutron diffraction averaged distances for the functional
group. [486] The N-H distance was refined freely and the Si-H distance of the silane functional group was
fixed to the distance obtained from the crystal structure of sila-ibuprofen (see section 5.2). The disorder in the
dimethyl-silane functional group was treated by creating two parts that were rotated to match the residual density
peaks. A disorder refinement of the enantiomeric purity of the sila-ibuprofen was attempted – as has been done
for ibuprofen-PEA – but unfortunately the refinement was unstable due to the low quality of the available data
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and therefore only one enantiomer, the S-enantiomer, was used during the refinement. The residual density level
is comparatively low and therefore no real judgement on the presence of the other enantiomer was possible with
the given data quality.
Figure 5.35: Visualization of the HAR structures of the ibuprofen (left) and sila-ibuprofen (right) co-crystals formed with
PEA. Atomic displacement parameters are drawn at 50% probability level. Both disorder parts are shown for both structures
in the Figure. In the ibuprofen structure the R-enantiomer has 81.2(7)% occupancy. In sila-ibuprofen, the disorder of the
methyl groups has 47.9 (11)% occupancy of PART 1 and only the S-enantiomer is found. The co-crystals of ibuprofen
were formed with S-PEA, while sila-ibuprofen co-crystals were formed with R-PEA.
A HAR of these datasets would never have been possible with the HAR implementation in Tonto. Neither
disorder, restraints, riding models nor the use of adjustable (e.g. shelx-type) weighting schemes are possible
there, so these refinements put to practical use most of the possibilities that NoSpherA2 has to offer. Advanced
structural refinements like HAR can only be done on these structures using the new implementation of HAR in
NoSpherA2 developed and presented during this work.
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Table 5.8: Crystallographic measurement and refinement statistics of ibuprofen and sila-ibuprofen PEA co-crystals after
HAR using NoSpherA2.
Structure Ibuprofen-PEA Sila-ibuprofen-PEA
Space group P 212121
a /Å 5.9130(12) 6.8160(14)
b /Å 15.305(3) 12.721(3)
c /Å 22.257(4) 23.613(5)
V /Å3 2014.2(7) 2047.4(7)
T /K 25
dmin /Å 0.70 0.80
λX-ray /Å 0.3567
Rint 0.0552 0.0517
Avg. redundancy 3.82 4.15
Completeness 1.00 1.00
Average I/σ 29.8 14.3
# of refln. measured 87404 17320
# of unique refln. 6129 4173
Obs. Criterium Io >= 2σ(Io)
# of observed refln. 5977 2694





# of Parameters 365 261
# of Restraints/Constraints 18/6 0/27
Np/Nref 16.8 15.9
Final R1 0.0722 0.0802
Final R1,all 0.0736 0.1176
Final wR2 0.1849 0.1854
Flack [487]+ -1(1) -0.1(4)
Max ∆ρ /eÅ−3 0.497 0.338







; + There is an error in the calculation of the Flack parameter [487] using olex2.refine, therefore parameters obtained
using shelx are reported.
The PEA-ibuprofen and PEA-sila-ibuprofen could be understood as a model of the interaction of the small
drug molecules with an amine function, similar to the binding with the guanidine functional group of arginine
inside COX-I and COX-II. To produce a more direct model of the interaction with COX-I/II a co-crystallization
with arginine was attempted with the help of Dr. Pim Puylaert. Attempts for crystallization using sila-ibuprofen
were unsuccessful and only yielded oils or crystals of either of the educts, but to the best of our knowledge,
the argininium-ibuprofenate structure is not yet known. A crystal was measured on an in-house-diffractometer
(Bruker D8-venture, 100K, dmin = 1.00, for measurement details see Table 5.9). The crystal quality was limited
and no high resolution dataset could be obtained. Also, the co-crystal did not contain ibuprofen carboxylate
directly interacting with the arginine sidechain in the motif shown in section 1.8, but the ammonium function of
the backbone of arginine. Therefore further analysis of this crystal structure was not attempted but a visualization
of the final model and refinement statistics after HAR in NoSpherA2 are shown in Figure 5.36 and Table 5.9.
Refinement of anisotropic displacement parameters was unstable without restraints, therefore RIGU restraints
were applied to all molecules individually. The ibuprofen is not completely enantiomerically pure. Therefore a
disorder model was introduced by splitting the corresponding functional group using SplitSAME in Olex2 and
inverting the chirality of the second part by moving on screen. The disorder of the chiral center was refined to be




Figure 5.36: Visualization of the asymmetric unit of the ibuprofen-arginine co-crystal structure after HAR in NoSpherA2
showing atomic displacement parameters at 50% probability level.
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Table 5.9: Crystallographic measurement and refinement statistics of ibuprofen arginine co-crystal after HAR using
NoSpherA2.
Structure Argininium-Ibuprofenate














Obs. Criterium Io >= 2σ(Io)
observed refln. 4097










Max ∆ρ /eÅ−3 0.581







; + There is an error in the calculation of the Flack parameter [487] using olex2.refine, therefore parameters obtained
using shelx are reported.
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5.3.2 Comparison of Environments (Gas, Solvation, Crystal, Protein)
In section 5.1 (and the corresponding publication) it was shown that the crystal environment is the best possible
approximation of the situation in the active site of the protein. To investigate whether this similarity of Crystal
(C) and Protein (P) models can also be transferred to the crystal structures of the PEA co-crystals of ibuprofen
and sila-ibuprofen, a similar setup for computations was chosen. This time the calculations were run without
the use of Chemshell, [488] as a new version of NAMD2 [471, 472] provides a direct interface configuration
to ORCA. [54, 55] The protein references used in this study are the COX-II complexes of both molecules as
produced and analyzed in section 5.2. To perform MD of the crystal system the same force field parameters
were used for ibuprofen and sila-ibuprofen as for the study presented in section 5.2. The PEA molecule was
modeled using a combination of parameters present in the CHARMM-type force field for methylammonium
and phenylalanine which were combined and charges changed to result in an integer single positively charged
entity while applying the fewest possible changes with regard to the original charges in CHARMM. The resulting
parameters are given in Tables 5.10 and 5.11.
A simulation setup for model C of 11x11x11 unit cells, which corresponds to a cell size of ca. 65x168x245
Å for ibuprofen and 75x140x260 Å for sila-ibuprofen, was constructed based on the symmetry of the crystal
using only the major component of each crystal structure and using the inverted structure of the refinement
of the sila-ibuprofen PEA co-crystal, as to work with identical enantiomers for the crystal structures, that is
the S-enantiomer which is biologically active one (see section 1.6 in the introduction). A visualization of the
simulated crystal fragment for ibuprofen is shown in Figure 5.37. Two types of calculations were performed:
A MD to obtain a measure of thermal fluctuation in the crystal to compare to the protein, and a QM/MM
minimization for the calculation of a wavefunction to perform the bond-wise analysis as presented in the E64c
model compound (compare section 5.1). The MD was used to calculate the aNCI. Additionally geometry
optimization of ibuprofen and sila-ibuprofen anions were performed in vacuum (corresponding to the state in the
gas phase, model G) and using an implicit solvation model of water in ORCA, corresponding to model (S). For
the solvation model, the Conductor-Like Polarizable Continuum Model (CPCM) [489] of water was used as
implemented in ORCA. The crystal and protein wavefunction originated from QM/MM minimizations.
Figure 5.37: Visualization of the 11x11x11 unit cell simulation box (simulation cell size of ca. 65x168x245 Å) after
equilibration used for MD and QM/MM of the ibuprofen-PEA Co-crystal.
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Table 5.10: Force field parameters for bonds (top), angles (middle) and dihedral angles used for PEA.
Bond Force constant (Kb) Eq. distance (b0)
/kcal mol−1 Å−2 /Å
CT3 CT1 222.5 1.538
HA CT1 309.0 1.111
HA CT3 322.0 1.111
NH3 HC 403.0 1.040
NH3 CT1 200.0 1.480
CA CA 305.0 1.3750
CT1 CA 230.0 1.490
HP CA 340.0 1.080
Angle Force constant (Kθ) Eq. angle (θ0)
/kcal mol−1 rad−2 /◦
CA CA CA 40.0 120.0
CT1 CA CA 45.8 122.3
CT3 CT1 CA 51.8 107.5
HP CA CA 30.0 120.0
NH3 CT1 HA 45.0 107.5
HC NH3 HC 44.0 109.5
HC NH3 CT1 30.0 109.5
HA CT1 CT3 34.5 110.1
HA CT3 HA 35.5 109.0
HA CT3 CT1 33.43 110.1
NH3 CT1 CA 33.43 110.0
HA CT1 CA 33.0 109.5
Dihedral Force constant Multiplicity Eq. dihedral
(Kχ) / kcal mol−1 (n) (δ) / ◦
(Kψ) / kcal mol−1 rad−2
CA CA CA CA 3.10 2 180.0
HA CT3 CT1 CA 0.04 3 0.0
X CT1 NH3 X 0.10 3 0.0
X CT1 CT3 X 0.20 3 0.0
X CT1 CA X 0.00 6 0.0
X CT1 NH3 X 0.09 3 0.0
HP CA CA CA 4.20 2 180.0
HP CA CA HP 2.40 2 180.0
CT1 CA CA CA 3.10 2 180.0
HP CA CA CT1 4.20 2 180.0
X is used as a wildcard, representing any atom type.
5.3.2.1 aNCI
A molecule in the middle of the cluster was chosen as the one investigated for aNCI and QM/MM. The aNCI
was calculated fixing the position of the two quaternary carbon atoms of the phenyl ring of the selected molecule
after the equilibration run. This way, the molecule was given the highest degree of flexibility while prohibiting
translations which would compromise the calculation of the aNCI. A visualization of the aNCI of ibuprofen and
sila-ibuprofen is given in Figure 5.38.
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Table 5.11: Force field parameters for Lennard Jones potentials (top) and charges of atoms in e (bottom) used for PEA.

















When comparing the aNCI of ibuprofen and sila-ibuprofen in the PEA co-crystals similar patterns of interactions
are observed. Dominating hydrogen bonds with neighboring amino residues around the carboxylic acid group
and dispersive interactions below the phenyl ring and at the isobutyl group show that the driving force of
crystal packing is dominated by these hydrogen bonds. This is similar to the interaction with the amino group
of Arginine in the argininium ibuprofenate crystal structure. But since structures of both ibuprofen and sila-
ibuprofen were available in the PEA system this system was used for further analysis. The amino-carboxylate
N-H . . . O hydrogen bond is similar to that of the guanindino-carboxylate interaction found in the active site
of COX-enzymes. The major difference is that in the PEA co-crystals the two oxygen atoms interact with two
different molecules (see left side of Figure 5.38), while the two-fold hydrogen bond in the active site of COX
links the ibuprofen molecules to one residue only. These three contacts on average have O-N distances in the
sila-ibuprofen structure of 2.65(8) Å, 2.63(7) Å and 2.65(8) Å averaged over the whole simulation time. In
the case of ibuprofen-PEA co-crystals the distances are 2.62(7) Å, 2.66(9) Å and 2.60(7) Å, respectively. To
compare this the averaged values of the O-N distances for the protein environment where the guanidino function
is the interaction partner are 2.77(17)Å for NE and 2.67(8) Å for NH in the case of ibuprofen inside COX-I,
2.66(9) Å and 2.8(2) Å in the case of COX-II, respectively. For sila-ibuprofen the corresponding distances are
2.67(9) Å, 2.72(13) Å in COX-I and 2.66(9) Å, 2.66(9) Å, in COX-II. Although some distances in the enzyme
are larger and have higher standard deviations the length and strength of the hydrogen bonds are comparable, as
reflected in the plots of the aNCI.
A remarkable resemblance with the plots of the aNCI of both substances in the active site of both modifications
of COX is found. (compare to Figures 5.21 and 5.22) While the aNCI plot around the C-H/Si-H function is
not dominating the picture the interactions between the methyl groups attached to the carbon-silicon switched
position show big areas of dispersion interaction with neighbouring molecules. The hydrogen bonds in the
vicinity of the carboxylate groups are the strongest interactions, as shown by their blue isosurfaces, coinciding
with the observation of similar hydrogen bonds lengths. Especially in the case of ibuprofen the interaction due to
dispersion around the phenyl ring is lower in comparison to sila-ibuprofen, but as discussed in the investigations
of the enzyme simulations in section 5.2 this interaction is also not very pronounced in the enzyme environment.
Since similar areas show interactions with the neighborhood in both systems it can be expected, that the influence
on the electron density might also be similar, therefore an investigation of the interaction density is performed in
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Figure 5.38: Plot of isosurfaces of the aNCI between ibuprofen (top) and sila-ibuprofen (bottom) and the neighboring
molecules in the crystal. Neighboring molecules are color-coded: PEA has orange bonds; ibuprofen/sila-ibuprofen has





The interaction density is defined in the framework of this thesis (compare the study in section 5.1 and definition
in section 2.3.2) as the difference between an electron density in a given environment and the electron density
a molecule would express without any environmental influence on the very same geometry (e.g. without
optimization). It is obtained by performing a single point wavefunction calculation on a structure that was the
result of an optimization in a given environment, and subsequent computation of the electron density on a grid.
This grid is chosen identically for both wavefunctions, once in the environment and once without the influence of
the environment. Finally, the calculation of the difference between the grids yields the interaction density. These
computations of grids were performed using cuQCrT (compare section 3.3). By definition, the cube without the
effect, that is the one calculated from the molecule in the gas phase, was substracted from the one with the effect,
that is the one in models P, C and S. The level of theory for the calculations used was B3LYP/def2-TZVP inside
ORCA. The integrated number of electrons of the interaction density, as well as the RRS are given in Table 5.12,
isosurfaces of it are shown in Figure 5.39.
Table 5.12: Integrated number of electrons (Ne) and Real space R-value (RRS) of ibuprofen and sila-ibuprofen over
interaction density grids, visualized in Figure 5.39.
Ibuprofen Sila-ibuprofen
Model Ne /e RRS /% Ne /e RRS /%
S 0.402 0.358 0.424 0.353
C 0.527 0.470 0.476 0.397
P 0.508 0.453 0.416 0.384
The order of magnitude of all interaction densities is similar in all environments. The shape of the isosurfaces
is remarkably similar across both substances in all environments. Especially around regions like the carboxy
group or the methyl groups, the same kind of polarization is observed. Stronger pronunciation of the lone pair
regions (electron gain) or depletion of the hydrogen atoms (electron loss) can be observed. This shows that
hydrogen bonding is accounted for in all environments. It is only in the carbon/silicon exchanged position that a
major difference appears: in sila-ibuprofen, there seem to be only very small effects on the density distribution
regarding the hydride and the silicon atom, while the ternary carbon atom is polarized in a similar way as all
other carbon atoms in other positions.
The highest total interaction density is found in the crystal environment in both cases. This is not surprising,
taking into account the magnitude of electric fields of many millions of V/m needed to change the structure
of molecules in crystals. [490–492] If a structural change is only achieved using these enormous magnitudes
of fields, one can imagine that the effects inside the crystal have similar magnitude, which force the molecule
to have the corresponding shape and polarize its electron density. Still all models have a similar magnitude of
influence on the drug molecule, with the solvation model showing the smallest effect. This is reflected in the
RRS values as well as in the shifted number of electrons, Ne.
To comment on the differences between ibuprofen and sila-ibuprofen one has to take into account that ibuprofen
has a total of 8 electrons fewer compared to sila-ibuprofen. Nevertheless it shows higher numbers of shifted
electrons in all environments when compared to its silicon equivalent. This coincides with the qualitative
observation in Figure 5.39 that the interaction density around the silicon atom is relatively small.
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(a) Ibuprofen – Solvation
(b) Ibuprofen – Crystal
(c) Ibuprofen – Protein
(d) Sila-ibuprofen – Solvation (e) Sila-ibuprofen – Crystal
(f) Sila-ibuprofen – Protein
Figure 5.39: Plots of the interaction density isosurfaces at isovalue ±0.001 a.u. (blue = positive, red = negative) for
ibuprofen (top) and sila-ibuprofen (bottom) in different environments: Solvation model (a & d), Crystal QM/MM (b & e)
and Protein QM/MM (c & f). Difference measures are given in Table 5.12. By definition the interaction density is P/C/S -
G.
5.3.2.3 Interaction Electrostatic Potential
It was shown during the comparison of the bonding situations between ibuprofen and sila-ibuprofen in section
5.2.4 that the charges and bond types, especially in the vicinity of the silicon atom, are significantly different to
the corresponding position in ibuprofen. Also, a significant difference is observed in the electrostatic potential of
both substances (compare section 5.2.5). This difference in potential, where around the hydrogen atom bound
to silicon even a switch of sign in the potential was observed, as well as the change of direction in the dipole
moment suggests a significant difference in the response of the two drug molecules when influenced by an
environment. This assumption is supported by the difference of interaction densities in the corresponding regions
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of the molecules as shown in the previous paragraph.
To elucidate further, the interaction electrostatic potential was calculated in the same manner as the density:
Two wavefunctions – one containing the effect by the environment and a second wavefunction without any
environment – were calculated and their electrostatic potential plotted in the same spatial region (e.g. grids).
Then the difference was obtained by subtracting the grid of the gas phase model (G) calculated on the geometry
from the one that actually is experiencing the environment (models S/C/P).
The individual plots of the interaction electrostatic potentials for both molecules are shown in Figure 5.40, the
RRS is summarized in Table 5.13.






It is observed in both substances that the effect of the environment, especially around the methyl groups of the
right hand-side of the molecule in Figure 5.40, is smallest in the solvation model. The crystal environment
shows the highest values of RRS, while the surfaces around the aliphatic chain and the phenyl function are more
pronounced in the protein systems. The higher RRS in the crystal system is most likely due to the stronger
polarization of the carboxy groups. This is reflected by the size of the respective isosurface, which around the
carboxy functions is most pronounced in the case of the crystal models (see Figure 5.40).
Qualitatively, a similarity in changes of potential can be observed: the areas affected are similar between
ibuprofen and sila-ibuprofen. The polarization of the potential in the protein pocket in Figures 5.40 c & f has
a similar direction as the crystal and solvation models. The carboxyl group becomes more negative, reflected
by blue isosurfaces, while the aliphatic/dimethyl-silyl group becomes more positively charged. This coincides
with the observed pronunciation of the lone pairs of the carboxyl function in the density (compare Figure 5.39).
Again, like in the density, no direct effect around the silane functional group is observed, only the neighboring
methyl and methylene groups are affected by the environments directly.
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(a) Ibuprofen – Solvation
(b) Ibuprofen – Crystal
(c) Ibuprofen – Protein
(d) Sila-ibuprofen – Solvation (e) Sila-ibuprofen – Crystal
(f) Sila-ibuprofen – Protein
Figure 5.40: Plots of the interaction electrostatic potential isosurfaces at isovalue ±0.028 eÅ−1 (blue = positive, red =
negative) for ibuprofen (top) and sila-ibuprofen (bottom) in different environments: Solvation model (a & d), Crystal
QM/MM (b & e) and Protein QM/MM (c & f). Difference measures are given in Table 5.13. By definition the interaction
electrostatic potential is P/C/S - G.
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5.3.2.4 Bond-Centered Difference Density
To quantify the difference between the different environments in their native geometries, the bond-centered
density calculation, which was introduced previously (see definition in section 2.3.2 and application in section
5.1), was used for all bonds in ibuprofen and sila-ibuprofen. Since the definition of calculation regions and
iteration over all bonds would have been tedious and time-consuming, an automatic calculation, naming and
sorting of grids was implemented in cuQCrT to conveniently calculate all necessary bonds with the setup of a
single input file. All bonds that are found in ibuprofen and sila-ibuprofen and their respective assigned number
for the following analysis are given in Figure 5.41.
Figure 5.41: Scheme of bonds investigated in the bond-centered approach and their corresponding labels for later reference.
Ibuprofen and sila-ibuprofen follow the same scheme, the C/Si switch is shown in the figure at the corresponding position.
Differences of the electron density were calculated for all models (C/S/G-P, in contrast to the previous para-
graphs) and analysed in terms of the two descriptors RRS and Ne. The cumulative integrated difference electron
density between two environments (Ne) in each bond is shown in Figure 5.42. The cumulative RRS value of all
bonds is visualized in Figure 5.43. As a general remark it is noted that, even though it is possible, the RRS is not
reported in %, but its direct numerical value as defined in equation 2.80 is reported in the following tables and
graphs.
Since the difference density of a single molecule must sum up to a value of 0 when the complete space is
considered, the number of electrons shifted refers to the absolute integrated values devided by 2. The number of
shifted electrons is highest in the gas phase in both substances. The solvation model reduces this difference to
the protein environment, in the case of Ibuprofen by 0.7 e. In sila-ibuprofen this effect is much smaller, only
reducing the difference by 0.1 e. This is interesting, since overall the differences between environments in
sila-ibuprofen are much smaller than in ibuprofen.
This is especially interesting in the case of the overall shifted number of electrons, since sila-ibuprofen has
additional 8 electron when compared to ibuprofen and forms more polar bonds (compare Section 1.7). One
explanation of this observation might be the effect of the umpolung, which polarizes bonds in the sila-ibuprofen
molecule internally, that are less or even unpolarized in ibuprofen in the absence of an environmental influence.
The intramolecular dipole of the silicon-hydride bond might introduce a source of polarization of the surrounding
bonds in sila-ibuprofen that is not present in ibuprofen. Also the difference in electronegativity between carbon
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Figure 5.42: Bar-plots of the cumulative integrated difference density (Ne) in e between an environment (C, S, G) and the
protein model (P) for all covalent bonds present in ibuprofen (top) and sila-ibuprofen (bottom).
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Figure 5.43: Bar-plots of the cumulative RRS values for all covalent bonds present in ibuprofen (top) and sila-ibuprofen
(bottom).
and silicon might polarize the surrounding carbon atoms. Since the silicon atom will donate partial electron
density into the neighboring carbon atoms, it can be expected that these will also influence the neighboring
hydrogen atoms in secondary effects. This would mean that bonds 20-22 and 27-32 could already show a
polarization effect in the gas phase due to this intramolecular polarization. If this was the case these bonds would
most likely respond less to an external influence, since the intramolecular effects persist through all environments
and are probably stronger than outer environmental influences. To address this a table of QTAIM charges of the
corresponding atoms is shown in Table 5.14.
The charge of the methyl group labelled C1,CH3 is for example affected by the environments in a way that
increases the charge in ibuprofen by approx. 0.05 e, while the change in sila-ibuprofen is between 0.012-0.025
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Table 5.14: QTAIM charges in e of selected atoms around the carbon/silicon switched position of ibuprofen and sila-
ibuprofen in models G, S, C and P.
Ibuprofen Sila-ibuprofen
Atom G S C P G S C P
Ct/Si 0.101 0.100 0.101 0.100 2.764 2.768 2.793 2.789
HC/Si -0.040 -0.035 -0.033 -0.041 -0.694 -0.701 -0.704 -0.694
C1,CH3 0.004 0.058 0.054 0.061 -0.653 -0.679 -0.673 -0.667
H1,CH3−1 -0.036 -0.025 -0.011 -0.024 -0.015 -0.002 -0.015 -0.018
H2,CH3−1 -0.038 -0.023 -0.007 -0.041 -0.021 -0.003 -0.015 -0.017
H3,CH3−1 -0.042 -0.027 -0.046 -0.003 -0.022 -0.003 0.007 -0.003
C2,CH3 0.059 0.053 0.066 0.044 -0.667 -0.681 -0.678 -0.685
H1,CH3−2 -0.002 -0.023 -0.047 -0.029 0.015 -0.003 -0.010 0.014
H2,CH3−2 -0.040 -0.027 -0.040 -0.024 -0.021 -0.004 -0.005 0.004
H3,CH3−2 -0.045 -0.024 -0.010 -0.005 -0.025 -0.002 -0.019 -0.019
CCH2 0.084 0.078 0.101 0.101 -0.627 -0.617 -0.645 -0.613
H1,CH2 -0.038 -0.019 -0.041 -0.033 -0.025 -0.001 0.001 -0.015
H2,CH2 -0.042 -0.024 -0.041 -0.033 -0.028 -0.003 -0.006 -0.013
Avg. diff. to G - 0.0158 0.0173 0.0186 - 0.0167 0.0167 0.0118
e. The significant magnitude of the charges in sila-ibuprofen is due to the electronegativity difference between
carbon and silicon. The average absolute difference between the charge in an environment (S, C or P) and the
gas phase (G) is almost always higher in ibuprofen. Only in the solvation model ibuprofen shows a slightly lower
average change in charges compared to sila-ibuprofen. A remarkable difference is model P of sila-ibuprofen,
where, on average, the charges change the least compared to model G.
Having this intramolecular influence of the silicon atom in mind, it is worth mentioning that exactly these
surrounding bonds of silicon in sila-ibuprofen show much smaller numbers of Ne in the plot in Figure 5.42. To
understand the effect of this influence of silicon, the molecule is partitioned into three different regions:
1. Bonds with silicon/carbon exchanged as a bonding partner (23-26)
2. Bonds in the vicinity of this position; one bonding partner directly bound to the carbon/silicon exchanged
position (20-22; 27-32)
3. Bonds further away (remaining bonds 1-19)
1. Unique bonds for ibuprofen and sila-ibuprofen (23-26)
The plots of Ne and RRS for the unique bonds around the carbon/silicon exchanged position in ibuprofen/sila-
ibuprofen are shown in Figures 5.44 & 5.45. For the beginning, the focus is drawn to those bonds that make
these two molecules unique.
Only looking at the Ne the difference seems to be much bigger in the case of sila-ibuprofen. The number of
shifted electrons in these bonds accounts already for about a third of the total shift of electrons in the gas phase
or solvation models in the case of sila-ibuprofen. In the case of ibuprofen, due to smaller numbers of shifted
electrons as well as the larger number in the complete molecule, the difference is less than 15% of the total effect
in the molecule. But since the total number of electrons in these grids is much different between ibuprofen and
sila-ibuprofen, the RRS value might give a better description of the situation at hand. This is because silicon
has 8 electrons more than carbon, as mentioned earlier. In addition to the higher number of electrons inside
the region, there is a difference in the charge of the silicon atom, which is in the order of magnitude of 0.025 e
(compare table 5.14). This difference of charges will also be included in the grids. Since they extend further than
the bond they are also included multiple times if the atom is involved in more than one bond. In this case, since
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Figure 5.44: Bar-plots of the N e for the covalent bonds 23-26 of ibuprofen (top) and sila-ibuprofen (bottom).
silicon is involved in all bonds, the charge difference in silicon will be accounted for almost four times. Also,
the size of cubes is significantly bigger in sila-ibuprofen, since the Si-C bond length and the C-C bond length
differ by almost 30%, that is almost 0.45 Å. Since the bond-scaled method also incorporates neighboring atoms
this significantly higher integrated difference electron density might also be due to inclusion of more effects of
neighbouring atoms, due to the bigger box-size when calculating the absolute integral of the differences. The
RRS can be understood as a normalized difference measure, since the difference is divided by the local value of
the density. This allows a better comparison among different elements.
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Figure 5.45: Bar-plots of the cumulative RRS values for the covalent bonds 23-26 of ibuprofen (top) and sila-ibuprofen
(bottom).
In comparison to the Ne where sila-ibuprofen showed around twice the values compared to the ones of ibuprofen,
taking into account the value of the local density in the differences leads to a different picture. The differences
are on a quite similar scale, while in the case of the crystal model the difference for sila-ibuprofen is even
smaller than that of ibuprofen. While in ibuprofen, especially in the case of model S and G, bond 23 is the most
polarizable, the polarization is more evenly distributed in sila-ibuprofen. Especially the polarizability of the
Si-H bond 24 seems to be much higher than that of the C-H bond in ibuprofen.
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2. Bonds in the vicinity of the unique bonds for ibuprofen and sila-ibuprofen (20-22; 27-32)
To investigate whether the hypothesis of less polarizable bonds in sila-ibuprofen around the silicon atom holds,
the bond-wise difference for those bonds with one of the carbon atoms around the ternary carbon/silicon position
are plotted in Figures 5.46 & 5.47.
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Figure 5.46: Bar-plots of the N e for the bonds in vicinity of carbon/silicon exchange position in ibuprofen (top) and
sila-ibuprofen (bottom).
A clear difference in Ne is observed between ibuprofen and sila-ibuprofen. In sila-ibuprofen Ne of all the bonds
is approximately half of the corresponding bonds in ibuprofen. The highest polarization of all bonds in this set
is observed for bond 20, which is the C-C bond directly next to the aromatic system. This bond is most likely
affected by the delocalized ring system and therefore easier to polarize and not due to the substitution, since
the effect is present in both molecules. For these bonds, the difference in total density, especially in the case of
sila-ibuprofen, is much smaller compared to the first set of bonds where a different element was present. To
check whether the trend is persistent when normalized for the local density the RRS is shown in Figure 5.47.
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Figure 5.47: Bar-plots of the cumulative RRS values for the bonds in vicinity of carbon/silicon exchange position in
ibuprofen (top) and sila-ibuprofen (bottom).
In this set of bonds the RRS is not as highly affected and therefore the same trend as in the plots of the Ne is
observed. This means that the bonds in the vicinity of the element-switched position are in fact less polarizable
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in sila-ibuprofen, since the effect of the environment is very small for all bonds in all environments, especially in
comparison to ibuprofen itself.
3. Remaining bonds (1-19)
To see whether the effect of the self-polarization wears off as soon as at the direct neighbors or continues further
in the molecule the remaining bonds further away from the C/Si position are shown in Figures 5.48 & 5.49.
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Figure 5.48: Bar-plots of the N e for the common covalent bonds present in ibuprofen (top) and sila-ibuprofen (bottom).
Interestingly, the difference in polarization through the environments is also lower in all environments in the
case of sila-ibuprofen for the remaining bonds. In the case of the gas phase comparison to the protein, the effect
is only half of the polarization that ibuprofen experiences. This illustrates how the effect of the umpolung and
elemental substitution is not only a local phenomenon but can have long-range effects. It is imaginable that this is
due to the dipole present in the molecule that has long-range effects, as the Coulomb influence is proportional to
r−2 while other effects like dispersion have a much steeper decrease with terms of r−6 or even lower exponents.
Interestingly, the bond 17, which is the C-C bond connecting the carboxylate is the one most affected by different
environments. This might be understood in terms of stabilization or destabilization of the conjugated electron
system in the O-C-O system and the consequently occurring charge shift from the ternary carbon atom next to
it into the system. The C-C bond becomes more and more similar to the situation found in the protein going
from G over S to C. In an anti-parallel trend the sum of both C-O bonds 18 & 17 increases in sila-ibuprofen and
ibuprofen. The only exception is the C model of ibuprofen, where both bonds are slightly less different than in
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Figure 5.49: Bar-plots of the cumulative RRS values for the common covalent bonds present in ibuprofen (top) and
sila-ibuprofen (bottom).
In summary, sila-ibuprofen can be considered as already polarized and at the same time as less polarizable
through outer influences. Therefore silicon/carbon switch, or in general elemental substitution, might present the
possibility to fine-tune a molecule to withstand higher environmental effects with less response of the molecular
electron density. This might provide a tool to make other known organic or metal-organic molecules less prone
to polarizing effects to keep a certain shape or distribution of the density in place.
Additionally, it was shown and quantified, as is observable in Figure 5.42, that the crystal is the best possible
model to mimic the density a molecule will express in the environment of the active site of the protein it targets
in the biological media, as has been shown in section 5.1. This confirms the idea of not only structural but also
density and molecular properties being best understood from a crystal structure to make predictions for the






The main objective of the work leading to this thesis was to develop new or improved crystallographic methods
and to apply them to quantum crystallography and drug design.
The methodology (and the software) produced during this work leads to a better understanding of the molecular
structure based on a set of improved procedures: i) better atom positions and other crystallographic parameters
from advanced structural refinements of X-ray diffraction data ii) better methodology to describe similarities and
differences of molecular electronic structure in various environments (based on tailor-made grids of properties
like densities and potentials for bond-centered comparison between different conformations and environments)
iii) new models to incorporate thermal fluctuations and movement in the analysis of interactions between
molecules using the aNCI and aIE.
These new or improved functionalities were performed making use of modern, either GPU accelerated or, at
least, fully parallelized shared memory, code. This facilitates detailed studies of interactions between atoms and
molecules, even taking into account the evolution of interactions through time by a combination of otherwise
purely static descriptors and molecular dynamics simulations. This new software, called cuQCrT, has also in
many parts become the engine allowing the fast calculation of scattering factors in NoSpherA2. The interface for
Non-spherical atoms in Olex2 (NoSpherA2) was developed through a close collaboration with the developers of
Olex2, one of the most common software used for modern small molecule X-ray diffraction refinements.
We can now provide a standardized interface for Hirshfeld Atom Refinement and any other atom-based non-
spherical refinement method to be used in a convenient way using and well-established refinement software.
Using this platform also offers various additional benefits to analyse the results of HAR, for example plots of
deformation densities on screen as you refine, wavefunction derived properties like potentials, reduced density
gradients or the Laplacian, as well as electron localization to be plotted on screen. In addition, this generalization
enables the direct and unbiased comparison of different non-spherical refinement methods for the first time, since
the same refinement engine and settings can be used readily. The re-implementation of Hirshfeld stockholder
partitioning in NoSpherA2 allows the comparison with the previous implementation (in Tonto) in detail and
provides information that is required for the development of further and more advanced methods.
Major improvements include the fact that disordered models can now be processed (which is crucial for any
biological application) and that structures in all space groups, including high-symmetry space groups with many
atoms on special positions, which could not be run in Tonto, can now be examined. The latter is crucial for the
refinement of the type of samples that are important in materials science.
The inclusion of routine treatment of heavier elements, as well as the possibility to use open-shell and high-spin
wavefunctions, opens the quantum crystallographic method development to the community of organo-metallic
scientists. This advance in treatment of heavier elements and flexible electronic structures of metal-organics is
mainly due to the implementation of an interface to routine QM software like ORCA, Gaussian or pySCF. Since
this software is already available, in the case of pySCF even in the form of open source code, the standardized
calculations and subsequent use of wavefunctions is much simpler compared to implementations in Tonto.
This is further improved by the convenient availability of relativistic calculations when using routine quantum
chemical calculation engines, as those mentioned. Additionally, the availability of an easy to use graphical
user interface (GUI) in Olex2 makes non-spherical advanced structural refinement – and ultimately the field of
quantum crystallography – available to the majority of scientists that work using single-crystal diffraction data.
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In addition to improved structural description based on advanced structure refinements tools developed during
this thesis allow the careful analysis of wavefunction fittings, as performed in section 4.1. After modelling the
structure to the best of our knowledge based on structure factors based on purely theoretical wavefunctions the
wavefunction fitting represents the fitting of the charge density in a quantum mechanical way. These investi-
gations show that in principle the XCW fitting method is capable of retrieving various effects from diffraction
data, including polarization and electron correlation. Also it was shown that for urea experimental data can
provide sufficient information on the effects like polarization and electron correlation to improve a wavefunction
using XCW fitting, even if a more sophisticated method is chosen. This was further confirmed by including
some of the effects in the quantum mechanical ansatz and observing a qualitative similar shape of the difference
densities of these purely theoretical electron densities compared to the fitted wavefunctions using an inferior
level of theory. It was also shown that a method that partially or even in exaggerated amounts contains these
effects effect, can be improved by XCW fitting, as it was the case for DFT and electron correlation. The DFT
functional showed too much electron correlation and the agreement to CCSD reference calculations could be
improved upon inclusion of information through structure factors. In turn this allows the retrieval of polarization
and correlation not modeled by the ansatz. A scheme to theoretically divide observed changes of the density into
contributions of different effects like electron correlation and polarization by use of combinations of individual
fittings with different effects included a priori in the model chemistry was proposed. It qualitatively shows that a
separation of physical effects of electron correlation and polarization, even when using experimental data, is
possible. It remains to be investigated whether this points towards a fundamental complete separability of these
effects.
These observations have implications for HAR, as then a level of theory should be chosen to model the electron
density as accurately as possible in order to obtain the best structure from advanced structural refinements before
an attempt is made to retrieve the effects from the experimental data.
The investigation of interaction densities in the E64c model compound (see section 5.1) shows that the effects
on the electron density of a drug molecule can be modelled best by the situation a molecule experiences in a
crystal. Neither solvation nor gas phase model – even with explicit inclusion of a counter ion – were capable
to reproduce the density in the protein environment as good as the crystal structure does. In the case of HAR,
especially when cluster charges were used, the density of the obtained wavefunction might be a good guess for
the situation found inside the active site of a protein and therefore could be proposed as a new tool to derive
active site binding matches based on database approaches like IsoStar etc.
Also during this study it was shown that if diffraction data is used that is of inferior quality, as it in this case
contained radiation damage effects, the fitting procedure will highly be affected by these undesired effects. This
could, in principle, be the case for incorrect or insufficient absorbtion correction, strong fourier-truncation errors
and other effects, as well. Therefore great care must be taken when using experimental data. In experimental
data one can never blindly trust, to counter the statement made by Prof. Stalke et al. [494].
The reconstruction of the crystal field experienced by molecules in the crystalline phase using XWR is going
into the right direction, as shown by the plots of percentage reconstruction in Figure 4.13. But it has to be
taken into account that the polarizations, especially in terms of atomic charges, is also very sensitive to the
quality of experimental data. Any defect in the low-order reflections, which are shown to be the most important
information for the modelling of the valence and differences from a spherical promolecular density (compare
section 1.6), can introduce large discrepancies into the description of the molecular density. This was especially
severe in the case of the E64c model compound (section 5.1).
We were able to show that XWR can retrieve correctly the bonding features of a molecule from diffraction exper-
iments conducted on a lab-source, which pure DFT was unable to predict. The study of the ethylene-push-pull
systems in section 4.2 shows the possibility to model the electronic structure and non-classical bonding features
of a molecule from in-house diffraction experiments – if sufficient data quality is available. Especially since
the X-ray beams of many large-scale facilities reach intensities that have a significant, undesired impact on the
crystal in inelastic ways, e.g. radiation damage, the more widely available and cheaper in-house-sources might
become the device of choice for a routine conduction of quantum crystallographic investigations.
We showed the synthesis, characterization and quantum crystallography of sila-ibuprofen, the carbon-silicon
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switched equivalent of ibuprofen. The procedure of XWR was used to develop force fields based on wavefunc-
tions obtained from diffraction data restrained calculations for this purpose. It was tested for toxicity and in-vitro
activity as a new potential NSAID. We successfully showed that the presented new methods for analysis of
molecular interactions, namely aNCI and aIE in combination with the established FEP calculations, can predict
the similarity of a novel drug molecule a priori in the case of the ibuprofen derivative sila-ibuprofen.
An investigation of the similarity between environments of a molecule in the crystal structures of co-crystals of
ibuprofen and sila-ibuprofen with PEA and other environments like the target enzyme or solvation confirmed the
conclusion, that the crystal system and the effects of polarizations inside the crystal are in fact a good estimate
of the electron density of a drug inside the active site of a protein, as it was already found in the case of the E64c
model compound. These investigations also conclude that an implicit solvation model is already a much better
estimation of effects than assuming a single molecule wavefunction in the gas phase. The consistent observation
of this trend has interesting implications for the calculation of wavefunctions for Hirshfeld Atom Refinement, as
this might indicate that the use of these solvation models might improve the estimation of the atomic form factor
without the use of an explicit clusters of molecules or the expensive optimization of cluster charges to mimic the
crystal field.
The investigation of the similarities and differences of environmental effects on ibuprofen and sila-ibuprofen
showed the effect that sila-substitution has on the response of an organic molecule to the influence by the
environment. The dipole of the silane functional group allowed internal polarization which led to a decreased
response to environmental effects. This might be an attractive motif and property for further drug development.
One of the most fundamental chemical findings during this work was the unambiguous determination – from
experimental data – that the non-spherical description of a so-called ionic salt (like CaF2) is in much better
agreement with measured structure factors by X-ray diffraction than the classical spherical ion – or in the case of
the IAM even neutral atom – model. This points towards a directed bonded interaction, which completely refutes
the definition of ionic salts being formed by Coulomb forces alone. These findings challenge our textbook notion




The presented interface NoSpherA2 will allow an application of quantum crystallographic methods for many
fields and in an intuitive way, allowing also non-experts to perform these refinements. This will hopefully in a
long term improve our understanding of molecular structures, not exclusively limited to the crystalline phase.
It also will allow the standardized use of a common interface and therefore make different file formats and
input structures, e.g. all the different flavors of multipole-based techniques, obsolete. Hence it allows the use of
databank techniques, like for example DISCaMB/MATTS, [80, 81] within the normal framework of refinement
used by most crystallographers.
Since the refinement of structures is not only limited to the use of X-ray diffraction experiments, an extension to
allow the refinement of electron diffraction data (see [462]) based on the HAR methods will be applicable and
within reach. Collaborations aiming to solve this issue are already starting. Ultimately, one might also think
about a joined refinement using both X-ray and electron diffraction data in order to retrieve different aspects that
are more pronounced in either of the methods.
NoSpherA2 also allows the visualization of various properties and descriptors for a deeper understanding of
a molecule under investigation. These possibilities and features are to be extended to allow a sophisticated
quantum crystallographic complementary bonding analysis based on the crystal structure at hand.
Since the implementation of NoSpherA2 allows use of routine QM software, it can now be easily evaluated what
the effect of various levels of theory are on the quality of a structural refinement within reasonable timescales.
This will allow a systematic study to find the most suited level of theory – including basis sets, method and
integration accuracy – to perform HAR. Also effects of polarization techniques like solvation models, the imple-
mentation of cluster charges similar to the ones used in Tonto, post-HF methods like correlated wavefunction
calculations and the use of periodic boundary conditions might be explored for their advantages or disadvantages
in HAR.
It remains to be evaluated if the use of the averaged interaction energies (aIE) contain additional information
like the entropic terms of e.g. lattice vibrations, which could be evaluated from the fluctuation of the different
energy terms. But to obtain a better description of the difference in binding in the active site of a protein, the
implementation of the calculation of the aIE in a solvated state to reference the protein bound situation against
might provide a more accurate prediction of differences in binding energy between different drug molecules.
A recent publication [151] reporting excellent predictions of electron densities of organic molecules through ma-
chine learning promises accurate electron density distributions in very short time compared to QM calculations.
This approach could provide instantaneous densities to be used for the Hirshfeld partitioning and could make
HAR a procedure that could become fast enough to be useful for practical applications. A different route to
improved speed is the use of ELMOs for the calculation of a wavefunction. This is already reported for HAR in
Tonto and will also be implemented in NoSpherA2. This might allow advanced structural refinement results live
during a data collection processes with the sophisticated information of wavefunctions being present. Since the
data treatment of X-ray diffraction data is still mainly focused on the IAM, but absorption and radiation damage
processes have an impact both on the core excitation and later through the relaxation in the valence region of
atoms, the non-spherical description might provide deeper insight and ultimately better data treatment.
The analysis of the disagreement of structure factors in HAR might allow the conclusion that the Lagrange
parameter λ in XCW should not simply introduce all disagreement statistics between experiment and model, but
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maybe select significantly disagreeing reflections and describe these first. If all diffraction data is introduced
at the same time the relative importance of each individual disagreeing reflection is reduced by all high order
reflections, which usually agree quite well, even in the IAM. Effectively this slows down the inclusion of all
effects observable in the data, as shown in section 4.1. The application of significance dependent inclusion
of reflections for the restrained wavefunction calculation based on diffraction data could be implemented and
intrinsically allow a simultaneous monitoring whether the constrained wavefunctions starts over-fitting the
diffraction data, since the set of previously agreeing reflections should not start to disagree between fitted
wavefunction and diffraction experiment during the refinement.
Sila-ibuprofen was proven to be as potent as ibuprofen in theoretical models and in-vitro experiments while
having favorable physical properties. The next stage for the approval as a drug would be animal testing to obtain
parmacokinetical data and ultimately get to clinical trials. This was, however, far beyond the scope of this
thesis and remains to be done by experts in that field. An application of an organo-silicon drug would be an
interesting setting, since carbon and silicon are in the same group of the periodic table but life on earth is only
based on carbon, while other element of the same group are used (see O, S and N, P) within living organisms. It
is also of interest whether the human body is capable of forming the metabolite of sila-ibuprofen in the same
way as for ibuprofen. Since ibuprofen is usually oxidized by the human body at the position where the carbon
silicon exchange was performed it would be interesting to investigate what metabolites of sila-ibuprofen are
observed. This is especially interesting in the context of current experiments showing an evoluted version of
P450, the enzyme responsible for oxidation of ibuprofen in the human body, [299] that is capable of oxidizing
silanes. [495]
As new research questions arise, scientists need to grow, change and adapt their methods to succeed in answering
these questions. Method development – exemplified here by the development of new and modern software –
placed somewhere at the interface of chemistry, crystallography, computational electronic structure modeling,
biochemistry, and programming (underlined by the collaboration with many co-authors) is crucial to keep
the ever-spinning motor of research running. Many people may think of crystallography as a fully-matured
field which is mainly used as an analytical tool for the reliable determination of atomic connectivity. But this
thesis shows beyond any doubt the benefits that various fields of science can draw from these newly developed
quantum-crystallographic methods.
In this work, not only could we harness the power of Quantum Crystallography to experimentally and unambigu-
ously answer a long-standing open question about non-spherical ions in rock-salts or the zwitterionic character
of twisted ethylenes, but we could even present a new drug molecule based on purely rational design and predict
its potency. In this way, these newly developed quantum crystallographic methods – alongside the recently
developed foundations of the field – promise new possibilities in the analysis and fundamental understanding of
chemical bonding an weak chemical interactions. Moreover, these advanced structural analyses using diffraction
experiments ultimately lead to better rational development of drugs and materials.
This might pave the way towards the fully automatized analysis of new (drug) molecules by diffraction exper-
iments and subsequent quantum crystallographic analyses. The future evaluation of a drug candidate by the
crystal phase will not only be substantially faster than ever before but invaluable information relating to the
pharmaceutical potential of the proto-drug will be routinely obtained at an early stage. The future development of
exciting new methods may well be driven by new and emerging fields in other sciences, which might contribute
to Quantum Crystallography just as the work presented in this thesis will contribute to other scientific fields:
The development of scientific methods is at the very heart of all science.
As Friedrich Nietzsche wrote in his book "Human, all too human":
"On the whole, scientific methods are at least as important a product of research as any other result: for the
scientific spirit is based on insights into method, and if those methods were lost, all the results of science could
not prevent a renewed prevalence of superstition and nonsense."
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Preface to the Appendix
This Appendix contains a chapter with the Software Reference (chapter A) and the additional information
regarding chapters 3, 4 and 5. The Supporting information is printed as deposited with the journals for the
corresponding publication with identical name and commented with a paragraph summarizing the individual
contributions made during the work on this thesis. Other appended material, like software code, is not commented,





AIMAll version 19.10.12 was used in this thesis. [443] Also the visualization tool AIMStudio of this software
was used to conveniently analyse the results through the GUI.
A.2 Crystal
The program package Crystal14 was used for periodic or molecular calculation of the wavefunctions and
densities.
A.3 CrystalExplorer
CrystalExplorer version version 17.5 was used in the course of this thesis. [423]
A.4 DGrid
DGrid Version 5.0 and after its release 5.1 were used for the ELI and Raub-Jansen Index calcualtions during this
thesis. [441]
A.5 Gaussian09
Gaussian09 revision D was used wherever Gaussian is mentioned in this thesis. [438]
A.6 Multiwfn
Multiwfn was used for plotting properties on lines between two atoms or for different transformation of
files. [439]
A.7 NAMD2





NBO version 6.0 was used for the NBO and NRT analysis during this thesis. [445] Input files were generated
using QM packages like ORCA or Gaussian09 and sometimes reading wavefunctions from other software like
Tonto using the input script provided in listing 3.1.
A.9 Olex2
The development version of Olex2 was used, which was obtained directly from the developers and modified in
the course of the development of NoSpherA2. [31] olex2.refine was used of these versions. [50]
A.10 ORCA
ORCA version 4.1.2 and 4.2.1 were used in the course of this thesis. [54, 55] It was used for calculation of
wavefunctions in single point SCF procedures and for geometry optimizations in gas phase or continuous
solvation models, as well as the QM engine for QM/MM procedures.
A.11 Tonto
Tonto, of the latest versions on the SF-Printout branch or master and release branches were used during this
thesis. [153]
A.12 VMD
VMD versions 1.9.3 and 1.9.4 were used for visualizations, setup of MD and QM/MM calculations and analysis




B.1 Supporting Information for Publication:
Generalizing Non-Spherical Structure Refinement:
Hirshfeld Atom Refinement in NoSpherA2
All refinements in this SM, as well as all figures, tables and text were produced by me. The original datasets
were retrieved from the publication "Fast and Accurate Quantum Crystallography: From Small to Large, from
Light to Heavy" and changed according to the mentioned procedure and re-refined. All data statistics were
performed by me.
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Supporting Information for 
Accurate Crystal Structures and Chemical Properties from NoSpherA2 
Florian Kleemiss, Oleg V. Dolomanov, Michael Bodensteiner, Norbert Peyerimhoff, Laura Midgley, 
Luc J. Bourhis, Alessandro Genoni, Lorraine A. Malaspina, Dylan Jayatilaka, John L. Spencer, Fraser 
White, Bernhard Grundkötter-Stock, Simon Steinhauer, Dieter Lentz, Horst Puschmann*, Simon 
Grabowsky* 
 
Table S1: Crystallographic, measurement and refinement details of the compounds measured for this 
study 
 New Measurements Re-Refinements 
Structure OsH6(PC12H19)2 CaF2 B6H6 (NH4)2 C10H10N4F2 (C6H6O2)(CO2)0.854 
Space group P 21/n Fm-3m Fm-3m P 21/n R-3 
a /Å 10.8918(1) 5.45095(5) 9.10295(12) 6.9196(1) 16.1737(2) 
b /Å 13.7619(1) 5.45095(5) 9.10295(12) 14.5749(2) 16.1737(2) 
c /Å 17.0714(2) 5.45095(5) 9.10295(12) 9.7248(1) 5.7050(1) 
β /° 98.563(1) 90 90 90.637(1) 90 
V /Å3 2530.34(4) 161.963(3) 754.304(17) 980.71(2) 1292.42(3) 
T /K 120 100 100 120 100 
Resolution /Å 0.58 0.40 0.40 0.70 0.45 
Wavelength /Å 0.71073 0.56087 0.71073 0.71073 0.71073 
Rint 0.0582 0.0673 0.0243 0.0519 -- 
Avg. redundancy 19.05 55.20 11.91 4.77 1 
Completeness 1.00 1.00 1.00 1.00 0.997 
Average I/σ 40.3 85.1 85.5 35.1 39.4 
# of refln. measured 196209 5299 4336 13911 3389 
# of unique refln. 13109 96 364 2975 3388 
Criterium for observed refln. Fo2 > 2σ(Fo2) 
# of observed refln. 11278 96 364 2456 2937 
Weighting scheme 0.0005/0.2531 0.0175/ 0.0607 0.0110/0.0085 0.0177/0.0 0.0295/0.0367 




Partitioning code/ accuracy NoSpherA2 / High 
Wfn options SlowConv/NormalSCF NormalConv/NormalSCF 
Other options: Relativistics, No AFIX, 
DISP 
DISP No AFIX, H 
Aniso, DISP 
DISP No AFIX, H Aniso, 
DISP 
Final R1 0.0119 0.0114 0.0095 0.0214 0.0253 
Final wR2 0.0185 0.0279 0.0234 0.0483 0.0655 
Max residual density /eÅ-3 1.2148 0.6860 0.1093 0.1588 0.5303 
Min residual density /eÅ-3 -0.8989 -0.4146 -0.0662 -0.2130 -0.2211 
CCDC deposition number 2034388 2034386 2034385 2034387 2034389 
 
 




Figure S1: Visualization of voids based on 0.002 a.u. ED isosurfaces of the unit cell of HQ-CO2 




Figure S2: Residual density around the CO2 molecule inside HQ signaling anharmonic 








Figure S3: Detailed flowchart of the process behind HAR controlled by NoSpherA2. 
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Theoretical framework for non-spherical structure refinement: 
This section is an adaptation of reference 65. 
Introduction 
We have implemented a procedure that allows the use of non-spherical atomic form factors 
in crystallographic refinement. It is agnostic to the method employed to compute those form 
factors, as the refinement engine olex2.refine[S1] will use tabulated atomic form factors if the 
file specified below is present. The refinement will proceed as expected from an accomplished 
crystallographic refinement program, including the ability to make use of constraints, 
restraints, disorder and other specific tools like twin refinement and solvent masking. This 
procedure is available from all versions of Olex2-1.3 and coupled to NoSpherA2 as described 
in the main text.[S2] 
Crystallographic refinement typically treats atoms as isolated, stand-alone entities with a 
spherically symmetrical electron charge distribution. A non-spherical treatment arises 
naturally from the fact that the electron density distribution of an atom is influenced by its 
environment. Historically, Stewart derived non-spherical form factors for bonded hydrogen 
atoms and commented: “By necessity, if not by choice, crystallographers have treated bonded 
atoms as point nuclei with a spherically symmetrical distribution of electron charge”.[S3]  
The non-spherical form factors of the individual atoms - and their tabulation in the required 
format - can be obtained by various means. A possible starting point could be a molecular 
quantum mechanical wave-function calculation, followed by its transformation into electron 
densities and then the partitioning into atomic contributions. Alternatively, the electron 
densities themselves can be approximated using data-based contributing fragments. 
Refinements based on non-spherical form factors are now possible in olex2.refine, and we 
wish to provide a rigorous mathematical justification for refinements using non-spherical form 
factors in this way. We would like to clarify that those form factors are not refined by 
olex2.refine. Only the usual parameters (positions, ADPs, occupancies, etc) are refined. These 
form factors can (and must) be externally recomputed after each refinement cycles, so that 
the form factor of each atom keeps matching the chemical environment as it changes during 
refinement. 
Tabulated Atomic Form factors 
Olex2 and NoSpherA2 expect a file called [name].tsc (matching the .hkl file name) containing 
the following information in order to use the external atomic form factors: 
The header of the [name].tsc file is free-format, as long as it contains the space-separated list 
of atom names in the `SCATTERERS:' line and finishes with `DATA:'. Any identifier must be 




TITLE: optional title of the structure 
SYMM: `expanded' or list of symmetries1 
AD: TRUE or FALSE (anomalous dispersion) 
SCATTERERS: space-separated list of all atoms 
[ ANYTHING ]: colon must be present 
DATA: (denotes the end of the header) 
ℎ  𝑘 𝑙  A1 A2 … An 
ℎ1  𝑘2  𝑙1  𝑓1(ℎ1, 𝑘1, 𝑙1)  𝑓2(ℎ1, 𝑘1, 𝑙1)  … 𝑓𝑛(ℎ1, 𝑘1, 𝑙1)  
ℎ2  𝑘2  𝑙2  𝑓1(ℎ2, 𝑘2, 𝑙2)  𝑓2(ℎ2, 𝑘2, 𝑙2)  … 𝑓𝑛(ℎ2, 𝑘2, 𝑙2)  
⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 
ℎ𝑛  𝑘𝑛  𝑙𝑛  𝑓1(ℎ𝑛 , 𝑘𝑛 , 𝑙𝑛)  𝑓2(ℎ𝑛 , 𝑘𝑛 , 𝑙𝑛)  … 𝑓𝑛(ℎ𝑛 , 𝑘𝑛 , 𝑙𝑛)  
 
As will be shown in the theory section, 𝑓𝑗(ℎ𝑖, 𝑘𝑖, 𝑙𝑖) is the form factor (Fourier transform of the 
electron density) of the atom 𝐴𝑗 calculated in a coordinate system obtained by translating the 
origin of the crystallographic axes to the centre of atom 𝐴𝑗, at  ℎ𝑖, 𝑘𝑖, 𝑙𝑖. Index 𝑗 ∈ (1,⋯ ,𝑁) 
should run over all unique atoms of the asymmetric unit, and 𝑖 ∈ (1,⋯ ,𝑚) should run over 
at least all reflections defined in the .hkl file and any equivalents under symmetry. 
The complex values 𝑓𝑗(ℎ𝑖 , 𝑘𝑖 , 𝑙𝑖)  must be written as “Re,Im” - their real component followed 
by a comma followed by the imaginary component, with no spaces. 
The format and information specified in the .tsc files was motivated by the mathematical 
derivations presented in the next section. 
 
Theory 
We will explain the mathematics behind the use of non-spherical form factors and how 
olex2.refine has adapted to enable their use. We keep the notation close to the one used in 
Reference [S1]. We will first discuss the standard case and then briefly discuss the 
modifications needed for twinning. 
Monocrystals 
Our mathematical arguments focus on the necessary modifications concerning the treatment 
of the calculated structure factor, which we denote by 𝐹(𝐡, 𝐲(𝐱)). Here 𝐡 (a row vector) is a 
triplet of Miller indices, 𝐲 comprises the crystallographic parameters (atomic positions and 
atomic displacement parameters (ADPs) and chemical occupancies) and the refinement is 
carried out with respect to potentially reduced parameters denoted by 𝐱. The dependency of 
𝐲 on 𝐱 is known analytically, and we emphasise this dependency by writing 𝐲 as 𝐲(𝐱), which 
does therefore embody all constraints. 
The structure factor is the sum of the individual contributions of all atoms, partitioned into 
symmetry equivalent atoms to representatives 𝐴𝑗, 𝑗 =  1,2,… , 𝑁, in the asymmetric unit  





⏟                  
𝑁
𝑗=1




1 In either case, all symmetry equivalent Miller indices must be present in the DATA section. If a list of symmetry 
operators, expressed as rotation matrices (e.g.: 1 0 0 0 1 0 0 0 1;-1 0 0 0 1 0 0 0 -1) is provided, then the Miller 
indices must be ordered into corresponding blocks - and each block must have symmetry equivalent indices in 
the same position in each block and generated by the corresponding matrices. This allows for more efficient 
calculations during the refinement. Otherwise, if SYMM has the value ‘expanded’, the indices can be present in 
any order. 
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with 𝑅 the rotational part and 𝐭 the translational part of the symmetry operation (𝑅|𝐭) ∈ 𝑺, 
and 𝒔𝒋 the chemical occupancy of the representative 𝑨𝒋 . 
The representative atoms 𝑨𝒋 lie at fractional locations 𝐳𝑗 (a column vector) with atomic 
vibration tensor 𝑈𝑗  (a 3 × 3 symmetric matrix).
2 This information is contained within the 
vector 𝐲(𝐱). For the chosen representative atom 𝐴𝑗 in the asymmetric unit, its individual 
contribution 𝑓𝑗
( |𝟎)






𝑒𝑖2𝜋𝐡𝐳𝑗   
 
= 𝑓𝑗(𝐡,𝐲(𝐱)) 𝐺𝑗 (𝐡,𝐲𝑗(𝐱)). (2) 
Here 𝐲𝑗(𝐱) is the subset of parameters of the structure pertaining to the 𝑗-th atom (namely 
𝑈𝑗  and 𝐳𝑗), whilst the terms 𝑓𝑗(𝐡,𝐲(𝐱)) are derived from the complex values 𝑓𝑗(ℎ𝑖, 𝑘𝑖 , 𝑙𝑖) given 
in the .tsc-file by various corrections like, for example, anomalous dispersion, extinction etc. 
The form factor of the atom 𝐴𝑗 is calculated in a coordinate system obtained by translating 
the origin of the crystallographic axes to the centre of atom 𝐴𝑗, with no change in orientation. 
The form factor 𝑓𝑗(𝐡, 𝐲(𝐱)) is then the Fourier transform of the electron density 𝜌𝑗  of 𝐴𝑗. In 
contrast to the case of spherical form factors, this electron density can now depend on the 
whole structure whose information is given in 𝐲(𝐱), as non-spherical form factors take the 
dependence of the electron density of the surrounding atomic environment into account. 
The relation between 𝑓𝑗
(𝑅|𝐭)
 for a general (𝑅|𝐭) ∈ 𝑺 and 𝑓𝑗  is then 
𝑓𝑗
(𝑅|𝐭)
(𝐡, 𝐲(𝐱))  = 𝑓𝑗(𝐡𝑅, 𝐲(𝐱))𝑒
−𝐡𝑅𝑈𝑗𝑅
𝑇𝐡𝑇𝑒𝑖2𝜋𝐡𝑅𝐳𝑗𝑒𝑖2𝜋𝐡𝐭   
 = 𝑓𝑗(𝐡𝑅, 𝐲(𝐱))𝐺𝑗 (𝐡𝑅, 𝐲j(𝐱)) e
i2π𝐡𝐭    
 
= 𝑓𝑗(𝐡𝑅, 𝐲(𝐱)) 𝐺𝑗
(𝑅|𝐭)
(𝐡, 𝐲𝑗(𝐱)).  (3) 
Note that in the case of spherical form factors, the functions 𝑓𝑗  do not depend on the structure 
information 𝐲(𝐱) and, additionally, we have 𝑓𝑗(𝐡𝑅)  =  𝑓𝑗(𝐡) since 𝑓𝑗(𝐡) does then not 
depend on the direction of 𝐡 but only on 𝐡𝑀∗𝐡𝑇, where 𝑀∗ is the reciprocal metric matrix. 
The least square minimization in the refinement procedure requires derivatives of the 
structure factor with respect to the components of 𝐱 = (𝑥1, … , 𝑥𝑛). Since the structure factor 



















The partial differentiation with respect to 𝑥 components will make partial derivatives of 𝒚(𝒙) 
appear through Leibniz rule, as the time-honed implementation of constraints commands. It 





 in the second term involves only exponentials 
which can be treated identically to the spherical case. 
 
2 The 𝑈𝑗  here agree with 2𝜋
2𝑈𝑗






(𝐡𝑅) in the first term on the right hand side of (4) is more difficult to treat 
due to the complexity of the involved derivations. We assume that the effect of this term for 
the least square minimisation procedure is relatively minor and thus take it as zero. The errors 
introduced via this and other assumptions will escalate if the structure changes without 
frequent updating of the non-spherical form factors. The validity of this assumption is 
expected to assert itself through the experimental exploration of this refinement technique in 
the field. 
Given these considerations, the contributions of all symmetry equivalent atoms in both the 
structure factor and its derivatives require only the table 𝑓𝑗(𝐡) of the current structure 
information 𝐲(𝐱) for each single representative 𝐴𝑗 for each step of the refinement procedure. 
The experimental input to the refinement is a list of 𝐡, 𝐹𝑜
2(𝐡) and 𝜎𝑜(𝐡), where the last two 
items are respectively the measured intensities (scaled and with absorption corrections) and 
its estimated standard uncertainty (the .hkl file). Refinement is then a non-linear least squares 
(NLS) fit of |𝐹(𝐡, 𝐲(𝐱))|
2
 to 𝐹𝑜
2(𝐡𝑗), for all 𝐡. Precisely, the objective function to minimise is 








for 𝑚 measured reflections, where 𝑤(𝐡𝑟) are suitable weights. For more detail, see Section 2 
of Reference [S1].  
The set of Miller indices 𝐡 required for the tabulated non-spherical form factors (the .tsc file) 
should correspond to the set of measured Bragg reflections and their symmetry equivalents.  
Twinning 
In the case of twinning, one needs to ensure that the set of Miller indices to be considered 
contains the measured Bragg peaks for all twin components and their symmetry equivalents. 
The modification required to the Least Squares (5) is to replace each term |𝐹(𝒉𝑟 , 𝒚(𝒙))|
2
, 𝑟 =
1,… ,𝑚, by a combination over the contributing twin components indexed by 𝑙, namely 





where 𝑑𝑟 ≤ 𝑑 is the number of contributing components, 𝛼𝑙  the fraction of the crystal volume 
occupied by the 𝑙-th contributing twin domain to the reflection ℎ𝑟, and ℎ𝑟,𝑙  is the 
corresponding Miller index of this twin component contributing to this reflection. Note by 
equations (1) and (3), the calculation of 𝐹 (𝐡𝑟,𝑙 , 𝐲(𝐱)) requires information of the non-
spherical form factors for 𝐡𝑟,𝑙 and all its symmetry equivalents.  
For more information on the general twinning procedure, see Section 5 of Reference [S1]. 
Therefore, all types of twinning can be handled by providing as input, for each reflection 𝐡𝑟, 
the corresponding Miller indices 𝐡𝑟,𝑙 of the contributing components 𝑙 ∈ {1,… , 𝑑}, and the 
matching 𝐹𝑜
2(𝐡𝑟) and 𝜎𝑜(𝐡𝑟). 
For the computation of structure factors using non-spherical form factors, only those Miller 
indices 𝒉𝑟,𝑙 and their symmetry equivalents are necessary. It is of course well known that in 
the case of (pseudo-)merohedral twinning, the Miller indices for a given 𝑟 and varying 𝑙 are 
related to each other by a twin law, but this is only a special case of the general scheme we 
have just described: the calculation of form factors does not need to be aware of this detail. 
 




Let us finally cover the relevant differences to be considered when working with non-spherical 
form factors: 
 
i. Form factors associated to atoms (with the origin at their center) are no longer real, 
but are usually complex-valued (as the electron densities are non-spherical). 
ii. It is no longer the case that 𝑓𝑗(𝐡𝑅)  =  𝑓𝑗(𝐡) for rotations 𝑅 associated to symmetry 
equivalent atoms in the unit cell. 
iii. Due to the change in the shape of form factors under shifts, there appears an 
additional term in the derivative of 𝑓𝑗
(𝑅|𝐭)
, the first term on the right hand side of (4). 
We assume that this is negligible for sufficiently small shifts. 
iv. The provided form factors must cover a greater variety of Miller indices than would be 
needed in the spherical case (due to (ii)). In other words, form factors must be provided 
for all Miller indices 𝐡 with recorded reflections and all symmetry equivalents 𝑅𝐡, for 






The results presented here involve the comparison of the results obtained through HAR using 
Tonto and HAR using NoSpherA2 for the following X-ray datasets: 
- Glycyl-L-alanine, at 12K, λ= 0.5259 (2) Å, data set taken from ref. S5 
- Glycyl-L-alanine, at 50K, λ= 0.5259 (2) Å, data set taken from ref. S5 
- Glycyl-L-alanine, at 100K, λ= 0.5259 (2) Å, data set taken from ref. S5 
- Glycyl-L-alanine, at 150K, λ= 0.5259 (2) Å, data set taken from ref. S5 
- Glycyl-L-alanine, at 295K, λ= 0.5259 (2) Å, data set taken from ref. S5 
- L-Alanine, at 23K, λ= 0.71073 Å, data set taken from ref. S6 
- L-Alanine, at 100K, λ= 0.71073 Å, results taken from ref. S7 
- L-Alanine, at 150K, λ= 0.71073 Å, results taken from ref. S7 
Neutron-diffraction data sets are available for all structures except for L-alanine and glycyl-L-
alanine at 100K.  
- Glycyl-L-alanine, at 12K, λ= 0.8313(2) Å, data set taken from ref. S8 
- Glycyl-L-alanine, at 50K, λ= 0.8313(2) Å, data set taken from ref. S8 
- Glycyl-L-alanine, at 150K, λ= 0.8313(2) Å, data set taken from ref. S8 
- Glycyl-L-alanine, at 295K, λ= 0.8313(2) Å, data set taken from ref. S8 
- L-Alanine, at 23K, λ= 0.750 to 1.500 Å (Laue), results taken from ref. S7 




The R factor was calculated on the basis of manually edited .hkl files containing an unusual 
cut-off criterion of 2.1 I/σ(I) to ensure neither olex2.refine nor Tonto would disregard any 
reflections during refinement, statistics preparation or residual density calculation. R-factor 
and Goodness of Fit (S) were taken from CIFs, but the residual density was calculated using 
Olex2 using .fcf files.  
 
HARs of Gly-L-Ala (CCDC-2035148) 
 
Table S2: Refinements against X-ray data for Gly-L-Ala at 12 K  
 Tonto NoSpherA2 Olex2.refine IAM 
R[F2>2.1σ(F2)], S 0.016, 1.26 0.016, 1.29 0.024, 2.45 
No. of reflections 2374 2374 2374 
No. of parameters 181 181 131 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 




) 0.151, -0.194 0.152, -0.194 0.289, -0.253 
 
 
Table S3: Refinements against X-ray data for Gly-L-Ala at 50 K  
 Tonto NoSpherA2 Olex2.refine IAM 
R[F2>2.1σ(F2)], S 0.018, 1.21 0.018, 2.24 0.025, 2.16 
No. of reflections 2261 2261 2261 
No. of parameters 181 181 131 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 




) 0.137, -0.180 0.137, -0.166 0.259, -0.232 
 
 
Table S4: Refinements against X-ray data for Gly-L-Ala at 100 K  
 Tonto NoSpherA2 Olex2.refine IAM 
R[F2>2.1σ(F2)], S 0.018, 1.57 0.018, 1.59 0.026, 3.11 
No. of reflections 2430 2430 2430 
No. of parameters 181 181 131 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 




) 0.136, -0.254 0.135, -0.254 0.267, -0.257 
 
Supporting Information for Publication: Generalizing non-spherical structure refinement: Hirshfeld Atom
Refinement in NoSpherA2
253
Table S5: Refinements against X-ray data for Gly-L-Ala at 150 K  
 Tonto NoSpherA2 Olex2.refine IAM 
R[F2>2.1σ(F2)], S 0.016, 1.54 0.016, 1.57 0.025, 3.13 
No. of reflections 2391 2391 2391 
No. of parameters 181 181 131 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 




) 0.124, -0.196 0.124, -0.196 0.221, -0.227 
 
 
Table S6: Refinements against X-ray data for Gly-L-Ala at 295 K 
 Tonto NoSpherA2 Olex2.refine IAM 
R[F2>2.1σ(F2)], S 0.019, 1.44 0.019, 1.47 0.030, 2.81 
No. of reflections 2265 2265 2265 
No. of parameters 181 181 131 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 









HARs of L-Alanine (CCDC-2035147) 
Table S7: Refinements against X-ray data for L-Ala at 23 K 
 Tonto NoSpherA2 Olex2.refine IAM 
R[F2>2.1σ(F2)], S 0.019, 1.18 0.019, 1.18 0.028, 2.31 
No. of reflections 2387 2387 2387 
No. of parameters 118 118 83 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 












Table S8: Refinements against X-ray data for L-Ala at 100 K 
 Tonto NoSpherA2 Olex2.refine IAM 
R[F2>2.1σ(F2)], S 0.019, 2.08 0.019, 2.09 0.027, 4.16 
No. of reflections 4549 4549 4549 
No. of parameters 118 118 83 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 




) 0.159, -0.330 0.159, -0.327 0.379, -0.255 
 
Table S9: Refinements against X-ray data for L-Ala at 150 K 
 HAR NoSpherA2 Olex2.refine IAM 
R(F)[F2>2.1σ(F2)], S 0.020, 1.76 0.020, 1.75 0.028, 2.62 
No. of reflections 2584 2584 2584 
No. of parameters 118 118 83 
H-atom treatment All H-atom parameters 
refined (anisotropically) 
All H-atom parameters 
refined (anisotropically) 




) 0.233, -0.197 0.232, -0.199 0.495, -0.238 
 
Methodology for validation of NoSpherA2 
 
To be comparable with previous studies [S6], the same level of theory was chosen in Tonto 
and NoSpherA2: RHF/6-311G(d,p) without cluster charges and dipoles. 
 
Three types of agreement statistics were used in the following: 
 
1) Mean ratios of values X in two models A and B, denoted by 〈XA/XB〉 
2) Mean absolute differences of two quantities 〈|ΔXA-B|〉 
3) Root mean square differences of X weighted by combined standard uncertainties σ. 
 









For a perfect agreement between two models one would expect the ratio of all parameters to 
become 1. The mean absolute difference should be 0 for perfect agreement, but this does not 
say anything about the spread of the values around this mean point. The wRMSD becomes 0 
for identical numerical values (as (𝑋𝐴 − 𝑋𝐵)
2 becomes 0), and close to 1 for statistical 
agreement. 
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Model names (compare to Table 2 in the main document): 
ID Type Program QM Partitioning Weighting 
Scheme 
Model name for the SI 
i IAM olex2.refine -- -- 1/σ2(F2) IAM 
ii HAR Tonto Tonto Tonto 1/σ(F) Tonto 
iii HAR NoSpherA2 Tonto Tonto 1/σ2(F2) NoSpherA2 - T 
iv HAR NoSpherA2 ORCA Tonto 1/σ2(F2) NoSpherA2 - O 
v HAR NoSpherA2 ORCA Tonto Shelxl-type NoSpherA2 - w 
vi HAR NoSpherA2 ORCA NoSpherA2 1/σ2(F2) NoSpherA2 - Q 
 
The results show almost perfect agreement between Tonto and NoSpherA2 refinements. The 
differences in bond lengths (Table S9) for Gly-L-Ala are at a maximum of 0.002 Å, while the 
smallest standard uncertainty of any of the bond distances is 0.005 Å. This difference can be 
due to numerical differences in the least-squares implementation, since HAR in Tonto is 
performed on F, while olex2.refine uses F2. In the case of L-Ala, the maximum bond distance 
difference is 0.008 Å, while standard uncertainties for HAR and NoSpherA2 are 0.009 Å and 
0.011 Å, respectively.  
For hydrogen atom ADPs in Gly-L-Ala, the biggest difference between Tonto and NoSpherA2 
refinements in all temperatures is 0.0031 Å2 in U11, while the standard uncertainties are 
0.0123 Å2 and 0.0124 Å2, respectively. For non-hydrogen atom ADPs, the biggest difference is 
0.000068 Å2 for U22, while the standard uncertainties in both methods for this particular ADP 
are 0.00025 Å2 and 0.00026 Å2.  
In L-Ala the biggest difference in any hydrogen atom ADP for any considered temperature is 
0.0086 Å2 for U23, while the standard uncertainties are 0.0044 Å2 and 0.0053 Å2. Non hydrogen 
atoms have a maximum difference of 0.00046 Å2 for U13 while the standard uncertainties are 
0.00010 Å2 and 0.00012 Å2. All these maximum differences appeared at the highest 
temperature, as the absolute value is higher and therefore statistical and numerical 
differences would be bigger.  






Figure S5: Plots of agreement in X-H bond lengths (Å) between different HAR models and neutron 
data. Top: 〈rA/rNeutron〉 (1 is best), middle: 〈|ΔrA-Neutron|〉 (0 is best), bottom: wRMSD (0 is 
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Figure S6: Plots of agreement in X-H bond lengths (Å) between different NoSpherA2 HAR models and 
HAR in Tonto. Top: 〈rA/rHAR〉 (1 is best), middle: 〈|ΔrA-HAR|〉 (0 is best), bottom: wRMSD (0 
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Figure S7: Plots of agreement in Uij (Å2) of hydrogen atoms between different HAR models and neutron 
data. From top to bottom: 〈UiiA/U
ii
Neutron〉 (1 is best), 〈|ΔU
ij
A-Neutron|〉 (0 is best), 〈|ΔUiiA-Neutron|〉 
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Figure S8: Plots of agreement in Uij (Å2) of hydrogen atoms between different NoSpherA2 HAR models 
and HAR in Tonto. From top to bottom: 〈UiiA/U
ii
HAR〉 (1 is best), 〈|ΔU
ij
A-HAR|〉 (0 is best), 
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Figure S9: Plots of agreement in Uij (Å2) of non-hydrogen atoms between different HAR models and 
neutron data. From top to bottom: 〈UiiA/U
ii
Neutron〉 (1 is best), 〈|ΔU
ij
A-Neutron|〉 (0 is best), 
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Figure S10: Plots of agreement in Uij (Å2) of non-hydrogen atoms between different NoSpherA2 HAR 
models and HAR in Tonto. From top to bottom: 〈UiiA/U
ii
HAR〉 (1 is best), 〈|ΔU
ij
A-HAR|〉 (0 is 
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Table S10: Bond-length statistics for X-H distances, averaged among all bonds for Gly-L-Ala.   
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
12K 
Tonto / Neutron 0.995 0.018 1.304 
NoSpherA2 – T / Neutron 0.996 0.018 1.309 
NoSpherA2 – O / Neutron 0.995 0.018 1.308 
IAM / Neutron 0.870 0.132 11.676 
Tonto / NoSpherA2 – T 1.000 0.000 0.049 
Tonto / NoSpherA2 – O 1.000 0.000 0.059 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.000 0.032 
50K 
Tonto / Neutron 1.003 0.010 1.240 
NoSpherA2 – T / Neutron 1.003 0.010 1.202 
NoSpherA2 – O / Neutron 1.004 0.010 1.194 
IAM / Neutron 0.885 0.123 9.622 
Tonto / NoSpherA2 – T 1.000 0.001 0.071 
Tonto / NoSpherA2 – O 1.000 0.001 0.083 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.000 0.025 
100K 
Tonto / Neutron -- -- -- 
NoSpherA2 – T / Neutron -- -- -- 
NoSpherA2 – O / Neutron -- -- -- 
IAM / Neutron -- -- -- 
Tonto / NoSpherA2 – T 1.000 0.001 0.114 
Tonto / NoSpherA2 – O 1.000 0.001 0.129 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.000 0.060 
150K 
Tonto / Neutron 1.000 0.009 1.375 
NoSpherA2 – T / Neutron 1.000 0.009 1.424 
NoSpherA2 – O / Neutron 1.000 0.009 1.401 
IAM / Neutron 0.881 0.127 10.703 
Tonto / NoSpherA2 – T 1.000 0.000 0.072 
Tonto / NoSpherA2 – O 1.000 0.000 0.081 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.000 0.037 
295K 
Tonto / Neutron 0.994 0.011 1.269 
NoSpherA2 – T / Neutron 0.994 0.012 1.272 
NoSpherA2 – O / Neutron 0.994 0.012 1.292 
IAM / Neutron 0.889 0.118 8.738 
Tonto / NoSpherA2 – T 1.000 0.001 0.085 
Tonto / NoSpherA2 – O 1.000 0.001 0.074 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.000 0.042 
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Table S11: Bond-length statistics for X-H distances, averaged among all bonds for L-Ala. 
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
23K 
Tonto / Neutron 0.991 0.011 1.904 
NoSpherA2 – T / Neutron 0.991 0.010 1.823 
NoSpherA2 – O / Neutron 0.991 0.010 1.881 
IAM / Neutron 0.919 0.087 8.753 
Tonto / NoSpherA2 – T 1.000 0.001 0.078 
Tonto / NoSpherA2 – O 1.000 0.000 0.068 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.000 0.066 
100K 
Tonto / Neutron -- -- -- 
NoSpherA2 – T / Neutron -- -- -- 
NoSpherA2 – O / Neutron -- -- -- 
IAM / Neutron -- -- -- 
Tonto / NoSpherA2 – T 1.001 0.001 0.134 
Tonto / NoSpherA2 – O 1.000 0.000 0.094 
NoSpherA2 – O / NoSpherA2 – T 0.999 0.001 0.134 
150K 
Tonto / Neutron 0.995 0.008 1.197 
NoSpherA2 – T / Neutron 0.996 0.008 1.103 
NoSpherA2 – O / Neutron 0.995 0.008 1.087 
IAM / Neutron 0.903 0.104 9.504 
Tonto / NoSpherA2 – T 1.001 0.001 0.111 
Tonto / NoSpherA2 – O 1.001 0.001 0.102 





Table S12: Statistical results for hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2. 












B | > wRMSD 
12 K 
Tonto/Neutron 1.058 0.0049 0.0054 1.382 
NoSpherA2 - T/Neutron 1.054 0.0050 0.0054 1.385 
NoSpherA2 - O/Neutron 1.054 0.0050 0.0054 1.386 
NoSpherA2 - T/Tonto 0.996 0.0002 0.0002 0.042 
NoSpherA2 - O/Tonto 0.996 0.0002 0.0002 0.050 
NoSpherA2 - O/T 1.000 0.0001 0.0001 0.026 
50 K 
Tonto/Neutron 1.024 0.0054 0.0067 1.359 
NoSpherA2 - T/Neutron 1.018 0.0056 0.0070 1.366 
NoSpherA2 - O/Neutron 1.017 0.0056 0.0070 1.370 
NoSpherA2 - T/Tonto 0.992 0.0005 0.0006 0.099 
NoSpherA2 - O/Tonto 0.992 0.0005 0.0006 0.105 
NoSpherA2 - O/T 0.999 0.0001 0.0001 0.023 
100 K  
Tonto/Neutron -- -- -- -- 
NoSpherA2 - T/Neutron -- -- -- -- 
NoSpherA2 - O/Neutron -- -- -- -- 
NoSpherA2 - T/Tonto 0.996 0.0004 0.0006 0.086 
NoSpherA2 - O/Tonto 0.996 0.0004 0.0005 0.086 
NoSpherA2 - O/T 1.000 0.0001 0.0001 0.026 
150 K 
Tonto/Neutron 1.059 0.0051 0.0052 1.316 
NoSpherA2 - T/Neutron 1.055 0.0050 0.0052 1.304 
NoSpherA2 - O/Neutron 1.055 0.0050 0.0051 1.298 
NoSpherA2 - T/Tonto 0.997 0.0002 0.0003 0.048 
NoSpherA2 - O/Tonto 0.996 0.0002 0.0003 0.050 
NoSpherA2 - O/T 1.000 0.0001 0.0001 0.025 
295 K 
Tonto/Neutron 1.117 0.0098 0.0107 1.623 
NoSpherA2 - T/Neutron 1.114 0.0100 0.0109 1.638 
NoSpherA2 - O/Neutron 1.114 0.0100 0.0109 1.637 
NoSpherA2 - T/Tonto 0.997 0.0005 0.0006 0.077 
NoSpherA2 - O/Tonto 0.997 0.0005 0.0007 0.080 
NoSpherA2 - O/T 1.000 0.0001 0.0001 0.025 
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Table S13: Statistical results for non-hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2.  












B | > wRMSD 
12 K 
Tonto/Neutron 0.748 0.00111 0.00168 2.586 
NoSpherA2 - T/Neutron 0.749 0.00110 0.00168 2.579 
NoSpherA2 - O/Neutron 0.748 0.00111 0.00168 2.582 
IAM/Neutron 0.865 0.00108 0.00141 2.235 
NoSpherA2 - T/Tonto 1.001 0.00001 0.00000 0.044 
NoSpherA2 - O/Tonto 1.000 0.00001 0.00001 0.070 
NoSpherA2 – O/T 0.999 0.00001 0.00001 0.060 
50 K 
Tonto/Neutron 0.783 0.00122 0.00179 2.675 
NoSpherA2 - T/Neutron 0.784 0.00122 0.00178 2.672 
NoSpherA2 - O/Neutron 0.783 0.00122 0.00178 2.673 
IAM/Neutron 0.892 0.00106 0.00142 2.199 
NoSpherA2 - T/Tonto 1.001 0.00001 0.00001 0.061 
NoSpherA2 - O/Tonto 1.000 0.00001 0.00002 0.078 
NoSpherA2 – O/T 0.999 0.00001 0.00001 0.052 
100 K  
Tonto/Neutron - - - - 
NoSpherA2 - T/Neutron - - - - 
NoSpherA2 - O/Neutron - - - - 
IAM/Neutron - - - - 
NoSpherA2 - T/Tonto 1.000 0.00001 0.00001 0.069 
NoSpherA2 - O/Tonto 1.000 0.00001 0.00002 0.100 
NoSpherA2 – O/T 0.999 0.00001 0.00001 0.062 
150 K 
Tonto/Neutron 0.891 0.00118 0.00169 2.252 
NoSpherA2 - T/Neutron 0.891 0.00118 0.00168 2.245 
NoSpherA2 - O/Neutron 0.890 0.00118 0.00169 2.246 
IAM/Neutron 0.938 0.00121 0.00149 2.054 
NoSpherA2 - T/Tonto 1.000 0.00001 0.00001 0.048 
NoSpherA2 - O/Tonto 1.000 0.00001 0.00001 0.078 
NoSpherA2 – O/T 1.000 0.00001 0.00001 0.064 
295 K 
Tonto/Neutron 0.965 0.00133 0.00150 1.472 
NoSpherA2 - T/Neutron 0.966 0.00133 0.00150 1.466 
NoSpherA2 - O/Neutron 0.965 0.00133 0.00150 1.465 
IAM/Neutron 1.013 0.00148 0.00178 1.456 
NoSpherA2 - T/Tonto 1.001 0.00001 0.00002 0.061 
NoSpherA2 - O/Tonto 1.001 0.00002 0.00002 0.074 








Table S14: Statistical results for hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) < UiiA / U
ii








B | > wRMSD 
23 K 
Tonto/Neutron 1.326 0.0063 0.0070 1.959 
NoSpherA2 - T/Neutron 1.323 0.0062 0.0069 1.938 
NoSpherA2 - O/Neutron 1.319 0.0062 0.0069 1.930 
NoSpherA2 - T/HAR 0.998 0.0002 0.0002 0.048 
NoSpherA2 - O/HAR 0.996 0.0003 0.0003 0.062 
NoSpherA2 – O/T 0.997 0.0001 0.0002 0.040 
100 K 
HAR/Neutron -- -- -- -- 
NoSpherA2 - T/Neutron -- -- -- -- 
NoSpherA2 - O/Neutron -- -- -- -- 
NoSpherA2 - T/HAR 1.000 0.0003 0.0004 0.125 
NoSpherA2 - O/HAR 0.998 0.0004 0.0004 0.140 
NoSpherA2 – O/T 0.998 0.0001 0.0001 0.054 
150 K 
HAR/Neutron 1.043 0.0048 0.0056 1.289 
NoSpherA2 - T/Neutron 1.042 0.0046 0.0054 1.273 
NoSpherA2 - O/Neutron 1.040 0.0046 0.0054 1.272 
NoSpherA2 - T/HAR 1.001 0.0006 0.0009 0.123 
NoSpherA2 - O/HAR 0.999 0.0006 0.0009 0.127 
NoSpherA2 – O/T 0.998 0.0001 0.0001 0.026 
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Table S15: Statistical results for non-hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) < UiiA / U
ii








B | > wRMSD 
23 K 
HAR/Neutron 0.912 0.00034 0.00058 2.830 
NoSpherA2 - T/Neutron 0.915 0.00034 0.00057 2.783 
NoSpherA2 - O/Neutron 0.915 0.00034 0.00057 2.782 
IAM/Neutron 0.973 0.00032 0.00041 1.850 
NoSpherA2 - T/HAR 1.003 0.00001 0.00001 0.117 
NoSpherA2 - O/HAR 1.003 0.00001 0.00001 0.116 
NoSpherA2 – O/T 1.000 0.00000 0.00000 0.016 
100 K 
HAR/Neutron -- -- -- -- 
NoSpherA2 - T/Neutron -- -- -- -- 
NoSpherA2 - O/Neutron -- -- -- -- 
IAM/Neutron -- -- -- -- 
NoSpherA2 - T/HAR 1.001 0.00001 0.00001 0.135 
NoSpherA2 - O/HAR 1.001 0.00001 0.00001 0.132 
NoSpherA2 – O/T 1.000 0.00000 0.00001 0.086 
150 K 
HAR/Neutron 0.805 0.00162 0.00296 8.415 
NoSpherA2 - T/Neutron 0.806 0.00161 0.00293 8.374 
NoSpherA2 - O/Neutron 0.806 0.00161 0.00294 8.382 
IAM/Neutron 0.823 0.00154 0.00269 7.132 
NoSpherA2 - T/HAR 1.002 0.00002 0.00002 0.139 
NoSpherA2 - O/HAR 1.001 0.00001 0.00002 0.129 





Since NoSpherA2-HAR using ORCA as wavefunction source and Tonto-HAR agree very well, for 
further comparisons ORCA will be used. This second set of comparisons incorporates updated 
weighting schemes as one variable, and the use of independent software to calculate .tsc files 
on the other hand. 
Table S16: Bond-length statistics for X-H distances, averaged among all bonds for Gly-L-Ala.   
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
12K 
Tonto / Neutron 0.995 0.0177 1.304 
NoSpherA2 – w / Neutron 0.996 0.0181 1.152 
NoSpherA2 – Q / Neutron 0.995 0.0178 1.296 
NoSpherA2 - w / Tonto 1.000 0.001 0.110 
NoSpherA2 - Q / Tonto 1.000 0.0003 0.055 
50K 
Tonto / Neutron 1.003 0.010 1.240 
NoSpherA2 – w / Neutron 1.003 0.010 1.191 
NoSpherA2 – Q / Neutron 1.003 0.010 1.176 
NoSpherA2 - w / Tonto 1.000 0.002 0.179 
NoSpherA2 - Q / Tonto 1.000 0.001 0.079 
100K 
Tonto / Neutron - - - 
NoSpherA2 – w / Neutron - - - 
NoSpherA2 – Q / Neutron - - - 
NoSpherA2 - w / Tonto 1.002 0.002 0.256 
NoSpherA2 - Q / Tonto 1.000 0.001 0.135 
150K 
Tonto / Neutron 1.000 0.009 1.375 
NoSpherA2 – w / Neutron 1.000 0.010 1.419 
NoSpherA2 – Q / Neutron 1.000 0.009 1.376 
NoSpherA2 - w / Tonto 1.001 0.001 0.179 
NoSpherA2 - Q / Tonto 1.000 0.000 0.064 
295K 
Tonto / Neutron 0.994 0.011 1.269 
NoSpherA2 – w / Neutron 0.995 0.012 1.300 
NoSpherA2 – Q / Neutron 0.994 0.011 1.275 
NoSpherA2 - w / Tonto 1.001 0.003 0.237 
NoSpherA2 - Q / Tonto 1.000 0.001 0.051 
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Table S17: Bond-length statistics for X-H distances, averaged among all bonds for L-Ala. 
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
23K 
Tonto / Neutron 0.991 0.011 1.904 
NoSpherA2 – w / Neutron 0.991 0.011 1.838 
NoSpherA2 – Q / Neutron 0.991 0.010 1.896 
Tonto / NoSpherA2 – w 1.001 0.0009 0.123 
Tonto / NoSpherA2 – Q 1.000 0.0006 0.086 
100K 
Tonto / Neutron - - - 
NoSpherA2 – w / Neutron - - - 
NoSpherA2 – Q / Neutron - - - 
Tonto / NoSpherA2 – w 0.999 0.0033 0.650 
Tonto / NoSpherA2 – Q 1.000 0.0003 0.094 
150K 
Tonto / Neutron 0.995 0.008 1.197 
NoSpherA2 – w / Neutron 0.996 0.012 1.395 
NoSpherA2 – Q / Neutron 0.995 0.008 1.081 
Tonto / NoSpherA2 – w 1.001 0.0049 0.458 





Table S18: Statistical results for hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2.  












B | > wRMSD 
12 K 
Tonto/Neutron 1.058 0.005 0.005 1.382 
NoSpherA2 - w/Neutron 1.051 0.0048 0.0052 1.305 
NoSpherA2 - Q/Neutron 1.054 0.0050 0.0054 1.395 
NoSpherA2 - w/Tonto 0.997 0.0008 0.0009 0.188 
NoSpherA2 - Q/Tonto 0.996 0.0003 0.0003 0.071 
50 K 
Tonto/Neutron 1.024 0.0054 0.0067 1.359 
NoSpherA2 - w/Neutron 1.011 0.0054 0.0068 1.298 
NoSpherA2 - Q/Neutron 1.018 0.0056 0.0071 1.385 
NoSpherA2 - w/Tonto 0.985 0.0012 0.0011 0.230 
NoSpherA2 - Q/Tonto 0.991 0.0005 0.0006 0.107 
100 K  
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 1.006 0.0018 0.0022 0.375 
NoSpherA2 - Q/Tonto 0.996 0.0005 0.0006 0.096 
150 K 
Tonto/Neutron 1.059 0.0051 0.0052 1.316 
NoSpherA2 - w/Neutron 1.055 0.0049 0.0051 1.216 
NoSpherA2 - Q/Neutron 1.056 0.0051 0.0053 1.318 
NoSpherA2 - w/Tonto 0.999 0.0009 0.0010 0.195 
NoSpherA2 - Q/Tonto 0.997 0.0003 0.0003 0.061 
295 K 
Tonto/Neutron 1.117 0.0098 0.0107 1.623 
NoSpherA2 - w/Neutron 1.109 0.0099 0.0106 1.588 
NoSpherA2 - Q/Neutron 1.117 0.0100 0.0109 1.637 
NoSpherA2 - w/Tonto 0.995 0.0016 0.0019 0.364 
NoSpherA2 - Q/Tonto 0.999 0.0006 0.0006 0.083 
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Table S19: Statistical results for non-hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2.  












B | > wRMSD 
12 K 
Tonto/Neutron 0.748 0.001 0.002 2.586 
NoSpherA2 - w/Neutron 0.760 0.0011 0.0016 2.529 
NoSpherA2 - Q/Neutron 0.748 0.0011 0.0017 2.581 
NoSpherA2 - w/Tonto 1.016 0.0000 0.0001 0.315 
NoSpherA2 - Q/Tonto 1.000 0.0000 0.0000 0.080 
50 K 
Tonto/Neutron 0.783 0.0012 0.0018 2.675 
NoSpherA2 - w/Neutron 0.792 0.0012 0.0017 2.611 
NoSpherA2 - Q/Neutron 0.783 0.0012 0.0018 2.674 
NoSpherA2 - w/Tonto 1.013 0.0000 0.0001 0.277 
NoSpherA2 - Q/Tonto 1.000 0.0000 0.0000 0.088 
100 K  
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 1.013 0.0001 0.0001 0.688 
NoSpherA2 - Q/Tonto 1.000 0.0000 0.0000 0.103 
150 K 
Tonto/Neutron 0.891 0.0012 0.0017 2.252 
NoSpherA2 - w/Neutron 0.897 0.0011 0.0016 2.194 
NoSpherA2 - Q/Neutron 0.890 0.0012 0.0017 2.247 
NoSpherA2 - w/Tonto 1.007 0.0001 0.0001 0.369 
NoSpherA2 - Q/Tonto 1.000 0.0000 0.0000 0.085 
295 K 
Tonto/Neutron 0.965 0.0013 0.0015 1.472 
NoSpherA2 - w/Neutron 0.969 0.0013 0.0015 1.446 
NoSpherA2 - Q/Neutron 0.965 0.0013 0.0015 1.465 
NoSpherA2 - w/Tonto 1.005 0.0001 0.0001 0.364 




Table S20: Statistical results for hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) < UiiA / U
ii








B | > wRMSD 
23 K 
Tonto/Neutron 1.326 0.0063 0.0070 1.959 
NoSpherA2 - w/Neutron 1.302 0.0063 0.0066 1.876 
NoSpherA2 - Q/Neutron 1.336 0.0063 0.0071 1.893 
NoSpherA2 - w/Tonto 0.983 0.0006 0.0006 0.118 
NoSpherA2 - Q/Tonto 1.006 0.0004 0.0004 0.079 
100 K 
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 0.981 0.0017 0.0020 0.751 
NoSpherA2 - Q/Tonto 1.002 0.0004 0.0004 0.154 
150 K 
Tonto/Neutron 1.043 0.0048 0.0056 1.289 
NoSpherA2 - w/Neutron 1.022 0.0046 0.0047 1.177 
NoSpherA2 - Q/Neutron 1.045 0.0046 0.0054 1.272 
NoSpherA2 - w/Tonto 0.993 0.0017 0.0023 0.346 
NoSpherA2 - Q/Tonto 1.003 0.0007 0.0010 0.140 
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Table S21: Statistical results for non-hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) < UiiA / U
ii








B | > wRMSD 
23 K 
Tonto/Neutron 0.912 0.000 0.001 2.830 
NoSpherA2 - w/Neutron 0.916 0.00033 0.00057 2.771 
NoSpherA2 - Q/Neutron 0.915 0.00000 0.00057 2.764 
NoSpherA2 - w/Tonto 1.004 0.00001 0.00002 0.148 
NoSpherA2 - Q/Tonto 1.003 0.00002 0.00001 0.167 
100 K 
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 1.002 0.00004 0.00004 0.783 
NoSpherA2 - Q/Tonto 1.000 0.00001 0.00001 0.156 
150 K 
Tonto/Neutron 0.805 0.00162 0.00296 8.415 
NoSpherA2 - w/Neutron 0.807 0.00160 0.00293 8.376 
NoSpherA2 - Q/Neutron 0.806 0.00013 0.00294 8.372 
NoSpherA2 - w/Tonto 1.003 0.00004 0.00005 0.368 
NoSpherA2 - Q/Tonto 1.001 0.00002 0.00002 0.153 
 
 
The refinements and data analysis were repeated without the I/σ(I) cutoff to see the 
difference this makes although inside olex2.refine it is normally applied automatically. Most 
datasets will not have been pruned in such a manner; therefore, the following tables 
correspond to the situation for the usual data. For comparison of the implementation and 
numerical reproducibility, the first set of data tables above is more important, but to 





Table S22: Bond-length statistics for X-H distances, averaged among all bonds for Gly-L-Ala.   
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
12K 
Tonto / Neutron 0.996 0.006 1.295 
NoSpherA2 – T / Neutron 0.996 0.007 1.304 
NoSpherA2 – O / Neutron 0.996 0.006 1.268 
IAM / Neutron 0.871 0.139 11.588 
Tonto / NoSpherA2 – T 1.000 0.0003 0.056 
Tonto / NoSpherA2 – O 1.000 0.0004 0.074 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.0003 0.060 
50K 
Tonto / Neutron 1.003 0.010 1.236 
NoSpherA2 – T / Neutron 1.004 0.010 1.187 
NoSpherA2 – O / Neutron 1.003 0.010 1.177 
IAM / Neutron 0.883 0.125 12.807 
Tonto / NoSpherA2 – T 1.000 0.001 0.077 
Tonto / NoSpherA2 – O 0.999 0.001 0.101 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.001 0.056 
100K 
Tonto / Neutron - - - 
NoSpherA2 – T / Neutron - - - 
NoSpherA2 – O / Neutron - - - 
IAM / Neutron - - - 
Tonto / NoSpherA2 – T 1.000 0.001 0.097 
Tonto / NoSpherA2 – O 1.000 0.002 0.290 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.002 0.300 
150K 
Tonto / Neutron 1.000 0.008 1.378 
NoSpherA2 – T / Neutron 1.000 0.009 1.416 
NoSpherA2 – O / Neutron 1.000 0.009 1.384 
IAM / Neutron 0.880 0.128 10.767 
Tonto / NoSpherA2 – T 1.000 0.001 0.106 
Tonto / NoSpherA2 – O 1.000 0.001 0.094 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.0003 0.055 
295K 
Tonto / Neutron 0.994 0.011 1.061 
NoSpherA2 – T / Neutron 0.994 0.011 1.092 
NoSpherA2 – O / Neutron 0.994 0.011 1.105 
IAM / Neutron 0.887 0.120 9.113 
Tonto / NoSpherA2 – T 1.000 0.001 0.101 
Tonto / NoSpherA2 – O 1.000 0.001 0.094 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.0003 0.051 
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Table S23: Bond-length statistics for X-H distances, averaged among all bonds for L-Ala. 
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
23K 
Tonto / Neutron 0.991 0.010 1.875 
NoSpherA2 – T / Neutron 0.991 0.010 1.789 
NoSpherA2 – O / Neutron 0.991 0.010 1.841 
IAM / Neutron 0.916 0.090 9.070 
Tonto / NoSpherA2 – T 1.000 0.0009 0.109 
Tonto / NoSpherA2 – O 1.000 0.0007 0.086 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.0004 0.066 
100K 
Tonto / Neutron - - - 
NoSpherA2 – T / Neutron - - - 
NoSpherA2 – O / Neutron - - - 
IAM / Neutron - - - 
Tonto / NoSpherA2 – T 1.000 0.0003 0.094 
Tonto / NoSpherA2 – O 1.000 0.0004 0.116 
NoSpherA2 – O / NoSpherA2 – T 1.000 0.0004 0.116 
150K 
Tonto / Neutron 0.995 0.009 1.186 
NoSpherA2 – T / Neutron 0.996 0.007 0.943 
NoSpherA2 – O / Neutron 0.992 0.007 0.974 
IAM / Neutron 0.902 0.105 9.733 
Tonto / NoSpherA2 – T 0.999 0.0036 0.342 
Tonto / NoSpherA2 – O 0.999 0.0034 0.337 





Table S24: Statistical results for hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2. 














Tonto/Neutron 1.363 0.0048 0.0053 1.060 
NoSpherA2 - T/Neutron 1.386 0.0049 0.0053 1.056 
NoSpherA2 - O/Neutron 1.387 0.0049 0.0053 1.056 
NoSpherA2 - T/Tonto 0.071 0.0003 0.0004 0.996 
NoSpherA2 - O/Tonto 0.083 0.0003 0.0004 0.996 
NoSpherA2 - O/T 0.026 0.0001 0.0001 1.000 
50 K 
Tonto/Neutron 1.342 0.0053 0.0067 1.021 
NoSpherA2 - T/Neutron 1.387 0.0055 0.0069 1.015 
NoSpherA2 - O/Neutron 1.375 0.0055 0.0069 1.014 
NoSpherA2 - T/Tonto 0.092 0.0005 0.0006 0.994 
NoSpherA2 - O/Tonto 0.096 0.0005 0.0006 0.993 
NoSpherA2 - O/T 0.023 0.0001 0.0001 0.999 
100 K  
Tonto/Neutron - - - - 
NoSpherA2 - T/Neutron - - - - 
NoSpherA2 - O/Neutron - - - - 
NoSpherA2 - T/Tonto 0.079 0.0003 0.0004 0.994 
NoSpherA2 - O/Tonto 0.081 0.0003 0.0004 0.994 
NoSpherA2 - O/T 0.027 0.0001 0.0001 1.000 
150 K 
Tonto/Neutron 1.313 0.0078 0.0051 1.056 
NoSpherA2 - T/Neutron 1.327 0.0050 0.0051 1.053 
NoSpherA2 - O/Neutron 1.321 0.0050 0.0051 1.053 
NoSpherA2 - T/Tonto 0.070 0.0003 0.0003 0.997 
NoSpherA2 - O/Tonto 0.069 0.0003 0.0004 0.997 
NoSpherA2 - O/T 0.026 0.0001 0.0001 1.000 
295 K 
Tonto/Neutron 1.629 0.0096 0.0106 1.116 
NoSpherA2 - T/Neutron 1.679 0.0099 0.0108 1.113 
NoSpherA2 - O/Neutron 1.678 0.0099 0.0108 1.113 
NoSpherA2 - T/Tonto 0.088 0.0006 0.0006 0.997 
NoSpherA2 - O/Tonto 0.090 0.0006 0.0006 0.996 
NoSpherA2 - O/T 0.027 0.0001 0.0001 1.000 
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Table S25: Statistical results for non-hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2. 














IAM/Neutron 2.273 0.00108 0.00140 0.863 
Tonto/Neutron 2.578 0.00110 0.00167 0.749 
NoSpherA2 - T/Neutron 2.577 0.00110 0.00168 0.749 
NoSpherA2 - O/Neutron 2.579 0.00111 0.00168 0.749 
NoSpherA2 - T/Tonto 0.057 0.00001 0.00001 1.000 
NoSpherA2 - O/Tonto 0.078 0.00001 0.00001 0.999 
NoSpherA2 - O/T 0.061 0.00001 0.00001 0.999 
50 K 
IAM/Neutron 2.212 0.00107 0.00144 0.889 
Tonto/Neutron 2.669 0.00122 0.00178 0.784 
NoSpherA2 - T/Neutron 2.666 0.00121 0.00177 0.785 
NoSpherA2 - O/Neutron 2.667 0.00122 0.00178 0.785 
NoSpherA2 - T/Tonto 0.085 0.00001 0.00002 1.001 
NoSpherA2 - O/Tonto 0.101 0.00002 0.00002 1.000 
NoSpherA2 - O/T 0.051 0.00001 0.00001 0.999 
100 K  
IAM/Neutron - - - - 
Tonto/Neutron - - - - 
NoSpherA2 - T/Neutron - - - - 
NoSpherA2 - O/Neutron - - - - 
NoSpherA2 - T/Tonto 0.080 0.00001 0.00002 1.000 
NoSpherA2 - O/Tonto 0.103 0.00001 0.00002 1.000 
NoSpherA2 - O/T 0.064 0.00001 0.00001 0.999 
150 K 
IAM/Neutron 2.068 0.00122 0.00149 0.937 
Tonto/Neutron 2.251 0.00118 0.00168 0.891 
NoSpherA2 - T/Neutron 2.268 0.00118 0.00168 0.891 
NoSpherA2 - O/Neutron 2.271 0.00118 0.00169 0.891 
NoSpherA2 - T/Tonto 0.061 0.00001 0.00001 1.000 
NoSpherA2 - O/Tonto 0.087 0.00001 0.00002 1.000 
NoSpherA2 - O/T 0.065 0.00001 0.00001 1.000 
295 K 
IAM/Neutron 1.468 0.00147 0.00177 1.011 
Tonto/Neutron 1.468 0.00133 0.00149 0.966 
NoSpherA2 - T/Neutron 1.465 0.00133 0.00149 0.966 
NoSpherA2 - O/Neutron 1.464 0.00133 0.00149 0.966 
NoSpherA2 - T/Tonto 0.069 0.00002 0.00002 1.001 
NoSpherA2 - O/Tonto 0.081 0.00002 0.00002 1.000 





Table S26: Statistical results for hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) wRMSD < | UijA − U
ij










Tonto/Neutron 1.957 0.0063 0.0069 1.328 
NoSpherA2 - T/Neutron 1.979 0.0062 0.0069 1.328 
NoSpherA2 - O/Neutron 1.971 0.0061 0.0068 1.324 
NoSpherA2 - T/Tonto 0.141 0.0005 0.0006 1.001 
NoSpherA2 - O/Tonto 0.154 0.0006 0.0007 0.998 
NoSpherA2 - O/T 0.029 0.0002 0.0001 0.997 
100 K 
Tonto/Neutron - - - - 
NoSpherA2 - T/Neutron - - - - 
NoSpherA2 - O/Neutron - - - - 
NoSpherA2 - T/Tonto 0.182 0.0003 0.0005 1.001 
NoSpherA2 - O/Tonto 0.190 0.0005 0.0005 1.000 
NoSpherA2 - O/T 0.051 0.0001 0.0001 0.998 
150 K 
Tonto/Neutron 1.282 0.0055 0.0056 1.042 
NoSpherA2 - T/Neutron 1.252 0.0050 0.0058 1.074 
NoSpherA2 - O/Neutron 1.251 0.0050 0.0058 1.072 
NoSpherA2 - T/Tonto 0.513 0.0028 0.0026 1.031 
NoSpherA2 - O/Tonto 0.511 0.0027 0.0026 1.028 
NoSpherA2 - O/T 0.023 0.0001 0.0002 0.998 
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Table S27: Statistical results for non-hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) wRMSD < | UijA − U
ij










IAM/Neutron 3.667 0.00032 0.00043 0.967 
Tonto/Neutron 2.818 0.00034 0.00058 0.913 
NoSpherA2 - T/Neutron 2.802 0.00034 0.00057 0.915 
NoSpherA2 - O/Neutron 2.800 0.00034 0.00057 0.915 
NoSpherA2 - T/Tonto 0.136 0.00001 0.00001 1.002 
NoSpherA2 - O/Tonto 0.133 0.00001 0.00001 1.002 
NoSpherA2 - O/T 0.029 0.000002 0.000003 1.000 
100 K 
IAM/Neutron - - - - 
Tonto/Neutron - - - - 
NoSpherA2 - T/Neutron - - - - 
NoSpherA2 - O/Neutron - - - - 
NoSpherA2 - T/Tonto 0.432 0.00003 0.00003 1.001 
NoSpherA2 - O/Tonto 0.425 0.00003 0.00003 1.001 
NoSpherA2 - O/T 0.081 0.000005 0.000007 1.000 
150 K 
IAM/Neutron 51.759 0.00156 0.00272 0.821 
Tonto/Neutron 8.415 0.00162 0.00295 0.805 
NoSpherA2 - T/Neutron 8.120 0.00162 0.00292 0.807 
NoSpherA2 - O/Neutron 8.127 0.00162 0.00292 0.807 
NoSpherA2 - T/Tonto 1.420 0.0002 0.00013 1.003 
NoSpherA2 - O/Tonto 1.421 0.0002 0.00014 1.003 





Table S28: Bond-length statistics for X-H distances, averaged among all bonds for Gly-L-Ala.   
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
12K 
Tonto / Neutron 0.996 0.006 1.295 
NoSpherA2 – w / Neutron 0.996 0.006 1.137 
NoSpherA2 – Q / Neutron 0.996 0.007 1.286 
Tonto / NoSpherA2 – w 1.000 0.0008 0.101 
Tonto / NoSpherA2 – Q 1.000 0.0008 0.117 
50K 
Tonto / Neutron 1.003 0.010 1.236 
NoSpherA2 – w / Neutron 1.003 0.010 1.189 
NoSpherA2 – Q / Neutron 1.003 0.010 1.209 
Tonto / NoSpherA2 – w 1.000 0.0014 0.141 
Tonto / NoSpherA2 – Q 1.000 0.0003 0.043 
100K 
Tonto / Neutron - - - 
NoSpherA2 – w / Neutron - - - 
NoSpherA2 – Q / Neutron - - - 
Tonto / NoSpherA2 – w 0.999 0.0022 0.249 
Tonto / NoSpherA2 – Q 1.000 0.0009 0.118 
150K 
Tonto / Neutron 1.000 0.008 1.378 
NoSpherA2 – w / Neutron 1.000 0.010 1.478 
NoSpherA2 – Q / Neutron 1.000 0.009 1.390 
Tonto / NoSpherA2 – w 1.000 0.0013 0.176 
Tonto / NoSpherA2 – Q 1.000 0.0008 0.111 
295K 
Tonto / Neutron 0.994 0.011 1.061 
NoSpherA2 – w / Neutron 0.994 0.011 1.092 
NoSpherA2 – Q / Neutron 0.994 0.011 1.048 
Tonto / NoSpherA2 – w 1.000 0.0011 0.101 
Tonto / NoSpherA2 – Q 1.000 0.0008 0.083 
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Table S29: Bond-length statistics for X-H distances, averaged among all bonds for L-Ala. 
Temp. Method (A / B) 〈rA/rB〉 〈|ΔrA-B|〉 / Å wRMSD 
23K 
Tonto / Neutron 0.991 0.010 1.875 
NoSpherA2 – w / Neutron 0.991 0.011 1.835 
NoSpherA2 – Q / Neutron 0.991 0.010 1.729 
Tonto / NoSpherA2 – w 1.000 0.0013 0.172 
Tonto / NoSpherA2 – Q 1.000 0.0009 0.089 
100K 
Tonto / Neutron - - - 
NoSpherA2 – w / Neutron - - - 
NoSpherA2 – Q / Neutron - - - 
Tonto / NoSpherA2 – w 1.002 0.0033 0.680 
Tonto / NoSpherA2 – Q 1.001 0.0007 0.186 
150K 
Tonto / Neutron 0.995 0.009 1.186 
NoSpherA2 – w / Neutron 0.996 0.007 0.991 
NoSpherA2 – Q / Neutron 0.996 0.007 0.966 
Tonto / NoSpherA2 – w 0.998 0.0033 0.295 





Table S30: Statistical results for hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2.  














Tonto/Neutron 1.363 0.0048 0.0053 1.060 
NoSpherA2 - w/Neutron 1.308 0.0048 0.0052 1.051 
NoSpherA2 - Q/Neutron 1.382 0.0049 0.0052 1.062 
NoSpherA2 - w/Tonto 0.221 0.0010 0.0011 0.995 
NoSpherA2 - Q/Tonto 0.113 0.0005 0.0006 1.003 
50 K 
Tonto/Neutron 1.342 0.0053 0.0067 1.021 
NoSpherA2 - w/Neutron 1.303 0.0054 0.0068 1.011 
NoSpherA2 - Q/Neutron 1.369 0.0056 0.0069 1.021 
NoSpherA2 - w/Tonto 0.226 0.0011 0.0012 0.989 
NoSpherA2 - Q/Tonto 0.113 0.0006 0.0007 1.002 
100 K  
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 0.384 0.0019 0.0021 1.000 
NoSpherA2 - Q/Tonto 0.127 0.0005 0.0006 1.002 
150 K 
Tonto/Neutron 1.313 0.0078 0.0051 1.056 
NoSpherA2 - w/Neutron 1.235 0.0049 0.0050 1.049 
NoSpherA2 - Q/Neutron 1.323 0.0050 0.0051 1.060 
NoSpherA2 - w/Tonto 0.203 0.0009 0.0010 0.995 
NoSpherA2 - Q/Tonto 0.100 0.0005 0.0005 1.003 
295 K 
Tonto/Neutron 1.629 0.0096 0.0106 1.116 
NoSpherA2 - w/Neutron 1.623 0.0097 0.0105 1.106 
NoSpherA2 - Q/Neutron 1.679 0.0010 0.0011 1.119 
NoSpherA2 - w/Tonto 0.238 0.0016 0.0018 0.992 
NoSpherA2 - Q/Tonto 0.102 0.0006 0.0006 1.002 
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Table S31: Statistical results for non-hydrogen atom ADPs for Gly-L-Ala, units of differences are Å2.  














Tonto/Neutron 2.578 0.00110 0.00167 0.749 
NoSpherA2 - w/Neutron 2.520 0.00108 0.00163 0.762 
NoSpherA2 - Q/Neutron 2.575 0.00110 0.00167 0.749 
NoSpherA2 - w/Tonto 0.336 0.00005 0.00007 1.017 
NoSpherA2 - Q/Tonto 0.144 0.00002 0.00002 1.000 
50 K 
Tonto/Neutron 2.669 0.00122 0.00178 0.784 
NoSpherA2 - w/Neutron 2.594 0.00118 0.00171 0.795 
NoSpherA2 - Q/Neutron 2.665 0.00121 0.00178 0.785 
NoSpherA2 - w/Tonto 0.325 0.00006 0.00008 1.015 
NoSpherA2 - Q/Tonto 0.152 0.00002 0.00003 1.000 
100 K  
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 0.745 0.00009 0.00013 1.014 
NoSpherA2 - Q/Tonto 0.156 0.00002 0.00002 1.000 
150 K 
Tonto/Neutron 2.251 0.00118 0.00168 0.891 
NoSpherA2 - w/Neutron 2.226 0.00114 0.00161 0.897 
NoSpherA2 - Q/Neutron 2.270 0.00117 0.00168 0.891 
NoSpherA2 - w/Tonto 0.400 0.00006 0.00009 1.007 
NoSpherA2 - Q/Tonto 0.130 0.00002 0.00002 1.000 
295 K 
Tonto/Neutron 1.468 0.00133 0.00149 0.966 
NoSpherA2 - w/Neutron 1.445 0.00132 0.00147 0.970 
NoSpherA2 - Q/Neutron 1.464 0.00133 0.00150 0.966 
NoSpherA2 - w/Tonto 0.409 0.00008 0.00012 1.005 





Table S32: Statistical results for hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) wRMSD < | UijA − U
ij










Tonto/Neutron 1.957 0.0063 0.0069 1.328 
NoSpherA2 - w/Neutron 1.925 0.0061 0.0066 1.311 
NoSpherA2 - Q/Neutron 1.826 0.0063 0.0074 1.374 
NoSpherA2 - w/Tonto 0.202 0.0010 0.0010 0.989 
NoSpherA2 - Q/Tonto 0.180 0.0009 0.0011 1.039 
100 K 
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 0.672 0.0044 0.0020 0.984 
NoSpherA2 - Q/Tonto 0.217 0.0038 0.0007 1.006 
150 K 
Tonto/Neutron 1.282 0.0055 0.0056 1.042 
NoSpherA2 - w/Neutron 1.230 0.0046 0.0056 1.044 
NoSpherA2 - Q/Neutron 1.179 0.0048 0.0055 1.077 
NoSpherA2 - w/Tonto 0.279 0.0015 0.0017 1.000 
NoSpherA2 - Q/Tonto 0.467 0.0026 0.0026 1.033 
 
  
Supporting Information for Publication: Generalizing non-spherical structure refinement: Hirshfeld Atom
Refinement in NoSpherA2
285
Table S33: Statistical results for non-hydrogen atom ADPs for L-Ala, units of differences are Å2. 
Temp. Method (A/B) wRMSD < | UijA − U
ij










Tonto/Neutron 2.818 0.00034 0.00058 0.913 
NoSpherA2 - w/Neutron 2.790 0.00033 0.00057 0.916 
NoSpherA2 - Q/Neutron 2.708 0.00033 0.00057 0.917 
NoSpherA2 - w/Tonto 0.156 0.00001 0.00002 1.003 
NoSpherA2 - Q/Tonto 0.311 0.00003 0.00003 1.004 
100 K 
Tonto/Neutron - - - - 
NoSpherA2 - w/Neutron - - - - 
NoSpherA2 - Q/Neutron - - - - 
NoSpherA2 - w/Tonto 0.904 0.00005 0.00005 1.003 
NoSpherA2 - Q/Tonto 0.439 0.00003 0.00003 1.001 
150 K 
Tonto/Neutron 8.415 0.00162 0.00295 0.805 
NoSpherA2 - w/Neutron 8.323 0.00161 0.00295 0.806 
NoSpherA2 - Q/Neutron 8.089 0.00162 0.00292 0.808 
NoSpherA2 - w/Tonto 0.358 0.00004 0.00005 1.001 
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Averaged Interaction Energy Scripts
B.2 Averaged Interaction Energy Scripts
Listing B.1: bash Script to Calculate Interaction Energies on a Series of Geometries.
# ! / b i n / bash
#





# manua l l y p r e p a r e x y z f i l e w i t h VMD t o have t r a j e c t o r y o f a l l wanted r e s i d u a l s i n d i v i d u a l l y
#
#
# Give name o f l i g a n d f i l e
# Give charge o f l i g a n d
# Give number o f atoms i n l i g a n d
#
l i g a n d = s i l a
c h a r g e =−1
n a t o m s _ l i g a n d =32
#
# Give how many f r a g m e n t s we have s u r r o u n d i n g c e n t r a l m o l e c u l e
# Give names o f f i l e s i n which t r a j i s s t o r e d f o r each f r a g m e n t
# Give c o r r e s p o n d i n g charge ( a f t e r s a t u r a t i o n )
# Give number o f atoms ( ! INCLUDING SATURATION ATOMS ! )
#
number_ f ragmen t s =13
f r a g m e n t s =( a r g g l y a l a hsd l e u s e r l e u t y r l e u m e t va l phe s e r l e u t r p t y r v a l 1 v a l 2 )
c h a r g e s =( 1 0 0 0 0 0 0 0 0 0 0 0 0)
n a t o m s _ f r a g m e n t s =(24 17 17 30 40 19 33 20 30 24 21 16 16)
#
# Give number o f f ram es i n t r a j e c t o r y f i l e s
#
f r am es =1000
#
# Prepare g a u s s i a n i n p u t t e m p l a t e ( change mem and p r o c s i f needed )
#
f u n c t i o n g a u s s i a n _ h e a d e r {
echo "%mem=20GB" > $1
echo "%nproc =4 " >> $1
echo " #P B3LYP/6 −31G( d , p ) 6d 10 f NoSymm FChk " >> $1
echo " " >> $1
echo " Job " >> $1
echo " " >> $1
}
#
# f u n c t i o n which adds s a t u r a t i n g hydrogen t o amino a c i d r e s i d u a l s t h r o u g h z−m a t r i x
#
f u n c t i o n s a t u r a t i o n {
#$1=number o f atoms (N i s e x p e c t e d t o be f i r s t atom i n x y z f i l e , CO l a s t atoms )
#$2=com f i l e t o w r i t e i n t o
echo "H 1 1 . 0 7 3 120 .00 2 180 .00 " >> $ {2}
echo "H $ ( ( ${1} −1 ) ) 1 . 0 0 $ {1} 120 .0 3 180 .00 " >> $ {2}
}
#
# F u n c t i o n t o w r i t e s t d i n _ f i l e t o e v a l u a t e e n er gy
#
f u n c t i o n s t d i n _ f i l e { #$1=job_base_name 2= f c h k 1 3= f c h k 2 4= n a t o m s _ f c h k 1 5= n a t o m s _ f c h k 2
echo ’ { ’ > $ {1} _ s t d i n
echo ’ b a s i s _ d i r e c t o r y = " / b a s i s _ s e t s " ’ >> $ {1} _ s t d i n
echo " name= $ {2} _$ {3} " >> $ {1} _ s t d i n
echo ’ a tom_groups = { ’ >> $ {1} _ s t d i n
echo ’ keys = { name= a t o m _ i n d i c e s = f c h k _ f i l e = r o t a t i o n = s h i f t = } ’ >> $ {1} _ s t d i n
echo ’ d a t a = { ’ >> $ {1} _ s t d i n
echo $ ’ Group1 { 1 . . . ’ $ {4} $ ’ } " ’ $ {2} $ ’ " 1 0 0 0 1 0 0 0 1 0 0 0 ’ >> $ {1} _ s t d i n
echo $ ’ Group2 { ’ $ ( ( $ {4}+1 ) ) $ ’ . . . ’ $ ( ( ${4}+ $ {5} ) ) $ ’ } " ’ $ {3} $ ’ " 1 0 0 0 1 0 0 0 1 0 0 0 ’ >> $ {1} _ s t d i n
echo ’ } ’ >> $ {1} _ s t d i n
echo ’ } ’ >> $ {1} _ s t d i n
echo ’ p u t _ g r o u p _ 1 2 _ p o l a r i z a t i o n _ e n e r g y ’ >> $ {1} _ s t d i n
echo ’ p u t _ g r o u p _ 1 2 _ e n e r g i e s ’ >> $ {1} _ s t d i n
echo ’ pu t_group_12_gr imme2006_energy ’ >> $ {1} _ s t d i n
echo ’ } ’ >> $ {1} _ s t d i n
}
# F u n c t i o n s t o w r i t e PBS s k r i p t s f o r j o b s
#
f u n c t i o n g a u s s i a n _ p b s { #$1=pbsname 2=ncpus 3=mem 4=comname 5=frame_name
echo " # ! / b i n / sh " > $1
echo " #PBS −V" >> $1
echo " #PBS − l nodes =1: g09 : ppn=$ {2} " >> $1
echo " #PBS − j eo " >> $1
echo " #PBS − l pmem=$ {3} gb " >> $1
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echo " #PBS − l w a l l t i m e = 1 : 0 0 : 0 0 " >> $1
echo " #PBS −q b a t c h " >> $1
echo " #PBS −p 100 " >> $1
echo " #PBS −m a " >> $1
echo " #PBS −M f . kleemiss@uni −bremen . de " >> $1
echo " #PBS −N $4_$5 " >> $1
echo "FILENAME=$4 " >> $1
echo ’SERVER=$PBS_O_HOST ’ >> $1
echo ’WORKDIR=/ s c r a t c h / $USER / PBS_$PBS_JOBID ’ >> $1
echo "SCP=/ u s r / b i n / scp " >> $1
echo "SSH=/ u s r / b i n / s s h " >> $1
echo ’SERVERPERMDIR=${SERVER} :$PBS_O_WORKDIR ’ >> $1
echo ’ mkdir / s c r a t c h / $USER / PBS_$PBS_JOBID ’ >> $1
echo ’ s t a g e i n ( ) { ’ >> $1
echo ’ cd ${WORKDIR} ’ >> $1
echo ’ ${SCP} −P 2244 ${SERVERPERMDIR } / * . com $WORKDIR’ >> $1
echo ’ } ’ >> $1
echo ’ runprogram ( ) { ’ >> $1
echo ’ g09 ${FILENAME} ’ >> $1
echo ’ } ’ >> $1
echo ’ s t a g e o u t ( ) { ’ >> $1
echo ’ cd ${WORKDIR} ’ >> $1
echo "mv T e s t . FChk ${4%.com } . FChk " >> $1
echo ’$SCP −P 2244 $WORKDIR / * . l o g $SERVERPERMDIR / ’ >> $1
echo ’$SCP −P 2244 $WORKDIR / * . FChk $SERVERPERMDIR / ’ >> $1
echo ’ rm − r $WORKDIR’ >> $ {1}
echo ’ } ’ >> $ {1}
echo " s t a g e i n " >> $1
echo " runprogram " >> $1
echo " s t a g e o u t " >> $1
echo " e x i t " >> $1
}
f u n c t i o n t o n t o _ p b s { #$1=fragmentname $2=l i g a n d $3=frame
echo " # ! / b i n / sh " > $ {1} _ t o n t o . pbs
echo " #PBS −V" >> $ {1} _ t o n t o . pbs
echo " #PBS − l nodes =1: ppn=1 " >> $ {1} _ t o n t o . pbs
echo " #PBS − j eo " >> $ {1} _ t o n t o . pbs
echo " #PBS − l pmem=30gb " >> $ {1} _ t o n t o . pbs
echo " #PBS − l w a l l t i m e = 2 : 0 0 : 0 0 " >> $ {1} _ t o n t o . pbs
echo " #PBS −q b a t c h " >> $ {1} _ t o n t o . pbs
echo " #PBS −m a " >> $ {1} _ t o n t o . pbs
echo " #PBS −M f . kleemiss@uni −bremen . de " >> $ {1} _ t o n t o . pbs
echo " #PBS −N CE_$1_$2_$3 " >> $ {1} _ t o n t o . pbs
echo "FILENAME=$1 " >> $ {1} _ t o n t o . pbs
echo ’SERVER=$PBS_O_HOST ’ >> $ {1} _ t o n t o . pbs
echo ’WORKDIR=/ s c r a t c h / $USER / PBS_$PBS_JOBID ’ >> $ {1} _ t o n t o . pbs
echo "SCP=/ u s r / b i n / scp " >> $ {1} _ t o n t o . pbs
echo "SSH=/ u s r / b i n / s s h " >> $ {1} _ t o n t o . pbs
echo ’SERVERPERMDIR=${SERVER} :$PBS_O_WORKDIR ’ >> $ {1} _ t o n t o . pbs
echo ’ mkdir / s c r a t c h / $USER / PBS_$PBS_JOBID ’ >> $ {1} _ t o n t o . pbs
echo ’ s t a g e i n ( ) { ’ >> $ {1} _ t o n t o . pbs
echo ’ cd ${WORKDIR} ’ >> $ {1} _ t o n t o . pbs
echo ’ s l e e p 5 ’ >> $ {1} _ t o n t o . pbs
echo ’ ${SCP} −P 2244 ${SERVERPERMDIR } / * . FChk $WORKDIR’ >> $ {1} _ t o n t o . pbs
echo ’ ${SCP} −P 2244 ${SERVERPERMDIR} / * _ s t d i n $WORKDIR’ >> $ {1} _ t o n t o . pbs
echo ’ ${SCP} −P 2244 ${SERVERPERMDIR } / . . / . . / t o n t o $WORKDIR’ >> $ {1} _ t o n t o . pbs
TEMP=$ ’ ${SCP} −P 2244 ${SERVERPERMDIR } / . . / . . / ’ $ {2} $ ’ . FChk $WORKDIR’
echo $TEMP >> $ {1} _ t o n t o . pbs
echo ’ } ’ >> $ {1} _ t o n t o . pbs
echo ’ runprogram ( ) { ’ >> $ {1} _ t o n t o . pbs
echo ’ . / t o n t o − i ${FILENAME} _ s t d i n −o ${FILENAME} _ s t d o u t ’ >> $ {1} _ t o n t o . pbs
echo ’ rm . / t o n t o ’ >> $ {1} _ t o n t o . pbs
echo ’ rm . / * r e s t r i c t e d ’ >> $ {1} _ t o n t o . pbs
echo ’ } ’ >> $ {1} _ t o n t o . pbs
echo ’ s t a g e o u t ( ) { ’ >> $ {1} _ t o n t o . pbs
echo ’ cd ${WORKDIR} ’ >> $ {1} _ t o n t o . pbs
echo ’$SCP − r −P 2244 $WORKDIR/ * _ s t d o u t $SERVERPERMDIR / ’ >> $ {1} _ t o n t o . pbs
echo ’ rm − r $WORKDIR’ >> $ {1}
echo ’ } ’ >> $ {1} _ t o n t o . pbs
echo " s t a g e i n " >> $ {1} _ t o n t o . pbs
echo " runprogram " >> $ {1} _ t o n t o . pbs
echo " s t a g e o u t " >> $ {1} _ t o n t o . pbs
echo " e x i t " >> $ {1} _ t o n t o . pbs
}
#Run g a u s s i a n j o b f o r each frame on :
# 1 ) l i g a n d
# 2) each f r a g m e n t around t h e l i g a n d i n a s e p e r a t e f o l d e r
# To do a f t e r w a r d s : Then merge a l l da ta i n t o b i g f o l d e r above and run t o n t o j o b f o r each f r a g m e n t
#
g a u s s i a n _ h e a d e r ${ l i g a n d } . com
echo " ${ c h a r g e } 1 " >> ${ l i g a n d } . com
t a i l −n+3 ${ l i g a n d } . xyz >> ${ l i g a n d } . com
echo " " >> ${ l i g a n d } . com
g a u s s i a n _ p b s ${ l i g a n d } . pbs $ncpus_g09 $mem_g09 ${ l i g a n d } . com main
l i g a n d j o b =$ ( qsub ${ l i g a n d } . pbs )
s l e e p 5
#
# s e p a r a t e l a r g e x y z t r a j e c t o r y i n t o s e p a r a t e f i l e s :
#
i =0
f o r f r a g m e n t in ${ f r a g m e n t s [@] } ; do
NA=$ ( ( ${ n a t o m s _ f r a g m e n t s [ $ i ]}+2 ) )
echo S p l i t t i n g ${ f r a g m e n t } . xyz in s m a l l e r f i l e s wi th $NA l i n e s
i =$ ( ( $ i +1 ) )
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s p l i t −a 4 −d − l ${NA} ${ f r a g m e n t } . xyz ${ f r a g m e n t }− −− a d d i t i o n a l − s u f f i x = . xyz
done
f o r f rame in $ ( seq − f "%4g " 0 $ ( ( ${ f r a m es }−1 ) ) ) ; do
p r i n t f −v j "%04d " ${ f rame }
mkdir f_$ { j }
cd f_$ { j }
i =0
f o r f r a g m e n t in ${ f r a g m e n t s [@] } ; do
mkdir ${ f r a g m e n t }
cd $ f r a g m e n t
mv . . / . . / ${ f r a g m e n t }−${ j } . xyz ${ f r a g m e n t } . xyz
g a u s s i a n _ h e a d e r ${ f r a g m e n t } . com
echo " ${ c h a r g e s [ ${ i } ] } 1 " >> ${ f r a g m e n t } . com
t a i l −n+3 ${ f r a g m e n t } . xyz >> ${ f r a g m e n t } . com
s a t u r a t i o n ${ n a t o m s _ f r a g m e n t s [ ${ i } ] } ${ f r a g m e n t } . com
echo " " >> ${ f r a g m e n t } . com
g a u s s i a n _ p b s ${ f r a g m e n t } . pbs $ncpus_g09 $mem_g09 ${ f r a g m e n t } . com ${ j }
f r a g m e n t j o b [ ${ i }]= $ ( qsub ${ f r a g m e n t } . pbs )
s t d i n _ f i l e $ f r a g m e n t ${ l i g a n d } . FChk ${ f r a g m e n t } . FChk $ n a t o m s _ l i g a n d ${ n a t o m s _ f r a g m e n t s [ ${ i } ] }
t o n t o _ p b s $ f r a g m e n t $ l i g a n d ${ j }
t o n t o _ j o b [ ${ i }]= $ ( qsub −W depend= a f t e r o k : ${ l i g a n d j o b } : ${ f r a g m e n t j o b [ ${ i } ] } ${ f r a g m e n t } _ t o n t o . pbs )
cd . .




Listing B.2: bash Script to gather Results form previous Script.
# ! / b i n / bash
#
# Give f r a g m e n t s used i n c a l c u l a t i o n
#
f r a g m e n t s =( a r g g l y a l a hsd l e u s e r l e u t y r l e u m e tv a l phe s e r l e u t r p t y r v a l 1 v a l 2 )
#
# Give number o f f ram es i n t r a j e c t o r y f i l e s as argument t o s c r i p t
#
f r am es =$1
echo E x c h a n g e _ r e p u l s i o n > r e p . e n e r
echo P o l a r i z a t i o n > p o l . e n e r
echo D i s p e r s i o n > d i s p . e n e r
echo E l e c t r o s t a t i c > e l e . e n e r
f o r f r a g m e n t in ${ f r a g m e n t s [@] } ; do
echo ${ f r a g m e n t } >> r e p . e n e r
echo ${ f r a g m e n t } >> p o l . e n e r
echo ${ f r a g m e n t } >> e l e . e n e r
echo ${ f r a g m e n t } >> d i s p . e n e r
done
f o r f rame in $ ( seq − f "%4g " 0 $ ( ( ${ f r a m es }−1 ) ) ) ; do
p r i n t f −v j "%04d " ${ f rame }
echo ${ j }
cd f_$ { j }
echo " " > r e p . e n e r
echo " " > p o l . e n e r
echo " " > d i s p . e n e r
echo " " > e l e . e n e r
i =0
f o r f r a g m e n t in ${ f r a g m e n t s [@] } ; do
cd $ f r a g m e n t
g rep exch − r e p \ ${ f r a g m e n t } _ s t d o u t | awk ’ { p r i n t $5 } ’ >> . . / r e p . e n e r
g r ep P o l a r i z a t i o n ${ f r a g m e n t } _ s t d o u t | awk ’ { p r i n t $5 } ’ >> . . / p o l . e n e r
g r ep E_coul \ ${ f r a g m e n t } _ s t d o u t | awk ’ { p r i n t $5 } ’ >> . . / e l e . e n e r
g r ep Grimme06 ${ f r a g m e n t } _ s t d o u t | awk ’ { p r i n t $6 } ’ >> . . / d i s p . e n e r
cd . .
i =$ ( ( $ i +1 ) )
done
cd . .
p a s t e −d " , " e l e . e n e r f_$ { j } / e l e . e n e r >> e l e _ t e m p . e n e r
p a s t e −d " , " r e p . e n e r f_$ { j } / r e p . e n e r >> rep_temp . e n e r
p a s t e −d " , " p o l . e n e r f_$ { j } / p o l . e n e r >> pol_ temp . e n e r
p a s t e −d " , " d i s p . e n e r f_$ { j } / d i s p . e n e r >> d i sp_ t emp . e n e r
mv e l e _ t e m p . e n e r e l e . e n e r
mv rep_temp . e n e r r e p . e n e r
mv pol_ temp . e n e r p o l . e n e r




Applying Quantum Crystallography for
Complementary Bonding Analysis
C.1 Supporting Information for Publication: Chemical Bonding in Polarised
Push-Pull Ethylenes
The measurements and refinements in chapters 3.1 were performed by me, including the first ever quantum
crystallographic refinement of a twinned structure (4a), by integration of reflections only present in the major
domain of the crystal. Figures S1 and S2 were produced by me, as well as tables S1, S2 and S3 and all of the
text present in this chapter 3.1.
Also chapter 4.6 was prepared by me, where the idea of using the model compounds during the EDA was
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1. General and materials 
All reactions were carried out under Ar atmosphere. Melting points were uncorrected. IR spectra were recorded 
on a Bruker ALPHA FT-IR spectrometer with an Attenuated Total Reflection (ATR) attachment. Raman 
spectra were recorded on a JASCO laser Raman spectrometer NRS-4100 (laser wavelength, 784 nm). NMR 
spectra were recorded on a Bruker Avance III Nanobay 400 MHz spectrometer (400 MHz for 1H, 100 MHz for 
13C, and 376 MHz for 19F) in CDCl3 or CD3CN. Data are reported as follows: chemical shifts, integration, 
multiplicity (s = singlet, d = doublet, t = triplet, q = quartet, quint = quintet, sex = sextet, m = multiplet, br = 
broad) and coupling constants. Chemical shifts (in ppm) in 1H and 13C NMR spectra were referenced to the 
solvent signal (CDCl3, 7.26 ppm for 1H NMR and 77.0 ppm for 13C NMR; CD3CN, 1.93 ppm for 1H NMR and 
117.7 ppm for 13C NMR). Chemical shifts in 19F NMR spectra were reported in ppm using 
trifluoromethylbenzene (0.00 ppm) as a standard. Coupling constants (J) are given in Hz. High resolution mass 
spectra (HRMS) were measured on a Micromass LCT mass spectrometer using electrospray ionization-time of 
flight (ESI-TOF). Column chromatography was performed on neutral silica gel (Kanto Chemical, Silica gel 
60N, 63-210 μm). Tf2CH2 2 was provided from Central Glass Co., Ltd. and this material can be also prepared 
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by the Waller’s procedure in the laboratory.1 High-accuracy X-ray diffraction experiments were performed on 
a Bruker D8 Venture using Mo-Kα radiation from a microfocus source and a Photon100 CMOS detector in 
shutterless mode with open-flow nitrogen cooling. 
 
 
2. Synthesis of push-pull ethylenes 
N,N'-Diisopropyl-2,2-bis((trifluoromethyl)sulfonyl)ethene-1,1-diamine (3a) 
 
According to the general procedure, this compound was isolated in 67% yield (135 mg, 0.332 mmol) by the 
reaction of Tf2CH2 2 (139 mg, 0.496 mmol) and N,N’-diisopropylcarbodiimide (69.4 mg, 0.550 mmol) in 
CH2Cl2 (15 mL) for 3 h at room temperature and the following chromatographic purification (hexane/EtOAc = 
5 : 1). The molecular structure was confirmed by a comparison of its NMR data with the reported one.2 
IR (ATR)  3433, 3313, 1618, 1547, 1377, 1359, 1340, 1185, 1123, 1021, 617, 563, 503 cm–1;  1H NMR (400 
MHz, CD3CN)  1.20 (6H, d, J = 6.4 Hz), 1.29 (6H, d, J = 6.4 Hz), 3.71-3.85 (1H, m), 4.09-4.23 (1H, m), 7.01 





According to the general procedure, this compound was isolated in 42% yield (98.5 mg, 0.202 mmol) by the 
reaction of Tf2CH2 2 (136 mg, 0.485 mmol) with N,N’-dicyclohexylcarbodiimide (113 mg, 0.548 mmol) in 
CH2Cl2 (15 mL) for 6 h at room temperature and the following chromatographic purification (hexane/EtOAc = 
5 : 1).  Colorless crystals (from Et2O);  Mp. 190-192 °C;  IR (ATR)  3321, 2936, 1615, 1365, 1192, 1151, 
1024, 644, 634, 580, 501 cm–1;  1H NMR (400 MHz, CD3CN)  1.09-1.52 (10H, m), 1.57-1.70 (2H, m), 
1.70-2.08 (8H, m), 3.40-3.53 (1H, m), 3.67-3.81 (1H, m), 7.02 (1H, brs, NH), 7.41 (1H, brs, NH);  13C NMR 
(100 MHz, CD3CN)  25.1, 25.6, 25.8, 25.9, 31.5, 33.5, 53.6, 58.6, 67.3, 121.6 (q, JCF = 326 Hz), 154.9;  19F 
NMR (376 Hz, CD3CN)  –15.5 (6F, s);  HRMS (ESI-TOF) calcd for C16H25F6N2O4S2 [M+H]+, 487.1160; 








According to the general procedure, this compound was isolated in 77% yield (185 mg, 0.368 mmol) by the 
reaction of Tf2CH2 2 (134 mg, 0.478 mmol) with N,N’-di-p-tolylcarbodiimide (118 mg, 0.531 mmol) in CH2Cl2 
(1.0 mL) for 3 h at room temperature and the following chromatographic purification (hexane/EtOAc = 5 : 1).  
Colorless crystals (from Et2O);  Mp. 214-215 °C;  IR (ATR)  3312, 1594, 1523, 1513, 1374, 1205, 1187, 
1116, 992, 806, 602, 576, 482 cm–1;  1H NMR (400 MHz, CD3CN)  2.15 (6H, s), 6.80 (4H, d, J = 8.2 Hz), 
6.92 (4H, d, J = 8.2 Hz), 9.35 (2H, brs, NH);  13C NMR (100 MHz, CD3CN)  20.8, 74,0, 121.5 (q, JCF = 325 
Hz), 123.3, 130.3, 133.9, 138.2, 153.5;  19F NMR (376 Hz, CD3CN)  –16.5 (6F, s);  MS (ESI-TOF) m/z 503 
[M+H]+;  HRMS calcd for C18H17F6N2O4S2 [M+H]+, 503.0534; found, 503.0518;  Anal. Calcd for 




According to the general procedure, this compound was obtained in 69% yield (157 mg, 0.331 mmol) by the 
reaction of Tf2CH2 2 (135 mg, 0.481 mmol) with N,N’-diphenlycarbodiimide3 (103 mg, 0.530 mmol) in 
ClCH2CH2Cl (15 mL) for 3 h at 50 °C and the following column chromatography on silica gel (hexane/EtOAc 
= 5 : 1).  Colorless crystals (from CHCl3);  Mp. 209-210 °C;  IR (ATR)  3416, 3312, 1574, 1539, 1371, 
1192, 1120, 753, 645, 589, 495 cm–1;  1H NMR (400 MHz, CD3CN)  6.93 (4H, brd, J = 7.6 Hz), 7.02 (2H, tt, 
J = 7.2, 2.0 Hz), 7.07-7.14 (4H, m), 9.47 (2H, brs, NH);  13C NMR (100 MHz, CD3CN)  74.3, 121.5 (q, JCF = 
325 Hz), 123.5, 128.0, 129.9, 136.4, 154.0;  19F NMR (376 Hz, CD3CN)  –16.5 (6F, s);  MS(ESI-TOF) m/z 
497 [M+Na]+; HRMS calcd for C16H12F6N2NaO4S2 [M+Na]+, 497.0037; found, 497.0040;  Anal. Calcd for 
C16H12F6N2O4S2: C, 40.51; H, 2.55; N, 5.91. Found: C, 40.61; H, 2.73; N, 5.99. 
 





According to the synthetic procedure for 3a, this compound was obtained in 95% yield (229 mg, 0.454 mmol) 
by the reaction of Tf2CH2 2 (134 mg, 0.478 mmol) with N-(4-methoxyphenyl)-N’-phenylcarbodiimide3  (124 
mg, 0.553 mmol) in ClCH2CH2Cl (15 mL), for 4 h at 50 °C and the following column chromatography on silica 
gel (hexane/EtOAc = 3 : 1).  Yellow crystals (from CHCl3);  Mp. 173-175 °C;  IR (ATR)  3334, 1575, 
1367, 1196, 1123, 1010, 609, 575, 487 cm–1;  1H NMR (400 MHz, CD3CN)  3.63 (3H, s), 6.62 (2H, d, J = 8.8 
Hz), 6.85 (2H, d, J = 8.8 Hz), 6.90 (2H, d, J = 7.6 Hz), 7.04 (1H, t, J = 7.4 Hz), 7.08-7.16 (2H, m), 9.37 (2H, 
brs, NH);  13C NMR (100 MHz, CD3CN)  56.0, 74.0, 115.0, 121.5 (q, JCF = 325 Hz), 123.7, 125.1, 127.9, 
129.2, 129.7, 136.3, 153.8, 159.3;  19F NMR (376 Hz, CD3CN)  –16.4 (6F, s);  MS(ESI-TOF) m/z 527 
[M+Na]+; HRMS calcd for C17H14F6N2NaO5S2 [M+Na]+, 527.0146; found, 527.0143;  Anal. Calcd for 




According to the general procedure, this compound was isolated in 70% yield (186 mg, 0.336 mmol) by the 
reaction of Tf2CH2 2 (135 mg, 0.481 mmol) with N-(4-bromophenyl)-N’-phenylcarbodiimide3 (151 mg, 0.553 
mmol) in ClCH2CH2Cl (15 mL) for 3 h at 50 °C and the following column chromatography on silica gel 
(hexane/EtOAc = 5 : 1).  Colorless crystals (from CHCl3);  Mp. 170-173 °C;  IR (ATR)  3312, 1590, 1376, 
1206, 1115, 990, 651, 602, 502 cm–1;  1H NMR (400 MHz, CD3CN)  6.84 (2H, d, J = 8.8 Hz), 6.93 (2H, d, J 
= 7.6 Hz), 7.05-7.11 (1H, m), 7.12-7.18 (2H, m), 7.25 (2H, d, J = 8.8 Hz), 9.43 (1H, brs, NH), 9.54 (1H, brs, 
NH);  13C NMR (100 MHz, CD3CN)  74.6, 120.9, 121.5 (q, JCF = 325 Hz), 123.8, 125.5, 128.3 130.1, 132.9, 
135.7, 136.3, 154.5;  19F NMR (376 Hz, CD3CN)  –16.4 (6F, s);  MS(ESI-TOF) m/z 575 [M+Na]+; HRMS 
calcd for C16H11BrF6N2NaO4S2 [M+Na]+, 574.9146; found, 574.9144;  Anal. Calcd for C16H11BrF6N2O4S2: C, 





3. X-ray crystallographic data 
Crystallographic data for the X-ray diffraction studies of 3a, 3b, 4a-4d and 5 have been deposited with the 
Cambridge Crystallographic Data Center (CCDC) as supplementary publication nos. CCDC 1872536 (3a), 
1873526 (3b) , 1872529 (4a), 1873527 (4b), 1873528 (4c), 1873525 (4d), 1872528 (5). These data can be 
obtained free of charge from the CCDC via www.ccdc.cam.ac.uk/data_request/cif. 
 
3.1 X-ray crystallographic data of 3a, 4a and 5 with XWR 
High quality and resolution X-ray diffraction experiments were performed for push-pull ethylenes 3a, 4a, and 
diene 5 at the in-house diffractometer (BRUKER D8-Venture in shutterless mode). The operation of the 
diffractometer was performed using the Software APEX III and the tools SADABS, TWINABS, CELL_NOW and 
XPREP. The crystallographic structures and information about the measurements and subsequent refinements 
are given in Figure S1 and Table S1, respectively. The structures were refined using Hirshfeld Atom 
Refinement (HAR) employing the programs tonto4 and Gaussian095 interfaced through the self-written 
software lamaGOET. For HAR, the level of theory B3LYP/def2-TZVPP was used. Point charges and dipoles 
were imposed on every atom of a molecule that has at least one atom within a radius of 8 Å around the 
molecule of the asymmetric unit to simulate the crystal effect. 
The structure of 4a was solved after treating the twinning of the crystal used. There were two domains with 
mean I/σ of 17.0 in domain 1 and 6.2 in domain 2. Rint for domain 1 was 0.0291, for domain 2 it was 0.0603, so 
the overlapping reflections and the ones for domain 2 were disregarded, and only reflections of the first domain 
were taken into the refinement. For the sulfur atoms in all compounds, third and fourth order Gram-Charlier 





3a (CCDC 1872536) 4a (CCDC 1872529) 5 (CCDC 1872528) 
Figure S1. Structures of 3a, 4a, and 5 after XWR showing anisotropic displacement parameters for all atoms 
including hydrogens at a probability level of 50 %. 
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Table S1. Measurement, crystal structure and HAR refinement information for 3a, 4a, and 5. 
 3a 4a 5 
Empirical formula C10H16N2O4F6S2 C18H16N2O4F6S2 C12H8O4F6S2 
Formula weight (g mol-1) 406.37 502.46 394.30 
Cell setting, space group Monoclinic, P21/n Triclinic, P-1 Monoclinic P21/n 
Z 4 2 4 
Temperature (K) 100 
Unit cell dimensions    
a (Å) 9.2809 (3) 8.660 (2) 10.0932 (2) 
b (Å) 16.8556 (5) 10.116 (2) 12.9954 (3) 
c (Å) 10.7429 (3) 12.390 (3) 11.8616 (3) 
α (°) 90.0 88.50 (3) 90.0 
β (°) 90.1060 (10) 82.78 (3) 110.1180 (10) 
γ (°) 90.0 68.59 (3) 90.0 
V (Å3) 1680.56 (9) 1002.3 (4) 1460.90 (6) 
Crystal size (mm) 0.178 x 0.213 x 0.394 0.112 x 0.254 x 0.302 0.146x0.271x0.338 
Crystal Form, color Block, colorless Block, colorless Block, yellow 
Wavelength λ (Å) 0.71073 
Absorption Correction Empirical multi-scan 
Absorption coefficient μ (mm-1) 0.397 0.350 0.451 
Max. θ (°) 52.235 45.569 45.451 
Completeness 100% 98.6% 100% 
Redundancy 13.14 6.93 16.41 
Weighting scheme Based on measured s.u.’s[a] 
R(sigma) 0.0084 0.0167 0.0131 
Number of parameters 411 483 339 
R1(F) 0.0210 0.0218 0.0217 
Rw(F) 0.0135 0.0174 0.0169 
Δρmax, Δρmin (e Å-3) 0.27, -0.32 0.32, -0.45 0.33, -0.46 
[a] w = 1 /  
 
After Hirshfeld Atom Refinement, the geometries were fixed and the molecular wavefunctions were fitted to 
the experimental structure factors. This full procedure is termed X-ray Wavefunction Refinement, see main text 
for more details and references. Here, the level of theory HF/def2-TZVPP without a cluster of point charges 
and dipoles was used because electron correlation and polarization via the crystal effect are to be extracted 
from the experimental data. The resulting effect is discussed in the main manuscript. 
 
Based on these experimentally obtained XWR wavefunctions, a complementary bonding analysis was 
performed. The main results are reported in Tables 2 and 3 of the main manuscript. Here, we add the profile of 
the Laplacian of the electron density along the C1–C2 bond axis of the formal ‘C=C’ double bond of all three 
molecules (Figure S2) and a discussion of the hypervalency of the sulfur atoms in Tf groups according to 






Figure S2. Laplacian of the electron density plotted along the C1–C2 bond vector (C1 on the left). 
 
 
Table S2. XWR-derived atomic charge in e. For all compounds, the results confirm the resonance structure 
O––S2+–O–. 
 3a 4a 5 
QTAIM NPA QTAIM NPA QTAIM NPA 
S1 2.755 2.328 3.084 2.319 2.866 2.288 
S2 2.801 2.324 2.930 2.319 2.711 2.293 
O1 -1.390 -1.020 -1.430 -0.957 -1.399 -0.989 
O2 -1.405 -0.967 -1.372 -1.021 -1.429 -0.953 
O3 -1.385 -0.974 -1.428 -0.957 -1.276 -0.998 
O4 -1.344 -1.022 -1.391 -1.021 -1.361 -0.956 
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Table S3. XWR-derived valency descriptors of the sufur atom. 
 3a 4a 5 
 S1 S2 S1 S2 S1 S2 
Σ NLMO/NPA BO[a] 3.309 3.340 3.296 3.295 3.288 3.272 
Σ (ELI-D population) / e [b] 7.516 7.891 7.955 7.951 8.017 8.018 
Σ DI [c] 3.893 3.883 3.743 3.825 3.778 3.864 
Σ RGBI [d] 4.373 4.442 4.478 4.395 4.350 4.355 
->Cov [e] 4.075 4.150 4.154 4.076 4.088 4.070 
Durrant valency[f] QTAIM 6.398 6.490 6.140 5.832 6.268 6.578 
 NPA 7.344 7.352 7.362 7.362 7.424 7.414 
[a] Sum of all four S–C and S–O NLMO/NPA bond orders from NRT analysis (hypervalent if greater than 4) . 
[b] Sum of all electron populations of the disynaptic S–C and S–O ELI-D bonding basins (hypervalent if greater than 8). 
[c] Sum of all delocalisation indices of all four S–C and S–O bonds based on QTAIM (hypervalent if greater than 4). 
[d] Sum of the total RGBI of all four S-C and S–O bonds including covalent and ionic indices (not a measure of 
hypervalency). 
[e] Sum of the covalent RGBI only (hypervalent if greater than 4). 




3.2 X-ray crystallographic data of other push-pull ethylenes 
Table S4. Crystallographic data of 3b (CCDC 1873526) 
 
C16H24F6N2O4S2 F(000) = 1008 
Mr = 486.49 Dx = 1.559 Mg m-3 
Monoclinic, P21/n Mo K radiation,  = 0.71073 Å 
Hall symbol:  -P 2yn Cell parameters from 4702 reflections 
a = 10.1959 (11) Å  = 2.2–27.6° 
b = 19.722 (2) Å  = 0.34 mm-1 
c = 10.3116 (12) Å T = 90 K 
 = 92.117 (1)° Block, colourless 
V = 2072.1 (4)  Å3 0.22 × 0.16 × 0.05 mm 
Z = 4  
Bruker APEXII CCD area detector diffractometer 3657 independent reflections 
Radiation source: Bruker TXS fine-focus rotating anode 3269 reflections with I > 2(I) 
Bruker Helios multilayer confocal mirror Rint = 0.025 
Detector resolution: 8.333 pixels mm-1 max = 25.0°, min = 2.1° 
phi and  scans h = -12→12 
Absorption correction:  
analytical Crystal Faces plugin in Bruker APEX2 software 
k = -23→18 
Tmin = 0.930, Tmax = 0.983 l = -12→12 
9987 measured reflections  
Refinement on F2 Primary atom site location: structure-invariant direct methods 
Least-squares matrix: full Secondary atom site location: difference Fourier map 
R[F2 > 2(F2)] = 0.030 Hydrogen site location: inferred from neighbouring sites 
wR(F2) = 0.080 H atoms treated by a mixture of independent and constrained 
refinement 
S = 1.03 w = 1/[2(Fo2) + (0.0395P)2 + 1.2379P]   
where P = (Fo2 + 2Fc2)/3 
3657 reflections (/)max = 0.001 
277 parameters max = 0.64 e Å-3 
168 restraints min = -0.39 e Å-3 
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Table S5. Crystallographic data of 4b (CCDC 1873527) 
 
C16H12F6N2O4S2 F(000) = 1920 
Mr = 474.40 Dx = 1.678 Mg m-3 
Monoclinic, P21/c Mo K radiation,  = 0.71073 Å 
Hall symbol:  -P 2ybc Cell parameters from 5987 reflections 
a = 15.8078 (8) Å  = 2.6–27.4° 
b = 21.4591 (11) Å  = 0.37 mm-1 
c = 11.3453 (6) Å T = 90 K 
 = 102.607 (1)° Block, colourless 
V = 3755.8 (3)  Å3 0.13 × 0.07 × 0.03 mm 
Z = 8  
Bruker APEXII CCD area detector diffractometer 6618 independent reflections 
Radiation source: Bruker TXS fine-focus rotating anode 5549 reflections with I > 2(I) 
Bruker Helios multilayer confocal mirror Rint = 0.028 
Detector resolution: 8.333 pixels mm-1 max = 25.0°, min = 1.3° 
phi and  scans h = -18→18 
Absorption correction:  
analytical Crystal Faces plugin in Bruker APEX2 software 
k = -25→20 
Tmin = 0.954, Tmax = 0.989 l = -10→13 
18201 measured reflections  
Refinement on F2 Primary atom site location: structure-invariant direct methods 
Least-squares matrix: full Secondary atom site location: difference Fourier map 
R[F2 > 2(F2)] = 0.031 Hydrogen site location: inferred from neighbouring sites 
wR(F2) = 0.078 H atoms treated by a mixture of independent and constrained 
refinement 
S = 1.04 w = 1/[2(Fo2) + (0.0347P)2 + 1.740P]   
where P = (Fo2 + 2Fc2)/3 
6618 reflections (/)max = 0.001 
553 parameters max = 0.49 e Å-3 




Table S6. Crystallographic data of 4c (CCDC 1873528) 
 
C17H14F6N2O5S2 Z = 2 
Mr = 504.42 F(000) = 512 
Triclinic, P¯1 Dx = 1.664 Mg m-3 
Hall symbol:  -P 1 Mo K radiation,  = 0.71073 Å 
a = 8.7659 (5) Å Cell parameters from 5751 reflections 
b = 10.8741 (6) Å  = 2.5–27.6° 
c = 11.4322 (6) Å  = 0.35 mm-1 
 = 96.618 (1)° T = 90 K 
 = 92.241 (1)° Block, colourless 
 = 110.968 (1)° 0.09 × 0.08 × 0.05 mm 
V = 1006.99 (10)  Å3  
Bruker APEXII CCD area detector diffractometer 3562 independent reflections 
Radiation source: Bruker TXS fine-focus rotating anode 3239 reflections with I > 2(I) 
Bruker Helios multilayer confocal mirror Rint = 0.017 
Detector resolution: 8.333 pixels mm-1 max = 25.0°, min = 1.8° 
phi and  scans h = -10→10 
Absorption correction:  
analytical Crystal Faces plugin in Bruker APEX2 software 
k = -12→12 
Tmin = 0.969, Tmax = 0.983 l = -13→13 
9970 measured reflections  
Refinement on F2 Primary atom site location: structure-invariant direct methods 
Least-squares matrix: full Secondary atom site location: difference Fourier map 
R[F2 > 2(F2)] = 0.026 Hydrogen site location: inferred from neighbouring sites 
wR(F2) = 0.067 H atoms treated by a mixture of independent and constrained 
refinement 
S = 1.03 w = 1/[2(Fo2) + (0.0312P)2 + 0.611P]   
where P = (Fo2 + 2Fc2)/3 
3562 reflections (/)max = 0.001 
296 parameters max = 0.43 e Å-3 
174 restraints min = -0.34 e Å-3 
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Table S7. Crystallographic data of 4d (CCDC 1873525) 
 
2(C16H11BrF6N2O4S2)·CHCl3 V = 1103.50 (9) Å3 
Mr = 1213.95 Z = 1 
Triclinic, P¯1 F(000) = 600 
a = 8.6610 (4) Å Dx = 1.827 Mg m-3 
b = 10.3611 (5) Å Mo K radiation,  = 0.71073 Å 
c = 13.7308 (7) Å  = 2.31 mm-1 
 = 95.043 (1)° T = 90 K 
 = 103.089 (1)° Block, colourless 
 = 110.693 (1)° 0.09 × 0.08 × 0.08 mm 
Bruker APEXII CCD area detector diffractometer 3889 independent reflections 
Radiation source: Bruker TXS fine-focus rotating anode 3638 reflections with I > 2 
Bruker Helios multilayer confocal mirror monochromator Rint = 0.017 
Detector resolution: 8.333 pixels mm-1 max = 25.0°, min = 1.6° 
phi and  scans h = -10→10 
Absorption correction:  
numerical Crystal Faces plugin in Bruker APEX2 software 
k = -12→12 
Tmin = 0.782, Tmax = 0.837 l = -16→16 
10877 measured reflections  
 Refinement on F2 216 restraints 
Least-squares matrix: full Hydrogen site location: mixed 
R[F2 > 2(F2)] = 0.020 H atoms treated by a mixture of independent and constrained 
refinement 
wR(F2) = 0.049 w = 1/[2(Fo2) + (0.0232P)2 + 0.626P]   
where P = (Fo2 + 2Fc2)/3 
S = 1.03 (/)max = 0.001 
3889 reflections max = 0.39 e Å-3 





4. Theoretical calculations 
Experimentally established geometries of 3a, 4a, and 5 were optimized and characterized by frequency analysis 
using hybrid density functional theory (M06-2x)7 and the 6-311+G(d,p) basis set as implemented in the 
Gaussian 09 program, revision D.01.5 Key interatomic distances are summarized in Table S8. 
 
Table S8. Interatomic distances of 3a, 4a, and 5 
 
 
4.1 Coordinates for optimized geometries of 3a 
--------------------------------------------------------------------------------------------------------- 
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type           X           Y           Z 
-------------------------------------------------------------------------------------------------- ------- 
      1          6           0       -0.714465   -0.909058   -0.311630 
      2          6           0        0.323636    0.069429   -0.042924 
      3          6           0       -1.069942   -1.631586    2.088828 
      4          1           0       -0.310774   -0.882076    2.303221 
      5          6           0       -0.645842   -2.979120    2.657489 
      6          1           0       -1.410100   -3.736431    2.452608 
      7          1           0       -0.540489   -2.901673    3.740884 
      8          1           0        0.304299   -3.294280    2.231690 
      9          6           0       -2.414528   -1.175627    2.651129 
     10          1           0       -2.698677   -0.200315    2.255620 
     11          1           0       -2.352836   -1.104592    3.738724 
     12          1           0       -3.199485   -1.899238    2.408185 
     13          6           0       -2.554960   -1.493268   -1.900802 
     14          1           0       -2.616906   -2.541358   -1.586966 
     15          6           0       -2.663938   -1.447451   -3.419331 
     16          1           0       -2.590774   -0.412981   -3.766962 
     17          1           0       -3.627910   -1.844764   -3.737853 
     18          1           0       -1.872266   -2.033822   -3.888528 
     19          6           0       -3.651754   -0.667863   -1.228110 
     20          1           0       -3.574034   -0.695961   -0.139558 
     21          1           0       -4.633910   -1.049570   -1.513397 
     22          1           0       -3.569310    0.373421   -1.547951 
     23          6           0        2.941697   -0.608210   -0.860565 
     24          6           0       -0.973719    2.387108    0.827144 
     25          9           0        2.338328   -1.398447   -1.748942 
     26          9           0        4.076613   -1.173130   -0.481838 
     27          9           0        3.195728    0.554517   -1.427571 
     28          9           0       -2.108334    1.678027    0.886650 
     29          9           0       -1.273159    3.650109    0.583060 
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     30          9           0       -0.359941    2.293153    1.993937 
     31          7           0       -1.177619   -1.733638    0.621420 
     32          7           0       -1.225813   -0.977703   -1.541585 
     33          8           0        1.684913   -1.797696    1.085049 
     34          8           0        2.443591    0.579114    1.467158 
     35          8           0       -0.800513    1.749922   -1.692143 
     36          8           0        1.312390    2.455660   -0.502453 
     37         16           0        1.832891   -0.424077    0.631731 
     38         16           0        0.087768    1.698615   -0.537162 
     39          1           0       -1.796671   -2.468251    0.301156 
     40          1           0       -0.819965   -0.321522   -2.198755 
---------------------------------------------------------------------------------------------------------  
E(RM062X) =  -2196.28315155 
Zero-point correction=                           0.289725 (Hartree/Particle) 
Sum of electronic and thermal Enthalpies=           -2195.966349 




(A) (B) (C) 
Figure S3. Optimized structure of 3a and its HOMO. (A) Optimized structure from side view, (B) HOMO from 
side view, (C) HOMO from top view. MOs are vizualized by GaussView 5.0 (isovalue = 0.02). 
 
4.2 Coordinates for optimized geometries of 4a 
---------------------------------------------------------------------------------------------------------  
Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type           X           Y           Z 
---------------------------------------------------------------------------------------------------------  
      1          6           0        1.617852    0.000002    0.000010 
      2          6           0        0.179091    0.000017    0.000013 
      3          6           0       -1.823550   -1.255527    0.647070 
      4          6           0       -2.032724   -2.095788   -0.439783 
      5          1           0       -1.201058   -2.351635   -1.086873 
      6          6           0       -3.308896   -2.582364   -0.692129 
      7          1           0       -3.472718   -3.231370   -1.545948 
      8          6           0       -4.382900   -2.251687    0.135758 
      9          6           0       -4.142700   -1.427671    1.236422 
     10          1           0       -4.964481   -1.158408    1.891381 
     11          6           0       -2.872681   -0.930473    1.496749 
     12          1           0       -2.695468   -0.263887    2.332431 
     13          6           0       -5.761041   -2.796004   -0.133680 
     14          1           0       -5.896365   -3.761930    0.360757 
     15          1           0       -5.924596   -2.945482   -1.201937 
     16          1           0       -6.530845   -2.120186    0.241783 
     17          6           0       -1.823544    1.255565   -0.647054 




     19          1           0       -2.695481    0.263779   -2.332316 
     20          6           0       -4.142714    1.427607   -1.236353 
     21          1           0       -4.964509    1.158269   -1.891262 
     22          6           0       -4.382905    2.251693   -0.135740 
     23          6           0       -3.308889    2.582445    0.692104 
     24          1           0       -3.472711    3.231487    1.545896 
     25          6           0       -2.032712    2.095890    0.439752 
     26          1           0       -1.201038    2.351786    1.086812 
     27          6           0       -5.761039    2.796063    0.133618 
     28          1           0       -5.924685    2.945495    1.201865 
     29          1           0       -6.530846    2.120315   -0.241962 
     30          1           0       -5.896256    3.762025   -0.360784 
     31          6           0        2.692116   -2.565343   -0.477672 
     32          6           0        2.692198    2.565321    0.477660 
     33          9           0        1.467508   -2.934225   -0.857579 
     34          9           0        3.319895   -3.608562    0.033491 
     35          9           0        3.349788   -2.117330   -1.528811 
     36          9           0        1.467607    2.934238    0.857584 
     37          9           0        3.319998    3.608518   -0.033520 
     38          9           0        3.349875    2.117296    1.528791 
     39          7           0       -0.512771   -0.724159    0.895759 
     40          7           0       -0.512759    0.724207   -0.895730 
     41          8           0        1.717277   -1.858804    1.847085 
     42          8           0        3.877040   -0.802210    1.126243 
     43          8           0        1.717306    1.858792   -1.847079 
     44          8           0        3.877049    0.802143   -1.126258 
     45         16           0        2.540612   -1.233790    0.818205 
     46         16           0        2.540637    1.233762   -0.818205 
     47          1           0        0.037352   -1.183168    1.617304 
     48          1           0        0.037367    1.183207   -1.617278 
---------------------------------------------------------------------------------------------------------  
E(RM062X) =  -2501.09654106 
Zero-point correction=                           0.337191 (Hartree/Particle) 
Sum of electronic and thermal Enthalpies=           -2500.728235 
Sum of electronic and thermal Free Energies=        -2500.822986 
 
   
(A) (B) (C) 
Figure S4. Optimized structure of 4a and its HOMO. (A) Optimized structure from side view, (B) HOMO from side 
view, (C) HOMO from top view. MOs are vizualized by GaussView 5.0 (isovalue = 0.02). 
 
4.3 Coordinates for optimized geometries of 5 
---------------------------------------------------------------------------------------------------------  
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type           X           Y           Z 
---------------------------------------------------------------------------------------------------------  
      1          6           0       -0.876690   -0.355187   -0.589023 
      2          6           0        0.315700   -0.949888   -0.331298 
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      3          1           0        0.253696   -2.015470   -0.113482 
      4          6           0        1.631230   -0.381725   -0.329044 
      5          1           0        1.763404    0.656784   -0.596248 
      6          6           0        2.678588   -1.172398   -0.007281 
      7          1           0        2.474249   -2.209703    0.252743 
      8          6           0        4.080673   -0.779823    0.039821 
      9          6           0        4.522881    0.490766   -0.358444 
     10          1           0        3.817462    1.222323   -0.733905 
     11          6           0        5.867169    0.815922   -0.288104 
     12          1           0        6.200081    1.797434   -0.602406 
     13          6           0        6.791672   -0.116917    0.181264 
     14          1           0        7.842197    0.142974    0.234351 
     15          6           0        6.366932   -1.380873    0.575875 
     16          1           0        7.082748   -2.107856    0.939514 
     17          6           0        5.020438   -1.709972    0.501953 
     18          1           0        4.685911   -2.695210    0.808595 
     19          6           0       -0.811490    2.108535    0.769705 
     20          6           0       -3.325447   -1.036370    0.805315 
     21          9           0       -1.674908    1.569652    1.614365 
     22          9           0       -1.009739    3.410036    0.695329 
     23          9           0        0.421039    1.871720    1.202666 
     24          9           0       -3.848011    0.169851    0.729423 
     25          9           0       -4.288636   -1.936966    0.875116 
     26          9           0       -2.558694   -1.122664    1.883627 
     27          8           0       -2.393330    1.689722   -1.316076 
     28          8           0        0.107892    1.829833   -1.691690 
     29          8           0       -3.096543   -1.097652   -1.859769 
     30          8           0       -1.818742   -2.774047   -0.464765 
     31         16           0       -2.300167   -1.429711   -0.709120 
     32         16           0       -1.040668    1.378388   -0.938376 
--------------------------------------------------------------------------------------------------------- 
E(RM062X) =  -2158.12679912 
Zero-point correction=                           0.199728 (Hartree/Particle) 
Sum of electronic and thermal Enthalpies=           -2157.903714 




(A) (B) (C) 
Figure S5. Optimized structure of 3c and its HOMO. (A) Optimized structure from side view, (B) HOMO from 





4.4 DFT calculation for internal rotation around the C1–C2 axis of 4b 
To obtain quantitative information on internal rotation around the ‘C=C’ partial bond, we calculated the 
rotational profile of C2-symmetric diphenyl derivative 4b as a model by Firefly 8.0 (Figure S6).8 By rotating a 
N1–C2–N2 plane of stable conformer I ( = 15.2°) in an anticlockwise manner, we found the first transition 
state TS1, the sub-stable conformer II, and the second transition state TS2. The difference of the C1–C2 
interatomic distance was not changed significantly during the rotation (145.5±2.2 pm). With a small rotational 
barrier Hcorr. (6.5 kcal mol−1), easy rotation around the bond in the solution phase can be assumed. Moreover, 
these data suggest that intramolecular hydrogen bonding between the N–H part and the sulfonic oxygen can 
keep the C1–C2 geometry nearly planar, whereas the steric bulkiness of the hydrogen atoms works as a 
separator for the interatomic distance. 
 
Figure S6. Reaction profile for internal rotation of 4b around the C1–C2 axis [B3LYP/6-311+G(d)]. 
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4.5 NBO/NRT analysis 
With the DFT optimized geometry of 4a, an NBO/NRT analysis was conducted by using the NBO 6.0 program 
(Table 9).9 Here in order to evaluate the effects of initial wavefuctions, we examined HF/6-311+G(d,p), 
HF/def2-TZVPP, B3LYP/6-311+G(d,p), M06-2x/6-311+G(d,p) calculations. In the NBO/NRT analysis using 
DFT wavefunctions, we found the  bonding resonance structure A as the major contributor. In contrast, the 
analysis of HF wavefunctions, even by using the def2-TZVPP basis set, yielded the charge-separated resonance 
structure B1 as the major one. By using HF/def2-TZVPP level of theory, we also examined a difference 
between ‘global’ NRT data and ‘local’ NRT data for a N1(N2)C1C2(S1)S2 subset. 
 






4.6 Energy decomposition analysis 
An energy decomposition analysis (EDA)[30] allows evaluation of Pauli-repulsion, electrostatic and orbital 
contributions to the overall interaction energies between two fragments according to  
. 
EDA of the double bond in the compounds of question using M06-2X/TZVP in ADF (2017.114)[10,11] resulted 
in the following values in kJ/mol: 
 
EPauli EEle EOrb ΔEInt 
3a 1375.1 -856.6 -1642.1 -1123.6 
4a 1549.6 -955.6 -1661.3 -1067.3 
5 1509.5 -894.7 -1471.7 -856.9 
3a(N) 1139.0 -698.1 -1072.1 -631.2 
4a(N) 1112.5 -698.8 -1232.1 -818.5 
5(N) 1366.2 -817.3 -1389.3 -840.4 
3a(S) 1125.3 -756.7 -1173.0 -804.5 
4a(S) 1214.8 -804.4 -1256.8 -846.3 
5(S) 2497.7 -793.7 -2483.6 -779.7 
 
Here the names are according to the main paper. Geometries of the two interacting fragments were not 
optimized, but taken from the experiment directly to be consistent with the XWR analyses. (N) denotes a model 
system, where the substituents of the NHp-Tol/NHi-Pr or CH=CHPh groups were exchanged by a single 
hydrogen atom, keeping angles between them fixed and changing only the distance of the hydrogen atom to 
1.115 Å. This was done, because the interaction of fragments of this large size is not only due to the covalent 
C–C bond in question, but also considers electrostatics of side chains or hydrogen bonds broken by separating 
the fragments. Accordingly, (S) denotes the model compound where each of the Tf groups is replaced by a 
single H atom. 
 
The orbital choice for the fragments was done according to the following scheme: 
 
Biradical fragments were chosen, where the two SOMOs were of a shape that resembles one spn-hybrid orbital 
and one p-type orbital axial to the bond which was broken. Identical selection was carried out for the model 
systems.  
 
The comparison of 3a/4a to 5 is somewhat misleading if we want to focus on the C=C double-bond character, 
as the secondary interactions are in the same order of magnitude than direct influences of the C–C bonding, 
which is revealed by comparing each of them to the corresponding (N) systems. Comparison of 3a and 4a 
shows that Pauli repulsion drastically increases when “untwisting” the bond by 174.5 kJ/mol. Meanwhile 
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electrostatic interactions also increase by –99.0 kJ/mol. Orbital energy is increased by –19 kJ/mol, which in 
total leads to a decrease of the total bonding energy of 56.4 kJ/mol for the planar structure compared to the 
twisted structure.  
But considering the presence of hydrogen bonds and other interfragment effects, the trends in the model 
systems seem much clearer. The Pauli repulsion and electrostatic terms for 3a(N) and 4a(N) are almost 
identical, while the orbital overlap drastically increases by 160 kJ/mol when going from 3a to 4a. 5(N) shows 
an even stronger Pauli repulsion, but also much stronger electrostatic and orbital interaction, which is most 
likely due to the 0.1 Å shorter C1–C2 bond compared to 3a and 4a. The model compounds show quite directly 
how the C1–C2 bond is affected by the different geometries and interactions with the Tf groups, without being 
interfered by secondary interactions.  
Assuming the total (T) interfragment interactions in the systems can be broken down into partial energies, the 
following scheme was used to merge model energies of the whole system into a partial sum between functional 





In this assumption, the resulting value (in kJ/mol) would correspond to the difference in energy of secondary 
interactions of fragments and the C–C bond.  
 ET–(ES+EN) 
 Pauli Ele Orb Int 
3a -889.2 598.2 603.0 312.0 
4a -777.7 547.7 827.7 597.6 
5 -2354.4 716.4 2401.2 763.2 
 
If we assume that both interactions are attractive in general, meaning having negative values, positive values 
show that the total bonding energy C1–C2 bond is much more significant than the secondary interactions 
between the two substituent groups. In total, a trend can be observed that the interaction going from 3a over 4a 





5. IR and Raman spectroscopy 
To obtain vibrational information on formal ‘C=C’ bonds in the push-pull ethylenes, we measured IR and 
Raman spectra of 3a, 4a, and 5 in the solid state (Figures S7A, S9A, and S11A). IR spectra of them were also 
measured by using solutions in CHCl3 (5.0 mmol L–1 for 3a and 4a, and 10 mmol L–1 for 5). The solid state IR 
data are compared with IR spectra obtained by frequency calculations using the DFT-optimised geometry (see, 
chapter 4) (Figures S7B, S9B, and S11B). The IR data in CHCl3 solutions are compared with IR spectra 
obtained by frequency calculations using the DFT-optimised geometry at PCM(CHCl3)-M06-2x/6-311+G(d,p) 
level of theory (Figures S7C, S9C, and S11C). Selected vibration vectors in the free molecules are shown in 
Figure S8, S10, and S12. 
 
In IR spectrum of diisopropyl derivative 3a in the solid state (Figure S7B), antisymmetric N–C1–N 
stretching vibration as(N–C1–N) and symmetric one s(N–C1–N) were observed at 1618 and 1547 cm–1 (calc. 1619 
and 1584 cm–1, respectively). The band of 1377 or 1359 cm–1 in the experimental data may be assigned to the 
C1–C2 stretching vibration C1–C2 (calc. 1397 cm–1). On the other hand, as(N–C1–N) and s(N–C1–N) in di-p-tolyl 
derivative 4a were observed at 1594 and 1523 cm–1 (calc. 1614 and 1521 cm–1, respectively) in the solid state 
(Figure S9B). The C1–C2 vibration of 4a (exp. 1374 cm–1, calc. 1371 cm–1) was also observed at similar position 
to the case of 3a. In contrast, the C1–C2 vibration of diene 5 in the solid state was observed at significantly 
higher wavenumber side (exp. 1515 cm–1, calc. 1529 cm–1) (Figure S11B). In the light of typical absorption 
positions for C–C single bond (~1000 cm–1) and C=C double bond (~1640 cm–1), the C1–C2 values in 3a and 4a 
indicate a considerable level of the single-bond character. The ‘C=C(Tf2)’ bond in 5 also shows 
electron-deficient but still pronounced double-bond character. It supports the results of the solid state-IR 
studies that IR spectra of push-pull ethylenes 3a and 4a in CHCl3 were essentially similar to those of the solid 
state (Figures S7C, S9C, and S11C). These data are totally consistent to our conclusions on the basis of 
XWR-derived bond analysis and NMR analysis. 





(A) Experimental IR and Raman spectra in solid 
  
(B) Experimental and theoretical IR spectra in solid (C) Experimental and theoretical IR spectra in CHCl3 
Figure S7. IR and Raman spectra of 3a. Theoretical IR spectra are corrected by scaling factor of 0.975. 
 
 
   
(A) for 1619 cm–1 (B) for 1584 cm–1 (C) for 1397 cm–1 







(A) Experimental IR and Raman spectra in solid 
  
(B) Experimental and theoretical IR spectra in solid (C) Experimental and theoretical IR spectra in CHCl3 





(A) for 1614 cm–1 (B) for 1521 cm–1 (C) for 1371 cm–1 
Figure S10. Frequency vectors obtained by vibration analysis of 4a 
 
 




(A) Experimental IR and Raman spectra in solid 
  
(B) Experimental and theoretical IR spectra in solid (C) Experimental and theoretical IR spectra in CHCl3 
Figure S11. IR and Raman spectra of 5. Theoretical IR spectra are corrected by scaling factor of 0.950. 
 
 
   
(A) for 1601 cm–1 (B) for 1529 cm–1 (C) for 1345 cm–1 
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1. Diffraction experiment, radiation damage 
  
 
Figure S1: First detection image of 1K.H2O measured at BL02B1 of SPring-8 with a curved imaging plate at 25 K. 
The crosshair of the blue lines indicates a resolution of d=0.220 Å. 
 
 
Figure S2: Last detection image of 1K.H2O. The crosshair of the blue lines indicates a resolution of d=0.436 Å. 
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Figure S3: Maximum resolution for the most highly resolved reflection that exceeds the intensity of 190 counts 
on the imaging plate as a visualization of the radiation damage process. 
 
 
Table S1: Intensity statistics after correction of radiation damage. The final data set was cut at a maximum 
resolution of d = 0.45 Å. 
Resolution  
shell (Å) 






Inf-1.44 275 100 7,67 0.0207 
1.44-0.95 634 100 7,99 0.0267 
0.95-0.75 937 100 7,95 0.0309 
0.75-0.66 863 100 7,69 0.0381 
0.66-0.60 881 100 7,7 0.0440 
0.60-0.55 1060 100 7,55 0.0512 
0.55-0.52 863 100 7,31 0.0613 
0.52-0.49 1070 100 7,13 0.0713 
0.49-0.47 868 100 7,12 0.0869 
0.47-0.45 992 100 6,63 0.0971 
0.45-0.44 624 100 6,54 0.1106 
0.44-0.42 1362 100 6,26 0.1308 
0.42-0.41 768 100 6,07 0.1529 
0.41-0.40 849 100 5,72 0.1679 
0.40-0.39 938 99,9 5,72 0.2013 
0.39-0.38 1068 99,9 5,62 0.2239 
0.38-0.37 1127 99,7 5,29 0.2539 
0.37-0.36 1330 99,1 5,25 0.2912 

















Number of detector image
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2. Multipole modeling 
Multipole modeling was carried out in the software XD2006 (A Computer Program Package for Multipole 
Refinement, Topological Analysis of Charge Densities and Evaluation of Intermolecular Energies from 
Experimental and Theoretical Structure Factors. A. Volkov, P. Macchi, L. J. Farrugia, C. Gatti, P. 
Mallinson, T. Richter, T. Koritsanszky, 2006). Local coordinate systems were applied as follows (for the 
atom numbering see Figure 1 in the main manuscript): C1 and C2 without symmetry constraints (1); C3, 
C4, O2, O3, O4, O5, N1 with mirror symmetry (m); O1 with mm2 symmetry; all H atoms with 6-fold 
symmetry; K1 and K2 with 2-fold symmetry and further constraints due to their special positions (Table 
S2). O2 was constrained to O3, H11 to H12. Group charges were defined and used as additional 
constraints, disallowing charge transfer: asymmetric unit (neutral), anion 1 (-1), water (neutral), each K 
cation (+0.5). κ-parameters were refined individually for all non-H atoms except for O2 that was 
constrained to O3 and except for both K-atoms, for which κ was kept at 1.0. κ’-parameters were kept at 
1.0 for all non-H atoms. For H-atoms, κ/κ’ were chosen as 1.3 and 2.0. 
 
Table S2: Chemical constraints for K atoms due to their special positions  
 K1 K2 
Coordinates kept constant x, z z 
Further positional constraints none x = y 
Constraints for ADPs 0,5 U11 = U12 
0,5 U13 = U23 
U11 = U22 
U13 = - U23 
 
During the refinement procedure, the scale factor was refined first, followed by monopoles, dipoles and 
quadrupoles for all atoms except the spherical K atoms. Subsequently, C-H and N-H bond distances in 
1 were elongated to values from the QM/MM geometry optimization in the crystal environment (model 
C) in this study (see main text for details). O-H bond distances in water were elongated to values from 
neutron diffraction (L. A. Malaspina, A. J. Edwards, M. Woinska, D. Jayatilaka, M. J. Turner, J. R. Price, 
R. Herbst-Irmer, K. Sugimoto, E. Nishibori, S. Grabowsky, Cryst. Growth Des. 2017, 17, 3812-3825). 
The H-atom positions were fixed in subsequent refinements, only their isotropic displacement 
parameters were further refined. For all C-, O- and N-atoms, octupoles and hexadecapoles as well as 
anisotropic displacement parameters were refined in the final refinement cycles. Final figures of merit of 
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3. Comparison between theoretical and experimental multipole model and XWR 
 
 
              
     a)           b) 
 
 
               
       c)                  d) 
Figure S4: a),c) Static deformation density maps; b),d) residual electron density maps. a),b) Carboxylate group; 
c),d) epoxide ring. Based on the multipole refinement against the experimental structure factors as described in 
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               a)                                     b) 
               
           c)            d) 
 
Figure S5: a),c) Static deformation density maps; b),d) residual electron density maps. a),b) Amide group; c),d) 
water molecule. Based on the multipole refinement against the experimental structure factors as described in 
Section 2. Blue = positive, red = negative. Black = zero contour line. Contour interval = 0.1 eÅ-3.  
 
Figure S6: Laplacian map of the epoxide ring. Based on the multipole refinement against the experimental structure 
factors as described in Section 2. Blue = positive, red = negative. Black = zero contour line. Contour interval = 
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Figure S7. Laplacian of ED along the N1-C4 bond (plotted with the N atom at position 0 Å, left) for the vacuum 
model (G) with or without K+ counter-cation, the solvent model (S) with or without K+ counter-cation, the crystal 
model (C), the enzyme model (P), an experimental (XD) and a theoretical (MM (C)) multipole model. The 
theoretical multipole model is based on synthetic structure factors calculated in a pseudo-periodic environment 
with the software Denprop. The theoretical multipole model deviates as strongly from the theoretical models as 























Figure S8. Isosurfaces of the interaction density for a) the experimental multipole model (isovalue ±0.034 e Å-3), 
b) the XCW fitting (isovalue ±0.067 e Å-3), c) the XCW fitting (isovalue ±0.134 e Å-3). Red regions correspond to 
higher ED compared to the in-vacuo state, blue to lower ED. 
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Figure S9: Geometry used in the model S (w K). The atomic radii used in the COSMO model are: K 2.223 Å; O 
1.720 Å and C 2.000 Å. Therefore, it is ensured the solvation model does not separate the two entities from 




4. Difference in bond densities 
 
Figure S10: Sum of the number of electrons shifted (Ne in e) for all bond-centered difference density grids. The 
differences of the vacuum model (G) with or without K+ counter-cation, the solvent model (S) with or without K+ 
counter-cation and the enzyme model (P) are always calculated with respect to the crystal model (C).  




G (w K )
G(w/o K)
C4-O4 N1-H3 N1-H4 C4-N1 C1-C2 C1-O1 C2-O1 C3-O2 C3-O3
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Movie S1 












Fig. S1. Calibration curve of the HPLC/UV experiment for the determination of solubility of sila-ibuprofen (2) with 




Fig. S2. 1H-NMR spectrum (acetone-d6, 600 MHz) of sila-ibuprofen (2). 





















Concentration of sila-ibuprofen /mg L-1















Fig. S4. 29Si-{1H}-NMR spectrum (acetone-d6, 119 MHz) of sila-ibuprofen (2). 
 







Fig. S5. 1H-NMR spectra of the Me-Si group of sila-ibuprofen (2) in a 0.9% NaCl solution, kept at room temperature. 








Fig. S6. 1H-NMR spectra of the Me-Si group of sila-ibuprofen (2) in a 0.9% NaCl solution, kept at 4°C. Spectra were 
measured every 28 days. Decomposition is visible after more than a month.  







Fig. S7. 1H-NMR spectrum (acetone-d6/water, 600 MHz) of hydroxysila-ibuprofen (3) directly from the reaction of 








Fig. S8. 13C-{1H}-NMR spectrum (acetone-d6/water, 151 MHz) of hydroxysila-ibuprofen (3) directly from the 
reaction of sila-ibuprofen (2) with Pearlman’s catalyst in an acetone-d6 – water mixture. 







Fig. S9. 29Si-{1H}-NMR spectrum (acetone-d6/water, 119 MHz) of hydroxysila-ibuprofen (3) directly from the 








Fig. S10.  1H-NMR spectrum (acetone-d6, 600 MHz) of hydroxysila-ibuprofen (3) after evaporation of the solvent 
showing condensation to disiloxane (4) at room temperature. 







Fig. S11. 29Si-{1H}-NMR spectrum (acetone-d6, 119 MHz) of hydroxysila-ibuprofen (3) after evaporation of the 










2.) Quantum crystallography 
 
Table S1. Refinement statistics of XWR for 1 and 2. 
Structure Ibuprofen (1) Sila-ibuprofen (2) 
Space group P21/c P21/c 
a /Å 14.465(3) 14.814(3) 
b /Å 7.815(2) 7.972(2) 
c /Å 10.435(2) 10.798(2) 
β /° 99.66(3) 100.70(3) 
V /Å3 1162.9(4) 1253.0(4) 
T /K 25 
Resolution /Å 0.45 
Wavelength /Å 0.3567 
Rint 0.0552 0.0557 
Avg. redundancy 9.49 6.71 
Completeness 1.00 1.00 
Average I/σ 41.3 22.3 
# of refln. measured 132378 105581 
# of unique refln. 13367 14320 
Criterium for observed refln. Fo2 > 2σ(Fo2) 
# of observed refln. 10549 10780 
Weighting scheme w = 1/σ(Fo) 
Final λ 0.40 0.63 
Final χ2 1.7817 2.5273 
Final R1 0.0216 0.0267 
Final wR2 0.0285 0.0365 
Max residual density /eÅ-3 0.183 0.261 
Min residual density /eÅ-3 -0.139 -0.192 
CCDC deposition number 1983628 1983627 
 
Table S2. Full Table of Politzer parameters14 in eÅ-1 or e2Å-2, respectively (V+: Mean positive values, V-: Mean 
negative Values, Π: average deviation from mean value on the surface, σ+2,σ-2 and σTot2 referring to variance of surface 
values for positive, negative and all values of the surface, respectively and ν with an upper limit of 0.250 referring to 
electrostatic balance in interactions of positive and negative regions) for 1 and 2. Calculated using CrystalExplorer.32 
 Ibuprofen (1) Sila-ibuprofen (2) 
V+ 0.0217 0.0246 
V- -0.0306 -0.0302 
Π 0.0240 0.0263 
σ+2 63548 78665 
σ-2 36953 52630 
σTot2 100501 131295 
ν 0.2325 0.2401 






3.) Force-field development and molecular-dynamics simulations 
 
Fig. S12. Visualization of parameters needed to complete the forcefield of 2. Red cylinders denote missing bond-, 




Fig. S13. Plot of the energy comparison between ab initio and force field for the scan around the torsion angles of 








































Fig. S14. Comparison of ab initio energies and force field energies for non-bonded interactions in various orientations 
in a model molecule (a-c) and the active site of the enzyme (d), with color coded sila-ibuprofen (2,red) and amino 























































































































































































































Parameters of the force field used for 1 and 2 in kcal mol-1 Å-2 and kcal mol-1 rad-2, respectively. The parameters 

















Bond (CR Si) 190.6411 1.8677 Dihedral (CB CB CR Si) 0.442 2 180.00 
Bond (Si HSi) 171.6976 1.4972 Dihedral (CB CR Si CR) 0.331 3 0.00 
Bond (CO2M O2CM)a 702.1030 1.2610 Dihedral (CB CR Si HSi) 1.091 1 0.00 
Bond (CR CR)a 306.4320 1.5080 Dihedral (CR Si CR HCMM) 0.000 3 0.00 
Bond (CR HCMM)a 342.9910 1.0930 Dihedral (HCMM CR Si Hsi) 0.301 3 0.00 
Bond (CR CB)a 356.7370 1.4860 Dihedral (CB CB CB CB)a 3.500   2    180.00 
Bond (CR CO2CM)a 275.6310 1.5100 Dihedral (CB CB CB HCMM)a   3.500   2    180.00 
Bond (CB CB)a 401.0680 1.3740 Dihedral (CB CR CR HCMM)a 0.195   3      0.00 
Bond (CB HCMM)a 381.8530 1.0840 Dihedral (CB CR CO2M O2CM)a      0.300   2    180.00 
Angle (CB CR Si) 30.2479 105.4005 Dihedral (CB CB CR CR)a 0.225   2    180.00 
Angle (CR Si HSi) 22.5564 116.2359 Dihedral (CB CB CR HCMM)a  -0.210   2    180.00 
Angle (CR Si CR) 54.1973 114.2112 Dihedral (CB CB CR HCMM)a    0.196   3      0.00 
Angle (Si CR HCMM) 14.9964 110.2184 Dihedral (CB CB CR CO2M)a      0.100   3      0.00 
Angle (CB CB CB)a 48.1450 119.9770 Dihedral (CB CB CB CR)a     3.500   2    180.00 
Angle (CB CB CR)a 57.7880 120.4190 Dihedral (CB CR CR CR)a 0.150   3      0.00 
Angle (CB CB HCMM)a 40.5170 120.5710 Dihedral (CR CR CO2M O2CM)a      0.631   2    180.00 
Angle (CR CR HCMM)a 45.7700 110.5490 Dihedral (CR CB CB HCMM)a 3.500   2    180.00 
Angle (HCMM CR HCMM)a 37.1340 108.8360 Dihedral (HCMM CR CR HCMM)a   0.142   1      0.00 
Angle (CB CR CR)a 54.4060 108.6170 Dihedral (HCMM CR CR HCMM)a  -0.693   2    180.00 
Angle (CB CR HCMM)a 45.1220 109.4910 Dihedral (HCMM CR CR HCMM)a  0.157   3      0.00 
Angle (CB CR CO2M)a 71.9660 109.5000 Dihedral (HCMM CR CO2M O2CM)a    -0.053   3      0.00 
Angle (CR CR CO2M)a   23.7490 98.4220 Dihedral (CR CR CR HCMM)a   0.320   1      0.00 
Angle (HCMM CR CO2M)a 37.7820 108.9040 Dihedral (CR CR CR HCMM)a  -0.315   2    180.00 
Angle (CR CR CR)a 61.2430 109.6080 Dihedral (CR CR CR HCMM)a 0.132   3      0.00 
Angle (CR CO2M O2CM)a 87.0070 114.6890 Dihedral (HCMM CB CB HCMM)a      3.500   2    180.00 
Angle (O2CM CO2M O2CM)a 84.9910 130.6000 Dihedral (CO2M CR CR HCMM)a -0.070   3      0.00 
   Improper (CB CB CB CR)a 2.879   - - 
   Improper (CB CB CB HCMM)a      1.079 - - 
   Improper (CB CR CB CB)a        2.879 - - 
   Improper (CO2M O2CM CR O2CM)a     12.810 - - 









Lennard-Jones interaction parameters of the force field. 
Atom Type ε /kcal mol-1 Rmin /Å 
CBa -0.0700 1.9924 
CRa -0.0550 2.1750 
HCMMa -0.0220 1.3200 
CO2Ma -0.0700 2.0000 
O2CMa -0.1200 1.7000 
HSi -0.0152 1.5210 
Si -0.5650 2.3800 
aThese parameters were taken from swissparam.28 
 
Table S5. 
Charges of atoms in the force field used for 1 and 2. 
Atom Type Ibuprofena (1) Sila-ibuprofen (2) 
O2CM -0.9000 -0.9000 
CB,q -0.1435 -0.1435 
CB,t -0.1500 -0.1500 
C02M 0.9060 0.9060 
CR,CH2 0.1435 0.1480 
CR,CH 0.0375 0.0375 
CR,CH3-C/Si 0.0000 0.0000 
HCR 0.0000 0.0000 
HCB 0.1500 0.1500 
HCH/HSi 0.0000 -0.1470 
CH/Si 0.0000 0.1430 
aThese parameters were taken from swissparam.28 
 
The most significant difference in the description between 1 and 2 is the assigned charge to 
the tertiary position where the carbon-silicon-switch was performed. While 1 was described 
without charges on neither carbon nor hydrogen, as usual in CHARMM force fields,29 the 
significant pronunciation of charges observed in the XWR (compare Figure 2) made clear an 
explicit charge was necessary for 2.  
The parameters in Tables S3 to S5 show not only close resemblance to the quantum 
mechanically derived energies (compare Figures S5 and S6), but also are in similar orders of 
magnitude as other parameters used in the CHARMM force field, pointing towards reasonable 
results of the optimization process. 
 








Fig. S15. Plot of arginine-ibuprofen (1,left) and -sila-ibuprofen (2,right) distances for O1-NE and O2-NH atoms (in 
force-field nomenclature, structure shown in figure). There are two subunits in COX-II, which are plotted by color-






























































































Fig. S16. Plot of arginine-ibuprofen (1,left) and -sila-ibuprofen (2,right) distances for O1-NE and O2-NH atoms (in 
force-field nomenclature, structure shown in Figure S7). There are two subunits in COX-I, which are plotted by color-






















































































4.) Averaged non-covalent interaction index (aNCI) 
 
 
Fig. S17. Visualization of residues important for close interactions inside the active site of COX-I after MD of 
ibuprofen (1,left) and sila-ibuprofen (2,right) (color code in Figure 2). Visualization of the aNCI, color code: green = 
weak dispersion interactions, blue = stronger electrostatic interactions, orange = repulsive interactions. 
 
 
5.) Averaged interaction energies 
 
 
Fig. S18. Plot of total interaction energy over time for sila-ibuprofen (2) in COX-II with 13 residues, which had atoms 
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Fig. S19. Plot of interaction energy contributions over time for sila-ibuprofen (2) in COX-II with 13 residues, which 
had atoms in a 4 Å radius around atoms of 2: electrostatic (top), dispersion (mid, upper), polarization (mid, lower) and 





















































ARG GLYALA HSD LEUSER
LEUTYR LEU METVAL PHE





























Fig. S20. Plot of interaction energy contribution over time for ibuprofen (1) in COX-II with 13 residues, which had 
atoms in a 4 Å radius around atoms of 1: electrostatic (top), dispersion (mid, upper), polarization (mid, lower) and 
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Fig. S21. Plot of total interaction energy over time for ibuprofen (1) in COX-II with 13 residues, which had atoms in 
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Fig. S22. Plot of interaction energy contributions over time for sila-ibuprofen (2) in COX-I with 12 residues, which 
had atoms in a 4 Å radius around atoms of 2: electrostatic (top), dispersion (mid, upper), polarization (mid, lower) and 
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Fig. S23. Plot of total interaction energy over time for sila-ibuprofen (2) in COX-I with 12 residues, which had atoms 
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Fig. S24. Plot of interaction energy contributions over time for ibuprofen (1) in COX-I with 12 residues, which had 
atoms in a 4 Å radius around atoms of 1: electrostatic (top), dispersion (mid, upper), polarization (mid, lower) and 
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Fig. S25. Plot of total interaction energy over time for ibuprofen (1) in COX-I with 12 residues, which had atoms in 
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Full Table of averaged interaction energies in COX-II with estimated standard deviation (ESD) from averaging over 
trajectories in kJ/mol. Calculated using tonto, backend of CrystalExplorer.32 
 Ibuprofen (1) Sila-ibuprofen (2) 
Residue Ele Disp Pol Rep Total Ele Disp Pol Rep Total 
Arg -487(24) -17.0(10) -116(9) 178(40) -508(9) -487(25) -16.3(9) -114(9) 173(41) -508(11) 
GlyAla -28(4) -41(6) -16(2) 31.0(11) -38(5) -22(4) -35(5) -15.1(15) 26(9) -34(4) 
Hsd -14(7) -0.7(3) -3.8(10) 0(0) -32(8) -1.6(18) -0.41(8) -2.4(3) 0(0) -19(2) 
LeuSer -19(5) -38(7) -8.2(9) 33(13) -20(5) -18(4) -31(6) -7.7(11) 25(1) -24(4) 
LeuTyr -3(2) -12(3) -2.4(6) 9(6) -15(2) -2.9(17) -14(3) -1.7(3) 9(6) -14(2) 
Leu -5.8(13) -7(2) -3.3(6) 3(3) -21.7(10) -5.4(11) -4.4(17) -3.1(5) 2(2) -21.9(8) 
MetVal 2(4) -15(3) -14(2) 8(5) -18(4) 2(3) -21(4) -8.3(10) 18(8) -8(3) 
Phe 0.8(14) -9(2) -1.36(15) 8(5) -10.2(19) -3(2) -14(4) -1.5(3) 12(7) -12(2) 
SerLeu -20(2) -18(4) -8.1(16) 9(6) -37(3) -27(4) -22(5) -14(3) 16(8) -44(4) 
Trp -1.9(7) -3.7(15) -0.77(12) 0.1(12) -17.6(8) -1.7(7) -6(2) -0.71(11) 0.1(12) -17.4(8) 
Tyr -8(5) -13(3) -10.4(17) 6(4) -28(6) -19(7) -11(3) -9.9(18) 6(5) -39(7) 
Val1 5(2) -5(2) -9(2) 3(3) -14(3) 5(3) -5(2) -12(3) 3(3) -16(3) 
Val2 5(2) -18(4) -6.0(8) 13(7) -6(3) 6(2) -13(4) -4.7(8) 8(5) -8(2) 
Σ -574(90) -195(40) -199(23) 301(103) -764(50) -574 (60) -195(40) -195(22) 296(105) -765(45) 
 
Table S7. 
Full Table of averaged interaction energies in COX-I with ESD from averaging over trajectories in kJ/mol. 
Calculated using tonto, backend of CrystalExplorer.32 
 Ibuprofen (1) Sila-ibuprofen (2) 
Residue Ele Disp Pol Rep Total Ele Disp Pol Rep Total 
Arg -449(25) -19.7(16) -98(9) 134(39) -494(12) -465(24) -19.1(11) -111(8) 161(39) -492(10) 
GlyAla -29(4) -34(4) -12.0(10) 31(10) -51(7) -28(5) -40(5) -14.9(15) 30(10) -57(4) 
LeuSer -16(4) -35(7) -7.4(9) 25(11) -16(5) -18(4) -29(7) -8.6(12) 20(10) -38(5) 
LeuTyr -1.7(14) -10(3) -1.9(4) 4(3) -31(5) -0.6(11) -4.6(12) -1.34(16) 0.4(5) -5.4(16) 
Leu -5.4(10) -4.5(19) -3.2(5) 2(2) -7.1(9) -5.3(9) -3.3(15) -3.1(5) 0.7(14) -10.2(17) 
MetVal -2(5) -34(6) -21(3) 27(10) -9(5) 5(4) -31(6) -13(2) 22(9) -18(5) 
Phe 0.1(14) -9(2) -1.09(12) 8(5) -15(4) -0.1(14) -10(2) -1.13(13) 10(5) -3.3(9) 
SerLeu -24(3) -23(4) -6.9(9) 19(8) -25(4) -26(3) -23(4) -10.3(13) 19(8) -43(4) 
Trp -1.8(8) -7(2) -0.57(7) 0.5(26) -17(2) -1.7(8) -7(2) -0.74(10) 1(3) -8(2) 
Tyr -103(15) -18(2) -45(4) 98(29) -88(5) -99(13) -13.2(17) -43(4) 95(27) -89(5) 
Val1 3(3) -7.3(19) -12(2) 6(4) -14(4) 10(4) -8(2) -12(2) 7(4) -1(4) 
Val2 6.3(20) -14(3) -4.9(7) 8(5) 4(2) 2(3) -20(4) -6.5(8) 18(8) -9(3) 









6.) Free energy perturbation (FEP) calculations 
 
 
Fig. S26. Plot of ∆G against λ for COX-II, corresponding to the free energy change at each level of perturbation 
during the simulation.  
 
 
Fig. S27. Plot of ∆G against λ for COX-I, corresponding to the free energy change at each level of perturbation 
during the simulation. Color code as above. 
 
7.) Toxicological investigations 
 
Cell cultures and experimental incubations 
The C6 glioma cell line was purchased from the European Collection of Authenticated Cell 
Cultures (Lot number: 17A034, passage number: +2). The cells were cultured as recently described 
in detail.39 Briefly, the cells were cultured in cell culture medium (90% Dulbecco’s modified 
Eagle’s medium (DMEM) containing 25 mM glucose, with 10% fetal calf serum (FCS), 44.6 mM 
sodium bicarbonate, 1 mM pyruvate, 18 units/mL penicillin G and 18 µg/mL streptomycin) in 
175 cm2 flasks at 37°C with 10% CO2 in humidified atmosphere in incubators from Sanyo (Osaka, 
Japan). Cells were subcultured after reaching approximately 80% confluency by washing the cells 
with 10 mL of pre-warmed (37°C) phosphate-buffered saline (PBS; 10 mM potassium phosphate 
buffer pH 7.4, 150 mM NaCl). Subsequently, cells were detached by incubation in 10 mL PBS 
containing 0.05 % trypsin for 5 min at 37°C with 10% CO2. After addition of 10 mL cell culture 
medium the cell suspension was centrifuged for 5 min at 400 g, the supernatant was aspirated, and 
the cell pellet was resuspended in 10 mL fresh cell culture medium. The cell number in the 
suspension was determined using a Neubauer counting chamber. For experiments cells were 
seeded in 1 mL cell culture medium into wells of 24-well plates at a density of 50,000 viable 
cells/well and were used for experiments 24 h after seeding.  
Cells were then exposed to ibuprofen (1) or sila-ibuprofen (2) by adding 10 µL of a 100-times 
concentrated stock in ethanol to the cell culture medium to yield final concentrations of up to 
1000 µM of the substances and 1% ethanol. Cells were subsequently incubated for 24, 48 or 72 h 
at 37°C with 10% CO2. After incubation the cell morphology was examined by phase contrast 






microscopy and the incubation media were harvested to determine the extracellular lactate 
dehydrogenase (LDH) activity as indicator for potential membrane impairment. The cells were 
washed and treated as described below to determine cellular LDH activity, cellular WST-1 
reduction capacity and cellular protein content.  
 
Measurement of LDH activity and protein content 
The extra- and intracellular LDH activity was determined as described previously in detail.40 
Briefly, 10 µL of the harvested incubation medium were used for the determination of the 
extracellular LDH activity. For the determination of the cellular LDH activity the cells were 
washed twice with 1 mL ice-cold (4°C) PBS and subsequently lysed with 1% (w/v) Triton X-100 
in DMEM for at least 30 min at 4°C. 10 µL of the lysates were used to determine the cellular LDH 
activity.  
For determination of the cellular protein content, the cells were washed twice with 1 mL ice-
cold (4°C) PBS and the dry cells were stored at -20°C before the protein content of the cells was 
determined using the Lowry method40 with bovine serum albumin as a standard protein.  
 
Determination of extracellular lactate and cell-dependent WST1 reduction 
The lactate concentration in media samples was determined as described previously.41 Briefly, 
media samples harvested after a total incubation time of 72 h were diluted 1:5 in pure water. 10 µL 
of diluted media samples were mixed with 170 µL pure water in wells of a 96-well plate. 
Subsequently, 180 µL of freshly prepared reaction mixture (5.6 mM NAD+, 37.7 units/mL LDH, 
3.89 units/mL glutamate pyruvate transaminase (GPT) in 500 mM glutamate/KOH buffer, pH 8.9) 
were added to each well and the plate was incubated for 90 min at 37°C in the humidified 
atmosphere of an incubator and the absorbance at 340 nm was measured in a Sunrise microtiter 
plate spectrophotometer (Tecan, Crailsheim, Germany). 
The WST-1 reduction of the C6 glioma cells was determined using a modification of a method 
described recently in detail.42 After the incubation the incubation medium was aspirated and the 
cells were washed twice with 0.5 mL pre-warmed (37°C) glucose-free incubation buffer (IB: 20 
mM HEPES, 145 mM NaCl, 5.4 mM KCl, 1.8 mM CaCl2, 1 mM MgCl2, 0.8 mM Na2HPO4, pH 7.4) 
and subsequently incubated with 200 µL IB containing 5 mM glucose, 400 µM WST-1 and 50 µM 
menadione. After 30 min incubation at 37°C, 50 µL of the incubation medium was taken, mixed 
with 150 µL pure water in wells of a microtiter plate and the absorbance at 405 nm was measured 
in a Sunrise microtiter plate spectrophotometer (Tecan, Crailsheim, Germany). 
 
Materials 
Dulbecco’s modified Eagle’s medium (DMEM) and penicillin/streptomycin solution were 
purchased from Invitrogen-Gibco (Darmstadt, Germany). Fetal calf serum (FCS), menadione, 
ethanol and Triton X-100 were obtained from Sigma (Steinheim, Germany). DMSO was obtained 
from VWR Chemicals (Darmstadt, Germany). Trypsin solution was purchased from Biochrom 
(Berlin, Germany). WST-1 was obtained from Dojindo (Munich, Germany). 2-[(4-
bromomethyl)phenyl]propionic acid and dimethylchlorosilane were obtained from abcr 
(Karlsruhe, Germany) and ibuprofen (1) sodium salt was purchased from Merck (Darmstadt, 
Germany). The enzymes lactate dehydrogenase (LDH) and glutamate pyruvate transaminase 
(GPT) were obtained from Roche Diagnostics (Mannheim, Germany) 
Other chemicals of the highest purity available were purchased from Merck (Darmstadt, 







Germany) or Riedel-de-Haën (Seelze, Germany). Sterile 175 cm2 flasks were obtained from VWR 
(Darmstadt, Germany). Sterile 24-well cell culture plates and unsterile 96-well microtiter plates 
were obtained from Sarstedt (Nümbrecht, Germany). 
 
 
Fig. S28.  
Time- and concentration-dependent effects of ibuprofen (1) or sila-ibuprofen (2) on the viability and metabolic activity 
of C6 glioma cells. The cells were incubated for up to 72 h (A, B) or for 72 h (C-F) with 1 or 2 in the concentrations 
indicated before the cellular (A, B) and extracellular (C) LDH activity, the cellular protein content (D), the cell-
dependent WST1 reduction (E) and the lactate release (F) were determined. The data represent means ± SD of values 
obtained in 3 experiments performed on different passages of C6 cells. Significant differences compared to the control 
condition (0 µM of the compound) were calculated by ANOVA (followed by the Bonferroni post hoc test) and are 
indicated by *p<0.05, **p<0.01 and ***p<0.001. Significant differences between the data obtained for incubations 
with 1 or 2 in a given concentration were calculated by the paired t-test and are indicated by #p<0.05. 






8. Enzyme activity measurements to determine IC50 values 
 
Table S8. 
Inhibition (% of control) of COX-I and COX-II by 1 and 2, one repetition each 
 Ibuprofen (1) Sila-ibuprofen (2) 
Concentration /µM COX-I COX-II COX-I COX-II 
0.1 16.9 11.0 29.3 28.9 19.1 23.1 16.7 16.0 
0.316 4.8 7.0 39.8 44.3 26.3 26.5 18.3 23.8 
1.0 -0.6 22.9 54.8 53.3 19.0 20.8 34.6 28.3 
3.16 5.0 11.1 54.0 57.9 19.5 24.7 47.5 45.8 
10 6.4 20.1 68.1 67.6 33.9 35.7 57.2 53.3 
31.6 54.7 72.6 85.5 79.6 57.4 64.9 70.6 74.9 






Concentration-dependent inhibition of COX-I and COX-II by ibuprofen (1, “ibu”) and sila-ibuprofen (2, “sila”). 
Shown are also the fitted regression curves for the compounds investigated as well as for the reference substances 
diclofenac and NS398 used for validation of the test systems. 
 
 
9. References to methods and software used in the bonding analysis 
 
 Quantum Theory of Atoms in Molecules (QTAIM)43: software AIMAll.44 
 Electron Localizability Indicator (ELI)45; Raub-Jansen index46: software DGrid-5.0.47 
 Natural bond orbitals (NBOs) including natural population analysis (NPA) and natural 
localized molecular orbitals (NLMOs)48; natural resonance theory (NRT)49: software 
NBO-7.0.50 
 Electrostatic potential (ESP) plotted using VMD51 based on a grid file calculated with 











































10. Captions for other Supporting Information 
Movie S1. 
Guided visual representation of sila-ibuprofen – COX-II complex (ball and stick representation for sila-ibuprofen and 
NewCartoon52 for COX-II 0:00 – 0:10), amino acid residues of importance (licorice representation, 0:10 – 0:33) and 
aNCI isosurfaces (starting from 0:19) with color code; then a side by side comparison of sila-ibuprofen (2,left) and 
ibuprofen (1,right) aNCI plots. Representations were created using VMD 1.9.351 and the video rendered using Blender 
2.79b.53 Geometries used for the visualization of the atom positions correspond to the last frame of a 1 ns production 
run, the aNCI is averaged over 1000 frames of this run. 
Data S1. (separate file: interaction_energies.xlsx) 
Interaction energies for each frame and the analysis of average and wRMSD, separated by contribution (Ele, Disp, 
Pol and Rep) and in total for sila-ibuprofen and ibuprofen, respectively, as well as a tab with summary for both. 
Data S2. (separate file: bond_length_plots.xlsx) 
O-N bond lengths in each frame of MD for sila-ibuprofen and ibuprofen, respectively, both subunits. 
Data S3. (separate files: bond_order.xlsx) 
Bond properties from QTAIM and NBO analysis for all bonds and ELI-D for selected bonds. 
 
Data S4. (separate files: *.cif, *.fcf and *.pdf) 
Crystallographic information files (CIFs) of 1 and 2, including measured reflection intensities and checkcif reports. 
 
Data S5. (separate file: biochemical_data.csv) 
Names, SMILES notation and IC50 values of ibuprofen 1 and sila-ibuprofen 2. 
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[283] S. Grabowsky, T. Pfeuffer, L. Chȩcińska, M. Weber, W. Morgenroth, P. Luger, T. Schirmeister, Eur. J. Org.
Chem. 2007, 2007(17), 2759–2768.
[284] S. Grabowsky, D. Jayatilaka, R. F. Fink, T. Schirmeister, B. Engels, Z. Anorg. Allg. Chem. 2013, 639(11),
1905–1921.
[285] G. Jeffrey, The Application of Charge Density Research to Chemistry and Drug Design, Springer US,
Boston, MA, 1991.
[286] C. Gatti, P. Macchi, Modern Charge-Density Analysis, Springer-Verlag GmbH, Dordrecht, 2012, 1–78.
[287] M. Mladenovic, M. Arnone, R. F. Fink, B. Engels, J. Phys. Chem. B 2009, 113(15), 5072–5082.
[288] M. A. Spackman, P. G. Byrom, M. Alfredsson, K. Hermansson, Acta Cryst. 1999, A55(1), 30–47.
[289] B. Dittrich, M. A. Spackman, Acta Cryst. 2007, A63(5), 426–436.
[290] N. Brown, Bioisosterism in medicinal chemistry, vol. 54, Wiley Online Library, 2012.
[291] N. A. Meanwell, J. Med. Chem. 2011, 54(8), 2529–2591.
[292] C. F. Matta, A. A. Arabi, D. F. Weaver, Eur. J. Med. Chem. 2010, 45(5), 1868 – 1872.
[293] B. Dittrich, C. F. Matta, IUCrJ 2014, 1(6), 457–469.
[294] R. Coulombe, P. Grochulski, J. Sivaraman, R. Ménard, J. S. Mort, M. Cygler, EMBO J. 1996, 15(20),
5492–5503.
[295] H. A. Chapman, R. J. Riese, G.-P. Shi, Annu. Rev. Physiol. 1997, 59(1), 63–88.
[296] P. Pyrko, A. Kardosh, W. Wang, W. Xiong, A. H. Schönthal, T. C. Chen, Cancer Res. 2007, 67(22),
10920–10928.
[297] World Health Organization, WHO model list of essential medicines: 20th list 2017.
[298] M. Baumann, I. R. Baxendale, Reaction Chemistry & Engineering 2016, 1(2), 147–150.
[299] K. D. Rainsford, Ibuprofen, John Wiley & Sons, Ltd, 2015.
[300] M. T. Donnelly, C. J. Hawkey, Aliment. Pharm. Therap. 1997, 11(2), 227–235.
[301] R. A. Momin, D. L. De Witt, M. G. Nair, Phytother. Res. 2003, 17(8), 976–979.
[302] S. H. Yalkowsky, Y. He, P. Jain, Handbook of aqueous solubility data, CRC press, 2016.
[303] M. Moir, J. J. Danon, T. A. Reekie, M. Kassiou, Expert Opin. Drug Discovery 2019, 14(11), 1137–1149.
[304] T. Cernak, K. D. Dykstra, S. Tyagarajan, P. Vachal, S. W. Krska, Chem. Soc. Rev. 2016, 45, 546–576.
[305] M. C. White, J. Zhao, J. Am. Chem. Soc. 2018, 140(43), 13988–14009.
[306] R. Hoffmann, Angew. Chem. Int. Edit. 1982, 21(10), 711–724.
[307] D. Seebach, Angew. Chem. Int. Edit. 1979, 18(4), 239–258.
[308] M. Geyer, E. Wellner, U. Jurva, S. Saloman, D. Armstrong, R. Tacke, ChemMedChem 2015, 10(5),
911–924.
[309] W. Bains, R. Tacke, Curr. Opin. Drug Disc. 2003, 6(4), 526–543.
[310] R. Tacke, S. Dörrich, in Atypical Elements in Drug Design, (Published by J. Schwarz), Springer Interna-
tional Publishing, Cham, 2016, 29–59.
[311] A. K. Franz, S. O. Wilson, J. Med. Chem. 2013, 56(2), 388–405.
[312] N. F. Lazareva, I. M. Lazarev, Russ. Chem. B. 2015, 64(6), 1221–1232.
[313] N. Takashi, K. Isogai, N. Katunuma, Y. Tarumoto, M. Ohzeki, J. Biochem.-Tokyo 1981, 90(3), 893–896.
[314] T. Towatari, T. Nikawa, M. Murata, C. Yokoo, M. Tamai, K. Hanada, N. Katunuma, FEBS Lett. 1991,
280(2), 311–315.
[315] N. Schaschke, I. Assfalg-Machleidt, W. Machleidt, D. Turk, L. Moroder, Bioorg. Med. Chem. 1997, 5(9),
1789–1797.
[316] N. Schaschke, D. Deluca, I. Assfalg-Machleidt, C. Höhneke, C. P. Sommerhoff, W. Machleidt, Biol. Chem.
2002, 383(5), 849–852.
371
[317] B. J. Gour-Salin, P. Lachance, C. Plouffe, A. C. Storer, R. Menard, J. Med. Chem. 1993, 36(6), 720–725.
[318] B. J. Goursalin, P. Lachance, P. R. Bonneau, A. C. Storer, H. Kirschke, D. Broemme, Bioorg. Chem. 1994,
22(3), 227–241.
[319] A. J. Barrett, A. A. Kembhavi, M. A. Brown, H. Kirschke, C. G. Knight, M. Tamai, K. Hanada, Biochem.
J. 1982, 201(1), 189–198.
[320] G. Dodson, A. Wlodawer, Trends Biochem. Sci. 1998, 23(9), 347–352.
[321] A. J. Beveridge, Protein Sci. 1996, 5(7), 1355–1365.
[322] W. H. Miller, A Tract on Crystallography: Designed for the Use of Students in the University, Deighton,
Bell and Company, 1863.
[323] W. H. Bragg, W. L. Bragg, The Crystalline State: The optical principles of the diffraction of X-rays, by
RW James, vol. 2, G. Bell, 1948.
[324] P. Debye, Ann. Phys. 1914, 43, 49.
[325] I. Waller, Z. Phys. 1923, 17(1), 398–408.
[326] D. Sayre, Acta Cryst. 1952, 5(1), 60–65.
[327] J. Karle, H. Hauptman, Acta Cryst. 1950, 3(3), 181–187.
[328] J. Karle, Acta Cryst. 1971, B27(11), 2063–2065.
[329] G. M. Sheldrick, Acta Cryst. 2015, A71(1), 3–8.
[330] A. van der Lee, J. Appl. Crystallogr. 2013, 46(5), 1306–1315.
[331] G. Oszlányi, A. Süto, Acta Cryst. 2008, A64(1), 123–134.
[332] G. C. Ford, J. S. Rollett, Acta Cryst. 1970, A26(1), 162.
[333] Z. Su, P. Coppens, Acta Cryst. 1997, A53(6), 749–762.
[334] F. L. Hirshfeld, Acta Cryst. 1976, A32(2), 239–244.
[335] R. F. Stewart, J. Chem. Phys. 1969, 51(10), 4569–4577.
[336] J. Bentley, R. F. Stewart, J. Chem. Phys. 1975, 63(9), 3794–3803.
[337] R. F. Stewart, Acta Cryst. 1976, A32(4), 565–574.
[338] R. F. Stewart, Isr. J. Chem. 1977, 16(23), 111–114.
[339] R. F. Stewart, Isr. J. Chem. 1977, 16(23), 124–131.
[340] A. D. Becke, J. Chem. Phys. 1988, 88(4), 2547–2553.
[341] V. I. Lebedev, USSR Computational Mathematics and Mathematical Physics 1976, 16(2), 10–24.
[342] R. Ditchfield, W. J. Hehre, J. A. Pople, J. Chem. Phys. 1971, 54(2), 724–728.
[343] T. H. Dunning, J. Chem. Phys. 1989, 90(2), 1007–1023.
[344] F. Weigend, R. Ahlrichs, Phys. Chem. Chem. Phys. 2005, 7(18), 3297–3305.
[345] K. L. Schuchardt, B. T. Didier, T. Elsethagen, L. Sun, V. Gurumoorthi, J. Chase, J. Li, T. L. Windus,
F. Weigend, F. Furche, R. Ahlrichs, J. Chem. Phys. 2003, 119, 12753–12762.
[346] S. Sadjadi, C. F. Matta, K. H. Lemke, I. P. Hamilton, J. Phys. Chem. A 2011, 115(45), 13024–13035.
[347] T. A. Keith, M. J. Frisch, J. Phys. Chem. A 2011, 115(45), 12879–12894.
[348] S. Sadjadi, C. F. Matta, I. Hamilton, Can. J. Chem. 2013, 91(7), 583–590.
[349] K. Burke, L. O. Wagner, Int. J. Quant. Chem. 2013, 113(2), 96–101.
[350] P. A. M. Dirac, Math. Proc. Cambridge Philos. Soc. 1930, 26(3), 376–385.
[351] T. Chachiyo, J. Chem. Phys. 2016, 145(2), 021101.
[352] M. Gell-Mann, K. A. Brueckner, Phys. Rev. 1957, 106, 364–368.
[353] D. M. Ceperley, B. J. Alder, Phys. Rev. Lett. 1980, 45, 566–569.
[354] S. H. Vosko, L. Wilk, M. Nusair, Can. J. Phys. 1980, 58(8), 1200–1211.
[355] J. P. Perdew, A. Zunger, Phys. Rev. B 1981, 23, 5048–5079.
[356] L. A. Cole, J. P. Perdew, Phys. Rev. A 1982, 25, 1265–1271.
[357] J. P. Perdew, Y. Wang, Phys. Rev. B 1992, 45, 13244–13249.
[358] G. L. Oliver, J. P. Perdew, Phys. Rev. A 1979, 20, 397–403.
[359] J. P. Perdew, K. Burke, M. Ernzerhof, Phys. Rev. Lett. 1996, 77, 3865–3868.
[360] A. D. Becke, Phys. Rev. A 1988, 38, 3098–3100.
[361] C. Lee, W. Yang, R. G. Parr, Phys. Rev. B 1988, 37, 785–789.
[362] A. D. Becke, J. Chem. Phys. 1993, 98(7), 5648–5652.
[363] J. P. Perdew, M. Ernzerhof, K. Burke, J. Chem. Phys. 1996, 105(22), 9982–9985.
[364] A. D. Becke, J. Chem. Phys. 1993, 98(2), 1372–1377.
372
[365] C. Adamo, V. Barone, J. Chem. Phys. 1999, 110(13), 6158–6170.
[366] A. J. Cohen, P. Mori-Sánchez, W. Yang, Chem. Rev. 2012, 112(1), 289–320.
[367] E. G. Hohenstein, S. T. Chill, C. D. Sherrill, J. Chem. Theory Comput. 2008, 4(12), 1996–2000.
[368] Y. Zhao, D. G. Truhlar, Theor. Chem. Acc. 2008, 120(1), 215–241.
[369] J. Tao, J. P. Perdew, V. N. Staroverov, G. E. Scuseria, Phys. Rev. Lett. 2003, 91, 146401.
[370] V. N. Staroverov, G. E. Scuseria, J. Tao, J. P. Perdew, J. Chem. Phys. 2003, 119(23), 12129–12137.
[371] S. Grimme, J. Chem. Phys. 2006, 124(3), 034108.
[372] M. G. Medvedev, I. S. Bushmarinov, J. Sun, J. P. Perdew, K. A. Lyssenko, Science 2017, 355(6320),
49–52.
[373] K. P. Kepp, Science 2017, 356(6337), 496–496.
[374] M. G. Medvedev, I. S. Bushmarinov, J. Sun, J. P. Perdew, K. A. Lyssenko, Science 2017, 356(6337),
496–496.
[375] M. Challacombe, E. Schwegler, J. Almlöf, J. Chem. Phys. 1996, 104(12), 4685–4698.
[376] K. R. Glaesemann, M. S. Gordon, J. Chem. Phys. 1998, 108(24), 9959–9969.
[377] R. A. Kendall, H. A. Früchtl, Theor. Chem. Acc. 1997, 97(1), 158–163.
[378] E. J. Baerends, D. E. Ellis, P. Ros, Chem. Phys. 1973, 2(1), 41–51.
[379] O. Vahtras, J. Almlöf, M. W. Feyereisen, Chem. Phys. Lett. 1993, 213(5-6), 514–518.
[380] F. Weigend, M. Kattannek, R. Ahlrichs, J. Chem. Phys. 2009, 130(16), 164106.
[381] F. Neese, F. Wennmohs, A. Hansen, U. Becker, Chem. Phys. 2009, 356(1), 98–109.
[382] S. Kossmann, F. Neese, Chem. Phys. Lett. 2009, 481(4-6), 240–243.
[383] N. Castillo, C. F. Matta, R. J. Boyd, Chem. Phys. Lett. 2005, 409(4), 265 – 269.
[384] M. P. C. M. Krijn, H. Graafsma, D. Feil, Acta Cryst. 1988, B44(6), 609–616.
[385] T. A. Jones, J.-Y. Zou, S. W. Cowan, M. Kjeldgaard, Acta Cryst. 1991, A47(2), 110–119.
[386] J. Contreras-García, R. A. Boto, F. Izquierdo-Ruiz, I. Reva, T. Woller, M. Alonso, Theor. Chem. Acc.
2016, 135(10), 242.
[387] P. Wu, R. Chaudret, X. Hu, W. Yang, J. Chem. Theory Comput. 2013, 9(5), 2226–2234.
[388] H. Weinstein, Int. J. Quant. Chem. 1975, 9(S2), 59–69.
[389] F. Fuster, B. Silvi, Theor. Chem. Acc. 2000, 104(1), 13–21, cited By 132.
[390] F. R. Wagner, M. Kohout, Y. Grin, J. Phys. Chem. A 2008, 112(40), 9814–9828.
[391] S. Mebs, M. A. Chilleck, Chem. Phys. Lett. 2014, 591, 1–4.
[392] M. Fugel, Dissertation, University of Bremen, 2019.
[393] S. Raub, G. Jansen, Theor. Chem. Acc. 2001, 106(3), 223–232.
[394] A. Gavezzotti, Z. Krist.-Cryst. Mater. 01 May. 2005, 220(5-6), 499–510.
[395] A. D. Bond, J. Appl. Crystallogr. 2014, 47(5), 1777–1780.
[396] M. J. Turner, S. Grabowsky, D. Jayatilaka, M. A. Spackman, J. Phys. Chem. Lett. 2014, 5(24), 4249–4255.
[397] P. Su, H. Li, J. Chem. Phys. 2009, 131(1), 014102.
[398] A. J. Thakkar, C. Lupinetti, Atomic Polarizabilities and Hyperpolarizabilities: A critical Compilation, pub-
lished by Imperial College Press and disctributed by Scientific Publishing Co., vol. 1 von Computational,
Numerical and Mathematical Methods in Sciences and Engineering, chap. , 2006, 505–529.
[399] S. Grimme, J. Antony, S. Ehrlich, H. Krieg, J. Chem. Phys. 2010, 132(15), 154104.
[400] S. Grimme, S. Ehrlich, L. Goerigk, J. Comput. Chem. 2011, 32(7), 1456–1465.
[401] F. M. Bickelhaupt, E. J. Baerends, Kohn-Sham Density Functional Theory: Predicting and Understanding
Chemistry, John Wiley & Sons, Ltd, New York, 2007, 1–86.
[402] A. E. Reed, R. B. Weinstock, F. Weinhold, J. Chem. Phys. 1985, 83(2), 735–746.
[403] E. D. Glendening, F. Weinhold, J. Comput. Chem. 1998, 19(6), 593–609.
[404] E. D. Glendening, F. Weinhold, J. Comput. Chem. 1998, 19(6), 610–627.
[405] E. D. Glendening, J. K. Badenhoop, F. Weinhold, J. Comput. Chem. 1998, 19(6), 628–646.
[406] W. C. Price, S. S. Chissick, T. Ravensdale, Wave mechanics: the first fifty years, 1973.
[407] K. R. Roby, Mol. Phys. 1974, 27(1), 81–104.
[408] K. R. Roby, Mol. Phys. 1974, 28(6), 1441–1456.
[409] K. R. Roby, Theor. Chim. Acta 1974, 33(2), 105–113.
[410] M. D. Gould, C. Taylor, S. K. Wolff, G. S. Chandler, D. Jayatilaka, Theor. Chem. Acc. 2008, 119(1),
275–290.
373
[411] T. Darden, D. York, L. Pedersen, J. Chem. Phys. 1993, 98(12), 10089–10092.
[412] P. P. Ewald, Ann. Phys. 1921, 369(3), 253–287.
[413] L. Verlet, Phys. Rev. 1967, 159, 98–103.
[414] J.-P. Ryckaert, G. Ciccotti, H. J. C. Berendsen, J. Comput. Chem. 1977, 23(3), 327–341.
[415] W. C. Swope, H. C. Andersen, P. H. Berens, K. R. Wilson, J. Chem. Phys. 1982, 76(1), 637–649.
[416] D. Porezag, T. Frauenheim, T. Köhler, G. Seifert, R. Kaschner, Phys. Rev. B 1995, 51, 12947–12957.
[417] W. F. van Gunsteren, P. K. Weiner, A. J. Wilkinson, Computer simulation of biomolecular systems:
theoretical and experimental applications, vol. 3, Springer Science & Business Media, 2013.
[418] S. B. Dixit, C. Chipot, J. Phys. Chem. A 2001, 105(42), 9795–9799.
[419] D. L. Beveridge, F. M. DiCapua, Annu. Rev. Biophys. Bio. 1989, 18(1), 431–492.
[420] W. F. van Gunsteren, X. Daura, A. E. Mark, Helv. Chim. Acta 2002, 85(10), 3113–3129.
[421] J. Gao, K. Kuczera, B. Tidor, M. Karplus, Science 1989, 244(4908), 1069–1072.
[422] A. Warshel, M. Levitt, J. Mol. Bio. 1976, 103(2), 227–249.
[423] M. J. Turner, J. J. McKinnon, S. K. Wolff, D. J. Grimwood, P. R. Spackman, D. Jayatilaka, M. A.
Spackman, CrystalExplorer17, University of Western Australia, 2017.
[424] M. Fugel, D. Jayatilaka, E. Hupf, J. Overgaard, V. R. Hathwar, P. Macchi, M. J. Turner, J. A. K. Howard,
O. V. Dolomanov, H. Puschmann, B. B. Iversen, H.-B. Bürgi, S. Grabowsky, IUCrJ 2018, 5(1), 32–44.
[425] L. A. Malaspina, A. Genoni, S. Grabowsky, J. Appl. Cryst. 2020.
[426] L. Midgley, L. J. Bourhis, O. Dolomanov, N. Peyerimhoff, H. Puschmann, arXiv: 1911.08847v1 2019.
[427] T. Koga, K. Kanayama, T. Watanabe, T. Imai, A. J. Thakkar, Theor. Chem. Acc. 2000, 104(5), 411–413.
[428] T. Koga, K. Kanayama, S. Watanabe, A. J. Thakkar, Int. J. Quant. Chem. 1999, 71(6), 491–497.
[429] R. Bast, Numgrid: Numerical integration grid for molecules, 2020.
[430] J. Burkardt, SPHERE LEBEDEV RULE: Quadrature Rules for the Unit Sphere, 2010.
[431] B. A. Hess, Phys. Rev. A 1986, 33(6), 3742.
[432] G. Jansen, B. A. Hess, Phys. Rev. A 1989, 39(11), 6016.
[433] A. Wolf, M. Reiher, B. A. Hess, J. Chem. Phys. 2002, 117(20), 9215–9226.
[434] R. Destro, R. E. Marsh, R. Bianchi, J. Phys. Chem. 1988, 92(4), 966–973.
[435] R. W. Grosse-Kunstleve, N. K. Sauter, N. W. Moriarty, P. D. Adams, J. Appl. Crystallogr. 2002, 35(1),
126–136.
[436] S. Thomas, P. R. Spackman, D. Jayatilaka, M. A. Spackman, J. Chem. Theory Comput. 2018, 14(3),
1614–1623.
[437] C. F. Mackenzie, P. R. Spackman, D. Jayatilaka, M. A. Spackman, IUCrJ 2017, 4(5), 575–587.
[438] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, G. Scalmani,
V. Barone, B. Mennucci, G. A. Petersson, H. Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov,
J. Bloino, G. Zheng, J. L. Sonnenberg, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida,
T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, J. A. Montgomery, J. E. Peralta, F. Ogliaro,
M. Bearpark, J. J. Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov, R. Kobayashi, J. Normand,
K. Raghavachari, P. G. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, N. Rega, J. M. Millam,
M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann,
O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. Martin, K. Morokuma, V. G.
Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S. Dapprich, A. D. Daniels, O. Farkas, J. B.
Foresman, J. V. Ortiz, J. Cioslowski, D. J. Fox, Gaussian09 Rev. D 1, Gaussian Inc., Wallingford, 2014.
[439] T. Lu, F. Chen, J. Comput. Chem. 2012, 33(5), 580–592.
[440] J. Contreras-García, E. R. Johnson, S. Keinan, R. Chaudret, J.-P. Piquemal, D. N. Beratan, W. Yang, J.
Chem. Theory Comput. 2011, 7(3), 625–632.
[441] M. Kohout, DGrid (Version 5.0), 2019.
[442] J. Nickolls, I. Buck, M. Garland, K. Skadron, Queue 2008, 6(2), 40–53.
[443] T. A. Keith, AIMAll (Version 19.10.12), 2019.
[444] V. March, Y. M. Teo, X. Wang, in Proceedings of the Fifth Australasian Symposium on ACSW Frontiers,
vol. 68 von ACSW, Australian Computer Society, Inc., Darlinghurst, Australia, Australia, vol. 68 von
ACSW, 2007, 41–48.
374
[445] E. D. Glendening, J. K. Badenhoop, A. E. Reed, J. E. Carpenter, J. A. Bohmann, C. M. Morales,
P. Karafiloglou, C. R. Landis, F. Weinhold, Theoretical Chemistry Institute and Department of Chemistry,
University of Wisconsin, Madison 2018.
[446] G. Henkelman, A. Arnaldsson, H. Jónsson, Comp. Mat. Sci. 2006, 36(3), 354–360.
[447] J. E. Stone, D. Gohara, G. Shi, Comput. Sci. Eng. 2010, 12(3), 66–73.
[448] C. G. J. Jacobi, J. reine Angew. Math. 1846, 51–94.
[449] E. D. Glendening, C. R. Landis, F. Weinhold, J. Am. Chem. Soc. 2019, 141(10), 4156–4166.
[450] D. M. York, M. Karplus, J. Phys. Chem. A 1999, 103(50), 11060–11079.
[451] K. Takegahara, H. Harima, A. Yanase, J. Phys. Soc. Jpn. 2001, 70(5), 1190–1193.
[452] C. Abadía, P. A. Algarabel, B. García-Landa, M. R. Ibarra, A. del Moral, N. V. Kudrevatykh, P. E. Markin,
J. Phys.-Condens. Mat. 1998, 10(2), 349–361.
[453] M. Hudák, D. Jayatilaka, L. Perašínová, S. Biskupič, J. Kožíšek, L. Bučinský, Acta Cryst. 2010, A66(1),
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