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Abstract
We consider p-evolution equations with real characteristics. We give a condition, on the lower
order terms, that is sufficient for well-posedness of the Cauchy problem in Sobolev spaces.  2002
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1. Introduction
We study the Cauchy problem in H∞ for p-evolution equations (p  1) in the sense of
Petrowski. Since we are interested in the well-posedness of Cauchy problem, we assume
that the characteristic roots of the principal polynomial are real (see [2]). Thus our class
of equations encompasses hyperbolic equations (p = 1) and Schrödinger type equations
(p = 2). It is well-known that, when p = 1, the Cauchy problem in H∞ is well-posed
if some conditions – the so-called Levi conditions – hold on the lower order terms: if
Pm−j , j = 1, . . . ,m, denotes the homogeneous part of order m− j of the symbol of the
operator P , where P = Pm + Pm−1 + · · · + P0, and r is the maximum multiplicity of
the characteristic roots, then assumptions are made on Pm−j , with j = 1, . . . , r − 1. Our
result (see Section 2) applies to more general p-evolution equations, thus including the
hyperbolic case as a special one. It was first proved in [1] in the special case of constant
leading coefficients.
E-mail address: agliardi@dm.unife.it (R. Agliardi).
0007-4497/02/$ – see front matter  2002 Éditions scientifiques et médicales Elsevier SAS. Tous droits réservés.
PII: S0007-4497(02) 01 12 1- 1
436 R. Agliardi / Bull. Sci. math. 126 (2002) 435–444
2. Main result
Throughout this paper Sm denotes the class of the pseudo-differential operators
p(x,Dx) whose symbol p(x, ξ) satisfies the following condition:
sup
α,β∈Nn
sup
x,ξ∈Rn
|ξ |B
∣∣∂αξ Dβx p(x, ξ)∣∣〈ξ〉|α|−m <∞
for some B  0. (Here 〈ξ〉 =√1 + |ξ |2.)
Sobolev norms ‖〈Dx〉su‖L2 will be denoted by ‖u‖s .
We will prove the following
Theorem. We consider the following linear differential operator:
P =Πpm(t, x,Dt ,Dx)+
m∑
j=r
aj (t, x,Dx)D
m−j
t , (2.1)
where t ∈ [−T ,T ], x ∈ Rn, and p,m are positive integers. We assume that Πpm is
factorized as follows:
Πpm(t, x,Dt ,Dx)=
r∏
j=1
(
Dt − λ1j (t, x,Dx)
) · · · (Dt − λsjj (t, x,Dx)), (2.2)
with
∑r
j=1 sj =m, sr  sr−1  · · · s1.
We suppose that the λ(t, x, ξ)’s are homogeneous of degree p in ξ and satisfy the
following properties:
(i) λij are real-valued,
(ii) ∂kt λij (t, .) ∈ Sp, k = 0, . . . ,m− 1,
(iii) λij (t, x, ξ) = λhk (t, x, ξ) if i = h and ξ = 0,
(iv) λij − (λij )∗ ∈ S0,
(2.3)
where (λij )
∗ denotes the adjoint of λij . Note that (iv) is trivially true if p = 1.
The lower order terms are of the following form:
aj (t, x,Dx)=
∑
|α|p(j−r)
aαj (t, x)D
α
x , (2.4)
where aαj ∈ B([−T ,T ]; B∞(Rn)).
Let s be a positive integer. If the initial Cauchy data gh are in Hs+p(m−1−h) and
f ∈ C([−T ,T ];Hs), then the Cauchy problem{
Pu(t)= f (t),
Dht u(0)= gh, h= 0, . . . ,m− 1, (2.5)
has a solution u ∈⋂m−rj=0 Cj ([−T ,T ]; Hs+p(m−r−j)(Rn)). Moreover the following energy
inequality holds:
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m−r∑
j=0
∥∥∂jt u(t, .)∥∥s+p(m−r−j)
 C(T )
{
m−1∑
j=0
∥∥∂jt u(t, .)∥∥s+p(m−1−j) +
∣∣∣∣∣
t∫
0
‖f (τ, .)‖s dτ
∣∣∣∣∣
}
. (2.6)
Example. Assume that P =∑pmh=0 Ppm−h where Ppm−h(t, x,Dt ,Dx) denotes
m∑
j=[ h+p−1p ]
∑
|α|=pj−h
aαj (t, x)D
α
xD
m−j
t
and aαj ∈ B([−T ,T ]; B∞(Rn)). Suppose that Ppm does not depend on t, x and that Ppm
can be written in the form:
Ppm(τ, ξ)=
r∏
j=1
sj∏
i=1
(
Dt − λij (Dx)
)
with
∑r
j=1 sj =m, sr  sr−1  · · · s1, λij (ξ) = λhk (ξ) if i = h and ξ = 0, λij (ξ)= λik(ξ)
for some ξ = 0. Moreover the characteristic roots λij are real. Then Ppm(Dt ,Dx) =
Πpm(Dt ,Dx). Thus our theorem is applicable, if P2m−h vanishes for h= 1, . . . , pr − 1.
3. Some preliminaries
Let us first establish an ordering for the λ’s in (2.2), (2.3). Put s¯j = ∑jh=1 sh and
denote λij by λi if j = 1 and by λs¯j−1+1 if j > 1. Let ∂i denote Dt − λi(t, x,Dx). If
J = (j1, . . . , jk) we write {J } = {j1, . . . , jk}, |J | = k, ∂J = ∂j1 . . . ∂jk .
Let J (1)h = {J = (j1, . . . , jh); j1 < · · ·< jh, {J } ⊂ {1, . . . , s1}} and, for k = 2, . . . , r ,
J (k)h =
{
J = (j1, . . . , jh); j1 < · · ·< jh, {J } ⊂ {s¯k−1, . . . , s¯k}
}
.
If λi and λj are distinct, we mean that |λi(t, x, ξ)−λj (t, x, ξ)| c〈ξ〉 for every t, x, ξ ,
with c > 0, which is not as serious a restriction as it may appear at first sight, since we can
modify the λ’s for small |ξ |, if it is necessary. This does not affect the following identities
involving pseudo-differential operators, since they are meant modulo regularizers.
Proposition 3.1. Let P satisfy (2.1)–(2.4). Then, for any positive integer N , P can be
written in the following form:
∂J1 . . . ∂Jr +
∑
J1∈J (1)s1−1,...,Jr∈J
(r)
sr−1
a˜J1,...,Jr (t, x,Dx)∂J1 . . . ∂Jr
+
∑
hi=0,...,si−1
i=1,...,r
∑
Ji∈J (i)hi
ρJ1,...,Jr (t, x,Dx)∂J1 . . . ∂Jr , (3.1)
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where each Jk in the first addendum belongs to J (k)sk , a˜J1,...,Jr ∈ B([−T ,T ]; S0) and
ρJ1,...,Jr ∈ B([−T ,T ]; S−N).
In order to prove this proposition we need some lemmas.
Lemma 3.1. Assume that the λj ’s are distinct for j ∈ {1, . . . , s}. Let us define Jh = {J =
(j1, . . . , jh); j1 < · · · < jh, {J } ⊂ {1, . . . , s}} for h = 1, . . . , s, and J0 = ∅. Let Σh be a
subset of {1, . . . , s} with h+ 1 elements. Then, for any positive integer N , we can write the
identity as the following sum:
∑
J∈Jh{J }⊂Σh
d
(N)
J (t, x,Dx)∂J +
h−1∑
k=0
∑
J∈Jk{J }⊂Σh
r
(N)
J (t, x,Dx)∂J , (3.2)
where d(N)J (t) ∈ S−ph, r(N)J (t) ∈ S−N for every t ∈ [−T ,T ], and ∂∅ = 1.
Proof. Expression (3.2) is proved by induction. For the special case h= 1, for any positive
integer N , and with Σ1 = {i, j }, we note that we can write the identity as follows:
Id = d(N)ij (t, x,Dx)∂j + d(N)ji (t, x,Dx)∂i + r(N)(t, x,Dx), (3.3)
where d(N)ij (t), d
(N)
ji (t) ∈ S−p and r(N)(t) ∈ S−N .
Indeed, if we define
dij (t, x, ξ)=
(
λi(t, x, ξ)− λj (t, x, ξ)
)−1
,
we have:
Id = dij (t, x,Dx)∂j + dji(t, x,Dx)∂i + r(1)(t, x,Dx),
where r(1)(t) ∈ S−1. Then N − 1 applications of this procedure to the last addendum
yield (3.3).
Let 1 < h  s − 1 and Σh be given. Let ν = min{i; i ∈ Σh} and define Σh−1 =
Σh − {ν}. Suppose that
Id =
∑
J∈Jh−1{J }⊂Σh−1
d˜
(N)
J (t, x,Dx)∂J +
h−2∑
k=0
∑
J∈Jk{J }⊂Σh−1
r˜
(N)
J (t, x,Dx)∂J ,
where d˜(N)J (t) ∈ S−ph+p and r˜ (N)J (t) ∈ S−N . For every J in the first sum let iJ ∈
Σh−1 − {J }. Thus, inserting Id = diJ ν∂ν + dνiJ ∂iJ + ˜˜r(N)J (with diJ ν(t), dνiJ (t) ∈ S−p
and ˜˜r(N)J (t) ∈ S−N , as in (3.3)) between d˜(N)J and ∂J , we obtain:∑
J∈Jh−1{J }⊂Σh−1
d
′ (N)
J ∂ν∂J +
∑
J∈Jh−1{J }⊂Σh−1
d
′′ (N)
J ∂iJ ∂J +
h−1∑
k=0
∑
J∈Jk{J }⊂Σh−1
r
′ (N)
J (t, x,Dx)∂J ,
where d ′ (N)J (t), d
′′(N)
J (t) ∈ S−ph and r ′ (N)J (t) ∈ S−N . In order to obtain (3.2), we just
have to put ∂iJ ∂J (in the second term) in the desired form. To the purpose, we employ
the ordering Lemma in Appendix A. Since some pseudo-differential operators of order
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p(1−h)− 1 appear, we insert a suitable term of the form (3.3) to lower their order. Again,
application of the ordering Lemma produces some pseudo-differential operators of order
p(1 − h)− 2. If p  2 the form (3.2) is already established. In the opposite case, we keep
on applying this procedure, until (3.2) is obtained.
Lemma 3.2. Let the λj ’s be as in the preceding lemma. Then for all k = 0, . . . , s − 1 and
for any positive integer N we can write:
Ds−1−kt =
∑
J∈Js−1
c
(k)
J (t, x,Dx)∂J +
s−2∑
h=0
∑
J∈Jh
rJ (t, x,Dx)∂J (3.4)
for some c(k)J and rJ depending on N and belonging to S−pk and S−N respectively, with
respect to the space variables.
Proof. For h= 1, . . . , s − 1, let Σh be a subset of {1, . . . , s} with h+ 1 elements. First we
prove by induction that, for any Σh and for any positive integer N ,
Dht =
∑
J∈Jh{J }⊂Σh
b
(N)
J (t, x,Dx)∂J +
h−1∑
m=0
∑
J∈Jm{J }⊂Σh
r
(N)
J (t, x,Dx)∂J , (3.5)
holds with b(N)J (t) ∈ S0 and r(N)J (t) ∈ S−N .
If i = j , let
cij (t, x, ξ)= λj (t, x, ξ)
λj (t, x, ξ)− λi(t, x, ξ) .
Then, if Σ1 = {i, j }, we can write
Dt = cij (t, x,Dx)∂i + cji(t, x,Dx)∂j + r˜1
where r˜1(t) ∈ Sp−1. Applying (3.3) to the last addendum we obtain (3.5) for arbitrary N .
Let h > 1 and let N and Σh be given. We use the same notation as in the proof of
Lemma 3.1 and we omit the dependence on t , when we specify the order of the operators.
Induction yields:
Dh−1t =
∑
J∈Jh−1{J }⊂Σh−1
b˜
(N+p−1)
J ∂J +
h−2∑
m=0
∑
J∈Jm{J }⊂Σh−1
r˜
(N+p−1)
J ∂J
for some b˜(N+p−1)J ∈ S0 and r˜ (N+p−1)J ∈ S−N−p+1. For every J in this sum there exists
iJ ∈Σh−1 − {J } and then we can write:
Dht =
∑
J∈Jh−1{J }⊂Σh−1
(
cνiJ ∂ν + ciJ ν∂iJ + r˚ (N)J
)
b˜
(N+p−1)
J ∂J
+
h−2∑
m=0
∑
J∈Jm{J }⊂Σh−1
(
cνiJ ∂ν + ciJ ν∂iJ + r˚ (N)J
)
r˜
(N+p−1)
J ∂J ,
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where cνiJ , ciJ ν ∈ S0 and r˚ (N)J ∈ S−N . The expression above is of the form:∑
J∈Jh−1{J }⊂Σh−1
{
βˆJ ∂ν + βJ ∂iJ + γJ + rˆ (N)J
}
∂J
+
h−2∑
m=0
∑
J∈Jm{J }⊂Σh−1
{
ρˆ
(N+p−1)
J ∂ν + ρ(N+p−1)J ∂iJ + ˆˆr(N)J
}
∂J ,
where the β’s belong to S0, γ to Sp−1, the ρ’s to S−N−p+1 and the r’s to S−N . By
using (3.3), we insert a term of the form dνiJ ∂ν + diJ ν∂iJ + r˚ (N+p−1)J between γJ and
∂J , thus replacing γJ ∂J with (δˆJ ∂/ + δJ ∂iJ + r ′ (N)J )∂J , where the δ’s belong to S−1. Now
we operate the terms containing ∂iJ ∂J , by applying the ordering Lemma in Appendix A.
Some terms of order p − 2 appear. If p > 2, we apply again the procedure we used on γ
on these terms, until the pseudo-differential operators we obtain are of order  0. Now we
turn our attention to βJ ∂iJ ∂J : if we apply the ordering Lemma, some pseudo-differential
operators of order p− 1 appear. However they eventually reduce to the desired form, if we
apply a combination of (3.3) and of the ordering Lemma, as many times as it is needed.
Let us now prove (3.4). If k = 0, then setting h = s − 1 in (3.5), we obtain (3.4). If
k > 0, let Σs−1−k = {j1, . . . , jk}. In view of (3.5) we have:
Ds−1−kt =
∑
J ′′∈Js−1−k
{J ′′}⊂Σs−1−k
bJ ′′∂J ′′ +
s−2−k∑
m=0
∑
J∈Jm{J }⊂Σs−1−k
r
(N)
J ∂J (3.6)
with bJ ′′ ∈ S0 and r(N)J ∈ S−N . Denote {1, . . . , s} − {J ′′} by
∑∗
J ′′ . In view of Lemma 3.1,
the right-hand side of (3.6) becomes
∑
J ′′∈Js−1−k
{J ′′}⊂Σs−1−k
bJ ′′
( ∑
J ′∈Jk
{J ′}⊂Σ∗
J ′′
dJ ′∂J ′ +
k−1∑
m=0
∑
J ′∈Jm
{J ′}⊂Σ∗
J ′′
r
(N+p+1)
J ′ ∂J ′
)
∂J ′′
with dJ ∈ S−pk and r(N+1)J ′ ∈ S−N−p+1. Now (3.4) is nearly established, with only the
order of some terms in ∂J ′∂J ′′ reversed. However, as above, we can use the ordering
Lemma and, if it is the case, the identity (3.3), as many times as requested, until the desired
form (3.4) is obtained.
Proof of Proposition 3.1. If sr = 1 then r = m and P = Πpm + ar(t, x,Dx), which is
already in the form (3.1). If sr > 1 we can write P in the form:
Πpm + ar(t, x,Dx)Ds¯r−1+1−rt Dsr−1t +
r∑
j=1
Qj(t, x,Dt ,Dx),
with
Qr(t, x,Dt ,Dx)=
sr−1∑
h=1
ar+h(t, x,Dx)Dm−r−ht
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and for j = 1, . . . , r − 1
Qj(t, x,Dt ,Dx)=
∑
h
ar+h(t, x,Dx)Dm−r−ht ,
where the sum
∑
h runs over all h=
∑r
k=j+1(sk−1)+1, . . . ,
∑r
k=j (sk−1). Note that Qj
is found in the sum only if sj > 1. If sr−1 = 1, since m− r = sr −1, in view of Lemma 3.2,
we write P in the form:
Π2m + ar(t, x,Dx)
( ∑
Jr∈J (r)sr−1
c
(0)
Jr
∂Jr +
sr−2∑
i=0
∑
Jr∈J (r)1
ρ
(N)
Jr
∂Jr
)
+
sr−1∑
h=1
ar+h(t, x,Dx)
( ∑
Jr∈J (r)sr−1
c
(h)
Jr
∂Jr +
sr−2∑
i=0
∑
Jr∈J (r)1
ρ
(N+ph)
Jr
∂Jr
)
,
with c(h)Jr (t) ∈ S−ph and ρ
(M)
Jr
(t) ∈ S−M .
Thus P is in the form (3.1). Generally speaking, let sr−k > 1, but sr−k−1 = 1 for
some k, 1  k  r − 1. We apply Lemma 3.2 to ar(t, x,Dx)Dsr−k−1t . . .Dsr−1−1t Dsr−1t
and to each Qr−j , j = 0, . . . , k, which is written in the form:
Qr−j =
sr−j−1∑
h=1
ar−j+h+sr+···+sr−j+1(t, x,Dx)D
sr−k−1
t . . .D
sr−j−1−1
t D
sr−j−1−h
t
for j  k − 1, and for j = k,
Qr−k =
sr−k−1∑
h=1
ar−k+h+sr+···+sr−k+1(t, x,Dx)D
sr−k−1−h
t .
Then we apply a combination of (3.3) and the ordering Lemma, when necessary, until we
obtain the form (3.1).
4. Proof of the theorem in Section 2
In what follows we prove the theorem in Section 2. At first, we remark that, in view of
Proposition 3.1, our Cauchy problem reduces to a Cauchy problem for a first-order system
with diagonal principal part. Indeed, we define the 2m − 1 entries of the unknown vector
valued function U = (UJ )J∈F ,|J |m−1 as follows: U0 = u and UJ = ∂J u if 0 < |J | 
m − 1, where F denotes {J = (J1, . . . , Jr ); Ji ∈ J (i)hi for some hi ∈ {0, . . . , si} i =
1, . . . , r} and ∂J denotes ∂J1 . . . ∂Jr if J ∈ F . For every J = (j1, . . . , jh) ∈ F , 1  |J |
m− 1, we set UJ = ∂j1U(j2,...,jh) if h > 1 and UJ = ∂j1U0 if h= 1. Thus Pu= f can be
written as:
∂1U(2,...,m) +
∑
J∈F , |J |m−r
a∗J (t, x,Dx)UJ = f,
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with a∗J ∈ B([−T ,T ]; S0). Our problem reduces to the following Cauchy problem:{
DtU −D(t, x,Dx)U −A(t, x,Dx)U =F(t, x),
U(t = 0)= Ψ,
where the entries of the diagonal matrix D are the λ’s, the entries of A belong to
B([−T ,T ]; S0) and the initial values Ψ of U are determined as follows:
U0(t = 0)= g0,
UJ (t = 0)=
∑
k|J |
j1,...,jk∈{J }
j1<···<jk
ϕ
(J )
k (0, x,Dx)g|J |−k, if 0 < |J |m− 1
for some ϕ(J )k (t, x,Dx) ∈ B([−T ,T ]; Spk). From the energy estimate:
‖U(t)‖s  C(T )
(
‖Ψ ‖s +
∣∣∣∣∣
t∫
0
‖F(τ, .)‖s dτ
∣∣∣∣∣
)
,
we obtain:∑
|J |m−1
‖UJ (t)‖s
 C′(T )
{
m−1∑
j=0
‖gj‖s+p(m−1−j) +
∣∣∣∣∣
t∫
0
‖f (τ, .)‖s dτ
∣∣∣∣∣
}
. (4.1)
Let us now express (4.1) in terms of ∂jt u. At first we write∥∥∂jt u(t, .)∥∥s+p(m−r−j) = ∥∥∂
∑r
k=1(sk−1−hk)
t u(t, .)
∥∥
s+ph,
for some hk such
r∑
k=1
hk =m− r − j and sk − 1 − hk  0.
Then we apply Lemma 3.2 with N  ph to each ∂sk−1−hkt , thus obtaining:
∂
j
t u(t, .)=
∑
J∈F , |J |m−r
c˜
(h)
J (t, x,Dx)∂J ,
for some c˜(h)J ∈ B([−T ,T ]; S−ph). Therefore∥∥∂jt u(t, .)∥∥s+2(m−r−j)  ∑
|J |m−1
cJ ‖UJ (t)‖s (4.2)
for some positive constants cJ . If we combine (4.1) with (4.2), we finally get the energy
estimate (2.6).
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Appendix A
Ordering Lemma. Assume that the λj ’s are distinct for j ∈ {1, . . . , s} and let λm be
distinct from every λj with j ∈ {1, . . . , s}. Denote Jh = {J = (j1, . . . , jh); j1 < · · · <
jh, {J } ⊂ {1, . . . , s}} for h= 1, . . . , s. (We mean J0 = ∅ and ∂∅ = Identity.) Let J ′h denoteJh ∪ {J = (j1, . . . , jh−1,m); (j1, . . . , jh−1) ∈ Jh−1}.
Then, for every k = 1, . . . , s and for every J˜ ∈ Jk , we have, for any arbitrary integer
N > 0:
[∂m, ∂J˜ ] =
∑
J∈J ′k
σJ (t, x,Dx)∂J +
k−1∑
h=0
∑
J∈J ′h
ρ
(N)
J (t, x,Dx)∂J , (A.1)
where σJ (t) ∈ Sp−1 and ρ(N)J (t) ∈ S−N .
(Here [ , ] denotes the commutation operation.)
Proof. Let us start with k = 1. Since [∂m, ∂i] ∈ S2p−1, in view of (3.3) we have:
[∂m, ∂i ] = [∂m, ∂i]
(
d
(N+2p−1)
im ∂m + d(N+2p−1)mi ∂i + r(N+2p−1)
)
with d(N+2p−1)im (t), d
(N+2p−1)
mi (t) ∈ S−p and r(N+2p−1)(t) ∈ S−N−2p+1. Thus our claim
holds in this case. If k > 1, then, for J˜ = (j1, . . . , jk) ∈ Jk , we have:
∂m∂J˜ =
(
∂j1∂m + σ (p−1)m ∂m + σ (p−1)j1 ∂j1 + r ′−N
)
∂j2 . . . ∂jk
for some σ (p−1)m (t), σ (p−1)j1 (t) ∈ Sp−1 and r ′−N(t) ∈ S−N . By induction we obtain:
∂m∂J˜ =
(
∂j1 + σ (p−1)m
){
∂j2 . . . ∂jk ∂m +
∑
J∈J ′′k
σ˜J ∂J +
k−2∑
h=0
∑
J∈J ′′h
ρ˜
(N+p−1)
J ∂J
}
+ σ (p−1)j1 ∂J˜ + r ′−N∂j2 . . . ∂jk ,
where σ˜J (t) ∈ Sp−1, ρ˜(N+p−1)J (t) ∈ S−N−p+1 and J ′′h = {J ; (j1, J ) ∈ J ′h}. Note that, for
J ∈J ′′k ,(
∂j1 + σ (p−1)m
)
σ˜J = σ˜J ∂j1 +ω(2p−2)J
with ω(2p−2)J (t) ∈ S2p−2. If we examine our expression, we see that, if p > 1, in order to
put it in the form (A.1), we only have to operate the terms containing ω(2p−2)J . For every
J ∈J ′′k there exists ν ∈ {2, . . . , k+ 1} such that J lacks jν . (We have set jk+1 =m.) Let us
denote such a J by Jν . Then, in view of (3.3), we have:
ω
(2p−2)
Jν
= σˆ (p−2)ν ∂j1 + ωˆ(p−2)ν ∂jν + rν,
where σˆν(t), ωˆν(t) ∈ Sp−2 and rν(t) ∈ S−N . Therefore, in the sum ∑J∈J ′′k ω(2p−2)J ∂J , the
only term that requires further handling is
∑k+1
ν=2 ωˆ
(p−2)
ν ∂jν ∂Jν . Again, induction enables us
to write ∂jν ∂Jν in the desired ordering. However some terms of the form ω
(2p−3)
J ∂J , with
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ω
(2p−3)
J (t) ∈ S2p−3, appear because of this procedure. If p  2, then each term is already
in the desired form. In the opposite case, we apply again this procedure (formula (3.3) and
the inductive hypothesis), as many times as requested, until the form (A.1) is established.
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