In this paper, we construct a new family of operators, prove some approximation results in A-statistical sense and establish some direct theorems for Kantorovich-type integral operators. MSC: Primary 41A10; 41A25; 41A36
Introduction and preliminaries
q-Lagrange polynomials were defined and their statistical approximation properties were investigated. Most recently, the statistical summability of Walsh-Fourier series has been discussed in [] . In this paper, we construct a new family of operators with the help of Erkuş-Srivastava polynomials, establish some A-statistical approximation properties and direct theorems.
Let us recall the following definitions. Let N denote the set of all natural numbers. Let K ⊆ N and K n = {k ≤ n : k ∈ K}. Then the natural density of K is defined by δ(K) = lim n n - |K n | if the limit exists, where |K n | denotes the cardinality of the set K n . A sequence x = (x k ) of real numbers is said to be statistically convergent to L (cf. Fast [] ) provided that for every >  the set {k ∈ N : |x k -L| ≥ } has natural density zero, i.e., for each > , In this case, we write st-lim k x k = L. Note that every convergent sequence is statistically convergent but not conversely. Let A = (a nk ), n, k = , , , . . . , be an infinite matrix. For a given sequence x = (x k ), the A-transform of x is defined by Ax = ((Ax) n ), where (Ax) n = ∞ k= a nk x k , provided the series converges for each n. We say that A is regular if lim n (Ax) n = L = lim x. Let A be a regular matrix.
We say that a sequence
In this case, we denote this limit by st A -lim n x n = L. Note that for A = C  := (c jn ), the Cesàro matrix of order , A-statistical convergence reduces to the statistical convergence.
Construction of a new operator and its properties
The well-known (two-variable) polynomials g (α,β) n (x, y), which are generated by 
Clearly, the defined generating function (.) yields the explicit representation given by
On the other hand, Altin and Erkuş [] presented a multivariable extension of the socalled Lagrange-Hermite polynomials generated by
The case r =  of the polynomials given by (.) corresponds to the familiar (two-variable) Lagrange-Hermite polynomials considered by Dattoli et al. [] . The multivariable polynomials
which are defined by the following generating function [, p., Eq. ()]:
are a unification (and generalization) of several known families of multivariable polynomials including (for example) Chan-Chyan-Srivastava polynomials
defined by (.) (see [] for details). Obviously, the Chan-Chyan-Srivastava polynomials
follow as a special case of the polynomials due to Erkuş and Srivastava [] 
which, in the special case when
The following relationship is established between the polynomials due to Erkuş and Srivastava [] and the Chan-Chyan-Srivastava polynomials by applying the generating functions (.) and (.) in [] .
where it is tacitly assumed that the following set:
which depends upon the i distinct values of the factor x
exists such that
Thus, by assertion (.), we obtain the desired relationship as follows: 
where
Throughout this paper, we assume that
are sequences of real numbers such that
For convenience, taking r = , i = , α  = α  = n in (.), we have
Lemma . For each x ∈ [, ]
and n ∈ N,
Proof Let each x ∈ [, ] be fixed. Then from (.) we get
Lemma . For each x ∈ [, ]
On the other hand, since
it follows from Lemma . and Lemma . that
Combining (.) and (.), we have
Then, taking supremum over x ∈ [, ], we have
is linear, we get 
By (.) and (.), we immediately get
Conversely, suppose that (.) holds. Then from Lemma . we have lim n T
Also from Lemma . it follows that
Therefore, by using (.), we get
Now we claim that
By Lemma ., we have
Now, for a given > , we define the following sets:
Now, using the above facts and taking the limit as j → ∞ in (.), we conclude that Finally, we display an example which satisfies all the hypotheses of Theorem ., but not of Theorem .. Therefore, this indicates that our A-statistical approximation in Theorem . is stronger than its classical case.
Take 
