Information capacity of a symbol sequence is a measure of the unexpectedness of a continuation of given string of symbols. Continuation of a string is determined through the maximum entropy of the reconstructed frequency dictionary; the capacity, in turn, is determined through the calculation of mutual entropy of a real frequency dictionary of a sequence with respect to the reconstructed one. The capacity does not depend on the length of strings in a dictionary. The capacity calculated for various genomes exhibits a multi-minima pattern reflecting an order observed within a sequence.
I. INTRODUCTION
The analysis of statistical patterns in completely sequenced genomes is of great interest. The correlations observed within these latter reflect some biological features of primary structures [1, 2, 3, 4] . In particular, the sequence periodicity of 3 base pairs (bp) indicates the presence of protein coding regions in a genome; more exactly, non-coding regions are invariant against the frame shift of the codon pattern, while the coding ones lack these invariance [5, 6, 7] .
A complexity of patterns observed in a genetic sequence may vary significantly. The complexity itself is a matter of interests of mathematicians, biologists and biophysicists [8, 9, 10, 11, 12, 13, 14, 15] . Screening a genome with respect to a complexity of different fragments of that latter, a student my find various biologically important peculiarities in a nucleotide sequence. Information capacity measurements bring, in turn, a new knowledge towards the genetic entities. Here we present a new approach to determine the information capacity of a symbol sequence, with applications to genetic sequences.
To begin with, it should be stressed, that a symbol sequence has zero information content, zero information capacity, and zero redundancy, being a finite object. To discuss all these issues with particular respect to the genetic entities, one must change a finite sequence for a frequency dictionary of short strings. Such transformation makes a student change a consideration of a finite sequence for the ensemble of (infinite) sequences, which yield the same distribution of frequency of short strings, as a given dictionary determined over a finite sequence; further, we shall no more mention this difference, provided that no misunderstanding occurs. If any, special remarks would be done.
Physically, DNA sequence is a polymer molecule, which could be considered as a symbol sequence from the four-letter alphabet ℵ = {A, C, G, T}, where A refers * Electronic address: msad@icm.krasn.ru to adenine, C refers to cytosine, G refers to guanine, and T refers to thymine. Let N be the length of the sequence, i.e. the number of symbols in it. Further, we shall consider the continuous sequences only; a consideration of unbound sequences is possible, while brings no new comprehension, but the technical problems [16, 17] .
Any continuous string of the length q, 1 ≤ q ≤ N observed within a sequence makes a word ω = ν 1 ν 2 ν 3 . . . ν q−1 ν q (of the length q); here ν j ∈ {A, C, G, T}. A set of all the words (of the given length q) observed at the sequence makes the support of that former (or qsupport, if indication of the length is necessary). Providing each element of a support (i.e., each word ω) with the number n ω of copies of that latter, one gets the dictionary F q of the sequence (of the thickness q). The dictionary F q is a finite object, as well. Changing the number of copies n ω for frequency:
one gets a frequency dictionary W q (of the thickness q). Such definition of frequency requires a connection of a sequence into a ring; the motivation behind such transformation is simple and obvious. Any dictionary of the thickness q could easily be transformed into a thinner dictionary q − 1. To get the dictionary W q−1 , one must sum up the frequency of words differing in the first, or in the last symbol. Being provided over a dictionary F q , these two summations would yield two different results; the difference results from a finite sampling. The starting q − 1 symbols will not be accounted, if the summation would be carried over the first symbol; reciprocally, the ending q − 1 symbols will be lost, if the summation would be carried out over the last symbol. A connection of a sequence into a ring eliminates the problem.
Consider a symbol sequence. Compose, then, a chain of dictionaries W j of increasing thickness j:
(1) Study of statistical properties of symbol sequences means an investigation of the relations between the dictionaries within the chain. A downward transformation, i.e., the transition from W j to W j−1 is simple and unique. On the contrary, the upward transformation is ambiguous, in general. A word ω may have several continuations (not more than 4, in case of nucleotide sequences). Such ambiguity results in a positive information capacity of the relevant frequency dictionary.
II. RECONSTRUCTED FREQUENCY DICTIONARY
An ambiguity of transformation of a thinner dictionary into a thicker one rises a question towards the reconstruction of the dictionary. Indeed, while the downward transformation W j → W j−1 is unique, the upward transformation, in general, generates several dictionaries. A transformation of W j into W j+1 consists in a combination of words from the frequency dictionary W j so, that the dictionary bearing the combined longer words yields the original frequency dictionary. In other words, each combined set f * ν1ν2ν3...νq−1νqνq+1 of longer words must meet the constraint
where f ν1ν2ν3...νq−1νq is the frequency of a word ω = ν 1 ν 2 ν 3 . . . ν q−1 ν q from the given frequency dictionary. Linear constraints (2) eliminate a part of possible combinations of words, but an abundance of the combinations is still great enough.
Since a set of dictionaries {W
q+1 } still meet the constraint (2), one has to figure out a single one that is expected to be the reconstructed entity. Such reconstructed dictionary is identified through the maximum entropy
of a dictioary, where ω * = ν 1 ν 2 ν 3 . . . ν q−1 ν q ν q+1 is a word meeting the linear constraint (2) . The dictionary W q+1 meeting the maximal principle (3) exists always, since the set of the dictionaries which could be combined from the given one is finite.
The frequency of words ω ∈ W q+1 could be figured out explicitly, by LaGrange multiplier method [18, 19, 20, 21] . Frequency of a word ω of the reconstructed dictionary ω is determined by the expression
(4) The expression (4) coincides perfectly to the Kirkwood's approximation [22] ; an absence of the interaction via the third "particle" makes the expression (4) here an exact solution of the problem.
Actually, the maximal entropy principle (3) allows to reconstruct the dictionary W q+l for any l > 1. Here we provide a final formula
see [18, 19, 20] for details. Reconstruction of a thicker dictionary (4) due to the maximum entropy principle yields the dictionary W q+1 (or W q+l , respectively), that bears no outer, additional information. It contains the words of the length q + 1 (of the length q + l, respectively) that are the most probable continuations of the words of the length q. The reconstructed dictionary W q+1 bears all the words that occur at the dictionary W q+1 and, maybe, some other ones. For any q, q ≥ 1
Quite often, the expression (4) is considered to be an evidence of the Markovian property of an original sequence [23] , while that is not true. The expression (4) is derived with no respect to a structure of the sequence. Indeed, this expression coincides to the formula for the Markov process of q-th order. The coincidence is not odd; it means, that Markov model of a sequences realizes the hypothesis of the most probable continuation of a string. We shall discuss this issue further (see section IV A).
III. INFORMATION CAPACITY
Information capacity is a measure of deviation of the reconstructed dictionary (10) from the real one. The deviation could be measure in various ways. The approach based on so called "quality of reconstruction" of dictio- I  II  III  IV  V  VI  VII  VIII  IX  X  XI  2 nary is discussed in [18, 19, 20] . A student may implement a regular Euclidean distance to determine the difference between W q+1 and W q+1 . Here we explore more sensitive and more efficient method to detect the difference between the entities, based on the calculation of mutual entropy.
Mutual entropy of a distribution φ with respect to a distribution ψ * is defined as
where µ is the space of definition of distributions φ and ψ * [24, 25] . Here the distribution ψ * is the equilibrium one. We shall define the information capacity in similar way: real frequency W q should be considered to be a distribution, while the reconstructed dictionary W q should be considered the "equilibrium" one. Such definition holds true, since the q-support of the reconstructed dictionary always cntains the q-support of the real one.
To determine an information capacity of a frequency dictionary W q , one needs to develop the relevant reconstructed dictionary W q (of the same thickness q). Formula (4) is changed for
with (7b) for the case of q = 2. The formulae for the reconstruction of a dictionary of the thickness q over a dictionary of the thickness s, s < q −1 could be provided, as well; further we shall keep within the case of the reconstruction of W q over W q−1 . The expression (6) looks like
for the case of frequency dictionaries. Substituting (7) into (8), one gets
here
Expanding the ratio in (9) into a sum of four terms and summing up over the "extra" indices, one gets
The formulae (10) are changed for S q = (q−s+1)S s −S q −(q−s)S s−1 and S q = qS 1 −S q for the case of (5).
A. Some properties of information capacity
The information capacity defined according to (10) exhibits some peculiarities making the capacity a powerful tool for a study of symbol sequences. Let's consider an estimation for the maximal value of the information capacity (10) . It is evident, that the maximal level of the information capacity would be observed for the case where the reconstructed dictionary W q has the maximal absolute entropy, i.e. f ωi = f ωj , ∀(i, j), while the real frequency of the same thickness must be as far from equilibrium, as possible.
Consider an infinitely long periodical sequence from two-letter alphabet {0, 1}:
. . . 01010101 . . . , with dictionary W 1 having two words (these are the symbols) with equal frequencies. The dictionary W 2 has only two words: 01 and 10, with equal frequencies, so that f 01 = f 10 = 1/2, while f 11 = f 00 = 0. Formula (9b) (see also (10)) yields S 2 = ln 2. Consider, then, an infinite periodical sequence
Again, this sequence exhibits an equilibrium frequency dictionary W 2 and quasi-equilibrium dictionary W 3 ; formula (9a) yields the same value of S 3 = ln 2. Similar sequence could be figured out for any equilibrium dictionary W q ; thus, maximal value of (9) is equal to ln 2 for any q.
The sequence from four-letter alphabet ℵ = {A, C, G, T} with equilibrium dictionary W 1 , and quasiequilibrium dictionary W 2 is evident:
Formula (9b) yields S 2 = 2 ln 2. An infinite periodical sequence (AACCGGTTGAGCATCT) n provides the same pattern of dictionaries, with S 3 = 2 ln 2. Going this way, one obtains S q = 2 ln 2, for any q.
If a sequence is arranged from an alphabet ℵ of the cardinality M , then the upper level of information capacity (9) for such sequence is equal to
The sense of this relation is clear and obvious: that is the indeterminacy of a choice of a word of the length q from the subset of equally distributed ones, with respect to the fact that only a half of all possible words have positive frequency.
B. Information capacity and redundancy of sequences
Intuitively, redundancy is a measure of an excess of information content observed within a sequence. Traditionally, a redundancy is defined through a two-symbol correlations, or two-symbol entropy calculation, in comparison to a single symbol distribution [26, 27, 28, 29, 30] . A study of information capacity of frequency dictionaries provides a researcher with more advanced definition of the sequence redundancy.
Consider again the chain (1) of dictionaries. A frequency dictionary W q is the redundant one, if it guarantees an unambiguous reconstruction of thicker dictionary. Critical thickness d * of the redundant dictionary could be determined constructively; d * is the thickness yielding uniqueness of any word in it. Some biological issues concerning the determination of d * for various segments of genes are presented and discussed in [31, 32, 33, 34] . Definition of redundancy trough the length of the longest common repeat is simple and transparent; meanwhile, it has a serious disadvantage. The measure of redundancy tends to N (here N is the length of entire sequence), for rather simple and obviously redundant sequences, such as periodical ones. On the contrary, the calculation of information capacity is free of that discrepancy. As soon, as S q = 0 for some q, then this thickness of dictionary should be considered as a redundancy measure. Surely, this specific thickness q depends both on a structure of a sequence (whatever one understands for that), and on its length.
C. Information capacity of some real genetic systems
Here we present some results of the information capacity (10) determination for real nucleotide sequences. We studied the complete genomes of bacteria and eukaryotes; all the entities are deposited at EMBL-bank. Table I shows the results of the information capacity calculation for the Schizosaccharomyces pombe yeast complete genome and for protozoan Encephalitozoon cuniculi complete genome. It is evident, that the pattern of information capacity (10) is bell-shaped. Such pattern results from a finiteness of the length of the original sequence. Indeed, as q approaches the length of 20 nucleotides, the abundance of a complete support of a dictionary becomes equal to 4 20 ; this number exceeds 10 12 ; such long genomes are not found yet. The huge number of words follows in a lack of the greater part of them in a dictionary. This exponentially growing abundance follows in a degeneration of a thicker frequency dictionary: the greatest majority of the words occur in a single copy (see section III B and [31, 32, 33, 34] ).
A study of location and value of maximum of information capacity (10) makes sense for the sequences of a close length. Besides, the location (i.e. the thickness q) of the maximum and its value are both sensitive to a structure of a sequence. A degeneracy of a dictionary follows in a shift of the maximum of (10) to shorter words. The genomes are rather diverse, from that point of view.
The behaviour of information capacity for 2 ≤ q ≤ 9 is of the greatest interest. It is evident, that the information capacity (10) varies non-monotonously. An excess of S 2 over S 3 is a well known fact [18, 19, 20] with rather clear biological explanation [1, 3, 41] . The occurrence of two or three minima in the information capacity pattern is a newly established fact. It should be said, that a multi-minima pattern is rather widely spread among the studied genomes, while it is not obligatory. The genome of E.cuniculi exibits a single minimum of the information capacity at q = 5, for all chromosomes. Table II shows the information capacity for 2 ≤ q ≤ 9 for nineteen complete genomes of archeabacteria. Eleven entities have two minima of the information capacity. This table presents a new phenomenon: three genomes exhibit an inversion in the information capacity variation at 2 ≤ q ≤ 4. These are Pyrobaculum aerophilum (identifier AE009441), Thermoplasma acidophilum (identifier AL139299) and Thermoplasma volcanium (identifier BA000011).
The inversion observed in a family of archeabacteria could also be observed in other genomes, with various taxonomy. Table III shows the information capacity determined for 2 ≤ q ≤ 9 over various eukaryotic genomes. Finally, Table IV present the most abundant data concerning the behavior of information capacity (10) for over 150 complete genomes of eubacteria. Few words should be said towards the format of this Table. Due to space limitations, all nomenclature of bacteria is provided in a shortened form. Some lines are identified with the same name of a species; it means, that such entities belong to different strains, or different serovariants. The detailed information concerning the taxonomy of the genome could be retrieved from EMBL-bank by an identifier.
IV. DISCUSSION
A researcher capitalizes a lot from the studies of the statistical properties of nucleotide sequences. Here we propose a novel approach towards the definition of the information capacity of a frequency dictionary of a sequence. The key idea of the information capacity definition is the comparison of real and expected frequency of considerably short strings occurred within a symbol sequence. A definition of an expected frequency is the basic problem in the studies of information properties of such entities.
Basically, there are two approaches to identify an expected frequency. The former is to change a sequence under consideration for some surrogate entity with known (or specially prepared) statistical properties, say, consider a realization of some random process [23, 42] . The latter is to figure out the most expected continuation of a string keeping within the information available at the frequency dictionary, only. Changing an original sequence for surrogate one, a student involves into a study outer, additional information. Such intrusion of the additional information may conflict with reliability of the retrieved knowledge and conspire some fine properties of the original sequence.
Studying the statistical properties of symbol sequences, researchers quite often restrict themselves with the consideration of mono-and dinucleotide distribution [8, 9, 10, 11, 12, 13, 14, 15] . A breakthrough in that direction results from the fundamental studies in Boltzmann's equation [35, 36, 37, 38, 39, 40] , which were successfully converted into the field of bioinformatics [18, 19, 20, 21] . In this paper, we implemented the version of the method of invariant manifolds for figuring out the formula for the most expected continuation of a string. Since the strings are discrete objects, the formula (10) becomes the ex- act solution, on the contrary to the situation of a typical physical situation [22, 36, 38] .
Zero information capacity of a frequency dictionary W q means the exact and unambiguous extension of the given dictionary into any thicker one W k , k > q. This point provides a student with the new tool to define a redundancy of a frequency dictionary. Further, we shall understand the redundancy of a dictionary for the redundancy of a sequence itself. There is a simpler way to define the redundancy; it is based on the determination of the longest repeat within a sequence [31, 32, 33, 34] . It was found that the redundancy of introns exceeds that latter for exons, and the splicing results in a decrease of a general gene redundancy. Meanwhile, it should be stressed, that this simple method of the redundancy determination fails to figure out the situations of highly ordered (e.g. periodical) sequences. The definition of redundancy through an information capacity calculation is free from that discrepancy. It should be kept in mind, that zero value of (10) does not automatically yield an exact and unambiguous reconstruction of a thicker finite dictionary F q . A redundancy, then, is to be considered in two interrelated but individual ways; the former is the measure defined through the F d * perfect expansion up to an entire symbol sequence, and the latter is a high level of predictability of a continuation of each word.
A. Markov models and maximum entropy principle Study of nucleotide sequences with the Markovian processes is rather popular [23, 42] . The motivation behind such popularity is quite transparent: Markov process provides a researcher with numerous ways to fit a specific realization of the process to a given symbol sequence. Basic idea of a search of so called hidden Markov models of a nucleotide sequence consists in a choice of the minimal order Markov process, which matches the sequence satisfactory. It should be said, that this approach distinguishes quite properly coding regions of a genome vs. the non-coding ones [42] . The invariance in triplet distribution found for non-coding regions accompanied with a distinct and well structured pattern of a triplet distribution observed within coding regions [5, 6, 7] makes such good efficiency of Markov models for separation of coding vs. non-coding regions evident.
Formally speaking, there always exists a Markov process, that perfectly fits a sequence. Indeed, Markov process of the d * order developed over a sequence would match this latter perfectly, with no variations, at all. Obviously, such Markov model brings no biological inspiration. Nevertheless, a search for minimal order Markov process matching a sequence may make sense. The key idea of a separation of coding regions from the non-coding ones due to Markov models consists in a seeking for the points of an abrupt change in the order of the relevant process. More fine and effective approach furthering the hidden Markov model is discussed in Section IV C.
B. On a fractal structure of genomes
Comprehensive investigations of statistical properties of nucleotide sequences reveal some interesting (and important) features of that latter. Researchers identify various fractal structures and fractal-like patterns within genetic entities [43, 44] . Probably, the nucleotide sequences are quite complex object exhibiting a great variety of properties, including those, which are suspected to be a fractal pattern. A study of information capacity reveals an increased correlation in a combinations of various strings through the non-monotonic behaviour of that latter observed at different length q of words.
Examination of the tables shows a presence of the genomes that exhibit one, two or three local minima of information capacity (10) . Local minimum observed at the length l means that some combinations of two words of that length prevail among the others. Correlations in short strings occurrence is evident, if several minima of information capacity are observed. The correlations among some short strings are less evident, if a single minimum is observed within a sequence. The point is that such single minimum may result from a finite sampling of a sequence.
Nonetheless, one hardly could explain an occurrence of a single minimum of information capacity (10) by a finite sampling effect, solely. The point is, that the location of such singe minimum varies significantly, for various bacterial genomes. Suppose, the location of the single minimum of information capacity is determined by the finite sampling effect; then, the specific length q of words where the minimum is observed should be the same, for all such genomes. This follows from the dependence of the maximum of (10) ; that former is defined mainly by the finite sampling effect. Basically, the finite sampling effect would manifest through the logarithmic dependence of the position of the maximum (and the minimum, in turn) on the length of a sequence. Observed diversity of the lengths where the minimum occurs breaks down the original supposition. Thus, the local minima (with no respect to the number of these latter observed within a sequence) represent a structure, which might be considered as a fractal pattern; detailed discussion of that matter falls beyond the scope of the paper.
C. Information valuable words
Let's have a look at the definition of information capacity (7). It is evident, that the major contribution into the sum is provided by the terms with the highest possible deviation of real frequency f ω from the most expected one f ω . These are the words of increased information value. More exactly, α, α > 1 be the information value threshold. A word ω ′ is of information value, if it falls out of the range determined by the double inequality
There are two types of information valuable words: the former are the words with an excess of real frequency over the expected one, and the latter are the words with an excess of expected frequency over the real one. We call the words of the first type (of the second type, respectively) the ascending ones (the descending ones, respectively). Whether a word ω is of information value, or not, depends on a structure of a sequence, of the threshold α, and on the length q of a word.
Of course, the choice of α value still is the matter of expertise of a student. There is no formal way to put on the α level. To clarify this point, one has to study the distribution of the words at a dictionary W q over their information value p = fω fω . While the expected frequency f ω is explicitly derived from the real frequency of the words (see (4) ), less in known towards the distribution of words over the real (and expected, in turn) frequency.
Obviously, p max and p min depend on a structure of nucleotide sequence. An estimation for p min is apparent: min p min = 0; less is known concerning the estimation of p max . To clarify this point, more studies should be carried out; they fall beyond the scope of this paper.
Suppose, the threshold value α is put on. The threshold identifies two sets of information valuable words; the former is the ascending one, and the latter is descending one. A quality of being the information valuable word has no monotony: given ascending information valuable word ω (descending word ω, respectively) of the length q may be embedded into a longer one, or may be not. Moreover, if no embedment is found for one symbol longer information valuable words, one can not guarantee the embedment absence into the information valuable words of the length l, where l > q + 1. Besides, a longer information valuable word may incorporate a shorter one with the opposite order of p.
Consider the uniform sets of information valuable words of increasing length: {ω 3 }, {ω 4 }, . . . , {ω q } and {ω 3 }, {ω 4 }, . . . , {ω q } , identified for given α > 1. A chain
is the ascending shoot or descending shoot, respectively. The shortest word within a shoot (12) is a root, and the longest one is an apex. A union of all the shoots with the same root makes a pyramid. Thus, a pyramid may be an ascending, or a descending one. An information valuable word is an entity, where given Markov model changes for another one (of the other order, etc.). A pyramid gathers the entities where the variation of the relevant Markov model takes place in coordination, for all the scales 3 ≤ q ≤ k. Obviously, a simultaneous change of a Markov model could hardly take place occasionally. Hence, the apices of the pyramids (12) identifies the sites within a genome. A study of distribution of the apices alongside a genome [21, 45] shows a high level of the correlation between a location of the apices, and the functional role of the sites, where they occur. Such study makes a core of very promising approach in the investigations of the relation of structure and function of biological macromoleculae, while the detail discussion of that subject falls beyond the scope of this paper.
