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Resumo
A noc¸a˜o de matro´ide constitui uma generalizac¸a˜o amplamente estudada do conceito de
independeˆncia linear de vectores. A presente monografia lida com uma classe estritamente
mais ampla de complexos simpliciais cujos elementos admitem uma representac¸a˜o atrave´s de
uma matriz com entradas no semi-anel booleano, daı´ serem designados booleanamente
representa´veis. Comec¸amos por introduzir os conceitos de representac¸a˜o de um complexo
simplicial atrave´s de uma matriz (booleana) e atrave´s de um reticulado; mostramos que, mediante
certas condic¸o˜es estes conceitos sa˜o equivalentes; e apresentamos formas cano´nicas de ambos
os tipos de representac¸a˜o.
De seguida introduzimos duas possibilidades para quantificar distaˆncias entre complexos
simpliciais booleanamente representa´veis que se baseiam na existeˆncia de um tipo particular
de matrizes booleanas (ditas 1-completas). Estas noc¸o˜es de distaˆncia motivaram as questo˜es
principais discutidas neste trabalho: obter uma caracterizac¸a˜o dos complexos simpliciais que
admitem representac¸o˜es booleanas 1-completas alternativas com conjuntos de linhas disjuntos;
obter majorantes para a distaˆncia entre matro´ides uniformes.
Palavras-Chave: Complexo Simplicial, Complexo Simplicial Booleanamente Representa´vel,
Matro´ide
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Abstract
The notion of matroid constitutes a widely studied abstract generalization of the concept of
linear independence of vectors. This monograph deals with a strictly wider class of simplicial
complexes whose elements admit a representation through a matrix with entries in the boolean
semiring, so they are said boolean representable. We start by introducing the concepts of
(boolean) matrix representation and lattice representation of a simplicial complex; we show that,
under certain assumptions, they are equivalent; and we present canonical forms of both
representations.
We introduce then two possibilities for measuring distances between boolean representable
simplicial complexes relying on the existence of a particular type of boolean matrices (said
1-complete). These notions of distance motivated the main questions discussed in the present
work: getting a characterization of simplicial complexes admitting alternative 1-complete boolean
representations with disjoint sets of lines; and getting upper bounds to the distance between
uniform matroids.
Keywords: Simplicial Complex, Boolean Representable Simplicial Complex, Matroid
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Introduction
The present monograph deals with an emerging class of simplicial complexes (said boolean
representable) first introduced in [1], [2] and [3] and largely discussed in [6]. A simplicial complex
is a pair H = (V,H) where V is a finite nonempty set and H ⊆ 2V is a family containing all the
singletons and satisfying the following property: if X ∈ H and Y ⊆ X then Y ∈ H (we say that
H is closed under taking subsets). The dimension of a simplicial complex H = (V,H) is defined
as dimH := max {|X| | X ∈ H} − 1. Some results of this monograph focus on a narrower class
of simplicial complexes. We say that a simplicial complex H = (V,H) is paving if H contains
every subset X ∈ 2V such that |X| ≤ dimH. We are interested in simplicial complexes up to
isomorphism.
A simplicial complex H = (V,H) is a matroid if it satisfies an aditional axiom, known as
exchange property:
For all X,Y ∈ H with |Y | = |X|+ 1, there exists y ∈ Y \X such that X ∪ {y} ∈ H
Note that, given a matrix over a field, the family of all linearly independent sets of column vectors
is closed under taking subsets and satisfies the exchange property. So the matroid concept,
introduced in [7], constitutes an abstract generalization of the notion of linear independence
of vectors and is widely studied. However, not all matroids arise from a matrix over a field
[5]. Instead, we may consider matrices over the boolean semiring B and a new concept of
independence of columns of such matrices allowing the family of all independent sets of columns
to be closed under taking subsets. We say that a simplicial complex is boolean representable if
it arises from a matrix over B. This new notion of independence constitutes a successful attempt
to get a matricial representation for all matroids, because every matroid is boolean representable.
In fact, this is a strictly wider class of simplicial complexes.
In order to reach this new notion of independence we shall consider matrices up to congruence,
meaning that the order of rows and columns in the matrix is not taken into account. Now, given a
matrixM over B with columns indexed by a set V , we say that a subsetX ⊆ V is independent with
respect to M if M admits a square submatrix with columns indexed by X that, up to congruence,
1
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is lower unitriangular, i.e. of the form 
1 0 0 . . . 0
? 1 0 . . . 0
? ? 1 . . . 0
...
...
...
. . .
...
? ? ? . . . 1

The family of independent subsets of V with respect to M (said HM ) is in fact closed under
taking subsets and therefore the pair HM = (V,HM ) is a simplicial complex; the matrix M is
said a boolean representation of every simplicial complex isomorphic to HM . The simplicial
complexes (up to isomorphism) arising this way from a matrix over B consitute the class of boolean
representable ones.
Another notion of representation of a simplicial complex involves lattices (we only deal with
finite ones throughout this work). Given a finite lattice L and a subset A ⊆ L, we say that L is
∨-generated by A if L = {∨X | X ⊆ A} and express this fact by the notation (L,A). Then we may
consider the family H(L,A) of all subsets X ⊆ A admitting an enumeration X = x1 . . . xk such that
(x1 ∨ . . . ∨ xi) < (x1 ∨ . . . ∨ xi+1) for every index i ∈ {1, . . . , k − 1}. The family H(L,A) is closed
under taking subsets and so H(L,A) := (A,H(L,A)) is a simplicial complex; the ∨-generated lattice
(L,A) is said a lattice representation of every simplicial complex isomorphic to H(L,A).
An important feature of the class of boolean representable simplicial complexes is the
equivalence between these two concepts of representation. More precisely, it is possible
to construct an explicit bijective correspondence between the set of boolean matrices (up to
congruence) and the set of ∨-generated lattices (up to lattice isomorphism). Moreover,
the simplicial complex represented by a matrix or a lattice is preserved under these inverse maps.
Another interesting aspect about this class is the fact that the lattice of flats (a known lattice
representation of every matroid) is still a lattice representation of every boolean representable
simplicial complex. Given a simplicial complexH = (V,H), a flat ofH is a subsetX ∈ 2V satisfying
the following property:
Given Y ∈ 2X ∩H and p ∈ V \X, then Y ∪ {p} ∈ H
For example, in the case of field representable matroids, the set of column vectors belonging to a
given vector subspace is always a flat. This additionally allows the definition of a boolean matrix
MatH with rows indexed by the set of all flats ofH and columns indexed by V . The entry of MatH
corresponding to the flat X ∈ 2V and the point v ∈ V is equal to 0 if and only if v ∈ X. The matrix
constructed in this way constitutes a boolean representation for every boolean representable
simplicial complex. Moreover, every boolean representation of H is in fact a submatrix of MatH.
We focus then on the particular class of paving simplicial complexes, presenting a
characterization of matroids that lie in this class: a paving simplicial complex H = (V,H) of
dimension n ∈ N is a matroid if and only if, for every subset X ⊆ V with |X| = n+ 1, one of
the following conditions holds: X is a simplex of H; or X ⊆ F for some flat F of H. We use this
3condition to handle two examples of paving simplicial complexes of dimension 2 that are, in fact,
matroids.
We shall present some useful notation:
• Given n,m ∈ N, the uniform matroid Um,n is, up to isomorphism, the simplicial complex whose
points are 1, . . . , n and the simplexes are all subsets of {1, . . . , n} with at most m elements.
• Given a boolean matrix X with rows and columns indexed by sets R and V , respectively, we
may write M as an array in the usual way M = (mrv)r∈R,v∈V . Now, for every element r ∈ R,
define the set Z(M)r := {v ∈ V | mrv = 0}; and say that Z(M)r is a line of M if 1 <
∣∣∣Z(M)r ∣∣∣ < |V |.
Use L(M) to denote the set of lines of M .
We narrow now our class of interest even further to consider the class BPav2 of paving
boolean representable simplicial complexes with dimension 2. All such simplicial complexes admit
as a boolean representation a matrix containg all possible rows with exactly one entry equal to
0 (said 1-complete) and these particular boolean matrices will allow us, following a suggestion
of John Rhodes (University of California at Berkeley), to introduce two notions of distance into
BPav2/ ∼= (the set of isomorphism classes of simplicial complexes lying in BPav2). From this
point on, we may use the simplicial complex H to refer to its isomorphism class because the
following definitions do not depend on the representative. We start by defining a graph Dn whose
vertex set consists of all elements of BPav2/ ∼= with some fixed number n ∈ N of points. A pair of
non-isomorphic simplicial complexes H and H′ constitute an edge of Dn if and only if they admit
1-complete boolean representations being one of them obtained from the other by adding exactly
one extra line. Then, we define a graph D whose vertex set is BPav2/ ∼=. A pair of non-isomorphic
simplicial complexes H = (V,H) and H′ = (V ′, H ′) constitute an edge of D if and only if one of
the following conditions holds:
• |V | = |V ′| = n and HH′ is an edge of Dn, for some n ∈ N
• |V ′| = |V |+ 1 and there exist 1-complete boolean representations M (of H) and M ′ (of H′)
such that
M ′ ∼=

M
1
...
1
1 . . . 1 0

Using now the geodesic distance on the graphs D and Dn, we are able to define metrics d
(in BPav2/ ∼=) and dn (in the set of isomorphism classes in BPav2/ ∼= whose elements have
precisely n points, for some fixed n ∈ N). Observe that the previous definitions also allow the
computation of distances involving the simplicial complex represented by the 1-complete boolean
matrix having no lines: the uniform matroid U2,n. So, when dealing with distances, we assume
that U2,n ∈ BPav2.
Note that the metric presented above intends to establish a distance between simplicial
complexes but the objects directly involved in the explicit computation of the distance are
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1-complete boolean matrices. For this reason, it becomes important to find conditions determining
when are two distinct 1-complete boolean matrices representing the same simplicial complex. The
original results of this monograph relate with two major questions:
1. Determine which simplicial complexes lying in BPav2 admit alternative 1-complete boolean
representations M,N with disjoint sets of lines (i.e. such that LM ∩ LN = ∅)
2. Given n ∈ N, get upper bounds for the distance between the uniform matroids U2,n and U3,n
Given a boolean matrix M with columns indexed by a set V , we may define a graph G (M)
with vertex set V and whose edges are precisely the subsets of V with 2 elements that are
contained in some line of M . Interestingly, inside the class BPav2, the set of simplexes of the
simplicial complex HM = (V,HM ) can be easily recovered from the set LM and from the graph
G (M) in the following way:
HM = P≤2(V ) ∪ {X ∈ P3(V ) | |X ∩ L| = 2 for some line L ∈ LM}
= P≤3(V ) \
(
{3-anticliques of G (M)} ∪
⋃
L∈LM
P3(L)
)
We start by using this graph as a tool to reach an answer to a particular case of question 1: the
case where all the lines of one of the matrices M or N have exactly 2 elements (said a short
representation) so coinciding exactly with the set of edges of the respective graph G (M) or G (N).
We conclude that there exist infinitely many such simplicial complexes (up to isomorphism) and
a possible characterization of them is given by the graph associated to the short representation
(say Γ). Up to isomorphism, Γ is precisely of one of the following types:
• Γ is the cyclic graph on 5 vertices
• Γ is obtained from a complete bipartite graph by removing a matching
• Γ is obtained from a complete bipartite graph by adding a trivial connected component
We proceed then to the analysis of question 1 in the remaining cases, i.e. considering that
none of the representations M or N is short. From the fact that the simplicial complexes lie in
the class BPav2 we may deduce an useful property: the sets of edges of G (M) and G (N) are
disjoint. So the graphs G (M) and G (N) can naturally give rise to an edge-colored graph with
two colors whose edges are the elements of the set {edges of G (M)} ∪˙ {edges of G (N)} colored
according to the partition set they lie in. The concept of restriction of a simplicial complex is also
useful to reduce a part of this problem to the previous case. We show that the number of vertices
of such a simplicial complex lies between 5 and 9 and, establishing a forbidden configuration in
the previously defined edge-colored graph, we conclude that, up to isomorphism, there are only
seven simplicial complexes satisfying this desired context.
Regarding question 2, we use the concept of minimum degree (the minimum number of rows
in a boolean representation) and Mantel’s theorem (that presents the maximum number of edges
in a triangle-free graph) to establish natural upper bounds for the distance dn(U2,n,U3,n). We then
improve these estimates using the characterization obtained in question 1, getting a quadratic
upper bound with respect to n in both cases. Finally, we show that a natural linear upper bound is
5possible to attain when considering the distance d(U2,n,U3,n) instead.
This monograph presents the referred topics organized in 5 aditional chapters. Chapter 2
settles general definitions and notation on the main concepts: simplicial complexes, matrices,
lattices, graphs and the boolean semiring. Chapter 3 introduces the notions of representation
of a simplicial complex, their equivalence and the canonical representations. On Chapter 4 we
focus on results about paving simplicial complexes and handle two classical examples of paving
matroids. Chapter 5 presents the main original results about alternative boolean representations
in BPav2. On Chapter 6 we present Mantel’s theorem and some original computations in order to
get a more accurate upper bound to the distance between uniform matroids U2,n and U3,n.
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Chapter 2
General Definitions and Results
2.1 Basic Notation
Notation 2.1.1. Use N = {1, 2, . . .} and N0 := N ∪ {0}.
Notation 2.1.2. Given a nonempty set V and n ∈ N, define [n] := {m ∈ N | m ≤ n},
Pn(V ) :=
{
X ∈ 2V | |X| = n} and P≤n(V ) := {X ∈ 2V | |X| ≤ n}. Moreover, use v1v2 . . . vn to
denote V if V = {v1, v2, . . . , vn} is a finite set.
2.2 General Concepts
2.2.1 Simplicial Complexes
Definition 2.2.1. A simplicial complex is a pair H = (V,H) where V is a finite nonempty set and
H ⊆ 2V is a nonempty family of subsets of V such that P1(V ) ⊆ H and H is closed under taking
subsets, i.e.
If X ∈ H and Y ⊆ X, then Y ∈ H.
Elements of V are called points, elements of H are called simplexes and maximal elements of
H with respect to set inclusion are called facets. Use fctH to denote the set of facets of H. The
dimension of a simplex X ∈ H is dimX := |X| − 1 and the dimension of the simplicial complex H
is dimH := max {dimX | X ∈ H}.
Definition 2.2.2. A simplicial complex H = (V,H) is called:
• Simple if P2(V ) ⊆ H
• Paving if PdimH(V ) ⊆ H
• Uniform if H = P≤dimH+1(V )
• Pure if all the facets have the same dimension
7
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Definition 2.2.3. Simplicial complexes H = (V,H) and H′ = (V ′, H ′) are isomorphic, and we
write H ∼= H′, if there exists a bijection ϕ : V → V ′ such that, for every set X ∈ 2V , X ∈ H if and
only if ϕ(X) ∈ H ′ (such a map ϕ is called a simplicial complex isomorphism).
Definition 2.2.4. A simplicial complexH = (V,H) is a matroid if it satisfies the exchange property :
(EP) For all X,Y ∈ H such that |Y | = |X|+ 1, there exists an element y ∈ Y \X such that
X ∪ {y} ∈ H
Definition 2.2.5. Given a simplicial complex H = (V,H) and a nonempty subset V ′ ⊆ V , the
restriction of H to V ′ is the simplicial complex H|V ′ := (V ′, H ∩ 2V
′
).
Remark 2.2.6. Given a simplicial complex H = (V,H) and a subset V ′ ⊆ V , we have
dim H|V ′ ≤ dimH.
Proposition 2.2.7. The restriction H|V ′ of a paving simplicial complex H = (V,H) to a subset
V ′ ⊆ V is also paving.
Proof. Let H = (V,H) be a paving simplicial complex and consider a set X ∈ Pdim H|V ′ (V ′).
Then X ∈ 2V ′ and X ∈ P≤dimH(V ) (because V ′ ⊆ V and dim H|V ′ ≤ dimH, by Remark 2.2.6);
so X ∈ H ∩ 2V ′ (because PdimH(V ) ⊆ H, i.e. H is paving). So we may conclude that
Pdim H|V ′ (V
′) ⊆ H ∩ 2V ′ and H|V ′ is paving.
2.2.2 Lattices
Definition 2.2.8. A (finite) partial ordered set (poset) is a pair (P,≤) where P is a (finite) set and
≤ represents a partial order on P . We use P to denote (P,≤) if the partial order is clear from
the context. Given elements p, q ∈ P , we say that q covers p if p < q and, for every x ∈ P , the
following condition holds:
If p ≤ x ≤ q, then x = p or x = q.
A nonempty subset C ⊆ P is a chain if C is totally ordered with respect to ≤. The height of a
chain C is |C| − 1. The height of the poset P , htP is the maximum height of a chain on P .
Definition 2.2.9. A directed graph is a pair Γ = (V,D) where V is a set andD ⊆ V×V . The Hasse
diagram of a poset (P,≤) is the directed graph Γ = (P,D) such that, for all p, q ∈ P , (p, q) ∈ D if
and only if q covers p. We adopt the usual diagram representation, whenever possible: for every
(p, q) ∈ D, q is located above p and there exists a line joining the elements p and q.
Definition 2.2.10. A poset (L,≤) is a lattice if, for all a, b ∈ L, there exist elements:
• a ∨L b := min {x ∈ L | x ≥ a, b}, called the join of a and b in L
• a ∧L b := max {x ∈ L | x ≤ a, b}, called the meet of a and b in L
(L,≤) is a complete lattice if, for every subset S ⊆ L, there exist elements:
• ∨LS := min {x ∈ L | x ≥ s for all s ∈ S}, called the join of S in L
• ∧LS := max {x ∈ L | x ≤ s for all s ∈ S}, called the meet of S in L
Use a ∨ b, a ∧ b,∨S,∧S to denote a ∨L b, a ∧L b,∨LS,∧LS if the lattice is clear from the context.
2.2. GENERAL CONCEPTS 9
Definition 2.2.11. Given a lattice (L,≤), we may define the dual lattice as (L,≥).
Remark 2.2.12. Given a lattice L, n ∈ N, a finite nonempty subset S ∈ Pn(L) and an
enumeration S = s1s2 . . . sn, the following equalities hold: ∨S = s1 ∨ (s2 ∨ (. . . ∨ sn)) and
∧S = s1 ∧ (s2 ∧ (. . . ∧ sn)).
Proof. Given n ∈ N and a finite nonempty subset S = s1s2 . . . sn ∈ Pn(L), we say that S satisfies
the join property if ∨S = s1 ∨ (s2 ∨ (. . . ∨ sn)). Proceed by induction on n to show that every
subset S ∈ Pn(L) satisfies the join property, for every n ∈ N, the case n = 1 being trivial. Suppose
now that n ≥ 2 and that every subset S ∈ Pn−1(L) satisfies the join property. Consider a subset
T ∈ Pn(L) and an element t1 ∈ T and observe that, for every a ∈ L, a ≥ ∨(T \ {t1}) if and only if
a ≥ t for every t ∈ T \ {t1}. Therefore
∨T = min {x ∈ L | x ≥ t for every t ∈ T} = min {x ∈ L | x ≥ t1,∨(T \ {t1})} = t1 ∨ (∨(T \ {t1}))
Now, the result follows by applying the induction hypothesis to the set T \ {t1} ∈ Pn−1(L). By
duality, the second assertion holds.
Remark 2.2.13. A finite nonempty lattice admits maximum and minimum elements. Therefore
every finite lattice is complete.
Proof. Let L be a finite lattice. If L = ∅ then L is trivially complete. Assume now that L is
nonempty. Then, by Remark 2.2.12, there exist elements ∨S and ∧S for every nonempty subset
S ⊆ L. In particular, there exist elements ∨L = maxL = ∧∅ and ∧L = minL = ∨∅ and so L is
complete.
Note 2.2.14. Throughout this monograph, we assume that lattices are finite and nonempty.
Definition 2.2.15. Given a latice L and a subset S ⊆ L:
• S is a ∨-subsemilattice of L if minL ∈ S and a ∨L b ∈ S for all a, b ∈ S
• S is a ∧-subsemilattice of L if maxL ∈ S and a ∧L b ∈ S for all a, b ∈ S
• S is a sublattice of L if S is a ∨-subsemilattice and a ∧-subsemilattice of L
Remark 2.2.16. Every ∨-subsemilattice (or ∧-subsemilattice or sublattice) is a lattice.
Proof. Let L be a lattice and S ⊆ L. If S is a sublattice of L, it is clear from definition that S is a
lattice with a ∨S b = a ∨L b and a ∧S b = a ∧L b for all a, b ∈ S.
Suppose that S is a ∨-subsemilattice. Then a ∨S b = a ∨L b and a ∧S b = ∨S {x ∈ S | x ≤ a, b}
for all a, b ∈ S. Note that a ∧S b is well-defined because minL ∈ S and therefore
∨S∅ = minS = minL. By duality, the result also holds if S is a ∧-subsemilattice.
Definition 2.2.17. A lattice L is ∨-generated by a nonempty subset A ⊆ L if L = {∨LX | X ⊆ A};
L is ∧-generated by A if L = {∧LX | X ⊆ A}.
Notation 2.2.18. Given a finite nonempty set V , a lattice L and a map f : V → L, we write (L, f)
if L is ∨-generated by f(V ). If V ⊆ L and f |V is the identity map, we use (L, V ) to denote (L, f).
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Note 2.2.19. Throughout this monograph, we will only use the notation (L,A) as the lattice L is
∨-generated by the subset A ⊆ L.
Definition 2.2.20. ∨-generated lattices (L,A) and (L′, A′) are isomorphic if there exists a bijection
ϕ : L→ L′ such that ϕ(A) = A′ and, for all a, b ∈ L, a ≤ b if and only if ϕ(a) ≤ ϕ(b).
Lemma 2.2.21. Given a lattice (L,A) such that minL /∈ A and elements a1, . . . , ak ∈ A, the
following conditions are equivalent:
1. minL < a1 < ∨(a1a2) < . . . < ∨(a1a2 . . . ak)
2. There exists a chain `0 < `1 < . . . < `k in L such that ai ≤ `i and ai 6≤ `i−1, for every i ∈ [k]
Proof. Suppose that condition 1 holds and define elements l0 := minL and
li = ∨(a1a2 . . . ai) for every i ∈ [k]. We claim that ai ≤ li and ai 6≤ li−1 for every i ∈ [k]. Fix some
index i ∈ [k]. Clearly ai ≤ ∨(a1a2 . . . ai) = li. Suppose that ai ≤ li−1 = ∨(a1a2 . . . ai−1). Then
∨(a1a2 . . . ai) = ∨(a1a2 . . . ai−1), a contradiction. So the claim and condition 2 hold.
Suppose now that condition 2 holds and that there exists i ∈ [k − 1] such that
∨(a1a2 . . . ai) = ∨(a1a2 . . . ai+1). Then ai+1 ≤ ∨(a1a2 . . . ai). But a1, a2, . . . , ai ≤ li and so
ai+1 ≤ ∨(a1a2 . . . ai) ≤ li, a contradiction. So condition 1 holds.
Definition 2.2.22. Given a lattice (L,≤), we say that a map ϕ : L→ L is a closure operator on L
if the following properties hold, for all a, b ∈ L:
• a ≤ ϕ(a)
• If a ≤ b then ϕ(a) ≤ ϕ(b)
• ϕ(ϕ(a)) = ϕ(a)
2.2.3 Matrices over Semirings
Definition 2.2.23. A semiring (S,+, ·) consists of a set S together with binary operations +, · on
S satisfying the following axioms:
• (S,+) is a commutative monoid
• (S, ·) is a monoid
• a · (b+ c) = (a · b) + (a · c) and (a+ b) · c = a · c+ b · c, for all a, b, c ∈ S
• a · 0 = 0 and 0 · a = 0, for every a ∈ S
Use S to denote (S,+, ·) if the operations are implicit. (S,+, ·) is a commutative semiring if (S, ·)
is a commutative monoid.
Context 2.2.24. Throughout this Subsection, let S be a semiring.
Notation 2.2.25. Given finite nonempty sets R and C, use MR,C(S) to denote the set of all
matrices with rows indexed by elements of R; columns indexed by elements of C; and entries in
S. Given a matrix M ∈MR,C(S), write M = (mrc)r∈R,c∈C where mrc ∈ S is the entry of M lying
in the row indexed by r ∈ R and in the column indexed by c ∈ C, for all r ∈ R and c ∈ C. Given
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subsets R′ ⊆ R and C ′ ⊆ C, define the submatrix M [R′, C ′] := (mrc)r∈R′,c∈C′ (we may use the
notation M [−, C ′] or M [R′,−] if R′ = R or C ′ = C, respectively). Given k, ` ∈ N, useMk,`(S) to
denoteM[k],[`](S).
Note 2.2.26. There are clear bijections between R and [|R|]; and between C and [|C|]. So,
throughout this monograph, we assume thatMR,C(S) =M|R|,|C|(S) and we use both notations
in 2.2.25 to represent the same matrix, as convenient.
Definition 2.2.27. Given k, ` ∈ N, we say that matrices M = (mij) ,M ′ =
(
m′ij
) ∈Mk,`(S) are
congruent, and write M ∼= M ′, if there exist permutations σ ∈ Sk and τ ∈ S` such that
m′ij = mσ(i),τ(j) for all i ∈ [k] and j ∈ [`].
Definition 2.2.28. Given k ∈ N, we say that a square matrix M = (mij) ∈Mk,k(S) is lower
unitriangular if mii = 1 and mij = 0 for all i, j ∈ [k] with j > i.
2.2.4 Graphs
Definition 2.2.29. A (finite) graph is a pair Γ = (V,E) where V is a (finite) set and E ⊆ P2(V ).
Elements of V are called vertices and elements of E are called edges. Distinct vertices u, v ∈ V
are adjacent if uv ∈ E.
Definition 2.2.30. Graphs Γ = (V,E) and Γ′ = (V ′, E′) are isomorphic if there exists a bijection
ϕ : V → V ′ such that, for every X ∈ E, we have X ∈ E if and only if ϕ(X) ∈ E′ (such a map ϕ is
called a graph isomorphism).
Definition 2.2.31. Given n,m ∈ N, define (up to graph isomorphism):
• The complete graph with n vertices as Kn = (V,E) such that |V | = n and E = P2(V ).
• The complete bipartite graph with (n,m) vertices as Kn,m = (V,E) such that |V | = n+m and
E = {ab | a ∈ A, b ∈ B}, where V = A∪˙B is some partition of V such that |A| = n and |B| = m.
• The cyclic graph with n vertices as Cn := (V,E) such that |V | = n and V admits an enumeration
V = v1 . . . vn such that E = v1vn ∪ {vivi+1 | i ∈ [n− 1]}.
Definition 2.2.32. The complement of a graph Γ = (V,E) is the graph Γc := (V, P2(V ) \ E).
Definition 2.2.33. A matching with respect to some graph Γ = (V,E) is a subset E′ ⊆ E of
pairwise disjoint edges.
Definition 2.2.34. Given a graph Γ = (V,E), define, for all vertices v ∈ V and subsets V ′ ⊆ V :
• The set of neighbours of v as NΓ(v) := {x ∈ V \ {v} | vx ∈ E}
• The degree of v as degΓ(v) := |NΓ(V )|
• The subgraph induced by V ′ as Γ [V ′] := (V ′, E ∩ 2V ′)
Definition 2.2.35. Given a graph Γ = (V,E) and a subset X ⊆ V :
• X is a clique of Γ if P2(X) ⊆ E
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• X is an anticlique of Γ if P2(X) ∩ E = ∅
Given m ∈ N with m ≤ n, an m-clique (or m-anticlique) is a clique (or anticlique) X ∈ Pm(V ).
Moreover,
• A clique X is a superclique of Γ if X = (NΓ(u) ∪ {u}) ∩ (NΓ(v) ∪ {v}) for all distinct vertices
u, v ∈ X
• An anticlique X is a superanticlique of Γ if V \X = NΓ(u) ∪NΓ(v) for all distinct vertices
u, v ∈ X
Definition 2.2.36. Given a finite graph Γ = (V,E) and n ∈ N0, a vector (v0, v1, . . . , vn) ∈ V n+1 is
a (closed) path in Γ between vertices v0 and vn if (v0 = vn and) vi−1vi ∈ E for every i ∈ [n]. A
closed path (v0, v1, . . . , vn) is a cycle if the vertices v1, . . . , vn are distinct. Moreover, the length
of a given path (v0, v1, . . . , vn) ∈ V n+1 is n and we write len(v0, v1, . . . , vn) = n. Aditionaly, given
distinct vertices v, v′ ∈ V , let Pv,v′(Γ) denote the set of all paths in Γ between vertices v and v′.
We say that a graph Γ = (V,E) is connected if Pv,v′ 6= ∅ for all vertices v, v′ ∈ V .
Remark 2.2.37. The definition of edge does not depend on the order of its elements. Therefore,
given a graph Γ = (V,E), for all distinct vertices v0, v1, . . . , vn ∈ V , (v0, v1, . . . , vn−1, vn) is a path
in Γ if and only if (vn, vn−1, . . . , v1, v0) is a path in Γ.
Remark 2.2.38. Given a graph Γ = (V,E) and vertices v, v′, v′′ ∈ V , if Pv,v′ ,Pv′,v′′ 6= ∅ then
Pvv′′ 6= ∅.
Lemma 2.2.39. A finite graph Γ is bipartite if and only if there are no cycles of odd length in Γ.
Proof. Write Γ = (V,E). Suppose that there exists a cycle of odd length in Γ with vertex set
x1 . . . xk ⊆ V and that Γ is a bipartite graph with partition sets A,B ⊆ V with x1 ∈ A. Then x2 ∈ B
because x1x2 ∈ E. By a clear inductive generalization of this argument, xi ∈ A for every odd
index i ∈ [k]; and xj ∈ B for every even index j ∈ [k]. In particular, xk ∈ A: a contradiction
because x1xk ∈ E.
Conversely, suppose that there are no cycles of odd length in Γ. We may assume that Γ
is a connected graph, otherwise we apply the same argument to each connected component.
Consider now a vertex x ∈ V , define the subset A ⊆ V containing all vertices v ∈ V such that
there exists a path of even length between x and v (including the vertex x) and also the set
B := V \A. We claim that A and B are anticliques of Γ (we prove that A is an anticlique, the
remaining case being analogous). To prove the claim, consider distinct vertices a, a′ ∈ A and
paths P = (x = p0, p1, . . . , pm−1, pm = a) and Q = (x = q0, q1, . . . , qn−1, qn = a′) of even length
and suppose that aa′ ∈ E. Then (x, p1, . . . , pm−1, a, a′, qn−1, . . . , q1, x) is a closed path of (odd)
length k = m+ n+ 1. Therefore we may consider a closed path R = (r0, r1, . . . , rk) in Γ of
minimum odd length. We claim that R is a cycle. To prove the claim, suppose that R is
not a cycle and consider indices i, j ∈ {0, 1, . . . , k} with i < j such that ri = rj and all the vertices
{ri, ri+1, . . . rj−1} are distinct. Now, observe that one of the closed paths (ri, ri+1, . . . , rj) and
(rj , rj+1, . . . , rk = r0, r1, . . . , ri) has odd length, contradicting the minimality of the length of R.
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Definition 2.2.40. Given a graph Γ = (V,E) and k ∈ N, an edge-coloring of Γ with k colors
is a map c : E → [k].
Notation 2.2.41. Given a graph Γ = (V,E) and an edge-coloring c : E → [k] of Γ, use the pair
g := (Γ, c) to denote the edge-colored graph. Given a subset V ′ ⊆ V , use the notation
g [V ′] := (Γ [V ′] , c|E∩2V ′ ). For all colors i ∈ [k] and vertices v ∈ V , use the following notation:
• Γ(i) := (V, c−1 (i))
• N (i)(v) := NΓ(i)(v)
• deg(i)(v) := degΓ(i)(v)
Definition 2.2.42. Given k ∈ N, we say that edge-coloured graphs g = (Γ, c) and g′ = (Γ′, c′) with
k colours are isomorphic if there exists a graph isomorphism ϕ : V → V ′ between the graphs Γ
and Γ′ and a permutation σ ∈ Sk such that ϕ(c−1 (i)) = c′−1 (σ(i)) for every colour i ∈ [k]. Such a
map ϕ is called an edge-coloured graph isomorphism. If g = g′ then ϕ is an automorphism.
2.2.5 The Boolean Semiring
Definition 2.2.43. Define the binary relation in N0 given by
RB := {(0, 0)} ∪ {(m,n) | m,n ∈ N}
Remark 2.2.44. RB is an equivalence relation. Moreover, for all a, b, c, d ∈ N0, if (a, b), (c, d) ∈ RB,
then (a+ c, b+ d), (ac, bd) ∈ RB. SoRB is a congruence relation and thereforeN0/RB is a semiring.
Definition 2.2.45. The boolean semiring is B := N0/RB.
Notation 2.2.46. Throughout this monograph, we use 0 and 1 to denote the respective congruence
classes in B.
Definition 2.2.47. A matrix with entries in the semiring B is called a boolean matrix.
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Chapter 3
Boolean Representable Simplicial
Complexes (BRSC)
3.1 Representations
Definition 3.1.1.
• Given a ∨-generated lattice (L, f : Y → L), we say that a subset X ⊆ Y is independent
with respect to (L, f) if there exists an enumeration X = x1x2 . . . xn such that
f(x1) < ∨(f(x1)f(x2)) < . . . < ∨(f(x1)f(x2) . . . f(xn)).
• Given a ∨-generated lattice (L,A), we say that a subset X ⊆ A is independent with
respect to (L,A) if there exists an enumeration X = x1x2 . . . xn such that
x1 < ∨(x1x2) < . . . < ∨(x1x2 . . . xn). Define the set H(L,A) of all independent subsets with
respect to L; and the pair H(L,A) := (A,H(L,A)).
Remark 3.1.2. Given a ∨-generated lattice (L,A), P2(A) ⊆ H(L,A).
Proof. Given distinct elements x, y ∈ A, then clearly x ≤ ∨(xy). If x < ∨(xy), then xy ∈ H(L,A).
Else, if x = ∨(xy) then y ≤ x; but x, y are distinct, so y < x = ∨(xy) and we also have xy ∈ H(L,A).
Hence we may conclude that P2(A) ⊆ H(L,A).
Proposition 3.1.3. H(L,A) is a (simple) simplicial complex, for every ∨-generated lattice (L,A).
Proof. A 6= ∅ by assumption and P2(A) ⊆ H(L,A) by Remark 3.1.2. Now, consider sets
X ∈ H(L,A) and Y ⊆ X. There exists an enumeration X = x1x2 . . . xn such that
x1 < ∨(x1x2) < . . . < ∨(x1x2 . . . xn). Also, there exist i1, . . . , ik ∈ [n] with i1 < i2 < . . . < ik such
that Y = xi1xi2 . . . xik . But xi1 < ∨(xi1xi2) < . . . < ∨(xi1xi2 . . . xik) and therefore Y ∈ H(L,A).
Definition 3.1.4. A lattice (L,A) is a lattice representation of a simplicial complex H if H and
H(L,A) are isomorphic.
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Note 3.1.5. We use Definition 3.1.4 as a notion for lattice representation of a simplicial complex
to simplify notation, so we deal with simple simplicial complexes whenever we consider H(L,A) for
some ∨-generated lattice (L,A). A more general notion may be deduced from the first concept of
independence presented in Definition 3.1.1.
Definition 3.1.6. Given a matrix M ∈MR,V (B), we say that a subset X ⊆ V is independent with
respect to M if there exists a subset Y ⊆ R such that the matrix M [Y,X] is congruent to a lower
unitriangular matrix. Define the set HM of all independent subsets with respect to M ; and the pair
HM := (V,HM ).
Proposition 3.1.7. Given a boolean matrix M that does not contain a column with all entries
equal to 0, HM is a simplicial complex.
Proof. Write M = (mrv)r∈R,v∈V . By definition, V 6= ∅. For every v ∈ V , there exists r ∈ R
such that mrv = 1 because M does not contain a column with all entries equal to 0. Hence
P1(V ) ⊆ HM . Now, consider sets X ∈ HM and Y ⊆ X. Up to congruence, there exists a subset
R′ ⊆ R such thatM ′ := M [R′, X] is lower unitriangular. Write k := |R′| = |X| such thatM ′ ∈Mk,k(B)
and let J ⊆ [k] denote the indices of columns also indexed by Y . ThenM ′[J, J ] is lower unitriangular
and therefore Y ∈ HM .
Definition 3.1.8. A matrix M ∈MR,V (B) is a boolean representation of a simplicial complex H
if H and HM are isomorphic. Let BR (H) denote the class of all boolean representations of H. If
BR (H) is nonempty, we say that H is boolean representable.
Note 3.1.9. Throughout this monograph, given a simplicial complex H = (V,H) and a boolean
matrix M ∈ BR(H), we assume (up to simplicial complex isomorphism) that V is the set indexing
the columns of M and consequently H = HM .
3.2 Equivalence of Representations
Most of the results presented in this Section can be found in [6, Chapters 3 and 5].
Definition 3.2.1. Define the set Mat of all boolean matrices that do not contain a column with all
entries equal to 0; and the class Lat of all pairs (L,A) where L is a finite lattice ∨-generated by
A ⊆ L.
Definition 3.2.2. Given a boolean matrix M ∈MR,V (B), define sets:
• ZMr := {v ∈ V | mrv = 0} for every r ∈ R; and ZM :=
{
ZMr | r ∈ R
}
• YMv := ∩
{
ZMr | mrv = 0
}
for every v ∈ V ; and YM := {YMv | v ∈ V }
Lemma 3.2.3. Consider a boolean matrix M = (mrv)r∈R,v∈V , an element r ∈ R and a subset
S ⊆ R. Then mrv =
∑
s∈Smsv (sum in the boolean semiring B) for every v ∈ V if and only if
Zr =
⋂
s∈S Zs.
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Proof. The following statements are equivalent (sequential equivalences are clear):
1. mrv =
∑
s∈Smsv for every v ∈ V
2. mrv = 0 if and only if msv = 0 for every s ∈ S, for every v ∈ V
3. v ∈ Zr if and only if v ∈ Zs for every s ∈ S, for every v ∈ V
4. Zr =
⋂
s∈S Zs
Definition 3.2.4. A boolean matrix M = (mrv)r∈R,v∈V ∈ Mat is closed if it satisfies the following
conditions:
C1. The rows of M are distinct
C2. The columns of M are distinct
C3. There exists r ∈ R such that mrv = 0 for every v ∈ V
C4. For all s, t ∈ R, there exists r ∈ R such that Zr = Zs ∩ Zt
Let Matc denote the set of all closed boolean matrices.
Lemma 3.2.5. Consider a simplicial complex H = (V,H), a finite nonempty set R, a matrix
M = (mrv)r∈R,v∈V ∈ BR (H) and a matrix N obtained from M by adding a row (msv +mtv)v∈V
for some s, t ∈ R. Then N ∈ BR (H).
Proof. Let α denote the vector (msv +mtv)v∈V and assume that α /∈ {row vectors of M}
(otherwise the result holds trivially). Let A denote the set indexing the rows of N , let a0 ∈ A
denote the index of the row vector α, assume that A = R ∪ {a0} and write N = (nav)a∈A,v∈V .
Now, clearly H = HM ⊆ HN . Conversely, let X ∈ HN . Up to congruence, there exists A′ ⊆ A
such that N ′ := N [A′, X] is lower unitriangular. Assume that a0 ∈ A′ (otherwise the result holds
trivially) and let α be the ith row vector of N ′. Let x0 ∈ X be the index of the ith column of N ′
and Y ⊂ X be the set indexing the last |V | − i columns of N ′. Therefore 1 = na0x0 = msx0 +mtx0
and so one of the entries msx0 ,mtx0 is equal to 1; and, for every y ∈ Y , 0 = na0y = msy +mty,
so msy = mty = 0. Assume without loss of generality that msx0 = 1. We claim that the matrix Ns
obtained from N ′ by replacing the row vector α by the row vector β := (msv)v∈V (in the same i
th
position) is a lower unitriangular submatrix of M . To prove the claim, observe that N ′ is lower
unitriangular; the ith entry of β is msx0 = 1; for every j ∈ {i+ 1, . . . , |V |}, the jth entry of β is msy
for some y ∈ Y , so msy = 0. Hence the claim holds. Moreover, the set indexing the rows of Ns is
(A′ \ {a0}) ∪ {s} ⊆ R and therefore Ns is a submatrix of M . So X ∈ HM and we may conclude
that HN ⊆ HM and equality holds.
Proposition 3.2.6. Given a boolean representable simplicial complex H, there exists a matrix in
BR (H) satisfying conditions C1, C3 and C4.
Proof. Define the map C : Mat→ Mat such that, for every M = (mrv)r∈R,v∈V ∈MR,V (B),
C(M) is the matrix (up to congruence) obtained from M by adding the row vectors in the set{
(msv +mtv)v∈V | s, t ∈ R
} \ {row vectors of M}. Now, write H = (V,H) and consider a matrix
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N ∈ BR (H). Define the matrix N1 obtained from N by adding a row with all entries equal
to 0; and the matrix N2 obtained from N1 by removing repeated row vectors. We claim that
HN1 = HN2 = HN . It is clear thatHN ⊆ HN1 andHN2 ⊆ HN1 . Conversely, consider a setX ∈ HN1 .
Then N1 admits a lower unitriangular submatrix Q with columns indexed by X. But then Q does
not contain repeated rows or a row with all entries equal to 0. Hence Q is also a submatrix of
N and N2 and therefore X ∈ HN , HN2 . We may then conclude that HN1 ⊆ HN , HN2 and so the
claim holds. HenceN2 ∈ BR(H) is a matrix satisfying conditions C1 and C3. Moreover, by Lemma
3.2.5, C(N2) ∈ BR (H) and, inductively Ck(N2) ∈ BR (H) for every k ∈ N. Moreover, there exists
t ∈ N such that Ct(N2) = Ct+1(N2) because the number of distinct rows on a matrix with columns
indexed by V is clearly limited by 2|V |. So, Ct(N2) ∈ BR (H) is a matrix satisfying condition C4.
Note that the map C preserves conditions C1 and C3 so the desired result holds.
Note 3.2.7. Throughout this monograph, to simplify arguments, we assume that, given a simplicial
complex H and a boolean representation M ∈ BR(H), all the rows of M are pairwise distinct.
There is no loss of generality by Proposition 3.2.6.
Definition 3.2.8. Maps ϕ : Matc → Lat (or ψ : Lat→ Matc) are representation-preserving if
HM ,Hϕ(M) (or H(L,A),Hψ(L,A)) are pairs of isomorphic simplicial complexes, respectively, for
all M ∈ Matc and (L,A) ∈ Lat.
Notation 3.2.9.
1. Use Matc/ ∼= to denote the set of all congruence classes of closed boolean matrices that do not
contain a column with all entries equal to 0. Given M ∈ Matc, let [M ]∼= denote its congruence
class.
2. Use Lat/ ∼= to denote the set of all isomorphism classes of finite ∨-generated lattices. Given
(L,A) ∈ Lat, let [(L,A)]∼= denote its congruence class.
Context 3.2.10. We aim at defining inverse representation-preserving maps between the sets
Matc/ ∼= and Lat/ ∼=. So, up until Proposition 3.2.22, letR and V be finite nonempty sets, consider
a boolean matrix M = (mrv)r∈R,v∈V ∈ Mat and a ∨-generated lattice (L,A) ∈ Lat.
Definition 3.2.11. Define the lattice associated to the matrix M , L (M), as the smallest
∧-subsemilattice of 2V (with respect to set inclusion) containing ZM .
Remark 3.2.12. L (M) =
{⋂
s∈S Z
M
s | S ⊆ R
}
. In particular, if M satisfies conditions C3 and C4,
then L (M) =
{
ZMr | r ∈ R
}
.
Proof. L (M) is a ∧-subsemilattice of 2V . Therefore ∩∅ = V ∈ L (M). Also, ZM ⊆ L (M). So
ZMr ∩ ZMr′ ∈ L (M) for all r, r′ ∈ R and therefore
⋂
r∈S Z
M
r ∈ L (M) for every nonempty subset
S ⊆ R. Conversely, {⋂r∈S ZMr | S ⊆ R} is clearly a ∧-subsemilattice of 2V and therefore
L (M) ⊆ {⋂r∈S ZMr | S ⊆ R} by minimality.
Now, clearly
{
ZMr | r ∈ R
} ⊆ {⋂s∈S ZMs | S ⊆ R}. If M satisfies condition C4 (or a clear
inductive generalization) then
{⋂
s∈S Z
M
s | ∅ 6= S ⊆ R
} ⊆ {Zr | r ∈ R}. If M additionally satisfies
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condition C3, i.e. there exists r ∈ R such that mrv = 0 for every v ∈ V , then Zr = V and so
V = ∩∅ ⊆ {Zr | r ∈ R}. Hence the last assertion holds.
Lemma 3.2.13. v ∈ YMv for every v ∈ V .
Proof. Let v ∈ V . If mrv = 0 for some r ∈ R then v ∈ ZMr . So we may conclude that v ∈ ZMr for
every r ∈ R such that mrv = 0, hence v ∈ YMv .
Proposition 3.2.14. L (M) is ∨-generated by YM .
Proof. Consider a set X ∈ L (M) and define Y ′ := {YMx | x ∈ X}. We claim that X = ∨L (M)Y ′,
i.e. the following properties hold:
1. YMx ⊆ X for every x ∈ X
2. For every A ∈ 2V , if YMx ⊆ A for every x ∈ X, then X ⊆ A
Let x ∈ X and y ∈ YMx . By Remark 3.2.12, there exists S ⊆ R such that X =
⋂
s∈S Zs. So
y ∈ Zr for every r ∈ R such thatmrx = 0. In particular, y ∈ Zs for every s ∈ S and therefore y ∈ X.
So we may conclude that YMx ⊆ X and property 1 holds.
Now, let A ∈ 2V and suppose that YMx ⊆ A for every x ∈ X. But then, by Lemma 3.2.13, we
may conclude that X ⊆ A and property 2 holds.
Definition 3.2.15. Define the matrix associated to the lattice (L,A), M (L,A) ∈ML,A(B), given
byM (L,A) = (mla)l∈L,a∈A such that mla = 0 if and only if l ≥ a.
Lemma 3.2.16. Write N :=M (L,A). The following properties hold, for all elements x, y ∈ L and
subsets J ⊆ L:
1. x is an upper bound for the set ZNx
2. x = ∨ZNx
3. x ≤ y if and only if ZNx ⊆ ZNy
4.
⋂
j∈J Z
N
j = Z
N
∧J
Proof. Write N = (nla)l∈L,a∈A and consider elements x, y ∈ L and a subset J ⊆ L.
For every a ∈ ZNx , nxa = 0 and so x ≥ a. Hence property 1 holds.
Observe that L is ∨-generated by A, so there exists a subset A′ ⊆ A such that x = ∨A′. For
every b ∈ A′, x ≥ b and so nxb = 0, i.e. b ∈ ZNx . Hence we may conculde that A′ ⊆ ZNx and so
x = ∨A′ ≤ ∨ZNx . Moreover, by property 1, x ≥ ∨ZNx . Therefore, property 2 holds.
Suppose that x ≤ y. Then y is an upper bound for the set ZNx by property 1. So nyb = 0
for every b ∈ ZNx , i.e. ZNx ⊆ ZNy . Conversely, suppose that ZNx ⊆ ZNy . Then we get, applying
property 2: x = ∨ZNx ≤ ∨ZNy = y. Hence, property 3 holds.
Let a ∈ A. Note that j ≥ a for every j ∈ J if and only if ∧J ≥ a, i.e. nja = 0 for every
j ∈ J if and only if n(∧J)a = 0, i.e. a ∈
⋂
j∈J Zj if and only if a ∈ ZN∧J . So we may conclude
that
⋂
j∈J Zj = Z
N
∧J and property 4 holds.
Proposition 3.2.17. M (L,A) is a closed matrix.
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Proof. Write M (L,A) =: N = (nla)l∈L,a∈A. We must prove that N verifies conditions C1-C4. By
Lemma 3.2.16 (3), rows of N indexed by x, y ∈ L are equal, i.e. Zx = Zy, if and only if x = y,
so C1 holds. Let a, b ∈ A and suppose that the columns indexed by a and b are equal. Then, in
particular, 0 = naa = nab and so a ≥ b; and 0 = nbb = nba and so b ≥ a. Then a = b and we may
conclude that C2 holds. C3 holds by considering the row indexed by maxL. Now, let x, y ∈ L.
Then x ∧ y ∈ L and, by Lemma 3.2.16 (4), ZNx ∩ ZNy = ZNx∧y. So, C4 holds.
Proposition 3.2.18. The map
L → L (M (L,A))
x 7→ ZM (L,A)x
is a ∨-generated lattice isomorphism between (L,A) and (L (M (L,A)) ,YM (L,A)).
Proof. WriteM (L,A) =: N = (nla)l∈L,a∈A and let ϕ denote the above map.
By Lemma 3.2.16 (3), for all x, y ∈ L, then x ≤ y if and only if ϕ(x) = ZNx ⊆ ZNy = ϕ(y). In
particular, we may also conclude that ϕ is injective.
Recall thatL (N) is a ∧-subsemilattice of 2A (because N ∈ML,A(B)) and let X ∈ L (N). By
Remark 3.2.12, there exists a subset L′ ⊆ L such that X = ⋂x∈L′ ZNx . Then ϕ(∧L′) = ZN∧L′ = X
by Lemma 3.2.16 (4) and ϕ is surjective.
Now, for every a ∈ A, define the set La := {x ∈ L | nxa = 0}. Then La = {x ∈ L | x ≥ a} and
so a = ∧La. Then the following equalities hold by using Lemma 3.2.16 (4):
ZNa = Z
N
∧La =
⋂
x∈La
ZNx = Y
N
a
We may then conclude that YN = {ZNa | a ∈ A} = ϕ(A). So ϕ is a ∨-generated lattice isomorphism.
Lemma 3.2.19. Given v ∈ V and r ∈ R, YMv ⊆ ZMr if and only if v ∈ ZMr .
Proof. Suppose first that YMv ⊆ ZMr . Then v ∈ ZMr by Lemma 3.2.13. Conversely, suppose that
v ∈ ZMr . Then mrv = 0 and so YMv = ∩
{
ZMs | msv = 0
} ⊆ ZMr .
Proposition 3.2.20. If M satisfies conditions C1, C3 and C4, then M
(
L (M),YM) and M are
congruent matrices.
Proof. By C1, all the sets ZMr (r ∈ R) are distinct. By an inductive generalization of C4 we get the
following condition:
For every nonempty subset S ⊆ R, there exists r ∈ R such that ⋂s∈S ZMs = ZMr .
By C3, there exists r ∈ R such that ∧ ∅ = maxL (M) = Zr.
Then, for every v ∈ V , there exists r ∈ R such that Yv(M) = ZMr and so the set YM indexing
the columns of N contains precisely |V | elements. Also, by Remark 3.2.12, the set indexing the
rows of N is L (M) =
{
ZMr | r ∈ R
}
and contains precisely |R| elements. Hence we may write
M (L (M),YM ) =: N = (nZMr YMv )r∈R,v∈V .
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Now, the following properties hold, by definition, for all r ∈ R and v ∈ V :
• nZMr YMv = 0 if and only if YMv ⊆ ZMr
• mrv = 0 if and only if v ∈ ZMr
Therefore, by Lemma 3.2.19, nZMr YMv = 0 if and only ifmrv = 0 for all r ∈ R and v ∈ V . Hence
M and N are congruent matrices.
Proposition 3.2.21. If M satisfies condition C2, then the map
V → YM
v 7→ YMv
is a simplicial complex isomorphism between HM and H(L (M),YM ).
Proof. Let H1 and H2 denote the set of simplexes of HM and H(L (M),YM ), respectively; and let
ϕ denote the above map. Note that ϕ is clearly surjective.
Consider x, y ∈ V and suppose that YMx = YMy . Then, by Lemma 3.2.13, we have x ∈ YMy
and y ∈ YMx , i.e. for every r ∈ R, mrx = 0 if and only if mry = 0. So the column vectors (mrx)r∈R
and (mry)r∈R are equal and therefore x = y. So ϕ is injective.
Consider now a set X ∈ 2V .
Suppose first thatX ∈ H1. We must show that ϕ(X) ∈ H2. AsX ∈ H1, then, up to congruence,
there exists a subset S ⊆ R such that N := M [S,X] is lower unitriangular. Define k := |S| = |X|,
assume that the rows and columns of N are sequentially indexed by 1, . . . , k, write N = (nij)i,j∈[k]
and use the notation ZMi and Y
M
j for all i, j ∈ [k]. Therefore the following properties hold,
for every j ∈ [k − 1]:
• j ∈ YMj (by Lemma 3.2.13)
• YMj ⊆ ZMp for every p ∈ {1, . . . , j − 1} (because n1j = · · · = n(j−1)j = 0)
• j /∈ ZMj (because njj = 1)
• j /∈ ∨ (YMj+1YMj+2 . . . YMk ) (because ZMj is an upper bound for the set YMj+1YMj+2 . . . YMk and
j /∈ ZMj )
So we may conclude that the following strict inclusions hold:
YMk ⊂ ∨
(
YMk−1Y
M
k
) ⊂ . . . ⊂ ∨ (YM1 YM2 . . . YMk )
Therefore ϕ(X) =
{
YMx | x ∈ X
} ∈ H2.
Conversely, suppose that ϕ(X) ∈ H2. We must prove thatX ∈ H1. Now, ϕ(X) =
{
YMx | x ∈ X
}
and, as ϕ(X) ∈ H2, then there exists an enumeration X = x1 . . . xk such that
YMx1 < ∨
(
YMx1 Y
M
x2
)
< . . . < ∨ (YMx1 . . . YMxk )
For every index i ∈ [k], consider a subset Ri ⊆ R such that
∨ (YMx1 . . . YMxi ) = ⋂
r∈Ri
Zr
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(there exists such a set Ri because ∨
(
YMx1 . . . Y
M
xi
)
is an element of the lattice L (M)). Now, for
every index i ∈ [k], define the set
Si := Ri ∪ . . . ∪Rk
and observe that ⋂
s∈Si
Zs =
⋂
r∈Ri
Zr
Moreover, it is clear that Sk ⊂ Sk−1 ⊂ . . . ⊂ S1.
For every index i ∈ [k], we claim that xi ∈ Zs for every s ∈ Si. To prove the claim, observe
that xi ∈ YMxi (by Lemma 3.2.13); and so
xi ∈ ∨
(
YMx1 . . . Y
M
xi
)
=
⋂
s∈Si
Zs
and the claim holds.
Now, for every index i ∈ [k − 1], we claim that there exists an element ri ∈ Si \ Si+1 such that
xi+1 /∈ Zri . To prove the claim, suppose that xi+1 ∈ Zs for every s ∈ Si. Then, by Lemma 3.2.19,
YMxi+1 ⊆ Zs for every s ∈ Si. Therefore
YMxi+1 ⊆
⋂
s∈Si
Zs = ∨
(
YMx1 . . . Y
M
xi
)
a contradiction because
∨ (YMx1 . . . YMxi ) ⊂ ∨(YMx1 . . . YMxi+1)
So the claim holds.
Finally we claim that there exists an element r0 ∈ R \ S1. To prove the claim, suppose that
S1 = R. Then ⋂
r∈R
ZMr =
⋂
s∈S1
ZMs = Y
M
x1
So, for every r ∈ R, YMx1 ⊆ ZMr and therefore, by Lemma 3.2.19, x1 ∈ ZMr (i.e. mrx1 = 0). This is
a contradiction because M ∈ Mat does not contain a column with all entries equal to 0. Hence
the claim holds.
Now, define the submatrix N of M with rows and columns sequentially indexed by
rk−1, rk−2, . . . , r1, r0 and xk, xk−1, . . . , x2, x1, respectively. Write N = (nij)i,j∈[k]. We claim that
N is lower unitriangular.
By the previous arguments, for every index i ∈ [k], nii = 1 (because xk−i+1 /∈ Zrk−i ); and for
every index j > i, nij = 0 (because rk−i ∈ Sk−i ⊆ Sk−j+1 and xk−j+1 ∈ Zs for every s ∈ Sk−j+1).
Hence the claim holds, N is lower unitriangular and therefore X ∈ H1.
Proposition 3.2.22. The identity map on the set A, idA, is a simplicial complex isomorphism
between H(L,A) and HM (L,A).
Proof. Write H(L,A) = (A,H(L,A)) and HM (L,A) = (A,HM (L,A)) and consider a set X ∈ 2A.
Suppose first that X ∈ H(L,A). There exists an enumeration X = x1x2 . . . xk such that
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x1 < ∨(x1x2) < . . . < ∨(x1x2 . . . xk). Define αi := ∨(x1x2 . . . xi) for every i ∈ [k]. Observe that
xi 6≤ αi−1 for every i ∈ {2, . . . , k}. So consider the submatrix N of M (L,A) with sequential
indexing of rows and columns given by αk−1, αk−2, . . . , α1,minL and xk, xk−1, . . . , x1, respectively.
Then N is lower unitriangular and so X ∈ HM (L,A).
Suppose now that X ∈ HM (L,A). Up to congruence, there exists a subset J ⊆ L such
that N :=M (L,A)[J,X] is lower unitriangular. Define k := |J | = |X|, assume that the rows
and columns of N are sequentially indexed by r1, . . . , rk and c1, . . . , ck, respectively and write
N = (nij)i,j∈[k].
For every i ∈ [k − 1], ci 6≤ ∨(ci+1ci+2 . . . ck) because ri is an upper bound for the set
ci+1ci+2 . . . ck (because ni(i+1) = . . . = nik = 0) and ci 6≤ ri (because nii = 1). Then the following
strict inclusions hold:
ck < ∨(ck−1ck) < . . . < ∨(c1c2 . . . ck)
Therefore X ∈ H(L,A). Hence idA is a simplicial complex isomorphism.
Corollary 3.2.23.
Matc/ ∼= → Lat/ ∼=
[M ]∼= 7→ [L (M)]∼=
Lat/ ∼= → Matc/ ∼=
[(L,A)]∼= 7→ [M (L,A)]∼=
are inverse representation-preserving maps.
Context 3.2.24. The next two results intend to present an alternative notion of independence with
respect to a boolean matrix in Matc.
Lemma 3.2.25. Given a boolean matrix M ∈ Matc with columns indexed by a set V ,
a subset X ⊆ V and an enumeration X = x1x2 . . . xk, the following conditions are equivalent:
1. YMx1 ⊂ ∨(YMx1 YMx2 ) ⊂ . . . ⊂ ∨(YMx1 YMx2 . . . YMxk )
2. There exists a chain X0 ⊂ X1 ⊂ . . . ⊂ Xk in L (M) such that xi ∈ Xi \Xi−1 for every i ∈ [k]
Proof. By Lemma 2.2.21, the following conditions are equivalent:
a. minL (M) ⊂ YMx1 ⊂ ∨(YMx1 YMx2 ) ⊂ . . . ⊂ ∨(YMx1 YMx2 . . . YMxk )
b. There exists a chain W0 ⊂W1 ⊂ . . . ⊂Wk in L (M) such that Yxi ⊆Wi but Yxi 6⊆Wi−1, for
every i ∈ [k]
Now, conditions 1 and a are clearly equivalent because minL (M) /∈ YM (i.e. M does not
contain a column with all entries equal to 0 because M ∈ Mat).
Moreover, using Lemma 3.2.19 and Remark 3.2.12, we may conclude that, for all v ∈ V and
X ∈ L (M), YMv ⊆ X if and only if v ∈ X. Therefore conditions 2 and b are equivalent by taking
Xi = Wi for every i ∈ {0, 1, . . . , k}.
Proposition 3.2.26. Given a boolean matrix M ∈ Matc with columns indexed by a set V ,
a subset X ⊆ V is independent with respect to M if and only if there exists an enumeration
X = x1x2 . . . xk and a chain X0 ⊂ X1 ⊂ . . . ⊂ Xk in L (M) such that xi ∈ Xi \Xi−1 for every
i ∈ [k].
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Proof. By Lemma 3.2.25, it is enough to show that a subset X ⊆ V is independent with respect to
M if and only if
{
YMx | x ∈ X
}
is independent with respect to (L (M),YM ); and this equivalence
holds by Proposition 3.2.21.
Context 3.2.27. The last goal of this Section is to introduce a closure operator associated to the
lattice L (M) for a given boolean matrix M .
Lemma 3.2.28. Given a boolean matrix M with columns indexed by a set V , the map
2V → 2V
X 7→ ∩ {Z ∈ L (M) | X ⊆ Z}
is a closure operator on (2V ,⊆).
Proof. Let ϕ denote the map above, write L0 := L (M) and consider subsets X,Y ∈ 2V such
that X ⊆ Y . Note that X ⊆ ϕ(X) clearly. Moreover, recall that L0 is a ∩-subsemilattice of 2V and
therefore ϕ(X), ϕ(Y ) ∈ L0. So, ϕ(ϕ(X)) = ϕ(X); and ϕ(X) ⊆ ϕ(Y ) (because X ⊆ Y ⊆ ϕ(Y )).
Definition 3.2.29. Given a boolean matrix M with columns indexed by a set V , the closure
operator associated to the lattice L (M) is the map
ClL (M) : 2
V → 2V
X 7→ ClL (M)(X) := ∩{Z ∈ L (M) | X ⊆ Z}
For every set X ∈ 2V , ClL (M)(X) is said the closure of X with respect to the lattice L (M).
3.3 Lattice of Flats and the Canonical Boolean Representation
Most of the results presented in this Section can be found in [6, Chapter 5].
Context 3.3.1. Fix a simplicial complex H to simplify the statements throughout this Section.
We aim at defining the lattice of flats of H, FlH and the boolean matrix MatH. Moreover, we
intend to show that these are representations of H (as defined in Section 3.1) and that they are
related (as established in Section 3.2).
Definition 3.3.2. A subset F ⊆ V is a flat of H if it satisfies the following property:
For all X ∈ 2F ∩H and p ∈ V \ F : X ∪ {p} ∈ H
Use FlH to denote the set of all flats of H.
Definition 3.3.3. Define the matrix MatH ∈MFlH,V (B) given by MatH = (mFv)F∈FlH,v∈V
such that mFv = 0 if and only if v ∈ F .
Lemma 3.3.4. HMatH ⊆ H.
Proof. We claim that HMatH ∩ Pk(V ) ⊆ H for every k ∈ N. To prove the claim, proceed by
induction on k, the case k = 0 being trivial. Suppose now that HMatH ∩ Pk−1(V ) ⊆ H for some
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k ≥ 1 and consider a set X ∈ HMatH ∩ Pk(V ). Up to congruence, there exists a subset J ⊆ FlH
such that N := MatH[J,X] is lower unitriangular. Let F1 ∈ FlH and v1 ∈ V denote the index of
the first row and column of N , respectively. Define X ′ := X \ {v1} and note that X ′ ∈ HMatH
because the matrix obtained from N by removing the first row and the first column is lower
unitriangular. Then, by the induction hypothesis, X ′ ∈ H. Moreover, X ′ ⊆ F1 (because mF1v = 0
for every v ∈ X ′) and v1 /∈ F1 (because mF1v1 = 1). So X = X ′ ∪ {v1} ∈ H because F1 ∈ FlH.
Hence the claim holds and so HMatH ⊆ H.
Lemma 3.3.5. Given M ∈ BR (H) and a set R indexing the rows of M , ZMr ∈ FlH for
every r ∈ R.
Proof. Write M = (mrv)r∈R,v∈V . Let r0 ∈ R and consider X ∈ 2Z
M
r0 ∩H and p ∈ V \ ZMr0 . Up
to congruence, there exists a subset R′ ⊆ R such that M ′ := M [R′, X] is lower unitriangular
becauseX ∈ H = HM . Now, mr0p = 1 (because p /∈ ZMr0 ) andmr0x = 0 for every x ∈ X (because
X ⊆ ZMr0 ). Therefore, up to congruence, the matrix M [R′ ∪ {r0} , X ∪ {p}] is lower unitriangular
and so X ∪ {p} ∈ HM = H. Hence ZMr0 ∈ FlH.
Proposition 3.3.6. If H is boolean representable, then every matrix in BR (H) is congruent to a
submatrix of MatH and MatH ∈ BR (H).
Proof. Let M ∈ BR (H). Consider a set R indexing the rows of M and write M = (mrv)r∈R,v∈V .
Also, write MatH =: N = (nFv)F∈FlH,v∈V . By Lemma 3.3.5, ZMr ∈ FlH for every r ∈ R. Moreover,
for all r ∈ R and v ∈ V , mrv = 0 if and only if v ∈ ZMr if and only if nZMr v = 0. So M and the
submatrix MatH[{ZMr | r ∈ R} , V ] are congruent. So the first assertion holds.
By Lemma 3.3.4, HMatH ⊆ H. Consider now a simplex X ∈ H. Up to congruence, there
exists a subset R′ ⊆ R such that M [R′, X] is lower unitriangular because X ∈ H = HM . But then
MatH[{ZMr | r ∈ R′} , X] is congruent to a lower unitriangular matrix. So X ∈ HMatH. Therefore
we may conclude that H ⊆ HMatH and equality holds. Therefore MatH ∈ BR (H).
Remark 3.3.7. ZMatHF = F for every F ∈ FlH.
Lemma 3.3.8.
1. V ∈ FlH
2. F ∩ F ′ ∈ FlH for all F, F ′ ∈ FlH
In particular, MatH satisfies conditions C3 and C4.
Proof. Condition 1 holds trivially.
Consider now a set X ∈ 2F∩F ′ ∩H and an element p ∈ V \ (F ∩ F ′). Note that
V \ (F ∩ F ′) = (V \ F ) ∪ (V \ F ′). We may then consider F0 ∈ {F, F ′} such that p ∈ V \ F0. Then
X ∈ 2F0 ∩H and therefore X ∪ {p} ∈ H. Hence condition 2 holds.
The last assertion reformulates conditions 1 and 2 using Remark 3.3.7.
Lemma 3.3.9. If Pk(V ) ⊆ H, then P≤k−1(V ) ⊆ FlH for every k ∈ N. In particular, ∅ = min FlH.
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Proof. Suppose that Pk(V ) ⊆ H for some k ∈ N and consider a set F ∈ Pk−1(V ). LetX ∈ 2F ∩H
and p ∈ V \ F . Then X ∪ {p} ∈ P≤k(V ) ⊆ H and so F ∈ FlH.
Proposition 3.3.10. FlH is a lattice. In particular, FlH = L (MatH) is ∨-generated by YMatH.
Proof. By property 1 and an inductive generalization of property 2 of Lemma 3.3.8, FlH is a
∧-subsemilattice of 2V , hence a lattice by Remark 2.2.16; moreover, MatH satisfies condition
C4. Then by Remark 3.2.12, L (MatH) = {ZMatHF | F ∈ FlH} and so L (MatH) = FlH. Then
FlH is ∨-generated by YMatH by Proposition 3.2.14.
Remark 3.3.11. If H is simple, then YMatH = P1(V ) and MatH satisfies condition C2.
Proof. Write MatH = (mFv)F∈FlH,v∈V and consider an element v ∈ V . As P1(V ) ⊆ FlH, there
exists a flat F ∈ FlH such that ZMatHF = {v}. ThenmFv = 0 and therefore Y MatHv ⊆ ZMatHF = {v}
and equality holds by Lemma 3.2.13. So YMatH = {{v} | v ∈ V } = P1(V ).
The second assertion follows clearly from P1(V ) ⊆ FlH.
Proposition 3.3.12. If H is simple and boolean representable, then (FlH,YMatH) is a lattice
representation of H.
Proof. By Proposition 3.3.10, FlH = L (MatH). So, by Proposition 3.2.21, H(FlH,YMatH) and
HMatH are isomorphic simplicial complexes. And by Proposition 3.3.6, HMatH = H.
Proposition 3.3.13. If H is boolean representable then, for every subset X ⊆ V , X ∈ H if and
only if there exists an enumeration X = x1x2 . . . xk and a chain F0 ⊂ F1 ⊂ . . . ⊂ Fk in FlH such
that xi ∈ Fi \ Fi−1 for every i ∈ [k].
Proof. By Proposition 3.3.6, X ∈ H if and only if X ∈ HMatH. So, consider a subset X ⊆ V and
suppose first that X ∈ HMatH. Then, up to congruence, there exists a subset G ⊆ FlH such that
the submatrix N := MatH[G,X] is lower unitriangular. Suppose that the rows and columns of N
are sequentially indexed by G1, . . . , Gk and x1, . . . , xk and define, for every index i ∈ [k], the set
G′i := G1 ∩ . . . ∩Gi. Now, V ∈ FlH and, for every i ∈ [k], G′i ∈ FlH (by Lemma 3.3.8). Moreover,
x1 ∈ V \G′1 and, for every i ∈ {2, . . . , k}, we have xi ∈ G′i−1 \G′i by definition of the matrix MatH.
We get the desired result by taking the enumeration X = x1 . . . xk and the chain
G1 ⊂ G2 ⊂ . . . Gk ⊂ V
Conversely, suppose now that there exists an enumeration X = x1x2 . . . xk and a chain
F0 ⊂ F1 ⊂ . . . ⊂ Fk in FlH such that xi ∈ Fi \ Fi−1 for every i ∈ [k]. Then the submatrix
MatH[Fk−1Fk−2 . . . F0, xkxk−1 . . . x1] is lower unitriangular (if we fix the order of rows and columns)
and therefore X ∈ HMatH.
Remark 3.3.14. IfH is simple, then Proposition 3.3.13 follows directly from Proposition 3.2.26.
Corollary 3.3.15. If H is boolean representable, then htFlH = dimH+ 1.
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Proof. We may define a map ϕ assigning to each chain X0 ⊂ X1 ⊂ . . . ⊂ Xk in FlH a set
x1x2 . . . xk ∈ 2V such that xi ∈ Xi \Xi−1. Observe that, for every k ∈ N, ϕ maps a chain of length
k to a set with k elements. Now, by Proposition 3.3.13, imϕ = H and the result holds.
Context 3.3.16. At this point, it is possible to define the closure operator associated to the lattice
FlH = L (MatH) and present some useful results involving this concept.
Definition 3.3.17. The closure operator associated to the lattice FlH is the map
Cl : 2V → 2V
X 7→ Cl(X) := ∩{F ∈ FlH | X ⊆ F}
.
For every set X ∈ 2V , use the notation X := Cl(X).
Proposition 3.3.18. Given a simplex X ∈ fctH, X = V .
Proof. Suppose that there exists a flat F ∈ FlH \ {V } such that X ⊆ F . Then V \ F 6= ∅ and we
may consider an element p ∈ V \ F . But then X ∈ H ∩ 2F and so X ∪ {p} ∈ H, contradicting the
maximality of X with respect to set inclusion.
Definition 3.3.19. Define a map
δ : 2V → 2V
X 7→ δ(X) := X ∪ {p ∈ V \X | I ∪ {p} /∈ H for some I ∈ H ∩ 2X}
Proposition 3.3.20. For every subset X ∈ 2V
X =
⋃
n∈N
δn(X)
Proof. Write D :=
⋃
n∈N δ
n(X). Proceed by induction on n ∈ N0 to prove that δn(X) ⊆ X, the
case n = 0 being clear. We must show first the case n = 1, i.e., δ(X) ⊆ X. Suppose that there
exists an element p ∈ δ(X) \X ⊆ δ(X) \X. Then there exists a set I ∈ H ∩ 2X ⊆ H ∩ 2X such
that I ∪ {p} /∈ H. This is a contradiction because X is a flat. So δ(X) ⊆ X. Consider now n ≥ 2
and suppose that δn−1(X) ⊆ X. We must show that δn(X) ⊆ X. But
δn(X) = δ(δn−1(X))
⊆ δ(X) (by the induction hypothesis)
⊆ X = X (by the case n = 1)
So we may conclude that δn(X) ⊆ X for every n ∈ N and therefore D ⊆ X.
Conversely, we must show that D ∈ FlH. Consider a subset I ∈ 2D ∩H and an element
p ∈ V \D and suppose that I ∪ {p} /∈ H. Observe that X ⊆ δ(X) ⊆ δ2(X) ⊆ · · ·. So, as I is
a finite set, there exists m ∈ N such that I ⊆ δm(X). But then I ∈ H ∩ 2δm(X), p /∈ δm(X) and
I ∪ {p} /∈ H. Hence p ∈ δ(δm(X)) = δm+1(X) ⊆ D, a contradiction. So I ∪ {p} ∈ H and we may
conclude that D ∈ FlH. So X = D and the result holds.
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Lemma 3.3.21. If H is a matroid, then, given a subset X ∈ 2V , define the set HX ⊆ H ∩ 2X
consisting only of the sets with maximum number of elements. Then
δ(X) = X ∪ {p ∈ V \X | I ∪ {p} /∈ H for every I ∈ HX}
Proof. It is clear that X ∪ {p ∈ V \X | I ∪ {p} /∈ H for every I ∈ HX} ⊆ δ(X) because
HX ⊆ H ∩ 2X . Conversely, consider an element p ∈ δ(X) \X. Then there exists a set I ∈ H ∩ 2X
such that I ∪ {p} /∈ H. If I ⊂ I ′ for some I ′ ∈ H ∩ 2X such that I ′ ∪ {p} ∈ H then I ∪ {p} ∈ H.
Using this argument we may assume that I is maximal in H ∩ 2X with respect to set inclusion.
Consider now a set J ∈ HX and suppose that J ∪ {p} ∈ H. Now, |J | ≥ |I| (because J ∈ HX )
and therefore |J ∪ {p}| > |I|. So we may consider a simplex J0 ∈ 2J∪{p} such that |J0| = |I|+ 1
and apply the exchange property. There exists then an element j ∈ J0 \ I such that I ∪ {j} ∈ H.
But I ∪ {p} /∈ H and therefore we may assume that j ∈ J ⊆ X. But then I ∪ {j} ∈ 2X ∩H and
I ∪ {j, p} /∈ H, contradicting the maximality of I with respect to set inclusion. Hence we may
conclude that J ∪ {p} /∈ H and that δ(X) ⊆ X ∪ {p ∈ V \X | I ∪ {p} /∈ H for every I ∈ HX}.
Proposition 3.3.22. If H is a matroid, then, for every X ∈ 2V , X = δ(X).
Proof. By Proposition 3.3.20, it is clear that δ(X) ⊆ X. It remains to show that δ(X) ∈ FlH.
Consider a subset I ∈ 2δ(X) ∩H and an element p ∈ V \ δ(X) and suppose that I ∪ {p} /∈ H. If
I ⊂ I ′ for some I ′ ∈ H ∩ 2δ(X) such that I ′ ∪ {p} ∈ H then I ∪ {p} ∈ H. Using this argument we
may assume that I is maximal in H ∩ 2δ(X) with respect to set inclusion.
Now, we claim that I ∈ Hδ(X) (using the notation of Lemma 3.3.21). To prove the claim,
suppose that I /∈ Hδ(X) and consider J ∈ Hδ(X). Then |J | > |I| and we may consider a subset
J0 ⊆ J such that |J0| = |I|+ 1. By the exchange property, there exists an element j ∈ J0 \ I such
that I ∪ {j} ∈ H. But then I ∪ {j} ∈ 2δ(X) ∩H and I ∪ {j, p} /∈ H, contradicting the maximality of
I with respect to set inclusion. Hence the claim holds.
Observe now that, as p ∈ V \ δ(X), then, applying Lemma 3.3.21, there exists a set K ∈ HX
such that K ∪ {p} ∈ H.
If |I| > |K|, then there exists a simplex I0 ⊆ I such that |I0| = |K|+ 1 and therefore, by the
exchange property, there exists an element i ∈ I0 \K such that K ∪ {i} ∈ H. But, as K ∈ HX ,
then the maximum number of elements of a simplex contained in X is |K|. Hence we may
conclude that i /∈ X. But i ∈ I0 ⊆ I ⊆ δ(X) and so i ∈ δ(X) \X. Therefore, applying Lemma
3.3.21 to the element i and to the set K ∈ HX , we get K ∪ {i} /∈ H, a contradiction.
On the other hand, if |I| ≤ |K|, then |I| < |K ∪ {i}|. So, there exists a simplex K0 ⊆ K ∪ {i}
such that |K0| = |I|+ 1. Then, by the exchange property, there exists an element
k ∈ K0 \ I ⊆ K \ I such that I ∪ {k} ∈ H. But then I ∪ {k} ∈ 2δ(X) ∩H and I ∪ {k, p} /∈ H,
contradicting the maximality of I with respect to set inclusion.
Hence we may conclude that I ∪ {p} ∈ H and so δ(X) ∈ FlH. Hence the result holds.
Proposition 3.3.23. FlH = {X | X ∈ H}
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Proof. It is clear that
{
X | X ∈ H} ⊆ FlH. Conversely, consider a flat F ∈ FlH, a subset
I ∈ 2F ∩H maximal with respect to set inclusion, and an arbitrary flat FI containing I. We claim
that F ⊆ FI . To prove that claim, suppose that there exists an element p ∈ F \ FI ⊆ V \ FI . Then
I ∪ {p} ∈ H because FI is a flat. But then I ∪ {p} ∈ 2F ∩H, contradicting the maximality of I. So
the claim holds and therefore F = I.
Proposition 3.3.24. IfH is boolean representable, given a subset X ⊆ V , then X ∈ H if and only
if there exists an enumeration X = x1 . . . xk such that xi /∈ x1 . . . xi−1 for every i ∈ {2, . . . , k}.
Proof. By Proposition 3.3.13, it is enough to show that the following conditions are equivalent, for
every enumeration X = x1 . . . xk:
a. There exists a chain F0 ⊂ F1 ⊂ . . . ⊂ Fk in FlH such that xi ∈ Fi \ Fi−1 for every i ∈ [k]
b. xi /∈ x1 . . . xi−1 for every i ∈ {2, . . . , k}
Suppose that condition a holds. Then, for every index i ∈ {2, . . . , k}, x1, . . . , xi−1 ∈ Fi−1 and
therefore x1 . . . xi−1 ⊆ Fi−1; so xi /∈ x1 . . . xi−1. Conversely, if condition b holds, then condition a
also holds by taking F0 := ∅ and Fi := x1 . . . xi for every i ∈ [k].
3.4 Definitions and Results on BRSC
Most of the results presented in this Section can be found in [6, Chapter 5].
Definition 3.4.1. A boolean matrix is said to be 1-complete if it contains all possible rows with
exactly one entry equal to 0. Given a simplicial complex H, use BR1-complete(H) to denote the set
of 1-complete boolean representations of H.
Definition 3.4.2. Given finite nonempty sets R, V and a boolean matrix M ∈MR,V (B), the set of
lines of M is LM :=
{
ZMr | r ∈ R, 2 ≤
∣∣ZMr ∣∣ ≤ |V | − 1} (recall the notation introduced in Definition
3.2.2). The graph associated to the matrix M is G (M) = (V,E) given by E :=
⋃
L∈LM P2(L).
Definition 3.4.3. A boolean matrix M is short if |L| = 2 for every line L ∈ LM . Given a simplicial
complex H, use BRshort(H) to denote the set of short boolean representations of H.
Note 3.4.4. Some results of this monograph depend on the set of lines of a given boolean matrix
being a partial euclidean geometry, so we may define this concept.
Definition 3.4.5. Given a finite nonempty set V and a family L ⊆ 2V , we say that L is a partial
euclidean geometry (PEG) if the following conditions hold:
• |L| ≥ 2, for every L ∈ L
• |L ∩ L′| ≤ 1, for all distinct L,L′ ∈ L
Proposition 3.4.6. Given a simplicial complex H, the following conditions are equivalent:
1. H is boolean representable
2. For every simplex X ∈ H \ {∅}, there exists an element x ∈ X such that x /∈ X \ {x}
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Proof. Write H = (V,H). Suppose that H is boolean representable and consider a simplex
X ∈ H \ {∅}. Then, by Proposition 3.3.24, there exists an enumeration X = x1 . . . xk−1 such
that xk /∈ x1 . . . xk and so condition 2 holds.
Conversely, suppose that condition 2 holds, consider k ∈ [dimH+ 1] and a simplex
X ∈ H ∩ Pk(V ). Write Xk := X and consider an element xk ∈ Xk such that xk /∈ Xk \ {xk}.
Now, recursively, for every i ∈ [k − 1], define Xk−i := Xk−i+1 \ {xk−i+1} and consider an element
xk−i ∈ Xk−i such that xk−i /∈ Xk−i \ {xk−i}. For every i ∈ {0, 1, . . . , k} there exist such elements
xk−i by condition 2, because Xk−i ⊆ X ∈ H and therefore Xk−i ∈ H \ {∅}. Then
∅ ⊂ X1 ⊂ X2 ⊂ . . . ⊂ Xk. Hence ∅ ⊆ X1 ⊆ X2 ⊆ . . . ⊆ Xk. Moreover, for all indices p, q ∈ [k],
with q ≥ p, xp ∈ Xp, so xp ∈ Xq and therefore xp ∈ Xq; but xp /∈ Xp−1. Hence, we may consider
the submatrix M of MatH such that the rows and columns of M are sequentially indexed by
∅, X1, X2, . . . , Xk−1 and x1, x2, . . . , xk, respectively. By the previous argument, M is lower
unitriangular and therefore X ∈ HMatH and we may conclude that H ⊆ HMatH. Moreover, by
Lemma 3.3.4, HMatH ⊆ H and equality holds. So MatH ∈ BR (H) and therefore condition 1
holds.
Lemma 3.4.7. Every matroid is pure.
Proof. Consider a simplicial complex H = (V,H) satisfying the exchange property. Note that
fctH 6= ∅ because H is nonempty and finite so there exist maximal elements in H with respect
to set inclusion. Suppose now that there exist distinct sets X,Y ∈ fctH with k := |X| < |Y | and
consider Y ′ ∈ Pk+1(Y ). Observe that Pk+1(Y ) ⊆ 2Y ⊆ H because Y ∈ H and H is a simplicial
complex. So Y ′ ∈ H. There exists an element y1 ∈ Y ′ \X such thatX1 := X ∪ {y1} ∈ H because
|Y ′| = k + 1 = |X|+ 1 and H is a matroid. But then X ⊂ X1 ∈ H, contradicting X being maximal
with respect to set inclusion.
Proposition 3.4.8. Every matroid is boolean representable.
Proof. Consider a matroid H = (V,H), a simplex X ∈ H \ {∅}, a point x ∈ X and write
Xx := X \ {x}. By Proposition 3.4.6, it is enough to show that x /∈ Xx. Consider now a subset
I ∈ H ∩ 2Xx . Then I ∪ {x} ⊆ X ∈ H and therefore I ∪ {x} ∈ H. Moreover, by Proposition 3.3.22,
Xx = Xx ∪
{
p ∈ V \Xx | I ∪ {p} /∈ H for some I ∈ H ∩ 2Xx
}
So we may conclude that x /∈ Xx and the result holds.
Remark 3.4.9. There exist boolean representable simplicial complexes that are not matroids. An
example is provided in Section 3.5.
Proposition 3.4.10. The restriction of a boolean representable simplicial complex H = (V,H)
to a subset V ′ ⊆ V is also boolean representable. In particular, if M ∈ BR (H) then
M [−, V ′] ∈ BR (H|V ′).
Proof. Write M ′ := M [−, V ′], consider a set R indexing the rows of M and M ′ and recall that
H|V ′ = (V ′, H ∩ 2V
′
). Observe that H = HM because M ∈ BR (H). Then we aim at proving
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that HM ′ = HM ∩ 2V ′ . Clearly HM ′ ⊆ HM ∩ 2V ′ . Conversely, consider a set X ∈ HM ∩ 2V ′ .
Up to congruence, there exists a subset S ⊆ R such that M [S,X] is lower unitriangular. But
M [S,X] = M ′[S,X] because X ∈ 2V ′ . Therefore X ∈ HM ′ and we may conclude that
HM ∩ 2V ′ ⊆ HM ′ and equality holds.
Remark 3.4.11. Consider a boolean representable simplicial complex H = (V,H), a matrix
M ∈ BR (H) and a subset V ′ ⊆ V . Then, for every line L′ ∈ LM [−,V ′] there exists a line L ∈ LM
such that L′ ⊆ L.
Proof. Consider a line L′ ∈ LM [−,V ′]. Clearly, there exists F ∈ LM ∪ {V } such that L′ ⊆ F .
Observe that |L′| ≤ |V ′| − 1 because L′ ∈ LM [−,V ′]. Therefore, |F | ≤ |L′|+ (|V | − |V ′|) ≤ |V | − 1.
So F ∈ LM .
3.5 Examples
Example 3.5.1. Consider sets V := [4] and H := P≤2(V ) ∪ {123, 124}. Then H := (V,H)
is a simplicial complex; dimH = 2; H is simple and paving; fctH = {34, 123, 124} and
FlH = P≤1(V ) ∪ {12, V }. Moreover, H is boolean representable but not a matroid.
Proof. Start by observing that V is a finite nonempty set and H is a nonempty subset of 2V such
that P1(V ) ⊆ H and closed under taking subsets. Then H is a simplicial complex. Recall that
dimX := |X| − 1 for every simplex X ∈ H; and dimH := max {dimX | X ∈ H}. So dimH = 2.
The maximal elements of H with respect to set inclusion are fctH = {34, 123, 124}. Observe that
P2(V ) ⊆ H. So, H is clearly simple; moreover, H is also paving because dimH = 2.
Recall that, by Proposition 3.3.23, FlH = {X | X ∈ H}. Moreover, V ∈ FlH (by Lemma
3.3.8); P≤1(V ) ⊆ FlH because P2(V ) ⊆ H (by Lemma 3.3.9); and X = V for every X ∈ fctH
(by Proposition 3.3.18). Hence it suffices to compute the closure of the elements of the set
H \ {P≤1(V ) ∪ fctH} = {12, 13, 14, 23, 24}. We claim first that 12 ∈ FlH. To prove the claim,
consider a subset I ∈ 212 ∩H = {∅, 1, 2, 12} and an element p ∈ V \ 12 = 34. We must show
that I ∪ {p} ∈ H. Observe that, if |I| ≤ 1 then I ∪ {p} ∈ P≤2(V ) ⊆ H. Assume then that I = 12
and p ∈ 34 and observe that 123, 124 ∈ H so the claim holds. Therefore 12 ∈ FlH and so 12 = 12.
Now, we claim that 13 = V . To prove the claim, use Proposition 3.3.20: observe that 134 /∈ H and
so 4 ∈ δ(13) ⊆ 13; hence 34 ⊆ 13. So, by the properties of the closure operator, 34 ⊆ 13 = 13.
But 34 = V (because 34 ∈ fctH) and therefore 13 = V . Similarly, we may conclude that
14 = 23 = 24 = V and therefore FlH = P≤1(V ) ∪ {12, V }.
Consider the matrix
M :=

1 2 3 4
r1 0 0 1 1
r2 1 1 0 1
r3 1 0 1 1

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We claim that M ∈ BR(H). Observe that, if we fix the order of rows and columns, the submatrices
M [r1r3r2, 312], M [r1r3r2, 412] and M [r2r1, 43] are lower unitriangular and so 123, 124, 34 ∈ HM .
Moreover, 134, 234 /∈ HM because all the rows of the submatrices M [−, 134] and M [−, 234] have
at most one entry equal to 0. Moreover, recall that the set HM is closed under takins subsets.
Therefore HM = P≤2(V ) ∪ {123, 124} = H and so M ∈ BR(H).
We are also able to construct the matrix MatH and, according to Proposition 3.3.6, M is
congruent to a submatrix of MatH.
MatH :=

1 2 3 4
∅ 1 1 1 1
1 0 1 1 1
2 1 0 1 1
3 1 1 0 1
4 1 1 1 0
12 0 0 1 1
V 0 0 0 0

M is in fact a submatrix of MatH if we consider r1 = 12, r2 = 3 and r3 = 2.
Finally, we must prove that H does not satisfy the exchange property so it is not a matroid.
For, observe that 34, 123 ∈ H but 134, 234 /∈ H.
Example 3.5.2. Consider the lattice L determined by the Hasse diagram
t
x
a1 a2 a3 a4
b
and define the subsetA := {ai | i ∈ [4]}. Then L is ∨-generated byA andH(L,A) ∼= H (considering
the simplicial complex H from Example 3.5.1).
Proof. L is ∨-generated byA because x = ∨a1a2, t = ∨a1a3 and b = ∨∅. Moreover, as mentioned
in Remark 3.1.2, according to the adopted definition, the simplicial complex H(L,A) is simple, i.e.
P2(V ) ⊆ H(L,A). Moreover, htL = 3. Now, for every index i ∈ {3, 4}
(∨a1)︸ ︷︷ ︸
a1
< (∨a1a2)︸ ︷︷ ︸
x
< (∨a1a2ai)︸ ︷︷ ︸
t
and therefore a1a2ai ∈ H(L,A). On the other hand, for every index i ∈ {1, 2}, aia3a4 /∈ H(L,A)
because ∨aia3 = ∨aia4 = ∨a3a4 = t and therefore the length of every chain contained in aia3a4
is at most 2.
UseH = (V,H) to denote the simplicial complex of the example 3.5.1 and note thatH ∼= H(L,A)
(through the bijection ϕ : V → A such that i 7→ ai for every i ∈ [4]). Therefore, (L,A) is a lattice
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representation of H. In particular, observe that FlH is ∨-generated by V and therefore (L,A) and
(FlH, V ) are isomorphic lattices (through the same bijection).
Definition 3.5.3. Given n,m ∈ N with n ≥ m, let Um,n = (V,H) denote the uniform
simplicial complex (up to isomorphism) such that |V | = n and H = P≤m(V ).
Note 3.5.4. Throughout this monograph, given n,m ∈ N such that n ≥ m, we assume that the set
of points of the simplicial complex Um,n is [n].
Remark 3.5.5. Given n,m ∈ N such that n ≥ m, the simplicial complex Um,n is a matroid.
Lemma 3.5.6. Given n,m ∈ N such that n ≥ m, FlUm,n = P≤m−1([n]) ∪ {[n]}.
Proof. By Lemma 3.3.9, P≤m−1([n]) ⊆ FlH and therefore, for every X ∈ P≤m−1([n]), X = X.
Moreover, every subsetX ∈ Pm(V ) is a facet of this simplicial complex and therefore, by Proposition
3.3.18, X = [n]. So, applying Proposition 3.3.23, we get
FlUm,n =
{
X | X ∈ P≤m([n])
}
= P≤m−1([n]) ∪ {[n]}
Example 3.5.7. Consider the lattice L determined by the Hasse diagram
t
a3
a2
a1
a4
b
and define the subset A := {ai | i ∈ [4]}. Then L is ∨-generated by A and H(L,A) ∼= U4,4.
Proof. L is ∨-generated by A because t = ∨a3a4 and b = ∨∅. Moreover, htL = 4. Now, observe
that
(∨a1)︸ ︷︷ ︸
a1
< (∨a1a2)︸ ︷︷ ︸
a2
< (∨a1a2a3)︸ ︷︷ ︸
a3
< (∨a1a2a3a4)︸ ︷︷ ︸
t
and therefore A ∈ H(L,A). So, H(L,A) = P≤3(A) because the set H(L,A) is closed under taking
subsets. So H(L,A) ∼= U3,4.
Example 3.5.8. Consider the ∨-generated lattice (L,A) from Example 3.5.7. Then
M (L,A) =

a1 a2 a3 a4
b 1 1 1 1
a1 0 1 1 1
a2 0 0 1 1
a3 0 0 0 1
a4 0 1 1 0
t 0 0 0 0

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and
(
L (M (L,A)),YM (L,A)) ∼= (L,A).
Proof. Write M (L,A) =: M := (mla)l∈L,a∈A. To determine the lattice L (M) and the set of
generators YM we must compute the sets ZMl := {a ∈ A | mla = 0} and YMa := ∩
{
ZMl | mla = 0
}
,
for all l ∈ L and a ∈ A. So, the lattice L (M) is determined by the following Hasse diagram:
a1a2a3a4 = Z
M
t
a1a2a3 = Z
M
a3 = Y
M
a3
a1a2 = Z
M
a2 = Y
M
a2
a1 = Z
M
a1 = Y
M
a1
a1a4 = Z
M
a4 = Y
M
a4
∅ = ZMb
The lattices (L,A) and
(
L (M),YM) are isomorphic through the bijection A→ YM such that
a 7→ YMa .
Chapter 4
Paving Boolean Representable
Simplicial Complexes
4.1 Definitions and Results on paving BRSC
Most of the results presented in this Section can be found in [6, Chapter 6].
Notation 4.1.1. Given n,m ∈ N with m ≥ n, use Pavn (or Pav(m)n ) to denote the class of all paving
simplicial complexes of dimension n (with m vertices); and use BPavn (or BPav(m)n ) to denote the
class of all boolean representable paving simplicial complexes of dimension n (with m vertices).
Proposition 4.1.2. Given n ∈ N, a simplicial complex H = (V,H) ∈ Pavn and distinct flats
F, F ′ ∈ FlH \ {V }, we have |F ∩ F ′| ≤ n− 1.
Proof. Define F0 := F ∩ F ′, suppose that |F0| ≥ n and consider distinct elements
x1, . . . , xn ∈ F0. Observe that Pn(V ) ⊆ H (because H is paving) and so, by Lemma 3.3.9,
P≤n−1(V ) ⊆ FlH. We may then define flats Fi := x1 . . . xi for every index [n− 1]. Moreover,
we may assume that F0 6= F (because F, F ′ are distinct flats) and consider an element f ∈ F \ F0.
Hence the submatrix of MatH with rows sequentially indexed by flats F0, Fn−1, Fn−2, . . . , F2, F1,∅
and columns sequentially indexed by elements f, xn, xn−1, . . . , x2, x1 is lower unitriangular. Hence
x1 . . . xn ∪ f ∈ 2F ∩HMatH and therefore, by Lemma 3.3.4, x1 . . . xnf ∈ 2F ∩H. But then, for
every element p ∈ V \ F , x1 . . . xnfp ∈ H, a contradiction because dimH = n.
Remark 4.1.3. Given a simplicial complexH = (V,H) ∈ BPav2, a matrix M ∈ BR (H) and distinct
lines L,L′ ∈ LM , we have |L ∩ L′| ≤ 1.
4.1.1 Dimension 2
Remark 4.1.4. Given a 1-complete boolean matrix M with columns indexed by a set V , we have
P≤2(V ) ⊆ HM . In particular, if LM = ∅ then HM ∼= U2,n.
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Proof. Let R be the set indexing the rows of M and write M = (mrv)r∈R,v∈V . Consider a subset
X ∈ P2(V ) and write X = xy. There exist distinct r, s ∈ R such that ZMr = {x} and ZMs = {y}
because M is 1-complete; and therefore msx = mry = 1 and mrx = msy = 0. Hence, up to
congruence, the submatrix M [rs, xy] is lower unitriangular. Therefore, P2(V ) ⊆ HM and so
P≤2(V ) ⊆ HM .
Suppose now that LM = ∅ and there exists a subset X ∈ P3(V ) ∩HM . Then there exists
a subset R′ ⊆ R such that M [R′, X] is congruent to a lower unitriangular matrix. But then
there exists an element r ∈ R such that 2 ≤ ∣∣ZMr ∣∣ ≤ |V | − 1, a contradiction, because LM = ∅.
Therefore, if LM = ∅ then HM = P≤2(V ) and so HM ∼= U2,n.
Proposition 4.1.5. The following properties hold:
1. Given a simplicial complexH ∈ BPav2 and a matrixM ∈ BR (H), then LM is a nonempty PEG.
2. If M is a 1-complete boolean matrix such that LM is a nonempty PEG, then HM ∈ BPav2.
Proof. Consider a simplicial complex H ∈ BPav2 and a matrix M ∈ BR(H). Let R be the set
indexing the rows of M and write M = (mrv)r∈R,v∈V . Then, by Remark 4.1.4, LM 6= ∅. Recall
that ZMr ∈ FlH for every r ∈ R by Lemma 3.3.5. Then, by Proposition 4.1.2,
∣∣ZMr ∩ ZMs ∣∣ ≤ 1 for
all distinct r, s ∈ R and so LM is a PEG. Hence property 1 holds.
Consider now a 1-complete boolean matrix M such that LM is a nonempty PEG. By Remark
4.1.4, it remains to show that P3(V ) ∩HM 6= ∅ and that P4(V ) ∩HM = ∅. Consider then a
line L ∈ LM , distinct elements p, q ∈ L, an element x ∈ V \ L and an element r ∈ R such that
L = ZMr . There exist distinct elements s1, s2 ∈ R such that ZMs1 = {p} and ZMs2 = {q} because M
is
1-complete. Then mrx = 1, mrp = mrq = 0; ms2p = 1, ms2q = 0; and ms1q = 1. Hence the
submatrix M [rs2s1, xpq] is lower unitriangular (if we fix the order of rows and columns) and
therefore xpq ∈ P3(V ) ∩HM .
On the other hand, suppose that there exist a setX ∈ P4(V ) ∩HM . Then there exist a subset
R′ ⊆ R such thatM [R′, X] is congruent to a lower unitriangular matrix. But then there exist distinct
elements r, s ∈ R such that ZMr , ZMs ∈ LM and
∣∣ZMr ∩ ZMs ∣∣ ≥ 2, a contradiction, because LM is
a PEG. Hence property 2 holds.
Proposition 4.1.6. Given a simplicial complex H = (V,H) ∈ BPav2 and a matrix
M ∈ BR (H):
H = HM = P≤2(V ) ∪
⋃
L∈LM
{X ∈ P3(V ) | |X ∩ L| = 2}
= P≤3(V ) \
(
{3-anticliques of G (M)} ∪
⋃
L∈LM
P3(L)
)
Proof. Consider a set R indexing the rows of M , write M = (mrv)r∈R,v∈V , define
H ′ := H ∩ P3(V ) and sets
U1 :=
⋃
L∈LM
{X ∈ P3(V ) | |X ∩ L| = 2}
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U2 := P3(V ) \
(
{3-anticliques of G (M)} ∪
⋃
L∈LM
P3(L)
)
We claim that H ′ = U1 = U2. To prove the claim consider first a set Y ∈ H ′. Up to congruence,
there exists a subsetR′ ⊆ R such that the submatrixM ′ := M [R′, Y ] is lower unitriangular because
Y ∈ H = HM . Suppose that the rows and columns ofM ′ are sequentially indexed by r1, r2, r3 and
y1, y2, y3, respectively. Then mr1y1 = 1 and mr1y2 = mr1y3 = 0 and therefore 2 ≤
∣∣ZMr1 ∣∣ ≤ |V | − 1.
So ZMr1 ∈ LM and
∣∣ZMr1 ∩ Y ∣∣ = 2. Hence we may conclude that H ′ ⊆ U1.
Consider now a set Y ∈ U1, a line L0 ∈ LM such that |Y ∩ L0| = 2 and an element r ∈ R such
that L0 = ZMr . Then Y ∩ L0 is an edge of G (M) and so Y /∈ {3-anticliques of G (M)}. Moreover,
by Proposition 4.1.2, for every line L ∈ LM \ {L0}, |L ∩ L0| ≤ 1 and therefore |L ∩ Y | ≤ 2. So
Y /∈ ⋃L∈LM P3(L). Therefore Y ∈ U2 and we may conclude that U1 ⊆ U2.
Finally, consider a set Y ∈ U2. There exists a line J ∈ LM such that |Y ∩ J | ≥ 2 because Y
is not a 3-anticlique of G (M); and |Y ∩ L| ≤ 2 for every line L ∈ LM because X /∈
⋃
L∈LM P3(L).
Then |Y ∩ J | = 2. Consider now an element r0 ∈ R such that J = Zr0 and define y0 as the single
element in the set Y \ (Y ∩ J). Up to congruence, there exists a subset R′′ ⊆ R such that the
submatrix M ′′ := M [R′′, Y ∩ J ] is lower unitriangular, because Y ∩ J ∈ P2(V ) ⊆ H = HM . But
mr0y0 = 1 (because y0 /∈ J = Zr0 ) andmr0y = 0 for every y ∈ Y ∩ J (because J = Zr0 ). Therefore
M [R′′ ∪ {r0} , Y ] is congruent to a lower unitriangular matrix and so Y ∈ HM = H. Hence, we
may conclude that U2 ⊆ H ′ and therefore the claim holds.
Moreover, P≤2(V ) ⊆ H because H ∈ BPav2 and so the result holds.
Proposition 4.1.7. Given a simplicial complex H ∈ BPav2, there exists a 1-complete matrix in
BR (H).
Proof. As P2(V ) ⊆ H then, by Lemma 3.3.9, P≤1(V ) ⊆ FlH. Then, by definition, MatH contains
all possible rows with exactly one entry equal to 0, i.e. MatH is a 1-complete matrix. Moreover,
by Proposition 3.3.6, MatH ∈ BR(H).
Proposition 4.1.8. Given a simplicial complex H = (V,H) ∈ BPav2 and a matrix M ∈ BR(H),
FlH = P≤1(V ) ∪ {V } ∪ LM ∪ {superanticliques of G (M)}
Proof. Let E denote the set of edges of the graph G (M). Now, by Lemmas 3.3.8 and 3.3.9,
V ∈ FlH and also P≤1(V ) ⊆ FlH (because P≤2(V ) ⊆ H). Moreover, by Lemma 3.3.5, LM ⊆ FlH.
Consider now a superanticlique X ⊆ V of the graph G (M), a subset I ∈ 2X ∩H and a point
p ∈ V \X. Observe first that I ∈ H = HM so |I| ≤ 3; moreover, I is an anticlique of G (M)
so, by Proposition 4.1.6, |I| 6= 3; hence |I| ≤ 2. We claim that I ∪ {p} ∈ H. If |I| ≤ 1 then
I ∪ {p} ∈ P≤2(V ) ⊆ H and the claim holds. If |I| = 2, thenNG (M)(I) = V \X because I ∈ P2(X)
and X is a superanticlique of the graph G (M). Therefore xp ∈ E for some element x ∈ I.
But then there exists a line L ∈ LM such that L ∩ (I ∪ {p}) = 2 and so, by Proposition 4.1.6,
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I ∪ {p} ∈ HM = H and the claim also holds in this case. Hence we may conclude that
P≤1(V ) ∪ {V } ∪ LM ∪ {superanticliques of G (M)} ⊆ FlH
Consider now a flat F ∈ FlH \ (P≤1(V ) ∪ {V } ∪ LM ) and distinct elements x, y ∈ F . We claim
first that xy /∈ E. To prove the claim, suppose that xy ∈ E. Then there exists a line L ∈ LM such
that xy ⊆ L and so |L ∩ F | ≥ 2. This contradicts Proposition 4.1.2 because L,F ∈ FlH and so the
first claim holds. We may then conclude that F is an anticlique of the graph G (M) and therefore
NG (M)(x) ∪NG (M)(y) ⊆ V \ F . We claim that the equality NG (M)(x) ∪NG (M)(y) = V \ F holds.
To prove the claim, consider an element z ∈ V \ F and suppose that xyz is an anticlique. Then, by
Proposition 4.1.6, xyz /∈ H. This is a contradiction, because xy ∈ P2(V ) ⊆ H, xy ⊆ F , z ∈ V \ F
and F is a flat. So the second claim holds. Therefore F is a superanticlique of the graph G (M)
and we may conclude that
FlH ⊆ P≤1(V ) ∪ {V } ∪ LM ∪ {superanticliques of G (M)}
so the desired equality holds.
Proposition 4.1.9. Given a simplicial complex H ∈ Pav2, H is a matroid if and only if G (MatH)
is complete.
Proof. Write H = (V,H) and let E denote the set of edges of the graph G (MatH). Suppose
that H is a matroid, consider distinct points x, y ∈ V and suppose that xy /∈ E. Then xy 6⊆ L for
every line L ∈ LMatH. i.e. xy 6⊆ F for every F ∈ FlH \ (P≤1(V ) ∪ {V }). But then xy = V and so,
by Proposition 3.3.22, xyv /∈ H for every element v ∈ V \ {xy}. Hence xy ∈ H is a facet. This
is a contradiction because H is pure, by Lemma 3.4.7. So xy ∈ E and we may conclude that
G (MatH) is a complete graph.
Conversely, suppose that G (MatH) is a complete graph, consider simplexes X,Y ∈ H such
that |Y | = |X|+ 1 and assume that X ∪ {y} /∈ H for every element y ∈ Y \X. Then |X| = 2
because H ∈ Pav2. So X ∈ E and therefore there exists a flat F ∈ FlH \ (P≤1(V ) ∪ {V }) such
that X ⊆ F . But then Y ⊆ X by Proposition 3.3.20, and therefore Y ⊆ F , a contradiction because
Y is a facet and so, by Proposition 3.3.18, Y = V .
4.2 Paving Matroids
Definition 4.2.1. Given n ∈ N0 and a simplicial complex H, let FlnH :=
⋃
F∈FlH\{V } Pn(F ).
Proposition 4.2.2. Every simplicial complex H = (V,H) ∈ Pavn such that
Pn+1(V ) ⊆ Fln+1(H) ∪H is boolean representable.
Proof. Consider a simplicial complex H = (V,H) ∈ Pavn satisfying Pn+1(V ) ⊆ Fln+1H ∪H.
Consider also a simplex X ∈ H \ {∅} and fix an element x ∈ X. We claim that x /∈ X \ {x}.
Suppose first that |X| ≤ n. Then X \ {x} ∈ P≤n−1(V ). So, by Lemma 3.3.9, X \ {x} ∈ FlH.
Therefore X \ {x} = X \ {x} and the claim holds clearly. We may then assume that |X| = n+ 1.
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Suppose now that (X \ {x}) ∪ {v} ∈ H for every v ∈ V \X. Consider a subset Y ∈ 2X\{x} ∩H
and an element p ∈ V \ (X \ {x}). If p = x then Y ∪ {p} ⊆ X ∈ H and therefore Y ∪ {p} ∈ H. If
p ∈ V \X, then Y ∪ {p} ⊆ (X \ {x}) ∪ {p} ∈ H and therefore Y ∪ {p} ∈ H. We may then conclude
thatX \ {x} ∈ FlH and so the claim also holds in this case. We may now assume that there exists
an element v0 ∈ V \X such that (X \ {x}) ∪ {v0} ∈ Pn+1(V ) \H. Define Y := (X \ {x}) ∪ {v0}.
So, Y ∈ Fln+1H and therefore there exists F ∈ FlH \ {V } such that Y ∈ Pn+1(F ). If x ∈ F , then
X ∈ 2F ∩H and therefore, X ∪ {q} ∈ H for every q ∈ V \ F (because F is a flat), a contradiction
because |X| = n+ 1 and dimH = n. Hence x /∈ F . But X \ {x} ⊆ Y ⊆ F , so X \ {x} ⊆ F .
Hence x /∈ X \ {x} and the claim holds also in this case. So, by Proposition 3.4.6, we may
conclude that H is boolean representable.
Remark 4.2.3. Given a matroid H = (V,H), a simplex X ∈ H and an element v ∈ V \X, the
following condition holds: X ∪ {v} ∈ H if and only if v /∈ X.
Proof. Consider a simplex X ∈ H and an element v ∈ V \X. The following statements are
equivalent:
1. X ∪ {v} ∈ H
2. I ∪ {v} ∈ H for every I ∈ 2X
3. I ∪ {v} ∈ H for every I ∈ H ∩ 2X
4. v /∈ X
Statement 3 implies statement 2 because X ∈ H. The remaining sequential equivalences are
clear.
Proposition 4.2.4. Given n ∈ N and a simplicial complexH = (V,H) ∈ Pavn, the following conditions
are equivalent:
1. H is a matroid
2. Pn+1(V ) ⊆ Fln+1H ∪H
Proof. Suppose that condition 1 holds and consider a set X ∈ Pn+1(V ) \H. Fix an element
x ∈ X and defineX ′ := X \ {x}. By Proposition 3.4.8,H is boolean representable, so we may use
Proposition 3.4.6 and conclude that x ∈ X ′ (because X /∈ H). We claim that X ′ 6= V . To prove
the claim, observe that X ′ ∈ Pn(V ) and so X ′ ∈ H because H is paving. But, by Lemma 3.4.7,
|Y | = n+ 1 for every Y ∈ fctH and therefore X ′ /∈ fctH. So, there exists an element v ∈ V \X
such that X ′ ∪ {v} ∈ H. Hence, by Remark 4.2.3, v /∈ X ′ and so the claim holds. Therefore,
X ′ ∈ FlH \ {V } and X ∈ Pn+1(X ′). So X ∈ Fln+1H and we may conclude that condition 2 holds.
Conversely, suppose that condition 2 holds and consider simplexes X,Y ∈ H such that
|Y | = |X|+ 1. We claim that there exists an element y0 ∈ Y \X such thatX ∪ {y0} ∈ H. Observe
that, if X ⊆ Y then the claim holds trivially. Moreover, if |X| ≤ n− 1 then, for every y ∈ Y \X,
X ∪ {y} ∈ P≤n(V ) and therefore X ∈ H because H is paving, so the claim also holds trivially in
this case. We may then assume that |X| = n and |Y | = n+ 1 and X 6⊆ Y . Define Z := Y \X and
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k := |Z|. Observe that k ≥ 2 (because X 6⊆ Y ) and write Z = z1 . . . zk. Define sets Xi := X ∪ {zi}
for every i ∈ [k]. Suppose that Xi ∈ Fln+1H for every i ∈ [k]. Consider flats Fi ∈ FlH \ {V }
such that Xi ∈ Pn+1(Fi) for every i ∈ [k]. For all distinct indices i, j ∈ [k], Xi ∩Xj ⊆ Fi ∩ Fj
and Xi ∩Xj = X; therefore |Xi ∩Xj | = n and |Fi ∩ Fj | ≥ n; moreover, by Proposition 4.1.2 we
may conclude that Fi = Fj . Hence, there exists a flat F ∈ FlH \ {V } such that X ∪ Z ⊆ F and
therefore Y ⊆ F . But then, for every v ∈ V \ F , Y ∪ {v} ∈ H (because F is a flat and Y ∈ 2F ∩H),
a contradiction because |Y | = n+ 1 and dimH = n. So we may conclude that Xi ∈ H for some
i ∈ [k] and therefore the claim holds by taking y0 = zi. Then H satisfies the exchange property
and condition 1 holds.
Proposition 4.2.5. Given n ∈ N and a simplicial complexH = (V,H) ∈ Pavn, the following conditions
are equivalent:
1. H is a matroid such that |F | ≤ n+ 1 for every F ∈ FlH \ {V }
2. Pn+1(V ) ⊆ FlH ∪H
Proof. Suppose that condition 1 holds. Then, by Proposition 4.2.4, Pn+1(V ) ⊆ Fln+1H ∪H. But
in this case Fln+1H ⊆ FlH because |F | ≤ n+ 1 for every F ∈ FlH \ {V }. Therefore condition 2
holds.
Now, observe that FlH ∩ Pn+1(V ) ⊆ Fln+1(H), so if H satisfies condition 2 then H also
satisfies Pn+1(V ) ⊆ Fln+1H ∪H. Moreover, by the previous observation and Proposition 4.2.4,
H is a matroid. Suppose that there exists a flat F ∈ FlH \ {V } such that |F | ≥ n+ 2. Consider
X ∈ Pn+1(F ). Observe that X ⊂ F and therefore X ∩ F = X and so |X ∩ F | = n+ 1. Hence,
by Lemma 4.1.2, X /∈ FlH. Then, by condition 2, X ∈ H. Therefore X ∪ {v} for every
v ∈ V \ F (because F ∈ FlH and X ∈ 2F ∩H). This is a contradiction, because |X| = n+ 1 and
dimH = n.
4.2.1 Dimension 2: Examples
Proposition 4.2.6. Given a finite field K and elements a, b, c ∈ K not all zero, define the simplicial
complex Ha,b,c = (V,Ha,b,c) ∈ Pav2 such that V = K and, for every subset X ∈ P3(V ),
X ∈ Ha,b,c if and only if there exist an enumeration X = xyz such that ax+ by + cz 6= 0. Then
Ha,b,c is a matroid.
Proof. WriteH := Ha,b,c andH := Ha,b,c. Consider a setX ∈ P3(V ) \H. We claim thatX ∈ FlH.
If X = V then the claim holds trivially. Consider then a subset I ∈ 2X ∩H and an element
v ∈ V \X. Observe first that, if |I| ≤ 1 then I ∪ {v} ∈ P≤2(V ) and therefore I ∪ {v} ∈ H (because
H is paving). Then we may assume that |I| = 2 (because I ∈ 2X ∩H and X /∈ H). Write I = i1i2,
let x denote the single element in the set X \ I and assume without loss of generality that
a 6= 0. Then ax+ bi1 + ci2 = 0 (because xi1i2 = X /∈ H) and so the following equalities hold:
av + bi1 + ci2 = (ax+ bi1 + ci2) + a(v − x) = a(v − x). But then av + bi1 + ci2 6= 0 (because a 6= 0
and v 6= x). So I ∪ {v} ∈ H and therefore the claim holds. Hence we may conclude that
P3(V ) ⊆ FlH ∪H and therefore H is a matroid by Proposition 4.2.5.
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Definition 4.2.7. Let K be a finite field. For all x0, x1, x2, y0, y1, y2 ∈ K, write
(x0, x1, x2) ∼ (y0, y1, y2) if there exists an element λ ∈ K \ {0} such that (x0, x1, x2) = λ(y0, y1, y2).
Then ∼ defines an equivalence relation in K3 \ {(0, 0, 0)}. Define the projective space of
dimension 2 over K as the set of equivalence classes P2(K) := (K3 \ {(0, 0, 0)})/ ∼. For all
a, b, c ∈ K not all zero, use (a : b : c) to denote the equivalence class of the element
(a, b, c) ∈ K3 \ {(0, 0, 0)} and define the projective line associated to (a : b : c) as
L(a:b:c) :=
{
(x : y : z) ∈ P2(K) | ax+ by + cz = 0}.
Proposition 4.2.8. Given a finite field K define the boolean matrix M = (mLX) with columns
indexed by P2(K), rows indexed by the set
{
L(a:b:c) | (a : b : c) ∈ P2(K)
}
and such that mLX = 0
if and only if X ∈ L. Define the simplicial complex H = (P2(K), HM ). Then H ∈ Pav2 and H is a
matroid.
Proof. The following properties hold:
1. Given (a : b : c) ∈ P2(K), ∣∣L(a:b:c)∣∣ ≥ 2
2. Given (a : b : c) ∈ P2(K), L(a:b:c) 6= P2(K)
3. Given distinct elements X := (x0 : x1 : x2), Y := (y0 : y1 : y2) ∈ P2(K), there exists a single
element (a0 : b0 : c0) ∈ P2(K) such that X,Y ∈ L(a0:b0:c0)
4. Given distinct elements (a0 : b0 : c0), (a1 : b1 : c1) ∈ P2(K),
∣∣L(a0:b0:c0) ∩ L(a1:b1:c1)∣∣ ≤ 1
To prove property 1, observe that one of the elements a, b, c ∈ K is different from 0. Therefore,
the set S :=
{
(x, y, z) ∈ K3 | ax+ by + cz = 0} is a linear subspace of K3 of dimension 2.
So we may take linearly independent vectors U = (u0, u1, u2), V = (v0, v1, v2) ∈ S. Then
(u0 : u1 : u2) 6= (v0 : v1 : v2) and (u0 : u1 : u2), (v0 : v1 : v2) ∈ L(a:b:c).
To prove property 2, observe that, for every (a : b : c) ∈ P2(K), one of the elements
(1 : 0 : 0), (0 : 1 : 0) and (0 : 0 : 1) does not lie on the line L(a:b:c).
To prove property 3, consider the following system of equations in variables a, b, c taking
values in K: ax0 + bx1 + cx2 = 0
ay0 + by1 + cy2 = 0
The coefficient matrix associated to this system of equations is:
M =
x0 x1 x2
y0 y1 y2

Observe that M has maximal rank because X and Y are distinct elements of P2(K). Let S denote
the solution set of the system above. So S is a linear subspace of K3 of dimension 1. Hence
|(S \ {(0, 0, 0)})/ ∼| = 1 and property 3 holds.
To prove property 4, suppose that there exist distinct elements X,Y ∈ L(a0:b0:c0) ∩ L(a1:b1:c1).
Then, by property 3, (a0 : b0 : c0) = (a1 : b1 : c1).
Now, write H = (V,H) where V = P2(K) and H = HM ; and L :=
{
L(a:b:c) | (a : b : c) ∈ V
}
.
For every (a : b : c) ∈ V , 2 ≤ ∣∣L(a:b:c)∣∣ < |V | by properties 1 and 2, so L ⊆ LM . Then
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L ⊆ FlH \ {V } by Lemma 3.3.5. Given distinct elements X,Y, Z ∈ P2(V ), there exists a line
LXY ∈ L such that XY ⊆ L (property 3). If Z ∈ LXY , then XY Z ∈ Fl3H. If Z /∈ LXY then
consider lines LXZ , LY Z ∈ L such that XZ ⊆ LXZ and Y Z ⊆ LY Z (property 3). Moreover,
X /∈ LY Z , Y /∈ LXZ and Z /∈ LXY (property 4). Therefore, the submatrix of M with rows and
columns sequentially indexed by LY Z , LXZ , LXY and X,Y, Z, respectively, is lower unitriangular
and therefore XY Z ∈ H. Using the previous properties and this argument, we may conclude that:
P2(V ) ⊆ H; there exists an element X ∈ P3(V ) ∩H; P4(V ) ∩H = ∅; and P3(V ) ⊆ Fl3H ∪H.
Therefore, by Proposition 4.2.5, H is a matroid.
4.3 A Metric in BPav2/ ∼=
Context 4.3.1. Throughout this Section, we aim at introducing two notions of distance between
simplicial complexes lying in BPav2 ∪ {U2,n | n ∈ N} (given n ∈ N, U2,n refers to the uniform
matroid introduced in Definition 3.5.3).
Note 4.3.2. Throughout this Section and Chapter 6, we assume that U2,n ∈ BPav(n)2 for every
n ∈ N.
Notation 4.3.3. Given n ∈ N, use BPav2/ ∼= (or BPav(n)2 / ∼=) to denote the set of all isomorphism
classes of boolean representable paving simplicial complexes of dimension 2 (with n vertices). To
simplify notation, we use the simplicial complex H ∈ BPav2 to denote its isomorphism class.
Definition 4.3.4. Given arbitrary sets A and B, the symmetric difference of A and B is
A4B := (A ∪B) \ (A ∩B).
Definition 4.3.5. Given n ∈ N, define the set Dn ⊆ P2
(
BPav
(n)
2 /
∼=
)
determined by the
following condition: HH′ ∈ Dn if and only if there exist matrices M ∈ BR1-complete(H) and
M ′ ∈ BR1-complete(H′) such that |LM 4LM ′ | = 1. Define now the graph Dn =
(
BPav
(n)
2 /
∼=, Dn
)
.
Proposition 4.3.6. Given n ∈ N, the graph Dn is connected.
Proof. Consider simplicial complexes H 6= H′ ∈ BPav(n)2 / ∼= and matrices M ∈ BR1-complete(H),
M ′ ∈ BR1-complete(H′) (there exist such matrices by Proposition 4.1.7). Define n := |LM |,
m := |LM ′ | and assume that the first n rows of M (respectively the first m rows of M ′)
correspond to the elements of LM (respectively elements of LM ′ ). Now, define matrices:
• M0 := M
• Mi obtained from Mi−1 by removing the ith row of the matrix M , for every i ∈ [n]
• Mn+j obtained from Mn+j−1 by adding the jth row of M ′, for every j ∈ [m]
Note that the matrix Mk is uniquely determined up to congruence, for every k ∈ [n+m]. Also,
we get Mn+m = M ′. Define the set
A :=
{
k ∈ [n+m] | HMk−1 6= HMk
}
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Now, A 6= ∅ because H 6= H′. Moreover, for every k ∈ A, HMk−1HMk ∈ Dn because∣∣LMk−14LMk ∣∣ = 1. Define l := |A| and consider an enumeration A = k1 . . . kl with the usual
order. Therefore H = HM = HM0 , H′ = HM ′ = HMl and(
H,HMk1 ,HMk2 , . . . ,HMkl−1 ,H′
)
is a path in Dn between vertices H and H′. So we may conclude that the set of paths
PH,H′(Dn) 6= ∅ for all distinct H,H′ ∈ BPav(n)2 / ∼= and therefore the graph Dn is connected.
Definition 4.3.7. Given n ∈ N, define the map
dn :
(
BPav
(n)
2 /
∼=
)
×
(
BPav
(n)
2 /
∼=
)
→ N0
(H,H′) 7→ minP∈PH,H′ (Dn) len(P )
Remark 4.3.8. Given n ∈ N, the map dn is well defined because H ∈ PH,H(Dn) for every
H ∈ BPav(n)2 / ∼= and PH,H′(Dn) 6= ∅ for all distinct H,H′ ∈ BPavn (2), by Proposition 4.3.6.
Proposition 4.3.9. The map dn is a metric in BPav
(n)
2 /
∼=.
Definition 4.3.10. Define the set D ⊆ P2 (BPav2/ ∼=) determined by the following condition:
HH′ ∈ D if and only if one of the following properties hold:
• H,H′ ∈ BPav(n)2 / ∼= for some n ∈ N and HH′ ∈ Dn
• H ∈ BPav(n)2 / ∼=, H ∈ BPav(n+1)2 for some n ∈ N and there exist matrices M ∈ BR1-complete(H),
M ′ ∈ BR1-complete(H′) such that
M ′ ∼=

M
1
...
1
1 . . . 1 0

Define now the graph D = (BPav2/ ∼=, D).
Remark 4.3.11. Dn ⊆ D for every n ∈ N.
Proposition 4.3.12. The graph D is connected.
Proof. Consider simplicial complexes H 6= H′ ∈ BPav2/ ∼= such that H ∈ BPav(n)2 / ∼= and
H′ ∈ BPav(m)2 / ∼= for some n,m ∈ N with n ≥ m. Consider also matrices M ∈ BR1-complete(H)
andM ′ ∈ BR1-complete(H′) (there exist such matrices by Proposition 4.1.7). Define matricesN and
N ′ obtained from M and M ′ by removing the rows that correspond to elements of LM and LM ′ ,
respectively. Then, by Remark 4.1.4, HN = U2,n ∈ BPav(n)2 / ∼= and HN ′ = U2,m ∈ BPav(m)2 / ∼=.
Therefore, by Proposition 4.3.6 and Remark 4.3.11, there exist paths P ∈ PH,U2,n(Dn) ⊆ PH,U2,n(D)
and Q ∈ PH′,U2,m(Dm) ⊆ PH′,U2,m(D).
44 CHAPTER 4. PAVING BOOLEAN REPRESENTABLE SIMPLICIAL COMPLEXES
Now, observe that
N =

0 1 . . . 1
1 0 . . . 1
...
...
. . .
...
1 1 . . . 0
1 . . . 1
1 . . . 1
...
. . .
...
1 . . . 1
1 1 . . . 1
...
...
. . .
...
1 1 . . . 1
0 . . . 1
...
. . .
...
1 . . . 0

=

N ′
1 . . . 1
1 . . . 1
...
. . .
...
1 . . . 1
1 1 . . . 1
...
...
. . .
...
1 1 . . . 1
0 . . . 1
...
. . .
...
1 . . . 0

So, by a clear inductive argument using the second property of Definition 4.3.10, there exists
a path in D between U2,n and U2,m. Therefore, there exists a path in D between H and H′.
Hence we may conclude that the set of paths PH,H′(D) 6= ∅ for all distinct H,H′ ∈ BPav2/ ∼= and
therefore the graph D is connected.
Definition 4.3.13. Define the map
d : (BPav2/ ∼=)×(BPav2/ ∼=) → N0
(H,H′) 7→ minP∈PH,H′ (D) len(P )
Remark 4.3.14. The map d is well defined because H ∈ PH,H(D) for every H ∈ BPav2/ ∼= and
PH,H′(D) 6= ∅ for all distinct H,H′ ∈ BPav2/ ∼= by Proposition 4.3.12.
Proposition 4.3.15. The map d is a metric in BPav2/ ∼=.
Chapter 5
Disjoint Representations of
Simplicial Complexes
5.1 Short Representations
Context 5.1.1. Throughout this Section, we aim at getting a full description of simplicial
complexes in BPav2 admitting 1-complete boolean representations with disjoint sets of lines,
being one of them short. So, up until Proposition 5.1.12, let H = (V,H) ∈ BPav2, consider
M,N ∈ BR1-complete(H) such that M ∈ BRshort(H) and LM ∩ LN = ∅. Let Γ denote the graph
G (M) and E denote its edge set.
Remark 5.1.2. The following equalities hold:
HM = P≤2(V ) ∪ {X ∈ P3(V ) | |X ∩ L| = 2 for some L ∈ LM}
= P≤3(V ) \ {3-anticliques of G (M)}
Moreover, |V | ≥ 3 and E 6= ∅.
Proof. The first two equalities follow directly from Proposition 4.1.6 by observing that⋃
L∈LM P3(L) = ∅ because M is a short matrix. The final assertion holds because dimH = 2
and so, by the first equality, LM 6= ∅. Then E =
⋃
L∈LM P2(L) 6= ∅.
Lemma 5.1.3. Given a subset X ∈ P4(V ), one of the following conditions holds:
1. X is an anticlique of Γ
2. The number of edges of Γ [X] is at least 2
In particular, there exists at most one vertex of degree 0 in Γ.
Proof. Suppose that none of the conditions hold and write X = x1x2yz such that x1x2 ∈ E is the
only edge in the subgraph Γ [X]. We get the following configuration:
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x1 x2
y z
We use now both characterizations of H = HM = HN given by Proposition 4.1.6 and the
properties of the closure operator given by Definition 3.3.17. Note that x1x2y is not a 3-anticlique
of Γ and so x1x2y ∈ HM = H = HN . Then there exists a line J ∈ LN such that |x1x2y ∩ J | = 2.
But both x1x2 ∈ LM and J ∈ LN are flats of H and therefore |x1x2 ∩ J | ≤ 1 by Proposition 4.1.2.
Therefore, we may fix the element x ∈ x1x2 such that xy ⊆ J . Now, for every index i ∈ [2], xiyz
is a 3-anticlique of Γ and so xiyz /∈ H. Then, by Proposition 3.3.20, x1, x2 ∈ yz and z ∈ xy. But
then yz = V , because x1x2y ∈ 2yz ∩ fctH; and xy = V , because yz ⊆ xy. This contradicts the
minimality of xy because xy ⊆ J ⊂ V .
Suppose now that there exist two distinct vertices x, y ∈ V of degree 0. By Remark 5.1.2,
E 6= ∅ and therefore there exist distinct vertices z, t ∈ V \ xy such that zt ∈ E. But then the
subgraph Γ [xyzt] contains exactly one edge: a contradiction.
Lemma 5.1.4. Γ is triangle-free.
Proof. Suppose that there exists a subset X ∈ P3(V ) such that Γ [X] is a triangle. Then
P2(X) ⊆ LM . Moreover, X is not a 3-anticlique of Γ and so X ∈ H. Then there exists a line
J ∈ LN such that |X ∩ J | = 2. But X ∩ J ∈ P2(X) ⊆ LM and J ∈ LN are flats of H intersecting
in two points, contradicting Proposition 4.1.2.
Lemma 5.1.5. One of the following conditions holds:
1. Γ is isomorphic to C5
2. There are no cycles of length 5 in Γ
Proof. Suppose that there exists a cycle of length 5 in Γ with vertex set X ∈ P5(V ).
Write X = x1x2y1zt and assume the edges lying on the cycle are as follows:
z
x1
x2
t
y1
Suppose now that condition 1 does not hold and observe that the only edges in the subgraph
Γ [X] are represented in the picture above, because Γ is triangle-free by Lemma 5.1.4. Then there
exists an extra vertex y2 ∈ V \ x1x2y1zt. We get one of the following configurations:
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z
x1
x2
t
y1 y2
z
x1
x2
t
y1 y2
z
x1
x2
t
y1 y2
Note that in all configurations Γ [x1x2y1y2] has exactly one edge, contradicting Lemma 5.1.3.
Lemma 5.1.6. One of the following conditions holds:
1. Γ is isomorphic to C5
2. There are no cycles of odd length in Γ
Proof. Suppose that condition 1 does not hold. Proceed by induction on k to prove that there
are no cycles of length 2k + 1 for every k ∈ N, the cases k = 1 and k = 2 being immediate from
Lemmas 5.1.4 and 5.1.5. Suppose now that k ≥ 3; that there are no cycles of length 2m+ 1 for
every m < k; and that there exists a cycle of length 2k + 1 in Γ with vertex set X ∈ P2k+1(V ).
Write X = x0x1 . . . x2k and suppose that the edges lying on the cycle are as follows:
x0
x1
x2
. . .
x2k−1
x2k
We claim that the subgraph Γ [x0x2xk+1xk+2] contains exactly one edge. To prove the claim,
observe first that x0x2 /∈ E by Lemma 5.1.4. Moreover,
• By adding the edge x0xk+1 or the edge x2xk+2 to the cycle above, two new cycles appear of
lengths k + 1 and k + 2
• By adding the edge x0xk+2 or the edge x2xk+1 to the cycle above, two new cycles appear of
lengths k and k + 3
Now, k < k + 1 < k + 2 < k + 3 < 2k + 1 because k ≥ 3 and so in both of the above cases there
exists a cycle of odd length 2m+ 1 for some m < k. Therefore, by the induction hypothesis,
x0xk+1, x0xk+1 /∈ E and so the claim holds. This contradicts Lemma 5.1.3 and so we may
conclude that Γ does not contain a cycle of length 2k + 1.
Corollary 5.1.7. One of the following conditions holds:
1. Γ is isomorphic to C5
2. Γ is bipartite
Proof. Follows immediately from Lemmas 5.1.6 and 2.2.39.
Definition 5.1.8. Given n,m ∈ N with m+ n ≥ 3, define the set Ω(m,n) of all graphs (up to
isomorphism) that can be obtained from the complete bipartite graphKm,n by removing a matching.
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Proposition 5.1.9. If there exists some vertex v ∈ V with degΓ(v) = 0, then the subgraph
Γ [V \ {v}] is a complete bipartite graph.
Proof. If there exists such a vertex v ∈ V , then Γ is not isomorphic to C5 and therefore is a bipartite
graph by Corollary 5.1.7. Consider partition sets A and B of Γ with |A| = m and |B| = n for some
m,n ∈ N with m ≥ 1 and n ≥ 2 (there exist such integers because |V | ≥ 3 by Remark 5.1.2).
Moreover, we may assume that v ∈ B because if A = {v} then E = ∅, contradicting Remark
5.1.2. Now, for every vertex a ∈ A, degΓ(a) 6= 0 (because v is the only isolated vertex by Lemma
5.1.3); consider a vertex b0 ∈ NΓ(a); then, for every b ∈ B \ {b0}, the subgraph Γ [ab0bv] contains
at least 2 edges and therefore ab ∈ E; we may then conclude that ab ∈ E for all a ∈ A and b ∈ B.
Proposition 5.1.10. If there are no vertices of degree 0 in Γ, then one of the following conditions
holds:
1. Γ is isomorphic to C5
2. Γ ∈ Ω(m,n) for some m,n ∈ N with m+ n ≥ 3
Proof. Suppose that none of the conditions hold. By Corollary 5.1.7, Γ is a bipartite graph.
Consider partition sets A and B with sizes |A| = m and |B| = n and observe that Γ /∈ Ω(m,n)
because condition 2 does not hold. So the subset E′ := {ab | a ∈ A, b ∈ B} \ E is not a matching.
Therefore there exist two elements X,Y ∈ E′ sharing one vertex. We may then assume that there
exist distinct vertices a ∈ A and b1, b2 ∈ B such that ab1, ab2 /∈ E. Observe now that degΓ(a) 6= 0
and fix some vertex b ∈ NΓ(a) ⊆ B \ b1b2. But then the subgraph Γ [abb1b2] contains exactly one
edge, contradicting Lemma 5.1.3.
Definition 5.1.11. Given m,n ∈ N with m ≤ n and m+ n ≥ 3, define simplicial complexes
H(1)m,n = (V1, H(1)m,n) and H(2)m,n = (V2, H(2)m,n) as follows:
• V1 := [m+ n]
• X1 := [m], Y1 := [m+ n] \ [m], Z1 := P3(X1) ∪ P3(Y1), H(1)m,n = P≤3(V1) \ Z1
• V2 := [m+ n+ 1]
• X2 := [m] ∪ {m+ n+ 1}, Y2 := [m+ n+ 1] \ [m], Z2 := P3(X2) ∪ P3(Y2), H(2)m,n = P≤3(V2) \ Z2
Corollary 5.1.12. Up to isomorphism, H is one of the following simplicial complexes:
1. U3,5
2. H(1)m,n for some m,n ∈ N
3. H(2)m,n for some m,n ∈ N
Proof. Use the notation of Definition 5.1.11. The number of vertices of H coincides with the
number of vertices of the graph Γ. Moreover,H = HM = P≤3(V ) \ {3-anticliques of Γ} by Remark
5.1.2. By Propositions 5.1.9 and 5.1.10, one of the following conditions holds:
1. Γ is isomorphic to C5
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2. Γ ∈ Ω(m,n) for some m,n ∈ N with m+ n ≥ 3
3. There exists a vertex v such that degΓ(v) = 0 and Γ [V \ {v}] is isomorphic to Km,n for some
m,n ∈ N
Now, it remains to observe that:
• If condition 1 holds, then there are no 3-anticliques on Γ and so H ∼= U3,5
• If condition 2 holds and Γ admits partition sets A and B with |A| = m and |B| = n then the set
of 3-anticliques of Γ is P3(A) ∪ P3(B) and so H ∼= H(1)m,n
• If condition 3 holds and Γ [V \ {v}] admits partition sets A and B with |A| = m and |B| = n then
the set of 3-anticliques of Γ is P3(A ∪ {v}) ∪ P3(B ∪ {v}) and so H ∼= H(2)m,n
Context 5.1.13. At this point, we established that, if a simplicial complex in BPav2 admits alternative
boolean representations as desired, then it must lie in the set of simplicial complexes described
in Corollary 5.1.12. Now, we must show that, up to isomorphism, this set of simplicial complexes
is infinite; and all its elements admit alternative boolean representations as desired.
Lemma 5.1.14. Given m,n ∈ N with m ≤ n and m+ n ≥ 3,
min
U∈P2([m+n])
∣∣∣{X ∈ H(1)m,n | U ⊆ X}∣∣∣ = min
U∈P2([m+n+1])
∣∣∣{X ∈ H(2)m,n | U ⊆ X}∣∣∣ = min {m,n} = m
Proof. We use the notation of Definition 5.1.11 and write
m1 := min
U∈P2([m+n])
∣∣∣{X ∈ H(1)m,n | U ⊆ X}∣∣∣
Consider a subset U ∈ P2(V1). One of the following conditions holds:
• If U = uv for some u ∈ X1 and v ∈ Y1 then there are m+ n− 2 simplexes containg U ,
namely {U ∪ {v} | v ∈ V1 \ U}
• If U ∈ P2(X1) then there are n simplexes containing U , namely {U ∪ {y} | y ∈ Y1}
• If U ∈ P2(Y1) then there are m simplexes containing U , namely {U ∪ {x} | x ∈ X1}
Now, recall that m ≤ n and m+ n ≥ 3, so we may conclude that P2(Y1) 6= ∅ and n ≥ 2. In
particular, m+ n− 2 ≥ m. So m1 = m.
Now, write
m2 := min
U∈P2([m+n+1])
∣∣∣{X ∈ H(2)m,n | U ⊆ X}∣∣∣
Consider a subset U ∈ P2(V2). One of the following conditions holds:
• If U = uv for some u ∈ [m] and v ∈ [m+ n] \ [m] then there are m+ n− 1 simplexes containing
U , namely {U ∪ {v} | V2 \ U}
• If U ∈ P2(X2) then there are n simplexes containing U , namely {U ∪ {y} | y ∈ Y2 \ {n+m+ 1}}
• If U ∈ P2(Y2) then there arem simplexes containing U , namely {U ∪ {x} | x ∈ X2 \ {n+m+ 1}}
Similarly to the previous case, m+ n− 1 ≥ m and moreover P2(X2), P2(Y2) 6= ∅. Then
m2 = min {m+ n− 1,m, n} = m.
50 CHAPTER 5. DISJOINT REPRESENTATIONS OF SIMPLICIAL COMPLEXES
Proposition 5.1.15. The simplicial complexes H(2)1,n and H(1)1,n+1 are isomorphic, for every n ∈ N
with n ≥ 2. There are no other isomorphic simplicial complexes in the set{
U3,5,H(1)m,n,H(2)m,n | m,n ∈ N with m ≤ n and m+ n ≥ 3
}
Proof. Use the notation of Definition 5.1.11.
Let n ∈ N. The number of points of the simplicial complexes H(2)1,n and H(1)1,n+1 is clearly the
same and equal to n+ 2. Moreover,
H
(2)
1,n = P3([n+ 2]) \ (P3({1, n+ 2}) ∪ P3({2, . . . , n+ 2}))
= P3([n+ 2]) \ P3({2, . . . , n+ 2})
= P3([n+ 2]) \ (P3({1}) ∪ P3({2, . . . , n+ 2})) = H(1)1,n+1
Suppose that there exist m,n ∈ N such that U3,5 ∼= H(1)m,n. Then |V1| = 5 and
P≤3(V1) \ Z1 = H(1)m,n = P≤3(V1) and so Z1 = P3(X1) ∪ P3(Y1) = ∅. Therefore |X1| , |Y1| ≤ 2 and
so |V1| = |X1|+ |Y1| ≤ 4, a contradiction.
Suppose that there exist m,n ∈ N such that U3,5 ∼= H(2)m,n. Then |V2| = 5 and
P≤3(V1) \ Z2 = H(2)m,n = P≤3(V2) and so Z2 = P3(X2) ∪ P3(Y2) = ∅. Therefore |X2| , |Y2| ≤ 2 and
so |V2| = |X2|+ |Y2| − 1 ≤ 3, a contradiction.
Suppose that there exist m,n, k, ` ∈ N with m ≤ n and k ≤ ` such that H(1)m,n ∼= H(1)k,`. Then
m+ n = k + ` (because the number of points must be the same); by Lemma 5.1.14,
m = min {m,n} = min {k, `} = k; and so we also get n = `.
Suppose that there exist m,n, k, ` ∈ N with m ≤ n and k ≤ ` such that H(2)m,n ∼= H(2)k,`. Then
m+ n+ 1 = k + `+ 1 (because the number of points must be the same); by Lemma 5.1.14,
m = min {m,n} = min {k, `} = k; and so we also get n = `.
Suppose that there exist m,n, k, ` ∈ N with m ≤ n and k ≤ ` such that H(1)m,n ∼= H(2)k,`. Then
m+ n = k + `+ 1 (because the number of points must be the same); by Lemma 5.1.14,
m = min {m,n} = min {k, `} = k; and so we also get n = `+ 1. Then the number of elements
of the sets P3(V1) \H(1)k,`+1 and P3(V2) \H(2)k,` must be the same, i.e. the following equalities hold:(
k
3
)
+
(
`+ 1
3
)
=
(
k + 1
3
)
+
(
`+ 1
3
)
⇐⇒ k(k − 1)(k − 2) = (k + 1)k(k − 1)
⇐⇒ 3k(k − 1) = 0
We get a contradiction if k 6= 1.
Definition 5.1.16. Define 1-complete boolean matrices M0 and N0 with columns indexed by [5]
such that
• LM0 := {12, 15, 23, 34, 45}
• LN0 := {13, 14, 25, 24, 35}
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Moreover, given m,n ∈ N with m ≤ n and m+ n ≥ 3, define 1-complete boolean matrices M (1)m,n
and N (1)m,n with columns indexed by [m+ n]; M
(2)
m,n and N
(2)
m,n with columns indexed by [m+ n+ 1]
such that:
• L
M
(1)
m,n
:= {ab | a ∈ [m], b ∈ [m+ n] \ [m]}
• L
N
(1)
m,n
:= {[m], [m+ n] \ [m]}
• L
M
(2)
m,n
:= {ab | a ∈ [m], b ∈ [m+ n] \ [m]}
• L
N
(2)
m,n
:= {[m] ∪ {m+ n+ 1} , [m+ n+ 1] \ [m]}
Proposition 5.1.17. Given m,n ∈ N with m ≤ n and m+ n ≥ 3, the following properties hold:
• M0, N0 are boolean representations of U3,5
• M (1)m,n and N (1)m,n are boolean representations of H(1)m,n
• M (2)m,n and N (2)m,n are boolean representations of H(2)m,n
Moreover,
LM0 ∩ LN0 = LM(1)m,n ∩ LN(1)m,n = LM(2)m,n ∩ LN(2)m,n = ∅
and M0,M
(1)
m,n,M
(2)
m,n are short matrices.
Proof. Observe that the number of columns of the matrices and the number of points of the
simplicial complexes coincide in all cases. Moreover, every set of lines defined above is a PEG, so
the respective 1-complete boolean matrix represents a simplicial complex in BPav2 by Proposition
4.1.5. Therefore we may use Proposition 4.1.6 and get:
{3-anticliques of G (M0)} = {3-anticliques of G (N0)} = ∅⋃
L∈LM0
P3(L) =
⋃
L∈LN0
P3(L) = ∅
HM0 = HN0 = P≤3([5]){
3-anticliques of G (M (1)m,n)
}
=
⋃
L∈L
N
(1)
m,n
P3(L) = P3([m]) ∪ P3([m+ n] \ [m])
{
3-anticliques of G (N (1)m,n)
}
=
⋃
L∈L
M
(1)
m,n
P3(L) = ∅
H
M
(1)
m,n
= H
N
(1)
m,n
= P≤3([m+ n]) \ (P3([m]) ∪ P3([m+ n] \ [m])){
3-anticliques of G (M (2)m,n)
}
=
⋃
L∈L
N
(2)
m,n
P3(L) = P3([m] ∪ {m+ n+ 1}) ∪ P3([m+ n+ 1] \ [m])
{
3-anticliques of G (N (2)m,n)
}
=
⋃
L∈L
M
(2)
m,n
P3(L) = ∅
H
M
(2)
m,n
= H
N
(2)
m,n
= P≤3([m+ n]) \ (P3([m] ∪ {m+ n+ 1}) ∪ P3([m+ n+ 1] \ [m]))
The last assertion follows clearly.
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5.2 General Case
Context 5.2.1. We start this Section by establishing some needed definitions and results. So, up
until Lemma 5.2.6, let H = (V,H) ∈ BPav2 and M,N ∈ BR (H) such that LM ∩ LN = ∅.
Definition 5.2.2. Define:
• The set EM,N :=
(⋃
L∈LM P2(L)
) ∪ (⋃J∈LM P2(J))
• The graph ΓM,N := (V,EM,N )
• The map cM,N : EM,N → [2]
X 7→
1 if X ∈
⋃
L∈LM P2(L)
2 if X ∈ ⋃J∈LN P2(J)
Remark 5.2.3. The map cM,N is a well-defined edge-colouring of ΓM,N .
Proof. Suppose that there exists an edge X ∈ EM,N and lines L ∈ LM and J ∈ LN such that
X ⊆ L ∩ J . Observe that L 6= J because LM ∩ LN = ∅. Therefore |L ∩ J | ≥ |X| = 2, contradicting
Proposition 4.1.2. Hence, cM,N (X) is uniquely determined for every edge X ∈ EM,N .
Definition 5.2.4. Define the edge-coloured graph gM,N := (ΓM,N , cM,N ).
Note 5.2.5. Throughout this Section, we use colours blue and red refering to 1 and 2, respectively.
We use both terminology as convenient.
Lemma 5.2.6. Given a subset V ′ ⊆ V , define the submatricesM ′ := M [−, V ′] andN ′ := N [−, V ′].
Then M ′ and N ′ are boolean representations of H|V ′ and LM ′ ∩ LN ′ = ∅. Moreover, one of the
following conditions holds:
• LM ′ = ∅
• LN ′ = ∅
• gM,N [V ′] = gM ′,N ′
Proof. The first assertion follows clearly from Proposition 3.4.10, Remark 3.4.11 and Proposition
4.1.2. Also by Remark 3.4.11 we may conculde that:
• ⋃L∈LM′ P2(L) ⊆ ⋃L∈LM P2(L)
• ⋃J∈LN′ P2(J) ⊆ ⋃J∈LN P2(J)
Hence EM ′,N ′ ⊆ EM,N ∩ 2V ′ and cM ′,N ′−1 (i) ⊆ cM,N |E
M,N∩2V ′
−1
(i) for every colour i ∈ [2].
Conversely, suppose that LM ′ ,LN ′ 6= ∅ and consider sets X ∈
⋃
L∈LM′ P2(L) and
Y ∈ ⋃J∈LN′ P2(J). Therefore there exist lines L0 ∈ LM and J0 ∈ LN such that X ∈ P2(L0) ∩ 2V ′
and Y ∈ P2(J0) ∩ 2V ′ . We claim that L0 ∩ V ′ ∈ LM ′ and J0 ∩ V ′ ∈ LN ′ . To prove the claim
observe that X ⊆ L0 ∩ V ′ and Y ⊆ J0 ∩ V ′. So |L0 ∩ V ′| , |J0 ∩ V ′| ≥ 2. Moreover, suppose
that L0 ∩ V ′ = V ′ (or J0 ∩ V ′ = V ′). Then all the other rows in M ′ (or N ′) contain at most one
entry equal to 0 by Proposition 4.1.2, because H ∈ BPav2. Therefore LM ′ = ∅ (or LN ′ = ∅),
contradicting the initial assumption. Hence the claim holds and we may conclude that:
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• ⋃L∈LM P2(L) ⊆ ⋃L∈LM′ P2(L)
• ⋃J∈LN P2(J) ⊆ ⋃J∈LN′ P2(J)
Hence EM,N ∩ 2V ′ ⊆ EM ′,N ′ and cM,N |E
M,N∩2V ′
−1
(i) ⊆ cM ′,N ′−1 (i) for every colour i ∈ [2]. So
the equalities hold and gM,N [V ′] = gM ′,N ′ .
Context 5.2.7. Throughout this Section, we aim at getting a full description of simplicial complexes
in BPav2 admitting alternative 1-complete boolean representations with disjoint sets of lines,
none of them being short. So, up until Proposition 5.2.37, let H = (V,H) ∈ BPav2, consider
M,N ∈ BR1-complete(H) \ BRshort(H) such that LM ∩ LN = ∅ and use E,Γ, c and g to denote the
set of edges EM,N , the graph ΓM,N , the edge-colouring cM,N and the edge-coloured graph gM,N ,
respectively.
Note 5.2.8. For technical purposes, define the map c : E → [2] such that c(X) = 3− c(X) for
every edge X ∈ E. Then c is clearly an edge-colouring of Γ. Define the edge-coloured graph
g := (Γ, c). Say that g is the colour inversion of g.
Remark 5.2.9. g contains a red and a blue triangle. Therefore |V | ≥ 5.
Proof. None of the representations M and N is short. So, there exist lines L ∈ LM and J ∈ LN
such that |L| , |J | ≥ 3. Then g [L] is a blue triangle and g [J ] is a red triangle. Moreover, |L ∩ J | ≤ 1
and therefore |V | ≥ |L|+ |J | − |L ∩ J | ≥ 3 + 3− 1 ≥ 5.
Lemma 5.2.10. Given Z ∈ P3(V ), one of the following conditions holds:
1. Z is an anticlique of Γ
2. g [Z] is a monochromatic triangle
3. g [Z] contains edges of different colours
Moreover, Z ∈ H if and only if condition 3 holds.
Proof. Recall that H ∈ BPav2 and M,N ∈ BR (H). So we may use both descriptions of
H = HM = HN in Proposition 4.1.6. Using the first equality in Proposition 4.1.6, the following
statements are equivalent (sequential equivalences are clear):
• Z ∈ H = HM = HN
• Z ∈ ⋃L∈LM {X ∈ P3(V ) | |X ∩ L| = 2} and Z ∈ ⋃J∈LN {Y ∈ P3(V ) | |Y ∩ J | = 2}
• There exist lines L0 ∈ LM and J0 ∈ LN such that |Z ∩ L0| = |Z ∩ J0| = 2
• g [Z] contains edges of different colours
Now, using the second equality in Proposition 4.1.6, the following statements are equivalent:
1. Z /∈ H = HM = HN
2. Z ∈ {3-anticliques of G (M)} ∪ (⋃L∈LM P3(L)) and
Z ∈ {3-anticliques of G (N)} ∪ (⋃J∈LN P3(J))
3. Z ∈ {3-anticliques of G (M)} ∩ {3-anticliques of G (N)} or
Z ∈ {3-anticliques of G (M)} ∩ (⋃J∈LN P3(J)) or
Z ∈ {3-anticliques of G (N)} ∩ (⋃L∈LM P3(L))
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4. Z is an anticlique of Γ or g [Z] is a monochromatic triangle
Statements 2 and 3 are equivalent because
(⋃
L∈LM P3(L)
) ∩ (⋃J∈LN P3(J)) = ∅ by Proposition
4.1.2 and because LM ∩ LN = ∅. The remaining sequential equivalences are clear.
Lemma 5.2.11. If g contains two monochromatic triangles sharing one edge, then the edge-coloured
subgraph induced by their vertices is a monochromatic K4.
Proof. Without loss of generality, suppose that g contains blue triangles with vertex sets abx and
aby, respectively (a, b, x, y ∈ V are distinct vertices). We get the following configuration:
x
a
y
b
There exists a line L ∈ LM such that ab ⊆ L. By Proposition 5.2.10, abx, aby /∈ H and therefore
x, y ∈ L. So abxy ⊆ L and then g [abxy] is a blue K4.
Lemma 5.2.12. If g contains a monochromatic triangle and a monochromatic K4 of different
colours, then they share no vertex.
Proof. Without loss of generality, suppose that g contains a blue triangle and a red K4 with vertex
sets X := ax1x2 and Y := ay1y2y3, respectively (a, x1, x2, y1, y2, y3 ∈ V are pairwise distinct
vertices). We get the following configuration:
a
x1
x2
y3
y2
y1
We claim that, for every index i ∈ {1, 2, 3}, one of the sets x1yi or x2yi is a red edge of g. To prove
the claim, observe that x1x2yi is not an anticlique of Γ (because x1x2 is an edge) and, by Lemma
5.2.11, g [x1x2yi] is not a blue triangle (because g [X ∪ {yi}] is not a blue K4). Therefore, by
Proposition 5.2.10, g [x1x2yi] contains a red edge and the claim holds. Hence, we may conclude
that there are at least 3 red edges joining Y \ {a} and X \ {a}. So there exist a vertex x ∈ X \ {a}
such that there are at least 2 red edges joining x and Y \ {a}. Consider then distinct vertices
y, y′ ∈ Y \ {a} such that g [xyy′] is a red triangle. Then, by Lemma 5.2.11, g [xyy′a] is a red K4, a
contradiction (because ax is a blue edge).
Lemma 5.2.13. Every pair of monochromatic triangles of different colours in g share one vertex.
Proof. Suppose that g contains a blue and a red triangle of vertex sets X = x1x2x3 and
Y = y1y2y3, respectively, with X ∩ Y = ∅. We get the following configuration:
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x1
x2
x3
y1
y2
y3
We claim that, for all indices i, j, k ∈ {1, 2, 3} with j 6= k, one of the sets xiyj or xiyk is a blue edge
of g. To prove the claim, observe that xiyjyk is not an anticlique of Γ (because yjyk is an edge)
and, by Lemma 5.2.12, g [Y ∪ {xi}] is not a red K4. So, by Lemma 5.2.11, g [xiyjyk] is not a red
triangle and therefore, by Proposition 5.2.10, g [xiyjyk] contains a blue edge and the claim holds.
Hence, we may conclude that there are at least 6 blue edges joining X and Y . So there exist
a vertex y ∈ Y such that there are at least 2 blue edges joining y and X. Consider then distinct
vertices x, x′ ∈ X such that g [xx′y] is a blue triangle. Then, by Lemma 5.2.11, g [X ∪ {y}] is a
blue K4 that shares one vertex with the red triangle g [X], contradicting Lemma 5.2.12.
Definition 5.2.14. Define (up to graph isomorphism) the graph K ′4 obtained from the complete
graph K4 by removing one edge.
Proposition 5.2.15. g does not contain a monochromatic K ′4.
Proof. Without loss of generality, suppose that g contains a blue K ′4 with vertex set X. Observe
that g contains a red triangle because N is not a short representation ofH. Let Y be the vertex set
of a red triangle in g. Moreover, by Lemma 5.2.11, g [X] is a blue K4 and therefore |X ∩ Y | ≤ 1.
So there exists a subset X ′ ∈ P3(X) \ Y . Hence g [X ′] and g [Y ] are monochromatic triangles of
different colours sharing no vertex, contradicting Lemma 5.2.13.
Lemma 5.2.16. There are no vertices of degree 0 in Γ.
Proof. Recall that dimH = 2. So |V | ≥ 3; and there exists a set X ∈ P3(V ) ∩H. Then, by
Proposition 5.2.10, g [X] contains edges of different colours and so E 6= ∅. Suppose now that
there exists a vertex v ∈ V such that degΓ(v) = 0. Then, by Proposition 5.2.10, for every distinct
vertices x, y ∈ V \ {v}, xyv is an anticlique of Γ. Hence E = ∅, a contradiction.
Lemma 5.2.17. degΓ(v) ≥ |V | − 2 for every vertex v ∈ V .
Proof. Consider a vertex v ∈ V . Suppose that there exist distinct vertices x1, x2 ∈ V \ {v} such
that vx1, vx2 /∈ E. Then, by Proposition 5.2.10, vx1x2 is an anticlique of Γ. By Lemma 5.2.16,
there exists a vertex y ∈ V \ vx1x2 such that vy ∈ E (assume that vy is a blue edge). We get the
following configuration:
v
x1
y
x2
Then, by Proposition 5.2.10, x1y and x2y are red edges and we get the following configuration:
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v
x1
y
x2
Also by Proposition 5.2.10, we may conclude that x1x2 ∈ E, a contradiction.
5.2.1 Non Complete Case
Context 5.2.18. Throughout this Subsection, assume that Γ is not a complete graph. Let v1, v2 ∈ V
be distinct vertices such that v1v2 /∈ E.
Remark 5.2.19. NΓ(v1) = NΓ(v2) = V \ v1v2.
Proof. Follows clearly from Lemma 5.2.17.
Lemma 5.2.20. The following conditions hold:
1. Given a colour i ∈ [2], N (i)(v1) = N (3−i)(v2).
2. Given a colour i ∈ [2] and a vertex v ∈ v1v2, P2(N (i)(v)) ⊆ E.
Proof. Consider a colour i ∈ [2] and an index p ∈ [2]. Consider a vertex x ∈ N (i)(vp). We claim
that x ∈ N (3−i)(v3−p). Assume, without loss of generality, that i = p = 1. We get the following
configuration:
x
v1
v2
Then, by Proposition 5.2.10, xv2 is a red edge and so x ∈ N (2)(v2). Hence the claim holds
and therefore N (i)(vp) ⊆ N (3−i)(v3−i) for all colours i ∈ [2] and indices p ∈ [2]. So condition 1
holds. Consider now an element v ∈ v1v2 and a set X ∈ P2(N (i))(v). We claim that X ∈ E.
Assume, without loss of generality, that i = 1 and v = v1 and write X = x1x2. We get the following
configuration:
x1
v1
x2
v2
Then, by Proposition 5.2.10, X ∈ E and so condition 2 holds.
Definition 5.2.21. Define the edge-coloured graph g0 = (Γ0, c0) such that Γ0 := ([6], P2([6]) \ {14});
c0 is an edge-colouring of Γ0 with 2 colours; and Γ
(1)
0 ,Γ
(2)
0 are the following graphs, respectively:
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1
2
3
4
5
6
1
5
2
4
6
3
Lemma 5.2.22.
1. Given a colour i ∈ [2] and a vertex v ∈ v1v2, deg(i)(v) ≤ 2.
2. |V | = 6.
Proof. Suppose that there exist a colour i ∈ [2] and a vertex v ∈ v1v2 such that deg(i)(v) ≥ 3.
Assume, without loss of generality, that i = 1 and v = v1 and consider distinct vertices
x1, x2, x3 ∈ N (1)(v1). Using Lemma 5.2.20 (1), we get the following:
v1
x1 x2 x3
v2
Now, by Lemma 5.2.20 (2), x1x2, x1x3, x2x3 ∈ E and at least two of these edges have the same
colour j ∈ [2]. So g [x1x2x3vj ] contains a monochromatic K ′4 contradicting Proposition 5.2.15.
Hence property 1 holds. Recall that |V | ≥ 5 by Remark 5.2.9. Consider now a vertex v ∈ V and
observe that degΓ(v) = deg
(1)(v) + deg(2)(v). So degΓ(v) ≤ 4 by property 1. Moreover, by Lemma
5.2.17, |V | ≤ degΓ(v) + 2 and therefore |V | ≤ 6. Suppose that |V | = 5. Write V = v1v2y1y2y3
(y1, y2, y3 ∈ V \ v1v2 are distinct vertices). By property 1, we may assume without loss of generality
that c(v1y1) = c(v1y2) = 1 and c(v1y3) = 2. Using Lemma 5.2.20 (1), we get the following:
v1
y1 y2 y3
v2
By Lemma 5.2.20 (2), y1y2 ∈ E. Observe now that, for every colour p ∈ [2], if c(y1y2) = p then g
does not contain a triangle of colour 3− p, contradicting Remark 5.2.9. Hence we may conclude
that |V | = 6.
Corollary 5.2.23. g and g0 are isomorphic edge-coloured graphs.
Proof. Write V = v1v2x1x2y1y2. By Lemma 5.2.22, we may assume that the vertices
x1, x2, y1, y2 ∈ V \ v1v2 are distinct, c(v1xp) = 1 and c(v1yq) = 2 for all indices p, q ∈ [2]. By Lemma
5.2.20 (1), we get the following:
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v1
x1 x2 y1 y2
v2
By Lemma 5.2.20 (2), x1x2, y1y2 ∈ E. Observe that, for all indices i, j, k ∈ [2], g [xiyjvk] contains
edges of different colours. So every monochromatic triangle in g contains one of the edges
x1x2, y1y2. But then the edges x1x2, y1y2 have different colours (because g contains a blue and
a red triangle by Remark 5.2.9). We may assume that c(x1x2) = 1 and c(y1y2) = 2 because the
edge-coloured graph above and its colour inversion are isomorphic. We get the following:
v1
x1 x2 y1 y2
v2
By Lemma 5.2.10 and Proposition 5.2.15, for all indices i, j ∈ [2], one of the edges yix1, yix2 is
red; and one of the edges xjy1, xjy2 is blue. Thus there exist two blue edges and two red edges
among the four edges yixj . Then we may assume that c(x1y1) = c(x2y2) = 1 and
c(x1y2) = c(x2y1) = 2 because the permutation (x1x2)(y1y2) is an automorphism of the graph
above. We get the following graphs Γ(1) and Γ(2), respectively:
v1
x1
y1
v2
y2
x2
v1
y2
x1
v2
x2
y1
5.2.2 Complete Case
Context 5.2.24. Throughout this Subsection we assume that Γ is a complete graph.
Definition 5.2.25. Define the edge-coloured graph g1 = (Γ1, c1) such that Γ1 := ([5], P2([5]));
c1 is an edge-colouring of Γ1 with 2 colours; and Γ
(1)
1 ,Γ
(2)
1 are the following graphs, respectively:
1
2
3 4
5
1
3
5 2
4
Proposition 5.2.26. |V | = 5 if and only if g and g1 are isomorphic edge-coloured graphs.
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Proof. By Remark 5.2.9 there exist a blue and a red triangle in g. By Lemma 5.2.13, every pair of
triangles of different colours in g share a vertex. So, consider a blue and a red triangle in g with
vertex setsX = ax1x2 and Y = ay1y2 (a, x1, x2, y1, y2 ∈ V are distinct vertices, so V = ax1x2y1y2).
We get the following:
a
x1
x2 y1
y2
By Proposition 5.2.15, for all indices i, j ∈ [2], one of the edges yix1, yix2 is red; and one of the
edges xjy1, xjy2 is blue. Then we may assume that c(x1y1) = c(x2y2) = 1 and
c(x1y2) = c(x2y1) = 2 because the permutation (x1x2)(y1y2) is an automorphism of the graph
above. We get the following graphs Γ(1) and Γ(2), respectively:
a
x1
y1 y2
x2
a
y1
x2 x1
y2
Lemma 5.2.27. If |V | 6= 5, given a subset X ∈ P3(V ) such that g [X] is a monochromatic triangle,
then dim H|V \X = 2.
Proof. Write X = x1x2x3, V ′ := V \X and H′ := H|V ′ =: (V ′, H ′). Observe that V ′ 6= ∅ by
Remark 5.2.9. Moreover, dimH′ ≤ dimH = 2. Suppose first that dimH′ = 0 and so H ′ = P1(V ′).
We claim that |V ′| = 1. To prove the claim, suppose that there exist distinct vertices x, y ∈ V ′.
Then xy ∈ P2(V ) and so xy ∈ H because P2(V ) ⊆ H (i.e. H is paving). Therefore
xy ∈ H ′ = 2V ′ ∩H, a contradiction. Hence the claim holds and so |V | = |V ′|+ 3 = 4, contradicting
Remark 5.2.9.
Suppose now that dimH′ = 1. If |V ′| = 2 then |V | = |V ′|+ 3 = 5. We may then assume that
|V ′| ≥ 3. We claim that all the edges in g [V ′] have the same colour. To prove the claim, suppose
that there exist distinct vertices y, z1, z2 ∈ V ′ such that yz1 and yz2 are edges of different colours.
Then, by Proposition 5.2.10, yz1z2 ∈ H and therefore yz1z2 ∈ H ′ = H ∩ 2V ′ , a contradiction
(because dimH′ = 1). So the claim holds. Recall that Γ is the complete graph with vertex set
V and assume without loss of generality that g [X] is a blue triangle. Now, if all the edges in g [V ′]
are blue, then there are no red triangles in g, contradicting Remark 5.2.9; if all the edges in g [V ′]
are red, then there exists in g a pair of monochromatic triangles of different colours sharing no
vertex, contradicting Lemma 5.2.13. Hence we may conclude that dimH′ = 2.
Remark 5.2.28. Given a subset X ∈ P3(V ) such that g [X] is a monochromatic triangle, define
the set V ′ := V \X, the simplicial complex H′ := H|V ′ and the submatrices M ′ := M [−, V ′]
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and N ′ := N [−, V ′]. If |V | 6= 5, then M ′, N ′ ∈ BR1-complete(H′) and LM ′ ∩ LN ′ = ∅. Moreover,
g [V ′] = gM ′,N ′ .
Proof. By Lemma 5.2.6, M ′, N ′ ∈ BR (H′). Moreover, M,N are 1-complete matrices
and the submatrices M ′, N ′ are obtained from M ′, N ′ by removing columns. So clearly
M ′, N ′ ∈ BR1-complete(H′). By Lemma 5.2.27, dimH′ = 2 and therefore, by Proposition 4.1.6,
LM ′ ,LN ′ 6= ∅. So the result follows now clearly from Lemma 5.2.6.
Lemma 5.2.29. Given a colour i ∈ [2] and a subsetX ∈ P3(V ) such that g [X] is a monochromatic
triangle of colour i, define the subgraph Γ′ := Γ(3−i) [V \X]. If |V | 6= 5, then one of the following
conditions holds:
1. Γ′ ∈ Ω(m,n) for some m,n ∈ N such that m+ n = |V | − 3
2. Γ′ is isomorphic to the graph obtained from the complete bipartite graph Kp,q by adding a trivial
connected component, for some p, q ∈ N such that s+ t = |V | − 4
Proof. Write V ′ := V \X and assume without loss of generality that i = 1 , so g [X] is a blue
triangle. Then, by Lemma 5.2.13, g [V ′] does not contain red triangles. Therefore, by Remark
5.2.28, gM [−,V ′],N [−,V ′] does not contain red triangles. Hence, by Proposition 4.1.6, N [−, V ′] is
a short representation of H|V ′ and, by Lemma 5.2.27, dimH′ = 2. Then, by Propositions 5.1.9
and 5.1.10, Γ′ and C5 are isomorphic graphs or one of the conditions 1 and 2 hold. Suppose
that Γ′ and C5 are isomorphic graphs. Write X = x1x2x3 and Y := V \X = y1 . . . y5 and get the
following:
x1
x2 x3
y1
y2
y3 y4
y5
By Proposition 5.2.15, for every index i ∈ [5], at least two of the edges yix1, yix2, yix3 are red.
Then there are at least 10 red edges joining Y and X. So, there exists a vertex x ∈ X and a
subset Y ′ ∈ P4(Y ) such that Y ′ ⊆ N (2)(x). But then g [Y ′ ∪ {x}] contains a red K ′4, contradicting
Proposition 5.2.15. Therefore Γ′ and C5 are not isomorphic graphs and one of the desired
conditions holds.
Lemma 5.2.30. 5 ≤ |V | ≤ 9. Moreover, g contains a pair of triangles of the same colour with no
common vertices if and only if |V | ≥ 7.
Proof. By Remark 5.2.9, |V | ≥ 5. Consider a colour i ∈ [2] and suppose that g contains a pair of
monochromatic triangles of colour i and vertex sets X and Y , respectively, with X ∩ Y = ∅. Then
Γ(3−i) [X ∪ Y ] is a triangle-free graph. But by Remark 5.2.9, there exists a red triangle in g. Then
there exists a vertex v ∈ V \ (X ∪ Y ) and therefore |V | ≥ |X|+ |Y |+ 1 = 7.
We must show now that |V | ≤ 9 and that, if |V | ≥ 7, then g contains a pair of triangles
of the same colour with no common vertices. Consider a set X ∈ P3(V ) such that g [X] is a
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monochromatic triangle of colour i ∈ [2] (there exists such a subset by Remark 5.2.9). Assume
without loss of generality that i = 1. We may also assume that g and g1 are not isomorphic
graphs (because otherwise the result holds clearly). We proceed now by analyzing the conditions
presented in Lemma 5.2.29 separatedly.
Case 1:
Suppose that condition 1 of Lemma 5.2.29 holds. Then we may consider a partition
V = X ∪˙A ∪˙B such that Γ(2) [A ∪B] can be obtained from the complete bipartite graph
with partition sets A and B by removing a matching. Hence all the edges in the edge-coloured
subgraphs g [A] and g [B] are blue and therefore, by Proposition 5.2.15, |A| , |B| ≤ 3. So
|V | = |X|+ |A|+ |B| ≤ 9. Moreover, if |V | ≥ 8 then one of the sets A and B contains exactly
3 elements. Assume without loss of generality that |A| = 3. Then g [X] and g [A] are a pair of
blue triangles with no common vertices. Assume now that |V | = 7, write X = x1x2x3, A = a1a2,
B = b1b2 and get the following:
x1
x2
x3
a1 a2
b1
b2
Every red triangle in g contains one vertex of each of the sets X,A and B. Therefore we may
assume that g [x1a1b1] is a red triangle (because, for every permutation σ ∈ SX , σ(a1a2)(b1b2) is
an automorphism of the edge-coloured graph above) and get the following:
x1
x2
x3
a1 a2
b1
b2
g [X ∪ {a1, b1}] and g1 are isomorphic graphs. Therefore, there exists an index i ∈ {2, 3} such
that xia1, x5−ib1 are blue edges and x5−ia1, xib1 are red edges. We may assume that i = 2
(because the permutation (x2x3) is an automorphism of the edge-coloured graph above) and get
the following:
x1
x2
x3
a1 a2
b1
b2
If c(a2b2) = 1 then c(a1b2) = c(a2b1) = 2 because Γ(2) [A ∪B] ∈ Ω(2, 2). We get the following:
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x1
x2
x3
a1 a2
b1
b2
Therefore the following implications hold, by sequentially applying Proposition 5.2.15:
c(a1b2) = 2 =⇒ c(x1b2) = 1 =⇒ c(x2b2) = c(x3b2) = 2 (so g [x3a1b2] is a red triangle)
c(a2b1) = 2 =⇒ c(x1a2) = 1 =⇒ c(x2a2) = c(x3a2) = 2 (so g [x2a2b1] is a red triangle)
Therefore g [x3a1b2] and g [x2a2b1] are a pair of red triangles with no common vertices. On the
other hand, if c(a2b2) = 2 we get:
x1
x2
x3
a1 a2
b1
b2
If we assume that g does not contain a pair of red triangles with no common vertices, then,
for every index i ∈ {2, 3}, one of the edges xia2, xib2 is blue. Moreover, by Proposition 5.2.15,
for every vertex v ∈ a2b2, one of the edges vx2, vx3 is red. Therefore we may assume that
c(x2a2) = c(x3b2) = 1 and c(x2b2) = c(x3a2) = 2 (because the permutation (x2x3)(a1b1)(a2b2) is
an automorphism of the edge-coloured graph above) and get the following:
x1
x2
x3
a1 a2
b1
b2
Then g [x2a1a2] and g [x3b1b2] are a pair of blue triangles with no common vertices.
Case 2:
Suppose now that condition 2 of Lemma 5.2.29 holds. Then we may consider an element
v ∈ V and a partition V = X ∪˙A ∪˙B ∪˙ {v} such that Γ(2) [A ∪B ∪ {v}] consists of a complete
bipartite graph with partition sets A and B and a trivial connected component with vertex v. Hence
all the edges in the edge-coloured subgraphs g [A ∪ {v}] and g [B ∪ {v}] are blue and therefore,
by Proposition 5.2.15, |A ∪ {v}| , |B ∪ {v}| ≤ 3. So |V | = |X|+ |A|+ |B|+ 1 ≤ 8. Moreover, if
|V | ≥ 7 then one of the sets A and B contains at least 2 elements. Assume without loss of
generality that |A| ≥ 2. Then g [X] and g [A ∪ {v}] provides a pair of blue triangles with no common
vertices.
5.2. GENERAL CASE 63
Definition 5.2.31. For every index i ∈ {2, 3, 4, 5}, define the edge-coloured graphs gi = (Γi, ci)
such that Γ2 = Γ3 := ([7], P2([7])); Γ4 := ([8], P2([8])); Γ5 := ([9], P2([9])); ci is an edge-colouring
of Γi with 2 colours; and Γ
(1)
i ,Γ
(2)
i are the following graphs, respectively:
g2
1
2
3
4 5
6
7
1
4
6
2 7
3
5
g3
1
2
3
4 5
6
7
1
4
6
2 7
3
5
g4
1
2
3
4
5
6
7
8
4
1
6
3
8
5
2
7
g5
1
2
3
4
5
6
7
8
9
4
1
6
3
8
5
2
7
9
Proposition 5.2.32. If |V | ≥ 7, then g and gi are isomorphic edge-coloured graphs for some index
i ∈ {2, 3, 4, 5}.
Proof. By Lemma 5.2.30, g contains a pair of monochromatic triangles of the same colour i ∈ [2]
with no common vertices. Assume without loss of generality that g contains two blue triangles with
vertex sets X = x1x2x3 and Y = y1y2y3, respectively, with X ∩ Y = ∅. Write
Z := V \ (X ∪ Y ) = z1z2z3 (z1, z2, z3 are not necessarily distinct vertices) and get the following:
64 CHAPTER 5. DISJOINT REPRESENTATIONS OF SIMPLICIAL COMPLEXES
x1
x2
x3
y1
y2 y3
z1
(z2)
(z3)
By Lemma 5.2.13, every red triangle in g contains one vertex of each of the sets X,Y and
Z. Therefore we may assume that g [x1y1z1] is a red triangle (because, for all permutations
σ ∈ SX , τ ∈ SY , λ ∈ SZ , στλ is an automorphism of the edge-coloured graph above) and get the
following:
x1
x2
x3
y1
y2 y3
z1
(z2)
(z3)
g [X ∪ {y1, z1}], g [Y ∪ {x1z1}] and g1 are isomorphic graphs. Therefore, there exist indices
i, j, p, q ∈ {2, 3} with i 6= j and p 6= q such that xiy1, xjz1, ypx1, yqz1 are blue edges and
xjy1, xiz1, yqx1, ypz1 are red edges. We may assume that i = p = 2 and j = q = 3 (because the
permutation (x2x3)(y2y3) is an automorphism of the edge-coloured graph above) and get the
following:
x1
x2
x3
y1
y2 y3
z1
(z2)
(z3)
By Proposition 5.2.15, the following implications hold:
c(x1y2) = 1 =⇒ c(x2y2) = c(x3y2) = 2 (so g [x2y2z1] is a red triangle)
c(x2y1) = 1 =⇒ c(x2y3) = 2
x1
x2
x3
y1
y2 y3
z1
(z2)
(z3)
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If |V | = 7, we get:
x3
x1
x2 y1
y2
y3
z1
x2
y2
x3 y3
x1
y1
z1
According to the colour of the edge x3y3, if |V | = 7, then the edge-coloured graph above is
isomorphic to g2 or g3. We may assume now that |V | ≥ 8 and fix an index i ∈ {2, 3}. By Proposition
5.2.15, one of the edges zix1, zix2 is red. Observe that if c(ziz1) = 2 then, also by Proposition
5.2.15, c(z2x1) = c(z2x2) = 1, a contradiction. So we may conclude that c(z2z1) = c(z3z1) = 1 and
get the following:
x1
x2
x3
y1
y2 y3
z1
z2
(z3)
By Proposition 5.2.15, one of the edges z2x1, z2x2 is red. We may assume that c(z2x1) = 2
(because the permutation (x1x2)(y1y2) is an automorphism of the edge-coloured graph above).
By Proposition 5.2.15, the following implications hold:
c(z2x1) = 2 =⇒ c(z2y1) = 1 =⇒ c(z2y2) = c(z2y3) = 2 =⇒ c(z2x2) = 1 =⇒ c(z2x3) = 2
(so g [x2y1z2] is a blue triangle;and g [x1y3z2] , g [x3y2z2] are red triangles)
Moreover, c(x3y3) = 1 because g [x3y2z2] is a red triangle and c(z2y3) = 2. So g [x3y3z1] is a blue
triangle. If |V | = 8, we get:
x2
x1
x3
z1
y3
y2
y1
z2
z2
y3
x1
y1
z1
x2
y2
x3
The edge-coloured graph above is isomorphic to g4. We may assume now that |V | = 9. Recall
that c(z3z1) = 1. By Proposition 5.2.15, the following implications hold:
c(z3z1) = 1 =⇒ c(z3x3) = c(z3y3) = 2
=⇒ c(z3x1) = c(z3y2) = c(z3z2) = 1 =⇒ c(z3x2) = c(z3y1) = 2
(so g [x1y2z3] , g [z1z2z3] are blue triangles; and g [x2y3z3] , g [x3y1z3] are red triangles)
66 CHAPTER 5. DISJOINT REPRESENTATIONS OF SIMPLICIAL COMPLEXES
Hence, we get:
x2
x1
x3
z1
y3
y2
y1
z2
z3
z2
y3
x1
y1
z1
x2
y2
x3
z3
The edge-coloured graph above is isomorphic to g5.
Definition 5.2.33. For every index i ∈ {6, 7}, define the edge-coloured graphs gi = (Γi, ci) such
that Γ6 = Γ7 = ([6], P2[6]), ci is an edge-colouring of Γi with 2 colours; and Γ
(1)
i ,Γ
(2)
i are the
following graphs, respectively:
g6
1
2
3
4
5
6
1
3
6
4
2
5
g7
1
2
3
4
5
6
4
6
3
1
5
2
Proposition 5.2.34. If |V | = 6, then g and gi are isomorphic edge-coloured graphs, for some
index i ∈ {6, 7}.
Proof. By Remark 5.2.9 and Lemma 5.2.13, we may consider a blue and a red triangle in g
with vertex sets X = ax1x2 and Y = ay2y3, respectively (a, x1, x2, y1, y2 ∈ V are distinct vertices).
Moreover, let v denote the single vertex in the set V \ (X ∪ Y ). We get the following:
a
x1
x2
y1
y2
v
g [X ∪ Y ] and g1 are isomorphic graphs. Therefore there exists an index i ∈ [2] such that xiy1, x3−iy2
are blue edges and x3−iy1, xiy2 are red edges. We may assume that i = 1 (because the permutation
(y1y2) is an automorphism of the edge-coloured graph above) and get the following:
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a
x1
x2
y1
y2
v
Now, we may assume that c(va) = 1 because the edge-coloured graph above and its colour
inversion are isomorphic. By Proposition 5.2.15, the following implication holds:
c(va) = 1 =⇒ c(vx1) = c(vx2) = 2
a
x1
x2
y1
y2
v
By Proposition 5.2.15, one of the edges vy1, vy2 is blue. Moreover, if exactly one of the edges
vy1, vy2 is blue, we may assume that c(vy1) = 1 and c(vy2) = 2 (because (x1x2)(y1y2) is an
automorphism of the edge-coloured graph above). Now, if c(vy1) = c(vy2) = 1 we get:
x2
a
x1
y1
v
y2
a
y1
x2
v
x1
y2
On the other hand, if c(vy1) = 1 and c(vy2) = 2 we get:
a
x2
x1
y1
y2
v
y2
a
y1
x2
v
x1
The edge-coloured graphs above are isomorphic to g6 and g7, respectively.
Definition 5.2.35. Define the following simplicial complexes:
• H1 := ([5], P≤3([5]) \ {125, 134})
• H2 := ([7], P≤3([7]) \ {127, 135, 146, 234, 567})
• H3 := ([7], P≤3([7]) \ {135, 146, 234, 567})
• H4 := ([8], P≤3([8]) \ {128, 136, 147, 234, 257, 358, 456, 678})
• H5 := ([9], P≤3([9]) \ {128, 136, 147, 159, 234, 257, 269, 358, 379, 456, 489, 678})
• H6 := ([6], P≤3([6]) \ {126, 135})
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• H7 := ([6], P≤3([6]) \ {126, 245, 346})
Corollary 5.2.36. Up to isomorphism, H is one of the simplicial complexes Hi for some index
i ∈ [7].
Proof. By Corollary 5.2.23 and Propositions 5.2.26, 5.2.32 and 5.2.34, we get a characterization
of the edge-coloured graph g as belonging to the finite set {g0, g1, . . . , g7} (up to isomorphism).
Now we must find all simplicial complexes admitting the elements of the set g0, g1, . . . , g7 as the
edge-coloured graph satisfying Definition 5.2.4. In fact, we will show that there exists a unique
simplicial complex Hi = (Vi, Hi) associated to each edge-coloured graph gi, for every index
i ∈ {0, . . . , 7}; and that the simplicial complexes H0 and H6 constitute the only pair of isomorphic
simplicial complexes.
Define, for every index i ∈ {0, . . . , 7}, the sets F (1)i and F (2)i of all maximal cliques (with
respect to set inclusion) of the graphs Γ(1)i and Γ
(2)
i , respectively. Fix an index i ∈ {0, . . . , 7}. We
claim that, if g and gi are isomorphic graphs, then LM = F (1)i and LN = F (2)i (we show only the
first equality because the arguments are similar). To prove the claim, consider a line L0 ∈ LM and
a maximal clique C0 of Γ
(1)
i containing L0. Note that C0 6= V because otherwise LN = ∅ and so,
by Remark 4.1.4, H ∼= U2,n: a contradiction because LM 6= ∅. Suppose that there exists a vertex
c ∈ C0 \ L0. By Proposition 4.1.2, for every line L ∈ LM \ {L0} such that c ∈ L, |L ∩ L0| ≤ 1.
Therefore `c ∈ LM for every element ` ∈ L0. But then, by Proposition 4.1.6, for all distinct vertices
x, y ∈ L0, we have xyc ∈ HM (because |xyc ∩ xc| = 2 and xc ∈ LM ) and xyc /∈ HN (because xyc
is a 3-anticlique of Γ(2)i = G (N)): a contradiction because HM = HN . So we may conclude that
L0 = C0 is a maximal clique of Γ
(1)
i and therefore LM ⊆ F (1)i .
Conversely, consider a maximal clique C0 ∈ F (1)i and observe that |C0| ∈ {2, 3}. If |C0| = 2
then it is clear that C0 ∈ LM . We may then assume that |C0| = 3. As g [C0] is a monochromatic
triangle, then, by Lemma 5.2.10, C0 /∈ H = HM . Then, by Proposition 4.1.6, C0 ∈ P3(L) for some
line L ∈ LM . But then C0 = L by maximality of C0 and so C0 ∈ LM . We may conclude that
F (1)i ⊆ LM and the claim holds. Therefore,⋃
L∈LM
P3(L) =
⋃
C∈F(1)i
P3(C) =
{
triangles of Γ(1)i
}
= {blue triangles of gi}
⋃
J∈LN
P3(J) =
⋃
D∈F(2)i
P3(D) =
{
triangles of Γ(2)i
}
= {red triangles of gi}
So, by Proposition 4.1.6,
Hi = P≤3(Vi) \
({
3-anticliques of Γ(1)i
}
∪ {blue triangles of gi}
)
= P≤3(Vi) \ ({red triangles of gi} ∪ {blue triangles of gi}) (if Γ is complete, i.e., if i 6= 0)
Observe that V0 = V6 = [6] and H0 = H6 = {126, 135} so the simplicial complexes H0 and H6 are
isomorphic. Moreover, for every index i ∈ [7], the simplicial complex Hi constructed in this proof
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coincides with the simplicial complexHi in Definition 5.2.35. Observe that there are no other pairs
of isomorphic simplicial complexes because the number of points or simplexes is distinct.
Corollary 5.2.37. H is a matroid.
Proof. Observe that, by Proposition 3.3.6, LM ,LN ⊆ LMatH. Therefore the edges of the graphs
Γ(1) and Γ(2) are also edges of the graph G (MatH). Therefore, G (MatH) is a complete graph.
Hence, by Proposition 4.1.9, H is a matroid.
Proposition 5.2.38. The simplicial complexes H1, . . . ,H7 admit alternative 1-complete boolean
representations with disjoint sets of lines.
Proof. We construct boolean representations for the simplicial complex H1, the remaining cases
being analogous. Following the arguments of the proof of Corollary 5.2.36, we may construct
1-complete boolean matrices matrices having as set of lines precisely the set of maximal cliques
of graphs Γ(1)1 and Γ
(2)
1 . We obtain the following matrices satisfying the required properties:

1 2 3 4 5
0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0
1 0 0 1 1
1 1 1 0 0
0 0 1 1 0


1 2 3 4 5
0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0
1 0 1 0 1
1 1 0 1 0
0 1 0 0 1

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Chapter 6
Distance to the Uniform Matroid
U2,n: upper bounds
6.1 General Results
Context 6.1.1. We start this Chapter by presenting some needed technical definitions and results
relating boolean representations and graphs, so we may use arguments from graph theory to get
upper bounds for distances between simplicial complexes.
Notation 6.1.2. Given a graph Γ = (V,E), use the notation e(Γ) := |E|.
Definition 6.1.3. Given a graph Γ = (V,E), the matrix associated to the graph Γ, M (Γ) is the
1-complete (short) boolean matrix with columns indexed by V and such that LM (Γ) = E.
Definition 6.1.4. Given a simplicial complex H = (V,H) ∈ BPav2, define FH := P≤3(V ) \H and
the set AH of all graphs with vertex set V having as triangles exactly the elements of FH. Write
AcH := {Γc | Γ ∈ AH}.
Notation 6.1.5. Given a simplicial complex H, use the notation
BR′(H) := BR1-complete(H) ∩ BRshort(H).
Proposition 6.1.6. Given a 1-complete short matrix M and a graph Γ, the following properties
hold:
1. M (G (M)) and M are congruent matrices
2. G (M (Γ)) = Γ
3. e(G (M)) = |LM |
4.
∣∣LM (Γ)∣∣ = e(Γ)
Proof. Follows clearly from definitions.
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Proposition 6.1.7. Given a simplicial complex H = (V,H) ∈ BPav2, the maps
BR′(H)/ ∼= → AcH
M 7→ G (M)
AcH → BR′(H)/ ∼=
Γ 7→ M (Γ)
are inverse bijections.
Proof. Observe that AcH is the set of all graphs with vertex set V having as 3-anticliques exactly
the elements of FH. Consider a matrix M ∈ BR′(H) and a graph Γ ∈ AcH. By Proposition 6.1.6, it
suffices to show that G (M) ∈ AcH andM (Γ) ∈ BR′(H). By Proposition 4.1.6:
P≤3(V ) \ FH = H = HM
= P≤3(V ) \
(
{3-anticliques of G (M)} ∪
⋃
L∈LM
P3(L)
)
(because M ∈ BR(H) and H ∈ BPav2)
= P≤3(V ) \ {3-anticliques of G (M)} (because M is short)
Hence {3-anticliques of G (M)} = FH, i.e. G (M) ∈ AcH. Moreover, observe that LM (Γ) = E is a
PEG and therefore, by Proposition 4.1.5, HM (Γ) ∈ BPav2. Then, by Proposition 4.1.6, we also
have:
HM (Γ) = P≤3(V ) \
{3-anticliques of G (M (Γ))} ∪ ⋃
L∈LM(Γ)
P3(L)
 (because HM (Γ) ∈ BPav2)
= P≤3(V ) \ {3-anticliques of Γ} (because M is short and G (M (Γ)) = Γ)
= P≤3(V ) \ FH (because Γ ∈ AcH)
Hence HM (Γ) = H, i.e.,M (Γ) ∈ BR′(H).
Lemma 6.1.8. Given n ∈ N with n ≥ 3 and a simplicial complex H = (V,H) ∈ BPav(n)2 ,
dn(U2,n,H) ≤
(
n
2
)
− max
Γ∈AH
e(Γ).
Proof.
dn(U2,n,H) ≤ min
M∈BR′(H)
|LM |
= min
Γ∈AcH
e(Γ) (by Propositions 6.1.6 and 6.1.7)
= min
Γ∈AH
e(Γc) =
(
n
2
)
− max
Γ∈AH
e(Γ)
Remark 6.1.9. Given n ∈ N, the following equalities hold:
•
⌊n
2
⌋(
n−
⌊n
2
⌋)
=
⌊
n2
4
⌋
•
(
n
2
)
−
⌊
n2
4
⌋
=
⌊
(n− 1)2
4
⌋
•
⌊
(n− 1)2
4
⌋
+
⌊n
2
⌋
=
⌊
n2
4
⌋
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•
⌊bn/2c
2
⌋
=
⌊n
4
⌋
•
⌊n
2
⌋
−
⌊n
4
⌋
=
⌊
n+ 2
4
⌋
• n−
⌊n
2
⌋
=
⌊
n+ 1
2
⌋
Proof.
⌊n
2
⌋(
n−
⌊n
2
⌋)
=
`
2 if n = 2` for some ` ∈ N
`(`+ 1) = `2 + ` if n = 2`+ 1 for some ` ∈ N
=
⌊
n2
4
⌋
(
n
2
)
−
⌊
n2
4
⌋
=
(2`
2 − `)− `2 = `(`− 1) if n = 2` for some ` ∈ N
(2`2 + `)− (`2 + `) = `2 if n = 2`+ 1 for some ` ∈ N
=
⌊
(n− 1)2
4
⌋
⌊
(n− 1)2
4
⌋
+
⌊n
2
⌋
=
(`
2 − `) + ` = `2 if n = 2` for some ` ∈ N
`2 + ` if n = 2`+ 1 for some ` ∈ N
=
⌊
n2
4
⌋
⌊bn/2c
2
⌋
= ` if n ∈ {4`, 4`+ 1, 4`+ 2, 4`+ 3} for some ` ∈ N =
⌊n
4
⌋
⌊n
2
⌋
−
⌊n
4
⌋
=
` if n ∈ {4`, 4`+ 1} for some ` ∈ N
`+ 1 if n ∈ {4`+ 2, 4`+ 3} for some ` ∈ N
=
⌊
n+ 2
4
⌋
n−
⌊n
2
⌋
=
` if n = 2` for some ` ∈ N
`+ 1 if n = 2`+ 1 for some ` ∈ N
=
⌊
n+ 1
2
⌋
6.2 dn (U2,n,U3,n)
Context 6.2.1. The concept of minimum degree (mindeg) provides a first approach to get upper
bounds to the distance dn(U2,n,U3,n), so we compute mindegU3,n for n ∈ {3, 4, 5}. Then we
use Mantel’s Theorem to get a quadratic upper bound. Finally, in Proposition 6.2.10 we get an
improvement (still quadratic) of this upper bound by using results from Chapter 5.
Definition 6.2.2. Given a boolean representable simplicial complex H, the minimum degree of
H, mindegH is the minimum number of rows of a boolean representation of H.
Lemma 6.2.3. Given a boolean representable simplicial complex H, mindegH ≥ dimH+ 1.
Proof. WriteH = (V,H); consider a simplex X ∈ PdimH+1(V ) ∩H and a matrix M ∈ BR(H) with
rows indexed by a set R. Then, up to congruence, there exists a subset R′ ⊆ R such that the
submatrix M [R′, X] is lower unitriangular. Hence |R| ≥ |R′| = |X| = dimH+ 1.
Proposition 6.2.4. mindegU3,3 = mindegU3,4 = 3 and mindegU3,5 = 5.
Proof. By Lemma 6.2.3, mindegU3,3,mindegU3,4,mindegU3,5 ≥ 3. Define matrices (with respective
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row and column indexing):
M :=

1 2 3
r1 1 0 0
r2 1 1 0
r3 1 1 1
 N :=

1 2 3 4
s1 1 0 0 1
s2 1 1 0 0
s3 1 0 1 0
 Q :=

1 2 3 4 5
t1 0 0 1 1 1
t2 1 0 0 1 1
t3 1 1 0 0 1
t4 1 1 1 0 0
t5 0 1 1 1 0

M is lower unitriangular so 123 ∈ HM . Hence HM = P≤3([3]). So M ∈ BR(U3,3) and therefore
mindegU3,3 ≤ 3 and equality holds.
Observe that the maximum number of entries equal to 0 in each row of the matrices N and Q
is 2 so |X| ≤ 3 for every set X ∈ HN ∪HQ. Now, the following submatrices are lower unitriangular
(if we fix the order of rows and columns): N [s1s2s3, 123], N [s3s2s1, 124], N [s2s3s1, 134] and
N [s1s3s2, 432]; so P3([4]) ⊆ HN and therefore HN = P≤3([4]). Hence N ∈ BR(U3,4), we have
mindegU3,4 ≤ 3 and equality holds.
The following submatrices are lower unitriangular (if we fix the order of rows and columns):
Q[t2t3t4, 123],Q[t1t5t4, 421],Q[t1t5t4, 521],Q[t3t4t5, 134],Q[t5t4t3, 315],Q[t4t5t1, 145],Q[t3t4t5, 234],
Q[t2t1t3, 532], Q[t4t5t1, 245], Q[t4t5t1, 345]; so P3([5]) ⊆ HQ and therefore HQ = P≤3([5]). Hence
Q ∈ BR(U3,5) and we have mindegU3,5 ≤ 5.
Suppose now that there exists a matrix W ∈ BR(U3,5) with at most 4 rows indexed by a
set R. For every r ∈ R, ZWr ∈ FlU3,5 by Lemma 3.3.5; so
∣∣ZWr ∣∣ ≤ 2 by Lemma 3.5.6; hence
e(G (W )) ≤ 4. So e(G (W )) is a subgraph of one of the following graphs (up to isomorphism):
Γ1 Γ2
Γ3 Γ4
Γ5
Γ6
Observe now that U3,5 ∈ BPav2 and W ∈ BR(U3,5). So, by Proposition 4.1.6
P≤3([5]) \ {3-anticliques of G (W )} = P≤3([5])
and therefore there are no 3-anticliques in G (W ). Hence G (M) is isomorphic to Γ5 and so, up to
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congruence, M is the matrix

1 2 3 4 5
0 0 1 1 1
0 1 0 1 1
1 0 0 1 1
1 1 1 0 0

But then 45 /∈ HM , a contradiction. So mindegU3,5 ≥ 5 and equality holds.
Corollary 6.2.5. dn(U3,3,U2,3), dn(U3,4,U2,4) ≤ 3 and dn(U3,5,U2,5) ≤ 5.
Theorem 6.2.6 (Mantel, 1907 [4]). Given n ∈ N,
max
Γ∈AU3,n
e(Γ) =
⌊
n2
4
⌋
Proof. Write An := AU3,n and mn := maxΓ∈An e(Γ). Proceed by strong induction on n, the case
n = 1 being trivial. Suppose that n ≥ 2 and the result holds for every m < n. Fix some element
a ∈ N with a < n and consider the set Bn,a ⊆ An whose elements are bipartite graphs with a
partition set of size a. Note that, for every Γ ∈ Bn,a, e(Γ) ≤ e(Ka,n−a). Consider now the set
Bn :=
⋃
a<n Bn,a ⊆ An whose elements are bipartite and observe that, by the previous argument,
m′n := max
Γ∈Bn
e(Γ) = max
a<n
e(Ka,n−a) = max
a<n
a(n− a)
If n is even, m′n is attained by taking a = n/2; if n is odd, m′n is attained by taking a = (n− 1)/2 or
a = (n+ 1)/2. So, m′n is attained by taking bn/2c and we get, applying Remark 6.1.9:
m′n =
⌊n
2
⌋(
n−
⌊n
2
⌋)
=
⌊
n2
4
⌋
Consider now a graph Γ ∈ An \ Bn which is triangle-free but not bipartite. Then there exists a
cycle of minimal odd length k ≥ 5 in Γ and we may consider the subgraph C induced by its vertices
and the subgraph R induced by the remaining vertices. Observe that e(C) = k by minimality of k
and e(R) ≤ ⌊(n− k)2/4⌋ ≤ (n− k)2/4 by induction hypothesis. Moreover, for every vertex r ∈ R,
there exist at most (k − 1)/2 edges joining r and C because Γ is triangle-free. Hence, there exist
at most (n− k)(k − 1)/2 edges joining R and C. So,
e(Γ) ≤ k + (n− k)
2
4
+
(n− k)(k − 1)
2
=
n2 − 2n− k2 + 6k
4
≤ n
2 − 2k − k2 + 6k
4
(because k ≤ n)
=
n2 − k(k − 4)
4
≤ n
2 − 1
4
(because k ≥ 5)
≤
⌊
n2
4
⌋
Corollary 6.2.7. Given n ∈ N
dn(U2,n,U3,n) ≤
⌊
(n− 1)2
4
⌋
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Proof.
dn(U2,n,U3,n) ≤
(
n
2
)
− max
Γ∈AU3,n
e(Γ) (by Lemma 6.1.8)
=
(
n
2
)
−
⌊
n2
4
⌋
(by Theorem 6.2.6)
=
⌊
(n− 1)2
4
⌋
(by Remark 6.1.9)
Notation 6.2.8. Given a set V and disjoint subsets A,B ⊆ V , use the notation
AB := {ab | a ∈ A, b ∈ B} ⊆ P2(A ∪B) and note that Γ = (A ∪B,AB) is a complete bipartite
graph with partition sets A and B.
Lemma 6.2.9. Given n ∈ Nwith n ≥ 3, write k := bn/2c, ` := bk/2c, p := n− bn/2c and q := bp/2c.
Define sets
• V1 := [`]
• V2 := [k] \ [`]
• V3 := [k + q] \ [k]
• V4 := [n] \ [k + q]
• E1 := V1V3 \ {{i, k + i} | i ∈ [`]}
• E2 := V2V4 \ {{`+ i, k + q + i} | i ∈ [k − `]]}
• E := P2([k]) ∪ P2([n] \ [k]) ∪ E1 ∪ E2
• E′ := V1V2 ∪ V3V4 ∪ E1 ∪ E2
Define graphs Γ := ([n], E), Γ′ := ([n], E′) and matrices M :=M (Γ), M ′ :=M (Γ′). Then
dn(HM ,HM ′) ≤
(bn/4c
2
)
+
(b(n+ 1)/4c
2
)
+
(b(n+ 2)/4c
2
)
+
(b(n+ 3)/4c
2
)
and HM ∼= U3,n.
Proof. Define the set
F := P2(V1) ∪ P2(V2) ∪ P2(V3) ∪ P2(V4)
and observe that E′ = E \ F . Therefore the matrix M ′ can be obtained from the matrix M
by removing the lines of M corresponding to edges on F (using the bijection established in
Proposition 6.1.7). Hence, if we sequentially remove the lines of M corresponding to edges
of F , we get a path on the graph Dn with length at most |F |. So the following equalities hold:
dn(HM ,HM ′) ≤ |F |
=
(|V1|
2
)
+
(|V2|
2
)
+
(|V3|
2
)
+
(|V4|
2
)
=
(
`
2
)
+
(
k − `
2
)
+
(
q
2
)
+
(
p− q
2
)
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=
(bn/4c
2
)
+
(b(n+ 2)/4c
2
)
+
(b(n+ 1)/4c
2
)
+
(b(n+ 3)/4c
2
)
(by Remark 6.1.9)
Moreover, observe that there are no 3-anticliques in Γ so
HM = P≤3([n]) \ {3-anticliques of Γ} = P≤3([n])
Hence HM ∼= U3,n.
Proposition 6.2.10. Given n ∈ N with n ≥ 3,
dn(U2,n,U3,n) ≤
(bn/4c
2
)
+
(b(n+ 1)/4c
2
)
+
(b(n+ 2)/4c
2
)
+
(b(n+ 3)/4c
2
)
+ 2
= 4
(bn/4c
2
)
+
(
n− 4
⌊n
4
⌋) ⌊n
4
⌋
+ 2
Proof. Use all the notation introduced in Lemma 6.2.9 and define the set of edges
G := {{i, k + i} | i ∈ [`]} ∪ {{`+ i, k + q + i} | i ∈ [k − `]}
We claim that G is a matching with respect to the complete bipartite graph with partition sets
V1 ∪ V4 and V2 ∪ V3. Note that the edges in G are clearly pairwise disjoint. It remains to show that
G is well defined, i.e. the following properties hold:
1. k + i ∈ V3 for every i ∈ [`]
2. k + q + i ∈ V4 for every i ∈ [k − `]
Now, observe that condition 1 holds if and only if |V3| ≥ |V1| and condition 2 holds if and only if
|V4| ≥ |V2|. Using Remark 6.1.9 we may conclude that
|V3| = q =
⌊
n+ 1
4
⌋
≥
⌊n
4
⌋
= ` = |V1|
|V4| = p− q =
⌊
n+ 3
4
⌋
≥
⌊
n+ 2
4
⌋
= k − ` = |V2|
and therefore the claim holds. Now, observe that Γ′ is obtained from the complete bipartite
graph with partition sets V1 ∪ V4 and V2 ∪ V3 by removing the matching G. Hence, by Proposition
5.1.17, the simplicial complex HM ′ admits a 1-complete boolean representation with two lines
and therefore dn(U2,n,HM ′) ≤ 2. So the following equalities hold:
dn(U2,n,U3,n) ≤ dn(U2,n,HM ′) + dn(HM ′ ,U3,n)
≤ 2 + dn(HM ′ ,U3,n) (by the previous computation)
≤ 2 +
(bn/4c
2
)
+
(b(n+ 1)/4c
2
)
+
(b(n+ 2)/4c
2
)
+
(b(n+ 3)/4c
2
)
(by Lemma 6.2.9)
Moreover, if we write n = 4`+ r for some integers `, r with 0 ≤ r < 4, then the following
equalities hold:
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2 +
(bn/4c
2
)
+
(b(n+ 1)/4c
2
)
+
(b(n+ 2)/4c
2
)
+
(b(n+ 3)/4c
2
)
=

2 + 4
(
`
2
)
if r = 0
2 + 3
(
`
2
)
+
(
`+ 1
2
)
= 2 + 4
(
`
2
)
+
(
`
1
)
= 2 + 4
(
`
2
)
+ ` if r = 1
2 + 2
(
`
2
)
+ 2
(
`+ 1
2
)
= 2 + 4
(
`
2
)
+ 2
(
`
1
)
= 2 + 4
(
`
2
)
+ 2` if r = 2
2 +
(
`
2
)
+ 3
(
`+ 1
2
)
= 2 + 4
(
`
2
)
+ 3
(
`
1
)
= 2 + 4
(
`
2
)
+ 3` if r = 3
=2 + 4
(bn/4c
2
)
+
(
n− 4
⌊n
4
⌋) ⌊n
4
⌋
6.3 d (U2,n,U3,n)
Context 6.3.1. Throughout this Section, we intend to get upper bounds to the distance d(U2,n,U3,n).
Lemma 6.3.2. Given n ∈ N with n ≥ 3, consider the 1-complete (short) boolean matrices M
and N with columns indexed by [n] such that LM = P2([n]) and LN = P2([n− 1]). Then
M,N ∈ BR(U3,n).
Proof. Observe that LM ,LN are PEGs so HM ,HN ∈ BPav2 by Proposition 4.1.5 and therefore
we may apply Proposition 4.1.6. Now, up to isomorphism, G (M) is the complete graph with n
vertices and G (N) can be obtained from the complete graph with n− 1 vertices by adding a
trivial connected component. Therefore there are no 3-anticliques in G (M) and G (N) and so, by
Proposition 4.1.6, HM = HN = P≤3([n]). Hence M ∈ BR(U3,n).
Proposition 6.3.3. Given n ∈ N with n ≥ 3, d(U3,n,U2,n) ≤ 2n− 5.
Proof. Write I(n) := 2n− 5 and proceed by induction on n. Suppose that n = 3. Define 1-complete
boolean matrices M and N with columns indexed by [3] and such that LM = {12} and LN = ∅.
Then N ∈ BR(U2,3) and, by Lemma 6.3.2, M ∈ U3,3. Observe that U2,3 and U3,3 are distinct
simplicial complexes and |LM4LN | = 1 so d(U3,3,U2,3) = d3(U3,3,U2,3) = 1 = I(3).
Consider now n ≥ 4 and suppose that d(U3,n−1,U2,n−1) ≤ I(n− 1). Define the following
1-complete boolean matrices:
• M1 with columns indexed by [n] and such that LM1 = P2([n− 1])
• M2 with columns indexed by [n− 1] and such that LM2 = P2([n− 1])
• N1 with columns indexed by [n− 1] and such that LN1 = ∅
• N2 with columns indexed by [n] and such that LN2 = ∅
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Now, observe that
M1 ∼=

M2
1
...
1
1 . . . 1 0

Moreover, by Lemma 6.3.2, M1 ∈ BR(U3,n) and M2 ∈ BR(U3,n−1). So d(U3,n,U3,n−1) = 1. On the
other hand,
N2 ∼=

N1
1
...
1
1 . . . 1 0

and clearly N1 ∈ BR(U2,n−1) and N2 ∈ BR(U2,n−1). So d(U2,n−1,U2,n) = 1. So
d(U2,n,U3,n) ≤ d(U2,n,U2,n−1) + d(U2,n−1,U3,n−1) + d(U3,n−1 + U3n)
= 1 + d(U2,n−1,U3,n−1) + 1 (by the previous computations)
≤ 1 + (2(n− 1)− 5) + 1 (by the induction hypothesis)
= 2n− 5
6.4 Examples
Definition 6.4.1. Given a finite nonempty set V and a family F ⊂ P3(V ), define the simplicial
complex HVF = (V,HF ) given by HF := P≤3(V ) \ F .
Lemma 6.4.2. Given a finite nonempty set V and a PEG F ⊂ P3(V ), the simplicial complex
HVF is a matroid.
Proof. Observe thatHVF ∈ Pav2. By Proposition 4.2.5 it suffices to show that P3(V ) ⊆ FlHVF ∪HF .
Consider then a set X ∈ P3(V ) \HF = F . Consider now a subset I ∈ 2X ∩HF and an element
p ∈ V \X. If |I| ≤ 1 then I ∪ {p} ∈ P≤2(V ) ⊆ HF . Recall now that the family F is a PEG.
Therefore, if |I| = 2, then I ∪ {p} /∈ F and so I ∪ {p} ∈ HF . Hence X ∈ FlHVF and we may
conclude that P3(V ) ⊆ FlHVF ∪HF .
Definition 6.4.3. Given k, n ∈ N with n ≥ 2k + 1 define sets λi := {1, 2i, 2i+ 1} ∈ P3([n]),
for every i ∈ [k], the family Λk := {λi | i ∈ [k]} and the simplicial complex
Sk,n := H[n]Λk = ([n], P≤3([n]) \ Λk).
Remark 6.4.4. Given k, n ∈ N with n ≥ 2k + 1, Sk,n is a matroid.
Proof. Observe that the family Λk is a PEG and therefore the result follows from Lemma 6.4.2.
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Proposition 6.4.5. Given k, n ∈ N with n ≥ 2k + 1, write p := n− (2k + 1) and consider a graph
Γ ∈ ASk,n . Then
e(Γ) ≤
⌊
p2
4
⌋
+ kp+ 3k
Proof. Write Ap := ASk,n and I(p) :=
⌊
p2/4
⌋
+ kp+ 3k. Proceed by induction on p to prove that
e(Γ) ≤ I(p) for every graph Γ ∈ Ap. Consider first a graph Γ = (V,E) ∈ A0 (every vertex lies in a
triangle of the family Λk in such a graph). We claim that E =
⋃
i∈[k] P2(λi). To prove the claim,
observe that the inclusion
⋃
i∈[k] P2(λi) ⊆ E holds clearly. Conversely, suppose that there exists
an edge X ∈ E \⋃i∈[k] P2(λi). Then there exist distinct indices i, j ∈ [k] such that one of the
following conditions holds:
• X = {2i, 2j}
• X = {2i+ 1, 2j + 1}
• X = {2i, 2j + 1}
Then the subgraph Γ [X ∪ {1}] is a triangle of Γ, but X ∪ {1} /∈ Λk. This is a contradiction,
because Γ ∈ A0. Hence the claim holds and therefore e(Γ) = 3k = I(0).
Consider now p ≥ 1, suppose that the number of edges of every graph in Ap−1 is at most
I(p− 1) and consider a graph Γ = (V,E) ∈ Ap. Define the set V ′ := V \ [2k + 1] (the set of
vertices not lying on a triangle of Γ) and the subgraph Γ′ := Γ [V ′]. We claim that there exists
a vertex v0 ∈ V ′ such that degΓ′(v0) ≤ bp/2c. To prove the claim, suppose that degΓ′(v) > p/2 for
every v ∈ V ′. Then
e(Γ′) =
∑
v∈V ′ degΓ′(v)
2
>
|V ′| p
4
=
p2
4
≥
⌊
p2
4
⌋
This contradicts Theorem 6.2.6, because Γ′ is a triangle-free graph with p vertices. Observe that
the vertex v0 does not lie on any triangle of Γ. Therefore v0 is adjacent to at most one vertex of
each triangle of Γ. So |NΓ(v0) ∩ (V \ V ′)| ≤ k. Hence
degΓ(v0) = degΓ′(v0) + |NΓ(v0) ∩ (V \ V ′)| ≤
⌊p
2
⌋
+ k
Now, define the subgraph Γ0 := Γ [V \ {v0}] and observe that Γ0 ∈ Ap−1. Hence:
e(Γ) = e(Γ0) + degΓ(v0)
≤
(⌊
(p− 1)2
4
⌋
+ k(p− 1) + 3k
)
+ degΓ(v0) (by the induction hypothesis)
≤
(⌊
(p− 1)2
4
⌋
+ k(p− 1) + 3k
)
+
(⌊p
2
⌋
+ k
)
(by the previous computation)
=
(⌊
(p− 1)2
4
⌋
+
⌊p
2
⌋)
+ kp+ 3k
=
⌊
p2
4
⌋
+ kp+ 3k (by Remark 6.1.9)
Lemma 6.4.6. Given k, n ∈ Nwith n ≥ 2k + 1, writem := 2k + 1, p := n− (2k + 1) and q := bp/2c.
Define sets
6.4. EXAMPLES 81
• V1 := {2i | i ∈ [k]}
• V2 := {2i+ 1 | i ∈ [k]}
• V3 := {m+ i | i ∈ [q]}
• V4 := {m+ i | i ∈ [p] \ [q]}
• E :=
(⋃
i∈[k] P2(λi)
)
∪ V1V4 ∪ V2V3 ∪ V3V4
and the graph Γ := ([n], E).
1
2 . . . 2k m+ 1 . . . m+ q
3
. . . m m+ q + 1
. . . m+ p
Then Γ ∈ ASk,n and e(Γ) =
⌊
p2
4
⌋
+ kp+ 3k.
Proof. It is clear that the set of triangles of Γ is Λk so Γ ∈ ASk,n . Moreover, the following equalities
hold:
e(Γ) =
∣∣∣∣∣∣
⋃
i∈[k]
P2(λi)
∣∣∣∣∣∣+ |V1| |V4|+ |V2| |V3|+ |V3| |V4|
= 3k + k(p− q) + kq + q(p− q)
= 3k + kp+
⌊p
2
⌋(
p−
⌊p
2
⌋)
= 3k + kp+
⌊
p2
4
⌋
(by Remark 6.1.9)
Corollary 6.4.7. Given n, k ∈ N with n ≥ 2k + 1, write p := n− (2k + 1). Then
dn(U2,n,Sk,n) ≤
(
n
2
)
−
(⌊
p2
4
⌋
+ kp+ 3k
)
Proof.
dn(U2,n,Sk,n) ≤
(
n
2
)
− max
Γ∈ASk,n
e(Γ) (by Lemma 6.1.8)
=
(
n
2
)
−
(⌊
p2
4
⌋
+ kp+ 3k
)
(by Proposition 6.4.5 and Lemma 6.4.6)
Definition 6.4.8. Given k, n ∈ N with n ≥ 3k define sets pii := {3i− 2, 3i− 1, 3i} ∈ P3([n]),
for every i ∈ [k], the family Πk := {pii | i ∈ [k]} and the simplicial complex
Tk,n := H[n]Πk = ([n], P≤3([n]) \Πk).
Remark 6.4.9. Given k, n ∈ N with n ≥ 3k, Tk,n is a matroid.
82 CHAPTER 6. DISTANCE TO THE UNIFORM MATROID U2,n: UPPER BOUNDS
Proof. Observe that the family Πk is a PEG and therefore the result follows from Lemma 6.4.2.
Proposition 6.4.10. Given k, n ∈ Nwith n ≥ 3k, write p := n− 3k and consider a graph Γ ∈ ATk,n .
Then
e(Γ) ≤
⌊
p2
4
⌋
+ kp+ 3k + 3
(
k
2
)
Proof. Write Ap := ATk,3k+p and I(p) :=
⌊
p2/4
⌋
+ kp+ 3k + 3
(
k
2
)
. Proceed by induction on p to
prove that e(Γ) ≤ I(p) for every graph Γ ∈ Ap. Consider first a graph Γ ∈ A0 (every vertex lies in
a triangle of the family Πk in such a graph). Observe that, for all distinct indices i, j ∈ [k], every
vertex v ∈ pij is adjacent to at most 1 vertex of pii; and therefore there are at most 3 edges joining
pii and pij . Therefore we may conclude that
e(Γ) ≤
∣∣∣∣∣∣
⋃
i∈[k]
P2(pii)
∣∣∣∣∣∣+ 3
(
k
2
)
= 3k + 3
(
k
2
)
= I(0)
Consider now p ≥ 1, suppose that the number of edges of every graph in Ap−1 is at most
I(p− 1) and consider a graph Γ = (V,E) ∈ Ap. Define the set V ′ := V \ [3k] (the set of vertices
not lying on a triangle of Γ) and the subgraph Γ′ := Γ [V ′]. We claim that there exists a vertex
v0 ∈ V ′ such that degΓ′(v0) ≤ bp/2c. To prove the claim, suppose that degΓ′(v) > p/2 for every
v ∈ V ′. Then
e(Γ′) =
∑
v∈V ′ degΓ′(v)
2
>
|V ′| p
4
=
p2
4
≥
⌊
p2
4
⌋
This contradicts Theorem 6.2.6, because Γ′ is a triangle-free graph with p vertices. Observe that
the vertex v0 does not lie on any triangle of Γ. Therefore v0 is adjacent to at most one vertex of
each triangle of Γ. So |NΓ(v0) ∩ (V \ V ′)| ≤ k. Hence
degΓ(v0) = degΓ′(v0) + |NΓ(v0) ∩ (V \ V ′)| ≤
⌊p
2
⌋
+ k
Now, define the subgraph Γ0 := Γ [V \ {v0}] and observe that Γ0 ∈ Ap−1. Hence:
e(Γ) = e(Γ0) + degΓ(v0)
≤
(⌊
(p− 1)2
4
⌋
+ k(p− 1) + 3k + 3
(
k
2
))
+ degΓ(v0) (by the induction hypothesis)
≤
(⌊
(p− 1)2
4
⌋
+ k(p− 1) + 3k + 3
(
k
2
))
+
(⌊p
2
⌋
+ k
)
(by the previous computation)
=
(⌊
(p− 1)2
4
⌋
+
⌊p
2
⌋)
+ kp+ 3k + 3
(
k
2
)
=
⌊
p2
4
⌋
+ kp+ 3k + 3
(
k
2
)
(by Remark 6.1.9)
Lemma 6.4.11. Given k, n ∈ N with n ≥ 3k, write m := 3k, p := n− 3k and q := bp/2c. Define
sets
• V1 := {3i− 2 | i ∈ [k]}
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• V2 := {3i− 1 | i ∈ [k]}
• V3 := {m+ i | i ∈ [q]}
• V4 := {m+ i | i ∈ [p] \ [q]}
• E0 := {{3i− 2, 3j − 1} , {3i− 1, 3j} , {3i, 3j − 2} | i, j ∈ [k] with i < j}
• E :=
(⋃
i∈[k] P2(pii)
)
∪ E0 ∪ V1V4 ∪ V2V3 ∪ V3V4
and the graph Γ := ([n], E).
31
5
6
. . .
3k − 1
3k − 2
2
4 3k
m+ 1 . . . m+ q
m+ q + 1
. . . m+ p
Then Γ ∈ ATk,n and e(Γ) =
⌊
p2
4
⌋
+ kp+ 3k + 3
(
k
2
)
.
Proof. For every index i ∈ [k], the following equalities hold:
• NΓ(3i− 2) = {3i− 1, 3i, 3j − 1, 3` | ` < i < j}
• NΓ(3i− 1) = {3i− 2, 3i, 3j, 3`− 2 | ` < i < j}
• NΓ(3i) = {3i− 2, 3i− 1, 3j − 2, 3`− 1 | ` < i < j}
So, for all indices `, i, j ∈ [k] with ` < i < j, we may conclude that:
1. {3i− 1, 3j − 1} , {3i− 1, 3`} , {3i, 3j} , {3i, 3`} , {3j − 1, 3`} /∈ E
2. {3i− 2, 3j} , {3i− 2, 3`− 2} , {3i, 3j} , {3i, 3`− 2} , {3j, 3`− 2} /∈ E
3. {3i− 2, 3j − 2} , {3i− 2, 3`− 1} , {3i− 1, 3j − 2} , {3i− 1, 3`− 1} , {3j − 2, 3`− 1} /∈ E
Hence, by condition 1, the only triangle containing the vertex 3i − 2 is pii; by condition 2, the
only triangle containing the vertex 3i− 1 is pii; and, by condition 3, the only triangle containing the
vertex 3i is pii. Hence the set of triangles of Γ is Πk so Γ ∈ ATk,n . Moreover the set E0 contains
exactly 3 edges joining each pair of triangles, so the following equalities hold:
e(Γ) =
∣∣∣∣∣∣
⋃
i∈[k]
P2(λi)
∣∣∣∣∣∣+ |E0|+ |V1| |V4|+ |V2| |V3|+ |V3| |V4|
= 3k + 3
(
k
2
)
+ k(p− q) + kq + q(p− q)
= 3k + 3
(
k
2
)
+ kp+
⌊p
2
⌋(
p−
⌊p
2
⌋)
= 3k + 3
(
k
2
)
+ kp+
⌊
p2
4
⌋
(by Remark 6.1.9)
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Corollary 6.4.12. Given n, k ∈ N with n ≥ 3k, write p := n− 3k. Then
dn(U2,n, Tk,n) ≤
(
n
2
)
−
(⌊
p2
4
⌋
+ kp+ 3k + 3
(
k
2
))
Proof.
dn(U2,n, Tk,n) ≤
(
n
2
)
− max
Γ∈ATk,n
e(Γ) (by Lemma 6.1.8)
=
(
n
2
)
−
(⌊
p2
4
⌋
+ kp+ 3k + 3
(
k
2
))
(by Proposition 6.4.10 and Lemma 6.4.11)
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