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Abstract
We consider acceleration-assisted entanglement harvesting as evidenced in correlations
between two accelerating Unruh detectors coupled to a scalar field. We elaborate on earlier
studies, which in a stationary phase approximation calculated the entanglement dependence
on two parameters c1 = κL, and c2 = κΩσ2, where κ describes the detector’s acceleration,
L their separation and Ω the energy splitting in a pair of two state Unruh detectors. Here,
we go beyond the stationary phase approximation by performing a numerical calculation of
entanglement harvesting, allowing us to present the dependence on c3 = σΩ, where σ denotes
the half width of a Gaussian window function specifying the field-detector interaction, and
show agreement with earlier work the large c3 limit.
1 Introduction
Over the last few years, there has been investigation into "entanglement harvesting" [1] [2] [3] [4]
[5] [6]: a phenomenon, most easily realized in models containing a scalar field coupled to multiple
(usually two) separated Unruh-DeWitt detectors, in which, for certain choices of the detectors’
worldlines, they can become quantum entangled. In a sense, the entangled nature of the vacuum
state of a scalar field can be transfered to detectors with appropriate interactions and executing
suitable motions.
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Entanglement harvesting is a beautiful illustration of how the infectious nature of entanglement
allows interactions to readily spread this iconic quantum characteristic. Moreover, entanglement
harvesting provides a simple laboratory to study how the degree to which two objects – in our case,
two Unruh-DeWitt detectors– become entangled depends on detailed physical features including
the accelerations of the detectors, the mass gap of each detector, and the distance between them.
In Salton, et al. [1], the authors used the by now standard measure of entanglement, "negativ-
ity" (reviewed briefly below) to quantify the entanglement between two accelerating Unruh-DeWitt
detectors. Using repeated stationary phase approximations, the authors found the region in the
space of coeficients (c1, c2) for which the Unruh-DeWitt detectors would become entangled, where
c1 = κL, and c2 = κΩσ2, where κ describes the relative acceleration, L the separation and Ω the
energy splitting in a pair of two state Unruh detectors. Of particular note, in the stationary phase
approximation invoked, the parameter c3 = σΩ, with σ denoting the half width of a Gaussian
window function specifying the field-detector interaction, only enters as an overall factor in the
negativity and hence plays no role in determining its sign (and thus whether entanglement has
been transfered to the detectors). In this letter, we go beyond the stationary phase approximation
to compute the non-trivial c3 dependence.
2 Basic Set-Up
The simplest setting to study entanglement harvesting is that of two accelerating Unruh-DeWitt
detectors labeled A and B, each described by a two-state Hamiltonian Hdeti of the form
Hdeti =
Ω
2
(|↑〉 〈↑| − |↓〉 〈↓|)
acting on the detector Hilbert spaces Hdeti and each coupled to the same scalar field φ through
an interaction Hamiltonian
Hinti = η(τ)φ(xi(τ)) (|↑〉 〈↓|+ |↓〉 〈↑|)
where xi(τ) parameterizes the worldline of detector i (i = A,B) in terms of the detector’s proper
time τ . We envision that the Unruh-DeWitt detectors are travelling along worldlines with constant
acceleration either parallel or anti-parallel to one another. In such a model, the overall Hilbert
space is Hφ ⊗HdetA ⊗HdetB and the Hamiltonian is given by
H = Hφ +HdetA +HdetB +HintA +HintB
2
where Hdeti and Hinti represent the internal Hamiltonians of the detectors and interaction Hamil-
tonians respectively. Switching to the interaction picture, we find that the interaction Hamiltonian
is again the sum of the Hamiltonians for each individual detector. We calculate the final state of
the system at τ =∞ after starting in the state |0〉 |↓A〉 |↓B〉 at τ = −∞. Define the operators Φ±i
for i = A,B by
Φ±i =
∫ ∞
−∞
dτ ′η(τ ′)e±iΩτ
′
φ(xi(τ
′))
Now define an operator S by
S = −i
∑
i=A,B
∑
j=+,−
Φjkσ
j
k
where σ+k = |↑k〉 〈↓k| and σ−k = |↓k〉 〈↑k| Note that
S2 = − (Φ−AΦ+A + Φ−BΦ+B + Φ+BΦ+A |↑A〉 |↑B〉 〈↓A| 〈↓B|+ Φ+AΦ+B |↑A〉 |↑B〉 〈↓A| 〈↓B|)+(irrelevant terms)
where "irrelevant terms" refers to terms which vanish when considering the action of S2 on the
ground state of the system.
The time evolution operator in the interaction picture is then given by T [eS], so that to second
order in perturbation theory the state |ψ〉 at τ =∞ is given by
|ψ〉 =
(
1 + S +
1
2
T [SS]
)
|0〉 |↓A〉 |↓B〉 = (1 + d1) |0〉 |↓A〉 |↓B〉
−i (Φ+A |0〉 |↑A〉 |↓B〉+ Φ+B |0〉 |↓A〉 |↑B〉)
−1
2
T [Φ+AΦ+B + Φ+BΦ+A] |0〉 |↑A〉 |↑B〉
+
(
1
2
T [Φ−AΦ+A + Φ−BΦ+B] |0〉 − d1 |0〉) |↓A〉 |↓B〉
where we have defined d1 = −12
〈
0|T [Φ−AΦ+A + Φ−BΦ+B] |0〉. The expression on the last line contains
a field state factor which is orthogonal to the field ground state |0〉.
We find the density matrix corresponding to this pure state to second order in perturbation
theory. Keeping only terms with at most two Φkj factors in them and which are nonvanishing after
3
taking partial trace over Hφ, we obtain
ρ = |ψ〉 〈ψ| = (1 + d1 + d∗1) |0〉 |↓A〉 |↓B〉 〈0| 〈↓A| 〈↓B|
−Φ+AΦ+B |0〉 |↑A〉 |↑B〉 〈0| 〈↓A| 〈↓B|
− |0〉 |↓A〉 |↓B〉
(〈0|Φ−BΦ−A) 〈↑A| 〈↑B|
−Φ+A |0〉 |↑A〉 |↓B〉
(〈0|Φ−A) 〈↑A| 〈↓B|
−Φ+B |0〉 |↓A〉 |↑B〉
(〈0|Φ−B) 〈↓A| 〈↑B|
−Φ+A |0〉 |↑A〉 |↓B〉
(〈0|Φ−B) 〈↓A| 〈↑B|
−Φ+B |0〉 |↓A〉 |↑B〉
(〈0|Φ−A) 〈↑A| 〈↓B|
which, after partial tracing, becomes
ρtr = |ψ〉 〈ψ| = (1 + d1 + d∗1) |↓A〉 |↓B〉 〈↓A| 〈↓B|
− 〈0|Φ+AΦ+B|0〉 |↑A〉 |↑B〉 〈↓A| 〈↓B|
− 〈0|Φ+AΦ+B|0〉∗ |↓A〉 |↓B〉 〈↑A| 〈↑B|
− 〈0|Φ−AΦ+A|0〉 |↑A〉 |↓B〉 〈↑A| 〈↓B|
− 〈0|Φ−BΦ+B|0〉 |↓A〉 |↑B〉 〈↓A| 〈↑B|
− 〈0|Φ−BΦ+A|0〉 |↑A〉 |↓B〉 〈↓A| 〈↑B|
− 〈0|Φ+BΦ−A|0〉 |↓A〉 |↑B〉 〈↑A| 〈↓B|
Writing this in matrix form, we find
ρtr =

1− 〈0|Φ−AΦ+A + Φ−BΦ+B|0〉 − 〈0|Φ+AΦ+B|0〉 0 0
− 〈0|Φ+AΦ+B|0〉 0 0 0
0 0
〈
0|Φ−AΦ+A|0
〉 〈
0|Φ−BΦ+A|0
〉
0 0
〈
0|Φ−AΦ+B|0
〉 〈
0|Φ−BΦ+B|0
〉

We define
EA =
〈
0|Φ−AΦ+A|0
〉
=
∫ ∞
−∞
dτ ′
∫ ∞
−∞
dτ ′′η(τ ′)η(τ ′′)eiΩ(τ
′−τ ′′)G(xA(τ ′), xA(τ ′′))
EB =
〈
0|Φ−BΦ+B|0
〉
=
∫ ∞
−∞
dτ ′
∫ ∞
−∞
dτ ′′η(τ ′)η(τ ′′)eiΩ(τ
′−τ ′′)G(xB(τ ′), xB(τ ′′))
X =
〈
0|Φ+AΦ+B|0
〉
=
∫ ∞
−∞
dτ ′
∫ τ ′
−∞
dτ ′′η(τ ′)η(τ ′′)eiΩ(τ
′+τ ′′)G(xA(τ
′), xB(τ ′′))
where G is the Feynman propagator for φ and we have made use of the symmetry under exchanging
τ ′ ↔ τ ′′ to rewrite the Ei integrals as being over the entire τ ′ − τ ′′ plane.
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2.1 Parallel Worldlines
Salton et al. investigate such a situation. A massless field φ is coupled to two detectors with
worldlines denoted by xA(τ) and xB(τ). In the parallel case, the detector worldlines are of the
form
xA(τ) = (t =
1
κ
sinhκτ, x =
1
κ
(coshκτ − 1) , y = 0, z = 0)
xB(τ) = (t =
1
κ
sinhκτ, x =
1
κ
(coshκτ − 1) + L, y = 0, z = 0)
and the Feynman propagator for a massless field φ is given by
G(x, y) = − 1
(2pi)2
1
(x− y)2
These choices lead to the integrals (in this case, EA = EB = E)
E = − κ
2
4pi2
∫ ∞
−∞
dτ ′
∫ ∞
−∞
dτ ′′ exp
[
− 1
2σ2
(τ ′2 + τ ′′2)− iΩ(τ ′ − τ ′′)
]
× 1
(sinhκτ ′ − sinhκτ ′′)2 − (coshκτ ′ − coshκτ ′′)2
X = − κ
2
4pi2
∫ ∞
−∞
dτ ′
∫ τ ′
−∞
dτ ′′ exp
(
−τ
′2 + τ ′′2
2σ2
+ iΩ(τ ′ + τ ′′)
)
× 1
(sinhκτ ′ − sinhκτ ′′)2 − (coshκτ ′ − coshκτ ′′ − Lκ)2
We first note that if we define x = τ ′ + τ ′′ and y = τ ′ − τ ′′ after some algebraic manipulation,
the integrals can be rewritten as
E = −κ
2η20
32pi2
e−σ
2Ω2
∫ ∞
−∞
dx
∫ ∞
−∞
dy exp
[
− 1
4σ2
(x2 + (y + 2iΩσ2)2)
]
csch2
(κy
2
)
X =
κ2η20
32pi2
e−σ
2Ω2
∫ ∞
−∞
dx
∫ ∞
0
dy exp
(
−(x− 2iΩσ
2)2 + y2
4σ2
)
×
[
Lκ
2
+ i− e−κx/2sinh
(κy
2
)]−1 [Lκ
2
− i+ eκx/2sinh
(κy
2
)]−1
Introducing the dimensionless parameters c1 = κL, c2 = κΩσ2, and c3 = σΩ and substituting
x˜ = x/L and y˜ = y/L, we obtain
E = −η20
c21
32pi2
e−c
2
3
∫ ∞
−∞
dx˜
∫ ∞
−∞
dy˜ exp
[
−
(
c1c3
2c2
)2 (
x˜2 + (y˜ + 2ic2/c1)
2
)]
csch2
(
c1y˜
2
)
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X = η20
c21
32pi2
e−c
2
3
∫ ∞
−∞
dx˜
∫ ∞
0
dy˜ exp
(
−
(
c1c3
2c2
)2
((x˜− 2ic2/c1)2 + y˜2)
)
×
[
c1
2
+ i− e−c1x˜/2sinh
(
c1y˜
2
)]−1 [c1
2
− i+ ec1x/2sinh
(c1y
2
)]−1
We can make these integrals easier to evaluate by shifting the contour of integration in the
complex plane. In the case of E, we shift from integrating y˜ along the real axis to integrating
along the line y = y′ − 2ic2/c1 where y′ ranges from −∞ to ∞. In the case of X, we shift from
integrating x along the real axis to integrating along the line x˜ = x′+2ic2/c1 where y′ ranges from
−∞ to ∞. Note that this allows us to neglect the i in our denominators, since the integrals are
no longer crossing poles. The resulting integrals are
E = −η20
c21
32pi2
e−c
2
3
∫ ∞
−∞
dx˜
∫ ∞
−∞
dy˜ exp
[
−
(
c1c3
2c2
)2 (
x˜2 + y˜2
)]
csch2
(
c1y˜
2
− ic2
)
X = η20
c21
32pi2
e−c
2
3
∫ ∞
−∞
dx˜
∫ ∞
0
dy˜ exp
(
−
(
c1c3
2c2
)2
(x˜2 + y˜2)
)
×
[
c1
2
+ i− e−c1x˜/2e−ic2sinh
(
c1y˜
2
)]−1 [c1
2
− i+ ec1x/2eic2sinh
(c1y
2
)]−1
The expression for E can be further simplified by noting that the integral over x˜ is purely
Gaussian. Carrying out the x˜-integral yields
E = −η20
c1
16pi3/2
c2
c3
e−c
2
3
∫ ∞
−∞
dy˜ exp
[
−
(
c1c3
2c2
)2
y˜2
]
csch2
(
c1y˜
2
− ic2
)
The paper by Salton et al. uses the stationary phase approximation on both of these integrals.
Given our shift of variables, this is equivalent to replacing the factor f(x, y) multiplying the
Gaussian in each by f(0, 0). This gives
Esp = η
2
0
e−c
2
3
8pi
(
c2
c3
)2
csc2 c2
Xsp = η
2
0
e−c
2
3
2pi
(
c2
c3c1
)2
for the integrals. Whether the detectors are entangled is determined by calculating whether the
negativity N of the system described by ρtr is non-zero. The negativity, discussed as means for
measuring entanglement in [7] [8], is given in this situation by
N = max{|X| − E, 0} = η20
e−c
2
3
8pi
(
c2
c3
)2 [
4
c21
− csc2 c2
]
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In this approximation c3 only enters in an overall factor and so has no impact on the sign of N .
For large values of c3, the Gaussian factor in the integrands for both E and X suppresses the
integrand everywhere except for the point (x˜ = 0, y˜ = 0). This suggests that for large c3, we should
obtain the same result as we would obtain using the stationary phase approximation. Physically,
for fixed c1, c2 we find that c3 parameterizes the width of the window function Gaussian and so
the amount of time the detectors have to interact with each other. This leads to the expectation
that for small c3 there will not be enough time for entanglement to be established, while for large
c3 the presence of entanglement is dependent on the parameters governing the choice of detector
worldlines.
3 Numerical Evaluation
We numerically evaluated the integrals for E and X for the range of parameter space c1 ∈ [0, 6],
c2 ∈ [0, 3], c3 ∈ [0, 5], using Mathematica. For E, the single integral can be evaluated straightfor-
wardly using a Gauss-Kronrod method (with is Mathematica’s default one-dimensional numerical
integration algorithm). For X, using the default “GlobalAdaptive” strategy with a multidimen-
sional Gauss-Kronrod method, Mathematica warns about possible inaccuracy when evaluating the
integral for some parameters within the chosen parameter space. Although Mathematica reports
a guess for the error on these numerical integrals, there is no guarantee that the guess will not
greatly underestimate the true amount of error. We provide our own estimate of the amount
of error by doing the integrations using Mathematica’s “LocalAdaptive” strategy rather than its
default “GlobalAdaptive” strategy. Both strategies in this case compute numerical integrals by
recursively dividing up the integration region into subregions and using a Gauss-Kronrod method
to estimate the integral value and error. However, the “LocalAdaptive” strategy makes its choice of
which subregion to further divide via a local estimate of the integration error in that region, while
“GlobalAdaptive” chooses which subregions to refine based on the magnitude of error compared
to the overall value of the integral.
We calculated the values of E andX on the 3D grid in parameter space on which the parameters
take on the values c1 = {0.025, 0.050, 0.075, ..., 5.975, 6.000}, c2 = {0.025, 0.050, 0.075, ..., 3.000},
c3 = {0.125, 0.250, ..., 4.875, 5.000} using the “LocalAdaptive” integration strategy. We also calcu-
latedX using the “GlobalAdaptive” strategy on the same grid to compare with the “LocalAdaptive”
results.
We then used the values of E and X to calculate N = |X| − E, and used the sign of N to
determine which regions of parameter space support entanglement. The regions are shown in 5
figures.
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We calculated the difference between the “LocalAdaptive” and “GlobalAdaptive” results for
both the values of E and X as well as the final negativity result N . We found that the values for
X matched to within 0.08% and for N to within 9%.
Collectively, this allowed us to determine the dependence of the entanglement region on c3. In
the limit as c3 approaches 0, the entanglement region vanishes, while for c3 ≥ 4.5 the entanglement
region looks similar to that computed by Salton et al. This is consistent with the expectation that
the stationary phase approximation integrals for E and X should be accurate for large c3.
4 Discussion
A natural next step in this line of research is to extend the analysis to more general trajectories,
including the antiparallel case, and, of significant interest to a complete analysis, to consider the
effect of different window functions. The latter would also us, for example, to establish that the
Gaussian tails of the window functions currently in use play no essential role in the entanglement
results. We intend to return to these undertakings in future work.
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Figure 1: Plots of the entanglement region for c3 = 0.5, 1.5, 2.5, 3.5, 4.5. The green region is the
entanglement region in the stationary phase approximation, while the blue overlay denotes points
in parameter space for which entanglement was established numerically.
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