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ABSTRACT
In this PhD project, several related research topics are pursued. These projects include data mining of
coarse-grained side chain orientation in the protein data bank and the prediction of such orientation for
each individual residue using statistical learning methods, the motions of protein and protein complexes
using the elastic network model and statistical methods and clustering of structures within an ensemble
of NMR-derived protein structures.
The first research topic is about the side chain orientation in protein structures. A coarse-grained
measurement for side chain orientation is used, and the relationship between this type of side chain
orientation measurement and the hydrophobicity of residue type is established. Along with the research
on the side chain orientation, visualization software to visualize this coarse-grained side chain orientation
is developed using openGL and C++ language. In addition, several predictive models for side chain
orientation of individual residues are constructed using several statistical machine learning methods
(General linear regression, Regression tree, Bagging of regression tree, Neural Network and Support
Vector Machine).
The second topic is about the dynamics of protein and protein complexes using the elastic network
model. In this part, the effects of different superposition methods on the correspondence between the
experimental conformational changes extracted from the cluster of structures using principal component
analysis and the normal modes are studied, and we obtain a better correspondence for some protein
structures using the maximum likelihood based superposition method. In addition, we also apply the
elastic network model to study the dynamics of the small ribosomal subunit. In this project, we perform
a series of protein subunit removal computational experiments and study the effect of removing some
protein subunits on the motion of the partial 30S structures simulated with the elastic network model.
Through these studies, we find that S6 interacts with S18 in the small ribosomal subunit, which is
consistent with the previous computation and experimental results from other researchers.
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Another project is the application of principal component shaving method for clustering structures
in an ensemble of NMR-derived protein structures. Principal component shaving is often used to find
the similar gene expression pattern in microarray experiment, and this method is applied to cluster
similar structures in an ensemble of NMR-derived protein structures. The results show that similar
structures can be clustered together by using this method.
For this PhD project, the results from coarse-grained side chain orientation and prediction for
side chain orientation for each residue are already published. I was the first author for these two
papers. For the study of the effects of different superposition methods on the correspondence between
the experimental conformational changes from principal component analysis and the normal modes,
the application of ANM in 30S subunit and the application of the principal component shaving for
clustering structures for an ensemble of NMR-derived, we will submit our papers soon.
1CHAPTER 1. General introduction
The first topic in this thesis concentrates on study about the coarse-grained side chain orientations
in protein structure. Generally, each protein structure is composed of 20 different types of amino acid.
The backbones of these 20 types of amino acids are the same, but their side chain groups are different.
The diversities in the properties of 20 types of amino acids come from the differences among their side
chain group, and even the atomic composition in these 20 types of side chain group are different. The
different atoms of side chain group in 20 types of amino acid are condensed to a single point using the
mathematical center of the side chain group. Under this coarse-grained level, We measured the position
of the reduced side chain group with respect to the center of protein structure using an angle between
the vector pointing from the center of all atoms in a protein structure to the specific Cα atom and the
vector pointing from the reduced point of a side chain to its Cα atom. We found that the average angle
value for the different amino acid types are highly related to their hydrophobicities. Similar results
were originally found by Rackovsky and Scheraga’s work in 1977 [1]. The angle they defined is an
angle between the center-of-mass-to-Cα vector and the Cα-to-side-chain-atom vector. The difference
between our work and theirs is that they chose the terminal atom of each side chain as the coarse-
grained point, but we used the mathematical center as the coarse-grained point. In addition, their
results are based on a small number of monomeric protein structures only. In this thesis, the side chain
orientation measurement based on the angle we defined was studied by using three data sets. These
data sets are 144 monomeric protein structures, 192 dimeric protein structures and 1982 monomeric
protein structures. Using these data sets, the average angle values for different amino acid types were
calculated, and show that the average angle values are highly correlated with hydrophobicities of the
residue type. In addition, we further studied the difference of the average angle value for the residues
located in the different positions in protein structures; we classified residues into different categories
based on their solvent accessibilities and the convexities of their local surface, and studied the differences
of the average angle values. For dimeric proteins, the average angle value for the interface residues are
also studied. We also noted that the angle value for each individual residue are highly variable. The
2standard deviation around the average angle value is about 30-40 degree. The predictabilities of the
angle value for each individual residue are also checked by fitting several models using several statistical
machine learning methods. These statistical learning methods include the general linear regression,
regression tree and bagging, neural network, and support vector machine. The prediction accuracies
of these model are similar in qualities, but better than random assignment of side chain angle values.
Considering these characteristics of the general side chain orientation in the native structure, we also
discuss the application of the general side chain orientation on the protein tertiary prediction.
Another topic of this thesis is the study of protein motions. It is known that proteins are not static.
The polypeptide backbone and specifically the side chain move around constantly due to thermal motion
or brownian motion. Most protein structures can be determined by X-ray crystallography, but these
structures are actually the average structure from a set of protein conformations. In addition, most
biological functions require protein motion. However the experimental methods are often not sufficient
to study the motion of protein structures. Therefore computational methods have been developed to
study the motions of protein structures. Among these computational methods, molecular dynamics
simulations are the best known method. Using all-atom molecular dynamics simulations, very detailed
information about the motions of protein structures can be obtained. However the requirements of
large computer power for molecular dynamics often become a limitation for the simulation of larger
protein complexes. For this reason, the coarse-grained methods for studying motion arises. In the
coarse-grained method, the all-atom protein structure is represented by one node per residue or for
several sequential residues [2]. These coarse-grained methods are after the elastic network model which
is originally proposed by Tirion [3]. Many people use these coarse-grained elastic network models to
study the motion of protein complexs [4, 5]. Based on whether one takes the direction of motion into
account, the elastic network model used is either Gaussian network model(GNM) or anisotropic network
model(ANM). In Gaussian network model, we assume that the residues’ fluctuation about their mean
positions obey a Gaussian distribution, and all fluctuations are isotropic. The theoretical basis of GNM
comes from the polymer dynamics of Flory [6]. The elastic body is treated as a 3-dimensional mass and
spring system. The springs are assumed to follow Hooke’s law. Hooke’s law is expressed as:
−→
F = −k−→x (1.1)
Here
−→
F is the restoring force assigned to the material. −→x is a displacement vector for measuring distance
and movement direction with respect to the equilibrium position. k is the spring constant that indicates
the restore force per unit length of displacement vector. The negative indicates that the direction of
the restore force is always in the opposite direction of the x displacement vector. If we integrate the
3restore force along the displacement vector, we get the potential energy function 1.2
V =
∫
F =
∫
k ∗ x = 1
2
kx2 (1.2)
From equation 1.2, we can see that the potential energy is proportional to the square of the displacement
from the equilibrium position. If we extend this idea into 3-dimensional mass spring system, we can get
the following potential function:
V = (γ/2)∆RTΓ∆R (1.3)
The equation 1.3 is actually a matrix formulation for the overall potential of 3-dimensional mass spring
system. In this equation, ∆R is a fluctuation vector, and Γ is the contact matrix defined by whether
residues are closed enough to be connected with spring. This contact matrix is also called the kirchhoff
matrix, which is defined as:
Γij =

−1 if i 6= j, Rij ≤ Rc
0 if i 6= j, Rij > Rc
−
∑
i,i6=j
Γij if i = j

(1.4)
In equation 1.4, Rij is the distance between the ith Cα atom and the jth Cα atom, Rc is the cutoff
distance. Based on equation 1.3, the equilibrium cross-correlations between residue fluctuations are
given by
∆Ri ·∆Rj = kBT
γ
Γ−1ij (1.5)
Likewise, the mean square fluctuation for each residue can be calculated by:
∆R2i =
kBT
γ
Γ−1ii (1.6)
It should be noted that the |Γ| = 0, so the inverse of Γ doesn’t exist, but there is an unique Moore-
Penrose pseudoinverse that can be used as approximation. In order to calculate the Moore-Penrose
pseudoinverse, singular value decomposition of Γ is used and this effectively remove the problematic
zero eigen values. In the anisotropic network model, we take the fact that the fluctuations are generally
anisotropic into consideration. We can derive a potential function for the ANM. This potential function
is:
V = (1/2)∆RTH∆R (1.7)
4In equation 1.7, H is the hessian matrix, which is defined as the following way:
H =

H11 H12 .. H1N
H21 H22 .. H2N
. . .. ..
. . .. ..
HN1 HN2 .. HNN

(1.8)
Each element of this Hessian matrix is the second derivatives of the overall potential in equation 1.7,
It is shown in the following formula:
Hij,i 6=j =

∂2V
∂Xi∂Xj
∂2V
∂Xi∂Yj
∂2V
∂Xi∂Zj
∂2V
∂Yi∂Xj
∂2V
∂Yi∂Yj
∂2V
∂Yi∂Zj
∂2V
∂Zi∂Xj
∂2V
∂Zi∂Yj
∂2V
∂Zi∂Zj
 (1.9)
Based on the equation 1.7, the equilibrium cross-correlations between residue fluctuations are given by
∆Ri ·∆Rj = (kBT )H−1ij (1.10)
The mean square fluctuation of the position of residue i can be calculated with:1.11
∆R2i = (kBT )H
−1
ii
(1.11)
As a coarse-grained method, GNM and ANM are already used to study the motion of proteins
extensively. Nonetheless, the simulated motion need to be validated with the experimental data. These
validation methods include the comparison between the mean square fluctuation and the experimental
crystallographic B-factors, the overlap calculation between the normal modes and the displacement
vectors between the open form and closed forms of the same protein structure. In addition, the essential
conformational changes extracted from multiple structures of the same protein using the principal
component analysis are also used to validate the normal modes generated by the elastic network model.
Usually, multiple structures are superposed by the conventional least square based method. However,
the least square based superposition method assumes the equal variance for atom fluctuations and
independence between the atoms. For some proteins, this assumption is not valid. Here, we use the
more realistic maximum likelihood based method to perform superposition, and compare the essential
conformational changes extracted from the structures using the principal component analysis and the
normal modes generated by the elastic network model for both the least squares based method and the
maximum likelihood based method for different ensembles from the NMR structures.
5Besides the studies of the motion of proteins using GNM and ANM, these two methods are also
used to study the motion of protein-RNA and protein-DNA complexes. The ribosome contains protein
subunits and RNA subunits and is a macromolecule that plays the important role of protein synthesis,
so investigations of the motions of the ribosome are useful to understand the protein synthesis process.
Under the approximation of the Gaussian network and bead models, coarse-grained methods have been
used to study the motion of this type macromolecule [7, 8, 9, 10]. Yongmei Wang et al applied GNM
and ANM to study the motions of the ribosome [11], and observed some motion behaviors similar to
those observed by Tama [12]. All these results provide clear evidence for the success of elastic network
models for studying ribosome dynamics. It should be noted that all these simulation studies are based
on the intact ribosome structures including 50S and 30S subunits, and not study the influence of subunit
removal on the motion behavior of partial structures.
Ribosomes consist of two subunits, which are denoted 30S and 50S, respectively. The larger 50S
subunit contains 30 proteins(L1,L2,etc), 23SrRNA(2900 nucleotides), and 5S rRNA(120 nucleotides).
The 30S subunit includes 21 proteins(S1,S2,etc),16SrRNA(1500 nucleotides) and binds mRNA. Ribo-
some assembly is an important part of cellular processes. Some observed correlations between the rate
of ribosomal assembly and bacterial cell growth have been reported [13]. In the studies of ribosomal
assembly, the small 30S ribosomal subunit has been used as a model system. The reason for choosing
the 30S ribosomal subunit as a model system is due to its simplicity, and its assembly process can be
easily manipulated in vitro [14, 15, 16]. Based on experimental results, the assembly map for the 30S
subunit in Escherichia coli has been determined [13]. Besides this assembly map, another map based
on the kinetics was also obtained by Powers [17]. Apart from these experimental studies of the 30S
subunit assembly, some computation methods have also been used to study 30S subunit assembly. Stagg
et al used coarse-grained Monte Carlo simulations to study the fluctuation changes upon binding the
proteins in the 3’ domain assembly to predict the contribution of the proteins for the binding site for
the sequential proteins in the S7 pathway [18]. Cui and Case also applied a coarse-grained force field in
molecular dynamics simulations to study the small subunit assembly [19]. By removing one protein or a
pair of proteins at a time from the intact 30S small subunit, Hamacher et al studied the dependencies of
protein binding to 16SrRNA for the T. thermophilus 30S small ribosomal subunit using self-consistent
pair contact probability approximation method and produced the similar dependency map of proteins
as that in E.coli established by the experimental methods [20]. Since the previous results supplied the
strong support for the application of the elastic network model for studying motion of ribosome, here
we use ANM to simulate the motion of the 30S small subunit and study the influence of subunit removal
6on the simulated motion of partial structures of the 30S small subunit.
The last topic of this thesis is the application of a principal component based analysis of the structure
ensemble for NMR-derived proteins. So far there are several methods for clustering the structures within
an ensemble of NMR-derived protein. These methods include pair-wise RMSD matrix based cluster
method [21] and principal component analysis based methods [22]. Principal component shaving method
is often used in miroarray data analysis to cluster similar genes [23], but it has not be used to cluster
the structures within an ensemble. We apply the principal component shaving method to cluster the
structures within the ensemble of NMR derived protein structure and show that similar structures
within an ensemble can be clustered together by using this method.
This thesis is organized as follows. In chapter 2, the coarse-grained side chain orientation metrics
are explored by using a large data set, and the relationship between this type of side chain orientation
and a residue’s hydrophobicity, residue solvent accessibility and local surface shape are studied. In
chapter 3, we develop the way to predict the angle value for each individual side chain by using several
statistical machine learning methods. In chapter 4, we study the difference in the correspondence
between the essential conformational changes and the motion generated from elastic network model
when the different superpositioning methods are applied to the same NMR-derived protein structures.
In chapter 5, we extend ANM to study the motion of the ribosome. Particularly we investigated the
influence of protein subunit removal on the simulated motions of the 30S partial structure. In chapter
6, we apply principal component shaving method to cluster the structures within an ensemble of NMR-
derived protein structure.
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CHAPTER 2. How do side chains orient globally in protein structures?
Parts of this chapter are published in Proteins: Structure, Function, and Bioinformatics
2005,61:513-522.
Aimin Yan and Robert L. Jernigan
Abstract
An angle Ω is defined to serve as a metric for global side-chain orientations, which reflects the
orientation of the side chain relative to the radial vector from the center of the protein to an amino
acid. The side-chain orientations of buried residues exhibit characteristically different orientations than
do exposed residues, in both monomeric and dimeric structures. Overall, buried side chains point mostly
inward, whereas surface side chains tend to point outward from the surface. This difference in behavior
also correlates well with the residue hydrophobicity; so a global side-chain orientation can be viewed as a
direct structural manifestation of hydrophobicity. When various solvent-accessible layers are considered,
the behavior is relatively continuous between centrally located and exposed residues. In the case of
interfacial residues between subunits, there are statistically significant differences between exposed
residues and interface residues for ALA, ARG, ASN, ASP, GLU, HIS, LYS, THR, VAL, MET, PRO,
and overall the interface residues have an increased tendency to point inward. The local surface shape
of residues have an influence on the side-chain orientations; the side-chain orientations of residues in
concave surface regions exhibit characteristically different orientations than do residues in convex surface
regions. Presumably, these substantial differences in orientations of side chains may be a manifestation
of hydrophobic forces. Along with this research, we also develop visualization software to visualize
the general side chain orientation in protein structures. The application of these characteristics of the
general side chain orientation on protein tertiary structure prediction are also discussed.
Key words: general side-chain orientation, characteristics, application
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Introduction
In protein structures, each residue type has its unique side chain group that determines the residue’s
specific behavior. Here we are interested in the average orientation of a residue’s side chain and want
to know whether side chains of residues point torward the inside of proteins or the outside of proteins
and what factors will influence the average orientation of a residue’s side chain in protein structures.
In Rackovsky and Scheraga’s early work, they defined a Θ angle to measure the average orientation of
a side chain in a protein structure. The Θ angle is an angle between the center-of-mass-to-Cα vector
and the Cα-to-side-chain-atom vector(see Figure 2.1),side-chain atoms are listed in Table 2.1.
Terminal side-chain atom 
Center of mass of protein 
Figure 2.1 Definition of the angle between the center-of-mass-to-Cα vector and the Cα-to-side-chain-atom
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Table 2.1 Terminal side-chain atoms for different residue types
residue Side-chain atom
ALA Cβ
ARG Nη1
ASN Cγ
ASP Oδ1
CYS Sγ
GLN Cδ
GLU O1
HIS N 2
ILE Cδ1
LEU Cδ1
LYS N ζ
MET C
PHE Cζ
PRO Cγ
SER Oγ
THR Cγ2
TRP Cη2
TYR Oη
VAL Cγ1
They found that there is a correlation between Θ and hydrophobicity. Nonpolar residues show a
predominance of values of Θ > 90 degree and polar residues show a predominance of values of Θ < 90
degree [1]. The effects of protein size on the hydrophobic behavior of amino acids measured in term
of the average reduced distances from the center of mass 〈γ〉, and average side-chain orientation angle
〈Θ〉 were also studied. They found that hydrophobic behavior measured by 〈γ〉 and 〈Θ〉 manifests
itself more strongly in smaller proteins. For larger proteins, there is an isotropic environment in inner
sphere of radius 0.7Rg where no average orientational preferences of side-chain was found. Their results
also showed that the orientation preferences of Cα-Cβ bonds are qualitatively similar to those of the
side chains as a whole, indicating a strong correlation between backbone and side-chain orientations.
In Scheraga’s continuing work[2], they studied the fractions of occurrence of hydrophobic residues,
hydrophilic residues, neutral and ambivalent residues for spherical layers. They found that there is a
homogeneous region for both larger proteins and smaller proteins. Their results also indicated that the
fraction of hydrophobic residues decrease, and those of hydrophilic residues increase, gradually from the
inner to the outer layer for most proteins. They also pointed out that the proteins they studied don’t
deviate from spherical shape and the buried region of those proteins corresponds approximately to a
sphere of radius Rg around the center of mass [3]. They also defined the close surroundings of residues
using spheres of radius 8A˚ around each of the amino acid residues in the given layer and found that the
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local hydrophobic and hydrophilic clusters exist in protein [4].
In Yan and Jernigan’s recent publication [5], they defined another angle to measure side-chain orien-
tation(see Figure 2.2). Here
−→
v1 is the vector pointing from the center of all atoms in a protein structure
to a specific Cα atom and
−→
v2 points from the center of a side chain to its Cα atom ,and Ω is the angle
between these two vectors.
 
Center of side-chain 
Center of structure 
Figure 2.2 Definition of the angle between the center-of-structure-to-Cα vector and the
center-of-side-chain-to-Cα
Even with the use of a larger number of monomeric protein structures and dimeric structures, they
reached a similar conclusion as Rackovsky and Scheraga. Besides the relation between average side-chain
orientation and residue hydrophobicity, they also pointed out the relation between average side chain
orientation and the residue’s depth. Their results also showed that subunit-subunit interfacial residues
have a tendency to extend radially inward significantly, more than the usual surface residues do, which
reflects the influence of subunits association on the average side chain behaviors in dimeric structures.
By classifying the residues into different solvent accessible layers, they found that the behavior of side
chains is relatively continuous between centrally located and exposed residues. In their paper, they
emphasized that the average side chain behaviors they studied are just the global side chain behavior,
while individual cases can deviate significantly from the average behavior.
If we consider the side-chain orientations of each individual residue, this question will become highly
complicated. Since the local environment of each residue could be similar or very different. The differ-
ences in local environments could cause the differences in side chain orientation. The local environment
of a residue includes the position of the residue in the protein structure, its nearest neighbor residue
types and many other factors. A residue can be the inside of a protein structure or outside of protein
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structure. When a residue is on the exterior of protein structure, it can be located at locations having
different protein surface shape.
So far,there are several representations of protein surfaces such as van der waals surface, solvent-
excluded and solvent-accessible surfaces. Figure 2.3 shows the definition of these types of protein
surfaces.
Figure 2.3 Definition of three different descriptors of protein surfaces
The van der Waals version considers only the atomic volumes and the size of the molecule itself
and does not take any other interacting particle(water molecules) into account. This surface definition
can’t tell us, for example, whether the small and narrow entrance of a deep cavity can be penetrated
by water molecules.
If we can determine the volume of the molecule that is not excluded for solvent molecules, then the
border of this volume would be the molecular surface that is accessible to the solvent. The general idea
behind the solution to this problem is described as follows: A solvent particle is represented by a probe,
which is a sphere of the size of the solvent. This probe is then rolled over the van der Waals surface
of the molecule. Lee and Richards[6] defined the solvent accessible surface as the trace of the center
of the solvent sphere. This is obtained by simply extending the van der Waals radii of all atoms by
the radius of the probe and assembling the surface in a similar way as the van der Waals surface. The
disadvantage is that the surface is not smooth and does not represent the real interface between the
molecule and the solvent.
A better interpretation of the probe-sphere principle is the solvent excluded surface (molecular
surface) that considers the interface between the probe and the molecule: Not the trace of the center
of the probe surface but rather the contact points between the molecule and the probe are combined
to form the surface. The surface is thus divided into contact surfaces, which is comprised of exposed
van der Waals spheres, and reentrant surfaces that are formed when the probe is in contact with more
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than one atom at the same time. The volume circumscribed by this surface is the real solvent excluded
volume. This kind of surface was made popular by Connollys molecular surface(MS) program [7].
The advantage of the solvent excluded surface is that it includes the benefits of the van der Waals
surfaces. Since it is based on the hard-sphere model it can be calculated quickly also for very large
systems. It is smooth which makes it possible to calculate curvatures for every point on the surface
and it is a model that provides more information than the simple 3D hard-sphere arrangement of the
van der Waals surface. Therefore the solvent excluded surfaces have not only become a valuable tool
for the calculation and prediction of certain molecular properties but also a popular representation for
the visualization of large proteins and complex systems.
As we showed in Figure 2.3, for the molecular surface of a protein, there exist many concave regions
and convex regions. Do these irregular molecular surface shapes have some influence on the average side
chain orientation of residues? In Scheraga’s paper, they pointed out that most proteins have an irregular
surface shape so that the correlations between Θ and surface location should not be exact, but they
didn’t study further the relationship between Θ and the local surface shape. Moreover in Scheraga’s
paper, they just used a small set of protein structures and did not give detailed information about the
orientation of side chains in multisubunit protein structures. In order to answer this question, we need
first to define the local shape of a molecular surface. The molecular surface shape of proteins mostly
is measured by local surface curvature. There are several methods to measure protein local surface
curvature. Connolly’s solid-angle approach is the classical method for calculating surface curvature[8].
In his method, by placing a sphere with its center on the molecular surface, the solid angle is defined by
the surface area of the sphere portion lying inside the protein divided by the sphere’s total surface area.
The second method is from differential geometry. In this method, the principal curvature of the protein
surface is calculated, the average curvature and Gaussian curvature of the surface is calculated. However
this method assumes a continuous and differential surface, which is not realistic for the real protein
surface. In order to model the real protein surface, Duncan and Olson used a Gaussian representation
of protein atoms in part to try to overcome this problem[9]. Tsodikov partitioned the non-differentiable
surface into the continuous section and then calculated the average of the curvatures of each section and
implemented two programs(FastSurf and SurfRace)[10]. The third method is called least squares-fitted
method. Cheng generated the least squares fitted sphere to a surface patch and used the radius of
sphere as the curvature measurement[11]. In his method, he transformed the sphere-fitting problem
into a solvable plane-fitting problem using a geometric transformation known as inversion. This method
works on any arbitrary surface patch and does not require a smooth, differentiable surface as the
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differential geometry method needs in its calculation.
what is the relation between the average side chain orientation of residues and the local surface
shape? Is there some difference in average side chain orientation between residues in a concave region
and a convex region of protein surface? We could hypothesize that the average side chain orientation
in concave regions of protein surface would be more similar to the average side chain orientation inside
of a protein structure because of the greater geometric constraints on a concave surface regions and the
average side chain orientation in a convex region of protein surface might more resemble the surface
residue’s side chain behavior because of the greater freedom in convex surface regions. However we need
the exact data to support this hypothesis. Here we used Tsodikov’s program to calculate the average
curvature of molecular surface. Based on the average curvature, we identified the local surface shape
and investigated the relationship between the average side chain orientation and the local surface shape.
So far, there are many visualization software to visualize protein structure. However the software
for visualizing the general side chain orientation for all residues in a protein structure is not available.
Besides the analytical results for the general side chain orientation, we also want to visualize the general
side chain orientation. Therefore visualization software to visualize the general side chain orientation
is also developed.
Finally, the application of the general side chain orientation on the protein tertiary structure is also
discussed.
Data set and method
The used protein structures
Three set of structures are analyzed to identify the side-chain orientations of residues. The resolution
of all proteins used is better than 2.5 A˚. These sets include 144 monomer protein structures, 192 dimer
protein structures and 1982 monomer protein structures, respectively. The set of 144 monomer protein
structures and 1982 monomer protein structures are analyzed to identify the sidechain orientations of
residues that are buried, exposed, convex regions and concave regions. The set of 192 dimeric structures
is used to study sidechain orientations that are either at subunit-subunit interfaces or exposed. All
these structures have been selected with the UniqueProt [12] program to remove sequence redundancy,
to assure that sequence identity is below 20%. Structures are extracted from the Protein Quaternary
Structure Database(PQS)[13] to be certain that they are given as biological units.
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Ω angle calculation
The Ω angle is defined as the angle between the vector pointing from residue’s Cα atom to the
geometrical center of a side chain and the vector from the geometrical center of the monomeric structure
to the Cα atom of each residue. For any atoms having alternative positions we calculate the average
position for each atom. We define the Ω angle over the range 0 to 180; residue side chains point radially
outward in their orientations if the Ω angle is less than 90; and if the value is greater than or equal to
90, they point inward from the center. A C++ program was written to calculate the Ω angle for the
sets of protein structures.
Residue surface area and curvature
The accessible surface areas for 144 monomer protein structure and 192 dimer protein structure are
calculated using the program NACCESS (http://wolf.bms.umist.ac.uk/naccess/). Surface residues of a
protein are defined as those residues with a relative accessible surface area > 5%.
For 192 dimer protein structures, the subunit-subunit interface residues are determined by the change
in residues’ solvent accessible surface area (∆ASA). The interface residues are defined as those having
an ASA that decreases by more than 1 A˚ upon complex formation [14], and where the accessible surface
area is <= 5%. A C++ program was written to calculate ∆ ASA for each residue and to identify the
interface residues.
For the set of 1982 monomer protein structure, the residue surface areas and average curvature are
calculated by using the program surfrace 3.0 [10]. We use the Van del Waals radii of all atoms from the
set of Richards [10] and set up probe radius as 1.4 A˚. Surface residues of a protein are defined as those
residues with a relative accessible surface area > 5%. For surface residues, residues in concave region
are defined as those residues with the average curvature >= 0, residues in convex region are defined as
those residues with the average curvature < 0.
Data processing and Statistical analysis
For the set of 144 monomer protein structures and 192 dimer protein structures, comparative anal-
ysis between exposed and buried residues for monomeric proteins is carried out with a nonparametric
Wilcoxon test [15]. Multiple comparisons between burial, interface and exposed groups for dimeric
proteins are made with the Scheff method [15]. We calculate P-value for these tests, and if the P-value
is below 0.05, we consider the difference to be significant; otherwise the difference is taken to be not
statistically significant.
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For the set of 1982 monomer protein structures, in order to compare the difference for surface
residues and buried residues, we calculate the average angle for surface residues and buried residues
for each residue type within each protein structures, then pair two average values for the same residue
in each protein structure, then calculate the difference for each pair within each protein structure.
Afterwards we put all the difference of same pairs of residue type together for all 1982 structures. We
did one sample t test to see if the difference in average omega value between buried residues and surface
residues for each residue is different from 0 for all 1982 structures. Since residues in concave region
and convex region of protein surface are not independent, so we calculate the average omega value for
concave region and convex region for each residue type within each protein structure. Then we calculate
the difference in the average omega value between concave region and convex region for each residue
type within each protein structure and put together all the difference for the same residue type for
1982 structures. Afterwards we did one-sample t test to see if the difference in the average omega value
between concave region and convex region for each residue type is different from 0.
Results and Discussion
Relationship between Ω angle and hydrophobicity
We calculated Ω angle for 144 monomer protein structures and 192 dimeric protein structures to
study the average side chain orientation behaviors. For the set of monomeric(144 structures) and dimeric
structures(192 structures), Ω angles are calculated for all residues in the protein structures. Figure 2.4
shows the value for both sets of structures. Overall, the correlation between the two sets is above 99
% (also see Table 2.2), which shows consistent results for both sets of structures. We compare these
Ω angle values with 47 different hydrophobicity or polarity scales (in Table 2.2), and we can see that
there are high correlations between these hydrophobicity or polarity scales and Ω angle values. From
these results, we conclude that the Ω angle is closely related to a residue’s hydrophobicity. Overall,
from the results for both monomeric structures and dimeric structures, we see that polar residue types
have a tendency for Ω values to be ≥ 90 and the hydrophobic residues have a tendency for Ω values to
be < 90.
19
Figure 2.4 Average Ω values for monomeric and dimeric structures.
Black:monomer White:dimer
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Table 2.2 Correlations between various hydrophobicity scales and Ω values for a set of monomeric proteins
and a set of dimeric proteins
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Difference in Ω angle between exposed and buried residues in 144 monomeric structures
A residue’s solvent accessibility is well known to be related to its hydrophobicity. The results
above show that the Ω angle is also related to residue hydrophobicity, so we want to investigate what
the difference in Ω angle is, between exposed and buried residues in monomeric structures. From
Figure 2.5, we can see that the Ω angles of buried residues and exposed residues are quite different for
most residues except CYS. A Wilcoxon test shows these differences to be statistically significant. For
CYS, the average Ω angles for exposed and buried residues are not different, which could be a reflection
of the constraining influence of the disulfide bonds of these residues.
Figure 2.5 Ω values for buried residues and exposed residues in monomeric structures
Black: exposed residues White: buried residues
Difference in Ω angle distributions between exposed, interfacial, and buried residues in
192 dimeric Structures
To learn what the differences in Ω angles are between exposed, interfacial, and buried residues in
dimeric structure, we calculate the average Ω angles for residues in these different categories. As we
have seen in monomeric structures, average Ω angle values for buried residues and exposed residues are
statistically different except for CYS. In Figure 2.6, it can be seen that for exposed residues and inter-
facial residues, these are statistically significantly difference between interfacial residues and exposed
residues in their average values of Ω for ALA, ARG, ASN, ASP, GLU, HIS, LYS, THR, VAL, MET,
and PRO. However, the differences are not statistically significant for CYS, GLN, ILE, LEU, PHE,
SER, TRP, and TYR (p-values are > 0.05 for these residues types in Table 2.3). So we observe that for
some type of residues, subunit−subunit interfacial residues have a tendency to extend radially inward
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significantly, more than the usual surface residues do, evidently corresponding to residue reorientations
to accommodate binding partners, and a behavior more similar to buried residues in general.
Figure 2.6 Ω values for buried residues, interface residues, and exposed residues in dimeric structures.
1: Buried residues, 2: Exposed residues, and 3: Interface residues.
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Table 2.3 Scheffe´ test for all pairwise comparisons between buried, interface, and exposed residues
B, buried residues; I, interfacial residues; E, exposed residues
P, polar residue; H, hydrophobic residue
p-Values ≤ 0.05 are taken to be significant
In Figure 2.5, the average angle and variance for 19 types of exposed amino acids are 97±11, the
average angle and variance for 19 types of buried amino acid type are 76±6. In Figure 2.6, the average
angle and variance for 19 exposed amino acid type are 97±11, the average angle and variance for 19
buried amino acid type are 76±6, the average angle and variance for 19 types of interface amino acid
type are 89±7. These results show there is a greater variance in the angles of the exposed residues,
while the angles of the buried and interface residues exhibit less variance, and that interface residues
behave overall in an intermediate way. So the differences in the angles of the exposed residues may
relate more closely to the hydrophobicity of an amino acid.
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Relationship between Ω angle and mean residue depth
Pintar et al [16] reported that mean residue depths correlate well with hydrophobicity based on 136
nonhomologous, monomeric crystal structures and they calculated mean residue depths for each of the
20 amino acid types. Because our results show that the Ω angle is also related to residue hydrophobicity,
we want to know what the relationship is between the Ω distribution and the mean residue depth. We
calculate correlation coefficients between Pintar’s residue depths and our Ω angle (from Table 2.2), and
find that there is a 95% correlation between Ω angle value and mean residue depth for both monomeric
structures and dimeric structures. This means that the greater the residue’s depth, the more inward
the sidechain points. Pintar indicated that mean residue depth can serve as a good structure-based
index for hydrophobicity. Here we likewise find that Ω angles similarly follow this effect. Moreover,
no assumption has been made here regarding the physicochemical properties of each amino acid in the
calculation of the Ω angle, so our Ω values are fully unbiased and fully empirical in nature.
Ω angle for different sizes of monomeric protein structures
We have already shown that there is a predominance of Ω angles >90 for exposed residues. We want
to know whether the protein size has any influence on this behavior. We divided 144 monomeric protein
structures into two sets(a small size set of protein structures with 93 structures ranging from 59−249
residues, and a large size set of protein structures with 51 structures having from 260−907 residues).
Then we calculate the Ω angle values for exposed residues and buried residues for these two sets. Figure
2.7(a) and (b) shows the values for both sets of structures. From Figure 2.7(a) and (b), we can see that
there is a predominance of Ω angles that are > 90 for exposed residues and a predominance of Ω angles
below 90 for buried residues for both sets, and if we compare the Ω angle values of exposed residues
between the small size proteins and the large size proteins, we find the Ω angle values for exposed
residues of small size protein structures to be larger than those of large protein structures for almost all
types of amino acids. To the contrary, for the buried residues, usually Ω is smaller for small proteins,
especially for the hydrophobic residue types.
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Figure 2.7 (a). Ω values for buried residues and exposed residues for small monomeric proteins (59−249
residues). (b). Ω values for buried residues and exposed residues for large monomeric proteins
(260−907 residues).
Black: exposed residues. White: buried residues.
Variation of Ω angle in different solvent-accessible layers of structure
To learn about the behavior of the Ω angle values for different solvent-accessible layers of monomeric
structures, we divided residues into different layers based on solvent accessible areas. Figure 2.8 shows
the results for all residue types. As we showed above, when the residues become more solvent accessible,
the Ω angles increase universally, and here we see almost monotonic behavior. We use terminal atoms
of each residue in our calculations(about terminal atom for each residue type, see table 2.4), and when
we use average centers of side chains instead, we obtain nearly identical results.
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Table 2.4 Terminal atoms for different residue types
residue Side-chain atom
ALA CB
ARG CZ
ASN CG
ASP CG
CYS SG
GLN CD
GLU CD
HIS CG
ILE CD1
LEU CG
LYS NZ
MET CE
PHE CZ
PRO CG
SER OG
THR CB
TRP CH2
TYR OH
VAL CB
However, we can see from Figure 2.8(a), for LEU and MET, that the average Ω angles decrease
in some layers of monomeric structures although the average Ω angles for these two types of residues
increase globally as residues become more solvent accessible. For some other types of residues, we find
similar results (Fig 2.8). Particularly for Trp, the non-monotonic variation of the Ω angle is significant.
Because the number of Trp residues in these structures is relatively small in comparison with other
amino acids, we believe that this behavior for Trp may originate in part from statistical errors because
of the small sample size.
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(a) (b)
(c)
Figure 2.8 Average Ω values for amino acid type in different solvent-accessible layers of monomeric struc-
tures.
Cen: the geometrical centers of side chains.
Ter: the terminal atoms of residues.
The difference of side chain orientation preference in surface regions and buried regions
in 1982 monomeric protein structures
Since 144 monomeric protein structures and 192 dimeric protein structures are not sufficiently large
to be classified into different categories, we include more monomeric protein structures in the study.
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We use 1982 monomeric structures in our studies. For each protein structure, we classify the residues
into buried residues and exposed residues based on the accessibility of residue to water. Then we
calculate the average Ω value for buried residues and exposed residues, respectively. Afterwards we
calculate the difference between these two average Ω values for each residue type within one protein
structure. we performed this procedure for 1982 protein structures, then we perform a one sample t
test to see whether these differences are statistically significant different from 0. We also calculate the
95% confidence interval for this difference. These results are in Table 2.5.
Table 2.5 The difference in Ω angle between surface regions and buried regions in protein structures
residue 95% CI low bound 95%CI upper bound mu p-value
ALA 21.51 23.58 22.54 ***
ARG 24.72 29.97 27.35 ***
ASN 21.32 25.07 23.19 ***
ASP 20.05 23.63 21.84 ***
CYS -0.07 4.77 2.35 0.0575
GLN 26.40 31.24 28.82 ***
GLU 26.22 30.84 28.93 ***
HIS 19.18 23.91 21.54 ***
ILE 12.56 15.14 13.85 ***
LEU 14.74 16.69 15.72 ***
LYS 34.89 41.85 38.37 ***
MET 15.97 20.12 18.05 ***
PHE 9.73 12.46 11.09 ***
PRO 19.21 22.56 20.89 ***
SER 19.57 22.35 20.96 ***
THR 24.10 26.95 25.52 ***
TRP 9.67 14.75 12.21 ***
TYR 16.98 20.33 18.65 ***
VAL 14.01 16.33 15.17 ***
Table 2.5 shows that the 95% confidence interval for most of residue types except CYS does not
include 0 and p-values are less than 0.05, which means that the differences in Ω angle between exposed
residue and buried residues except CYS are statistically significant. Since we obtain this difference by
subtracting the average Ω angle values for buried residues from the average Ω angle values for exposed
residues. The differences for all residue types are greater than 0. So it can be seen that the exposed
residues have larger Ω angles, which mean they point more outward. However the buried residues have
small Ω angles, which indicates they point more inward.
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The influence of the local surface shape on the side chain orientation preference
From comparison between surface residues and buried residues for the 1982 monomeric protein
structures, we know that the surface residues tend to point outward globally, but we still see some large
variations in Ω angle for residues on protein surfaces. We anticipate that there are some other factors
that have some influence on the orientation of side chain for residues on the protein surface. Next we
identify the local surface shape and study its influence on the orientation of side chains. We classify the
surface residues into residues in concave regions and residues in convex regions based on the average
surface curvature. We calculate the average Ω angle value for residues in concave region and residues in
convex region and get the difference in Ω angle for residues between these two regions, then we perform
one sample t test to see if there is a statistically significant difference between residues in concave regions
and convex regions. These results are shown in Table 2.6. Table 2.6 shows that the 95% confidence
interval for all residue types does not include 0 and that p-values are below 0.05, which means that the
differences in Ω angle between residues in convex region and residues in concave region are statistically
significant. We obtained this difference by subtracting the average Ω angle value for residues in concave
regions from the average Ω angle value for resdiues in convex regions. The differences for all residue
types are greater than 0. So it can be seen that the residues in convex regions have large Ω angles,
which means they tend to point outward. However the residues in concave regions have small Ω angles,
which means they tend to point inward.
Table 2.6 The difference in Ω angle between convex regions and concave regions in protein surface
residue 95% CI low bound 95%CI upper bound mu p-value
ALA 25.87 28.31 27.09 ***
ARG 16.77 19.08 17.92 ***
ASN 17.07 19.71 18.39 ***
ASP 12.36 14.58 13.47 ***
CYS 12.74 21.17 16.96 ***
GLN 17.21 19.95 18.58 ***
GLU 15.77 17.79 16.78 ***
HIS 17.03 20.47 18.75 ***
ILE 23.93 27.26 25.59 ***
LEU 23.96 26.54 25.25 ***
LYS 16.20 18.58 17.39 ***
MET 21.57 26.94 24.26 ***
PHE 23.39 27.32 25.36 ***
PRO 18.44 21.23 19.84 ***
SER 18.49 20.96 19.72 ***
THR 18.58 21.16 19.87 ***
TRP 17.07 23.32 20.19 ***
TYR 18.65 21.84 20.25 ***
VAL 26.09 28.86 27.47 ***
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Visualization of side chain vectors
For the construction of Ω angle, we need a vector from the average center of side chain atoms to
each Cα. we developed a program to visualize the distribution of this side chain vector in protein
structures. This program is implemented with C++ via OpenGL under FLTK platform. FLTK is a
cross-platform C++ GUI toolkit for UNIX/Linux(X11), Microsoft Windows, and MacOS X. We use
HEMOGLOBIN MUTANT(PDB code 1A00) as an example to display the distribution of side chain
vectors(see Figure 2.9). Here the polar residues are labeled in cyan, the hydrophobic residues in yellow.
From this display, we can also see that most of the polar residues have their side chain vectors pointing
outward, but most of hydrophobic residues have their side chain vector pointing inward.
Figure 2.9 Visualization of side chain vector in protein structure
We are also interested in the side chain orientation with respect to the planes constructed by the 6
nearest Cα atom to the specific Cα atom. These planes are shown in Figure 2.10.
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Figure 2.10 6-nearest-neighbor-residues-plane for each surface residue
In Figure 2.10, the 6 nearest atoms are shown in blue, and the target Cα atom is in red, and its
corresponding side chain center is shown in black. So there are 6 triangles surrounding each candidate
Cα atom. In most cases, these 6 triangles will not be in the same plane. By considering only surface
Cα atom, we develop a program to visualize these planes constructed by only surface Cα atom with
C++ via OpenGL. Figure 2.11 displays these planes for the nitrate response regulator protein narl in
the monoclinic c2 crystal form (PDB:1A04).
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Figure 2.11 An example 6-nearest-neighbor-residues-plane for surface residues
Yellow Ball: side chain center.
In this part of research, the general side chain orientation is defined. The relationships between the
general side chain orientation and hydrophobicities of residue type, solvent accessibilities and convexities
of local surface shape are investigated. The software for visualizing the general side chain orientation is
also developed. Why we need to study the general side chain orientation? Since most studies for side
chain and side chain prediction are about side chain rotamer, it is reasonable to suspect the usefulness
for studying the general side chain orientation. Martin Paluszewski et al carried out the studies for
reconstructing protein structure from solvent exposure using tabu search [17]. In their research, the
angle we are studying is used to calculate the angle correlation, and angle correlation and RMSD are used
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to evaluate the quality of structures with low energy [17]. Figure 2.12 shows results for reconstructing
Human Endothelin(PDB:1EDN) in their publication [17].
 
Figure 2.12 Angle correlation versus RMSD
From Matin Paluszewski et al [17], HSE:Half-Sphere-Exposure,CN:Contact-Number.
From Figure 2.12, we can see the clear linear relationship between RMSD and angle correlation,
which indicates that the angle we are studying can be used to evaluate whether equivalent residues in
two structures have the same general orientation.
Conclusions
By using two vectors, coarse-grained measurement for side chain orientation in proteins are per-
formed. We found that the average measurement for the different residue types are highly correlated
with residue’s hydrophobicities. The side-chain orientations of buried residues exhibit characteristically
different orientations than do exposed residues, in both monomeric and dimeric structures. Overall,
buried side chains point mostly inward, whereas surface side chains tend to point outward from the sur-
face. The local surface shape of residues have an influence on the side-chain orientations; the side-chain
orientations of residues in concave surface regions exhibit characteristically different orientations than
do residues in convex surface regions. In the case of interfacial residues between subunits, there are
statistically significant differences between exposed residues and interface residues for ALA, ARG, ASN,
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ASP, GLU, HIS, LYS, THR, VAL, MET, PRO, and overall the interface residues have an increased ten-
dency to point inward. Presumably, these substantial differences in orientations of side chains may be
a manifestation of hydrophobic forces. Along with this research, we also develop visualization software
to visualize the general side chain orientation in protein structures. The characteristics of the general
side chain orientation we found in the native structures could be used to select the optimized structure
that is closed to the native structure in protein tertiary structure prediction.
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CHAPTER 3. Prediction of side chain orientations in proteins by
statistical machine learning methods
Parts of this chapter are published in Journal of Biomolecular Structure and Dynamics 2007,
25(3):275-288
Aimin Yan,Andrzej Kloczkowski, Heike Hofmann, Robert L. Jernigan
Abstract
We develop ways to predict the side chain orientations of residues within a protein structure by using
several different statistical machine learning methods. Here side chain orientation of a given residue
i is measured by an angle Ωi between the vector pointing from the center of the protein structure to
the Cαi atom and the vector pointing from the C
α
i atom to the center of side chain atoms. To predict
the Ωi angles, we construct statistical models by using several different methods such as general linear
regression, a regression tree and bagging, a neural network and a support vector machine. The root
mean square errors for the different models range only from 36.74 to 37.60 degrees and the correlation
coefficients are all between 30% and 34%. The performances of different models in the test set are thus
quite similar, and show the relative predictive power of these models to be significant in comparison
with random assignment of side chain Ω angle.
Key words: Side chain orientations, statistical machine learning, protein structure predict
Introduction
As many whole genomes have now been sequenced, the number of protein sequences is growing at a
breathtaking speed. The progress in the experimental determination of three dimensional structures of
proteins, however, lags far behind the rate of determination of their primary sequences. The functions
of proteins depend on their 3-D structures so structures are needed to reliably predict the biological
functions of newly sequenced proteins. The 3-D structures of proteins are usually determined by X-ray
crystallography or nuclear magnetic resonance (NMR) spectroscopy. Based on the statistical data from
the Protein Data Bank (PDB, http://www.pdb.org ), there were 41,136 biological macromolecular
structures deposited there as of January 2007 including 37,723 protein structures. Because of the
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continuous progress in experimental structural biology, more and more protein structures can be solved
experimentally. However, there are still many proteins for which it is extremely difficult to solve their
structure. Additionally, experimental determination of protein structure is costly and time consuming,
and because of this, an alternative approach to protein structure prediction based on computational
modeling becomes increasingly important.
Computational methods of 3-D structure prediction include homology modeling[1, 2], fold recogni-
tion methodologies such as threading[3, 4], and ab initio techniques based on physical first principles
especially useful for new (de novo) folds[5, 6]. By using these methods, one can usually predict with
reliable accuracy the positions of protein backbone atoms or at least the Cα trace. Side chain groups
are chemically variable compared to the chemically invariable backbone, and the type of residue is fully
determined by its side chain group. Given the backbone of a protein, many people are attempting to
predict the detailed 3-D positions of side chain atoms. Most methods for predicting side chain atoms’
position are based on the concept of rotamer libraries. In order to obtain good prediction results, the
well-defined rotamer library is needed. A rotamer is a rotational isomer of the side chain connecting
bonds, represented by a set of values of the dihedral angles. Based on statistical analyses of the known
protein structure, such rotamer libraries can be reliably constructed. By searching through the rotamer
libraries using dead-end elimination[7] or the self-consistent mean field[8], the positions of side chain
atoms can be predicted. Accurate prediction of the location of all side chain atoms is difficult, however,
despite recent significant progress due to the development of rotamer libraries and related side-chain
prediction programs such as De Maeyer’s method[9], Mendes’ method[10],SCWRL[11] and IRECS[12].
The main reason for difficulties in determination of positions of side chain atoms, particularly on the
protein surface is their intrinsic flexibility. Here we attempt to utilize a coarse-grained model of a side
chain as a single point to simplify the side chain conformation prediction. The aim of our study is
the prediction of side chain orientation with respect to the center of mass of the protein structure. To
this aim we have applied several different statistical learning methods and computed the accuracies of
different models used in side chain orientation prediction. Of course, we can use the rotamer library
based methods to predict the positions of side chain atoms, then calculate side chain Ω angle for the
predicted protein structures. Using SCWRL, we can get very accurate side chain Ω angle predictions
from the predicted positions of side chain atoms for the protein structures. However, it should be noted
that we need the good rotamer library to predict the positions of side chain atoms firstly by using
rotamer library based methods. However the methods we are trying to develop in this paper don’t
depend on any rotamer library construction.
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Side chain orientations relative to the center of mass of proteins have been studied previously [13,
14, 15, 16, 17]. We can define the angle Ω between the vector pointing from the center of mass of the
protein to the Cαi atom of the i− th residue and the vector pointing from this Cαi atom to the center
of the side chain of this residue. It should be noted that the angle Ω here is the supplementary angle
for Ω we used in chapter 2.
In the present work the center of mass of the side chain is used, but other definitions of this center
are possible. For example Rackovsky & Scheraga defined for each amino acid a specific atom as the
point representing the side chain. Our computations indicate that angles Ωi computed by using our
approach and the Rackovsky & Scheraga[13] method differ only slightly. Here if angle Ωi is greater
than or equal 90, the side chain points inward, otherwise (Ωi < 90) the side chain is oriented outwardly.
Previous results[13, 14, 15, 16, 17] have shown that the average angle Ω depends on the amino acid
type, and that it is also related to the solvent accessibility for a given residue. In the present study,
we apply several different statistical learning methods, including linear regression, regression tree and
bagging, neural network and a support vector machine to predict the Ω angles for protein residues and
then compare the prediction accuracies of these different methods.
Materials and Methods
Data Set
We selected 61 single domain proteins from the non-homologous CB513 data sets[18]. There are
no membrane proteins included in this set. All these protein structures are available in PDB[19]. Our
dataset of 61 proteins contains a total 10,985 residues. The PDB name and number of residues are
given in the table3.1. Note that: GLY doesn’t have the side chain, so we exclude it; additionally we
didn’t take rare residue types into account.
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Table 3.1 The proteins in the training set and test set,by PDB nameAppendix Table 1  The proteins in the training set and test set, by PDB name 
 
PDB name  Number of residues 
 
PDB name Number of residues  
 Training set: 
1acx  
1azu  
1bds  
1cbh  
1cc5  
1crn  
1eca  
1etu  
1fdx  
1fkf  
1fnd  
1gdj  
1hip  
1l58  
1lap  
1mrt  
1paz  
1ppt  
1pyp  
1rbp  
1rhd  
1s01  
1sh1  
1ubq  
2aat  
2alp  
2cab  
2cyp  
2fox  
2fxb  
2gbp  
 2gcr  
2gn5  
2i1b  
2mhu  
2phh  
2sns  
3b5c  
3blm  
3cd4  
3cla  
3cln  
 
94   
113 
36    
30   
69   
42   
124   
163  
50    
94   
270   
146    
78   
153   
439    
29   
112  
34   
265   
164   
268   
243   
 44   
 70   
366   
178  
240 
268  
124 
75   
288  
160    
80   
145 
28   
357   
132  
79   
245   
163   
206   
132    
 
3icb  
3pgm  
3rnt  
4bp2  
4gr1  
4pfk  
4rxn  
5ldh  
5lyz  
6acn  
6cpa  
6cpp  
6cts  
 
 
Test Set: 
6dfr  
6hir 
7icd  
7rsa  
8adh  
9pap  
 
 
70   
216    
92   
110   
420   
273   
 48   
308   
117   
681   
284  
380   
390   
 
 
 
144   
 41   
374  
121  
336   
184 
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With each residue in the protein structure we have associated 7 different variables that can be
divided into two categories: Feature (input) variables and response (output) variable are as follows:
Feature variables(predictors):
1. Amino acid type (aa one)
2. Average backbone solvent accessible area(bas)
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3. Average backbone molecular surface area(bms)
4. Average convexity of backbone(bcu)
5. Secondary structure of protein(aa ss)
Response variables(predicted value)
1. Side chain’s Ω angle (omega)
Here average backbone convexity(bcu) is measured by average backbone curvature. To calculate bas,
bms and bcu of backbone atoms from the protein structure, we use a computer program developed
by Tsodikov[20], with the van der Waals radii from Richards[21]. The radius of the probe is taken as
1.4A˚ to represent water. The secondary structure of each residue in a protein structure is assigned
automatically using the STRIDE program. This assignment method is an alternative to the DSSP
method[22] and uses additionally the backbone geometry in the assignment procedure [23]. There are
7 secondary structure states: b, B, C, E, G, H, T. The b and B denote isolated beta-bridge residues,
C refers to coil, E denotes extended(beta-sheet) state, G is 3-10 helix, H is regular alpha helix and
T refers to Turn. The difference between isolated beta-bridge residues b and B is that the b (much
rarer) involves formation of three hydrogen bonds instead of the standard two. One should note a
slight difference from the 8 secondary structure states assigned by the DSSP program, which includes
additionally 5-turn pi helices (I) and bends (S) but does not distinguish between b and B beta-bridges.
The side chain orientation is determined by the Ω angle. Figure 3.1 shows how the Ω angle is defined.
42
 
 
 
 
 
 
  
  
 
Center of side chain atoms 
Center of monomeric structure 
Figure 1. Definition of Ω angle 
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Figure 3.1 Definition of Ω angle
A C++ program has been implemented to calculate this angle for each residue in the protein struc-
ture. We have explored the correlation measured by the Pearson correlation coefficient between bas,
bms, bcu and the side chain Ω angle in our protein data set. Table 3.2 shows these correlations.
Table 3.2 Correlation coefficients between bas, bms, bcu of backbone and side chain’s Ω angle
bas bms bcu omega
bas 1.00 0.73 -0.69 -0.11
bms 0.73 1.00 -0.10 -0.01
bcu -0.69 -0.10 1.00 0.14
omega -0.11 -0.01 0.14 1.00
bas: average backbone solvent accessible area.
bms: average backbone molecular surface area.
bcu: average convexity of backbone.
omega: side chain’s Ω angle.
From Table 3.2, we see that there is almost no correlation between the side chain Ω angle and the
average values bas, bms, and bcu of the backbone. We have also studied the relationship between side
chain Ω angle of a given residue and two other input variables: the amino acid type (aa one) and the
secondary structure assigned to this residue (aa ss). These results are shown in Figures 3.2 and 3.3 in
a form of boxplots.
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Secondary Structure
Figure 2. The distribution of side chain omega angle over secondary structures. b and B: 
isolated bridge; C: coil; E: extended conformation; G: 3-10 helix; H: alpha helix; T: turn.
The dashed line indicates 90 degree and the bottom line 0 degree. The top line: 180 
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Figure 3.2 The distribution of side chain Ω angle over secondary structures
b and B: isolated bridge; C: coil; E: extended conformation; G: 3-10 helix; H: alpha helix; T: turn.The
dashed line indicates 90 degree and the bottom line 0 degree. The top line: 180 degree.
 
 
 
 
 
 
 
 
 
  
Figure 3 Distribution of side chain omega angles over amino acid types A: ALA, C: 
CYS, D: ASP, E: GLU, F: PHE, H: HIS, I: ILE, K: LYS, L: LEU, M: MET, N: ASN, 
P:PRO, Q: GLN, R: ARG, S: SER, T: THR,V: VAL, W: TRP, Y: TYR. The dashed 
line : 90 degree.  The bottom line: 0 degree. The top line: 180 degree. 
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Figure 3.3 Distribution of side chain Ω angles over amino acid types
A: ALA, C: CYS, D: ASP, E: GLU, F: PHE, H: HIS, I: ILE, K: LYS, L: LEU, M: MET, N: ASN,
P:PRO, Q: GLN, R: ARG, S: SER, T: THR,V: VAL, W: TRP, Y: TYR. The dashed line : 90 degree.
The bottom line: 0 degree. The top line: 180 degree.
The bars in these boxplots indicate that 50% data points are located within the bar range. The
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separate points are the outliers. The width of box in the boxplots can be used to show how many
data points are located in the corresponding data ranges. Figure3.2 shows that there are more coil(C),
extended conformation(E), alpha helix(H), turn(T), and less isolated bridge(b and B) and 3-10 helix(G).
It also shows that the side chain Ω angles range from 0 degrees to 180 degrees for almost every type
of secondary structure elements except the isolated beta-bridge residues b formed by three hydrogen
bonds. It is interesting that the regular isolated bridge B with two hydrogen bonds doesn’t show this
anomaly. Figure 3.2 demonstrates that the secondary structure assigned to a given residue alone could
not be a good predictor of the side chain orientation in a linear model.
Figure 3.3 is the box plot showing the distribution of side chain Ω angles for the various types of
amino acids.We should note that the amino acid glycine G is excluded because it does not have a side
chain. Figure 3.3 shows that there are two classes of residues: those having on average inward oriented
(Ω >= 90) and outward oriented (Ω < 90) side chains, and that the amino acid type can be considered
as a predictor of the side chain orientation in a linear model.
Correlation coefficients in Table 3.2 and the box plot in Figures 3.2 and 3.3 give us some hints about
predictors that could be useful to construct linear models. However these hints are not sufficient to
choose predictors for most of nonparametric methods or nonlinear models studied in this paper. More-
over, correlation coefficients in Table 3.2 do not give us the information about the possible interactions
between the predictors. For a protein with a known sequence and known backbone atom positions we
aim at finding predictors that provide the best possible prediction accuracy of side chain orientations
measured by the Ω angle. We should note that the present methods do not utilize rotamer libraries.
We tried using several methods to split the whole data set into the training set and the test set.
These methods included using 50% of the data set as the training set and 50% of the data set as the test
set, 75% of the data set as the training set and 25% of the data set as the test set, and finally 90% of the
data chosen randomly as the training set. All these different splits of the data set gave us the similar
prediction accuracies. We pick 90% of the protein structures (the first 55 proteins) from our dataset
as the training set to learn and compare different models. The remaining 10% of protein structures (6
proteins) are used as the test set to check the prediction accuracy. (See Table3.1 for protein names in
these sets.)
Statistical methods
Using the Ω angle as the response variable, we first build prediction models based on linear para-
metric methods such as general linear regression.
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Linear regression model
Linear regression is a method to establish the linear relationship between the dependent variable
and the independent variable. This model can be written as
y = Xβ + ε
εi ∼ N(0, σ2) i.i.d and i = 1...n.
(3.1)
Here X is the independent variable matrix and β is the coefficient vector, y is the dependent variable
vector, and ε is the error vector. In this data set, y is the angle measured from 0 to 180 degrees.
We start by fitting the training set with a linear regression model. Table 3.2 shows that the correla-
tion coefficient between bas and bms is 0.73, so therefore to avoid collinearity we include only bas as a
predictor. In addition, since aa ss has 7 dimensions and aa one has 19 dimensions (glycine is excluded),
there are 28 main variables (7 aa ss dimensions, 19 aa one dimensions, 1 bas effect and 1 bcu effect),
186 two-way interactions, 292 three-way interactions and 133 four-way interactions. In the training set,
there are about 10,000 observations. Although we can estimate all parameters by using the training
set, but it would be hard to interpret three-way and four-way interactions. Therefore, we only include
the main effects and two-way interaction effects in the model.
We also fit a null model. Based on these two models, we make forward and backward model selection.
The models obtained from two way model selection are different, but they are nested, so we use ANOVA
to find the better model. After we find the best-fitting model, we perform model diagnosis from the
residual plots (see Figure 3.4).
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Figure 4 Residual plot for linear regression model. 
The dashed line: the standardized residual is 0. The top and 
bottom line: the standardized residual is 2 and -2, 
respectively. 
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Figure 3.4 Residual plot for linear regression model
The dashed line: the standardized residual is 0. The top and bottom line: the standardized residual is
2 and -2, respectively.
The residual is the difference between the predicted value and the observed value. If we divide
the residuals by the root mean square error, we obtain the standardized residuals. The standardized
residuals should have a standard normal distribution with mean 0 and variance 1. The residual plot is
usually used to determine whether a given model fits well or not. Generally if the data points in the
residual plot are well scattered and there is no visible trend between the residuals and the predicted
values or the observed values, we assume that the model fits well. The data points in Figure 3.4 are
scattered non-uniformly, and we can see a trend in this residual plot, which indicates that this linear
model does not fit well. We use a method proposed by Lindeman et al to calculate the averaging
sequential sums of squares over all orderings of predictors to find the relative importance of different
predictors in our linear model [24]. Figure 3.5 shows the variance explained by different predictors. The
correlation coefficient(R2) for this linear regression model is 14.91% only, which also indicates that this
model is not suitable for predicting side chain Ω angle.
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R2 = 14.91%, metrics are normalized to sum 100%.
Figure 3.5 Relative importance of different predictors in the general linear model
Despite of these facts, in Figure 3.4, the probability of the residuals being within the range from -2
to 2 is 0.96, and outside 0.04; in Figure 3.5, we see that residue type explains the above 80% variance
in this model, which is a determination factor for the variations of side chain Ω angles.
Fitting data with a general linear regression model requires the assumption that there exists a
linear relationship between the response variable and the predictors. A preliminary analysis of our data
suggests that a linear relationship between side chain orientation measured by the Ω angle and the
predictors considered is rather weak. Although the preliminary analysis of does not reflect the possible
interactions between the predictors, our further model fitting does indicate that the general linear model
is not a good choice for predicting the Ω angle with the used predictors.
Because of this, we further tried to use several different nonparametric methods for model fitting
such as regression tree, bagging of regression tree, neural network and support vector machine.
Regression tree
Regression trees are nonparametric methods that do not require making any assumptions about the
data. This method usually works better than other non-linear methods[25] . The main idea of this
method is to recursively partition the data by using binary partitions. An important aspect of the
procedure is how many times the data is being partitioned. If the number of partitions is insufficient,
then the tree may not capture the main features of data. However, by if we split the data too many
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times, we will overfit the data. Therefore the number of splits needs to be chosen carefully. The general
idea is that splitting should stop when further splitting does not decrease the sum of square errors to
some extent [25, 26]. Such an approach leads however to a greedy algorithm, which does not consider
the overall fitting for the whole tree, leading sometimes to a poorly fitted tree[25, 26]. A more practical
method is to first grow a large tree, and then prune it. The pruning methods include both pre-pruning
and post-pruning. In the pre-pruning, we stop growing the tree early. Post-pruning is a method to prune
the tree after the construction of the tree. These two methods are similar to forward and backward
selection in linear regression [27]. In the present work, we use a Cost-Complexity Pruning method which
works as follows [25, 26]:
1. We first grow a tree with the tree size and the complexity parameter chosen through 10-fold cross
validation.
2. We identify the complexity parameter having the minimized cross-validation error.
3. We prune the tree using the complexity parameter from step 2.
By using amino acid type, average backbone solvent accessibility, average curvature of the protein
backbone and secondary structure of residues as the predictors, we construct a regression tree. Initially,
with the minimized number of splits set to 20 and the complexity parameter for the regression tree
equal to 0.0001, we perform 10-fold cross validation. Based on the minimized cross-validation error,
we find that the optimal value of the complexity parameter is 0.001171689. The later pruning of the
regression tree has been performed using this optimal value of the complexity parameter. Figure 3.6
shows the regression tree for the prediction of the orientations of side chains.
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Figure 5 Regression tree for Ω angle prediction. 
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Figure 3.6 Regression tree for Ω angle prediction.
This tree has 22 leaves and 21 splits and contains aa one, bas, bcu and aa ss on its leaves. Diagnostics
of our regression tree model is visualized by the standardized residual plot in Figure3.7.
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Figure 6. Residual plot for the regression tree model. 
The dashed line: the standardized residual is 0. 
The top and bottom line: the standardized residual is 2 
and -2, respectively. 
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Figure 3.7 Residual plot for the regression tree model
The dashed line: the standardized residual is 0. The top and bottom line: the standardized residual is
2 and -2, respectively.
The probability of residuals in Figure 3.7 being inside the range [-2,2] is 0.98, and being outside this
range is 0.02, which indicates that our regression tree model fits well. We use this model for our further
predictions.
Bagging of regression tree
The tree-based methods are frequently highly unstable, and to overcome this problem the bagging
method has been proposed, where instabilities are eliminated by computing the average over many
trees[26]. Bagging is a bootstrap sampling method used on the training set. For a training set with N
observations, we draw N samples with replacement. Many observations may be repeated in the resulting
training set while certain observations may be left out. After generating many bootstrap samples from
the original training set and aggregating them, we use each of these samples to build an individual
model. The final results are averaged over all models derived from the bootstrap samples[26]. We
have performed bagging for the regression tree for the prediction of side chain orientations. First, for
25 bootstrap replications we perform 10-fold cross-validations, with the complexity parameter and the
minimized number of splits set to 0.0001 and 20, respectively. Then the bagging model is generated,
and the quality of fitting as measured by standardized residuals is shown in Figure 3.8.
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Figure 7. Residual plot for bagging regression tree model. The 
dashed line: the standardized residual is 0. The top and bottom 
lines: the standardized residual is 2 and -2, respectively. 
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Figure 3.8 Residual plot for bagging regression tree model
The dashed line: the standardized residual is 0. The top and bottom lines: the standardized residual
is 2 and -2, respectively.
The probability of residuals in Figure 3.8 being inside the range [-2,2] is 0.96, and being outside this
range is 0.04. Compared to the 0.96 and 0.98 probabilities for residuals being inside the range [-2,2]
for the general linear model and the regression tree, this value of 0.96 doesn’t represent a significant
improvement for the model fitting. However, the residuals in Figure 3.8 do achieve a better scatter
than those in Figures 3.4 and 3.7, which indicates that our bagging regression model represents a good
fit. Therefore we use this model for further predictions.
Neural Network
Neural networks can be applied to various problems relating to complex data such as: classification,
pattern analysis or regression analysis. There are many types of neural networks that generally differ in
architecture. In the present work we utilize a single hidden-layer feed-forward neural network. Generally
a single hidden-layer feed-forward artificial neural network consists of an input layer, a hidden layer
and an output layer. During the process of training, different weights are assigned to links connecting
nodes across various layers. The general idea is to find weights that minimize a cost function (usually
the error) between real observations and predictions. A single hidden-layer artificial neural network can
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be generally represented as[28]
y = φ(α+
s∑
h=1
whφ(αh +
p∑
i=1
wi,hxi)) (3.2)
where x is the input, y is the output, p is the number of variables, s is the number of units in a single
hidden layer and φ is a linear or logistic function, wi,h and αh are the weights of the link between the
input layer and the hidden layer, wh and α are the weights of the link between the hidden layer and
the output layers[26].
To train a neural network, it is necessary to carefully choose: the starting weight, the weight decay,
the allowed number of iterations, and the number of hidden nodes. Based on the suggestion by B.
Ripley, the weight decay is usually set as 0.00001,0.0001,0.001,0.01,-0.01,-0.001,-0.0001,-0.00001[27, 29].
A typical number of hidden nodes in a single hidden-layer can range from 5 to 100[26]. We used the
initial random weight 0.00001; change the number of nodes in a single hidden-layer from 0 to 10; used
three values: 0.0001, 0.001, and 0.01 for the weight decay; and perform 200, 500, 1000, 2000, 5000
and 10000 iterations. There are 198 different combinations of the values for weight decay, the number
of hidden-layer nodes and the number of iterations. For each set, we start with 10 different random
weights, and constructed a total number of 1,980 artificial neural networks. Based on these 1,980 neural
networks, we try to determine the optimal values of the weight decay, the number of nodes in the hidden
layer, and the number iterations to minimize the error. Figure 3.9 shows the root mean square error of
the 1,980 neural networks for the training set.
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Figure 3.9 Root mean square error of training set for 1980 neural networks
Figure 3.9 shows that the smallest root mean square error (34.52) is obtained for 10 nodes in a single
hidden-layer and with 0.001 as the weight decay.
We have also computed the root mean square error over 10 randomly chosen starting weights for all
198 parameter settings. The results of these computations are shown in Figure 3.10.
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Figure 3.10 Average root mean square error of training set for 198 parameter settings.
Figure 3.10 shows that the smallest value of the average root mean square error (35.05) is obtained
for an artificial neural network containing 10 nodes in a single hidden-layer, with the weight decay rate
0.001 and 10,000 iterations. Figure 3.11 shows a residual plot of the neural network predictive model
based on these optimized setting.
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Figure 10. Residual plot for the neural network. The dashed line: the 
standardized residual is 0. The top and bottom line: the standardized 
residual is 2 and -2, respectively 
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Figure 3.11 Residual plot for the neural network
The dashed line: the standardized residual is 0. The top and bottom line: the standardized residual is
2 and -2, respectively.
The probability of residuals falling inside the range [-2,2] is 0.96, and being outside this range is
0.04, which indicates that our neural network with optimized setting fits well. Therefore we use this
parameter setting to perform predictions for the test set. We choose 10 random starting weights. The
smallest root mean square error and the average root mean square error for 10 random starting weights
are 37.03 and 37.46, respectively.
Support vector machine
Support Vector Machine (SVM) is one supervised learning method used for classification and regres-
sion analysis of complex data. The main idea, developed originally for binary classification problems
is to represent data as multidimensional vectors, map them to higher dimensional space and find a hy-
perplane that gives the maximal separation (margin) between two classes. The use of kernel functions
in the mapping helps to achieve a better separation of data points. Although initially SVMs dealt with
two-class discrete problems, later the method has been extended to multiple classes and continuous
variables[26].
While applying SVM for the prediction of side chain orientations, we need to select parameters
carefully, since the prediction accuracy depends significantly on these parameters. Usually two hyper-
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parameters require tuning. One parameter is called the penalty parameter; another parameter is the
kernel parameter [30]. The kernel parameter is associated with the kernel function. In the present
studies we used a radial basis function because this kernel is numerically stable and has only a single
parameter to tune[31]. It has been suggested to use the grid-search with exponentially growing values
of parameters combined with cross-validation to find the optimal pair of hyperparameters [31]. Here
we optimize the penalty and kernel parameters by a grid search using 10-fold cross-validation. Table3.3
shows the errors for the different values of the penalty parameter(λ) and the kernel parameter(σ).
Table 3.3 Mean square error (MSE) for the different hyperparameter settings in SVM.
Table I: Correlation coeﬃcients among pairs of parameters: bas, bms, bcu of backbone and side 
chain Ω angle, where th  definitions a e bas: av rage backbone solvent cc ssible area. bms: 
average backbone molecular surface area. bcu: average convexity of backbone. omega: side 
chain’s Ω angle. 
 
 Bas Bms Bcu Omega 
Bas 1.00 0.73 -0.69 -0.11 
Bms 0.73 1.00 -0.10 -0.01 
Bcu -0.69 -0.10 1.00 0.14 
Omega -0.11 -0.01 0.14 1.00 
 
Table II:  Mean square error (MSE) f r the different hyperparameter settings in SVM. 
λ σ MSE 
1e-06 10 1502.13 
1e-05 10 1456.26 
1e-04 10 1358.63 
1e-03 10 1319.66 
1e-06 100 1456.28 
1e-05 100 1358.65 
1e-04 100 1320.82 
1e-03 100 1319.20 
1e-06 1000 1358.68 
1e-05 1000 1321.03 
1e-04 1000 1324.16 
1e-03 1000 1316.22 
1e-06 10000 1321.10 
1e-05 10000 1325.22 
1e-04 10000 1319.94 
1e-03 10000 1324.17 
 
λ: penalty parameter. σ: kernel parameter. MSE: mean square error. 
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The parameters λ = 0.001 and σ = 1000 give the smallest MSE, and therefore we use them for the
SVM-based prediction of orientation of side chains in proteins. Figure 11 shows the performance of
these predictions measured by a standardized residual plot.
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Figure 11. Residual plot for SVM model. The dashed line: the 
standardized residual is 0. The top and bottom lines:the 
standardized residual is 2 and -2, respectively. 
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Figure 3.12 Residual plot for SVM model
The dashed line: the standardized residual is 0. The top and bottom lines:the standardized residual is
2 and -2, respectively.
The probability of residuals being inside the range [-2, 2] in Figure 3.12 is 0.96, and being outside
this range is 0.04, which indicates that our Support Vector Machine model fits well.
Further analysis for the residual plots in the different models
For several models, a boundary is visible in the residual plots for these models. Considering that
the boundary for the predicted value is from 0 to 180, we think that there should exist a boundary for
the residual plots as well. Let Ωˆ be the predicted values, the boundary for the standardized residual is
expressed as the following:
[
−Ωˆ√
MSE
,
180− Ωˆ√
MSE
]
MSE: mean squared error
(3.3)
These boundaries might supply some evidences that these model-fittings are not too bad, so we use
these models for predictions.
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Measurement of prediction accuracy
We have used all of these different statistical learning methods to predict the orientations of side
chains in proteins. The accuracy of the prediction is measured by the root mean square errors and by
the correlation coefficients between the predicted and the experimentally determined values.
Software
All calculations were done by using the R Project for Statistical Computing package R.2.4.0.[32]
Results and Discussion
In this section, we compare the different statistical learning methods used to predict protein side
chain orientations. These comparisons are based on the prediction accuracies of the various methods. Of
course, each method has its own specific advantages and disadvantages. The general linear regression
method makes the assumption about the linear relationship between the response variable and the
predictors. For tree-based models, it is easier to interpret the results, than for others, e.g. the bagging
method. Some methods like the neural networks and SVMs require the tuning of several parameters
during the process of learning, which usually requires large computer time. However, these issues are
not the main topics of our paper, and will be not discussed here. A detailed discussion of these problems
is provided in Reference[26]
Comparison of prediction results for the training set
The prediction results for the different statistical learning methods obtained for the training set are
summarized in Table 3.4, where we compare the root mean square errors and correlation coefficients
from the different methods of angle prediction.
Table 3.4 Root mean square errors and correlation coefficients for angle predictions with the training set
Method Root mean square error Correlation Coefficient
Regression tree 36.10 37%
Bagging 28.16 73%
Neural Network 34.52,35.05 45%
Support Vector Machine 35.97 39%
Although Table 3.4 shows that most of the statistical learning methods perform similarly, except for
the bagging algorithm, which has the highest correlation coefficient and the smallest root mean square
prediction error. However, since the training set is used in the process of learning, it is much more
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appropriate to measure performance of predictions using an independent test set. These results are
shown next.
Comparison of prediction results for the test set
In Table 3.5, we compare the root mean square errors and correlation coefficients for the different
statistical learning methods for the prediction of side chain orientation angles for the test set.
Table 3.5 Root mean square errors and correlation coefficients for angle predictions with the test set
Method Root mean square error Correlation Coefficient
Regression tree 36.92 31%
Bagging 37.60 30%
Neural Network 37.03,37.46 30%
Support Vector Machine 36.74 34%
For the neural network, we listed the smallest root mean square error (37.03) ,the average root mean
square error (37.46) and the average correlation coefficient over 10 random starting weights. Table 3.5
shows that the support vector machine with RMSE 36.74 and correlation coefficients 34% for the test
set are slightly better than other methods. However, all the methods yield results of quite similar
quality.
Comparison between the prediction from our statistical models and random assignment
for side chain Ω angle
In order to compare our predictions with random guessing, we assigned random values of Ω angle
(in the interval 0-180) for all side chains in the test set, and then computed the root mean square error(
RMSE) and the correlation coefficient (CC) between these randomly assigned values and experimentally
observed ones. We performed this process 100000 times. Figure 3.13 show the distribution of the
correlation coefficient between the random assigned side chain Ω angle and the experimental observed
Ω angle for test set in 100000 random assignments.
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Figure 3.13 The distribution of the correlation coefficient between the random assigned side chain Ω angle
and the experimental observed Ω angle for test set(100,000 random assignments)
The distribution of the root mean square error between the random assigned side chain Ω angle and
the experimental observed Ω angle for test set in 100000 random assignments is shown in Figure 3.14.
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Figure 3.14 The distribution of the root mean quare error b tween the random assigned side chain Ω angle
and the experimental observed Ω angle for test set(100,000 random assignments)
Figure 3.13 and 3.14 show that the maximum CC is 13.77%, and the minimum RMSE is 60.38 for
100000 random assignments. In addition, the probabilities of side chain pointing outward and inward
for the test set are 52% and 48%, respectively. If we assign side chain orientations (pointing outward
and pointing inward) randomly, we can get 52% prediction accuracy at most. The computed values of
the root mean square errors 36.74-37.60 and the correlation coefficient of 30-34% reflect the prediction
accuracy for the value of the Ω angle in the interval 0-180. If we convert this angle prediction accuracy
into accuracy of prediction of two orientation classes (pointing inward and pointing outward), we obtain
60-64% prediction accuracy. Based on these comparisons, the predictive power of our statistical machine
learning models is obvious and encouraging.
Furthermore we calculated the prediction accuracies based on the different amino acid types, we got
the similar prediction accuracies for the different amino acid types, the root mean square errors for the
different amino acid types range from 35 to 37 degree, and the correlation coefficients for the different
amino acid types is about 30%-34%. In addition, using 5% solvent accessible area as cutoff, the residues
are classified into the buried residues and the surface residues. We calculated the prediction accuracies
for the buried residues and the surface residues, the similar prediction accuracies for the buried residues
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and the surface residues are obtained, the root mean square error for the buried residues is about 31
degree, and the root mean square error for the surface residues is about 34 degree.
In the angle prediction for the training set, the bagging method gives the best predictions. Com-
pared to the single regression tree, the bagging method creates multiple bootstrap samples, and final
prediction results are averaged over results of multiple regression tree models built from bootstrap repli-
cas. Therefore it is not surprising that bagging gives somewhat better prediction accuracy than the
regression tree alone. However for the test set the bagging method was not better than other methods.
There are probably two main reasons for such peculiar behavior. The first reason is that sequence
similarity between all proteins in the training set and the test set is below 20%. Generally, proteins
with a sequence similarity above 35% have similar folds. Similarly as for protein secondary structure
prediction[33], we may expect to increase the accuracy of prediction by applying multiple sequence
alignments. Therefore if we were to apply the bagging model to proteins having a high sequence simi-
larity to those in the training set, we could obtain overly high prediction accuracy. The second reason
could be that our bagging model may have been overfitted during the training.
To summarize, the performance of different statistical learning methods for side chain angle pre-
diction for the test set: the root mean square errors for different models range from 36.74 to 37.60,
and the correlation coefficients from 30% to 34%. In most studies of side chain predictions, given the
backbone of a protein, people attempt to predict side chain torsion angles(χ1 χ2 χ3 χ4 et al). In those
predictions, for example, for χ1 angle prediction, if the predicted value is within 40 degree from the real
value, we consider the predicted value as the acceptable prediction [11]. Here our prediction accuracies
for Ω from different model range from 36.74 to 37.60, which is less than 40 degree. Therefore we think
our prediction accuracies is comparable with those predictions for side chain torsion angles. In addition,
we calculate the percentage of the predicted side chain Ω angles from SVM model that are less than 10,
20, 30, 40 and more than 40 deviated from the real values. The percentage for the predicted side chain
Ω less than 10, 20, 30, 40 and more than 40 are 21%, 39%, 57%, 70% and 30%, respectively. That is to
say, if we use the criteria in predicting side chain torsion angles, we obtain 70% prediction accuracy in
the side chain Ω prediction.
Side chain can be classified into two classes(inward and outward) based on whether side chain Ω
angle is greater than 90 degree or not. Using two classes of side chain orientations (outward-oriented
and inward-oriented) as response variables, we further fit models using logistic regression, classification
trees and bagging, neural networks, support vector machines, Naive Bayes Classifiers and k-Nearest
Neighbors to predict the two classes for side chain orientation states and compare prediction accuracies
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for these different methods. For training set, we compare the prediction accuracy for different classifiers
in Table 3.6.
Table 3.6 Class prediction accuracy for the training set
Method Prediction accuracy
Logistic regression model 66%
Classification Tree 67%
Bagging 98%
Neural Network 66%
Support Vector Machine 65%
Naive Bayes Classifier 65%
k-Nearest Neighbors Classifier 69%
In Table 3.6, the prediction accuracy for training set is from 65% to 98%. These results are quite
similar except that Bagging of classification tree stands out by giving the best prediction results. The
prediction accuracies for the test set are shown in Table 3.7.
Table 3.7 Class prediction accuracy for the test set
Method Prediction accuracy
Logistic regression model 64%
Classification Tree 62%
Bagging 61%
Neural Network 62%
Support Vector Machine 63%
Naive Bayes Classifier 62%
k-Nearest Neighbors Classifier 61%
Table 3.7 shows the very similar prediction accuracies for different models(61% to 64%). We also
note that the model using Bagging method is over fitted since we get 98% prediction accuracies for
training set, but we only obtain 61% prediction accuracies for test set.
For logistic regression model, we get 64% prediction accuracies, we construct a web server for this
method. This server is located in (http://omega.psi.iastate.edu/).
Since the used proteins are chosen from a large population of proteins, we are interested whether
the predicted errors are related to the different proteins in the logistic regression model. Figure 3.15 is
used to find the relationship between the residuals and the proteins for the logistic model.
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Figure 3.15 Distribution of the residuals over the different proteins in the training set. Red line:0. Bottom
blue line:-2. Top blue line:2.
Figure 3.15 shows that the distributions of the residuals over the different proteins are different.
There are 5 protein structures that have the different distribution from other 50 protein structures.
The PDB name for these 5 proteins are 2gbp, 2gn5, 4gr1,4pfk and 6acn. They are periplasmic binding
protein, DNA binding protein,oxidoreductase,phosphotransferase and lyase respectively. The first two
proteins are binding proteins, and the last three proteins are enzyme. These results lead us to include
the proteins as the random effect in our model fitting. The results shows that we get 65% prediction
accuracy by including the proteins as the random effect, which means that including the proteins as
the random effect in the model fitting doesn’t improve the prediction very much.
Further improvement can be also obtained by checking whether the predicted side chain orientations
are physically possible. Side chain orientations that overlap with the protein backbone or with other
side chains, or do not conform to the rotamer distribution should be eliminated, and should increase the
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accuracy of the predictions. Another limitation to the present approach is that each residue is treated
separately. The side chain orientation of a given residue depends on orientations of sequentially neigh-
boring residues, reflecting the local persistence of secondary structure. Because of this, residues similar
orientations are more likely to be grouped together along the protein sequence than being distributed
randomly. Taking into account the side chain orientations of sequentially neighboring residues within a
sliding window should improve prediction accuracy of our statistical learning models. All these possible
improvements may be considered in the future.
Conclusions
In this research, the side chain orientation is measured by the Ω angle between the vector pointing
from the center of mass of the protein to the Cα atom of a given residue, and the vector joining the
Cα atom with the center of mass of the side chain. Given the backbone information, we attempted to
predict side chain orientation angle Ω by using the different statistical machine learning methods. The
prediction accuracies of angle prediction are all quite similar for the different models. Our results show
that statistical learning methods can be successfully applied to the prediction of side chain orientations
without using rotamer libraries. Possible further improvements of the prediction methodology have
been discussed above. Our method could be used as a validation test of various decoy’s sets used in
protein structure prediction (threading, fold recognition). Correctly derived decoy sets should follow
orientational side chain statistics shown in this paper.
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CHAPTER 4. The effects of different superpositioning methods for
structures in the NMR ensemble of structures on the correspondence
between the experimental conformational changes and the motions
generated from elastic network model
A paper in preparation
Abstract
There have been a number of studies on the correspondences between the experimental dynamics
and the motions simulated from the elastic network model. In these researches, the structures are
superimposed, and principal component analysis is carried out on the covariance matrix of Cα atom
coordinates, then the correspondence is computed between the principal component and the normal
modes from the elastic network. Usually, the superposition methods are the conventional least-squares
based method. However the equal variance assumption for least-squares method sometimes doesn’t
hold. In this paper, a maximum likelihood superposition is used for structure superposition, and the
correspondence between the conformation changes in the NMR ensemble of structures are compared to
that obtained with the least-square based method. Our results show that the correspondence between
the experimental conformational variabilities and the normal modes from the elastic network model are
affected by the superposition method.
Key words: Least-square, maximum-likelihood, superposition, correspondence.
Introduction
Proteins are not static. There are many methods to study the motion behavior of proteins. Among
these methods, the coarse-grained elastic network method has been used extensively to study the mo-
tion of proteins. Detailed descriptions of the theory of GNM and ANM methods are given in references
[1, 2]. Many approaches have been used to validate the simulated motion generated by GNM and ANM.
The validation methods that are used most often are to compare the theoretical atomic fluctuations to
the experimental atomic fluctuations(B-factors), and the high correlation between the theoretical fluc-
tuations and the experimental fluctuation are obtained for some protein structures. In addition, using
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unbound and ligand-bound crystallographic structures, some find the overlap between the experimental
atomic displacements and the theoretical atomic fluctuations obtained from ANM. For some protein
structures, the theoretical atomic fluctuation from ANM can capture the experimental atomic displace-
ments well. Besides these two validation methods, the dynamics extracted from a set of structures for
the same protein are also used as a validation method.
Principal component analysis(PCA) is a useful tool used to study correlation protein motion. Angel
Garcia et al firstly applied PCA to macromolecular structural data to identify high-amplitude modes
of fluctuations in macromolecular dynamics simulations[3]. Using a set containing 13 well-populated
protein family, Alejandra Leo-Macias et al applied principal component analysis to extract the principal
deformation changes for each protein family, and used ANM to simulate the vibrational modes for each
protein family, and showed that a statistically significant correspondence exists between the principal
deformation changes and the vibrational modes [4]. Lee-Wei Yang et al used 64 nonhomologous proteins
as a representative data set to analyze the Cα atom coordinate variations across the structures with an
ensemble for different NMR-derived proteins, and compared these variations with the temperature(B)
factors measured by X-ray crystallography and the fluctuation behaviors predicted by the Gaussian
network model(GNM), and found that there are the higher correlation(0.75) between GNM and NMR
data than that(0.49) between GNM X-ray B factors [5]. Lei Yang et al used two data sets containing
164 and 154 HIV-1 protease X-ray structure, and carried out the investigation between the motions
from principal component analysis of HIV-1 protease structure cluster and elastic network modes, and
indicated there were significant similarities between the first principal component and the first slowest
normal modes calculated from a representative structure using the elastic network model, and they also
obtained similar results by using a NMR ensemble and molecular dynamics trajectories [6]. In order to
study the correspondence between the conformational change and the normal mode generated from the
elastic network model, the structures within a structure cluster are superimposed firstly, then PCA is
carried out on the covariance matrix of Cα atom coordinates. Afterwards the correspondence between
the principal components and the normal modes simulated from the elastic network are compared. The
superposition method used is the conventional least-squares based method. However the equal variance
assumption for the least-squares method sometimes may not hold. Because of this shortcoming of least-
square method, Douglas Theobald developed a maximum likelihood based superposition method [7, 8].
In their research, uneven variance and correlations between atoms in the structure are included in this
method, and some improved accuracies were obtained [8].
In this project, we used both least-square method and maximum-likelihood to perform superpositions
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for a data set including 176 NMR-derived proteins, and compared the effect of the different superposition
methods on the correspondence between the experimental conformation changes and the normal modes
from the elastic network. Furthermore we discussed the reasons why the correspondence between
the experimental conformational changes and the normal modes may be affected by the superposition
method.
Materials and Method
Structure used in this study
In total, 176 NMR-derived proteins are used here. The number of reported structures for these 176
proteins range from 6 to 44. Figure 4.1 shows the number of structures within each ensemble for these
NMR-derived proteins.
protein index
Nu
m
 o
f s
tru
ctu
re
s w
ith
in 
ea
ch
 e
ns
em
ble
10
20
30
40
50 100 150
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
lll
l
l
l
l
l
l
l
l
l
l
ll
l
l
lll
l
l
l
l
lll
l
l
ll
l
l
l
lll
l
llll
l
l
l
l
l
ll
ll
l
l
l
l
l
lll
l
ll
l
llll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
lllllll
l
lllllllll
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
ll
llllllll
l
l
l
l
l
lllll
l
l
l
ll
l
l
l
ll
Figure 4.1 The number of structures within each ensemble
For each ensemble of the NMR-derived proteins, the ”average” structure is obtained by taking the
average X, Y, Z coordinate of all structures. Based on this ”average” structure, the median structure
is identified by taking the minimum mean square error between all other structures and this ”average”
structure. Afterwards the RMSD between all other structures and the median structure are calculated.
Figure 4.2 shows the average RMSD and its standard deviation of the structures within each ensemble.
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Figure 4.2 The average RMSD and its standard deviation within each ensemble
Red line is used to indicate the smallest RMSD and the largest RMSD, respectively.
From Figure 4.2, we can see that the average RMSD values range from 0.1174 to 6.185, and the
standard deviations are between 0.0363 and 2.7253, which indicates that the structures in some ensem-
bles have similar overall folding, but that the structures in some ensembles are quiet different for these
176 NMR-derived proteins.
Superposition methods
Different superposition method are applied to this data set. For the least-square based method, we
use the identified median structure as the reference structure. Firstly we performed the translation of
the reference structure, then other structures are aligned by translating and rotating these structures
with respect to the reference structure based on the minimized mean square error. For the maximum
likelihood based method, we used Douglas Theobald’s THESEUS program to perform superposition
and identify the median structure[8]. It should be noted that the median structure identified from two
different methods are different for most structures, but for a few protein structures, both methods give
the same median structure. Table 4.1 shows the median structure index from two different methods for
these 176 proteins.
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Table 4.1 The median structure index from the different methods for 176 NMR-derived proteins
PDB MID LE MID ML PDB MID LE MID ML
1A91 1 5 1A9V 3 2
1AFH 13 14 1AGT 2 11
1AO8 6 21 1APJ 17 10
1AS5 10 12 1AZJ 6 7
1B4M 12 16 1BF0 13 8
1BLQ 20 21 1BMX 7 4
1BR0 10 13 1C49 3 14
1C4E 4 4 1C55 21 23
1C99 6 3 1CN2 2 5
1CW6 16 7 1CXO 3 9
1DNY 1 13 1DW5 18 10
1DZC 3 20 1E09 1 3
1E1G 12 19 1E1P 1 14
1E1U 7 14 1EZO 9 10
1F3Y 24 5 1F5X 11 16
1FA4 12 15 1FFJ 1 8
1FMH 3 1 1FUL 13 3
1G2H 3 2 1GE9 2 8
1GH8 23 19 1GL8 3 7
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Table 4.1 continued
PDB MID LE MID ML PDB MID LE MID ML
1HA8 18 12 1HEV 3 4
1HF9 31 32 1HP2 25 14
1HS5 7 10 1HX2 5 19
1HYK 16 21 1IBI 7 6
1IT1 13 20 1IVM 11 16
1J0S 6 5 1J0T 7 9
1J3D 9 28 1J3S 18 14
1J3X 10 29 1J5B 2 10
1JH3 14 17 1JXS 10 16
1JY4 1 8 1K1C 16 2
1K1V 19 4 1K5W 13 11
1KGM 1 9 1KZX 2 15
1L8Y 24 23 1LFC 8 5
1M4P 5 16 1M4Q 1 16
1MGS 18 18 1MI2 12 5
1MM5 6 19 1MO7 7 8
1MPV 20 19 1MYO 34 9
1N5P 1 6 1N87 8 20
1N89 9 9 1NEW 13 16
1NOR 4 17 1NSH 17 19
1O7C 8 2 1ORM 17 4
1PCP 11 20 1PFL 6 19
1PMC 5 26 1Q2F 8 12
1Q80 9 19 1Q9F 15 1
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Table 4.1 continued
PDB MID LE MID ML PDB MID LE MID ML
1Q9G 13 14 1QFA 9 8
1QGM 13 14 1QSV 10 19
1QXF 15 2 1R2A 16 12
1RFL 12 9 1RI9 1 8
1RJJ 8 2 1RKL 20 25
1S6U 1 10 1SA8 2 18
1SCY 10 10 1SFW 1 9
1SM7 19 10 1SSZ 5 3
1ST7 6 12 1STU 8 7
1T8V 3 17 1TIH 10 23
1TP4 7 6 1TUM 8 8
1U37 12 17 1V4Q 6 6
1V6R 15 7 1V81 8 11
1VB8 10 2 1VDJ 10 16
1W09 4 19 1W4F 1 1
1WJK 20 3 1WLO 5 18
1WPI 10 15 1WU0 11 4
1X5S 8 3 1XFR 12 20
1XHH 6 13 1XYX 11 6
1Y58 3 17 1Y6U 1 2
1Y74 5 13 1Y76 15 10
1Y9J 19 22 1YHO 2 19
1YIC 3 5 1YWJ 3 6
1Z9V 7 16 1ZAD 1 1
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Table 4.1 continued
PDB MID LE MID ML PDB MID LE MID ML
1ZAQ 7 17 1ZFS 17 4
1ZHC 6 17 1ZRR 1 4
1ZUF 11 12 2A7O 16 2
2B5B 7 4 2B95 4 9
2BEG 9 3 2BL6 4 18
2BTH 5 1 2BW2 12 2
2CRD 5 1 2CVR 1 16
2D8I 4 15 2DA0 17 10
2DEZ 3 20 2DJ3 7 12
2DK7 4 1 2DLY 6 14
2DT6 10 4 2E5N 1 5
2E8D 1 11 2EDK 8 2
2EXN 5 15 2FVF 20 2
2GOH 1 4 2GRG 3 9
2GRI 17 6 2GS0 20 9
2H7B 6 15 2HG7 5 16
2HM9 1 22 2HST 11 16
2I8N 7 7 2I94 8 9
2IZ4 3 17 2JHB 17 9
2JO9 5 27 2JRB 24 13
2MST 3 10 2NPR 19 20
PDB:Protein Data Bank entry code. MID LE: the median structure index from the least square based
method. MID ML: the median structure index from the maximum likelihood based method
The experimental conformation changes obtained using PCA
Using the aligned structures, the coordinates of Cα atom of each residue are extracted, then the
covariance matrix for the coordinates of Cα are constructed. We perform singular value decomposition
on the covariance matrix to obtain the eigenvalues and the corresponding eigenvectors.
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Protein motion simulations based on the median structure
After each structure is aligned, the median structure is used as the reference structure. The coordi-
nate of Cα atoms in the reference structure are used to generate the vibrational deformation modes in
the ANM simulations. The cutoff distance is 15A˚ to define whether the residues are in contact or not,
and the spring constant is 1.
Overlap measurement between the protein principal conformation change and the motion
simulated from the anisotropic network models
The dot product between an eigenvector from the singular value decomposition of the covariance
matrix and the normal mode from the ANM calculation is used to measure the overlap between the
two(see equation 4.1).
Overlapij =
|PCi ·ANMj |
|PCi| · |ANMj | (4.1)
Here PCi is principal component eigenvector, ANMj indicates the deformation mode from ANM. If
Overlapij is 1, then the two eigenvectors have the perfect overlap.
The cumulative overlap between the k slowest normal modes and the ith principal component is
defined by:
CO(k) = (
k∑
j=7
Overlap2ij)
1
2 (4.2)
The cumulative overlap between the the first I principal components and the first J slowest normal
modes is defined as:
RMSIP (i, j) = (
1
I
I∑
i=1
J∑
j=7
(PCi ∗ANMj)2)1/2 (4.3)
Results and Discussion
The effects of the different superposition methods on the simulated motions
We indicated that different median structures are identified by using the two different superposition
methods. We are interested in learning whether there are some differences in the simulated motions
when we use the different median structures to simulate the motions by using the ANMmethod. In order
to answer this question, we use the median structures identified from the least square based method
to perform ANM calculation, and use the slowest mode to calculate the mean square fluctuations.
Likewise, we use the median structure identified from the maximum likelihood method to perform the
ANM calculations and calculate the mean square fluctuations from the slowest mode. Afterwards, the
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correlation coefficient(CC) between the mean square fluctuations from the two median structures are
used to measure how similar they are. If CC is closed to 1, they are very similar, otherwise, they are
not similar. Figure 4.3 shows these results.
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Figure 4.3 The correlation coefficient of the mean square fluctuations using the different median structures
From Figure 4.3, we can see that for most proteins, the mean square fluctuations from the different
median structure are very similar, which reflects the coarse-grained properties of the elastic network
model not being so sensitive to structural differences. However, for some protein structures, we do
observed significant differences in the mean square fluctuations when we used two different median
structures.
The effects of two superposition methods on the observed conformational variabilities
With Cα atoms only, we applied the maximum likelihood based method and the least square based
method to align the structures within each ensemble of NMR-derived proteins. After alignment, the
variance-covariance matrix from Cα atoms is constructed. Based on this variance-covariance matrix,
PCA is carried out. Since the first principal component can explain the largest variance across the
structures. So we used the first principal component to calculate the mean square fluctuations. We
compared these mean square fluctuations from maximum likelihood based method and least square
based method. Figure 4.4 shows these differences
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Figure 4.4 The correlation coefficient of the first principal component for the experimental conformation
changes using the two superposition methods
From Figure 4.4, we can see that for most proteins, the mean square fluctuation calculated from
the first principal component are very similar for both maximum likelihood based method and the least
square based method. However, for a number of protein structures, we do observe significant differences
in the mean square fluctuations when we used two different superposition methods.
The Least square based method is better for most of proteins
We used 176 NMR-derived proteins, and applied the least square based superposition method and
the maximum likelihood based method to align these protein structure. After this, we calculate the first
principal component from the variance-covariance matrix of Cα atom coordinates , then we generate
the slowest modes using the ANM method. The overlap between the first principal component and the
slowest mode is calculated. Afterwards we compare these overlap values from the least square based
method and maximum likelihood based method. We find that there are 118 protein structures having a
larger overlap value with the least square based method than for the maximum likelihood based method.
The difference for the overlap value for these 118 protein structures are shown in Figure 4.5.
80
protein index
ov
er
lap
 b
et
we
en
 
th
e 
fir
st 
PC
 an
d t
he
 sl
ow
es
t m
od
e
0.0
0.2
0.4
0.6
0.8
1.0
20 40 60 80 100
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ml,le,diff
l l l
l l l
l l l
diff
le
ml
Figure 4.5 The protein structures that have the larger overlap value in the least square based method
Since the overlap values are calculated using the normal modes from an ANM simulation and
the first principal component, then the difference in the overlap values could result either from the
difference in the normal mode between two superposition methods or from the difference in the first
principal component between two superposition methods or both. In order to answer this question, we
calculated the mean square fluctuations from the ANM simulation for the two superposition methods,
then calculated the correlation coefficient between two mean square fluctuation profiles. If two mean
square fluctuations are very similar, the correlation coefficient between them should be very close to 1.
If the correlation coefficients between them are far away from 1, then the two mean square fluctuations
from the ANM simulation between two methods should be very different. Here we use the difference
between the correlation coefficients for two types of mean square fluctuations and 1 to measure the
difference between the two mean square fluctuations from the ANM simulation. Likewise, we use the
same method to measure the difference between the two mean square fluctuations from the first principal
components of the two superposition methods. These results are shown in Figure 4.6
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Figure 4.6 The source of the overlap difference for 118 proteins
From Figure 4.6, we can see that the overlap differences are smaller when the difference between
the normal modes for the two superposition methods and the difference between the first principal
components for two superposition methods are very little or complementary each other, otherwise, the
significant overlap difference are observed. Based on this results, we think that the overlap difference for
the normal modes and the experimental conformation changes extract from the first principal component
could come from the differences in the normal mode or the differences in the first principal component
between two superposition methods.
The Maximum likelihood based method is better for some proteins
For these 176 protein structures, there are 58 protein structures that have a larger overlap value
when we use the maximum likelihood based method. These proteins are shown in Figure 4.7.
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Figure 4.7 The protein structures that have the larger overlap values with the maximum likelihood based
method
The overlap difference for the normal modes and the experimental conformation changes extracted
from the first principal component could come from the differences between the normal modes or the
differences between the first principal components for the two superposition methods. Figure 4.8 shows
the source for the overlap differences for these 58 protein structures
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Figure 4.8 The source of the overlap difference for 58 proteins
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The overlap between the experimental conformational change space and the normal mode
space
We studied the effects of superposition methods on the the overlap between single PC and single
normal mode. Here we want further to know about the effects of superposition methods on the overlap
between the experimental conformation change space and the normal mode space from ANM simulation.
We calculate the cumulative overlap between the first PC and the first 3 normal modes for each structure
ensemble,and compare the differences in two overlaps from different superposition methods. From Figure
4.9, we see that the cumulative overlaps between the first PC and the first 3 normal modes are similar
for some proteins, but there are some differences for some proteins.
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Figure 4.9 The cumulative overlap between the first PCs and three slowest normal modes from ANM
simulation
In addition, we also compare the explained variance by the first 6 PCs from different superposition
methods. Figure 4.10 shows the explained variance by the first 6 PCs are very similar when we use
different superposition methods, and both can explain at least 50% variances.
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Figure 4.10 The explained variance by the first 6 PCs
Since the first 6 PCs can explain at least 50% variances, we are interested the cumulative overlap
between the first 6 PCs and the the first 50 normal modes from ANM simulation. These cumulative
overlaps are represented by RMSIP(Root Mean Square Inner Product), and is shown in Figure 4.11.
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Figure 4.11 The overlap between the first 6 PCs and 50 normal modes from ANM simulation
From Figure 4.11, it is obvious that RMSIPs from the least squares based method are higher than
that of the maximum likelihood based method for all structure ensembles we used. The average RMSIP
for these proteins and standard deviation, when we use least square based method, is 0.82 and 0.06;
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When we use maximum likelihood based method, the average RMSIP for these proteins and standard
deviation, is 0.75 and 0.06. The correlation coefficient between them is 0.55. Figure 4.12 shows the
distribution of RMSIP for two methods.
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Figure 4.12 The distribution of RMSIP for two methods
Since RMSIPs from least square method and maximum likelihood based method are normally dis-
tributed and have the equal variance. So we use student-t test to find whether they are statistically
significant different. p-value for this test is less than 2.2e-16, and 95%CI of the difference between two
RMSIPs ranges from 0.06 to 0.08, which does not include 0, and the average difference and standard
deviation is 0.07 and 0.06, and the differences range from -0.01 to 0.26.
From the above results, it can be seen that RMSIPs between the first 6 PCs and the first 50 normal
modes from ANM in both methods for these proteins are above 0.6 at least. We are interested whether
we get this higer overlap by chance. To answer this question, using a catabolite repression HPr protein
in Bacillus subtilis as example(PDB code:1K1C), we get the PCs for this protein, then we genarate
15,000 random orthogonal matrixs and calculate the overlap between the first 6 PCs and the first 50
vectors from the 15,000 random orthogonal matrixs. The reason for choosing this protein is because
the RMSIP value for this protein is smallest among all used proteins when we use least square based
superposition method. Figure 4.13 shows the distribution of RMSIP for 15,000 random matrixs.
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Figure 4.13 The distribution of RMSIP for 15,000 random orthogonal matrixs
The average RMSIP value for 15,000 random RNSIP is 0.42, and the maximum value is less than
0.50, which is less than 0.60. This result indicates that the higher overlap between the first 50 normal
modes from ANM and the first 6 PCs are not obtained by chance.
A case study using calcium-binding protein
Here we take a calcium-binding protein as an example. Its PDB code is 1BLQ with 29 structures
in the ensemble. Using the least-squares method, the principal components from variance-covariance
matrix of Cα atom is calculated. Using the first two principal components, these structures can be
clustered into different groups based on the linkage of these structures. Figure 4.14 shows how these
structures are distributed if we choose to classify these structures into 6 groups.
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Figure 4.14 The distribution of the structures formed by the first two principal components
The overlap values between each principal component and each normal mode(the index for its
reference structure is 20 in least squares method) are shown in Figure 4.15, it is noted that the overlap
value between the slowest normal mode and the first principal component is 0.58(see Figure 4.15).
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Figure 4.15 The overlaps between the principal components and the normal modes
In addition, the variance explained as a function of the principal components is shown in Figure 4.16,
we can see that the first 6 principal component can explain over 70% variance of structure fluctuations.
The RMSIP between these 6 PCs and 50 normal modes is 0.8514.
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Figure 4.16 The percentage of variance explained by the principal components
Using the maximum likelihood based method, likewise, we calculate the principal components from
variance-covariance matrix of Cα atom, and using the first two principal components, we classified these
structures into different groups based on the linkage of these structures. Figure 4.17 shows how these
structures are distributed if we choose to classify these structures into 6 groups.
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Figure 4.17 The distribution of the structures formed by the first two principal components
The overlap values between each principal component and each normal mode(the index for its
reference structure is 21 in maximum likelihood method) are shown in Figure 4.18, we note that the
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overlap value between the slowest normal mode and the first principal component is 0.69, which is
better than for the least squares based method.
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Figure 4.18 The overlap between the principal components and the normal modes
Similarly, the variance explained as a function of the principal components is shown in Figure 4.19,
where we can see that the first 6 principal component can also explain over 70% of variance of structure
fluctuations. The RMSIP between these 6 PCs and 50 normal mode space is 0.7476, which is less than
the RMSIP value using the least squares based method.
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Figure 4.19 The percentage of variance explained by the principal components
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In this project, the overlap between the experimental conformation change space elucidated by
principal components of the variance-covariance of Cα atoms and the motion space calculated by the
ANM method are studied using the different superposition methods. We find that the correspondences
between the experimental conformation change space and the computed motion space depends on the
different superposition methods for most proteins. Generally though, the least squares based method
gives a better correspondence than the maximum likelihood based method. What is the reason for
causing this difference? We note that the index for median structure from two superposition methods
are different for most proteins, but same for some proteins. We could think that the different median
structures cause such differences. If the index for median structure is same, we should get the similar
results for two superposition methods. Based on this consideration, we summarized the proteins with
the same index for median structure in Table 4.2, and compare the resutls from two superposition
methods.
Table 4.2 Comparison for two superposition methods with the same median structure index
PDB id CO(9) RMSIP Variance 6PC CO(9) RMSIP Variance 6PC
1C4E 0.82 0.82 83.04 0.75 0.80 83.69
1N89 0.76 0.80 96.01 0.71 0.77 96.10
1SCY 0.89 0.93 82.24 0.85 0.82 82.15
1TUM 0.77 0.84 73.83 0.63 0.81 74.26
1V4Q 0.61 0.84 82.33 0.57 0.82 82.56
1W4F 0.92 0.95 96.41 0.77 0.82 96.48
1ZAD 0.60 0.81 81.17 0.57 0.77 81.44
2I8N 0.81 0.86 76.93 0.78 0.82 77.64
From Table 4.2, we see that the correspondences from the least squares based method is higher than
that of maximum likelihood based method for these proteins. For 1W4F, the difference between two
methods are quite large.
ANM is a simple elastic model to simulate the motions of a protein. In ANM simulation, we use the
uniform spring constant, and neglect whether there are covalent bonds between atoms. Similarly, In least
squares based superposition method, we also neglect whether there are covalent bonds between atoms.
Two methods are consistent on this point. However, in the maximum likelihood based superposition
method, the covalent bonds between atoms are included into the consideration of this method, which is
different from the consideration of ANM method. We could guess that it is this difference that causes
the lower correspondence by using the maximum likelihood based superposition method.
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Conclusion
The effect of different superposition methods on the correspondence between the experimental con-
formation changes and the normal modes simulated with the ANM are compared. We find that the
correspondence between the experimental conformational change space and the computed motion space
are affected by the different superposition methods. Generally, the least squares based method yields
a closer correspondence between the evolutionary space and the motion space, but the maximum like-
lihood based method leads to a somewhat lower correspondence between two spaces. However the
correspondences between the evolutionary space and the motion space from two superposition methods
are higher than 0.60.
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CHAPTER 5. The simulated motions of partially assembled 30S ribosome
structures
Parts of this chapter are submitted to Journal of Chemical Theory and Computation(2008)
Aimin Yan, Yongmei Wang, Andrzej Kloczkowski, Robert L. Jernigan
Abstract
The anisotropic network model(ANM) is used to study the motion of the 30S small ribosomal sub-
unit. The influence of the absence of subunits on the motion of partial structures are investigated by
removing single protein,pairs of proteins and other selected sets of proteins. Our results show that the
removal of most proteins do not change the motion behaviors of the partial structures, but that the re-
moval of a few subunits does cause significant changes to the motion behaviors of the partial structures,
and these changes can be restored by the removal of other subunits, which indicates the interdependen-
cies of the influence from absence of these subunits on the motion of the partial structures. We further
found that the subunits showing some interdependencies have strong positive motion correlation.
Key words: Anisotropic network model, protein removal simulation
Introduction
Many biological functions require specific protein motions, and these motions are encoded in the
structures to ensure their high efficient structure assembly. The elastic network methods(GNM and
ANM) are used effectively to study protein. The detail of these methods can be found in references
[1, 2]. Besides the application of GNM and ANM to compute protein motions, these methods have
also been applied to study the motions of oligonucleotides and protein-DNA/RNA complexes. Bahar
and Jernigan applied the GNM to calculate the theoretical atom fluctuation for tRNA in isolated
form and bound to Gln synthetase, and their results closely reproduced the experimental B-factor
[3]. Other evidence in support of these model comes from the application of the GNM to HIV-1
reverse transcriptase(RT). There RTs in different forms(bound to DNA, or to inhibitors) were analyzed
to infer the mechanism of action, and these actions are consistent with the processing steps in the
mechanism [4, 5, 6]. Ramaswamy et al studied the motion of nucleosome core particles using the elastic
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network model and revealed the higher mobility of nucleosomes with variant histones, in accord with
experimental observations [7]. Using 64 oligonucleotides and oligonucleotide-protein complexes, Lee-wei
Yang et al represented each nucleotide by three GNM nodes along with uniform interaction ranges for all
components of the complexes, and achieved good agreement between the simulated fluctuations and the
experimental B-factors [8]. Florence Tama et al performed simulation studies on the ribosome by using
the elastic network model, and found the well-known ratchet-like rearrangement of the 70S ribosome
and a hinge-like transition in the 30S ribosomal subunit in their dynamic modes, motion behaviors
observed by cryo-electron microscopy [9]. Yongmei Wang et al applied GNM and ANM to study the
global ribosome motions, and observed the ratchet-like motion in the motion of the 70S ribosome also
[10]. All these results supply clear evidence for how well GNM and ANM can be used to study the
dynamics of DNA, RNA and protein-DNA/RNA complexes.
The 30S subunit is comprised of 16SrRNA and 21 proteins. In 1970, it was found that 30S can
reassemble from the 16SrRNA and a mixture of the 30S proteins, and such reassembly can produce an
active 30S particle. The 30S ribosomal subunit has been used as a model system for studying ribosomal
assembly. The reason for choosing the 30S ribosomal subunit as system for study is because of its
simplicity, and because its assembly process can be easily manipulated in vitro [11, 12, 13]. Based on
the various experimental results, the assembly map for the 30S subunit in Escherichia coli has been
determined [14]. Besides this assembly map, another map based on the kinetics was also obtained
by Powers [15]. Apart from these experimental methods to study the 30S subunit assembly, some
computational studies of the 30S subunit assembly have also been performed. Stagg et al used coarse-
grained Monte Carlo simulations to study the fluctuation changes upon the binding of proteins in the 3’
domain assembly and to predict the contribution of the proteins for the binding site for the sequential
proteins in the S7 pathway [16]. Cui and Case applied a coarse-grained force field in molecular dynamics
simulations to study the small subunit assembly [17]. By removing one protein or a pair of proteins at
a time from the intact 30S small subunit, Hamacher et al studied the dependencies of protein binding
to 16SrRNA for the Thermus thermophilus 30S subunit using a self-consistent pair contact probability
approximation method and produced a similar dependency map for proteins as reported for experiments
on Escherichia coli [18].
Since these previous studies supplied strong support for the validity of application of elastic network
models to study motions of the 30S small subunit, so here we use ANM to simulate the motion of
the 30S small subunit and study the influence of subunit removal on the simulated motions of partial
structures of the 30S small subunit.
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Generally all ANM calculation are based on partial structures. These partial structures are generated
for different coarse-grained levels. The typical coarse-grained level uses Cα or P atoms. In some previous
researches, the coarse-grained level is reduced much by using n/10,n/20 or n/40 nodes(n is total number
of atoms for structures)[19]. Previous results for the different coarse-grained levels show that removing
many details of structures do not cause significant changes to the simulated motions so long as the
global shape of molecule is maintained after the removal of parts of structures. Here we extend this
research topic to the small 30S ribosomal subunit and attempt to learn whether the removal of some
protein subunits from small 30S ribosomal subunit will have any influence on the simulated motions of
the 30S ribosomal subunit. For this purpose, we carry out protein subunit removal simulations , and
attempt to know the influence of the presence and absence of protein subunits on the motion of the
partial structures generated from 30S small subunit. The assumption throughout these simulation is
that the removal of the proteins do not cause significant changes to the remaining partial 30S structure.
Materials and Method
Structure used in this study
A 3.05 A˚ resolution crystal structure from T.thermophilus crystal structure is used in this study. Its
PDB entry code is 1J5E. This structure is a native form of 30S subunit, and does not include bound
ligands. This molecule consists of distinct 21 chains, Among these subunits is the 16SrRNA with the
other chains being protein subunits. Talkington et al developed a method to measure the binding rates
for the protein subunits with 16S ribosomal RNA during the formation of the functional particle, and
Figure 5.1 shows the binding rates for these proteins and where the proteins are located in the 30S
subunit [20].
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Figure 5.1 Proteins in the 30S assembly map
Arrows indicate interactions between components. The different colors indicate the binding rates.
Red, 20 to ≥ 30 min−1; orange, 8.1-15 min−1; green, 1.2-2.2 min−1; blue, 0.38-0.73 min−1; purple,
0.18-0.26 min−1. S5 is shown in green and blue to represent the binding rates of the unacetylated and
acetylated forms, respectively. Grey bar is 16SrRNA.
Figure 5.2 shows how these subunits in 30S ribosome structure contact each other. We define two
nodes as contact if the distance between two nodes are less than or equal to 15 A˚.
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Figure 5.2 Contact map between subunits in 30S ribosome structure, using 15 A˚ as cut off distance for
defining contact
It is noted that the contact numbers between S6(index 6 in Figure 5.2) and S18(index 18 in Figure
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5.2) are 579.
Overlap matrix calculation
The similarities between two sets of vectors are measured by an overlap matrix. Each element in
the overlap matrix is calculated as the cosine of the angle between the two vectors:
|cosθ| = |
∑n
i xiyi|
|x||y| (5.1)
Where x and y are two vectors with xi and yi denoting their ith components. The index i indexes the
structural points in a simulation. If two vectors are exactly collinear, then their absolute overlap is 1;
if they are orthogonal to each other, then the overlap will be 0.
Correlation of substructure motions in the complete 30S subunit
In order to understand the relative motions of each structural subunit in the 30S subunit, the
orientation correlations between the centers of mass of the displacement of each structural subunits are
examined with the following equation:
CI,J(k) =
∆RcmI (k) ·∆RcmJ (k)
|∆RcmI (k)||∆RcmJ (k)|
(5.2)
Here I and J stand for the subunits(16SrRNA, s2,s3,...,s20,THX). ∆~RcmI is the center of mass displace-
ment for Ith subunit in the kth mode, and it is obtained by summing up all the displacement vectors
of sites on each subunit in the kth mode.
Calculation of deformation energy
The deformation energy of each residue is calculated by using Wang’s method [10]. This measures
local change as describe in equation 5.3
Di(k) =
∑nci
j=1
1
2γ(|~R0ij +∆~Rj(k)−∆~Ri(k)| − | ~R0ij |)2
Nλ(k)
(5.3)
Here nci is the number of sites connected to the ith site based on the cutoff distance Rc. λ(k) is the
eigenvalue of the kth normal mode, and is used as a weight factor, Di(k) indicates the deformation
energy for ith residue in the kth mode.
Protein removal method
In all cases, the 16sRNA is included in the partial structures we generated in our protein removal
simulations. The numbers of possible partial structures is enumerated Table 5.1.
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Table 5.1 The number of partial structures in the protein removal experiments
The number of proteins removed The number of partial structure
1 20
2 190
3 1140
4 4845
5 15504
6 38760
7 77520
8 125970
9 167960
10 184756
11 167960
12 125970
13 77520
14 38760
15 15504
16 4845
17 1140
18 190
19 20
20 1
We focus on cases for removing all protein subunits, one protein and a pair of proteins and also
selected sets of protein subunits related to the assembly kinetics. For these partial structures, the
following procedures are performed:
• Based on the partial structure, use ANM to calculate the mean square fluctuations for the partial
structure.
• Based on the complete structure, use ANM to calculate the mean square fluctuations for the
complete structure.
• Map the partial structure to the corresponding part of the whole structure.
• Compare the difference in the mean square fluctuation profiles between the partial structure and
the corresponding parts in the whole structure by calculating the root mean squares error between
their motions.
• Compare the deformation energies between the partial structures and the corresponding parts of
the complete structure by calculating the root mean squares error between them.
Computation Cost
In ANM calculations, we use the P and O4∗ atoms to represent each nucleotide and Cα to represent
each protein residue. For the complete 30S structure, there are 5422 nodes totally. Using this coarse-
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grained level, a 16266 ∗ 16266 hessian matrix is constructed. The full spectral decomposition for such
large matrix is expensive in the computation. Since we are only interested in the slower modes, we
take just the first 100 eigen modes into considerations. In order to calculate the first 100 eigenvalue-
eigenvector pairs, we can use a Matlab funtion(eigs) to calculate, but it takes about 2 hours to compute.
Therefore we used BLZPACK to perform the spectral decomposition. BLZPACK stands for for Block
LancZos PACKage and is a standard Fortran 77 implementation of the block Lanczos algorithm for the
solution of the eigenvalues of sparse matrices [21].
Results and Discussion
The influence of removing all protein subunits on the simulated motions of 16sRNA
The shape of 30S subunit is determined by 16SrRNA mainly [10] ,and the influence of molecule
shape on the simulated motions using elastic network models were discussed by some previous researches
[22, 23]. In this part, we attempt to learn how the shape of the 16SrRNA plays an important role in
maintaining its motion behavior. To investigate this, we remove all protein subunits, and compare the
mean square fluctuation of the 16SrRNA subunit in the complete structure with that of the 16SrRNA
molecule alone. Figure 5.3 shows this comparison for the slowest mode.
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Figure 5.3 Comparison in the mean square fluctuations between the 16SrRNA part of the complete 30S
structure and the single 16sRNA molecule alone
In Figure 5.3, we compare two mean square fluctuation profiles and calculate the root mean square
error and correlation coefficient between them. The root mean square error and correlation coefficient
between the two mean square fluctuation are 8.71 and 0.98, respectively, which indicates that the
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simulated motion for the 16SrRNA subunit in the complete structure is very close to that from 16SrRNA
molecule by itself. Furthermore we check the differences in the directionality of the normal mode space
from using the complete structure and single 16sRNA molecule. The overlap matrix between two sets
of normal modes are calculated and displayed in Figure 5.4.
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Figure 5.4 Overlap between modes unbinding 16sRNA and modes from binding 16sRNA
From Figure 5.4, we can see that the first several slowest mode have strong overlaps, which explains
why the difference in the mean square fluctuations for 16SrRNA subunit from two computations are
not so large. These results indicate that the motions of 16SrRNA subunit is mainly determined by
the 16SrRNA subunit alone, and that the connections between the 16SrRNA subunit and the protein
subunits do not have significant influence on the motion of 16SrRNA subunit.
In addition, we are interested in how the role each protein subunit plays in the motions of the
30S subunit. To answer this question, we perform the single protein subunit removal simulations to
investigate the influence of each protein subunit on the motions of the partial structures.
Influence of removal of one protein from the 30S complex
We remove each of the 20 proteins one at a time from the whole complex, and the corresponding mean
square fluctuations in the absence of each of the 20 proteins one at a time are calculated. Furthermore the
root mean square errors are computed for the mean square fluctuations between the partial structures
and the corresponding parts in the whole complex structure. Figure 5.5 shows the root mean square
error for removing each individual protein subunits.
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Figure 5.5 Root mean squares errors for the single protein removal simulations
From Figure 5.5, it is clear that removing chain R causes the largest differences in mean square
fluctuations between the partial structures and the whole. Removing chains B,H,N,Q causes some
changes. The numerical values for these changes are listed in Table 5.2.
Table 5.2 Root mean square error for the mean square fluctuations between the partial structure and the
corresponding parts in the whole complex structure in the slowest mode
Removed chain Corresponding subunit RMSE for MSF
B S2 28.63*
C S3 6.41
D S4 12.90
E S5 17.18
F S6 2.88
G S7 14.83
H S8 28.56*
I S9 5.82
J S10 2.93
K S11 12.51
L S12 9.01
M S13 7.87
N S14 43.61*
O S15 0.60
P S16 8.43
Q S17 25.30*
R S18 433.60*
S S19 6.91
T S20 3.79
V THX 0.89
In table 5.2, the changes for removing chain B,H,N,Q and R are above 20. In addition to changes
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in mean square fluctuations, we also calculate the change in the deformation energy. Figure 5.6 shows
these changes.
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Figure 5.6 One protein removal experiment
X-axis:the removed protein subunit,Y-axis:RMSE
Figure 5.6 shows that the changes in the deformation energy are larger for removing chain B,H,N,Q
and R, similar to the results obtained from the mean square fluctuations. Table 5.3 also listed the
numerical changes for removing each chain.
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Table 5.3 Root mean square error for deformation energies between the partial structures and the corre-
sponding parts in the whole structure for the slowest mode
Removed chain Corresponding subunit RMSE for Deformation energy
B S2 5.48e-06*
C S3 3.46e-06
D S4 2.78e-06
E S5 3.65e-06
F S6 8.36e-07
G S7 3.26e-06
H S8 4.82e-06*
I S9 1.18e-06
J S10 7.85e-07
K S11 2.50e-06
L S12 3.00e-06
M S13 2.07e-06
N S14 6.66e-06
O S15 1.82e-07
P S16 1.46e-06
Q S17 4.41e-06*
R S18 4.13e-05*
S S19 1.79e-06
T S20 5.70e-07
V THX 2.36e-07
From table 5.3, we can see that the change in deformation energy caused by removing chain R is
the largest one, which is consistent with what we observed for the mean square fluctuations.
We observe that removing chain R causes a strong motion of the terminal residues in chain F. There-
fore we removed two terminal residues in chain F, then performed the one-protein removal simulation
again. Likewise, we calculate the root mean square error for mean square fluctuations and deformation
energies between the partial structures and the corresponding parts in the whole complex structure.
Table 5.4 and 5.5 show these results for the slowest mode.
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Table 5.4 Root mean square error for the mean square fluctuations between the partial structure and the
corresponding parts in the whole structure after removing two terminal residues in chain F for
the slowest mode
Removed chain Corresponding subunit RMSE for MSF
B S2 28.65*
C S3 6.44
D S4 12.87
E S5 17.26
F S6 2.86
G S7 14.89
H S8 28.59*
I S9 5.77
J S10 2.76
K S11 12.54
L S12 9.05
M S13 7.78
N S14 43.46*
O S15 0.63
P S16 8.44
Q S17 25.39*
R S18 2.97**
S S19 6.77
T S20 3.80
V THX 0.74
Table 5.5 Root mean square error for the deformation energies between the partial structure and the
corresponding parts in the structure after removing two terminal residues in chain F for the
slowest mode
Removed chain Corresponding subunit RMSE for Deformation energy
B S2 5.48e-06*
C S3 3.46e-06
D S4 2.78e-06
E S5 3.66e-06
F S6 8.28e-07
G S7 3.27e-06
H S8 4.83e-06*
I S9 1.18e-06
J S10 7.86e-07
K S11 2.50e-06
L S12 3.00e-06
M S13 2.06e-06
N S14 6.66e-06*
O S15 1.85e-07
P S16 1.47e-06
Q S17 4.43e-06*
R S18 4.25e-07**
S S19 1.79e-06
T S20 5.73e-07
V THX 2.36e-07
From the results of mean square fluctuations and deformation energies, it is obvious that by removing
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the two terminal residues in chain F will restore most of the effects caused by removing chain R. These
results indicate that there exists the interdependencies between subunit removals for the influence of the
motion of the partial structures when we performed the protein removal experiments. In order to know
about these interdependencies of protein subunit removals, a computational experiment by removing a
pair of proteins at a time are performed in the following section.
Influence of removing pairs of proteins from the 30S complex
We remove a pair of proteins at each time, then compute the root mean square error for mean square
fluctuations between the partial structure and the corresponding parts of the complete structure for the
slowest mode. These results are shown in Figure 5.7.
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Figure 5.7 The two proteins removal experiment
X-axis:the removed protein pairs(190 pairs),Y-axis: root mean square error.
Red line: RMSE=53.1786
In Figure 5.7, the pairs of proteins can be classified into two groups based on the RMSE. One group
where changes are small and contains 173 pairs of proteins, and the RMSE for this group ranges from
0.88 to 53.18. Another group has 17 pairs of proteins, and the RMSE for this group ranges from 374.90
to 435.55. Subunit S18 is involved in all these pairs. We are also interested in the other two pairs of
proteins including the S18 subunit. In Table 5.6, we listed the results from all pairs of proteins that
include S18.
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Table 5.6 Root mean square error for mean square fluctuations between the partial structure and the
corresponding parts of the complete structure after removing a pair of proteins in the slowest
mode
Removed chains Corresponding subunits RMSE for MSF
BR S2-S18 381.34
CR S3-S18 43.77**
DR S4-S18 407.31
ER S5-S18 382.32
FR S6-S18 2.15**
GR S7-S18 374.90
HR S8-S18 399.16
IR S9-S18 418.98
JR S10-S18 423.63
KR S11-S18 416.50
LR S12-S18 407.46
MR S13-S18 435.55
NR S14-S18 394.65
OR S15-S18 426.25
PR S16-S18 419.73
QR S17-S18 413.63
RS S18-S19 425.61
RT S18-S20 423.88
RV S18-THX 431.56
From Table 5.6, it is clear that the root mean square error for the mean square fluctuations between
the partial structure and the corresponding parts in the intact structure is restored back to 43.77 and
2.15, respectively when we removed S3 and S18 together as well as S6 and S18 together. S3 and S18
have the weak contacts. S11 and S18 have the strong contacts, the root mean square error for this pair
is 416.50. RMSEs for the other pairs of proteins having the strong contacts are less than 53.18. In the
mean time, the root mean square error in the deformation energies between the remaining parts and
the corresponding parts in the intact structure are also calculated for the slowest mode. These results
is given in Figure 5.8.
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Figure 5.8 The two protein removal simulations
X-axis:the removed protein pairs(190 pairs),Y-axis:root mean square error
Likewise, we checked the pairs including the S18 subunit from the measurement of deformation
energy in Table 5.7.
Table 5.7 Root mean square error for the deformation energies between the partial structure and the
corresponding parts in the complete structure after removing a pair of proteins for the slowest
mode
Removed chains Corresponding subunits RMSE for Deformation Energy
BR S2-S18 3.89e-05
CR S3-S18 5.31e-06**
DR S4-S18 4.16e-05
ER S5-S18 3.90e-05
FR S6-S18 7.70e-07**
GR S7-S18 4.06e-05
HR S8-S18 4.07e-05
IR S9-S18 4.18e-05
JR S10-S18 4.17e-05
KR S11-S18 4.15e-05
LR S12-S18 4.15e-05
MR S13-S18 4.19e-05
NR S14-S18 4.03e-05
OR S15-S18 4.12e-05
PR S16-S18 4.16-05
QR S17-S18 4.16e-05
RS S18-S19 4.17e-05
RT S18-S20 4.17e-05
RV S18-THX 4.14e-05
From the deformation energies in Table 5.7, we see that removing S6 and S18 together has the
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smallest changes to the deformation energy for partial structure compared to the corresponding part of
the complete structure, which is similar to that using the mean square fluctuations as the metric.
In the one protein removal simulation, removing protein subunit S18 only will cause the mean square
fluctuations of the partial structure to be significantly different from that of the corresponding parts
in the intact structure. We have indicated that the two terminal residues in protein subunit S6 after
removing protein subunit S18 have strong fluctuations. If we remove protein subunit S18 and these two
terminal residues in S6 together, the root mean square error for mean square fluctuations between the
partial structure and the corresponding part in the intact structure is restored back to 2.97(see Table
5.4), which is similar to the change of 2.15 when we remove the whole of S6 and S18 in Table 5.6. These
results indicate that S18 acts as a constraint to prevent the two residues of S6 from large motions. After
S18 is removed, the constraint on the two residues of is released, so that the large fluctuation of the
two residues in S6 are observed.
The correlation of motion of different subunits
Yongmei Wang et al studied the correlations of the motion for the different subunits in the whole
70S unit [10]. But they didn’t give the detailed information about the correlations of the motions
for the different subunits in 30S ribosomal subunit. Based on our results in the two protein removal
simulations, we find that S18 could serve as a constraint on S6. We are interested how the motions of
S18 influence the motion of S6. Here we study the correlation of motions among the 21 subunits in the
whole structure. Figure 5.9 shows these results for the slowest mode.
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Figure 5.9 The motion correlations between subunits in the 30S structure.
Figure 5.9 shows that there are strong positive motions between S6 and S18. Furthermore we
investigated the correlations of subunit motion for the 10 slowest and the 100 slowest modes. Figure
5.10 and 5.11 show these results.
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Figure 5.10 The motion correlations between subunits in the 30S ribosomal structure
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Figure 5.11 The motion correlation between subunits in the 30S structure
It is clear there is the positive correlations between the motion of S6 and S18, like when we take
more slow modes into consideration. The correlation coefficient between the motion of S6 and that of
S18 for the slowest mode, 10 slowest modes and 100 slowest modes are 0.91, 0.77 and 0.59, respectively.
By combining this correlation coefficient with the results of the protein removal experiment, we can
see that S6 and S18 function as a block in the whole 30S small ribosomal subunit structure, and that
removing S18 will significantly change the motion behavior of partial structures. However removing
both S6 and S18 will eliminate the influences caused by removing S18 above.
Hamacher et al studied the dependency map of proteins in the small ribosomal subunit by calculating
the difference in the binding free energy using one protein removal and two protein removal simulations
[18]. Their research showed that S6 and S18 influence one another. Here our results calculated with the
coarse-grained ANM are consistent with their results. Some early experimental study proposed that
S6 and S18 bind as a heterodimer[12, 24]. The experiment using a hyperthermophilic bacteria Aquifex
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aeolicus also proved such dimerization of S6 and S18 [25, 26]. Here our results from the coarse-grained
elastic network model can be verified by these experimental results, which supplies evidence that the
elastic network model can be used to study the motion of ribosome.
Remove the sets of protein subunits based on their binding order
The previous research showed that 20 protein subunits bind with 16SrRNA in specific order. Using
this order, these proteins are classified into the primary, secondary and tertiary binding proteins. The
primary binding proteins are chain S17,S4,S20,S8,S15 and S7. The secondary binding proteins include
S12,S16,S18,S6,S9,S19,S13,S5 and S11. The tertiary binding proteins contain chain S14,S10,THX,S3
and S2. We use Bp, Bs, Bt to indicate the differen sets of protein subunits:
Bp={S4 S7 S8 S15 S17 S20}
Bs={S5 S6 S9 S11 S12 S13 S16 S18 S19}
Bt={S2 S3 S10 S14 THX}
The combinations of Bp, Bs and Bt are listed below:
BpBs={S4 S5 S6 S7 S8 S9 S11 S12 S13 S15 S16 S17 S18 S19 S20}
BpBt={S2 S3 S4 S7 S8 S10 S14 S15 S17 S20 THX}
BsBt={S2 S3 S5 S6 S9 S10 S11 S12 S13 S14 S16 S18 S19 THX}
BpBsBt=All protein subunits
Here we attempt to know how the removal of these sets of protein subunits will influence the
motion of partial 30S structures. In order to answer this question, we perform the protein removal
simulations by removing the groups of Bp,Bs,Bt,BpBs,BpBt and BsBt separately, and calculate the
mean deviations per residue of the mean square fluctuations and deformation energies between the
partial structure after removal and the corresponding part in the intact structure. Figure 5.12 shows
the mean deviation per residue for the mean square fluctuations. For the slowest mode, the mean
deviation per residue is 26.24,12.65,12.44,33.40,6.53 and 11.10 for removing Bp,Bs,Bt,BpBs,BpBt and
BsBt,respectively. It is clear that removing the primary and secondary binding proteins together cause
the largest mean deviation, but removing both the primary and the tertiary binding proteins together
lead to the smallest mean deviation.
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Figure 5.12 A simulation for removing 6 groups of protein subunits for the slowest mode
The mean deviation per residue for the deformation energy is shown in Figure 5.13. The mean devia-
tion per residue is 4.79e-06,3.37e-06,4.32e-06,5.91e-06,3.97e-06 and 4.60e-06 for removing Bp,Bs,Bt,BpBs,BpBt
and BsBt,respectively. From Figure 5.13, we can see that removing the primary and secondary binding
proteins together causes the largest mean deviation in the deformation energy measurement,which is
consistent with what we obtained using the change of mean square fluctuation as a measurement.
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Figure 5.13 A experiment for removing 6 groups of protein subunits, respectively
X-axis:the removed protein subunit groups,Y-axis:root mean square error
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If we compare these results with that of removing single protein one at a time, we can see that the
change from removing the sets of protein subunits are within a similar range as changes for removing
most single protein subunits one at a time except for the S18 subunit. For the removal of pairs of
proteins with S18, the change for removing S3-S18, S6-S18 are within the similar range for removing
these sets of proteins, but the change for removing the other pairs of proteins with S18 involved are
far from the changes caused by removing these sets of proteins. These comparison are summarized in
Table 5.8.
Table 5.8 Comparison in the change of mean square fluctuations between the different removal experiments
Removed parts Range of the mean deviation per residue
all 8.711
single proteins 0.89-43.6148 except for S18(433.6021)
pairs of proteins with S18 374.9041-435.55 (most pairs) except for S6-S18(2.1483) and S3-S18(43.7727)
subsets of proteins 6.5316-33.4041
In addition, we are interested in the changes in the mean square fluctuation for the different chains
and residues in the remaining parts when we remove some protein subunits. In Figures 5.14 to 5.19,
we show these changes. In these Figures, each panel corresponds to the remaining chains after removal;
In each panel, the top number is the number of nodes in this chain, the bottom number is the RMSE
for the corresponding chain. Here in Figure 5.14 we check the results for removing the primary and
the tertiary binding proteins. If we sort these chains based on the RMSE for each chain, we get the
following order: I > A > S > M > R > K > E > F > P > L.
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Figure 5.14 The changes for the different chains after removing the primary and the tertiary binding pro-
teins.
The changes in the mean square fluctuations for the different chains and residues in the remaining
parts after removing the secondary and the tertiary binding proteins are shown in Figure 5.15. If we
sort these chains based on the RMSE for each chain, we get the following order: A > D > G > T >
H > Q > O.
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Figure 5.15 The changes for the different chains after removing the secondary and the tertiary binding
proteins.
X-axis:the removed protein subunit groups,Y-axis:root mean square error
The changes in the mean square fluctuations for the different chains and residues in the remaining
parts after removing the tertiary binding proteins are shown in Figure 5.16. If we sort these chains
based on the RMSE for each chain, we get the following order: S > T > D > A > G > M > L > E >
F > H > K > I > Q > O > R > P .
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Figure 5.16 The changes for the different chains after removing the tertiary binding proteins.
The changes in the mean square fluctuations for the different chains and residues in the remaining
parts after removing the primary and the secondary binding proteins are shown in Figure 5.17. If we sort
these chains based on the RMSE for each chain, we get the following order: A > V > B > J > C > N .
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Figure 5.17 The changes for the different chains after removing the primary and the secondary binding
proteins.
X-axis:the removed protein subunit groups,Y-axis:root mean square error
The changes in the mean square fluctuations for the different chains and residues in the remaining
parts after removing the primary binding proteins are shown in Figure 5.18. If we sort these chains
based on the RMSE for each chain, we get the following order: A > M > I > V > K > S > R > B >
C > P > F > N > L > E > J .
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Figure 5.18 The changes for the different chains after removing the primary binding proteins.
X-axis:the removed protein subunit groups,Y-axis:root mean square error
The changes in the mean square fluctuations for the different chains and residues in the remaining
parts after removing the secondary are shown in Figure 5.19. If we sort these chains based on the RMSE
for each chain, we obtain the following order: A > D > G > B > Q > T > C > H > V > N > O > J .
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Figure 5.19 The changes for the different chains after removing the secondary binding proteins.
X-axis:the removed protein subunit groups,Y-axis:root mean square error
Whether the subunits that have the larger contact also have the stronger correlated motion
generated from ENM
In this part, we are interested to know whether there is the linear relationship between the contact
of subunit and the correlated motion of subunits. For this destination, we calculated the contact ratio
of pairs of proteins and attempt to find the relation between the contact ratio of pairs of proteins and
the correlated motion of subunits. These results are shown in Figure 5.20
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Figure 11  The relationship between the contact ratio for pairs of proteins and the motion correlation of 
paris of proteins.  Arrow indicates the pair of subunit S6 and S18. 
 28
Figure 5.20 The relationship between the contact ratio for pairs of proteins and the motion correlation of
paris of proteins. Arrow indicates the pair of subunit S6 and S18.
The contact ratios of pairs of proteins are calculated through dividing the total contact number
between two subunits by the product of number of residues of two subunits. Since there are 21 subunits,
so there are 210 pairs of subunits. Among these 210 pairs of subunits, there are 44 pairs of subunits
that have nozero contact ratio. So we only include these 44 pairs of subunits in Figure 11. The Pearson
and Spearman correlation coefficient between the contact ratio of pairs of subunits and the motion
correlation coefficient between subunits in Figure 12 are 0.42 and 0.52, respectively, which indicate
the relationships between the contact of subunits and the motion correlation of subunits. Particularly,
subunit F and subunit R have the larger contact ratio, the motion correlation between them is also
stronger (labeled by arrow in 5.20).
Contacts between the protein subunits and 16SrRNA subunit in the 30S structure
In the protein removal experiments, we observe that the removal of some proteins, pairs of proteins
and subsets of proteins cause larger changes in the mean square fluctuations for partial structures, but
the removal of some proteins have smaller effects on the mean square fluctuations for partial structures.
We are interested whether the effects from removing the different protein subunits are related to the
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contacts between the protein subunits and 16SrRNA subunit. To answer this question, we calculate
the contact numbers between the protein subunits and 16SrRNA subunit(see Figure 5.21). To define
the contact, the distance between the nodes from 16SrRNA subunit and the nodes from the protein
subunits are calculated; if this distance is less than or equal to 15A˚, we count the two nodes as being
in contact.
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Figure 5.21 The contacts between the protein subunits and the 16SrRNA subunit
X-axis:the protein chains,Y-axis:contact number
From Figure 5.21, we calculate the average contact number for the primary, secondary and tertiary
binding proteins. The average contact numbers for these three sets of proteins are 1669,1414 and 1088,
respectively, which indicates that the earlier the proteins bind with 16SrRNA, the more contact the
proteins have with the 16SrRNA. In addition, the relationship between the contact numbers and the
effects of the removal of the protein subunits on the motion of the partial 30S structure are also studied.
We calculate the Pearson and Spearman rank correlation between the contact number and the RMSE in
Table 5.2, and these values between the two measures are -0.34 and 0.009, respectively, which indicates
that there is no obvious linear relationship between two measures. However we did observe that S6
has the smallest contact number, and the removal of S6 causes the smaller effect on the motion of the
partial structure(RMSE for S6 in Table 5.2 is 2.88 only). For the removal of pairs of proteins always
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including S18, the average contact number for the pairs including S6-S18 is smallest, and the RMSE in
Table 5.6 is 2.15, which is the smallest RMSE for all pairs including S18.
In addition, we are interested whether there is linear relationship between contact rate and the
effects of the removal of the protein subunits on the motion of the partial 30S structure. Contact rate
is defined as the average contact number per residue for each protein subunit when they interact with
16SrRNA subunit. These values are shown in Figure 5.22:
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Figure 5.22 The contacts rate of the protein subunits with the 16SrRNA subunit
X-axis:the protein chains,Y-axis:contact rate
We calculate the Pearson and Spearman rank correlation between the contact rate and the RMSE in
Table 5.2, and these values between the two measures are -0.18 and -0.30, respectively, which indicates
that there is no obvious linear relationship between contact rate and the effects of the removal of the
protein subunits on the motion of the partial 30S structure. We also note that the Pearson and Spearman
rank correlation between the contact number and the contact rate are 0.27 and 0.45, respectively; the
average contact rate for the primary, secondary and tertiary binding proteins are 13.49,12.88 and 16.06,
respectively,
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Conclusion
In this research, the influence of the absence of subunits on the partial structure in the 30S ribosomal
subunit are studied by removing single proteins,pairs of proteins and selected sets of proteins. From
these protein removal simulations, we found that the influences of the removal of proteins on the motion
of the partial structures are very different. Using the RMSE between the mean square fluctuation of
the partial structure and that of the complete structure as a measurement for the influence, for the
removal of single protein subunits, RMSE for most protein subunits except S18 ranges from 0.60 to
43.61, but the RMSE for S18 is 433.60; after removing two terminal residues in subunit S6, the RMSE
for the removal of all single protein subunit ranges from 0.63 to 43.46; for the removal of pairs of
protein subunits, the RMSE for most pairs of proteins including S3-S18 and S6-S18 ranges from 0.88
to 53.18, but for the other 17 pairs of proteins with S18 involved, the RMSE ranges from 374.90 to
435.55; for the removal of the proteins based on the binding order with 16SrRNA, the RMSE ranges
from 6.53 to 33.40; for the removal of all protein subunits, the RMSE is 8.71. If we use the changes
in the deformation energy as the measurement instead, we obtain the similar change patterns as using
the change in the mean square fluctuations. Most interestedly, we find that removing both S6 and S18
does not cause the significant changes to the mean square fluctuations of the remaining parts compared
to the corresponding parts in the intact structure, which indicates that S6 and S18 could function as
a block, and our further results also show that there is the strong correlation between the motion of
S6 and S18. Some previous computational results from other researchers and the experimental results
lend some support to the conclusion that: S6 and S18 interact together and bind as a dimer in 30S
structure.
125
References
[1] Bahar I., A.R.Atilgan, and B.Erman. Direct evaluation of thermal fluctuations in proteins using a
single-parameter harmonic potential. Fold. Des., 2:173–181, 1997.
[2] Atilgan A.R., S.R.Durell, R.L.Jernigan, M.C.Demirel, O.Keskin, and I.Bahar. Anisotropy of fluc-
tuation dynamics of proteins with an elastic network model. Biophys.J., 80:505–515, 2001.
[3] Bahar I and Jernigan RL. Vibrational dynamics of transfer rnas: comparison of the free and
synthetase-bound forms. J. Mol. Biol., 281(5):871–884, 1998.
[4] Ivet Bahar, Burak Erman, Robert L. Jernigan, Ali Rana Atilgan, and David G. Covell. Collective
motions in hiv-1 reverse transcriptase: Examination of flexibility and enzyme function. J. Mol.
Biol., 285(3):1023–1037, 1999.
[5] R. L. Jernigan, Ivet Bahar, David G. Covell, Ali Rana Atilgan, Burak Erman, and Daniel T. Flatow.
Relating the structure of hiv-1 reverse transcriptaseto its processing step. J.Biomol.Struct.Dynam.-
Conversation, 11:49–55, 2000.
[6] S.T. Gregory, K.R Lieberman, and A.E. Dahlberg. Mutations in the peptidy1 transferase region
of e.coli 23s rrna affecting translational accuracy. Nucleic Acids Res., 22:279–284, 1994.
[7] Ramaswamy A, Bahar I, and Ioshikhes I. Structural dynamics of nucleosome core particle: com-
parison with nucleosomes containing histone variants. Proteins, 58(3):683–696, 2005.
[8] Yang LW, Rader AJ, Liu X, Jursa CJ, Chen SC, Karimi HA, and Bahar I. ognm: online com-
putation of structural dynamics using the gaussian network model. Nucleic Acids Res, 34:24–31,
2006.
[9] Florence Tama, Mikel Valle, Joachim Frank, and III Charles L. Brooks. Dynamic reorganization of
the functionally active ribosome explored by normal mode analysis and cryo-electron microscopy.
Proc Natl Acad Sci U S A, 100(16):9319–9323, 2003.
126
[10] Wang Y, Rader AJ, Bahar I, and Jernigan RL. Global ribosome motions revealed with elastic
network model. J Struct Biol, 147(3):302–314, 2004.
[11] Held WA, Mizushima S, and Nomura M. Reconstitution of escherichia coli 30s ribosomal subunits
from purified molecular components. J Biol Chem, 248(16):5720–5730, 1973.
[12] Held WA, Ballou B, Mizushima S, and Nomura M. Assembly mapping of 30s ribosomal proteins
from escherichia coli. further studies. J Biol Chem., 249(10):3103–3111, 1974.
[13] Culver GM and Noller HF. Efficient reconstitution of functional escherichia coli 30s ribosomal
subunits from a complete set of recombinant small subunit ribosomal proteins. RNA, 5(6):832–
843, 1999.
[14] Mizushima S and Nomura M. Assembly mapping of 30s ribosomal proteins from e. coli. Nature,
226(5252):1214, 1970.
[15] Powers T, Daubresse G, and Noller HF. Dynamics of in vitro assembly of 16srrna into 30s ribosomal
subunits. J Mol Biol, 232(2):362–374, 1993.
[16] Stagg SM, Mears JA, and Harvey SC. A structural model for the assembly of the 30s subunit of
the ribosome. J Mol Biol, 328(1):49–61, 2003.
[17] Cui Q and Case D A. Low-resolution modeling of the ribosome assembly of the 30s subunit by
molecular dynamics simulations. Abstracts of Papers of the American Chemical Society, 229(U779–
U779), 229.
[18] Hamacher K, Trylska J, and McCammon JA. Dependency map of proteins in the small ribosomal
subunit. PLoS Comput Biol, 2(20):0080–0087, 2006.
[19] Doruker P., R. L. Jernigan, and I. Bahar. Dynamics of large proteins through hierarchical levels
of coarse-grained structures. J. Comput. Chem., 23:119–127, 2002.
[20] Talkington MW, Siuzdak G, and Williamson JR. An assembly landscape for the 30s ribosomal
subunit. Nature, 438(7068):628–632, 2005.
[21] O. Marques. Blzpack: Description and user’s guide, 1995.
[22] Pemra Doruker and Robert L. Jernigan. Functional motions can be extracted from on-lattice
construction of protein structure. Proteins: Structure, Function, and Genetics, 53(2):174–181,
2003.
127
[23] Dengming Ming, Yifei Kong, Salih J. Wakil, Jacob Brink, and Jianpeng Ma. Domain movements
in human fatty acid synthase by quantized elastic deformational model. Proc. Natl. Acad. Sci. U.
S. A, 99(12):7895–7899, 2002.
[24] Powers T, Daubresse G, and Noller HF. Dynamics of in vitro assembly of 16s rrna into 30s
ribosomal subunits. J Mol Biol, 232:362–374, 1993.
[25] Recht MI and Williamson JR. Central domain assembly: Thermodynamics and kinetics of s6 and
s18 binding to an s15-rna complex. J Mol Biol, 313(35-48), 2001.
[26] Recht MI and Williamson JR. Rna tertiary structure and cooperative assembly of a large nucleo-
protein complex. J Mol Biol, 344:395–407, 2004.
128
CHAPTER 6. Principal component shaving method for clustering the
structures within an ensemble of NMR-derived protein
A paper in preparation
Abstract
In this project, a method for clustering the similar genes from microarray experiments is applied to
cluster the structures within NMR-derived structure ensemble. These results show that using principal
component shaving method, similar structures within an ensemble for the NMR-derived protein can be
clustered together.
Key words: principal component shaving, NMR-derived protein, cluster
Introduction
For a NMR-derived protein structure, they are generally deposited into the Protein Data Bank as
an ensemble containing many structures. Often we need to determine a representative structure or a
representative subset of structures from the whole ensemble. Finding these representative structures
from an ensemble might be useful for homology modeling and construction of a relational database of
protein structures. In order to find the representative structures, the clusters of structures within an
ensemble is required. There are several methods for clustering the structures within an ensemble of
NMR-derived protein. In Adzhubei’s clustering method[1], the pairwise superposition of all structures
using Cα is performed, and then a pairwise RMSD matrix is generated. Based on this distance matrix,
the cluster of the structures are processed. Howe use the Cα coordinate matrix and the Cα − Cα
distance matrix to represent the structures and apply principal component analysis to classify the
structures within an ensemble for NMR-derived proteins. Their results showed that the two different
representations of the protein structures gave similar clustering results [2].
Principal component shaving method is a method used to cluster similar gene expression patterns in
microarray analysis [3]. Unlike the common clustering method to generate mutually exclusive groups,
principal component shaving can be used to generate the gene clusters that are not mutually exclusive.
Considering that a gene product could have several biological functions, the cluster idea in principal
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component shaving is reasonable. Here we attempt to apply the principal component shaving method
to cluster the structures within an ensemble of NMR derived protein.
Materials and Method
Structure used in this study
A NMR-derived protein structures are used in this study. It contains 80 structures with 5 residues
on each structure.
Principal component shaving method
Principal component shaving method was firstly introduced by Hastie. This algorithm is described
as follows:[3]
1. Start with the entire expression matrix X˜ , each row centered to have zero mean.
2. Perform the SVD to find the first eigengene.
3. Compute the inner product of each gene with the first eigengene. Discard (shave off) a proportion
(typically 10 %) of the genes for which the inner product is smallest.
4. Repeat Steps 2 and 3 for the reduced cluster of genes until only one gene remains.
5. This produces a nested sequence of gene clusters Sn ⊃ Sk ⊃ Sk1 ⊃ Sk2 ⊃ . . . ⊃ S1, where Sk
denotes a cluster of k genes. Estimate the optimal cluster size kˆ using the gap statistic. The
gap test compares the variances for each subset Sk in the shaving sequence to a similar sequence
obtained from randomized data. Each row of the expression array X is randomly permuted, and
the percent variance explained by each cluster is compared.
6. Orthogonalize each row of X with respect to the mean of the genes in Skˆ (x¯Skˆ) to make sure that
the supergenes will be different from each other.
7. Repeat Steps 1-5 with the orthogonalized data to find the second optimal cluster. This process is
continued until a maximum a priori selected amount of clusters is found.
Instead of clustering the genes, here we applied this algorithm to cluster the structures within an
ensemble for a NMR-derived protein structure.
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RMSD calculation for the structures within an ensemble
Before applying the principal component shaving method to cluster the structures, the ”average”
structure is obtained by taking the average X,Y,Z coordinate of all structures. Based on the average
structure, the median structure is identified by taking the minimum mean square error between all other
structures and the average structure. Afterwards RMSD between all other structures and the median
structure are calculated. Then we calculate the average RMSD value across the structures and the
standard deviation of RMSD. After clustering, the average RMSD and the standard deviation within
each structure cluster are calculated.
Results and Discussion
The cluster from principal component shaving
The protein (PDB:1PLX) is used as an example to show how this method works. An ensemble of
this protein contains 80 structures. Here we used only Cα atom in our analysis. The median structure
is identified, and the RMSD between the median structure and the other 79 structures are calculated.
The average RMSD is 0.58, and the standard deviation is 0.38. Using each structure as the row,
and coordinates of each Cα as the column, a data matrix is constructed. Based on this data matrix,
principal component shaving method is applied to this data matrix. Totally, 6 clusters are obtained.
We calculated the average RMSD and standard deviation for each cluster. Table 6.1 shows the results:
Table 6.1 The average RMSD and standard deviation in each cluster
Cluster Num of Structures The average RMSD The standard deviation
1 12 0.25 0.09
2 27 0.25 0.06
3 63 0.42 0.25
4 24 0.40 0.26
5 31 0.39 0.26
6 50 0.41 0.25
It is obvious that the average RMSD of structures in all 6 clusters are smaller than the average
RMSD of all structures in this ensemble. If we compare the standard deviation of RMSD in each
cluster with the standard deviation of RMSD for all structures, the standard deviation of RMSD for
each cluster is smaller than that of all structure in this ensemble. Particularly, Cluster1 and Cluster2
that are identified using the principal component shaving method have very small standard deviations
in RMSD, which indicates that the structures in these clusters are similar in their conformations.
In principal component shaving method, we don’t need to calculate RMSD. Moreover this method
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can reduce the dimensionality, and all cluster process is based on the first principal component. Our
results show that the cluster results from principal component shaving are consistent with the structure
conformation similarity measured using RMSD between the structures.
Conclusion
In this paper, principal component shaving method is used to cluster the structures within an
ensemble of NMR-derived protein. The cluster results from principal component shaving are compared
to the results calculated using RMSD. The results show the structures in the cluster obtained from
principal component shaving have very similar RMSDs.
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CHAPTER 7. General Conclusion
In this PhD project, several research topics have been pursued. Here several conclusions were obtained:
Coarse-grained side chain orientation
By using two vectors, coarse-grained measurement for side chain orientation in proteins are per-
formed. We found that the average measurement for the different residue types are highly correlated
with residue’s hydrophobicities. The side-chain orientations of buried residues exhibit characteristically
different orientations than do exposed residues, in both monomeric and dimeric structures. Overall,
buried side chains point mostly inward, whereas surface side chains tend to point outward from the sur-
face. The local surface shape of residues have an influence on the side-chain orientations; the side-chain
orientations of residues in concave surface regions exhibit characteristically different orientations than
do residues in convex surface regions. In the case of interfacial residues between subunits, there are
statistically significant differences between exposed residues and interface residues for ALA, ARG, ASN,
ASP, GLU, HIS, LYS, THR, VAL, MET, PRO, and overall the interface residues have an increased ten-
dency to point inward. Presumably, these substantial differences in orientations of side chains may be
a manifestation of hydrophobic forces. Along with this research, we also develop visualization software
to visualize the general side chain orientation in protein structures.
Prediction for side chain orientation for each residue
The side chain orientations for each individual side chain have high variability in protein structure.
Several statistical machine learning methods are used to check the predictability for side chain orienta-
tion for each individual residues. The root mean square errors for the different models range only from
36.74 to 37.60 degrees and the correlation coefficients are all between 30% and 34%. The performances
of different models in the test set are thus quite similar, and show the relative predictive power of these
models to be significant in comparison with random assignment of side chain Ω angle.
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The correspondence between the experimental conformational changes and the motion
generated from elastic network models depends on the superposition methods used when
applied to the structure of NMR-derived proteins
In this project, the effect of different superposition methods on the correspondence between the
experimental conformation changes and the normal modes simulated using ANM are compared. For
correspondence between the experimental conformational change by single PC and the computed motion
space by single mode, for some proteins, we obtained higher correspondences when we used maximum
likelihood based superposition method. However, for most proteins, we got the higher correspondence
when we used least squared based method. For correspondence between the experimental conforma-
tional change space and the computed motion space are affected by the different superposition methods.
Generally, the least squares based method yields a closer correspondence between the evolutionary space
and the motion space, but the maximum likelihood based method leads to a somewhat lower corre-
spondence between two spaces. However the correspondence from two superposition method are higher
than 0.60.
The simulated motions of partially assembled 30S ribosome structures
In this project, by removing single protein,pairs of proteins and other selected sets of proteins, we
compare the difference in the fluctuations behaviors and the deformation energy when the proteins
are present and absent. Our results show that the removal of most proteins do not change the motion
behaviors of the partial structures, but that the removal of a few subunits does cause significant changes
to the motion behaviors of the partial structures, and these changes can be restored by the removal of
other subunits, which indicates the interdependencies of the influence from absence of these subunits on
the motion of the partial structures. We further found that the subunits showing some interdependencies
have strong positive motion correlation. Through these simulation studies, we find that S6 an S18 in
the 30S small subunit interact, and that there are high motion correlations between S6 and S18. The
previous computational studies and experiment results also prove our findings from ANM simulation.
Cluster an ensemble of NMR-derived protein
The principal component shaving method was applied to cluster the structures in an ensemble for
NMR-derived proteins. Our results using an ensemble show that this method can cluster the structures
in an ensemble into the conformationally related subset.
For this PhD project, the results from coarsed-grained side chain orientation and prediction for side
chain orientation for each residue are already published. The application of ANM in 30S subunit has
been submitted to Journal of Chemical Theory and Computation. I served as the first author for these
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three papers. For the principal conformation change and the application of the principal component
shaving for clustering structures for an ensemble of NMR-derived, we are going to submit our results
soon.
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