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THE MINIMAL ARITY OF NEAR UNANIMITY POLYMORPHISMS
LIBOR BARTO AND ONDRˇEJ DRAGANOV
ABSTRACT. Dmitriy Zhuk has proved that there exist relational structures which admit near unanimity poly-
morphisms, but the minimum arity of such a polymorphism is large and almost matches the known upper
bounds. We present a simplified and explicit construction of such structures and a detailed, self–contained
proof.
1. INTRODUCTION
An operation t : An → A of arity n ≥ 3 is called a near–unanimity (NU, for short) operation if
t(b, a, . . . , a) = t(a, b, a, . . . , a) = · · · = t(a, . . . , a, b) = b
for every a, b ∈ A. Relational structures admitting an NU polymorpism, that is, a compatible NU operation,
are interesting for numerous reasons. We refer the reader to [1, 4, 8, 9, 10, 12] and references therein.
The first author [1] and, independently, D. Zhuk [12] have proved that it is decidable whether a finite
relational structure A admits a near–unanimity polymorphism. Both proofs give an upper bound on the
smallest arity of an NU polymorphism. A refinement of these results from [2] (generalizing [6]) proves the
following upper bound.
Theorem 1.1. If a relational structure A with universe of size n ≥ 2 admits an NU polymorphism, then it
admits one of arity
1
2
(2m− 2)3
n
+ 1,
wherem ≥ 2 is the maximum arity of a relation in A.
Zhuk [12] has also constructed relational structures witnessing that this upper bound is essentially opti-
mal:
Theorem 1.2. For eachm ≥ 3 and n ≥ 2 (resp. m = 2, n ≥ 3), there exists a relational structure A with
universe of size n and relations of arity at most m such that A admits an NU polymorphism, but no NU
polymorphism of arity less than or equal to
(m− 1)2
n−2
(resp. 22
n−3
)
The lower bounds in Theorem 1.2 indicate that the combinatorial core of the proofs of Theorem 1.1 in
[1, 12, 2] cannot be circumvent. It is interesting to compare this with the situation for weak near–unanimity
operations, where the upper bound does not depend onm and the original huge upper bound in terms of n
that follows from [11] was eventually pushed down to linear [3]. Theorem 1.2 also shows that feasibility
results that depend on the arity of NU polymorphism are, for some structures, of purely theoretical interest;
for instance, the bounded strict width algorithm for fixed–template constraint satisfaction problems [8].
These are some of the reasons that make Theorem 1.2 interesting. Unfortunately, the proof of Theo-
rem 1.2 in [12] is rather involved: The relational structures contain a lot ofm-ary relations (about 2n) and
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they are defined in a complicated way from a matrix, which is recursively constructed. Moreover, the com-
putation of the minimal arity of an NU polymorphisms is quite sketchy and requires some concepts from
the more complex first part of the paper, which proves a version of Theorem 1.1.
In this paper we present a simplified and explicit construction of structures from Theorem 1.2 and a
detailed, self–contained proof.
We require only basic knowledge of universal algebra [7, 5]. Let us just recall that a polymorphism of a
structureA is compatible with every relation that is primitively positively definable (pp–definable, for short)
from A, that is, definable from A by a first order formula which uses only the equality, conjunction, and
existential quantification.
2. RELATIONS OF ARITY HIGHER THAN TWO
In this section we prove Theorem 1.2 for m ≥ 3 and n ≥ 2. The case m = 2 requires a slight
modification and is dealt with in the next section.
It will be convenient to slightly modify the parameters m,n. For the whole section we fix n ∈ N0
and m ∈ N, m ≥ 2. We will construct (Subsection 2.1) a relational structure A with an (n + 2)-element
universe whose relations have arity at most (m + 1), prove that it has no NU polymorphism of arity m2
n
(Subsection 2.4), and construct an NU polymorphism of aritym2
n
+ 1 (Subsection 2.5).
2.1. Construction. The structure A consists of all (nonempty) unary relations and n+ 1 relations of arity
m+ 1:
A = (A;S0, S1, . . . , Sn, 〈X |∅ 6= X ⊆ An〉),
where
A = {a, 0, 1, . . . , n}
Si =

{a, 0, . . . , i− 1} × {a, i}m \ {(a, i, . . . , i︸ ︷︷ ︸
m+1
)}


∪ {(i+ 1, . . . , i+ 1︸ ︷︷ ︸
m+1
), . . . , (n, . . . , n︸ ︷︷ ︸
m+1
)}.
2.2. Notation and useful facts. The following notation will be useful.
For i ∈ N0 we denote
Ai+1 = {a, 0, 1, . . . , i}, A
−
i+1 = Ai+1 \ {a} = {0, . . . , i},
that is, A0 = {a} and A = An+1. We equip each Ai with the linear order a < 0 < 1 < · · · < i.
Moreover, for i ∈ {0, . . . , n}, let Ri be the projection of Si onto the first two coordinates. Explicitly
(see Figure 1):
Ri = ({a, 0, . . . , i− 1} × {a, i}) ∪ {(i+ 1, i+ 1), . . . , (n, n)}.
Finally, for i ∈ {1, . . . , n}, we denote by Ai|i| . . . |n or a0 . . . i − 1|i| . . . |n the equivalence on A with
blocks {a, 0, . . . , i− 1}, {i}, {i+ 1}, . . . , {n}.
Lemma 2.1. Every polymorphism of A is compatible with Ai|i| . . . |n for every i ∈ {1, . . . , n}
Proof. We claim that
Ai|i| . . . |n = R
−1
0 ◦R
−1
1 ◦ · · · ◦R
−1
i−1 ◦Ri−1 ◦Ri−2 ◦ · · · ◦R1 ◦R0. (2.1)
We denote the right hand side by α.
To prove the inclusion “⊇”, we just need to verify that (r, r′), (r′, r) /∈ αi for every r, r
′ ∈ An+1, r ≥ i,
r 6= r′. This holds since (r, r′′) /∈ Rj for all r′′ 6= r and all j ∈ {0, . . . , i− 1}.
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FIGURE 1. Relation Ri
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FIGURE 2. Composition R−10 ◦R
−1
1 ◦ · · · ◦R
−1
i−1 ◦Ri−1 ◦Ri−2 ◦ · · · ◦R1 ◦R0
To prove the reverse inclusion, we first check that (r, r) ∈ αi for all r ∈ An+1, r ≥ i. This is true since
(r, r) ∈ Rj for every j ∈ {0, . . . , i− 1}.
Now we need to show that any pair (r, s), r, s ∈ {a, 0, . . . , i − 1}, is an element of α. This is best seen
in the picture: we go through the graph in Figure 2 using r–r edges until we get to the point where we can
“jump” through an t–a edge to a. Then we go through a–a edges until we can “jump” to s using a–s edge.
Then we go to the end through s–s edges.
Equation (2.1) implies thatAi|i| . . . |n is pp-definable fromR′is, which are pp-definable from A, and the
claim follows. 
For a set X we write (X, . . . , X) to mean “any vector (x1, . . . , xl) such that x1, . . . , xl ∈ X”. For
example,
t(Ai, . . . , Ai︸ ︷︷ ︸
l
, i+ 1, . . . , i+ 1, . . . , n, . . . , n) 6= a,
means
t(x1, . . . , xl, i+ 1, . . . , i+ 1, . . . , n, . . . , n) 6= a,
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for any x1, . . . , xl ∈ Ai.
The compatibility with Si will be used as follows.
Lemma 2.2. If t is a polymorphism of A and i ∈ {0, . . . , n}, then
t(a, . . . , a︸ ︷︷ ︸
m·la
, A−i , . . . , A
−
i︸ ︷︷ ︸
li
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
li+1
, . . . , n, . . . , n︸ ︷︷ ︸
ln
) 6= a,
whenever
t(a, . . . , a, i, . . . , i, . . . , i, . . . , i, i, . . . , i, i+ 1, . . . , i+ 1, . . . , n, . . . , n) = i
t(i, . . . , i, a, . . . , a, . . . , i, . . . , i, i, . . . , i, i+ 1, . . . , i+ 1, . . . , n, . . . , n) = i
...
...
t(i, . . . , i︸ ︷︷ ︸
la
, i, . . . , i︸ ︷︷ ︸
la
, . . . , a, . . . , a︸ ︷︷ ︸
la
, i, . . . , i︸ ︷︷ ︸
li
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
li+1
, . . . , n, . . . , n︸ ︷︷ ︸
ln
) = i


m
for arbitrary la, li, . . . , ln ∈ N0 such thatm · la+ li+ · · ·+ ln = k. (Lemma also holds for any permutation
of arguments, the same for every row.)
Proof. The “columns”
(a, a, i, . . . , i), (a, i, a, i, . . . , i), . . . , (a, i, . . . , i, a), (A−i , i, . . . , i),
(i+ 1, . . . , i+ 1), . . . , (n, . . . , n)
are in Si. Since t is compatible with Si, then t applied to the columns has to be in Si as well, i.e., it can not
be (a, i, . . . , i). Hence
t(a, . . . , a︸ ︷︷ ︸
m·la
, A−i , . . . , A
−
i , i+ 1, . . . , i+ 1, . . . , n, . . . , n) 6= a.

2.3. Example. We will show in the next subsection that A admits no NU polymorphism of aritym2
n
(and
thus no NU polymorphism of smaller arity). Since the formal proof is a bit technical, we first illustrate the
idea in the case n = m = 3, thus
A4 = {a, 0, 1, 2, 3}, A4, 4 = (A4;S0, S1, S2, S3, 〈DX |X ⊆ A4〉),
Si are 4-ary.
Let t be an NU polymorphism of A of arity 32
3
= 38. Step by step we show that t(a, . . . , a) 6= a, which
is a contradiction since t should preserve the unary relation {a}. In each step we choose a suitable tuple vk
so that t(vk−1) 6= a implies t(vk) 6= a and the number of initial a’s is 3 (=m) times larger than in vk−1.
The choice of these vectors in the general situation is described in Definition 1.
Since t is an NU term, we have
t(a, 3, 3, 3, . . . , 3) = 3,
t(3, a, 3, 3, . . . , 3) = 3,
t(3, 3, a, 3, . . . , 3︸ ︷︷ ︸
38−3
) = 3.
By Lemma 2.2 (with i = 3, la = 1, l3 = 3
8 − 3) we get
t(a, a, a, A−3 , . . . , A
−
3 ) 6= a.
By the same argument, this inequality also holds for any permutation of the arguments.
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In particular, we get
t(v0) = t(a, a, a︸ ︷︷ ︸
3
, 0, 0, 0, 0, 0, 0︸ ︷︷ ︸
32−3
, 1, . . . , 1︸ ︷︷ ︸
34−32
, 2, . . . , 2︸ ︷︷ ︸
38−34
) 6= a (2.2)
and similarly for any permutation of the arguments.
We now want to show that
t(v1) = t(a, . . . , a︸ ︷︷ ︸
32
, 1, . . . , 1︸ ︷︷ ︸
34−32
, 2, . . . , 2︸ ︷︷ ︸
38−34
) 6= a. (2.3)
Since t is compatible with the unary relation {a, 0, 1, 2} and t(v0) 6= a, then t(v0) ∈ {0, 1, 2}. If t(v0) ∈
{1, 2} then also t(v1) ∈ {1, 2}, because t is compatible with a0|1|2|3 by Lemma 2.1. In that case the
inequality (2.3) obviously holds.
Otherwise we have t(v0) = 0. In that case we use the compatibility with a0|1|2|3 to obtain
t(A1, . . . , A1︸ ︷︷ ︸
32
, 1, . . . , 1︸ ︷︷ ︸
34−32
, 2, . . . , 2︸ ︷︷ ︸
38−34
) ∈ A1 = {a, 0}
and thus, by (2.2) for suitable permutations, we get
t(a, a, a, 0, 0, 0, 0, 0, 0, 1, . . . , 1, 2, . . . , 2) = 0,
t(0, 0, 0, a, a, a, 0, 0, 0, 1, . . . , 1, 2, . . . , 2) = 0,
t(0, 0, 0, 0, 0, 0, a, a, a, 1, . . . , 1︸ ︷︷ ︸
34−32
, 2, . . . , 2︸ ︷︷ ︸
38−34
) = 0.
Inequality (2.3) now follows from Lemma 2.2 (with i = 0, la = 3, l0 = 0, l1 = 3
4 − 32, l2 = 38 − 34,
l3 = 0).
The next step is to show
t(v2) = t(a, . . . , a︸ ︷︷ ︸
33
, 0, . . . , 0︸ ︷︷ ︸
34−33
, 2, . . . , 2︸ ︷︷ ︸
38−34
) 6= a. (2.4)
We prove this similarly as before using inequality (2.3). We already now that t(v1) ∈ {1, 2}. If t(v1) = 2,
then t(v2) = 2 by the compatibility with a01|2|3, and (2.4) is again immediate. For the case t(v1) = 1
we use the compatibility with a01|2|3, compatibility of t with {a, 1, 2} and inequality (2.3) for suitable
permutations of the arguments to get
t(a, . . . , a, 1, . . . , 1, 1, . . . , 1, 1, . . . , 1, 2, . . . , 2) = 1,
t(1, . . . , 1, a, . . . , a, 1, . . . , 1, 1, . . . , 1, 2, . . . , 2) = 1,
t(1, . . . , 1︸ ︷︷ ︸
32
, 1, . . . , 1︸ ︷︷ ︸
32
, a, . . . , a︸ ︷︷ ︸
32
, 1, . . . , 1︸ ︷︷ ︸
34−3·32
, 2, . . . , 2︸ ︷︷ ︸
38−34
) = 1.
Inequality (2.4) now follows from Lemma 2.2.
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In a similar way we gradually prove the following inequalities:
t(a, . . . , a︸ ︷︷ ︸
34
, 2, . . . , 2︸ ︷︷ ︸
38−34
) 6= a, (2.5)
t(a, . . . , a︸ ︷︷ ︸
35
, 0, . . . , 0︸ ︷︷ ︸
36−35
, 1, . . . , 1︸ ︷︷ ︸
38−36
) 6= a, (2.6)
t(a, . . . , a︸ ︷︷ ︸
36
, 1, . . . , 1︸ ︷︷ ︸
38−36
) 6= a, (2.7)
t(a, . . . , a︸ ︷︷ ︸
37
, 0, . . . , 0︸ ︷︷ ︸
38−37
) 6= a, (2.8)
t(a, . . . , a︸ ︷︷ ︸
38
) 6= a. (2.9)
Inequality (2.9) gives us a contradiction.
2.4. Non-existence of NU polymorphisms of low arity. We now proof that A does not admit an NU
polymorphism t of arity m2
n
in general. For a contradiction, assume that t is such a polymorphism. Note
that the case n = 0,m = 2 is not interesting, so let us assume that n > 0 orm > 2.
We first introduce a useful notation. Let x1, . . . , xk ∈ A, x = (x1, . . . , xk) and let i ∈ A. We will denote
by Numx(i) the number of occurrences of the element i in the tuple x and by Numx(Ai) the number of
occurrences of the elements that are strictly less than i in x. Here we also allow i = n + 1 to denote
Numx(An+1) = k.
For b0, . . . , bl ∈ {0, 1}, l ∈ N, we denote by bl . . . b0 the integer with binary representation bl . . . b0.
Definition 1. Let k ∈ {0, 1, . . . , 2n − 1} be an integer with binary representation bn−1bn−2 . . . b1b0. For
i ∈ {a, 0, . . . , n− 1} we define
ϕk(i) =
{
mk+1, for i = a,
(1 − bi) ·mbn−1...bi+10...0+2
i
· (m2
i
− 1), for i ∈ {0, . . . , n− 1},
where there are i+ 1 zeros after bi+1 in the exponent.
Moreover, we put
vk = (a, . . . , a︸ ︷︷ ︸
ϕk(a)
, 0, . . . , 0︸ ︷︷ ︸
ϕk(0)
, . . . , n− 1, . . . , n− 1︸ ︷︷ ︸
ϕk(n−1)
).
For instance,
v0 = (a, . . . , a︸ ︷︷ ︸
m
, 0, . . . , 0︸ ︷︷ ︸
m·(m−1)
, 1, . . . , 1︸ ︷︷ ︸
m2·(m2−1)
, . . . , i, . . . , i︸ ︷︷ ︸
m2
i
·(m2
i
−1)
, . . . , n− 1, . . . , n− 1︸ ︷︷ ︸
m2
n−1
·(m2n−1−1)
).
Also note that Numvk(i) = ϕk(i).
We will need the following technical lemma.
Lemma 2.3. Let k ∈ {0, 1, . . . , 2n − 1} be an integer with binary representation bn−1bn−2 . . . b1b0. Let
i ∈ {0, . . . , n − 1} be the least index such that bi = 0, thus k = bn−1 . . . bi+10 1 . . .1︸ ︷︷ ︸
i
and k + 1 =
bn−1 . . . bi+11 0 . . .0︸ ︷︷ ︸
i
. Then
a) ϕk(j) = 0 for every j ∈ {0, 1, . . . , i− 1},
b) ϕk(i) = m
k+1 · (m2
i
− 1),
Numvk(Ai+1) = ϕk(a) + ϕk(i) = m
k+1+2i ,
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c) ϕk+1(i) = 0,
ϕk+1(j) = ϕk(j) for every j ∈ {i+ 1, . . . , n− 1},
d) Numvk+1(Ai) = ϕk+1(a) + ϕk+1(0) + · · ·+ ϕk+1(i− 1) = m
k+1+2i .
Proof. a) Follows from the definitions.
b) By the assumption, we have
k = bn−1 . . . bi+10 1 . . .1︸ ︷︷ ︸
i
= bn−1 . . . bi+10 0 . . .0︸ ︷︷ ︸
i
+ 0 . . . 0 1 . . . 1︸ ︷︷ ︸
i
=
= bn−1 . . . bi+1 0 . . . 0︸ ︷︷ ︸
i+1
+ 2i − 1.
Then, by the definition,
ϕk(i) = (1 − bi) ·m
bn−1...bi+10...0+2
i
· (m2
i
− 1) = mk+1 · (m2
i
− 1).
The second part follows from a) and an easy calculation
ϕk(a) + ϕk(i) = m
k+1 +mk+1 · (m2
i
− 1) = mk+1+2
i
.
c) Follows from the definition.
d) Since k + 1 = bn−1 . . . bi+11 0 . . . 0︸ ︷︷ ︸
i
, then
ϕk+1(a) + ϕk+1(0) + · · ·+ ϕk+1(i− 1) =
= mk+1+1 +mk+1+2
0
· (m− 1) +mk+1+2
1
· (m2 − 1) + · · ·+mk+1+2
i−1
· (m2
i−1
− 1) =
= mk+2 +mk+3 −mk+2 +mk+5 −mk+3 + · · ·+mk+1+2
i−1+2i−1 −mk+1+2
i−1
=
= mk+1+2
i
.

For k ∈ {0, 1, . . . , 2n − 1} and any permutation σ of {1, 2, . . . ,m2
n
} we will now prove by induction
on k that
t(σ(vk)) 6= a,
where by σ((x1, x2, . . . , xm2n )) we mean the tuple (xσ(1), xσ(2), . . . , xσ(m2n )). Without loss of generality
we will prove the claim only for the case σ = id – for a general permutation σ the induction step can be
repeated with all the arguments permuted by σ.
The base case k = 0 is a consequence of t being NU. We have
t(a, n, n, n, . . . , n) = n
t(n, a, n, n, . . . , n) = n
...
t(n, n, . . . , n, a︸ ︷︷ ︸
m
, n, . . . , n) = n.
By Lemma 2.2 with i = n,
t(a, . . . , a︸ ︷︷ ︸
m
, A−n , . . . , A
−
n ) 6= a.
In particular,
t(v0) 6= a.
We will now prove the induction step. Let k ∈ {0, 1, . . . , 2n − 2} and suppose that t(σ(vk)) 6= a for
every permutation σ. We will show that t(vk+1) 6= a.
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Let bn−1 . . . b0 be the binary representation of k and i ∈ {0, . . . , n − 1} be the least index such that
bi = 0. Then, by Lemma 2.3,
t(vk) = t(
mk+1︷ ︸︸ ︷
a, . . . , a, i, . . . , i︸ ︷︷ ︸
mk+1+2
i
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
ϕk(i+1)
, . . . , n− 1, . . . , n− 1︸ ︷︷ ︸
ϕk(n−1)
),
t(vk+1) =
t(
mk+2︷ ︸︸ ︷
a, . . . , a, 0, . . . , 0, . . . , i− 1, . . . , i− 1︸ ︷︷ ︸
mk+1+2
i
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
ϕk(i+1)
, . . . , n− 1, . . . , n− 1︸ ︷︷ ︸
ϕk(n−1)
).
As t is compatible with the unary relation {a, i, i+ 1, . . . , n− 1}, we get t(vk) ∈ {a, i, i+ 1, . . . , n− 1}.
We distinguish two cases.
If t(vk) = j ∈ {i+ 1, . . . , n− 1}, then t(vk+1) = j since a01 . . . i|i + 1| . . . |n is compatible with t
(see Lemma 2.1). In particular, t(vk+1) 6= a.
Otherwise t(vk) ∈ {a, i}. The compatibility with a01 . . . i|i + 1| . . . |n and {a, i, i+ 1, . . . , n− 1}
yields
t(µ(
mk+1︷ ︸︸ ︷
a, . . . , a, i, . . . , i︸ ︷︷ ︸
mk+1+2
i
), i+ 1, . . . , i+ 1︸ ︷︷ ︸
ϕk(i+1)
, . . . , n− 1, . . . , n− 1︸ ︷︷ ︸
ϕk(n−1)
) ∈ {a, i}
for any permutation µ. By the induction hypothesis, t(σ(vk)) 6= a for any permutation σ, and so
t(µ(
mk+1︷ ︸︸ ︷
a, . . . , a, i, . . . , i︸ ︷︷ ︸
mk+1+2
i
), i+ 1, . . . , i+ 1︸ ︷︷ ︸
ϕk(i+1)
, . . . , n− 1, . . . , n− 1︸ ︷︷ ︸
ϕk(n−1)
) = i
for any µ. Lemma 2.2 now yields
t(
m·mk+1︷ ︸︸ ︷
a, . . . , a, A−i , . . . , A
−
i︸ ︷︷ ︸
mk+1+2
i
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
ϕk(i+1)
, . . . , n− 1, . . . , n− 1︸ ︷︷ ︸
ϕk(n−1)
) 6= a,
so, in particular, t(vk+1) 6= a, which is our claim.
We have shown that t(vk) 6= a for every k ∈ {0, 1, . . . , 2
n − 1}, in particular
t(v2n−1) = t(a, . . . , a︸ ︷︷ ︸
m2
n
) 6= a.
This contradicts the fact that t preserves {a} and finishes the proof.
Remark 1. The proof actually shows thatA has no polymorphism t of aritym2
n
such that t(a, n, . . . , n) =
t(n, a, n, . . . , n) = · · · = t(n, . . . , n, a) = n.
2.5. Construction of an NU polymorphism. In this subsection we construct an NU polymorphism f of
the structure A of aritym2
n
+ 1. The construction here coincides with the one in [12].
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The operation f is defined by
f(x) =


n, ifm2
n
+ 1 > m2
n
·Numx(An),
n− 1, else if Numx(An) > m2
n−1
· Numx(An−1),
...
r, else if Numx(Ar+1) > m
2r · Numx(Ar),
...
0, else if Numx(A1) > m · Numx(A0),
a, else,
where we use the same notation Numx(Ar) as in the previous subsection. A more compact way to define
f is by setting
f(x) =
{
maxFx, if Fx 6= ∅,
a, otherwise,
where
Fx = {r ∈ {0, . . . , n} : Numx(Ar+1) > m
2r · Numx(Ar)}.
Note that the result of f does not depend on the order of arguments, only on the number of occurrences of
each element among the arguments.
We need to show that f is an NU operation, which is compatible with the relations S0, . . . , Sn and each
unary relationX ⊆ A.
First we show that f is compatible with X . Let x ∈ Am
2n+1 be a tuple and r be an element not in
x. If r ∈ {0, . . . , n}, then Numx(Ar+1) = Numx(Ar), hence Numx(Ar+1) ≤ m
2r · Numx(Ar), and
therefore f(x) 6= r. If r = a, then there exists the least s ∈ {1, . . . , n + 1} such that Numx(As) 6= 0. So
Numx(As) > m
2s−1 · Numx(As−1) = 0 and f(x) 6= a.
Next we verify that f is an NU operation. We already know that f(r, r, . . . , r) = r since it is compatible
with {r} for any r ∈ A. Let s, t ∈ A, s 6= t, and x = (s, . . . , s, t, s, . . . , s), where t is at any position in x.
Compatibility of f with {s, t} yields f(x) ∈ {s, t}. If s > t, then s 6= a and
Numx(As+1) = m
2n + 1 > m2
s
= m2
s
·Numx(As),
hence f(x) = s. If s < t, then t 6= a and
Numx(At+1) = m
2n + 1 < m2
t
·m2
n
= m2
t
·Numx(At),
hence f(x) 6= t and, again, f(x) = s.
It remains to prove that f is compatible with Sk for every k ∈ {0, . . . , n}. To simplify the notation,
let l = m2
n
+ 1 denote the arity of f . Let k ∈ {0, . . . , n} and M be a matrix (m + 1) × (m2
n
+ 1)
of elements in A such that M∗ 1,M∗ 2, . . . ,M∗ l ∈ Sk, i.e. every column of M is in Sk. Let us denote
v = (f(M1 ∗), . . . , f(M(m+1)∗)). We claim that v ∈ Sk.
v=
m1 1 m1 2 . . . m1 l
f
→ f(M1 ∗)
m2 1 m2 2 . . . m2 l
f
→ f(M2 ∗)
...
...
...
...
...
m(m+1) 1 m(m+1) 2 . . . m(m+1) l
f
→ f(M(m+1) ∗)∈ ∈ ∈
?
∈
Sk Sk . . . Sk Sk
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Since the columns of M are in Sk, there is no k in the first row of M. By compatibility with the unary
relations we get also f(M1∗) 6= k. In the other rows there are elements from {a, k, k + 1, . . . , n} and,
again by compatibility with the unary relations, f(Mi ∗) is in the same set for every i ∈ {2, . . . ,m+ 1}. If
there is some u > k in a column, then there is u at all coordinates of that column. Hence there is the same
number of u’s in every row for every u > k. This yields
NumM1 ∗(Au) = NumM2 ∗(Au) = · · · = NumM(m+1) ∗(Au) (2.10)
for all u ∈ {k + 1, . . . , n+ 1}.
It follows immediately that if the result of any row is f(Mi ∗) = u > k, then f(M1 ∗) = · · · =
f(M(m+1) ∗) = u and hence v ∈ Sk.
Otherwise, we have f(Mi ∗) ≤ k for every i ∈ {1, . . . ,m+ 1}. In this case v ∈ Sk except for the case
v = (a, k, . . . , k). We will show that this, however, can never happen.
For a contradiction, suppose f(M1∗) = a and f(Mi ∗) = k for every i ∈ {2, . . . ,m+ 1}. From
f(M1 ∗) = a, we get
NumM1 ∗(Ak) ≤ m
2k−1 ·NumM1 ∗(Ak−1) ≤ m
2k−1 ·m2
k−2
·NumM1 ∗(Ak−2) ≤ · · · ≤
≤ m2
k−1
·m2
k−2
· · · · ·m2
0
· NumM1 ∗(A0) = m
2k−1+2k−2+···+20 · NumM1 ∗(a) =
= m2
k
−1 · NumM1 ∗(a).
Since there is no k in the first row ofM , it follows from (2.10) that
NumMi ∗(Ak+1) = NumM1 ∗(Ak+1) = NumM1 ∗(Ak).
From f(Mi ∗) = k, we get
m2
k
· NumMi ∗(a) = m
2k · NumMi ∗(Ak) < NumMi ∗(Ak+1)
for every i ∈ {2, . . . ,m+ 1}.
Putting the previous three equations together we obtain
m2
k
· NumMi ∗(a) < m
2k−1 ·NumM1 ∗(a),
which simplifies to
m ·NumMi ∗(a) < NumM1 ∗(a) (2.11)
for every i ∈ {2, . . . ,m+ 1}. Therefore,
m+1∑
i=2
NumMi ∗(a) < NumM1 ∗(a). (2.12)
On the other hand, if we have the element a in the first coordinate of a column, there must be a also in
some other coordinate of that column, otherwise the column would be (a, k, . . . , k) /∈ Sk. Therefore, there
is at least the same number of occurrences of a in the first line as there is in the other lines combined, i.e.
m+1∑
i=2
NumMi ∗(a) ≥ NumM1 ∗(a),
which contradicts the inequality (2.12). This proves our claim that v ∈ Sk.
We have shown that f is compatible with the relation Sk for every k ∈ {0, . . . , n}, hence it is, indeed,
an NU polymorphism of A of aritym2
n
+ 1.
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3. BINARY RELATIONS
In this section we prove the lower bounds in Theorem 1.2 form = 2 and n ≥ 3.
Similarly to the previous section, it will be convenient to change the parametrization: we fix n ∈ N0 and
we will construct a relational structure B with universe of size n+ 3 and relations of arity at most 2, which
admits an NU polymorphism of arity 22
n
+ 1 and no NU polymorphism of smaller arity.
We remark that a folklore reduction (see, e.g., [1, Proposition 3.1]) would also produce binary structures
with quite large minimal arity of an NU polymorphism, but this construction is insufficient to match the
lower bound 22
n
.
3.1. Construction. The argument illustrated in Subsection 2.3 does not work for binary structures, because
the number of a’s in the vectors vk would not grow at all. This issue can be fixed by introducing additional
elements that behave similarly to a. The optimal choice for our purposes is to work with one additional
element.
We define
B = (B;R1,1, R1,2, R2,1, R2,2, . . . , Rn,1, Rn,2, 〈X |X ⊆ Bn+1〉),
where
B = {a1, a2, 0, 1, . . . , n}
Rni,j = ({a1, a2, 0, 1, . . . , i− 1} × {a1, a2, i} \ {(aj, i)})
∪ {(i+ 1, i+ 1), . . . , (n, n)}.
{a1, a2}
0
1
...
i− 1
i
i+ 1
i+ 2
...
n
{a1, a2}
0
1
...
i− 1
i
i+ 1
i+ 2
...
n
The dashed line denotes that aj is
not in the relation, but “the other
a” is.
(A) Relation Ri,j on Bn+1
a1
a2
0
1
2
3
a1
a2
0
1
2
3
Note that the pair (a1, 2) is not
connected.
(B) A concrete example – R2,1 on B = B4
FIGURE 3. Relation Ri,j
Similarly as before we define Bi+1 = {a1, a2, 0, 1, . . . , i} and equip Bi with the linear order
a1 < a2 < 0 < 1 < . . . < i.
Each polymorphism of B is compatible with the equivalencesBi|i| . . . |n (i ∈ {1, . . . , n}). The proof is
analogous to the proof of Lemma 2.1. An analogue of Lemma 2.2 is the following.
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Lemma 3.1. Let t be a polymorphism of B and i ∈ {0, . . . , n}. Let la1 , la2 , li, li+1, . . . , ln ∈ N0 be such
that their sum is k and la1 + la2 ≤ li. Let B
−
i = Bi \ {a1, a2}. Then
t(a1, . . . , a1, a2, . . . , a2, B
−
i , . . . , B
−
i , i+ 1, . . . , i+ 1, . . . , n, . . . , n) 6= a1,
t(a2, . . . , a2︸ ︷︷ ︸
la1+la2
, a1, . . . , a1︸ ︷︷ ︸
la1+la2
, B−i , . . . , B
−
i︸ ︷︷ ︸
li−(la1+la2 )
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
li+1
, . . . , n, . . . , n︸ ︷︷ ︸
ln
) 6= a2
whenever
t(a1, . . . , a1︸ ︷︷ ︸
la1
, a2, . . . , a2︸ ︷︷ ︸
la2
, i, . . . , i︸ ︷︷ ︸
li
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
li+1
, . . . , n, . . . , n︸ ︷︷ ︸
ln
) = i
(for any permutation of the arguments, the same for every row).
3.2. No low–arity NU polymorphism. Similarly to Subsection 2.4 one shows that B has no NU polymor-
phism of arity 22
n
. We discuss the necessary adjustment in the case n = 3.
Striving for a contradiction, let us assume that t is an NU polymorphism of B of arity 22
3
= 256. Using
the fact that t is compatible with Bi|i| . . . |n and Lemma 3.1 we show step by step that
t(a1, . . . , a1︸ ︷︷ ︸
128
, a2, . . . , a2︸ ︷︷ ︸
128
) /∈ {a1, a2},
which contradicts the compatibility of t with the unary relation {a1, a2}. Similarly as in Subsection 2.4 we
choose a suitable vector wk in every step so that t(wk−1) /∈ {a1, a2} implies t(wk) /∈ {a1, a2}. In each
step the number of ai’s will be doubled.
Let us denote B−3 = B3 \ {a1, a2} = {0, 1, 2}. Since t is NU, we have
t(a1, 3, 3, . . . , 3) = 3,
t(3, a2, 3, . . . , 3) = 3,
from which it follows by Lemma 3.1 that
t(a1, a2, B
−
3 , . . . , B
−
3 ) 6= a1,
t(a1, a2, B
−
3 , . . . , B
−
3 ) 6= a2.
In particular,
t(w0) = t(a1, a2, 0, 0, 1, . . . , 1︸ ︷︷ ︸
24−22=12
, 2, . . . , 2︸ ︷︷ ︸
28−24
) /∈ {a1, a2} (3.1)
and similarly for any permutation of the arguments. We want to show
t(w1) = t(a1, a1, a2, a2, 1, . . . , 1︸ ︷︷ ︸
24−22=12
, 2, . . . , 2︸ ︷︷ ︸
28−24
) /∈ {a1, a2}. (3.2)
If t(w0) is equal to 1 or 2, then we get (3.2) using the compatibility with B1|1|2|3. Otherwise t(w0) = 0
(we use the compatibility of t with {a1, a2, 0, 1, 2}) and using again the compatibility with B1|1|2|3 we
obtain
t(B1, B1, B1, B1, 1, . . . , 1, 2, . . . , 2) ∈ B1.
Since (3.1) holds for any permutation of arguments, then
t(a1, a2, 0, 0, 1, . . . , 1, 2, . . . , 2) = 0,
t(0, 0, a1, a2, 1, . . . , 1, 2, . . . , 2) = 0,
from which we deduce by Lemma 3.1
t(a1, a1, a2, a2, 1, . . . , 1, 2, . . . , 2) 6= a1,
t(a1, a1, a2, a2, 1, . . . , 1, 2, . . . , 2) 6= a2,
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so (3.2) holds. By the same argument, (3.2) also holds for any permutation of the arguments. Next we
justify
t(w2) = t(a1, a1, a1, a1, a2, a2, a2, a2, 0, . . . , 0︸ ︷︷ ︸
8
, 2, . . . , 2︸ ︷︷ ︸
28−24
) /∈ {a1, a2}. (3.3)
If t(w1) = 2, then (3.3) is a consequence of the compatibility with B2|2|3. Otherwise necessarily
t(w1) = 1 and using B2|2|3 and (3.2) for suitable permutations we derive
t(a1, a1, a2, a2, 1, . . . , 1︸ ︷︷ ︸
12
, 2, . . . , 2) = 1,
t(1, 1, 1, 1, a1, a1, a2, a2, 1, . . . , 1︸ ︷︷ ︸
8
, 2, . . . , 2) = 1,
from which we deduce (3.3) using Lemma 3.1. In a similar way we can gradually prove the following:
t(a1, . . . , a1︸ ︷︷ ︸
23
, a2, . . . , a2︸ ︷︷ ︸
23
, 2, . . . , 2︸ ︷︷ ︸
28−24
) /∈ {a1, a2},
t(a1, . . . , a1︸ ︷︷ ︸
24
, a2, . . . , a2︸ ︷︷ ︸
24
, 0, . . . , 0︸ ︷︷ ︸
26−25
, 1, . . . , 1︸ ︷︷ ︸
28−26
) /∈ {a1, a2},
t(a1, . . . , a1︸ ︷︷ ︸
25
, a2, . . . , a2︸ ︷︷ ︸
25
, 1, . . . , 1︸ ︷︷ ︸
28−26
) /∈ {a1, a2},
t(a1, . . . , a1︸ ︷︷ ︸
26
, a2, . . . , a2︸ ︷︷ ︸
26
, 0, . . . , 0︸ ︷︷ ︸
28−27
) /∈ {a1, a2},
t(a1, . . . , a1︸ ︷︷ ︸
27
, a2, . . . , a2︸ ︷︷ ︸
27
) /∈ {a1, a2}.
3.3. NU polymorphism exists. The following operation of arity 22
n
+ 1 is an NU polymorphism of f :
f(x) =


n, if 22
n
+ 1 > 22
n
·Numx(Bn),
n− 1, else if Numx(Bn) > 22
n−1
·Numx(Bn−1),
...
r, else if Numx(Br+1) > 2
2r ·Numx(Br),
...
0, else if Numx(B1) > 2 · Numx(B0),
a2, else if Numx(a2) > Numx(a1),
a1, else,
whereNumx(Br) has the same meaning as in Subsection 2.4, i.e. Numx(Br) is the number of occurrences
of elements from Br in x.
Operation f is an NU operation compatible with all the unary relations. This can be verified the same
way it was in Subsection 2.5.
The compatibility of f with Rk,s is also analogous. Let k ∈ {0, . . . , n}, s ∈ {1, 2}. Let us denote
l = 22
n
and let u = (u1, . . . , ul), w = (w1, . . . , wl), where ui, wi ∈ B, (ui, wi) ∈ Rk,s for every
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i ∈ {1, . . . , l}. We claim that also (f(u), f(w)) ∈ Rk,s.
u1 u2 . . . ul
f
→ f(u)
w1 w2 . . . wl
f
→ f(w)
∈ ∈ ∈
?
∈
Rk,s Rk,s . . . Rk,s Rk,s
The same way as in Subsection 2.5 we observe that if f(u) = r or f(w) = r for some r > k, then
f(u) = f(w) = r and (f(u), f(w)) ∈ Rk,s.
Suppose that f(u) ≤ k and f(w) ≤ k. Then the only possible outcome not in Rk,s is f(u) = as,
f(w) = k. We show by contradiction this is impossible. The same reasoning we used in Subsection 2.5 to
get (2.11) is now used to get
2 ·Numw(B0) < Numu(B0) = Numu(a1) + Numu(a2). (3.4)
Moreover,Numu(as) ≤ Numw(B0) because if ui = as for some i, then either wi = a1 or wi = a2 (since
(ui, wi) ∈ Rk,s). From this and (3.4) we obtain
2 · Numu(as) < Numu(a1) + Numu(a2).
We take Numu(as) away from both sides and see that the number of as in u is strictly lesser than the
number of “the other a’s”, therefore f(u) 6= as, a contradiction with our assumption.
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