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Abstract
We obtain both necessary and sufﬁcient conditions for a discrete variety in Cn to be an
interpolating variety for entire functions of minimal type.
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1. Introduction
Let Exp0(Cn) be the space of entire functions in Cn satisfying that for every  > 0,
there exists a constant A > 0 such that |f (z)| < Ae|z| for z ∈ Cn, i.e.,
sup
z∈Cn
{|f (z)|e−|z|} < +∞,
or equivalently, limr→∞ log M(r,f )r = 0, where M(r, f ) := max|z|=r|{|f (z)|}. The space
Exp0(Cn) is an important class of entire functions of infraexponential type (or exponen-
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tial type zero) in both complex analysis and harmonic analysis. It is, via Fourier–Borel
transformation, topologically isomorphic to the ring of inﬁnite order differential oper-
ators. The space has a natural projective limit structure and under its locally convex
topology it becomes a nuclear Fréchet algebra. In this paper, we are concerned with
the following interpolation problem for the algebra Exp0(Cn): Given a discrete va-
riety V = {zk} ⊂ Cn, under what necessary and sufﬁcient conditions is it true that
for any sequence {ak} of complex numbers in Exp0(V ) there exists an entire function
f ∈Exp0(Cn) such that f (zk) = ak for each k ∈N? We will then say that V is an
interpolating variety for Exp0(Cn). Here Exp0(V ) is the space of sequences {ak} of
complex numbers satisfying the same kind of growth condition, i.e., for any  > 0,
there exists a constant A > 0 such that |ak| < Ae|zk | for k ∈N, or
sup
k
{|ak|e−|zk |} < +∞.
The original interests in the subject rested on the fact that the study of many prob-
lems in harmonic analysis, like ﬁnding all distribution solutions or ﬁnding out whether
there are any to a system of linear partial differential equations with constant coef-
ﬁcients, or more generally, convolution equations in Rn, can be translated into in-
terpolation problems in spaces of entire functions with growth conditions. This idea,
which is the basis of Ehrenpreis’s fundamental principle for partial differential equa-
tions [13], was carried through for convolution equations by Berenstein and Taylor [8],
and has been further developed by them and others in various aspects. We refer to
[1,2,6,19,22] for more complete references on interpolation with growth conditions and
its relations and applications to harmonic analysis, transcendental number theory, and
applied mathematics. The interpolation problem for the space Exp0(Cn) is of particu-
lar interest in the study of Dirichlet series and inﬁnite order differential operators and
equations. For example, the well-known classic Fabry gap theorem in one complex vari-
able is actually a consequence of an interpolation theorem for the space Exp0(C) (see
[1, Chapter 6,5]). Some particular cases of the gap theorem can be found in the work of
Pólya, Bernstein, Levinson, and others (see [10,12,18]). Further studies of the gap the-
orem, suggested by Ehrenpreis [13], can be found in [3,5,7,16,17,23], etc. In particular,
the approach of Berenstein et al. [3] to the Fabry-type gap theorems in Rn as well as
their applications to Riemann theta zero-values, etc. is based on interpolation in Cn for
Exp0(Cn). These questions and applications brought to the forefront the need to further
understand interpolating varieties and seek both necessary and sufﬁcient interpolation
conditions for the space Exp0(Cn), rather than the space A|z|(Cn) of entire functions
f of exponential type satisfying that |f (z)| < AeB|z|, z ∈ Cn, for some A,B > 0, for
which interpolation has been extensively studied (cf. [1,4,8,19] and references therein).
Although the interpolation problems for Exp0(Cn) and A|z|(Cn) are related, the one
for Exp0(Cn) is evidently more delicate due to the fact that the growth conditions on
entire functions in Exp0(Cn), which are of minimal type, are more restrictive than the
one for entire functions in A|z|(Cn), which are of normal type. In the special case
n = 1, Jensen’s formula connects Nevanlinna’s counting function of the variety V with
derivatives of deﬁning functions of one complex variable at the points in V, which
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can be used to characterize interpolating varieties in the plane (cf. [5]). However, this
connection by Jensen’s formula fails when n > 1, although it is possible to estimate
the counting function (cf. [20]). As shown in the work [3] of Berenstein et al., some
sufﬁcient interpolation conditions for A|z|(Cn) can be carried over to Exp0(Cn) by
endowing Exp0(Cn) with a sort of inductive limit structure (compare Theorem 2.6 in
Section 2.). It however does not provide methods for necessary interpolation condi-
tions. So far, no both necessary and sufﬁcient interpolation conditions for Exp0(Cn)
have been known in several complex variables.
In this paper, both necessary and sufﬁcient interpolation conditions for Exp0(Cn),
which apply to arbitrary discrete varieties in Cn, will be established. As a matter of fact,
we will obtain the results for the more general space A0p(Cn), which is the algebra of
entire functions of minimal type with respect to a Ehrenpreis–Hörmander weight p (see
Section 2), i.e., entire functions f satisfying that limr→∞ log M(r,f )p(r) = 0, or equivalently,
supz∈Cn{|f (z)|e−p(z)} < +∞ for every  > 0. Clearly, interpolation for Exp0(Cn) is
the special case for the algebra A0p(Cn) with p(z) = |z|. We will state the detailed
results in Section 2, and give the proofs in Section 3.
2. Deﬁnitions and the results
The following deﬁnitions and notations will be used throughout the paper.
Deﬁnition 2.1. A plurisubharmonic function p : Cn→[0,∞) is called a weight (func-
tion) (cf. [13,15]) if it satisﬁes the following conditions:
log (1+ |z|) = o{p(z)} (2.1)
and
p(z) = p(|z|) and p(2z) = O{p(z)}. (2.2)
Deﬁnition 2.2. Let A(Cn) be the ring of all entire functions on Cn. Then
A0p(Cn) =
{
f ∈A(Cn) : lim
r→∞
log M(r, f )
p(r)
= 0
}
= {f ∈A(Cn) : ∀ > 0, ∃A > 0 such that |f (z)|A exp(p(z)), z ∈ Cn}.
The space A0p(Cn) is called the space of entire functions of minimal type (or zero
type) with respect to the weight p.
Deﬁnition 2.3. Let V = {zk} be a discrete variety on Cn. Then
A0p(V )
= {{ak} ⊂ C : ∀ > 0, ∃A > 0 such that |ak|A exp(p(zk)), k ∈ N}.
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Associated to a given discrete variety V = {zk}, there is a unique closed ideal in
A(Cn),
I = I (V ) := {f ∈A(Cn) : f (zk) = 0,∀k}.
Two entire functions g, h in Cn can be identiﬁed modulo I if and only f (zk) =
g(zk), k ∈N. The quotient space A(Cn)/I can be identiﬁed to the space A(V ) of all
sequences {ak}k ∈N of complex numbers, which can be described as “analytic functions”
on V. The map  : (f ) = {f (zk)}k ∈N is the natural restriction map from A(Cn) into
A(V ). The interpolation problem stated in the introduction is simply to determine
when  is surjective from A0p(Cn) to A0p(V ), or when it is true that for any sequence
{ak} ∈A0p(V ) there exists an entire function f ∈A0p(Cn) such that f (zk) = ak for any
k ∈N, i.e., f has a described value at each zk .
Deﬁnition 2.4. A discrete variety V = {zk} is an interpolating variety for A0p(Cn) if
the restriction map  is surjective from A0p(Cn) to A0p(V ).
Clearly, the interpolation problem for the algebra Exp0(Cn) is the special case for
A0p(Cn) with p(z) = |z|.
Throughout the paper, we will write f = (f1, f2, . . . , fm)∈A0p(Cn) if each fj ∈
A0p(Cn)(1jm), and we will use df to denote the Jacobian of f, which is the
determinant of the complex Jacobian matrix of f. The function p will be always a weight.
We will denote by Aq(G), where G ⊆ Cn is an open set and q is a positive function on
G, the space of holomorphic functions f on G satisfying that |f (z)|AeBq(z), z∈G,
for some constants A,B > 0.
We obtain the following both necessary and sufﬁcient interpolation condition, which
applies to arbitrary discrete varieties in Cn.
Theorem 2.5. Let V = {zk} ⊂ Cn be a discrete variety. Then V is an interpolating
variety for A0p(Cn) if and only if there exists an entire holomorphic mapping f : Cn →
Cn with f ∈A0p(Cn) such that V ⊆ f−1(0) and log 1|df (zk)| = o{p(zk)}.
The theorem lies on the previous result of Berenstein and the author on interpolation
for Ap(Cn) (see [4]). In the special case n = 1, the above condition may be proved by
using Jensen’s formula and the condition in terms of Nevanlinna’s counting function
of V (see [5]). It is however unknown whether or not counting functions can be used
to characterize interpolating varieties in Cn, which remains to be an open problem.
It would be also interesting to consider interpolation with multiplicities and explore
methods extensively used in transcendental number theory to get transcendence, mutual
independence, etc.; a new quantity associated to the mappings in Theorem 2.5 would be
needed to play the role of the Jacobian, since the Jacobian vanishes at all the singular
zeros due to the multiplicities. We will turn to these questions elsewhere.
Theorem 2.5 will enable us to obtain the following both necessary and sufﬁcient
condition given by means of distribution of points of the variety in a “tube
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neighborhood”
Sq(f, , C) := {z∈Cn : |f (z)| < e−Cq(z)} (2.3)
of the variety, where q is a positive function in Cn and , C > 0 are constants, which is
used in the geometric notion of slowly decreasing family introduced by Ehrenpreis [13]
and fundamental in the work of Berenstein and Taylor, Berenstein and Yger, Struppa,
and others on interpolation, division problems, Lojasiewicz type inequalities, and so on
(cf. [2,8,9,22], etc.). A similar sufﬁcient condition of this kind using the “tube” was
given in [3, Theorem 3.2] for the case that the variety is a complete intersection of the
zero sets of some mn locally slowly decreasing functions in Exp0(Cn). Note that
it is convenient and useful to allow mn, since a variety is not always a complete
intersection given by exactly n functions (cf. [3]).
Theorem 2.6. Let V = {zk} be a discrete variety in Cn and mn an integer. Then V
is an interpolating variety for A0p(Cn) if and only if there exist an entire holomorphic
mapping f : f : Cn → Cm with f ∈A0p(Cn) and a positive function q(z) = o{p(z)}
such that V ⊆ f−1(0), and for some constants , C > 0, each connected component
of the “tube" Sq(f, , C) contains at most one point in V and such a component has
diameter at most 1.
3. Proofs of the results
To prove our results, we need the following lemmas.
Lemma 3.1. Let V = {zk} be an interpolating variety for A0p(Cn). Then the restriction
map  : A0p(Cn) → A0p(V ) given by
(f ) = {f (zk)}k ∈N
(deﬁned in Section 2) is an open map that maps open sets to open sets, where A0p(Cn)
and A0p(V ) are endowed with their natural projective limit topologies.
The proof of the lemma follows from the well-known open mapping theorem (see
e.g. [21]). We will not include the proof here; however we need to describe explicitly
the projective limit topologies by specifying neighborhood bases for the topologies of
A0p(Cn) and A0p(V ), which will be needed later in the proof of Theorem 2.5.
The space A0p(Cn) can be identiﬁed with the space P = {(f, f, . . . , f, . . .) :
f ∈A0p(Cn)} by the natural identiﬁcation of f ∈A0p(Cn) with (f, f, f, . . .) in P,
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which is a subspace of the product space
∏
m∈N Pm = P1×P2×· · ·×Pm×· · · , where
Pm =
{
f ∈A(Cn) : ‖f ‖m,∞ := sup
z∈Cn
{|f (z)|e− 1mp(z)} <∞
}
.
Then, for any (f ) := (f, f, . . . , f, . . .)∈P , a neighborhood base of (f ) in P is given by
all the intersections ∩m∈H−1m (Um), where Um is any neighborhood of f with respect
to the topology m of Pm induced by the norm ‖f ‖m,∞, m the restriction to P of the
projection map of ∏m∈N Pm onto Pm, and H is any ﬁnite subset of N. Thus, by the
identiﬁcation, a neighborhood base of f in A0p(Cn) under the projective limit topology
is given by all the intersections
(∩m∈HUm) ∩ A0p(Cn), (3.1)
where Um is any neighborhood of f with respect to m in Pm and H is any ﬁnite subset
of N.
Similarly, a neighborhood base of a in A0p(V ) under the projective limit topology is
given by all the intersections
(∩m∈ I Vm) ∩ A0p(V ), (3.2)
where Vm is any neighborhood of a with respect to the topology of
Pm(V ) =
{
a = {ak}k ∈N : ‖a‖m,∞ := sup
k ∈N
{|ak|e− 1mp(zk)} <∞
}
,
induced by the norm ‖a‖m,∞, and I is any ﬁnite subset of N.
Lemma 3.2. Let h(r) : [0,∞)→ [0,∞) satisfy that h(r) = o{p(r)}. Then there exists
a weight g(|z|) such that h(r)g(r) and g(r) = o{p(r)}.
Proof. The proof follows from the following calculus lemma in [11] (A related state-
ment can be found in [3]): For any continuous and increasing function (r) of r0,
if (|z|) satisﬁes (2.1) and (2.2), and (er ) is convex, then for any function h(r) :
[0,∞) → [0,∞) satisfying that h(r) = o{(r)} there exists an increasing function
g(r) such that g(|z|) satisﬁes (2.1) and (2.2), g(er) is convex, and h(r) = o{g(r)}
and g(r) = o{(r)}. Note that the weight p satisﬁes (2.1), (2.2), and p(er) is con-
vex, since p is plurisubharmonic. Applying this lemma with (r) = p(r), we obtain
an increasing function g1(r) such that g1(|z|) satisﬁes (2.1), (2.2), g1(er ) is convex,
and h(r) = o{g1(r)} and g1(r) = o{p(r)}. Note the fact that H ◦ u is plurisubhar-
monic if H is convex and increasing, and u is plurisubharmonic. We thus have that
g1(|z|) = g1(eln |z|) is plurisubharmonic in view of the fact that log |z| is plurisubhar-
monic. Hence, g1(|z|) is a weight. Since h(r) = o{g1(r)}, there exists a constant A > 0
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such that h(r)g1(r) + A for all r0. Let g(z) = g1(z) + A. Then g is the desired
weight.
Proof of Theorem 2.5. Necessity: The proof involves a careful construction, based on
the topological structure of A0p(Cn), of the entire holomorphic mapping f : Cn → Cn
whose coordinate functions are in the right space and whose Jacobian satisﬁes the right
estimate in the theorem. To this end, we try to construct n convergent inﬁnite series in
a proper way from a sequence {gk}∞k=1 of entire functions in Cn having the property
that log |gk(z)| is well bounded by a small positive function q of p (“small” here
means that q(z) = o{p(z)}), which will be used to take care of the growth estimate
on the mapping, and, meanwhile, having the “diagonal” property that gk(zk) = 1 but
gk(zl) = 0 for all l = k, which will be used to take care of the estimate on the
Jacobian of the mapping. To construct such a sequence {gk}, we turn to construct, for
each k, a sequence {gk,m}∞m=1 that possesses three key properties: (a) each function in
this sequence satisﬁes the “diagonal” property; (b) the sequence is a normal family; (c)
although the functions in the sequence may not satisfy the right growth estimate stated
above, the limit of a subsequence (guaranteed by the normality) will satisfy the growth
condition. This limit would serve our purpose. With the above in mind, we now turn
to the constructions.
First of all, by (2.2), it is easy to check that there are two constants A,B > 1 such
that
p(w)Ap(z)+ B (3.3)
whenever |w − z| < 1. Fix a positive number N, say N = 2n+ 1, such that
∫
Cn
1
(1+ |z|)N d := L < +∞, (3.4)
where d is the Euclidean volume element in Cn.
We set for each positive integer m,
U0m = {f ∈A0p(Cn) : ‖f ‖m,∞ < Lm},
where ‖f ‖m,∞ := supz∈Cn{|f (z)|e−
1
m
p(z)}, and Lm > 1 is a (yet to be determined)
positive number.
We claim that we can take Lm properly so that the image (∩mj=1U0j ) of ∩mj=1U0j
under the restriction map  (in Deﬁnition 2.4 or Lemma 3.1) contains a set of the
form
W 0m :=
{
a = (ak)∈A0p(V ) : ||a||lm,∞ := sup
k ∈N
{|ak|e−
1
lm
p(zk)}m
}
,
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where lm, m are positive numbers, and m satisﬁes the condition that m1. In fact,
it is clear that U0m = Um ∩ A0p(Cn), where Um = {f ∈A(Cn) : ‖f ‖m,∞ < Lm}. By
(3.1), we know that U0m is a neighborhood of 0 in A0p(Cn). Then ∩mj=1U0j is also a
neighborhood of 0 in A0p(Cn). Since the restriction map  in Lemma 3.1 is an open
map, (∩mj=1U0j ) contains a neighborhood of 0 in A0p(V ) and so, by (3.2), contains
an open set of the form (∩m∈ I Vm) ∩ A0p(V ), where Vm is a neighborhood of 0 with
respect to the topology m in Pm(V ) (see (3.2)) and I is a ﬁnite subset of N. We then
deduce that there exist an integer lm > 0 and a m > 0 such that (∩mj=1U0j ) contains
the set W 0m mentioned above. However, the positive constant m obtained above might
not satisfy the required condition that m1. If this happens for some m, we then need
to revise the above sets. Suppose that m is the smallest positive integer so that m < 1
(m might be 1). We then replace Lj by 1m lj for 1jm, and replace U
0
j by
Uˆ0j :=
1
m
U0j :=
{
1
m
f : f ∈U0j
}
=
{
f ∈A0p(Cn) : ‖f ‖j,∞ <
1
m
Lj
}
for 1jm. One can then check, in view of the linearity of , that for each 1 im,
(∩ij=1Uˆ0j ) = 
(
∩ij=1
(
1
m
U0j
))
⊇ 1
m
(∩ij=1U0j )
⊇ 1
m
W 0i =
{
a = (ak)∈A0p(V ) : ||a||li ,∞
i
m
:= ˆi
}
:= Wˆ 0i ,
where ˆi = im 1 for each 1 im, in view of the fact that m is the smallest integer
satisfying that m < 1 and thus that ˆi = im i1 for 1 im − 1, and also that
ˆm = mm = 1. Thus, we can replace W 0i by Wˆ 0i for each 1 im, which satisﬁes
the desired requirement that ˆi1 for each 1 im. We can continue this process.
If m+11, we have nothing to revise. If m+1 < 1, we then use the above way to
get revised sets Wˆ 0i , 1 im + 1, for which we have that ˆi1 for 1 im + 1.
Continuing this way, we eventually obtain a sequence of sets in A0p(Cn), still denoted
by U0m, and a sequence of sets in A0p(V ), still denoted by W 0m, which satisfy that
(∩mj=1U0j ) ⊇ W 0m and m1 for each integer m1. This proves the claim.
Next, for each ﬁxed k, we consider ak = (0, . . . , 0, 1, 0, . . .) with all the entries in
ak being zero except the k−th entry that is 1. Then ak ∈W 0m for every m (It is here
where we need to use the requirement that m1). The fact that the set (∩mj=1U0j )
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contains W 0m implies that (∩mj=1U0j ) contains ak . Therefore, there exists a sequence
{gk,m}∞m=1 of entire functions such that gk,m ∈ ∩mj=1 U0j , and that (gk,m) = ak, i.e.,
gk,m(zk) = 1; gk,m(zl) = 0, l = k. (3.5)
The fact that gk,m ∈ ∩mj=1 U0j implies that ‖gk,m‖j,∞ < Lj for 1jm and so that
|gk,m(z)| < Lje
p(z)
j , 1jm, z ∈ Cn. (3.6)
In particular, |gk,m(z)|L1ep(z), z ∈ Cn. This together with (3.3) implies that {gk,m}∞m=1
is uniformly bounded in compact sets in Cn and so that {gk,m} is a normal family by
Montel’s theorem (see e.g. [14]). Thus, by passing to a subsequence we can assume
that {gk,m} converges to a function gk in Cn as m → ∞, which is an entire function
in Cn by the Weierstrass theorem. Clearly, gk also satisﬁes that
gk(zk) = 1; gk(zl) = 0, l = j. (3.7)
since each gk,m satisﬁes (3.5). Also, by (3.6) and noting that, limm→∞ gk,m(z) = gk(z),
for each m and each z ∈ Cn there exists an integer m0 > m such that
|gk(z)| |gk(z)− gk,m0(z)| + |gk,m0(z)|
1+ |gk,m0(z)|1+ Lje
p(z)
j
for each 1jm0. In particular,
|gk(z)|1+ Lme p(z)m 2Lme p(z)m .
Since this inequality is true for each m, we deduce that
|gk(z)| exp
(
inf
m
{
log(2Lm)+ 1
m
p(z)
})
:= exp(q(z)), (3.8)
where
q(z) = inf
m
{
log(2Lm)+ 1
m
p(z)
}
. (3.9)
Clearly, q is a small function of p, i.e., q(z) = o{p(z)}.
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Now for each ﬁxed integer j (1jn), we deﬁne for z∈Cn,
fj =
∞∑
k=1
(	j − 	k,j )g2k (z)
1
(1+ |zk|)N+1 exp(−2nAq(zk)), (3.10)
where z = (	1, . . . , 	n), zk = (	k,1, . . . , 	k,n), and A is the number in (3.3).
Let f = (f1, f2, . . . , fn). We will show that this is the desired mapping in the
theorem. To this end, we ﬁrst prove that fj satisﬁes the right growth estimate required
in the theorem, i.e., fj ∈A0p(Cn). For convenience, denote by fj,k the general term of
series (3.10). We then have that, in view of (3.8),
|fj,k(z)|(|z| + |zk|)e2q(z) 1
(1+ |zk|)N+1 exp(−2nAq(zk))
(1+ |z|)(1+ |zk|)e2q(z) 1
(1+ |zk|)N+1 exp(−2nAq(zk))
= (1+ |z|)e2q(z) 1
(1+ |zk|)N exp(−2nAq(zk)).
(3.11)
Set dk = min{1, inf l =k{|zl − zk|}}, and Dk = B(zk, dk2 ), the ball centered at zk with
radius dk2 . Then dk1 and Dk∩Dl = ∅ for k = l. By (3.9) and (3.3), when |z−w|1,
we have that
q(z) inf
m
{log(2Lm)+ 1
m
(Ap(w)+ B)}
A inf
m
{log(2Lm)+ 1
m
p(w)} + B = Aq(w)+ B,
(3.12)
where A and B are the numbers in (3.3). Hence, for |z− zk|1, by (3.8) we have that
|gk(z)|eq(z)eAq(zk)+B. If dk < 1, then there is a zl ∈V ∩B(zk, 1) such that zl = zk
and dk = |zl − zk|. Recall the following Schwarz lemma [14]: If h is holomorphic in
an open neighborhood of a closed ball B¯(	, r) in Cn centered at 	 and with radius r,
|h(z)|M for z∈B(	, r), and |I |hzI (	) = 0 whenever |I | < m for some m∈N, then
|h(z)|Mr−m|z − 	|m for z∈ B¯(	, r). Applying this lemma to gk(z) − gk(zk) in the
ball |z − zk| < 1 we obtain that |gk(z) − gk(zk)|2eAq(zk)+B |z − zk| and so that, in
view of (3.7),
dk = |zl − zk| 12e
−Be−Aq(zk) = Ce−Aq(zk), (3.13)
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where C = 12e−B < 1. This inequality is obviously also true if dk = 1. Therefore in
any case the volume of the ball Dk satisﬁes that
volDk = 

n
n!
(
dk
2
)2n
 

n
n!22n C
2ne−2nAq(zk).
We thus deduce, by (3.11), that
|fj,k(z)|(1+ |z|)e2q(z) 1
vol(Dk)
∫
Dk
1
(1+ |zk|)N exp(−2nAq(zk)) d
(1+ |z|)e2q(z) n!2
2n

n
C−2n
∫
Dk
1
(1+ |zk|)N d,
(3.14)
where d is the Euclidean volume element in Cn. Note that if z∈Dk,
1+ |z| < 1+ |z− zk| + |zk| < 2+ |zk| < 2(1+ |zk|).
Therefore, in view of the fact that Dk ∩Dl = ∅ for k = l, we have that
∞∑
k=1
∫
Dk
1
(1+ |zk|)N d
∞∑
k=1
∫
Dk
2N
(1+ |z|)N d
2N
∫
Cn
1
(1+ |z|)N d = 2
NL
(3.15)
by (3.4). Also, by (3.12), q(w)Aq(z) + B whenever |w − z| < 1. We thus have
showed that the series fj =∑∞k=1 fj,k converges uniformly in compact sets in Cn and
so that fj is an entire function in Cn. Moreover, by virtue of (3.14) and (3.15), we
have that
|fj (z)|22n+NL n!
n C
−2n(1+ |z|)e2q(z). (3.16)
But (1 + |z|)e2q(z) = elog(1+|z|)+2q(z) = eo{p(z)} by (2.1) and (3.9). We thus conclude
that fj ∈A0p(Cn).
It is obvious that V ⊆ f−1(0) by the construction of each fj (see (3.10) and (3.7)).
Next we show that the mapping f satisﬁes the estimate on its Jacobian in the theorem.
By (3.10) and (3.7) one can check that fj , 1jn, can be expanded into the following
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power series at each zk ,
fj (z) =ck(	j − 	k,j )
+
∞∑
i1+···+in=2
Ci1,...,in (	1 − 	k,1)i1 · · · (	j − 	k,j )ij · · · (	n − 	k,n)in ,
where
ck = 1
(1+ |zk|)N+1 exp(−2nAq(zk)), (3.17)
and Ci1,...,in ’s are complex numbers. It is clear that
log
1
ck
= (N + 1) log(1+ |zk|)+ 2nAq(zk) = o{p(zk)}
as k →∞ by (2.1) and (3.9). We also see that
(
fj
z1
(zk), . . . ,
fj
zj
(zk), . . . ,
fj
zn
(zk)
)
= (0, . . . , 0, ck, 0, . . . , 0)
with the jth entry being ck . Hence df satisﬁes that |df (zk)| = (ck)n and thus that
log 1|df (zk)| = n log 1ck = o{p(zk)}, which is the desired estimate in the theorem.
Sufﬁciency: By the hypotheses, for any m, there exists a em1 such that log 1|df (zk)| <
1
m
p(zk) + em for each k, and meanwhile, log |f (z)| < 1mp(z) + em for each z ∈ Cn.
Thus,
log
1
|df (zk)| < infm
{
1
m
p(zk)+ em
}
(3.18)
for each k, and
log |f (z)| < inf
m
{
1
m
p(z)+ em
}
(3.19)
for z ∈ Cn. Denote q1(z) = infm{ 1mp(z)+em}. Then it is clear that q1(z) = o{p(z)} and
|f (z)| < eq1(z). Applying Lemma 3.2 with h = q1, we obtain a weight g(z) = g(|z|)
satisfying that q1(z)g(z) and g(z) = o{p(z)}. Now suppose that a = {ak} is any
sequence in A0p(V ). It sufﬁces to prove that there exists a function F ∈A0p(Cn) such
that F(zk) = ak for all k ∈N. In fact, for each m, there exists a cm1 such that
|ak| < cme 1mp(zk) for all k ∈N. Hence, |ak| < exp(infm{log cm + 1mp(zk)}) for each
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k. Denote qa(z) = infm{log cm + 1mp(z)}. Then qa(z) = o{p(z)}, and |ak| < eqa(zk)
for each k. Using Lemma 3.2 again, we obtain another weight ga(|z|) satisfying that
qa(z)ga(|z|) and ga(|z|) = o{p(z)}. Set s(z) = max{g(|z|), ga(|z|)}. Then s is also
a weight satisfying that s(z) = o{p(z)}. By (3.18) and (3.19) and noting the fact that
q1(z)g(z)s(z), we have that
log
1
|df (zk)| < q1(zk)s(zk)
or
|df (zk)| > e−s(zk), (3.20)
and, meanwhile, by (3.19) we have that |f (z)| < es(z), which implies that f ∈As(Cn).
We then use the following result in [4]: If V = {zk} ⊆ f−1(0), where f = (f1, f2,
. . . , fn) : Cn → Cn is an entire holomorphic mapping with fj ∈Aq(Cn), q is a weight,
and |df (zk)| > L1e−L2q(zk), k ∈N, for some constants L1, L2 > 0 independent of k,
then for any sequence {k} of complex numbers with |k|c1ec2q(zk), k ∈N, for some
c1, c2 > 0, there exists an entire function F ∈Aq(Cn) such that F(zk) = k, k ∈N.
Applying this result to our situation with k = ak and noting that As(Cn) ⊂ A0p(Cn), we
obtain a F ∈A0p(Cn) satisfying that F(zk) = ak, k ∈N. Therefore, V is an interpolating
variety for A0p(Cn). 
Proof of Theorem 2.6. Necessity: For convenience, in the following proof we will use
C to denote a positive constant, which may dependent on n and the actual value of
which may vary from one occurrences to the next.
Let V = {zk} be an interpolating variety for A0p(Cn). Then by Theorem 2.5, there
exists an entire holomorphic mapping f = (f1, f2, . . . , fn) : Cn → Cn with f ∈A0p(Cn)
such that V ⊆ f−1(0) and log 1|df (zk)| = o{p(zk)}. More precisely, from the proof of
Theorem 2.5, we know by (3.16) and (3.17) that
|fj (z)|C(1+ |z|)e2q(z), (3.21)
and
|df (zk)| = cnk =
1
(1+ |zk|)n(N+1) exp(−2n
2Aq(zk)), (3.22)
where q is a positive function satisfying that q(z) = o{p(z)} and
q(z)Aq(w)+ B (3.23)
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whenever |z− w| < 1 (see (3.12)). Also we have, by (3.13), that
dk := min
{
1, inf
l =k{|zl − zk|}e
−Aq(zk)
}
. (3.24)
In the following, if (ai,j ) is a matrix, we let ||(ai,j )|| = maxi,j |ai,j |. Note that
for a point z = (	1, 	2, . . . , 	n) ∈ Cn, |z| = (|	1|2 + |	2|2 + · · · + |	n|2) 12 . Hence
||z|| |z|√n||z||. Denote by Jf the Jacobian matrix of f, and adj(Jf ) the adjoint of
the matrix Jf (i.e., the matrix formed by the cofactors of Jf). When |z − zk|1, it
follows from (3.21) and (3.23) that
|f (z)|C(1+ |zk|)e2Aq(zk).
By the Cauchy inequality, we deduce that
∣∣∣∣∣
f (zk)
	j
∣∣∣∣∣ C max|z−zk |1{|f (z)|}.
Hence we have that
‖Jf (zk)‖C max|z−zk |1 {|f (z)|}C(1+ |zk|)e
2Aq(zk)
and also that
‖adj(Jf )(zk)‖C
(
max|z−zk |1
{|f (z)|}
)n−1
C(1+ |zk|)n−1e2A(n−1)q(zk).
(3.25)
For convenience, we write a point in Cn as a column vector. Let
g(z) = f (z)− Jf (zk)(z− zk), z ∈ Cn.
Then for |z− zk|1, we have that
|g(z)| |f (z)| + |Jf (zk)(z− zk)|
 |f (z)| + √n||Jf (zk)(z− zk)||
 |f (z)| + √n||Jf || × ||z− zk||C(1+ |zk|)e2Aq(zk).
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Also, Jg(zk) = Jf (zk)− Jf (zk) = 0. Applying the Schwarz Lemma [14], which was
mentioned in the proof of Theorem 2.5, to each component of g in |z − zk| < 1, we
have that
|g(z)|C(1+ |zk|)e2Aq(zk)|z− zk|2 (3.26)
for |z− zk| < 1. On the other hand,
||(z− zk)|| = ||(Jf )−1(zk)Jf (zk)(z− zk)||
 ||(Jf )−1(zk)|| × ||Jf (zk)(z− zk)||
or, by virtue of (3.22) and (3.25),
|Jf (zk)(z− zk)| ||Jf (zk)(z− zk)||
 ||z− zk|| × ||(Jf )−1(zk)||−1
= ||z− zk|| | det Jf (zk)|||adj(Jf )(zk)||
A1|z− zk|(1+ |zk|)−nN−2n+1e−2A(n2+n−1)q(zk),
where A1 > 0 is a constant. This together with (3.26) implies that
|f (z)| = |Jf (zk)(z− zk)+ g(z)|
 |Jf (zk)(z− zk)| − |g(z)|
A1|z− zk|(1+ |zk|)−nN−2n+1e−2A(n2+n−1)q(zk)
− C(1+ |zk|)e2Aq(zk)|z− zk|2
= |z− zk|{A1(1+ |zk|)−nN−2n+1e−2A(n2+n−1)q(zk)
− C(1+ |zk|)e2Aq(zk)|z− zk|}.
(3.27)
We may increase the value of C in (3.27), if necessary, so that A1
C
< , where  is the
number in (3.24). Let
k = A12C (1+ |zk|)
−nN−2ne−2A(n2+n)q(zk).
Then
2k < e−Aq(zk)dk1
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by virtue of (3.24). Thus, the ball B(zk, k) does not contain any other points in the
variety V. And, on the boundary B(zk, k) of the ball, we have that, in view of (3.27),
|f (z)|k A12 (1+ |zk|)
−nN−2n+1e−2A(n2+n−1)q(zk)
= A
2
1
4C
(1+ |zk|)−2nN−4n+1e−2A(2n2+2n−1)q(zk)
1e−C1q1(zk),
(3.28)
where 1 = A
2
1
4C , q1(z) = log(1+ |z|)+ q(z), and
C1 = 2nN + 4n− 1+ 2A(2n2 + 2n− 1).
Clearly, q1(z) = o{p(z)} by (2.1) and the fact that q(z) = o{p(z)}. Consider the tube
neighborhood
Sq1(f, 1, C1) = {z ∈ Cn : |f (z)| < 1e−C1q1(z)}
of V. Then, by virtue of (3.28), the connect component of Sq1(f, 1, C1) containing zk
must be completely contained in the ball B(zk, k), which has diameter 2k < dk1
and does not contain any other points of V. If m = n in the theorem, then the above
mapping f satisﬁes all the conclusions in the theorem. If mn in the theorem, we can
then add m − n functions fn+1, . . . , fm ∈A0p(Cn) with V ⊆ f−1j (0) (n + 1jm).
Let F = (f1, f2, . . . , fm). Then V ⊆ F−1(0), and Sq1(F, 1, C1) ⊆ Sq1(f, 1, C1). It
is then easy to see that each connected component of Sq1(F, 1, C1) contains at most
one point in V and such a component has diameter at most 1. Therefore, the mapping
F satisﬁes all the conclusions in the theorem and can serve as the desired mapping in
the theorem.
Sufﬁciency: Suppose that {ak} ∈A0p(V ) be any given sequence. It sufﬁces to ﬁnd an
entire function F ∈A0p(Cn) such that F(zk) = ak for each k ∈ N. For any integer l
there exists a cl1 such that |ak| < cle 1l p(zk) for each k ∈N and, meanwhile, |f (z)| <
cle
1
l
p(zk) for each z ∈ Cn, since f ∈A0p(Cn). Thus, |ak| < exp(inf l{log cl + 1l p(zk)})
for each k and |f (z)| < exp(inf l{log cl + 1l p(z)}) for z ∈ Cn. Deﬁne ga(z) =
inf l{log cl + 1l p(z)}, and (z) = max{q(z), ga(z)}. Then (z) = o{p(z)}. By Lemma
3.2, there exists a weight qa(z) satisfying that (z)qa(z) and qa(z) = o{p(z)}. It
is clear that |ak| < eqa(zk) for each k, and |f (z)| < eqa(z) for each z ∈ Cn, which
implies that f ∈Aqa (Cn). Also, it is obvious that Sqa (f, , C) ⊆ Sq(f, , C). Thus,
by the hypotheses of the theorem, each connect component of Sqa (f, , C) contains
at most one point in V and such a component has diameter at most 1. Let Uk be
the connected component of Sqa (f, , C) containing zk . We deﬁne an analytic function
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 : Sqa (f ; , C)→ C by
(z) =
{
ak, if z∈Uk ,
0, if z∈ Sqa (f, , C) \ ∪k ∈NUk .
Then it is clear that (zk) = ak for all k ∈N. Moreover, on Uk we have that |z−zk|1,
since the diameter of Uk is at most 1, and thus that
|(z)| = |ak|eqa(zk)eAqa(z)+B (3.29)
for some A,B > 0 by virtue of property (2.2) of a weight, which implies that
qa(w)Aqa(z)+B whenever |w− z|1. By the deﬁnition of , estimate (3.29) holds
for all z in Sqa (f ; , C), which implies that ∈Aqa (Sqa (f, , C)). We then use the fol-
lowing result in [8, Theorem 2.2]: If ∈Aq(Sq(f, , C)), where q is a weight, and f =
(f1, f2, . . . , fm) : Cn → Cm is an entire holomorphic mapping with fj ∈Aq(Cn), then
there exist an entire function F ∈Aq(Cn) such that F(z) = (z) on the variety f (z) = 0.
Applying this result to our function , we obtain a function F ∈Aqa (Cn) ⊂ A0p(Cn)
such that F(z) = (z) on f−1(0) ⊇ V . In particular, F(zk) = (zk) = ak, k ∈N. This
shows that V is an interpolating variety for A0p(Cn). 
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