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Abstract
We consider provably-efficient reinforcement learning (RL) in non-episodic factored Markov decision processes
(FMDPs). All previous algorithms for regret minimization in this setting made the strong assumption that the factored
structure of the FMDP is known to the learner in advance. In this paper, we provide the first provably-efficient
algorithm that has to learn the structure of the FMDP while minimizing its regret. Our algorithm is based on the
optimism in face of uncertainty principle, combined with a simple statistical method for structure learning, and can
be implemented efficiently given oracle-access to an FMDP planner. It maintains its computational efficiency even
though the number of possible structures is exponential.
1 Introduction
Reinforcement learning (RL) considers an agent interacting with an unkown stochastic environment with the aim of
maximizing its expected cumulative reward. This is usually modeled by a Markov decision process (MDP) with a finite
number of states and actions. The vast majority of provably-efficient reinforcement learning has focused on the tabular
case, in which the state and action spaces are assumed to be small, and prove optimal (or near-optimal) regret bounds
[Bartlett and Tewari, 2009, Jaksch et al., 2010, Osband et al., 2016, Azar et al., 2017, Dann et al., 2017, Jin et al.,
2018, Zanette and Brunskill, 2019, Efroni et al., 2019, 2020, Fruit et al., 2018, Tarbouriech et al., 2019, Cohen et al.,
2020].
A current challenge in RL, which is the reality in many applications, is dealing with large state and action spaces
where even polynomial dependence of regret on state and action spaces size is unacceptable. There are two main
approaches previously taken by regret minimization algorithms to tackle this challenge. The first approach assumes
that the MDP has some linear structure in a low-dimensional space [Jin et al., 2020, Cai et al., 2019, Yang and Wang,
2019, Zanette et al., 2020a,b]. We focus on the second approach that considers factored MDPs.
In factored MDPs [Boutilier et al., 1995, 1999] the state space is composed of a few components, called factors,
and each component is determined by a small portion of the state-action space, termed scope. This allows for a
compact representation whenever the size of the scopes is small, but unfortunately the problem of planning (i.e.,
computing the optimal policy) in FMDPs is still NP-hard in general [Goldsmith et al., 1997, Littman, 1997]. Over
the years, the FMDP model proved to be useful since many approximate planning algorithms have shown empirical
success [Koller and Parr, 2000, Guestrin et al., 2001, 2003, Delgado et al., 2011, Sanner and Boutilier, 2005]. Since
we focus on the problem of exploration, we assume access to an FMDP planner.
Several algorithms have been developed that exploit the known factored structure to achieve sample complexity
polynomial in the parameters of the FMDP, which may be exponentially smaller than the size of the state-action
space [Kearns and Koller, 1999, Guestrin et al., 2002, Strehl, 2007, Szita and Lo˝rincz, 2009]. More recently, this
line of work was further extended to obtain algorithms with near-optimal regret bounds [Osband and Van Roy, 2014,
Xu and Tewari, 2020, Tian et al., 2020]. However, all of these algorithms assume that the factored structure of the
MDP is known to the learner in advance.
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In this paper, we provide the first algorithm to achieve provable regret bounds without any knowledge of the FMDP
structure. The problem of structure learning in FMDPs was previously studied [Strehl et al., 2007, Diuk et al., 2009,
Chakraborty and Stone, 2011, Guo and Brunskill, 2017], but here we show that the structure can be efficiently learned
while minimizing the regret. The methodology of our algorithm is eliminating structures that are not statistically
plausible, and then acting optimistically. Our main technical contribution is a novel method for efficiently computing
the optimistic policy that considers all plausible structures, although the number of possible structures is clearly ex-
ponential. Our second technical contribution is showing how to incorporate the simple structure learning method of
Strehl et al. [2007] in the optimism-based regret analysis of Jaksch et al. [2010].
We note that our algorithm is oracle-efficient, i.e., it can be implemented efficiently given oracle-access to an
FMDP planner. Our method extends the method of the DORL algorithm [Xu and Tewari, 2020], which is the only
previous algorithm for regret minimization that is oracle-efficient, to the case where the structure of the FMDP is
completely unknown to the learner. All other regret minimization algorithms cannot be implemented efficiently even
with an FMDP planner.
2 Preliminaries
An infinite-horizon average-reward MDP is described by a tupleM = (S,A, P, r), where S and A are the finite state
and actions spaces, respectively, r : S × A→ [0, 1] is the reward function1, and P : S ×A→ ∆(S) is the transition
function, where we used the notation∆(S) for the set of all distributions over the set S.
The interaction between the MDP and the learner is as follows. The learner starts in the initial state s1 ∈ S. At
time step t the learner observes the current state st, picks an action at and earns a reward r(st, at). At this point the
environment draws the next state st+1 ∼ P (· | st, at) and the process continues for t = 1, 2, . . . .
A stationary policy π : S → A is a mapping from states to actions, and its gain is determined by the average-reward
criterion:
λ(M,π, s) = lim
T→∞
1
T
E
[ T∑
t=1
r(st, π(st)) | s1 = s
]
,
where st+1 ∼ P (· | st, π(st)). In order to derive non-trivial regret bounds, there must be some constraints on the
connectivity of the MDP [Bartlett and Tewari, 2009]. We focus on communicating MDPs, i.e., MDPs with finite
diameterD <∞ [Jaksch et al., 2010].
Definition 1. Consider the stochastic process defined by a stationary policy π operating on an MDP M with initial
state s. Let T (s′ | M,π, s) be the random variable for the first time step in which state s′ is reached in this process.
Then the diameter ofM is defined as
D(M)
def
= max
s6=s′∈S
min
π:s→A
E[T (s′ |M,π, s)].
Let π⋆(M) = argmaxπ:S→A λ(M,π, s1) be the optimal policy of M , and λ
⋆(M) be the gain of π⋆(M) (we
often use the shorter notations π⋆ and λ⋆ when the context is clear). It is well-known that, for communicating MDPs,
neither the optimal policy nor its gain depend on the initial state s1. Next, we define the bias [Puterman, 1994] of state
s ∈ S as follows,
h(M, s) = E
[ ∞∑
t=1
(
r(st, π
⋆(st))− λ⋆
) | s1 = s].
The bias vector h(M, ·) satisfies the following Bellman optimality equations (see Puterman [1994]),
h(M, s) + λ⋆ = r(s, π⋆(s)) +
∑
s′∈S
P (s′ | s, π⋆(s))h(M, s′) ∀s ∈ S.
1For simplicity we assume that the reward function r is deterministic. However, all the results in this paper generalize to the case where the
rewards are stochastic and bounded in [0, 1] with probability 1.
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We are now ready to define the regret, that measures the performance of the learner. The regret is defined as the
difference between the total gain of the optimal policy in T steps and the cumulative reward obtained by the learner
up to time T , i.e.,
RT =
T∑
t=1
(
λ⋆ − r(st, at)
)
,
where the actions at are chosen by the learner and st+1 ∼ P (· | st, at).
2.1 Factored MDPs
Factored MDPs inherit the above definitions, but also possess some conditional independence structure in their re-
ward and transition functions. We follow the factored MDP definition of Osband and Van Roy [2014], Xu and Tewari
[2020], Tian et al. [2020], which generalizes the original definition of Boutilier et al. [2000], Kearns and Koller [1999]
to allow a factored action space as well. We start with a definition of a factored set and scope operation. Throughout
we will also use the notations X
def
= S × A, d for the number of state factors and n for the number of state-action
factors.
Definition 2. A setX is called factored if it can be written as a product of n setsX1, . . . , Xn, i.e.,X = X1×· · ·×Xn.
For any subset of indices Z ⊆ {1, . . . , n} such that Z = {i1, . . . , i|Z|}, let us define the scope set X [Z] def= Xi1 ×
· · · ×Xi|Z| . Further, for any x ∈ X define the scope variable x[Z] ∈ X [Z] to be the value of the variables xi ∈ Xi
with indices i ∈ Z . For singleton sets we will write x[i] for x[{i}] in the natural way.
Next, we define the factored reward function and transition function.
Definition 3. A reward function r is factored over S ×A = X = X1 × · · · ×Xn with scopes Zr1 , . . . , Zrℓ if and only
if, there exist functions {ri : X [Zri ]→ [0, 1]}ℓi=1 such that, for all x ∈ X , r(x) = 1ℓ
∑ℓ
i=1 ri(x[Z
r
i ]).
Definition 4. A transition function P is factored over X = X1 × · · · × Xn and S = S1 × · · · × Sd with scopes
ZP1 , . . . , Z
P
d if and only if there exist some {Pi : X [ZPi ]→ ∆(Si)}di=1 such that, for all x ∈ X and s′ ∈ S,
P (s′ | x) =
d∏
i=1
Pi(s
′[i] | x[ZPi ]).
Then, a factored MDP (FMDP) is defined by an MDP whose reward function and transition function are both
factored, and is fully characterized by the tuple
M =
(
{Si}di=1, {Xi}ni=1, {ZPi }di=1, {Pi}di=1, {Zri }ℓi=1, {ri}ℓi=1
)
.
As opposed to previous works [Osband and Van Roy, 2014, Xu and Tewari, 2020, Tian et al., 2020] that assumme
known factorization, in this paper the learner does not have any prior knowledge of the scopes ZP1 , . . . , Z
P
d , and they
need to be learned from experience. However, the learner knows in advance a boundm on the size of the scopes, i.e.,
|ZPi | ≤ m for every i. It is an interesting open problem whether similar techniques to Chakraborty and Stone [2011],
Guo and Brunskill [2017] can be applied to obtain regret bounds whenm is unknown.
To simplify presentation we assume the reward function is known, but all results can be generalized to learn the
rewards as well. We use the following notations for bounds on the size of the MDP: W = maxi=1,...,d |Si|, L =
maxZ:|Z|=m |X [Z]|.
3 Structure learning in FMDPs
To keep sample efficiency even when the structure of the FMDP is unknown, the learner must be able detect the actual
scopes ZP1 , . . . , Z
P
d . Our structure learning approach is based on a simple yet powerful observation by Strehl et al.
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[2007]. Since the i-th factor of the next state s′ is sampled from Pi(· | x[ZPi ]), an empirical estimate of the transition
function should remain relatively similar when we double the size of the scope by adding any additional scope Z .
Formally, let Z ⊆ {1, . . . , n}, and define the empirical transition function P¯ ti,Z at time step t as follows for any
v ∈ X [Z] and w ∈ Si,
P¯ ti,Z(w | v) =
N ti,Z(v, w)
max{N tZ(v), 1}
,
where N tZ(v) is the number of times we have visited a state-action pair x such that x[Z] = v up to time step t, and
N ti,Z(v, w) is the number of times this visit was followed by a transition to a state s
′ such that s′[i] = w. Regardless
of the choice of a scope Z , the expected value of P¯ t
i,ZP
i
∪Z
(s′[i] | x[ZPi ∪ Z]) remains Pi(s′[i] | x[ZPi ]).
We leverage this observation to define the notion of consistent scopes. Let i ∈ {1, . . . , d}. A scope Z of sizem is
consistent for i if for every other scope Z ′ of sizem, x ∈ X and w ∈ Si,
|P¯ ti,Z(w | x[Z])− P¯ ti,Z∪Z′ (w | x[Z ∪ Z ′])| ≤ O
(√
1
max{N tZ∪Z′(x[Z ∪ Z ′]), 1}
)
.
This definition is informal and should only be considered as the intuition for our algorithm described in the next
section. There are two important properties that follow from a simple application of Hoeffding inequality. First, the
actual scope ZPi will always be consistent with high probability. Second, if a different scope Z is consistent, then it
must be the case that the empirical estimates P¯ t
i,ZP
i
and P¯ ti,Z are close, because both are close to P¯
t
i,ZP
i
∪Z
= P¯ t
i,Z∪ZP
i
.
Therefore, they are also close to the actual transition function Pi, with high probability.
Thus, our approach for structure learning is to eliminate inconsistent scopes. In the next section we will show how
this idea can be combined with the method of optimism in face of uncertainty for regret minimization in FMDPs.
4 Algorithm
Our algorithm Structure Learn Factored UCRL (SLF-UCRL) follows the known framework of optimism in face of
uncertainty while learning the structure of the FMDP, and is described in Algorithm 1 (technical details are found in
Appendix A). Similarly to the UCRL algorithm [Jaksch et al., 2010], we split the time intoK episodes, where episode
k starts in time step tk and ends once the number of visits to some v ∈ X [Z ∪ Z ′] is doubled, where Z 6= Z ′ are
two scopes of sizem. Notice that using the standard doubling technique of Jaksch et al. [2010], i.e., when the number
of visits to some state-action pair is doubled, will result in a regret that depends on the size of the state-action space
rather than on the size of its factors. Moreover, our doubling approach is different than Xu and Tewari [2020], where
the episode size grows arithmetically. This allows us to obtain a tighter regret bound that depends on the sizes of all
the state-action factors, and not just the biggest one L.
For every state factor i we keep a set Z˜ki of its consistent scopes up to episode k, and in the beginning of the
episode we construct an optimistic MDPMk out of all possible configurations of consistent scopes. We then compute
the optimal policy πk of this optimistic MDP, and play it throughout the episode. Our method of computing πk is
described in Section 4.1, and it is crucial for obtaining an efficient (with access to a planner) algorithm since the
number of possible consistent structures may be exponential.
We use the notationsNk, P¯ k forN tk , P¯ tk , respectively. In addition, we denote by νk the counters for the number
of visits within episode k.
Remark (Computational complexity). The computational complexity of our algorithm depends exponentially on the
scope size m. This dependence is generally unavoidable [Abbeel et al., 2006, Strehl et al., 2007] since the number of
possible scopes is
(
n
m
)
and the size of the FMDP encoding is also exponential in m. This exponential dependence is
hidden in the parameter L, which the size of a space with m factors. However, FMDPs with large scope size are not
practical since the size of their representation is too large. Thus, one should think ofm as being very small compared
to n and d.
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Algorithm 1 SLF-UCRL
Input: confidence parameter δ, scope sizem, state space S = {Si}di=1, action space A, state-action space S×A =
X = {Xi}ni=1.
Initialize algorithm (Algorithm 3) and observe initial state s1.
for k = 1, 2, . . . do
Start new episode, and compute empirical transition function P¯ k and confidence bounds ǫk (Algorithm 4).
Eliminate inconsistent scopes (Algorithm 2).
Construct optimistic MDPMk and compute optimistic policy πk (Algorithm 5).
Execute policy πk until stopping condition is met (Algorithm 6).
end for
Algorithm 2 Eliminate inconsistent scopes
for i = 1, . . . , d do
for Z ∈ Z˜k−1i do
for Z ′ ⊆ {1, . . . , n} such that |Z ′| = m and v ∈ X [Z ∪ Z ′] and w ∈ Si do
if |P¯ ki,Z∪Z′(w | v)− P¯ ki,Z(w | v[Z])| > ǫki,Z∪Z′(v, w) then
Z˜ki ← Z˜ki \ {Z}.
end if
end for
end for
end for
4.1 Constructing the optimistic MDP
Most optimistic algorithms for regret minimization in MDPs construct an extended MDP with a continuous action
space to allow choosing any transition probability in the a confidence set. However, solving this extended MDP is not
feasible for FMDPs. Xu and Tewari [2020] show a different way to construct the extended MDP, when the factored
structure is known, such that it can be solved efficiently with access to an FMDP planner.
Their extendedMDP M˜ = (S, A˜, P˜ , r˜) has an action set A˜ = A×S, where (a, s′′) corresponds to playing action a
and using a transition function that puts all the uncertainty in the direction of s′′. Formally, the reward function ignores
s′′, i.e., r˜(s, a, s′′) = r(s, a), and the transition function is P˜ (s′ | s, a, s′′) =∏di=1 P˜i(s′[i] | (s, a)[ZPi ], s′′[i]), where
P˜i(s
′[i] | (s, a)[ZPi ], s′′[i]) = P¯ ki,ZP
i
(s′[i] | (s, a)[ZPi ])−W ki,ZP
i
(s′[i] | (s, a)[ZPi ])
+ I{s′[i] = s′′[i]} ·
∑
w∈Si
W ki,ZP
i
(w | (s, a)[ZPi ]),
for
W ki,Z(w | v) = min{ǫki,Z(w | v), P¯ ki,Z(w | v)}
ǫki,Z(w | v) =
√
18P¯ ki,Z(w | v) log 6dWLtkδ
max{NkZ(v), 1}
+
18 log 6dWLtkδ
max{Nki,Z(v), 1}
.
Thus, the size of the confidence set is controlled by ǫk
i,ZP
i
(w | v). Therefore, the extended MDP contains all the
extreme transition functions of the confidence set. Notice that M˜ is factored, and that its scope sizes increased by only
1. Therefore, it can be solved by the planner in similar time to solvingM .
The simplest way to extend this idea to unknown structure is to compute the optimistic MDP for every possible
configuration of consistent scopes, and pick the most optimistic configuration, i.e., the one in which λ⋆(M˜) is the
biggest. Clearly, this approach is not efficient since the number of configurations is exponential.
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In contrast, we extend the method of Xu and Tewari [2020] in a natural way. Without knowledge of the graph
structure, at each state, we want to pick a scope which is consistent so far. Therefore, we build the optimistic MDP
Mk = (S, A˜k, P˜ k, r˜)with the extended action set A˜k = A×S×Z˜k1×· · ·×Z˜kd , where (a, s′′, Z1, . . . , Zd) corresponds
to playing action a and using a transition function according to scopes Z1, . . . , Zd that puts all the uncertainty in the
direction of s′′. Formally,
P˜ ki (s
′[i] | s, a, s′′[i], Zi) = P¯ ki,Zi(s′[i] | (s, a)[Zi])−W ki,Zi(s′[i] | (s, a)[Zi])
+ I{s′[i] = s′′[i]} ·
∑
w∈Si
W ki,Zi(w | (s, a)[Zi]).
The problem here is that our optimistic MDP is no longer factored because the transition function of factor i can
depend on every factor of the state-action space (depending on the chosen scope Zi). In the next section we show that
we can still solve this optimistic MDP. This is done by constructing a slightly larger (but still polynomial) factored
MDP with the same optimal policy and optimal gain.
4.2 From optimistic MDP to factored MDP
In this section we show that we can compute the optimal policy ofMk efficiently (assuming access to a planner).
The issue with the optimistic MDP Mk is that P˜ ki depends on all the state-action factors, because the scope is
only determined by the policy. To overcome this, we change Mk such that now every time step is stretched across
1+ log
(
n
m
)
steps. In the first step the policy chooses (a, s′′, Z1, . . . , Zd) as described in the previous section, and then
the next log
(
n
m
)
are just used to perform the transition according P˜ k while keeping the scope sizes small. The idea is
to perform a transition w.r.t every possible consistent scope, and then use only the transition picked by the policy.
Formally, define M̂k = (Ŝk, Âk, P̂ k, r̂k) as follows. The state space is Ŝk = S × {0, 1, . . . , log (nm)} × Z˜k1 ×
· · · × Z˜kd ×Ω, where the first S keeps the state, then {0, 1, . . . , log
(
n
m
)} keeps a counter of the current step within the
actual time step, then Z˜k1 × · · · × Z˜kd keeps the policy’s picked scopes so they will not change through the following
log
(
n
m
)
steps, and finally Ω is only there to enable performing the transition while keeping small scope sizes (will be
defined later). The action space is Âk = A× S × Z˜k1 × · · · × Z˜kd as mentioned in the previous section.
The ”temporary” working space is Ω = S(
n
m) × S⌈(nm)/2⌉ × · · · × S2 × S. It allows us to perform transitions
according to all possible
(
n
m
)
scopes2, and then in log
(
n
m
)
we can pick the transition according to the policy’s decision,
while maintaining scopes of size 3 (to determine the next step each factor needs to consider two factors from the
previous step and the counter). Finally, the last S copy is transferred to the first one, and we complete one ”original”
time step.
More formally, an original state s ∈ S is mapped to state (s, 0, . . . ), and picking action (a, s′′, Z1, . . . , Zd) results
in a reward of r̂k((s, 0, . . . ), (a, . . . )) = r(s, a) and a transition to (s, 1, Z1, . . . , Zd, τ, . . . ), where τ ∈ S(
n
m) is where
the optimism of s′′ comes to play, i.e., the probability to transition to w′ = τ [i, Z] is
P¯ ki,Z(w
′ | (s, a)[Z])−W ki,Z(w′ | (s, a)[Z]) + I{w′ = s′′[i]} ·
∑
w∈Si
W ki,Z(w | (s, a)[Z]).
Notice that the scope here is only of size at mostm+ 1 which is similar to Xu and Tewari [2020]. In the next log
(
n
m
)
steps we will eliminate half of τ in each step according to Z1, . . . , Zd until we remain with our next state s
′ and then
transition to (s′, 0, . . . ). In these steps the policy has no effect and the rewards are all zero.
In terms of computational complexity, this MDP is factored and polynomial in size when compared toM . Indeed,
the scope size is bounded bym+ 1 (compared tom), the number of state factors is 2d+ 1+ 2d
(
n
m
)
(compared to d),
the number of state-action factors is n+2d (compared to n), the size of each state factor is bounded bymax{W, (nm)}
(compared toW ), and finally the size of each scopes sized state-action space is bounded by L log
(
n
m
)
max{W, (nm)}
(compared to L). Thus, any planner that is able to solve the original MDP can also solveMk.
Clearly, this FMDP version ofMk simulates exactly our idea from the previous section: the policy chooses a scope
in addition to action. The additional log
(
n
m
)
steps just perform the transition in a factored manner. The easiest way to
2actually less because some scopes are inconsistent, we ignore this here but inconsistent scopes can be replaced by some symbol ⊥.
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see this is to think about the probability to move from state s to state s′ inMk under some policy π˜. This probability
is exactly the probability that π˜ chooses an action a and some scopes Z1, . . . , Zd (which will be the same in M̂
k), and
then the transition to s′ is given by P˜ k when the uncertainty goes to some s′′ chosen by π˜. This is exactly the same
probability as the probability of transitioning from (s, 0, . . . ) to (s′, 0, . . . ) in M̂k because log
(
n
m
)
are deterministic
and are fully determined by Z1, . . . , Zd.
Given that we solve this M̂k, we have a policy πˆk = π⋆(Mk) from which we can easily extract a policy forMk
as π˜k(s) = πˆk((s, 0, . . . )) and for the original MDP by πk(s) = πˆk((s, 0, . . . ))[1] = π˜k(s)[1].
5 Analysis
In this section we prove the regret bound of our algorithm.
Theorem 1. With probability at least 1− δ, the regret of SLF-UCRL is bounded by:
RT ≤ O˜
( d∑
i=1
∑
Z:|Z|=m
D
√
|Si||X [Zpi ∪ Z]|T
)
≤ O˜
((
n
m
)
dD
√
WL2T
)
.
The worst-case (i.e., the second) bound matches the bound of Xu and Tewari [2020] up to a factor of
(
n
m
)√
L, but
their algorithm has full access to the structure of the FMDP. As mentioned before, the exponential dependence in m
is unavoidable (hidden in the parameter L), but it remains an open problem whether our linear dependence in
(
n
m
)
is
necessary. The extra
√
L factor follows from our structure learning method, i.e., comparing all pairs of scopes Z 6= Z ′
of size m, and can probably be avoided with methods such as the meteorologist algorithm of Diuk et al. [2009]. Still,
it remains unknown how to incorporate these methods in a regret minimization algorithm. We emphasize that an
algorithm that ignores the unknown factored structure will suffer regret that is polynomial in the size of the MDP,
which is exponential compared to our regret bound.
We now turn to prove Theorem 1. Denote λ⋆ = λ⋆(M) and λk = λ⋆(Mk). The analysis follows Xu and Tewari
[2020] which follows the standard regret analysis framework of Jaksch et al. [2010]. The novelty here is handling
consistent scopes and their elimination, and connecting between λ⋆ and λk when the FMDPsM andMk have different
structures.
5.1 Regret decomposition
We start by decomposing the total regret into the regret in each episode, and then further decomposing it into two
parts:
RT =
T∑
t=1
(λ⋆ − r(st, at))
=
K∑
k=1
tk+1−1∑
t=tk
(λ⋆ − r(st, at))
=
K∑
k=1
tk+1−1∑
t=tk
(λ⋆ − λk) (1)
+
K∑
k=1
tk+1−1∑
t=tk
(λk − r(st, πk(st))). (2)
The term (1) is the difference between the optimal gain in the actual MDP and the optimistic MDP, and is bounded by
0 using optimism in Section 5.3. The term (2) is the deviation of actual sum of rewards from its expected value in the
optimistic MDP, and is bounded by concentration arguments in Section 5.4.
The theorem then follows from the combination of these two bounds, and because the true MDP M is in the
confidence sets of all episodes with probability at least 1− δ, by Section 5.2.
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5.2 Confidence sets
The confidence set of episode k is defined as all the transition functions P ′ = {P ′i : X [ZPi ]→ ∆Si}di=1 such that for
every factor i = 1, . . . , d and for all values w ∈ Si , v ∈ X [ZPi ],
|P¯ ki,ZP
i
(w | v)− P ′i (w | v)| ≤ ǫki,ZP
i
(w | v).
The confidence sets contain the true MDPM with high probability. This follows from a simple application of Multi-
plicative Chernoff Bound (see Lemma 4.9 in Kleinberg et al. [2008]).
Lemma 2. Consider n i.i.d random variables X1, . . . , Xn on [0, 1], and let µ be their mean. Then, with probability
at least 1− δ, ∣∣ 1
n
n∑
i=1
Xi − µ
∣∣ ≤
√
3
n
∑n
i=1Xi log(2/δ)
n
+
3 log(2/δ)
n
.
Using this, and a union bound over all factors i = 1, . . . , d, all values w ∈ Si and v ∈ X [ZPi ], and all time
steps t shows that indeed the confidence sets containM with probability 1 − δ. This also implies that the true scopes
ZP1 , . . . , Z
P
d stay consistent throughout the process since the expected value of P¯
k
i,ZP
i
∪Z
(w | v′) is Pi(w | v[ZPi ]),
and adding Z does not have an effect on the distribution.
5.3 Optimism
This section follows Xu and Tewari [2020], but accommodates to the fact that the structure of the optimistic MDP may
be different than the true structure.
Lemma 3. For any policy π : S → A and any vector h ∈ R|S|, let π˜ : S → A × S × Z˜k1 × · · · × Z˜kd be the policy
satisfying π˜(s) = (π(s), s⋆, ZP1 , . . . , Z
P
d ) where s
⋆ = argmaxs∈S h(s). Then, given thatM is in the confidence set
and that all the true scopes are consistent,∑
s′∈S
(
P˜ k(s′ | s, π˜(s))− P (s′ | s, π(s)))h(s′) ≥ 0 ∀s ∈ S.
Proof. Fix s ∈ S and denote x = (s, π(s)). For every i = 1, . . . , d and w ∈ Si, define P−i (w | x[ZPi ]) = P¯ ki,ZP
i
(w |
x[ZPi ]) −W ki,ZP
i
(w | x[ZPi ]), and notice that P−(s′ | x) ≤ P (s′ | x) sinceM is in the confidence set. Next, define
α(s′ | x) def= P¯ k(s′ | x)−P (s′ | x) and α−(s′ | x) def= P¯ k(s′ | x)−P−(s′ | x), and notice that α(s′ | x) ≤ α−(s′ | x).
Without loss of generality assumemaxs∈S h(s) = D. By construction of the optimistic transition function,∑
s′∈S
P˜ k(s′ | x)h(s′) =
∑
s′∈S
P−(s′ | x)h(s′) +D(1−∑
s′∈S
P−(s′ | x))
=
∑
s′∈S
P−(s′ | x)h(s′) +D
∑
s′∈S
α−(s′ | x)
=
∑
s′∈S
(P¯ k(s′ | x)− α−(s′ | x))h(s′) +Dα−(s′ | x)
=
∑
s′∈S
P¯ k(s′ | x)h(s′) + (D − h(s′))α−(s′ | x)
≥
∑
s′∈S
P¯ k(s′ | x)h(s′) + (D − h(s′))α(s′ | x)
=
∑
s′∈S
(
P¯ k(s′ | x) − α(s′ | x))h(s′) +Dα(s′ | x)
=
∑
s′∈S
P (s′ | x)h(s′) +D
∑
s′∈S
α(s′ | x) =
∑
s′∈S
P (s′ | x)h(s′).
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Corollary 4. Let π˜⋆ : S → A × S × Z˜k1 × · · · × Z˜kd be the policy that satisfies π˜⋆(s) = (π⋆(s), s⋆, ZP1 , . . . , ZPd ),
where s⋆ = maxs∈S h(M, s). Then, given thatM is in the confidence set and that all the true scopes are consistent,
λ(Mk, π˜⋆, s1) ≥ λ⋆ for any starting state s1.
Proof. Let ρ(·) ∈ R|S| be the vector of stationary distribution playing policy π⋆ inMk. By definition of the average
reward we have,
λ(Mk, π˜⋆, s1)− λ⋆ =
∑
s∈S
ρ(s)r˜k(s, π˜⋆(s))− λ⋆
=
∑
s∈S
ρ(s)
(
r˜k(s, π˜⋆(s))− λ⋆)
=
∑
s∈S
ρ(s)
(
r(s, π⋆(s))− λ⋆)
=
∑
s∈S
ρ(s)
(
h(M, s)−
∑
s′∈S
P (s′ | s, π⋆(s))h(M, s′)
)
=
∑
s∈S
ρ(s)
(∑
s′∈S
P˜ k(s′ | s, π˜⋆(s)) −
∑
s′∈S
P (s′ | s, π⋆(s))
)
h(M, s′) ≥ 0,
where the third equality is by definition of the reward function inMk and the forth is by the Bellman equations. The
last equality follows because ρ is the stationary distribution of π˜⋆ is Mk and therefore ρ(s′) =
∑
s∈S ρ(s)P˜
k(s′ |
s, π˜⋆(s)). The final inequality is by Lemma 3.
5.4 Bounding the deviation
In this section we bound the term (2). Denote by νk(s, a) the number of visits to state-action pair (s, a) in episode k,
and let νk(s) = νk(s, πk(s)) and∆k =
∑
s∈S
∑
a∈A ν
k(s, a)(λk − r(s, a)). By the Bellman optimality equations in
the optimistic modelMk we have,
∆k =
∑
s∈S
∑
a∈A
νk(s, a)(λk − r(s, a))
=
∑
s∈S
∑
a∈A
νk(s, a)
(∑
s′∈S
P˜ k(s′ | s, π˜k(s))hk(s′)− hk(s))
=
∑
s∈S
νk(s)
∑
s′∈S
hk(s′)
(
P˜ k(s′ | s, π˜k(s)) − P (s′ | s, πk(s)))
+
∑
s∈S
νk(s)
(∑
s′∈S
P (s′ | s, πk(s))hk(s′)− hk(s))
≤ D
∑
s∈S
νk(s)‖P˜ k(· | s, π˜k(s))− P (· | s, πk(s))‖1 (3)
+
tk+1−1∑
t=tk
(∑
s′∈S
P (s′ | st, at)hk(s′)− hk(st)
)
, (4)
where hk(s) = h(Mk, s), and the last inequality follows from standard arguments [Jaksch et al., 2010] since hk(s) ≤
D similarly to Lemma 3 in Xu and Tewari [2020]. We can add and subtract hk(st+1) to term (4), and then when we
sum it acroos all episodes, we obtain a telescopic sum bounded by KD for all episode switches, and a martingale
difference sequence bounded with probability at least 1− δ using Azuma inequality:
K∑
k=1
tk+1−1∑
t=tk
(∑
s′∈S
P (s′ | st, at)hk(s′)− hk(st)
) ≤ O(D√T log T
δ
+KD
)
.
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We can bound the distance between P and P˜ k by the sum of distances between Pi and P˜
k
i [Osband and Van Roy,
2014] (where x = (s, πk(s)), x˜ = (s, π˜k(s)) and . represents ≤ up to numerical constants),
‖P˜ k(· | x˜)− P (· | x)‖1 ≤
d∑
i=1
∥∥P˜ ki (· | x˜[Z P˜ki (s)])− Pi(· | x[ZPi ])∥∥1
≤
d∑
i=1
∥∥P˜ ki (· | x˜[Z P˜ki (s)])− P¯ ki,ZP˜ k
i
(s)
(· | x[Z P˜ki (s)])∥∥1 (5)
+
d∑
i=1
∥∥P¯ k
i,ZP˜
k
i
(s)
(· | x[Z P˜ki (s)])− P¯ ki,ZP
i
(· | x[ZPi ])∥∥1 (6)
+
d∑
i=1
∥∥P¯ ki,ZP
i
(· | x[ZPi ])− Pi(· | x[ZPi ])∥∥1 (7)
≤
d∑
i=1
ǫk
i,ZP˜
k
i
(s)
(x[Z P˜
k
i (s)]) + 2ǫ
k
i,ZP
i
∪ZP˜
k
i
(s)
(x[ZPi ∪ Z P˜
k
i (s)]) + ǫ
k
i,ZP
i
(x[ZPi ])
.
d∑
i=1
√√√√ |Si| log(dLWTδ )
max{Nk
ZP
i
∪ZP˜
k
i
(s)
(x[ZPi ∪ Z P˜ki (s)]), 1}
+
|Si| log
(
dLWT
δ
)
max{Nk
ZP
i
∪ZP˜
k
i
(s)
(x[ZPi ∪ Z P˜ki (s)]), 1}
,
where Z P˜
k
i (s) is the scope of factor i in the optimistic MDP M
k (notice that it depends on the state s because it is
chosen by the policy). The term (5) is bounded by the construction of the optimistic MDP, and the term (7) is bounded
when the true MDP is in our confidence set. The term (6) is where our method of consistent scopes comes into play.
Since Z P˜
k
i (s) and Z
P
i are both consistent (when the confidence set holds), we have that P¯
k
i,ZP˜
k
i
(s)
and P¯ k
i,ZP
i
are both
close to P¯ k
i,ZP
i
∪ZP˜
k
i
(s)
. Thus, plugging this into Eq. (3), we can bound Eq. (2) as follows,
K∑
k=1
tk+1−1∑
t=tk
(λk − r(st, πk(st))) =
K∑
k=1
∆k
≤ D
K∑
k=1
∑
x∈X
νk(x)‖P˜ k(· | x)− P (· | x)‖1 +O
(
D
√
T log
T
δ
+KD
)
. D
K∑
k=1
d∑
i=1
∑
Z∈Z˜k
i
∑
v∈X[ZP
i
∪Z]
νkZPi ∪Z
(v)
√√√√ |Si| log(dLWTδ )
max{Nk
ZP
i
∪Z
(v), 1} +
νk
ZP
i
∪Z
(v)|Si| log
(
dLWT
δ
)
max{Nk
ZP
i
∪Z
(v), 1}
+D
√
T log
T
δ
+KD
. D
d∑
i=1
∑
Z
∑
v∈X[ZP
i
∪Z]
√
|Si|NK+1ZP
i
∪Z
(v) log
(dLWT
δ
)
+ |Si| log
(dLWT
δ
)
log
(
NK+1
ZP
i
∪Z
(v)
)
+D
√
T log
T
δ
+D
∑
Z,Z′
∑
v∈X[Z∪Z′]
logT
.
d∑
i=1
∑
Z
D
√
|Si||X [ZPi ∪ Z]|T log
(dLWT
δ
)
+
d∑
i=1
∑
Z
D|Si||X [ZPi ∪ Z]| log2
(dLWT
δ
)
+
∑
Z,Z′
D|X [Z ∪ Z ′]| log(dLWT
δ
)
,
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where the third inequality follows from our construction of the episodes as doubling number of visits to some scope-
sized state-action pair (specifically, from Lemma 19 in Jaksch et al. [2010] and Lemma B.18 in Cohen et al. [2020]),
and the last inequality follows from Jensen’s inequality and because
∑
v∈X[ZP
i
∪Z]N
K+1
ZP
i
∪Z
(v) ≤ T .
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A Algorithms
Algorithm 3 SLF-UCRL Initialization
Initialize time steps counter: t← 1.
Initialize episodes counter: k ← 0.
Initialize sets of consistent scopes: Z˜k1 ← · · · ← Z˜kd ← {Z ⊆ {1, . . . , n} | |Z| = m}.
Initialize visit counters:
for Z ⊆ {1, . . . , n} such thatm ≤ |Z| ≤ 2m and v ∈ X [Z] do
NkZ(v)← νkZ(v)← 0.
for i = 1, . . . , d and w ∈ Si do
Nki,Z(v, w) ← νki,Z(v, w)← 0
end for
end for
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Algorithm 4 SLF-UCRL Start Episode k
Set episode starting time: tk ← t.
Initialize sets of consistent scopes: Z˜ki ← Z˜k−1i ∀i = 1, . . . , d.
for Z ⊆ {1, . . . , n} such thatm ≤ |Z| ≤ 2m and v ∈ X [Z] do
Update visit counters: νkZ(v)← 0, NkZ(v)← Nk−1Z (v) + νk−1Z (v).
for i = 1, . . . , d and w ∈ Si do
Update visit counters: νki,Z(v, w) ← 0, Nki,Z(v, w) ← Nk−1i,Z (v, w) + νk−1i,Z (v, w).
Compute empirical transition function: P¯ ki,Z(w | v) =
Nki,Z(v,w)
max{Nk
Z
(v),1}
.
Set confidence bound:
ǫki,Z(w | v) =
√
18P¯ ki,Z(w | v) log 6dWLtkδ
max{NkZ(v), 1}
+
18 log 6dWLtkδ
max{Nki,Z(v), 1}
W ki,Z(w | v) = min{ǫki,Z(w | v), P¯ ki,Z (w | v)}.
end for
end for
Algorithm 5 SLF-UCRL Compute Optimistic Policy πk
Construct MDP:Mk = (S, A˜k, P˜ k, r˜).
Define actions space: A˜k = A× S × Z˜k1 × · · · × Z˜kd .
Define reward function: r˜k(s, (a, s′′, Z1, . . . , Zd)) = r(s, a).
Define transition function:
P˜ k(s′ | s, a, s′′, Z1, . . . , Zd) =
d∏
i=1
P˜ ki (s
′ | s, a, s′′[i], Zi),
where
P˜ ki (s
′[i] | s, a, s′′[i], Zi) = P¯ ki,Zi(s′[i] | (s, a)[Zi])−W ki,Zi(s′[i] | (s, a)[Zi])
+ I{s′[i] = s′′[i]} ·
∑
w∈Si
W ki,Zi(w | (s, a)[Zi]).
Construct factored optimistic MDP M̂k as described in Section 4.2.
Compute optimal policy πˆk of M̂k.
Extract policy for the episode: πk(s) = πˆk((s, 0, . . . )[1]).
Algorithm 6 SLF-UCRL Execute Policy πk
while νkZ((st, π
k(st))[Z]) < N
k
Z((st, π
k(st))[Z]) for every Z ⊆ {1, . . . , n} such thatm ≤ |Z| ≤ 2m do
Play action at = π
k(st), observe next state st+1 and earn reward r(st, at).
Update in-episode counters:
for Z ⊆ {1, . . . , n} such thatm ≤ |Z| ≤ 2m do
νkZ((st, at)[Z])← νkZ((st, at)[Z]) + 1.
for i = 1, . . . , d do
νki,Z((st, at)[Z], st+1[i])← νki,Z((st, at)[Z], st+1[i]) + 1.
end for
end for
advance time: t← t+ 1.
end while
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