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Abstract
We study a system of 3D Navier–Stokes equations in a two-layer parallelepiped-like domain
with an interface coupling of the velocities and mixed (free/periodic) boundary condition on
the external boundary. The system under consideration can be viewed as a simpliﬁed model
describing some features of the mesoscale interaction of the ocean and atmosphere. In case
when our domain is thin (of order e), we prove the global existence of the strong solutions
corresponding to a large set of initial data and forcing terms (roughly, of order e2=3). We also
give some results concerning the large time dynamics of the solutions. In particular, we prove a
spatial regularity of the global weak attractor.
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1. Introduction
We consider a system of two complete 3D Navier–Stokes equations deﬁned
in a composite (two-layer) thin domain Oe and coupled by an interface condition
(see (1.1)–(1.4)). For this system, we prove global existence and uniqueness of
strong solutions for large initial data and forcing term. The interface boun-
dary condition we choose (see the last equation in (1.4)) is of the same type
as the condition appearing in the Primitive Equations of the Coupled Atmosphere
and Ocean (introduced by Lions et al. [14]), which describes the atmosphere–
ocean interaction. Our small thickness assumption reﬂects the fact that the
ratio between vertical and horizontal scales is very small for large scale geo-
physical ﬂows. Therefore, it is reasonable to interpret our system as a simpliﬁed
model capturing main mathematical features of more realistic geophysical
models (see, e.g., [17]) for a description of the large scale atmosphere–ocean
interaction.
The model under consideration does not take into account the effects caused by
the Earth surface curvature, rotation of the Earth (Coriolis force), thermal
convection, salinity, etc. The authors’ ignorance in the meteorology problems and
partially the fear of overloading the paper with technical details prevented us from
considering a more ‘‘complete’’ set of geophysical equations. Fully realizing that
meteorological signiﬁcance of our model is rather limited, we nevertheless believe
that the insertion of the above effects into it is feasible and the global existence result
for a more advanced model can be established similarly to the scheme presented
here.
In our considerations we rely on some ideas and methods which have
been developed for 3D Navier–Stokes equations on thin domains in recent
years.
The study of global existence of strong solutions of the Navier–Stokes equations
on single thin three-dimensional domains began with the papers of Raugel and Sell
[18,19] who proved global existence of strong solutions for large initial data and
forcing terms in the case of periodic conditions (PP) or mixed conditions (PD), i.e.
periodic conditions in the vertical thin direction and homogeneous Dirichlet
conditions on the lateral boundary. These articles were inspired by the series of
papers of Hale and Raugel [6–8], concerning the reaction–diffusion and damped
wave equations on thin domains. Following the methods of [6], Raugel and Sell use,
as an essential tool, the vertical mean operator M; which allows to decompose every
function g into the sum of a function Mg which does not depend on the vertical
variable and a function ðI  MÞg with vanishing vertical mean and thus to apply
more precise Sobolev and Poincare´ inequalities. After these initial results, a series of
papers by different authors followed, in which the result for (PP) was partially
sharpened [10,15,16] in different ways (and sometimes with the use of sophisticated
machinery) and extended to the cases of Dirichlet [1], and other boundary conditions
[26], as well as to thin spherical domains [27]. Finally, in [11], for the (PP), (PD) and
even for the free (FF) boundary conditions, Iftimie and Raugel improved all the
previous existence and uniqueness results in two directions, by requiring less
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regularity of the initial data and by allowing a larger size of the initial data and
forcing term.
We also mention the recent paper [9], where global existence of strong solutions
has been proved for the primitive equations on the large scale ocean for a large set of
initial data under the small depth hypothesis. However, there has been no extension
of this result to the coupled atmosphere–ocean (CAO) models. We believe that our
approach may give essential hints on how to solve this problem for realistic CAO
models.
In this paper, we show how to extend the existence results of [11,19,26], to
the case of the Navier–Stokes equations in two thin three-dimensional domains
with an interface. In particular, we show that one needs to replace the mean
value operator M with a more appropriate projection Pe (see Section 2.4).
Using this projection makes it possible to overcome the difﬁculties arising
from a singularity generated by the presence of the ‘‘internal’’ boundary.
However, the Leray space of divergence-free functions corresponding to our
problem is not invariant with respect to Pe: This fact required us to do some
extra work in order to estimate ‘‘the non-commutativity’’ between the corres-
ponding Stokes operator and Pe: We also note that in this paper we do not
address the question of requiring the least possible regularity of the initial data
for global existence of strong solutions. We simply consider the initial data in
H1-type spaces.
Finally, it should be noted that the asymptotic properties of semilinear parabolic
equations in two-layer thin domains with the interface condition of the same type
have been studied in [2,3,21].
To write down our problem, we introduce some notations. Let Oe be a
disjoint union of 3D parallelepipeds O1;e ¼ G ð0; eÞ; O2;e ¼ G ðe; 0Þ;
where G ¼ ð0; l1Þ  ð0; l2Þ; l1; l240; eAð0; 1: Let x ¼ ðx0; x3Þ ¼ ðx1; x2; x3ÞAOe;
and let
uðxÞ ¼ ðu1ðxÞ; u2ðxÞÞ; uiðxÞ ¼ ðuijðxÞÞj¼1;2;3; xAOi;e; i ¼ 1; 2;
stand for a vector function on Oe:
Consider the Navier–Stokes equations
@tu
i  niDui þ
X3
j¼1
uij@ju
i þrpi ¼ f i in Oi;e  ð0;þNÞ; i ¼ 1; 2; ð1:1Þ
div ui ¼ 0 in Oi;e  ð0;þNÞ; i ¼ 1; 2; ð1:2Þ
uiðx; 0Þ ¼ ui0ðxÞ in Oi;e; i ¼ 1; 2: ð1:3Þ
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We supplement (1.1)–(1.3) with a set of boundary and interface conditions on u ¼
uðx; tÞ as follows:
uiðx0; x3Þ is ðl1; l2Þ-periodic with respect to x0; i ¼ 1; 2;
u13jx3¼e ¼ 0; @3u1j jx3¼e ¼ 0; j ¼ 1; 2
and
u23jx3¼e ¼ 0; @3u2j jx3¼e ¼ 0; j ¼ 1; 2;
ðfree boundary conditionsÞ;
ui3jx3¼0 ¼ 0; ðni@3uij  keðu1j  u2j ÞÞjx3¼0 ¼ 0; i; j ¼ 1; 2;
ðinterface conditionsÞ;
8>>>>>>>>><>>>>>>>>>:
ð1:4Þ
where ke is a positive parameter which depends on e:
Problems of such a kind may describe dynamics of two non-mixing viscous
incompressible ﬂuids ﬁlling two thin layers. In our geophysical interpretation the
upper layer ðx340Þ of Oe corresponds to the atmosphere and the lower layer ðx3o0Þ
is the ocean. The interface condition means that the ﬂuids interact in horizontal
directions and there is no interaction between the ﬂuids in vertical direction. We note
that our interface condition is not the conventional one for the interface between two
non-mixing ﬂuids, or between a ﬂuid and a gas, which is written in terms of the
corresponding viscous stress tensors on a free (unknown) surface. However, it should
be noted that in our geophysical interpretation the interface between the atmosphere
and the ocean is ﬂat which corresponds to the so-called ‘‘rigid lid assumption’’ in
oceanography (see, e.g., [17]). This assumption and a classical empirical model of
resolution of boundary layers near a ‘‘rigid lid’’ (see, e.g., [22]) make it reasonable to
assume that the vertical components u13 and u
2
3 of the velocities vanish on the
interface (‘‘rigid lid’’) and the tangential shear-stresses si are equal to
nið1Þið@3ui1; @3ui2Þ on the interface, have opposite values, and are proportional to
the differences of the velocities on the interface. Thus, we arrive to the interface
condition written in (1.4). We also refer to [25] and the references therein for a
further discussion of the physical relevance of the present interface condition.
In this paper we mainly deal with the case when the limit
lim
e-0
e1ke ¼ k40 ð1:5Þ
exists and is not zero. The degenerate situations when the above limit is either zero or
plus inﬁnity are in fact simpler and can be studied similarly. Thus, for these
degenerate cases, we do not address here the question of asymptotic behavior of the
solutions to (1.1)–(1.4) as e-0: However, as the analysis given in [2,3] for parabolic
equations shows, condition (1.5) is the only case when we can expect a non-trivial
coupling of upper and lower velocity ﬁelds in the limiting ðe-0Þ system.
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Our main result (see Theorem 4.1) on existence of strong solutions deals with a
scaled version of problem (1.1)–(1.4) on the fixed domain G ð1; 1Þ and its
statement (and the proof) involves projections Pe; which are technically more
convenient in comparison with the standard vertical mean value operator M:
However, as a corollary to Theorem 4.1, we can also obtain the corresponding result
on the initial domain Oe the formulation of which does not contain projectors like
Pe: Before giving the precise statement, we need to introduce some notations.
Let W be the space of vector ﬁelds u ¼ ðu1; u2Þ; where ðuiÞ ¼ ðuijÞj¼1;2;3 are
divergence-free vector ﬁelds on Oi;e such that
uiA½H2ðOi;eÞ3; i ¼ 1; 2;
Z
Oe
uj dx ¼ 0; j ¼ 1; 2;
and conditions (1.4) are satisﬁed. Let V (respectively, E) be the closure of W in
½H1ðO1;eÞ3"½H1ðO2;eÞ3 (respectively, in ½L2ðO1;eÞ3"½L2ðO2;eÞ3). We also need to
deﬁne the mean value operator Me in the vertical direction by the formula Meu ¼
ðM1e u; M2e uÞ; where
ðM1e uÞjðx0Þ ¼
1
e
Z e
0
u1j ðx0; ZÞ dZ; j ¼ 1; 2; ðM1e uÞ3ðx0Þ ¼ 0; x0AG;
ðM2e uÞjðx0Þ ¼
1
e
Z 0
e
u2j ðx0; ZÞ dZ; j ¼ 1; 2; ðM2e uÞ3ðx0Þ ¼ 0; x0AG:
Now we can state our main result concerning system (1.1)–(1.4).
Theorem 1.1. Let y0Að0; 1Þ and let R be a function from (0,1] into Rþ such that
lim
e-0
ey0RðeÞ ¼ 0: ð1:6Þ
Assume that condition (1.5) on ke holds and that u0 ¼ ðu10; u20ÞAV and f ¼
ðf 1; f 2ÞALNðRþ; EÞ: Assume, moreover, that
ju0jVp ce1=2RðeÞ; sup
tX0
jðI  MeÞf ðtÞjHpce5=18RðeÞ;
jMeu0jHp ce1=2R2=3ðeÞ; sup
tX0
jMe f ðtÞjHpce1=2R2=3ðeÞ; ð1:7Þ
where c40 is a constant. Then there exists a positive constant e0 ¼ e0ðR; cÞ depending
on the parameters of problem (1.1)–(1.4) such that for all eAð0; e0Þ; problem (1.1)–(1.4)
has a strong solution
u ¼ ðu1; u2ÞACð½0; TÞ; VÞ-L2ðð0; TÞ; WÞ; 8T40:
This solution is unique in the class of weak Leray solutions.
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We note that, when going back to the unscaled variables, the statement of
Theorem 4.1 leads to a slightly sharper assertion. However, conditions (1.7) in
Theorem 1.1 are much simpler.
An outline of the paper is as follows. In Sections 2.1 and 2.2, we deﬁne the
functional spaces and the (scaled) Stokes operator Ae corresponding to the Navier–
Stokes equations (1.1)–(1.4). In Section 2.3, we introduce (as a primordial tool) the
Laplace operator De with adequate boundary conditions. Section 2.4 deals with the
construction of the projection operator Pe; replacing the mean value operator in our
case. In Section 2.5, we study the deviation of De from the Stokes operator Ae on the
functions in DðAeÞ: Section 3 is devoted to the auxiliary estimates of the trilinear
form. In Section 4, we state and prove global existence of strong solutions of the
scaled system corresponding to (1.1)–(1.4), for large initial data and forcing term.
Theorem 1.1 is also proved in this section. Finally, in Section 5, we introduce a
compact local attractor and show that it is the compact global attractor of all weak
Leray solutions.
2. Stokes operator
2.1. Domain scaling and functional spaces
We scale Oe to the domain O ¼ O1,O2;O1 ¼ G ð0; 1Þ;O2 ¼ G ð1; 0Þ in order
to replace (1.1)–(1.4) by a problem deﬁned on a ﬁxed domain, independent of
eAð0; 1: Namely, we set y ¼ e1x3; thus problem (1.1)–(1.4) is written as
@tu
i  niDeui þ ðui  reÞui þrepi ¼ f ie in Oi  ð0;þNÞ; i ¼ 1; 2; ð2:1Þ
dive u
i ¼ 0 in Oi  ð0;þNÞ; i ¼ 1; 2; ð2:2Þ
uiðx; 0Þ ¼ ui0; i ¼ 1; 2; ð2:3Þ
uiðx0; yÞ is ðl1; l2Þ-periodic with respect to x0; i ¼ 1; 2;
u13jy¼1 ¼ 0; @yuijjy¼1 ¼ 0; j ¼ 1; 2;
u23jy¼1 ¼ 0; @yu2j jy¼1 ¼ 0; j ¼ 1; 2;
ui3jy¼0 ¼ 0; ðni@yuij  ekeðu1j  u2j ÞÞjy¼0 ¼ 0; i; j ¼ 1; 2;
8>><>>>: ð2:4Þ
where
De ¼ D0 þ e2@yy ¼
X3
j¼1
@jj
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(in what follows, we will also use the notation @3 for e1@y),
re ¼ ðr0; e1@yÞ ¼ ð@1; @2; @3Þ;
dive u ¼ ðdiv0 þ e1@yÞu ¼
X3
j¼1
@ju; f
i
e ¼ f iðx0; eyÞ:
In what follows, we formulate all our statements and do the proofs in terms of the
variables x  ðx0; yÞ; i.e. for system (2.1)–(2.4) rather than for (1.1)–(1.4).
For s ¼ 0; 1; 2; we introduce the following spaces:
Hs;e ¼ u ¼ ðuijÞi¼1;2j¼1;2;3
uijAH
sðOiÞ; i ¼ 1; 2; j ¼ 1; 2; 3;
R
O uj dx ¼ 0; j ¼ 1; 2

8><>:
9>=>;;
endowed respectively with the norms,
juj2 ¼
X2
i¼1
X3
j¼1
juijj2L2ðOiÞ 
X3
j¼1
juj j2;
juj21;e ¼
X2
i¼1
X3
j¼1
ðjuijj2H1ðOiÞ þ e2j@yuijj2L2ðOiÞÞ 
X3
j¼1
jujj21;e;
and juj22;e 
P3
j¼1 juj j22;e; where
jujj22;e ¼ jujj21;e þ
X2
i¼1
juij j2H2ðOiÞ þ
1
e2
X2
l¼1
j@l@yuij j2L2ðOiÞ þ
1
e4
j@yyuijj2L2ðOiÞ
" #
:
To simplify the notation, we set H ¼ H0;e We also consider the following closed
subspace of ðL2ðOiÞÞ3:
Ei;e ¼ uv ¼ ðvjÞj¼1;2;3
vjAL2ðOiÞ; j ¼ 1; 2; 3; dive v ¼ 0 in Oi;
vðx0; yÞ is ðl1; l2Þ-periodic with respect to x0;
v3ðx0; 0Þ ¼ v3ðx0;ð1ÞiÞ ¼ 0:

8><>:
9>=>;
Finally, we introduce the closed subspace Ee of H, given by
Ee ¼ u ¼ ðuijÞi¼1;2j¼1;2;3 : uiAEi;e; i ¼ 1; 2;
Z
O
uj dx ¼ 0; j ¼ 1; 2
 
;
as well as the closed subspace Ve ¼ H1;e-Ee of H1;e: Here and below we use the
notations uj ¼ ðuijÞi¼1;2 and ui ¼ ðuijÞj¼1;2;3: Thus we treat uj as a function on O and ui
as a vector ﬁeld deﬁned for x ¼ ðx0; yÞAOi: We shall also write u ¼ ðujÞj¼1;2;3 ¼
ðuiÞi¼1;2:
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2.2. Stokes operator: definition
Let Pi;e be the Leray projection on Ei;e in ðL2ðOiÞÞ3 and let
Pe ¼ ðP1;e;P2;eÞ : ðL2ðOÞÞ3-E1;e"E2;e: ð2:5Þ
Consider the following variational problem.
Given fAEe; to ﬁnd u in Ve such that
aeðu; vÞ ¼
X2
i¼1
Z
Oi
f ivi dx; 8vAVe; ð2:6Þ
where
aeðu; vÞ ¼
X2
i¼1
X3
j¼1
Z
Oi
nireuij  revij dx
þ
X2
i;j;l¼1
ð1Þiþle1
Z
G
keu
l
jðx0; 0Þvijðx0; 0Þ dx0: ð2:7Þ
Lemma 2.1. Problem (2.6) has a unique solution.
Proof. It is clear that aeðu; vÞ is bounded on Ve and that
aeðu; uÞpcð1þ e1keÞjuj21;e; uAVe: ð2:8Þ
By a contradiction argument one can easily prove that aeðu; uÞXgejuj21;e for any uAVe;
where ge40: This implies that aeðu; vÞ is a Ve-elliptic form. Therefore, Lax–Milgram
theorem gives the desired result. &
The bilinear form aeðu; vÞ is symmetric, positive and closed in Ee: Hence, by
applying the Friedrichs theorem (see [12]), we obtain that there exists a unique self-
adjoint positive operator Ae in Ee such that DðAeÞCVe and
aeðu; vÞ ¼ ðAeu; vÞ; 8uADðAeÞ; 8vAVe: ð2:9Þ
Here and in what follows, ð; Þ is the standard scalar product in Ee or in H, induced
by the one in ðL2ðOÞÞ3:
Below we will use the following assertions.
Lemma 2.2. We have that DðA1=2e Þ ¼ Ve: Moreover, if keXk1e for eAð0; 1; where
k140; then there exist positive constants c1; c2 such that for any eAð0; 1; any uAVe
c1juj21;epjA1=2e uj2pc2ð1þ e1keÞjuj21;e: ð2:10Þ
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Proof. The equality DðA1=2e Þ ¼ Ve holds by the Friedrichs theorem. Property (2.10)
follows from (2.8) and from the relation
aeðu; uÞXc0a1ðu; uÞXcjuj21;1; uAVe; 0oep1;
with the constant c40 independent of e: &
Lemma 2.3. The space DðAeÞ consists of all of the functions uAH2;e-Ve which satisfy
conditions (2.4). For every fAEe; the unique solution u to problem (2.6) belongs to
DðAeÞ and satisfies the equation Aeu ¼ f : Moreover, we have for every uADðAeÞ,
ðAeuÞðxÞ ¼ ðniPi;eDeuiÞðxÞ; for all xAOi:
Proof. It can be done by applying the same method as in the proof of regularity of
the standard Stokes operator (see, e.g., [24] or [4]). &
2.3. Auxiliary operator De
An underlying property which enables to prove the global regularity of the
solutions to the Navier–Stokes equations with periodic or free-boundary conditions
in thin domains is the existence of a special spectral decomposition 1 ¼ Pe þ Qe for
the corresponding Stokes operator Ae (see [11,18,26], for instance). One applies the
projections Pe and Qe to a local in time strong solution uðtÞ and shows that PeuðtÞ
satisﬁes some almost ‘‘two-dimensional’’ a priori estimates on its maximal interval of
existence for e51; and at the same time QeuðtÞ is shown to be small. For example,
the projection
Peu ¼ 1e
Z e
0
uj dy
 
j¼1;2;3
is well suited for the Stokes operator on Oe ¼ ð0; l1Þ  ð0; l2Þ  ð0; eÞ with periodic
boundary conditions (see [18]), whereas the projection
Peu ¼ 1e
Z e
0
u1 dy;
Z e
0
u2 dy; 0
 
is appropriate in the case of the Navier–Stokes equations on Oe with free-boundary
conditions (see [26]). However, ﬁnding an explicit suitable projection for the Stokes
operator with interface-boundary conditions (2.4) (or (1.4)) is far from obvious.
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A natural candidate could have been the projection Mu ¼ ðMiuÞi¼1;2; where
ðM1uÞjðx0; yÞ ¼
Z 1
0
u1j ðx0; ZÞ dZ; j ¼ 1; 2; ðM1uÞ3ðx0; yÞ ¼ 0; ðx0; yÞAO1;
ðM2uÞjðx0; yÞ ¼
Z 0
1
u2j ðx0; ZÞ dZ; j ¼ 1; 2; ðM2uÞ3ðx0; yÞ ¼ 0; ðx0; yÞAO2: ð2:11Þ
The spaces Ee and Ve are positively invariant under the action of the operator M;
whereas DðAeÞ is not (Mu fails to satisfy the interface condition in (2.4)). The latter
fact apparently causes serious obstacles in deriving the a priori estimates that we
need in order to construct strong solutions to (2.1)–(2.4).
To overcome this difﬁculty, we found it helpful to leave the traditional framework
of dealing with the Stokes problems and to work in the space H with the operator
De ¼ nDe (with the boundary conditions (2.4)) where n ¼ ðn1; n2Þ; rather than in the
space Ee with the Stokes operator Ae: Thus, for every eAð0; 1; we explicitly construct
the projections Pe; Qe which commute with De (but not with Ae) (see Lemma 2.6) and
give estimates of the quantities
jðAe  DeÞuj; jð1PeÞDePeuj; jð1PeÞDeQeuj; uADðAeÞCDðDeÞ
(see Lemmas 2.9 and 2.10).
Let us introduce the following scalar interface problems on O:
niDewi ¼ hi in Oi; i ¼ 1; 2;
wiðx0; yÞ is ðl1; l2Þ-periodic with respect to x0;
@yw
1jy¼1 ¼ @yw2jy¼1 ¼ 0;
ðni@ywi  ekeðw1  w2ÞÞjy¼0 ¼ 0; i ¼ 1; 2
8>>><>>: ð2:12Þ
and
niDewi ¼ hi in Oi; i ¼ 1; 2;
wiðx0; yÞ is ðl1; l2Þ-periodic with respect to x0;
w1ðx0; 1Þ ¼ w2ðx0;1Þ ¼ w1ðx0; 0Þ ¼ w2ðx0; 0Þ ¼ 0; i ¼ 1; 2:
8><>: ð2:13Þ
Let D1;e ¼ D2;e (resp. D3;eÞ be the self-adjoint operator in L2ðOÞ associated with
problem (2.12) (resp. with problem (2.13)). Consider the operator De ¼ ðDj;eÞj¼1;2;3 in
the space H ¼ H0;e:
Lemma 2.4. De is a positive self-adjoint operator in H for every eAð0; 1;
DðD1=2e Þ ¼ uAH1;e
uðx0; yÞ is ðl1; l2Þ- periodic with respect to x0;
ui3ðx0; 0Þ ¼ ui3ðx0;ð1ÞiÞ ¼ 0; i ¼ 1; 2

8><>:
9>=>;:
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Moreover, jD1=2e uj2 ¼ aeðu; uÞ for any uADðD1=2e Þ; where aeðu; vÞ is given by (2.7). If
keXk1e with some k140; then there exist positive constants c1; c2 such that for all
eAð0; 1; uADðD1=2e Þ
c1juj21;epjD1=2e uj2pc2ð1þ e1keÞjuj21;e: ð2:14Þ
Proof. It follows from the structure of the variational forms of problems (2.12) and
(2.13). &
Lemma 2.5. The space DðDeÞ consists of all of the functions uAH2;e which satisfy
conditions (2.4). For every uADðDeÞ; we have that
ðDeuÞðxÞ ¼ ðniDeuiÞðxÞ; for all xAOi: ð2:15Þ
Moreover, if k1epkepk2e for some k1; k240; then there exist positive constants c; e0
such that
juj2;epcjDeuj; 8eAð0; e0; 8uADðDeÞ: ð2:16Þ
Proof. We only prove estimate (2.16) here. Using a density argument, we are
reduced to show that (2.16) holds true for smooth functions in DðDeÞ: Clearly, for
any uADðDeÞ-ð½C2ð %O1Þ3"½C2ð %O2Þ3Þ; we have for j ¼ 1; 2
jDj;eujj2L2ðOÞ ¼
X
i¼1;2
jniðD0uij þ e2@yyuijÞj2L2ðOiÞ
¼
X
i¼1;2
ðjniD0uijj2L2ðOiÞ þ n2i e4j@yyuij j
2
L2ðOiÞÞ
þ 2e2
X
i¼1;2
ni
Z
Oi
ðniD0uijÞ@yyuij dx0 dy:
It is also clear that
jD0uijj2L2ðOiÞ ¼
X
jbj¼2
Z
Oi
jDbx0uij j2 dx0 dy: ð2:17Þ
Integrating by parts and using the interface conditions for u; we obtainX
i¼1;2
n2i
Z
Oi
D0uij@yyu
i
j dx
0 dy ¼
X
i¼1;2
n2i jr0@yuijj2L2ðOiÞ
þ eke
X2
l¼1
Z
G
@lðn1u1j  n2u2j Þ  @lðu1j  u2j Þ dx0
X
X
i¼1;2
n2i jr0@yuijj2L2ðOiÞ  ceke
X
i¼1;2
Z
G
jr0uijj2 dx0:
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Since for every d40Z
G
jwðx0; 0Þj2dx0pCdjwj2L2ðOiÞ þ dj@ywj
2
L2ðOiÞ; 8wAH1ðOiÞ
and ke=epk2; we can write
e2
X
i¼1;2
n2i
Z
Oi
D0uij@yyu
i
j dx
0 dy
X
1
2
e2
X
i¼1;2
n2i jr0@yuij j2L2ðOiÞ  c
X
i¼1;2
jr0uijj2L2ðOiÞ: ð2:18Þ
Thus, using (2.17) and (2.18), we obtain
jDj;eujj2L2ðOÞX c0
X
i¼1;2
Z
Oi
X
jbj¼2
jDbx0uijj2 þ
1
e2
jr0@yuijj2 þ
1
e4
j@2yuijj2
0@ 1Adx0dy
 c1
X
i¼1;2
jr0uij j2L2ðOiÞXb0juj j
2
2;e  b1jujj21;e
with positive constants bk; k ¼ 1; 2: The same estimate remains true for jD3;eu3j2L2ðOÞ:
Thus, (2.14) yields
jDeuj2Xc0juj22;e  c1ðDeu; uÞ ð2:19Þ
with some constants which are independent of e: The latter inequality implies
(2.16). &
We also note that
DðAeÞ ¼ fuADðDeÞ : dive ui ¼ 0 in Oi; i ¼ 1; 2g:
2.4. Construction of average operators
In what follows, we assume that the term e1ke has a limit i.e.
lim
e-0
e1ke ¼ k40: ð2:20Þ
Let us consider the spectral boundary value problem which corresponds
to (2.12):
niDewi ¼ l2wi in Oi;
wiðx0; yÞ is ðl1; l2Þ-periodic with respect to x0;
@yw
1jy¼1 ¼ @yw2jy¼1 ¼ 0;
ðni@ywi  ekeðw1  w2ÞÞjy¼0 ¼ 0; i ¼ 1; 2:
8>><>>: ð2:21Þ
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If we look for solutions which are independent of x0; then we arrive to the following
problem:
ni
e2
z00 ¼ l2z; ð1Þiþ1yAð0; 1Þ;
z0ð1Þ ¼ z0ð1Þ ¼ 0;
n1z0ðþ0Þ  ekeðzðþ0Þ  zð0ÞÞ ¼ 0;
n2z0ð0Þ  ekeðzðþ0Þ  zð0ÞÞ ¼ 0:
8>>><>>: ð2:22Þ
It is easy to see that in the case la0, this problem has solutions of the form
zðyÞ ¼
b1 cos
leﬃﬃﬃﬃ
n1
p ð1 yÞ; yAð0; 1Þ;
b2 cos
leﬃﬃﬃﬃ
n2
p ð1þ yÞ; yAð1; 0Þ;
8><>:
where l satisﬁes the equation
l ¼ ke 1ﬃﬃﬃﬃn1p cot leﬃﬃﬃﬃn1p þ 1ﬃﬃﬃﬃn2p cot leﬃﬃﬃﬃn2p
 
ð2:23Þ
and the constants b1 and b2 depend on this l: Let le be the smallest positive solution
to this equation. We consider the corresponding eigenfunction
geðyÞ ¼
b1ðeÞ cos leeﬃﬃﬃﬃn1p ð1 yÞ; yAð0; 1Þ;
b2ðeÞ cos leeﬃﬃﬃﬃn2p ð1þ yÞ; yAð1; 0Þ;
8>><>: ð2:24Þ
We can choose the constants b1ðeÞ and b2ðeÞ to be such that
Z 1
1
geðyÞ2 dy ¼ 1;
Z 1
1
geðyÞ dy ¼ 0:
Remark that the property
R 1
1 geðyÞ dy ¼ 0 automatically holds for the eigenfunc-
tions solutions of (2.22). The above two conditions imply that
b1ðeÞ ¼ ce ﬃﬃﬃﬃn2p sin leeﬃﬃﬃﬃn2p ; b2ðeÞ ¼ ce ﬃﬃﬃﬃn1p sin leeﬃﬃﬃﬃn1p ;
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where
ce ¼
ﬃﬃﬃ
2
p
n2 sin
leeﬃﬃﬃﬃ
n2
p
 2
1þ
ﬃﬃﬃﬃ
n1
p
2lee
sin
2leeﬃﬃﬃﬃ
n1
p
 (
þ n1 sin leeﬃﬃﬃﬃn1p
 2
1þ
ﬃﬃﬃﬃ
n2
p
2lee
sin
2leeﬃﬃﬃﬃ
n2
p
 )1=2
:
It is easy to see that leB
ﬃﬃﬃﬃﬃ
2k
p
; b1ðeÞB 1ﬃﬃ2p and b2ðeÞB 1ﬃﬃ2p as e-0: Moreover, one can
show that
b2i ðeÞ ¼ 12þ Oðe2Þ; i ¼ 1; 2 and b1ðeÞ  b2ðeÞ ¼  12þ Oðe2Þ ð2:25Þ
and, therefore, we have that
max
yA½1;1
ðgeðyÞÞ2  1
2
 pce2: ð2:26Þ
Now we deﬁne the operator I : ðL2ðOÞÞ3-ðL2ðOÞÞ3 by the formulas
ðIuÞjðx0; yÞ ¼
1
2
Z 1
1
ujðx0; ZÞ dZ; ðx0; yÞAO; j ¼ 1; 2;
ðIuÞ3ðx0; yÞ ¼ 0; ðx0; yÞAO; ð2:27Þ
and the operator Ke : ðL2ðOÞÞ3-ðL2ðOÞÞ3 by the formulas
ðKeuÞjðx0; yÞ ¼
Z 1
1
ujðx0; ZÞgeðZÞ dZ
 
geðyÞ; ðx0; yÞAO; j ¼ 1; 2;
ðKeuÞ3ðx0; yÞ ¼ 0; ðx0; yÞAO: ð2:28Þ
A simple calculation gives us the following assertion.
Lemma 2.6. The operators I and Ke defined by (2.27) and (2.28) represent orthogonal
projections in the space ðL2ðOÞÞ3 such that the spaces H  H0;e; DðDeÞ are invariant
with respect to I and Ke for all eAð0; 1; and
ðIu; KevÞ ¼ 0; 8u; vAðL2ðOÞÞ3;
IDeu ¼ DeIu; KeDeu ¼ DeKeu; 8uADðDeÞ:
We set for every eAð0; 1
Peu ¼ Iu þ Keu and Qeu ¼ u  Peu; 8uAðL2ðOÞÞ3; ð2:29Þ
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where I and Ke are given by (2.27) and (2.28). Note that Pe and Qe do not commute
with the Stokes operator Ae:
We conclude this subsection with propositions showing a few speciﬁc properties of
the projection Pe which will be needed for estimating the non-linear term in Eq. (2.1)
(see Section 3). In particular, the following lemma shows that the projection Pe
becomes close to the operator M introduced above, as e-0:
Lemma 2.7. We have for all pX1; eAð0; 1; uAH1;e that
PeuAH1;e-ðLpðOÞÞ3; @yPeuAH1;e-ðLpðOÞÞ3
and there exists a positive constant c ¼ cðpÞ such that
(a) jPeujðLPðOÞÞ3pcðjIujðLPðOÞÞ3 þ jIðgeuÞjðLPðOÞÞ3ÞpcjPeuj1;e;
(b) j@yPeujðLPðOÞÞ3pce2jPeuj1;e;
(c) jPeu  MujðLPðOÞÞ3pce2jujðLPðOÞÞ3 ; uAðLPðOÞÞ3;
(d) jPeu  Muj1;epcejuj1;e:
Here the operator M ¼ ðM1; M2Þ is defined by (2.11).
Proof. (a) The ﬁrst inequality is obvious. Next, it is clear that the elements
½IðgeuÞj ¼
b1ðeÞ
2
Z 1
0
u1j ðx0; ZÞ cos
leeﬃﬃﬃﬃ
n1
p ð1 ZÞ dZ
þ b2ðeÞ
2
Z 0
1
u2j ðx0; ZÞ cos
leeﬃﬃﬃﬃ
n2
p ð1þ ZÞ dZ; j ¼ 1; 2;
belong to the space H1ðGÞ for any uAH1;e: Therefore, using the embedding
H1ðGÞCLpðGÞ; we have that for any pX1
jIðgeuÞjðLPðOÞÞ3pc
X2
j¼1
j½IðgeuÞj jH1ðGÞpc
X2
j¼1
X
jajp1
j@ax0 ½IðgeuÞjjL2ðGÞ:
Since
R 1
1 geðyÞ2 dy ¼ 1 and Keu ¼ 2IðgeuÞ  ge; we obtain that
jIðgeuÞjðLPðOÞÞ3pc
X2
j¼1
X
jajp1
j@ax0 ½IðgeuÞ  gejjL2ðOÞpcjPeuj1;e:
In the same way, one shows that jIujðLpðOÞÞ3pcjPeuj1;e:
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(b) Due to the elementary inequality j@ygeðyÞjpce2 for yA½1; 1; ya0; we have
that
j@yPeujðLPðOÞÞ3 ¼
X2
j¼1
j@yðKeuÞj jLPðOÞ
p
X2
j¼1
2 sup
yA½1;1
j@ygeðyÞjp
Z
G
j½IðgeuÞjjp dx0
 !1=p
p ce2
X2
j¼1
j½IðgeuÞjjLpðOÞ:
Applying (a), we immediately obtain the required inequality.
(c) For all ðx0; yÞAO1 and j ¼ 1; 2 we have
ððPeuÞ1j  ðM1uÞjÞ ðx0; yÞ ¼
Z 1
0
u1j ðx0; ZÞ geðZÞgeðyÞ 
1
2
 
dZ
þ
Z 0
1
u2j ðx0; ZÞ geðZÞgeðyÞ þ
1
2
 
dZ:
Therefore using (2.24) and (2.25) we obtain for all ðx0; yÞAO1; j ¼ 1; 2;
jððPeuÞ1j  ðM1uÞjÞ ðx0; yÞjpce2
Z 1
1
jujðx0; ZÞj dZ
and, similarly, for all ðx0; yÞAO2; j ¼ 1; 2;
jððPeuÞ2j  ðM2uÞjÞ ðx0; yÞjpce2
Z 1
1
jujðx0; ZÞj dZ:
From these inequalities, we derive the conclusion.
(d) We have
jPeu  Muj1;ep c
X
jajp1
j@ax0 ðPeu  MuÞj þ
1
e
j@yðPeu  MuÞj
0@ 1A
¼ c
X
jajp1
jðPe  MÞ@ax0uj þ
1
e
j@yPeuj
0@ 1A:
The required inequality now follows directly from (b) and (c) with p ¼ 2: &
The following assertion shows that the pointwise products of two functions from
the image of the projections Pe belong to this image up to terms of the second order
in e: We will use it to obtain estimates of the nonlinear term (see Lemma 3.3).
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Lemma 2.8. For every eAð0; 1 and for all u; vAðL4ðOÞÞ3; j; l ¼ 1; 2; there exists w ¼
wjlðu; vÞAðL2ðOÞÞ3 such that
ðPeuÞj  ðPevÞl  ðPewÞj ¼ ð4g2e  2Þ ðIgeuÞj  ðIgevÞl a:e: in O:
Proof. We have by deﬁnition that
ðPeuÞj  ðPevÞl ¼ððIuÞj þ 2ðIgeuÞj  geÞ  ððIvÞl þ 2ðIgevÞl  geÞ
¼ ðIuÞj  ðIvÞl þ 2ððIgeuÞj  ðIvÞl þ ðIgevÞl  ðIuÞjÞge
þ 4ððIgeuÞj  ðIgevÞlÞg2e : ð2:30Þ
Clearly, for any r; sAðL4ðOÞÞ3; j; l ¼ 1; 2; there exists t ¼ tjlðr; sÞAðL2ðOÞÞ3 such that
ðIrÞj  ðIsÞl ¼ ðItÞj: If we take
Z1 ¼ tjlðu; vÞ þ 2tjlðgeu; gevÞ; Z2 ¼
1
ge
ðtjlðgeu; vÞ þ tjlðu; gevÞÞ;
then by (2.30) we obtain that
ðPeuÞj  ðPevÞl  ð4g2e  2Þ ðIgeuÞj  ðIgevÞl ¼ ðIZ1Þj þ 2ðIgeZ2Þj  ge ¼ ðPewÞj;
where w ¼ IZ1 þ KeZ2: The proof is complete. &
2.5. Deviation of De from the Stokes operator
We now go back to the study of the Stokes operator Ae and show that in some
sense it can be well approximated by De for small e40: The estimates we give here
will be used in Section 4 for deriving the crucial a priori estimates of the strong
solutions to problem (2.1)–(2.4).
Let us set Aeu ¼ ðA1;eu1; A2;eu2Þ for all u ¼ ðu1; u2ÞADðAeÞ; eAð0; 1: By deﬁnition
(2.9), we have the equality
Ai;eu
i ¼ niDeui þrepi; i ¼ 1; 2;
where piAL2ðOiÞ is periodic in the x0-direction and satisﬁes in the sense of the
distributions theory the relation
dive repi ¼ Depi ¼ 0 in Oi:
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This implies (see [24], for instance) that one can deﬁne the element
ðrepiðxÞ; niÞjxA@OiAH1=2ð@OiÞ;
where ni is the unit outward normal to @Oi: Due to the characterization of DðAeÞ
given by Lemma 2.3, we have also that repiAL2ðOiÞ; i ¼ 1; 2; and, using deﬁnition
(2.5) of Pi;e after some calculation we ﬁnd that
ðrep1ðxÞ; n1Þjy¼1 ¼ ðrep2ðxÞ; n2Þjy¼1 ¼ 0:
Now we consider boundary conditions on G: Since we have that Deui3 ¼ ð@1@3ui1 þ
@2@3u
i
2Þ on G for u ¼ ðu1; u2ÞADðAeÞ; using the interface boundary condition for this
u we obtain that
ðrepiðxÞ; niÞjy¼0 ¼ ð1Þiþ1keð@1ðu11  u21Þ þ @2ðu12  u22ÞÞjy¼0:
Thus, we arrive to the following boundary value problems for pi; i ¼ 1; 2:
Depi ¼ 0 in Oi;
piðx0; yÞ is ðl1; l2Þ-periodic with respect to x0;
@yp
1jy¼1 ¼ @yp2jy¼1 ¼ 0; @ypijy¼0 ¼ ekevðx0Þ;
8><>: ð2:31Þ
where
vðx0Þ ¼ ð1Þiþ1ð@1ðu11  u21Þ þ @2ðu12  u22ÞÞðx0; 0Þ
¼ ð1Þið@3u13ðx0; 0Þ  @3u23ðx0; 0ÞÞ: ð2:32Þ
Note that, by Lemma 2.3, vðx0ÞAH1=2ðGÞ and that RG vðx0Þ dx0 ¼ 0: Therefore by
elliptic regularity theory [13], this implies that for each i ¼ 1; 2 problem (2.31) has a
unique (up to an additive constant) solution piAH2ðOiÞ:
Lemma 2.9. For a given uADðAeÞ; define p ¼ ðp1; p2ÞAH2ðO1Þ"H2ðO2Þ as a solution
to (2.31) with the function v given by (2.32). Then there exist positive constants c; e0
such that for all eAð0; e0; uADðAeÞ; one has
jrepj ¼ jðAe  DeÞujpcejDeQeuj:
Proof. It follows from (2.31) that
jrepij2L2ðOiÞ ¼
ð1Þi
e2
Z
G
piðx0; 0Þ@ypiðx0; 0Þ dx0 ¼ ð1Þ
i
ke
e
Z
G
piðx0; 0Þvðx0Þ dx0;
ARTICLE IN PRESS
I.D. Chueshov et al. / J. Differential Equations 208 (2005) 449–493466
where vðx0Þ is given by (2.32). Since RG vðx0Þ dx0 ¼ 0; we have that
jrepij2L2ðOiÞpc1
Z
G
piðx0; 0Þvðx0Þ dx0
 pc2jpijL2ðGÞ  jvjL2ðGÞ; ð2:33Þ
where
piðx0; yÞ ¼ piðx0; yÞ 
1
VolOi
Z
Oi
piðx0; yÞ dx0 dy:
Therefore, using the trace theorem and the Poincare´ inequality, we obtain that
jpijL2ðGÞpc1jpijH1ðOiÞpc2ðjr0pijL2ðOiÞ þ j@ypijL2ðOiÞÞpjrepijL2ðOiÞ:
Since
@3u
i
3ðx0; 0Þ ¼
ð1Þi
e
Z ð1Þiþ1
0
dZ
Z Z
0
@yyu
i
3ðx0; xÞ dx; i ¼ 1; 2;
we infer from (2.33) and (2.16) that
jrepjpcjvjL2ðGÞpceje2@yyu3jL2ðOÞpcejDeQeuj:
The proof is complete. &
Lemma 2.10. There exist positive constants c; e0 such that for all eAð0; e0Þ; uADðAeÞ;
we have
jð1PeÞDePeujpcejDeQeuj; ð2:34Þ
jð1PeÞDeQeujpcejDeQeuj: ð2:35Þ
Proof. By using a density argument, we only need to prove the required estimates for
all uADðAeÞ-ð½CNð %O1Þ3"½CNð %O2Þ3Þ:
Let v ¼ Deu: By the classical decomposition theorem (see, for instance, [24]), we
can write
Pev ¼ PePev þreq;
where qAH1ðO1Þ"H1ðO2Þ satisﬁes the following boundary value problem:
Deq ¼ dive Pev in O;
qðx0; yÞ is ðl1; l2Þ-periodic with respect to x0;
ðreq; nÞjy¼71;70 ¼ ðPev; nÞjy¼71;70 ¼ 0;
8><>: ð2:36Þ
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together with the normalizing conditionsZ
Oi
qðxÞ dx ¼ 0; i ¼ 1; 2:
Noticing that Pev ¼ PeDeu ¼ Aeu and applying Lemma 2.9, we infer
jð1PeÞDeujpcejDeQeuj: ð2:37Þ
Next, we have in Oi; i ¼ 1; 2
diveðPevÞi ¼ diveðDePeuÞi ¼ niDe diveðPeuÞi
¼  niDeð@1ððIuÞ1 þ 2IðgeuÞ1  geÞ þ @2ððIuÞ2 þ 2IðgeuÞ2  geÞÞ
¼ niDe 1
2e
Z 1
1
@yu3ðx0; ZÞ dZþ 1e
Z 1
1
geðZÞ@yu3ðx0; ZÞ dZ
 
ge
 
¼ niDe
Z 1
1
heðZÞu3ðx0; ZÞ dZ
 
ge
 
¼ ni
Z 1
1
heðZÞD0u3ðx0; ZÞ dZ
 
ge  l2e
Z 1
1
heðZÞu3ðx0; ZÞ dZ
 
ge;
where heðyÞ ¼ e1@ygeðyÞ and le is the smallest positive solution to (2.23).
Therefore, using (2.16) and the fact that jheðyÞjpCe; for any yAð1; 1Þ; we deduce
from the latter equality that
jreqj2 ¼ jðdive Pev; qÞL2ðOÞjpcjreqj  jdive Pevj
p cjreqjðejD0u3jL2ðOÞ þ eju3jL2ðOÞÞ
p cejreqj  jQeuj2;epcejreqj  jDeQeuj;
which implies (2.34). Combining (2.34) and (2.37), we obtain (2.35). &
3. Estimates for the trilinear form
First of all, we show the ‘‘thin domain’’ analogues of the classical Poincare´,
Agmon and Ladyzhenskaya inequalities, adjusted to the projection Pe (see for
example [6,7,26,3] for earlier estimates in the case of the projection M). The next step
consists in using these inequalities for obtaining the suitable estimates on the trilinear
form which appears in the weak formulation of problem (2.1)–(2.4).
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Lemma 3.1. There exist positive constants e0; c such that for all eAð0; e0Þ; the following
inequalities hold true:
jQeujpc
X2
i¼1
jð@yQeuÞijðL2ðOiÞÞ3 for all uAH1;e ð3:1Þ
(Poincare´’s inequality);
jQeujðLNðOÞÞ3pcejDeQeuj for all uADðDeÞ ð3:2Þ
(Agmon’s inequality);
jQeujðLqðOÞÞ3pce2=qjD1=2e Qeuj for all uAH1;e; qA½2; 6 ð3:3Þ
(Ladyzhenskaya’s inequality).
Proof. Poincare´’s inequality: Below we denote by uðx0; yÞ the function on O with
values in R3 such that uðx0; yÞ ¼ uiðx0; yÞ if ðx0; yÞAOi: Since
ujðx0; yÞ  ðPeuÞjðx0; yÞ ¼
1
2
Z 1
1
½ujðx0; yÞ  ujðx0; ZÞ dZ
þ geðyÞ
Z 1
1
½ujðx0; yÞ  ujðx0; ZÞgeðZÞ dZ
for any j ¼ 1; 2; a simple calculation shows that
juj  ðPeuÞj j2L2ðOÞpc
Z
G
dx0
Z 1
1
dy
Z 1
1
dZjujðx0; yÞ  ujðx0; ZÞj2:
It is also easy to see that
jujðx0; yÞ  ujðx0; ZÞjp
Z 1
1
j@yujðx0; xÞj dxþ jujðx0;þ0Þ  ujðx0;0Þj
for any x0AG and y; ZAð1; 1Þ: Therefore,
jðQeuÞjj2L2ðOÞpc1j@yuj j2L2ðOÞ þ c2
Z
G
jujðx0;þ0Þ  ujðx0;0Þj2 dx0 ð3:4Þ
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for j ¼ 1; 2: Since R 11 geðZÞ dZ ¼ 0; one can show that
be½ujðx0;þ0Þ  ujðx0;0Þ ¼
Z 1
1
ujðx0; ZÞgeðZÞ dZ
þ
Z 0
1
geðZÞ dZ
Z 0
Z
@yujðx0; xÞ dx

Z 1
0
geðZÞ dZ
Z Z
0
@yujðx0; xÞ dx;
where be ¼
R 1
0 geðZÞ dZ ¼ 1=
ﬃﬃﬃ
2
p þ OðeÞ: This implies thatZ
G
jujðx0;þ0Þ  ujðx0;0Þj2 dx0pc1jðKeuÞjj2L2ðOÞ þ c2j@yujj2L2ðOÞ:
Therefore, from (3.4) we obtain that
jðQeuÞjj2L2ðOÞpc1jðKeuÞj j2L2ðOÞ þ c2j@yujj2L2ðOÞ: ð3:5Þ
Since ðQeuÞ3 ¼ u3; using the Dirichlet boundary conditions for u3 we can easily ﬁnd
that
jðQeuÞ3j2L2ðOÞpcj@yu3j2L2ðOÞ: ð3:6Þ
Hence (3.5) and (3.6) yield
jQeuj2pc1jKeuj2 þ c2
X
i¼1;2
j@yuij2L2ðOiÞ: ð3:7Þ
Therefore, the relations Q2e ¼ Qe and KeQe ¼ 0 imply (3.1).
Agmon’s inequality: Let us show at ﬁrst that for all uADðDeÞ
j@yQeujpcj@yyQeuj: ð3:8Þ
Indeed, for j ¼ l; 2;

X2
i¼1
Z
Oi
niðQeuÞij@yyðQeuÞij dx ¼
X2
i¼1
Z
Oi
nij@yðQeuÞijj2 dx
þ eke
Z
G
ððQeuÞ1j  ðQeuÞ2j Þ2ðx0; 0Þ dx0
and, due to positivity of the last term, as above, we have
j@yðQeuÞjj2L2ðOÞp cjðQeuÞj jL2ðOÞ  j@yyðQeuÞjjL2ðOÞ
p cj@yðQeuÞjjL2ðOÞ  j@yyðQeuÞjjL2ðOÞ: ð3:9Þ
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Since ðQeuÞ3 ¼ u3 we obtain by (3.6)
Z
O
j@yu3j2 dx ¼
Z
O
u3@yyu3 dx
 pcj@yu3jL2ðOÞ  j@yyu3jL2ðOÞ: ð3:10Þ
Inequality (3.8) is now a direct consequence of (3.9) and (3.10), for e small enough.
The anisotropic Agmon’s inequality reads as follows (see [26]).
Let O0 ¼
Q3
j¼1 ðaj; bjÞ: There is a positive constant c such that for all wAH2ðO0Þ
jwjLNðO0Þpcjwj
1=4
L2ðO0Þ
Y3
j¼1
jwjL2ðO0Þ þ
@w
@xj
 
L2ðO0Þ
þ @
2w
@x2j


L2ðO0Þ
0@ 1A1=4:
Using this inequality together with (2.16), (3.1) and (3.8), we obtain that, for all
uADðDeÞ;
jQeujðLNðOÞÞ3 ¼
X3
j¼1
jðQeuÞj jLNðOÞ
p c
X3
j¼1
jðQeuÞjj1=4L2ðOÞðjðQeuÞjjL2ðOÞ þ j@yðQeuÞjjL2ðOÞ þ j@yyðQeuÞjjL2ðOÞÞ1=4

Y2
i¼1
ðjðQeuÞjjL2ðOÞ þ j@iðQeuÞjjL2ðOÞ þ j@iiðQeuÞjjL2ðOÞÞ1=4
p cjQeuj1=4  j@yyQeuj1=4  jQeuj1=2ðH2ðO1Þ"H2ðO2ÞÞ3
p ce1=2jQeuj1=4jQeuj3=42;epcejDeQeuj:
Ladyzhenskaya’s inequality: Inequality (3.3) with q ¼ 2 follows from (3.1).
Consider the case when q ¼ 6: The anisotropic Ladyzhenskaya’s inequality reads
as follows (see [7]).
Let O0 ¼
Q3
j¼1 ðaj; bjÞ: There is a constant c such that for all wAH1ðO0Þ
jwjL6ðO0Þpc
Y3
j¼1
jwjL2ðO0Þ þ
@w
@xj
 
L2ðO0Þ
 !1=3
:
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Using this inequality together with (3.1), we can write for all uAH1;e
jQeujðL6ðOÞÞ3 ¼
X3
j¼1
jðQeuÞjjL6ðOÞpc
X3
j¼1
ðjðQeuÞjjL2ðOÞ þ j@yðQeuÞjjL2ðOÞÞ1=3

Y2
i¼1
ðjðQeuÞjjL2ðOÞ þ j@iðQeuÞjjL2ðOÞÞ1=3
p cj@yQeuj1=3  jQeuj2=3ðH1ðO1Þ"H1ðO2ÞÞ3pce
1=3jQeuj1;e
and (3.3) is proved for q ¼ 6: Inequality (3.3) with 2oqo6 is now obtained by the
standard interpolation between the ‘‘extreme points’’ q1 ¼ 2; q2 ¼ 6 (see, for instance
[20]). The proof of the lemma is complete. &
We are now able to derive some estimates for the trilinear form
Beðu; v; wÞ ¼
X3
j;l¼1
Z
O
uj@jvlwl dx; u; vADðAeÞ; wAðL2ðOÞÞ3;
where @3 ¼ e1@y: These estimates will be a major ingredient of the proof of our main
Theorem 4.1.
First we note that the form Be possesses the property
Beðu; v; vÞ ¼ 0; for all u; vAVe: ð3:11Þ
It can be proved by integration by parts in each domain Oi: The key point is that the
third component of u satisﬁes the condition u3jy¼0 ¼ u3jy¼71 ¼ 0:
Lemma 3.2. For every yAð0; 1Þ; there exist positive constants e0; c such that for all
eAð0; e0; uADðAeÞ; vAðL2ðOÞÞ3; we have
jBeðPeu; Qeu; vÞjpceyjD1=2e Peuj  jDeQeuj  jvj; ð3:12Þ
jBeðQeu; Peu; vÞjpcejD1=2e Peuj  jDeQeuj  jvj; ð3:13Þ
jBeðQeu; Qeu; vÞjpcejD1=2e Qeuj  jDeQeuj  jvj: ð3:14Þ
Proof. Since ðPeuÞ3 ¼ 0; we have
jBeðPeu; Qeu; vÞjp
X2
j¼1
X3
l¼1
Z
O
jðPeuÞjj jð@jQeuÞl j jvl j dx:
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Applying the Ho¨lder’s inequality, we obtain
jBeðPeu; Qeu; vÞjp
X2
j¼1
X3
l¼1
jðPeuÞj jLp1 ðOÞ jð@jQeuÞl jLp2 ðOÞjvl jL2ðOÞ; ð3:15Þ
where p11 þ p12 ¼ 1=2; 2op2p6: Since @jQeu ¼ Qe@ju for all uADðAeÞ; j ¼ 1; 2; we
can use (2.16) and (3.3) to write
j@jðQeuÞl jLp2 ðOÞpce2=p2 j@jQeuj1;epce2=p2 jQeuj2;epce2=p2 jDeQeuj ð3:16Þ
for any l ¼ 1; 2; 3: Inequality (3.12) with y ¼ 2=p2 follows directly from (2.14), (3.15),
(3.16) and the ﬁrst inequality in Lemma 2.7.
To prove (3.13), we ﬁrst write for all uADðAeÞ; vAðL2ðOÞÞ3
BeðQeu; Peu; vÞ ¼
X3
j¼1
X2
l¼1
Z
O
ðQeuÞjð@jPeuÞlvl dx
¼
X2
j¼1
X2
l¼1
Z
O
ðQeuÞjð@jPeuÞlvl dx
þ
X2
l¼1
Z
O
u3ðe1@yPeuÞl vl dx  S1 þ S2:
It follows from (3.2) that
jS1jp
X2
j¼1
X2
l¼1
jðQeuÞjjLNðOÞ jð@jPeuÞl jL2ðOÞ jvl jL2ðOÞ
p cejDeQeuj jPeuj1;ejvj; ð3:17Þ
and by (3.2) and Lemma 2.7(b), we have also that
jS2jp
X2
l¼1
ju3jLNðOÞjðe1@yPeuÞl jL2ðOÞjvl jL2ðOÞpce2jDeQeuj jPeuj1;ejvj: ð3:18Þ
Estimates (3.17) and (3.18) at once imply (3.13).
Applying (3.2) to the inequality
jBeðQeu; Qeu; vÞjp
X3
j¼1
X3
l¼1
Z
O
jðQeuÞjj  jð@jQeuÞl j jvl j dx
p
X3
j¼1
X3
l¼1
jðQeuÞjjLNðOÞjð@jQeuÞl jL2ðOÞ jvl jL2ðOÞ;
we obtain (3.14) and, thus, complete the proof. &
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Let us now consider the nonlinear terms, some or all of which vanish in the case of
the Navier–Stokes equations with the usual boundary conditions (the no-slip,
periodic or free boundary conditions). Although none of them vanish in our case, we
can nevertheless show that they are ‘‘arbitrarily small’’ when e is sufﬁciently small, so
the needed a priori estimates for strong solutions would not be seriously hampered
by the presence of those terms in our equations.
Lemma 3.3. For every yAð0; 1Þ; there exist positive constants e0; c such that for all
eAð0; e0Þ; uADðAeÞ; we have
jBeðPeu; Qeu; DePeuÞjpce2þyjD1=2e Peuj  jDePeuj  jDeQeuj; ð3:19Þ
jBeðQeu; Peu; DePeuÞjpce2þyjD1=2e Peuj  jDePeuj  jDeQeuj; ð3:20Þ
jBeðPeu; Peu; DeQeuÞjpce2jD1=2e Peuj  jDePeuj  jDeQeuj; ð3:21Þ
jBeðPeu; Peu; DePeuÞjpce2jD1=2e uj  jDeuj2 þ cjPeuj  jD1=2e Peuj2: ð3:22Þ
Proof. 1. By deﬁnition, we have for all u; vAðL2ðOÞÞ3; j; l ¼ 1; 2;Z
O
ðPeuÞj  ðQevÞl dx ¼ 0: ð3:23Þ
The commutation relations given in Lemma 2.6 imply
BeðPeu; Qeu; DePeuÞ ¼
X3
j¼1
X3
l¼1
Z
O
ðPeuÞjð@jQeuÞlDl;eðPeuÞl dx
¼
X2
j¼1
X2
l¼1
Z
O
ðQe@juÞlðPeuÞjðPevÞl dx; ð3:24Þ
where v ¼ Deu: Using Lemma 2.8 and relation (3.23), we derive from (3.24) that
jBeðPeu; Qeu; DePeuÞjp
X2
j¼1
X2
l¼1
Z
O
ðQe@juÞlððPewjlÞl  ðPeuÞj  ðPevÞlÞ dx
 
p
X2
j¼1
X2
l¼1
Z
O
ð4g2e  2ÞðIgeuÞj  ðIgevÞl  ðQe@juÞl dx
 :
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Therefore, using (2.26) and Ho¨lder’s inequality, we deduce from the above inequality
that
jBeðPeu; Qeu; DePeuÞj
pce2
X2
j¼1
X2
l¼1
jðQe@juÞl jLp1 ðOÞjðIgeuÞjjLp2 ðOÞjðIgevÞl jL2ðOÞ ð3:25Þ
with p11 þ p12 ¼ 1=2: On the other hand, by (2.16) and (3.3) and by Lemma 2.7,
there exists e040 such that for any eAð0; e0Þ; p1Að2; 6; p2A½1;þNÞ; j; l ¼ 1; 2;
jðQe@juÞl jLp1 ðOÞpce2=p1 jðDeQeuÞj; and jðIðgeuÞÞjjLp2 ðOÞpcjPeuj1;e:
These estimates together with (3.25) directly imply (3.19).
2. We have, for all uADðAeÞ;
jBeðQeu; Peu; DePeuÞ ¼
X3
j¼1
X2
l¼1
Z
O
ðQeuÞjð@jPeuÞlDl;eðPeuÞl dx
¼
X2
j¼1
X2
l¼1
Z
O
ðQeuÞjð@jPeuÞlDl;eðPeuÞl dx
þ
X2
l¼1
Z
O
u3ðe1@yPeuÞlDl;eðPeuÞl dx  S1 þ S2: ð3:26Þ
Let v ¼ Deu: Arguing as in the proof of (3.19), we write
jS1jp
X2
j¼1
X2
l¼1
Z
O
ðQeuÞjððPewjlÞl  ðPe@juÞl  ðPevÞlÞ dx
 
p
X2
j¼1
X2
l¼1
Z
O
ð4g2e  2ÞðIge@juÞl  ðIgevÞl  ðQeuÞj dx
 
p ce2jQeujLNðOÞ
X2
l¼1
jPe@juj jPevj: ð3:27Þ
Due to (3.2), (3.27) implies that
jS1jpce3jPeuj1;e  jDePeuj  jDeQeuj: ð3:28Þ
On the other hand, using Ho¨lder’s inequality we obtain that
jS2jpcjQeujðLp1 ðOÞÞ3  je1@yujðLp2 ðOÞÞ3  jDePeuj;
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where p11 þ p12 ¼ 1=2 and p1Að2; 6: It follows from Lemma 2.7 that
je1@yPeujðLp2 ðOÞÞ3pcejPeuj1;e:
From (3.3) we also have that
jQeujðLp1 ðOÞÞ3pCe2=p1 jD1=2e Qeuj ¼ Ce2=p1 jQeD1=2e Qeuj:
Therefore, by (3.1) and (2.14) we obtain that
jQeujðLp1 ðOÞÞ3pCe2=p1
X
i¼1;2
ð@yD1=2e QeuÞi
 
ðL2ðOiÞÞ3pCe
1þ2=p1 jDeQeuj:
Consequently,
jS2jpce2þ2=p1 jPeuj1;e  jDePeuj  jDeQeuj; 8p1Að2; 6: ð3:29Þ
Combining (3.26), (3.28) and (3.29), we arrive at (3.20).
3. As above due to Lemma 2.8, we have
jBeðPeu; Peu; DeQeuÞ ¼
X2
j¼1
X2
l¼1
Z
O
ðPeuÞjð@jPeuÞlDl;eðQeuÞl dx
¼
X2
j¼1
X2
l¼1
Z
O
ððPeuÞj  ðPe@juÞl  ðPewjlÞlÞDl;eðQeuÞl dx
¼
X2
j¼1
X2
l¼1
Z
O
ð4g2e  2ÞðIgeuÞj  ðIge@juÞl  Dl;eðQeuÞl dx:
Using (2.26) and applying Ho¨lder’s inequality we obtain the estimate
jBeðPeu; Peu; DeQeuÞj
pce2
X2
j¼1
X2
l¼1
jðIgeuÞjjL4ðOÞjðIge@juÞl jL4ðOÞjDl;eðQeuÞl jL2ðOÞ:
By Lemma 2.7 we have that
jBeðPeu; Peu; DeQeuÞjpce2jPeuj1;e  jPeuj2;e  jDeQeuj;
which immediately implies (3.21).
4. To prove (3.22), let us ﬁrst note that
BeðMu; Mu; eD0MuÞ ¼ 0; 8uADðAeÞ; ð3:30Þ
where M ¼ ðM1; M2Þ is deﬁned by (2.11), eD0 ¼ ðn1D0; n2D0Þ; and D0 ¼ @21 þ @22 :
Indeed, we have that
BeðMu; Mu; eD0MuÞ ¼X2
i¼1
ni
Z
G
ðvi  r0Þvi  D0vi dx0;
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where
v1j ðx0Þ ¼
Z 1
0
u1j ðx0; yÞdy; v2j ðx0Þ ¼
Z 0
1
u2j ðx0; yÞdy; j ¼ 1; 2:
We note that vijðx0Þ are ðl1; l2Þ-periodic functions and div0viðx0Þ ¼ 0; where vi ¼
ðvi1; vi2Þ; i ¼ 1; 2: Below v ¼ ðv1; v2Þ will stand either for v1 or for v2: A simple
calculation shows that
ðv  r0Þv ¼ vˆfþ 1
2
r0ðv21 þ v22Þ;
where vˆ ¼ ðv2; v1Þ and f ¼ @1v2  @2v1: Therefore, by integration by parts, using
the property div0viðx0Þ ¼ 0 and periodicity of v; we haveZ
G
ðv  r0Þv  D0v dx0 ¼
Z
G
fvˆ  D0v dx0:
It is also clear that D0v ¼ ð@2f; @1fÞ: Thus,Z
G
ðv  r0Þv  D0v dx0 ¼
Z
G
fðv2@2fþ v1@1fÞdx0 ¼ 12
Z
G
ðv  r0f2Þ dx0
¼ 12
Z
G
div0ðvf2Þ dx0 ¼ 12
Z
@G
ðv  nÞf2 dx0 ¼ 0;
and (3.30) is proved.
Using Ho¨lder’s inequality, we infer from (3.30) and Lemma 2.7(c) that
jBeðPeu; Peu; eD0PeuÞj
pjBeððPe  MÞu; Peu; eD0PeuÞj þ jBeðMu; ðPe  MÞu; eD0PeuÞj
þ jBeðMu; Mu; ðPe  MÞeD0uÞj þ jBeðMu; Mu; eD0MuÞj
pjðPe  MÞujðL4ðOÞÞ3  jr0PeujðL4ðOÞÞ6  jeD0Peuj
þ jMujðL4ðOÞÞ3  jr0ðPe  MÞujðL4ðOÞÞ6  jeD0Peuj
þ jMujðL4ðOÞÞ3  jr0MujðL4ðOÞÞ6  jðPe  MÞeD0uj
pce2jujðL4ðOÞÞ3  jr0ujðL4ðOÞÞ6  jeD0uj:
Therefore, using the embedding H1ðOiÞCL4ðOiÞ; we obtain that
jBeðPeu; Peu; eD0PeuÞjpce2juj1;e  juj22;e: ð3:31Þ
By the deﬁnition of the operator Pe we have that
DePeu ¼  eD0Peu þ l2eKeu:
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Therefore, by (3.31) we have
jBeðPeu; Peu; DePeuÞjpce2juj1;e  juj22;e þ cjBeðPeu; Peu; KeuÞj: ð3:32Þ
Using the Gagliardo–Nirenberg inequality, we obtain
jBeðPeu; Peu; KeuÞjp cjPeujðL4ðOÞÞ3 jD1=2e Peuj jKeujðL4ðOÞÞ3
p cðjPeuj2ðL4ðOÞÞ3 þ jKeuj2ðL4ðOÞÞ3ÞjD1=2e Peuj
p cðjPeuj jD1=2e Peuj þ jKeuj jD1=2e KeujÞjD1=2e Peuj
p cjPeuj jD1=2e Peuj2: ð3:33Þ
Estimate (3.22) follows from (3.32) and (3.33). &
4. Strong solutions for a large set of data
We are now able to establish the global existence of the strong solutions to
problem (2.1)–(2.4) for a large set of initial data and forcing terms.
Theorem 4.1. Let y0Að0; 1Þ and let R be a function from (0,1] into Rþ such that
lim
e-0
ey0RðeÞ ¼ 0: ð4:1Þ
Assume that the condition (2.20) on ke holds and that feALNðRþ; EeÞ: Suppose that the
initial condition u0 in (2.3) and the forcing term fe in (2.1) satisfy the conditions
ju0j1;epk1RðeÞ; sup
tX0
jPe feðtÞj þ eb sup
tX0
jQe feðtÞjpk2RðeÞ;
jPeu0jpk3R2=3ðeÞ; sup
tX0
jD1=2e PefeðtÞjpk4R2=3ðeÞ;
ð4:2Þ
where ki; i ¼ 1; 2; 3; 4 are positive constants, b ¼ 29 and the projections Pe and Qe are
given by (2.29). Then there exists a number e0 ¼ e0ðni; li; k; R; kiÞ40 such that for all
eAð0; e0Þ; problem (2.1)–(2.4) has a strong solution
uACð½0;þN;VeÞ-L2ðð0; TÞ;DðAeÞÞ; 8T40
(with ni; li being the parameters of the initial problem (1.1)–(1.4) and k being chosen as
in (1.5)). This solution is unique in the class of weak solutions of (2.1)–(2.4).
Proof. Let u ¼ uðtÞAC0ð½0; Tðu0; feÞÞ; VeÞ be the strong solution of (2.1)–(2.4) which
is assumed to exist on some maximal interval ½0; Tðu0; feÞÞ: The existence of such an
interval for a given u0AVe can be proved as in the case of the Navier–Stokes
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equations with the no-slip, periodic or free-boundary conditions. Like in these cases,
the strong solution is unique on the time interval of existence within the class of weak
solutions. We recall that uðtÞ also belongs to L2ðð0; TÞ; DðAeÞÞ for any T40;
ToTðu0; feÞ: Assume that Tðu0; feÞoN: Applying the Leray projection Pe to (2.1)–
(2.4), we obtain
@tu þ Aeu þPe
P3
j¼1
uj@ju ¼ fe; tAð0; Tðu0; feÞÞ;
uð0Þ ¼ u0;
ð4:3Þ
where Aeu ¼ Deu þrep and p ¼ ðp1; p2Þ is a solution to problem (2.31).
Since Tðu0; feÞoN; the quantity juðtÞj1;e goes to inﬁnity as t tends to Tðu0; feÞ:
Therefore, given s4s041; there exists a maximal number 0oTsðeÞoTðu0; feÞ such
that
jD1=2e uðtÞj2ps0juðtÞj21;eosR2ðeÞ; 8tA½0; TsðeÞÞ ð4:4Þ
and
jD1=2e uðTsðeÞÞj2 ¼ sR2ðeÞ: ð4:5Þ
Additional conditions on the choice of s will be given at the end of the proof.
We will establish a priori estimates for PeuðtÞ and QeuðtÞ on the interval ½0; TsðeÞ:
First, we set
ae ¼ jD1=2e Peu0j; be ¼ jD1=2e Qeu0j;
pe ¼ sup
tX0
jPefeðtÞj; qe ¼ sup
tX0
jQe feðtÞj ð4:6Þ
and
r2 ¼ r2ðeÞ ¼ a2e þ b2e þ p2e þ e2bq2e :
It is clear that rðeÞpcRðeÞ:
Lemma 4.1. Under the conditions of Theorem 4.1, there exist positive constants a0; c0;
c1; independent of e and s; and a positive number e0; depending only on s and the
parameters of the problem, such that, for all eAð0; e0; we have, for 0oapa0; for
tA½0; Tðu0; feÞÞ;
juðtÞj2 þ 1
2
expðatÞ
Z t
0
expðasÞjD1=2e uðsÞj2ds
peatðjPeu0j2 þ c20e2b2e Þ þ
2
a
ð1 eatÞ sup
sX0
jD1=2e Pe feðsÞj2 þ c20e2q2e
 
ð4:7Þ
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and, for tA½0; TsðeÞ;
jD1=2e uðtÞj2 þ 12 expðatÞ
Z t
0
expðasÞjDeuðsÞj2ds
pexp 3a
4
t
 
ða2e þ b2e þ c1jPeu0j3 þ c1e3b3e Þ þ
2
a
ð1 eatÞðp2e þ q2e Þ
þ c1
a3=2
ð1 eatÞ3=2 e3q3e þ sup
sX0
jD1=2e Pe feðsÞj3
 
: ð4:8Þ
Proof. The proof consists in four steps.
Step 1: We take the inner product in H of equation (2.1) with u to obtain, for
tA½0; Tðu0; feÞÞ;
1
2
@tjuj2 þ jD1=2e uj2p jD1=2e uj jD1=2e Pe fej þ jQeuj jQe fej
p jD1=2e uj jD1=2e Pe fej þ c0ejD1=2e Qeuj jQe fej;
where, by (3.3), c040 is a constant independent of e; for e40 small. Here we also use
property (3.11). From the above inequality, we deduce that, for tA½0; Tðu0; feÞÞ;
@tjuj2 þ jD1=2e uj2p2jD1=2e Pe fej2 þ 2c20e2jQe fej2:
Due to (2.14), we derive from the previous estimate that, for tA½0; Tðu0; feÞÞ;
@tjuj2 þ ajuj2 þ 12 jD1=2e uj2p2jD1=2e Pe fej2 þ 2c20e2jQe fej2; ð4:9Þ
where 0oapa1 and a140 is a constant independent of e: Since by (3.3) we have that
juð0Þj2 ¼ jPeu0j2 þ jQeu0j2pjPeu0j2 þ c20e2b2e ;
multiplying (4.9) by expðasÞ; integrating the result between 0 and t and multiplying
the resulting inequality by expðatÞ; we obtain (4.7).
Step 2: We take the scalar product in H of Eq. (4.3) with DeQeuðtÞ to obtain, for
tA½0; Tðu0; feÞÞ;
1
2
@tjD1=2e Qeuj2 þ jDeQeuj2p jðrep; DeQeuÞj
þ Pe
X3
j¼1
uj@ju; DeQeu
 !
þ jQe fej2 þ 14 jDeQeuj2:
By Lemma 2.9, we have, for any e40 small enough,
jðrep; DeQeuÞjpcejDeQeuj2p14jDeQeuj2; 8uADðAeÞ:
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We deduce from the two previous inequalities that, for tA½0; Tðu0; feÞÞ;
@tjD1=2e QeuðtÞj2 þ jDeQeuðtÞj2p2jQe fej2 þ 2 Pe
X3
j¼1
ujðtÞ@juðtÞ; DeQeuðtÞ
 !
: ð4:10Þ
Next,we write
Pe
X3
j¼1
uj@ju; DeQeu
 !
¼Beðu; u;PeDeQeuÞ
¼BeðPeu; Peu;PeDeQeuÞ þ BeðQeu; Peu;PeDeQeuÞ
þ BeðPeu; Qeu;PeDeQeuÞ þ BeðQeu; Qeu;PeDeQeuÞ:
By (3.21) and (2.35), we obtain, for every uADðAeÞ;
jBeðPeu; Peu;PeDeQeuÞjp jBeðPeu; Peu; DeQeuÞj
þ jBeðPeu; Peu; ð1PeÞDeQeuÞj
p ce2jD1=2e Peuj jDePeuj jDeQeuj
þ cejPeujL4ðOÞjr0PeujL4ðOÞjDeQeuj;
which implies, due to the Gagliardo–Nirenberg inequality, that
jBeðPeu; Peu;PeDeQeuÞjp ce2jD1=2e Peuj jDePeuj jDeQeuj
þ cejPeuj1=2jD1=2e Peuj jDePeuj1=2jDeQeuj: ð4:11Þ
Applying Lemma 3.2 we obtain, for every uADðAeÞ;
jBeðQeu; Peu;PeDeQeuÞjpcejD1=2e Peuj jDeQeuj2; ð4:12Þ
jBeðPeu; Qeu;PeDeQeuÞjpcyeyjD1=2e Peuj jDeQeuj2; 80oyo1 ð4:13Þ
and
jBeðQeu; Qeu;PeDeQeuÞjpcejD1=2e Qeuj jDeQeuj2: ð4:14Þ
Substituting inequalities (4.11)–(4.14) into the estimate (4.10), we get, for any
tA½0; Tðu0; feÞÞ;
@tjD1=2e Qeuj2 þ jDeQeuj2p 2jQe fej2 þ cyeyjD1=2e Peuj jDeQeuj2
þ cejD1=2e uj jDeQeuj2 þ ce2jD1=2e Peuj jDePeuj jDeQeuj
þ cejPeuj1=2jD1=2e Peuj jDePeuj1=2jDeQeuj:
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Applying the Cauchy–Schwarz inequality, we deduce from the previous estimate
that, for tA½0; Tðu0; feÞÞ;
@tjD1=2e QeuðtÞj2 þ jDeQeuðtÞj2ð1 cyeyjD1=2e Peuj  2cejD1=2e uj  c2e2jD1=2e Peuj2Þ
p2jQe fej2 þ 2e2jDePeuj2 þ 2cejPeuj jD1=2e Peuj jDePeuj: ð4:15Þ
Due to (4.1), (4.2) and (4.4), there exists e1 ¼ e1ðni; li; k; R; sÞ40 such that for any
0oepe1p1 and for any tA½0; TsðeÞ;
cyeyjD1=2e PeuðtÞj þ 2cejD1=2e uðtÞj þ c2e2jD1=2e PeuðtÞj2p1=4: ð4:16Þ
Thus, we infer from (4.15) and (4.16) that, for any eAð0; e1; tA½0; TsðeÞ;
@tjD1=2e QeuðtÞj2 þ me2jD1=2e QeuðtÞj2 þ 12jDeQeuj2
p2jQe fej2 þ 2e2jDePeuj2 þ 2cejPeuj jD1=2e Peuj jDePeuj; ð4:17Þ
where m is a positive constant independent of e and s: Multiplying the above
inequality by expðme2sÞ; integrating the resulting estimate from 0 to t and
multiplying the result by expðme2tÞ; we obtain, for tA½0; TsðeÞ;
jD1=2e QeuðtÞj2 þ
1
2
expðme2tÞ
Z t
0
expðme2sÞjDeQeuðsÞj2ds
pexpðme2tÞb2e þ
2e2
m
q2e þ 2e2expðme2tÞ
Z t
0
expðme2sÞjDePeuðsÞj2ds
þ 2ce expðme2tÞ
Z t
0
expðme2sÞjPeuðsÞj jD1=2e PeuðsÞj jDePeuðsÞjds;
and also,
jD1=2e QeuðtÞj2 þ
1
2
expðme2tÞ
Z t
0
expðme2sÞjDeQeuðsÞj2ds
pexpðme2tÞb2e þ 2
e2
m
q2e
þ e2expðme2tÞ
Z t
0
expðme2sÞð2þ jPeuðsÞjÞjDePeuðsÞj2ds
þ c2expðme2tÞ
Z t
0
expðme2sÞjPeuðsÞj jD1=2e PeuðsÞj2ds: ð4:18Þ
Step 3: Taking the inner product in H of equation (4.3) with DePeuðtÞ; we obtain,
for tA½0; Tðu0; feÞÞ;
1
2
@tjD1=2e Peuj2 þ jDePeuj2p jðrep; DePeuÞj
þ Pe
X3
j¼1
uj@ju; DePeu
 !
þ jPe fej2 þ 14 jDePeuj2:
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By Lemma 2.9, we have, for any e40 sufﬁciently small and for any uADðAeÞ;
jðrep; DePeuÞjpCejDeQeuj jDePeujp14 jDePeuj2 þ ce2jDeQeuj2:
We deduce from the two previous inequalities that, for tA½0; Tðu0; feÞÞ;
@tjD1=2e PeuðtÞj2 þ jDePeuðtÞj2p 2jPe fej2
þ ce2 jDeQeuj2
þ 2 Pe
X3
j¼1 ujðtÞ@juðtÞ; DeQeuðtÞ
! " : ð4:19Þ
Next, as at Step 2, we write
Pe
X3
j¼1
uj@ju; DePeu
 !
¼Beðu; u;PeDePeuÞ
¼BeðPeu; Peu;PeDePeuÞ þ BeðQeu; Peu;PeDePeuÞ
þ BeðPeu; Qeu;PeDePeuÞ þ BeðQeu; Qeu;PeDePeuÞ: ð4:20Þ
By (3.22) and (2.34), we obtain, for every uADðAeÞ;
jBeðPeu; Peu;PeDePeuÞj
pjBeðPeu; Peu; DePeuÞj þ jBeðPeu; Peu; ð1PeÞDePeuÞj
pce2jD1=2e uj jDeuj2 þ cjPeuj jD1=2e Peuj2
þ cejPeujL4ðOÞjr0PeujL4ðOÞjDeQeuj;
which implies, due to the Gagliardo–Nirenberg inequality, that
jBeðPeu; Peu;PeDePeuÞjpce2jD1=2e uj jDeuj2 þ cjPeuj jD1=2e Peuj2 þ me; ð4:21Þ
where
me ¼ cejPeuj1=2jD1=2e Peuj jDePeuj1=2jDeQeuj
p cjPeuj1=2jD1=2e Peuj1=2ðe3=2jDeQeuj2 þ e1=2jD1=2e Peuj jDePeujÞ
p c1e3=2jPeuj1=2jD1=2e Peuj1=2jDeQeuj2 þ c2ejD1=2e Peuj jDePeuj2
þ c3jPeuj jD1=2e Peuj2: ð4:22Þ
Due to (3.20), (3.13) and (2.34), we get, for any 0oyo1 and any uADðAeÞ;
jBeðQeu; Peu;PeDePeuÞj
pcye2þyjD1=2e Peuj jDePeuj jDeQeuj þ ce2jD1=2e Peuj jDeQeuj2: ð4:23Þ
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Similarly, estimates (3.19), (3.12) and (2.34) imply, for any 0oyo1 and any
uADðAeÞ;
jBeðPeu; Qeu;PeDePeuÞj
pcyðe2þyjD1=2e Peuj jDePeuj jDeQeuj þ e1þyjD1=2e Peuj jDeQeuj2Þ: ð4:24Þ
Finally, we deduce from (3.14) that, for any uADðAeÞ;
jBeðQeu; Qeu;PeDePeuÞjpcejD1=2e Qeuj jDePeuj jDeQeuj: ð4:25Þ
Combining (4.20)–(4.25) and using several times the Young inequality, we infer from
(4.19) that, for any eAð0; e1Þ and any tA½0; Tðu0; feÞÞ;
@tjD1=2e Peuj2 þ jDePeuj2p 2jPe fej2 þ C1jPeuj jD1=2e Peuj2
þ C2jDeQeuj2ðe2 þ e7=4jD1=2e Peuj
þ e3=2jD1=2e Peuj1=2jPeuj1=2j þ ejD1=2e QeujÞ
þ c3ejD1=2e uj jDePeuj2: ð4:26Þ
Due to (4.1) and (4.4), there exists e2 ¼ e2ðni; li; k; R; sÞ40; with e2pe1 such that, for
any eAð0; e2 and for any tA½0; TsðeÞ;
C3ejD1=2e ujp1=4: ð4:27Þ
Thus, we infer from (4.26) and (4.27) that, for any eAð0; e2; tAð0; TsðeÞ;
@tjD1=2e Peuj2 þ 34 jDePeuj2p 2jPe fej2 þ C1jPeuj jD1=2e Peuj2
þ C2jDeQeuj2ðe2 þ e
7
4jD1=2e Peuj
þ e32jD1=2e Peuj1=2jPeuj1=2 þ ejD1=2e QeujÞ: ð4:28Þ
Step 4: Finally, from (4.15), (4.16) and (4.28), we deduce that, for any eAð0; e2;
tAð0; TsðeÞ;
@tðjD1=2e Peuj2 þ jD1=2e Qeuj2Þ þ 34 ðjDePeuj2 þ jDeQeuj2Þ
p2ðjPe fej2 þ jQe fej2Þ þ C4jPeuj jD1=2e Peuj2
þ C5jDeQeuj2ðe2 þ e3=2jD1=2e Peuj þ ejD1=2e QeujÞ
þ jDePeuj2ð2e2 þ 2e2jPeujÞ; ð4:29Þ
where C4; C5 are positive constants independent of e and s: But, due to (4.1)
and(4.4), there exists e0 ¼ e0ðni; li; k; R; sÞ40; with e0pe2 such that, for any eAð0; e0
ARTICLE IN PRESS
I.D. Chueshov et al. / J. Differential Equations 208 (2005) 449–493484
and for any tA½0; TsðeÞ;
maxfC5ðe2 þ e3=2jD1=2e PeuðtÞj þ ejD1=2e QeuðtÞjÞ;
2e2ð1þ jPeuðtÞjÞgp1=8: ð4:30Þ
Estimates (4.29) and (4.30) imply that, for tAð0; TsðeÞ;
@tjD1=2e uj2 þ 58 jDeuj2p2ðjPe fej2 þ jQe fej2Þ þ C4jPeuj jD1=2e Peuj2;
and thus there exists a040; a0pa1; such that, for 0oapa0; for 0oepe0 and
tAð0; TsðeÞ;
@tjD1=2e uj2 þ ajD1=2e uj2 þ 12 jDeuj2
p2ðjPe fej2 þ jQe fej2Þ þ C4jPeuj jD1=2e Peuj2: ð4:31Þ
Applying the Gronwall inequality to (4.31) and using notation (4.6), we obtain for
0oapa0; for 0oepe0 and tAð0; TsðeÞ;
jD1=2e uðtÞj2 þ
1
2
expðatÞ
Z t
0
expðasÞjDeuðsÞj2ds
pðexp atÞða2e þ b2e Þ þ
2
a
ð1 eatÞðp2e þ q2e Þ
þ C4 expðatÞ
Z t
0
expðasÞjPeuj jD1=2e Peuj2ds: ð4:32Þ
Inequalities (4.32) and (4.7) imply that there exists a positive constant c1;
independent of e and s such that, for 0oapa0; for 0oepe0 we have (4.8). This
completes the proof of Lemma 4.1. &
We are next going to show in four steps that TsðeÞ ¼ þN:
(a) We introduce the small time te; for 0oepe0; deﬁned as follows:
te ¼ e
2
m
log e2:
Estimate (4.8) at once implies, for 0oepe0 and 0ptpinfðte; TsðeÞÞ
jD1=2e uðtÞj2 þ
1
2
expðatÞ
Z t
0
expðasÞjDeuðsÞj2ds
pa2e þ b2e þ c1jPeu0j3 þ c1e3b3e þ teðp2e þ q2e Þ
þ c1t3=2e e3q3e þ sup
sX0
jD1=2e Pe feðsÞj3
 
;
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which, due to (4.1) and (4.2), becomes,
jD1=2e uðtÞj2 þ
1
2
expðatÞ
Z t
0
expðasÞjDeuðsÞj2 dspC6R2ðeÞ; ð4:33Þ
where C6 is a positive constant independent of e and s:
(b) Assume that TsðeÞ4te: In this case, the previous inequality does not allow us
to conclude the proof and we need further estimates. If teptpTsðeÞ; we deduce from
inequality (4.18) that, for 0oepe0;
jD1=2e QeuðtÞj2p e2b2e þ 2
e2
m
q2e þ c2
e2
m
sup
0pspTsðeÞ
ðjPeuðsÞj jD1=2e PeuðsÞj2Þ
þ e2 expðme2tÞ
Z t
0
expðme2sÞð2þ jPeuðsÞjÞ jDePeuðsÞj2ds: ð4:34Þ
We choose a ¼ a0 in estimates (4.7) and (4.8) and we note that e040 can be chosen
small enough so that a0pe2m: Due to (4.1), (4.2) and (4.4), we deduce from
inequalities (4.7),(4.8) and (4.34) that, for 0oepe0 and teptpTsðeÞ;
jD1=2e QeuðtÞj2pC7e2ðR2ðeÞ þ q2e Þ þ C8e2ðR2ðeÞ þ q2e ÞðR2=3ðeÞ þ eqeÞ
pC9e4=32bR2ðeÞ; ð4:35Þ
where C7; C8 and C9 are positive constants independent of e and s:
(c) Applying the Gronwall inequality to (4.28), we obtain that, for any 0oapa0;
for any eAð0; e0; tAð0; TsðeÞ;
jD1=2e PeuðtÞj2 þ
1
2
expðatÞ
Z t
0
expðasÞjDePeuðsÞj2ds
pexpðatÞa2e þ
2
a
p2e ð1 expðatÞÞ þ C1  I1ðeÞ þ C2  I2ðeÞ; ð4:36Þ
where
I 1ðeÞ ¼ expðatÞ
Z t
0
expðasÞjPeuðsÞj jD1=2e PeuðsÞj2ds
and
I2ðeÞ ¼ expðatÞ
Z t
0
expðasÞjDeQeuðsÞj2
 ðe2 þ e74jD1=2e Peuj þ e
3
2jD1=2e Peuj1=2jPeuj1=2 þ ejD1=2e QeujÞds:
Again, we assume that TsðeÞ4te and consider only tA½te; TsðeÞ: We also set a ¼ a0
in estimates (4.7),(4.8) as well as in (4.36). To obtain an upper bound for
jD1=2e PeuðtÞj2; it remains to estimate the terms of the right-hand side of inequality
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(4.36). As above, the ﬁrst integral term I1ðeÞ is estimated by using inequality (4.7):
I1ðeÞpCR2ðeÞ: To estimate the second integral term I 2ðeÞ; we write,
I2ðeÞp e sup
0pspte
jD1=2e QeuðsÞj
 !
expðatÞ
Z te
0
expðasÞjDeQeuðsÞj2ds
þ e sup
tepspt
jD1=2e QeuðsÞj
 
expðatÞ
Z t
te
expðasÞjDeQeuðsÞj2ds
þ expðatÞ
Z t
0
expðasÞjDeQeuðsÞj2ds
 e2 þ e74 sup
0pspt
jD1=2e PeuðsÞj

þ e32 sup
0pspt
ðjD1=2e PeuðsÞj1=2jPeuðsÞj1=2Þ

: ð4:37Þ
An upper bound of the ﬁrst term in the right-hand side of (4.37) is given by (4.33).
The second term is estimated by using inequalities (4.8) and (4.35). To estimate the
last term, we apply inequalities (4.7) and (4.8). Taking into account conditions (4.1)
and (4.2) we obtain that
I 2ðeÞpC10R2ðeÞ eRðeÞð1þ e2=33bÞ þ e22b þ eð415bÞ=6ðeRðeÞÞ5=6
h i
pC11R2ðeÞ; ð4:38Þ
where C10 and C11 do not depend on e and s: We thus deduce from inequalities (4.36)
and (4.38) that, for 0oepe0 and teptpTsðeÞ;
jD1=2e PeuðtÞj2pC12R2ðeÞ: ð4:39Þ
where C1240 is a constant independent of e and s:
(d) We now give the additional conditions on s: We recall that s4s0 has been
ﬁxed at the beginning of the proof of Theorem 4.1. We also require that
sX2ð1þ C6 þ C9 þ C12Þ; ð4:40Þ
where C6; C9 and C12 have been introduced in (4.33), (4.35) and (4.39). Assume now
that Tðu0; feÞoþN: Then, there exists a maximal number TsðeÞoTðu0; feÞoþN
satisfying properties (4.4) and (4.5). But, from estimates (4.33), (4.35), (4.39) and
(4.40), we deduce that, for 0oepe0;
jD1=2e uðtÞj2p
s
2
R2ðeÞosR2ðeÞ;
which contradicts property (4.5). Thus, Tðu0; feÞ ¼ þN and the proof of Theorem
4.1 is complete. &
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Corollary 4.2. Assume that the forcing term satisfies the conditions of Theorem 4.1.
Then, there exist a positive constant C and, for any initial data u0 satisfying the
conditions of Theorem 4.1, a time t0;e depending only on ju0j1;e; such that, for 0oepe0;
for tXt0;e;
juðtÞj2 þ expða0tÞ
Z t
0
expða0sÞjD1=2e uðsÞj2dspCK0ð feÞ;
jD1=2e QeuðsÞj2pCK1ð feÞ;
jD1=2e PeuðsÞj2pCK2ð feÞ; ð4:41Þ
where a0 has been introduced in Lemma 4.1 and
K0ð feÞ ¼ sup
sX0
jD1=2e Pe feðsÞj2 þ e2 sup
sX0
jQe feðsÞj2;
K1ð feÞ ¼ e2 sup
sX0
jQe feðsÞj2 þ e2K3=20 ð feÞ þ e2½1þ K1=20 ð feÞK3ð feÞ;
K2ð feÞ ¼ sup
sX0
jPe feðsÞj2 þ K3=20 ð feÞ
þ K3ð feÞðe2 þ e7=4K1=23 ð feÞ þ e3=2K1=43 ð feÞK1=40 ð feÞ þ eK1=21 ð feÞÞ;
K3ð feÞ ¼ sup
sX0
jPe feðsÞj2 þ sup
sX0
jQe feðsÞj2 þ K3=20 ð feÞ: ð4:42Þ
Proof. The ﬁrst estimate of (4.41) is a direct consequence of (4.7), when t is chosen
large enough. The second estimate of (4.41) follows from (4.18), (4.8) and the ﬁrst
estimate of (4.41), for t sufﬁciently large. Finally, the last estimate of (4.41) is a
consequence of the two previous ones and of estimates (4.7), (4.8) and (4.36),
provided that t is chosen large enough. &
Proof of Theorem 1.1. Changing the variables by the formula x3 ¼ ey; we transfer
(1.1)–(1.4) into problem (2.1)–(2.4) (see Section 2.1). Conditions (1.7) then become
jv0j1;epcRðeÞ; sup
tX0
jðI  MÞfeðtÞjpce2=9RðeÞ;
jMv0jpcR2=3ðeÞ; sup
tX0
jMfeðtÞjpcR2=3ðeÞ; ð4:43Þ
where
v0ðx0; yÞ ¼ ðui0ðx0; eyÞÞi¼1;2; feðx0; y; tÞ ¼ ð f iðx0; ey; tÞÞi¼1;2;
for every x0AG; yAð1; 0Þ,ð0; 1Þ and the operator M is given by (2.11). By
inequality (c) from Lemma 2.7 and by (1.6), we have that
jPev0jpjMv0j þ ce2jv0jpcð1þ e2R1=3ðeÞÞR2=3ðeÞpcR2=3ðeÞ:
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We also have
sup
tX0
jD1=2e Pe feðtÞjp c sup
tX0
jPe feðtÞjpc sup
tX0
jMfeðtÞj þ ce2 sup
tX0
j feðtÞj
p cR2=3ðeÞ þ ce2 sup
tX0
jMfeðtÞj þ sup
tX0
jðI  MÞfeðtÞj
 
p cR2=3ðeÞ þ ce2ðR2=3ðeÞ þ e2=9RðeÞÞpcR2=3ðeÞ
and, similarly,
e2=9 sup
tX0
jQe feðtÞjpe2=9 sup
tX0
jðI  MÞfeðtÞj þ ce20=9 sup
tX0
j feðtÞjpcRðeÞ:
Thus, the initial data v0 and the forcing term feðtÞ satisfy condition (4.2) of Theorem
4.1 which implies that there exists a unique global strong solution vðtÞ to (2.1)–(2.4)
corresponding to v0 and feðtÞ: Returning to the coordinates ðx0; x3Þ; we get the
required strong solution uðt; x0; x3Þ ¼ vðt; x0; e1x3Þ to the initial problem. &
5. Local and global attractors
Like in [18,19], we are now going to introduce a local attractor and show that this
local attractor is actually the compact global attractor of all weak Leray solutions in
the sense of Foia-s–Temam [5] (we also refer to [23] for another (trajectory) approach
to attractors for weak solutions of 3D Navier–Stokes equations).
In order to simplify the statements, we assume in this section that the forcing term
fe does not depend on the time variable. We ﬁx a positive number y0o1 and a
positive function RðeÞ41 such that
lim
e-0
ey0RðeÞ ¼ 0: ð5:1Þ
For 0oepe0; where e0 has been given in Theorem 4.1, we introduce a forcing term
feAE1;e"E2;e; satisfying the conditions
jPe fej þ e2=9jQe fejpk2RðeÞ; jD1=2e Pe fejpk4R2=3ðeÞ; ð5:2Þ
where k2; k4 are positive constants. According to Theorem 4.1, for any u0 satisfying
conditions (4.2) and 0oepe0; there exists a unique global strong solution uðtÞ :¼
Seð fe; tÞu0AC0ð½0;þNÞ;VeÞ of Eqs. (2.1)–(2.4).
Without loss of generality, we may suppose that the positive numbers k1; k3;
introduced in Theorem 4.1, satisfy the conditions
2k4pk1; 2k4C0pk3; ð5:3Þ
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where C0 is a positive constant, independent of e; such that
jPeujpC0jD1=2e Peuj; jQeujpC0ejD1=2e Qeuj; 8uAVe: ð5:4Þ
Also, without loss of generality, we may assume that the positive number e0 given in
Theorem 4.1 is taken small enough so that, for 0oepe0;
2C20e
14=9k22R
2=3ðeÞpk24: ð5:5Þ
We next deﬁne the sets
B0;e ¼fu0AVe : ju0j1;epk1RðeÞ; jPeu0jpk3R2=3ðeÞg;
Be ¼
[
tX0
Seð fe; tÞB0;e
Ve
: ð5:6Þ
Due to Theorem 4.1 and Corollary 4.2, the set Be is bounded in Ve: Moreover, it
follows from (4.4) and Lemma 4.1 (with TsðeÞ ¼N) that there exist constants k˜1 and
k˜3 such that
juj1;epk˜1RðeÞ; jPeujpk˜3R2=3ðeÞ for every uA
[
tX0
Seð fe; tÞB0;e:
Therefore, by Theorem 4.1 there exists e0 such that the nonlinear semiﬂow Seð fe; tÞ is
well-deﬁned on Be: Moreover, Be is positively invariant under Seð fe; tÞ; for tX0: As
in the case of the Navier–Stokes equations with classical boundary conditions, one
shows that, for any u0ABe; Seð fe; tÞu0 belongs to C0ðð0;þNÞ; DðAeÞÞ: Since DðAeÞ is
compactly embedded in Ve; this means that, for t40; the map Seð fe; tÞ is compact
from Ve into itself. Thus, the o-limit set of Be;
Ae ¼
\
tX0
[
tXt
Seð fe; tÞBe
Ve
is well-deﬁned and non-empty. The set Ae is the compact global attractor of the
restriction of Seð fe; tÞ to Be: In fact, it is also a local attractor in Ve and its basin of
attraction contains Be:
We next show, like in [18,19], that Ae is the global attractor of the weak (Leray)
solutions of (2.1)–(2.4).
If u0 belongs to Ee; one can prove, like in the case of the classical Navier–Stokes
equations (see [4,24] for a proof), that (2.1)–(2.4) admit a weak Leray global solution
uðtÞ on ½0;þNÞ: We recall that by a weak Leray solution on the time interval ½0; T ;
we mean a function uðÞAL2ðð0; TÞ;VeÞ-LNðð0; TÞ;EeÞ-C0wð½0; T ;EeÞ such that (i)
uð0Þ ¼ u0; (ii) the equation
ð@tu; wÞ þ ðAeu; wÞ þ Pe
X3
j¼1
uj@ju; w
 !
¼ ð fe; wÞ; 8wAVe; ð5:7Þ
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is satisﬁed for almost all tA½0; T ; and (iii) the energy inequality
1
2
juðtÞj2 þ
Z t
t0
jA1=2e uðsÞj2dsp
1
2
juðt0Þj2 þ
Z t
t0
ð fe; uðsÞÞds ð5:8Þ
holds for t0 ¼ 0 and all tA½0; T  and also for almost all 0ot0otpT : We recall that
C0wð½0; T ;EeÞ is a subspace of LNðð0; TÞ;EeÞ consisting of all functions which are
weakly continuous, that is, for each hAEe; the mapping t-ðuðtÞ; hÞ is continuous. In
particular, the relation uð0Þ ¼ u0 is understood in this sense. We also emphasize that
any weak Leray solution uðtÞ is a weakly continuous function with values in Ee
deﬁned for all tA½0; T  and uðtÞAVe for tAFTu ; where FTuC½0; T  is a measurable set
of full measure.
Due to lack of uniqueness of the weak solutions of (2.1)–(2.4), we can no
longer deﬁne a local nonlinear semigroup on Ee: However, in 1987 for 3D Navier–
Stokes equation (in a single domain) Foia-s and Temam [5] introduced the set X e
consisting of all weak Leray solutions existing on ðN;þNÞ and bounded in the
corresponding space Ee: This set is not empty since it contains Ae: Moreover, Foia-s
and Temam [5] showed that this set is compact in Eweake and that, for any weak Leray
solution uðtÞ in ð0;þNÞ; uðtÞ-X e; in Eweake as t-þN: By the same method as in
[5], we can prove similar assertions for the model considered here. We show now that
X e ¼ Ae; for 0oepe0: The following theorem generalizes also the well-known result
in the case of the classical Navier–Stokes equations on an arbitrary three-
dimensional domain which says that, if the forcing term is small enough, every
weak Leray solution becomes strong after some time (see, e.g., the argument given in
[24, Theorem 3.12, Chapter 3]).
Theorem 5.1. Assume that condition (1.5) on ke and hypotheses (5.1) and (5.3) hold,
and that feAE1;e"E2;e satisfies (5.2). Then, for any r40; for any 0oepe0; there exists
a time Tðe; rÞX0 and, for any weak Leray solution uðtÞ of (2.1)–(2.4), with juð0Þjpr;
there is a positive time t0; 0ot0pTðe; rÞ such that uðtÞABe for tXt0: In particular, uðtÞ
is a strong solution of (2.1)–(2.4), for tXt0 and, moreover, X e ¼ Ae:
Proof. Due to (5.4) and (5.5), for any weak Leray solution of (2.1)–(2.4), we deduce
from (5.8) that, for tX0; for 0oepe0;Z t
0
jD1=2e uðsÞj2dspju0j2 þ tðjD1=2e Pe fej2 þ jD1=2e Qe fej2Þ:
Here we also use the relation jD1=2e uj2 ¼ aeðu; uÞ ¼ jA1=2e uj2 for uAVe: Thus,
1
t
Z t
0
jD1=2e uðsÞj2dsp
1
t
ju0j2 þ ðjD1=2e Pe fej2 þ C20e2jQe fej2Þ
p 1
t
ju0j2 þ k24R4=3ðeÞ þ C20e14=9k22R2ðeÞ
p 1
t
ju0j2 þ 2k24R4=3ðeÞ: ð5:9Þ
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Consequently,
1
t
Z t
0
jD1=2e uðsÞj2dsp3k24R4=3ðeÞ for all tXTðe; rÞ ¼
r2
k24R
4=3ðeÞ:
Therefore, there exists a subset F 0C½0; Tðe; rÞ of positive measure such that
jD1=2e uðsÞj2o4k24R4=3ðeÞ for any sAF 0:
Since FTðe;rÞu is a set of full measure in ½0; Tðe; rÞ; we have that FTðe;rÞu ,F 0a|:
Therefore, due to (5.3) and (5.4), there exists t0AFTðe;rÞu C½0; Tðe; rÞ such that
jD1=2e uðt0Þjpk1RðeÞ; juðt0Þjpk3R2=3ðeÞ: ð5:10Þ
We deduce now from Theorem 4.1 and from uniqueness of strong solutions in the
class of weak solutions that uðtÞ is a strong solution of (2.1)–(2.4) and that uðtÞABe;
for tXt0: As a direct consequence, we obtain the equality X e ¼ Ae: This completes
the proof of Theorem 5.1. &
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