Introduction
Let C be the complex plane and E = {zeC : |z|<l} the unit disk. Denote by H the class of functions holomorphic in the disk E, satisfying the condition
Re{d-z 2 )^ z £ 0, z e S, end such that f(0) = 0, f'(0) = 1. If the coefficients of the function f satisfying condition (1) are real, then the function is typically real '.
The class H is then a proper superclass of T r . Some results for the class H were established by Hengartner and Schober [4] . The condition (1) can be written in the form (2) f(z) = z ^ p(z), z cE,
-
z £ where peF, P being the class of functions p holomorphic in E and such that Re p(z)> 0, f or z eE and p( 0) = 1.
' The function f holomorphic in E and such that f(0) = 0, f'(0) «« 1, is said to be typically real if it takes the real values on the segment (-1.1 J of the real axis and satisfies the condition Im z-Im f(zj > 0 for a e E \ (-1,1). The class of typically real functions will be denoted by T r . P.Bogovvski, Cz.Burniak .iaking use of Herglotz s formula for the function p e P we can write condition (1) in the form where (J is a real function, non decreasing in the interval [-nr .jr] and such that 3T j d{J ( t J = 1.
-ir 1. The domain of local univalence in the class H We will determine the domain of local univalence in the class H. ihe method used in order to characterize the boundary functions and the boundary points in this problem is a modification of the method applied by Burstein [2] in the study of another problem. This modification required, however, some more precise statements.
Let z(f) denote the set of zeros of the derivative of the function f in the disk E, that is z{f) = {z e S : f'(z) = o}.
The points of the set z(f) are said to be the critical points of the function f.
Denote by B the set B = U z(f). It is obvious that the feH set D = B \ B does not contain critical points of the function f, that is f'(z) 4 0 for any z eD and any function feH. Hence,D is the set of local univalence in the class H.
The set D is symmetrical with respect to the real axis. This follows from the fact that if the function f belongs to the class H, then the function g defined as g(z) = f(z), z e E, also belongs to the class H. Moreover, Re f'(z)>0 for ze (-1,1), hence D contains the segment (-1,1) of the real axis. Since the class H is compact, the set B of critical points is closed in the space B (with respect to the disk E). Let r = 9Bn E, so r = 8D nB. Definition 1.
The point zQ e r is said to be a regular boundary point of the set B, if there exists an a t B such that |z -a J ^|zQ -a J for any z e B. If such an a doeB not exist, then zQ is said to be a singular boundary point. This definition was introduced by M. Biernacki [l] (see also Lebedev [6] ).
Denote by rQ c r the set of all regular boundary points of r , It is known (M. Biernacki [l] , 13) that rQ is dense in r , henoa in order to find the boundary of r it suffices to determine the set rQ.
The function f e H such that f'(zJ = 0, where z" is 0 0 0 ' 0 a boundary point of the set B, is said'to be a boundary function.
To determine the boundary functions and the boundary points in this problem we make use of the variational formulas of Goluzin In what follows we shall make use of (4) in the following developed form *2 and where we assume that lim y(t) = p(a), lim (j(t) = jj(b)< t»b + The second variational formula has the form
where t,, t 2 , <t 2^b , are discontinuity points of the function JJ and is sufficiently small. Making use of (3), (4)»we obtain
Taking account of (5) and (6), we can write (8) in the form
The second variational formula may be written as follows (12) f^
where A is sufficiently small and
Set F^(z,A) = f*(z); then formula (8) becomes (14) where In view of (15), we have t
Now, if z** is a zero of the function f** given by (12), that is, if f*x(z**) = 0, then applying formula (7) and proceeding as before, we obtain
where A is sufficiently small, t^ and t2 are discontinuity points of the function and -(s(z,t)) is given by (13). <ri o Assume now that zQ is a regular boundary point. Then there exists an a i B suoh that (18) |a* -a| 2 > |z0 -a| 2 .
Further, we have
whence, on account of formulas (9) and (10), we obtain |z*-a| 2 = |zQ-a| 2 + 2 A Re [ (¡"-iih, (z0,o1)] + oU),
where 0 s % < 1 and
The inequality (18) implies the following ones
which can be written in the form
where
If the equation $(t) = 0 has no roots in the interval (t-p 1^' til0n in ine 9 uali ' ,; y (19)
wa have and sign in inequality (20) must be inverted. Hence,it follows that
By a similar argument,we find that also t"
Therefore, u f (t) is constant in any interval (t 1 ,t ? ) whioh o does not oontain zeros of $(t).
Let. now t^, tg be discontinuity points of the funotion ¿j^ . We shall prove that ¡j-can have at most 2 discontinuity o points. For the'indirect proof assume that t^, t^, t^, -3r$t1 <tg<t2 <3T »-are discontinuity points of t,he function . Since ^(t.,) = v(t2J = v(t3), $(tk) « 0, k=i ,2,3» and §(t) =t)i'(t), there exist points t^s (t^tg) and t^eitg.t^) such that $(t4) = y'(t4) = 0 and i(t^) = y'(t5) = 0. This would mean that the eiq,uation $(t) = 0 has 5 roots in the interval [-J'",'*) which is impossible.
Let now t^, t^, t^, -3r^t 1 < jr , be roots of the equation $(t) = 0. It should be noted that the points t^ and t^ cannot be at the same time discontinuity points of ¡jj. . Otherwise the function tp(t) would take on equal vao lues at these points; by if)'(t) = $(t), this would lead to the conclusion that in the interval (t^t^) there exists a root t^ of the equation $(t) = 0.
A similar argument shows that the points t^ and t^, resp. t^ and t^, cannot be at the same time discontinuity points of the function (J f . o Assume now that the points t^ and t^ are discontinuity points of . In each of the intervals (t^t^) and o the equation $(t) = D has no roots. Hence, by virtue of formulas (22) and (23), we have *J f (t) = c 1 = lim (J (t) for t e (t 1 ,t 2 ), 0 t-t^
(t) = c 2 = lim fj(t) for t e (t 2 ,t 3'-
Moreover, since the points t 1 and t^ are discontinuity points, we have c^ 4 Cg. The point tg would then be a discontinuity point which is impossible, inasmuch as the function can o have at most 2 discontinuity points. An analogous proof shows that the points t 2 and t^, resp. t^ and t^, cannot be at the same time discontinuity points of ¿i^ .
o From the preceding considerations it follows that if zQ is a regular boundary point such that 4 0» then the corresponding boundary function has the form ,-it 1-z 1 " 1-ze (27) f 0 (a) = -g-g • UZ8 _ it , zeB, te[-jr,jr). By an argument analogous to the one applied in the case, where zQ is a simple zero of f^(z), we conclude that the boundary functions have the form (27). Hence,-the regular boundary points zQ e rQ are the solution of the equation f^(zQ) = 0 which belong to the disk E, the function f being given by formula (27). The equation f^(z) = 0 has the form After some transformations we get (31) e" 2i V + 2e-l1: z3 + (e-2it -1)z 2 --0.
Let us note that for t = -jt and t = jr the boundary function is the eane and has the form f (z) = ---^ •
Let us now set z = re i8 , r = r{8)£ 0, 8 = 8 (t), 9e [o,2jt], t e [-jr,jr] in equation (31) and separate the real and imaginary parts; we obtain the system of equations Hence, it follows that the solutions of equation (30) are also the points z = of the unit disk such that -^$argz$| and ^ arg z £^ . This, however, iB not essential for our considerations, since our task was to find solutions of the equatipn (30) in the unit disk E. 
Fig» 1
This equation represents a system of curves, as is shown in fig.1 ; each of them has the polar equation r = r(6). We are concerned with the boundary r , composed of curve segments contained in E (in fig.1 the domain D is hatched) . Thus we obtain the following theorem. The preoeding considerations enable us to state the following theorem. Theorem 2.
The set D is a set starlike with respect to the origin; its boundary is given by the polar equation r = r(9)"8e [0, 2ir], where re (0}l] satisfies the equation sin 2 9 = ^ (R-2) 2 (R+2) with R = r + 1 .
Remark.
The above determined domains D and D contain the disk of univalence Kp = |z e C : I z I < r^ } in the olass H; the number rjj = has been determined by L.Koczan in paper [5] .
