In this paper, the stopping set distributions (SSD) of some well-known binary linear codes are determined by using finite geometry theory. Similar to the weight distribution of a binary linear code, the SSD {Ti(H)}J o enumerates the number of stopping sets with size i of a linear code with parity-check matrix H. First, we deal with the simplex codes and Hamming codes. With paritycheck matrix formed by all the weight 3 codewords of the Hamming code, the SSD of the simplex code is completely determined with explicit formula. With parity-check matrix formed by all the nonzero codewords of the simplex code, the SSD of the Hamming code is completely determined with two recursive equations. Then, the first order Reed-Muller codes and the extended Hamming codes are discussed. With parity-check matrix formed by all the weight 4 codewords of the extended Hamming code, the SSD of the first order Reed-Muller code is completely determined with explicit formula. With parity-check matrix formed by all the minimum codewords of the first order Reed-Muller code, the SSD of the extended Hamming code is completely determined with two recursive equations.
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I. INTRODUCTION Recently, it is known that the performance of an lowdensity parity-check (LDPC) code under iterative decoding over a binary erasure channel (BEC) is completely determined by certain combinatorial structures, called stopping sets, of the parity-check matrix of the LDPC code [4] [5] . Let C be a binary [n, k, d] linear code with length n, dimension k and minimum distance d. Let H be an m x n parity-check matrix of C, where the rows of H may be dependent. Let GH be the Tanner graph corresponding to H. The girth g of GH or H is defined as the minimum length of circles in GH. A stopping set S of H is a subset of column indices {1, 2,... , n} such that the projection of H on S, say H(S), does not contain a row of weight one.
The smallest size of a nonempty stopping set, denoted by s(H), is [5] that for any parity-check matrix, the stopping distance is equal to the minimum distance. In the 2004 Shannon lecture, McEliece [1] gave an exact expression for the number of smallest stopping sets of 'H(m) with the full rank parity-check matrix F, i.e., T3 (F) = (5m 3m±+ + 2m+±)/6. Recently, Abdel-Ghaffar and Weber [2] further determined the whole SSD of 'H(m) with the parity-check matrix F. Note that A3 = (2n-1)(2m-l 1 1)/3 [8] and A3 < T3(F), i.e., F is not BEC proper. Weber and Abdel-Ghaffar [3] showed that for the parity-check matrix H* formed by all the codewords of the simplex code, i.e., the dual code of XL(m), T3(H*) = A3 and T4(H*) = A4, but they did not determined the whole SSD of XY(m) with the parity-check matrix H*.
In this paper, we obtain BEC proper matrices and then determine the SSDs for the simplex codes, the Hamming codes, the first order Reed-Muller codes and the extended Hamming codes by using finite geometry theory. [6] [7] , denoted by CFG(m, ,u). Clearly, the girth of H if,u 1 and 4 otherwise [6] . Xia and Fu [7] proved tl
From now on, we will assume q =2 and only consi the finite geometries PG(m -1, 2) and EG(m, 2). Clea the n x n point-hyperplane incidence matrix and Jn is the n x n all-i matrix. It is obvious that for any hyperplane P, the incidence vector of P = PG(m -1, 2) \ P is a row of H(2) and vice versa. It is not difficult to obtain the following results. Hence, the lemma follows by Lemma 1. Proof: By the definition of stopping sets, a nonempty subset S C I is a stopping set if and only if H(2) (S) has no rows with weight one, i.e., lP n S :t 1 for any hyperplane P. Clearly, P n S 7 1 is equivalent to P n S5 745sl -1.
Firstly, we will prove the necessary condition. Let S C I be a non-empty stopping set, i.e., IP n S 74 5 idj±l which implies that there exists a hyperplane, say P*, such that S. C P* and S 7 P*. Hence, lP* n S =5 1, which leads a contradiction. On the other hand, suppose for any jeS, (S) =(Sj), i.e., F n SO t Sj for any flat F. Hence, P n Sl 51S-I for any hyperplane P, which implies that S is a stopping set. Proof: The case of k = 0, or j(k) = 0, is obvious.
Below we assume k > 1. For 1 < i < k, since (SM) c (S(U)), di , (S(u)), i.e., ji is independent to S(u). Since j(k) \ {j } C S(u) and S(u) \J(k) is independent to j(k) \ {jt} and S(u) \ j(k), which imply the first two conclusions. Since j(k) is an independent subset of F(0, give the conclusion. Below, we suppose k > 1. 
where 6,,y equals 1 if x = y and 0 otherwise. Proof: It is easy to check (13) by the definition (7) of G(u, 1). Moreover, since G(u,l) = B(u, l) = 0 for u < 1, Let u = 1, 2, we have T1 = T2 = 0. Combining these and Remark 2, the theorem follows. It is easy to see from [8] (4) , let H(3) = HEG(m, 2) be the J x n point-plane incidence matrix, where n = 2m and J = n(n -1)(n -2)/24. It is not difficult to see that H(3) is a parity-check matrix of RM(m, 1). By (4) , let H(4) = HEG(m,M -1) be the (2n -2) x n pointhyperplane incidence matrix. It is not difficult to see that H(4) generate RM(m, 1) which implies that H(4) is a parity-check matrix of X(m). 
