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a b s t r a c t
This article proposes the efficient empirical-likelihood-based inferences for the single
component of the parameter and the link function in the single-index model. Unlike the
existing empirical likelihood procedures for the single-index model, the proposed profile
empirical likelihood for the parameter is constructed by using some components of the
maximum empirical likelihood estimator (MELE) based on a semiparametric efficient
score. The empirical-likelihood-based inference for the link function is also considered.
The resulting statistics are proved to follow a standard chi-squared limiting distribution.
Simulation studies are undertaken to assess the finite sample performance of the proposed
confidence intervals. An application to real data set is illustrated.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The single-index model has the following form:
Y = η(βTX)+ ε, (1)
where η(·) is an unknown link function, β ∈ Rp is an unknown parametric vector, for the sake of identifiability, we assume
that ‖β‖ = 1 and the first component of β is positive, where ‖ · ‖ denotes the Euclidean norm, Y ∈ R, X ∈ Rp, and ε is the
random error such that E(ε|X) = 0 almost surely. The appeal of the single-index model is that by focusing on an index βTX ,
the so-called ‘‘curse of dimensionality’’ in fitting multivariate nonparametric regression functions is avoided. Because of its
importance, much effort has been devoted to studying its estimation and other relevant inference problems. For example,
see [8,7,1,15,19,16,12,9,21,17,14,13,2] and so on.
This paper mainly focuses on a relevant topic of the construction of confidence intervals of the parameter β and the link
function η(·). A motivation of this study comes from an analysis of environmental data, consisting of daily measurements
of pollutants and other environmental factors in Hong Kong between January 1, 2000 and December 31, 2000. The four
variables—sulfur dioxide (in g/m3) X1, nitrogen oxides (in g/m3) X2, respirable suspended particulate (in g/m3) X3 and
ozone (in g/m3) X4 are considered. Our main interests include two aspects: one is to examine the relationship between the
levels of chemical pollutants and the number of daily total hospital admissions (Y) for respiratory diseases in Hong Kong.
To avoid the curse of dimensionality, such a problem can be tackled by using the single-index model (1). Namely an index
based on a linear combination of the pollutants β1X1 + β2X2 + β3X3 + β4X4, which is called air pollution index (API), is
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estimated and used. The other is to construct the confidence intervals of every parameter βl and the link function η(·). Here
l = 1, 2, 3, 4. To this end, wewill use the popular empirical likelihoodmethod [10] to estimate the parameter β and the link
function η(·). Furthermore, based on the estimates, the confidence intervals of the single parameter and the link function
can be constructed. The detailed analysis of this data set will be reported in Section 3.
Although some authors has used the empirical likelihoodmethod to construct the confidence regions of the parameter β
in the existing literature (see [21,17,4]), their proposedmethod could not directly be employed to tackle the above proposed
problems. The reasons are as follows: Firstly, even if they also used the usual ‘delete-one-component’ method to increase
the accuracy of the proposed confidence region of β , this method is not efficient for the high-dimensional parameter β
because this method reduced the dimension of β to p − 1, which is only one dimension less. For example, when p ⩾ 3 we
cannot obtain the confidence interval of the single parameter of β , which is of primary interest in the analysis of the above
environmental data. To improve the accuracy of empirical-likelihood-based region, we need to propose an efficient method
to construct the confidence interval of the single component of β . Secondly, the empirical likelihood method proposed by
Zhu andXue [21] could not be used to construct the confidence interval of the link function η(·). In addition, to the best of our
knowledge, we do not see specific works for the statistical inference about the confidence interval of the link function η(·)
of themodel (1). Thirdly, Zhu and Xue [21] did not considered the testing problem on the single parameter βl, l = 1, 2, 3, 4,
by using the empirical likelihood method. How to use the empirical likelihood method to select the significant variables of
the API is also of interest.
In this paper, we propose an efficient profile empirical likelihood method to construct the confidence interval of the
single component of β . To this purpose, we also propose an efficient maximum empirical likelihood estimator (MELE) βˆ of
the parameter β based on a semiparametric efficient score, which is motivated by the idea of Zhu and Xue [21]. By replacing
some components of β with their estimators, an estimated profile empirical likelihood ratio statistic is constructed and it
can be shown to be asymptotically chi-square distributed. Then the confidence interval of the single component of β is
obtained. Furthermore, an empirical-likelihood-based test on the single component of β could be obtained by using the
duality between confidence intervals and hypothesis tests. We also use the empirical likelihood method to construct the
confidence interval of the link function η(·) in the model (1). Although a related work for the varying-coefficient model was
given by Xue and Zhu [18], their used tools cannot directly be applied to the model (1) because of the different estimation
methods in two models. Thus, our method is by no means straightforward. This motivates us to propose a new empirical
likelihood method to construct the confidence interval of η(·).
The rest of this paper is organized as follows. In Section 2 an efficient profile empirical log-likelihood ratio for the
single parameter of β is defined and a corrected empirical likelihood confidence interval for the link function η(·) is also
constructed. Section 3 provides examples based on simulated and real data, and a comparison between the proposed
empirical likelihood method and the normal approximation method is performed in term of coverage probabilities and
widths of confidence intervals. The proofs of the main results are collected in Appendix.
2. Methodology and main results
2.1. Profile empirical likelihood for β
Suppose that {Xi, Yi}ni=1 is a sample of size n from the model (1). Thus
Yi = η(βTXi)+ εi, i = 1, . . . , n. (2)
Because ‖β‖ = 1 means that the true value of β is the boundary point on the unit sphere, η(βTXi) does not have the
derivative at the point β . For this, we use the ‘‘delete-one-component’’ method. The details are as follows. We assume that
the true parameter β has a positive component (otherwise, consider −β). Without loss of generality, we assume βr > 0,
where βr is the rth component of β for 1 ⩽ r ⩽ p. For β = (β1, . . . , βp)T , let β(r) = (β1, . . . , βr−1, βr+1, . . . , βp)T be a
p− 1 dimensional parameter vector after removing the rth component βr in β . Then we may write
β = β(β(r)) = (β1, . . . , βr−1, (1− ‖β(r)‖2)1/2, βr+1, . . . , βp)T . (3)
The value of β can be determined by β(r). Therefore, we need only to consider the confidence region of β(r). The true
parameter β(r) must satisfy the constraint ‖β(r)‖ < 1. Thus, β is infinitely differential in a neighborhood of β(r), and the
Jacobian matrix is
Jβ(r) =
∂β
∂β(r)
= (γ1, . . . , γp)T ,
where γs(1 ⩽ s ⩽ p, s ≠ r) is a p− 1 dimensional vector with sth component 1, and γr = −(1− ‖β(r)‖2)−1/2β(r).
Now we introduce an estimated auxiliary random vector for β(r) (see [21]
ξˆi(β
(r)) = {Yi − ηˆ(βTXi;β)}ηˆ′(βTXi;β)JTβ(r)(Xi − µˆ(βTXi;β)), (4)
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where ηˆ(βTXi;β), ηˆ′(βTXi;β) and µˆ(βTXi;β) are the estimators of η(βTXi), η′(βTXi) and µ(βTXi), respectively, where
µ(x) = E(X |βTX = x). By the local linear method (see [5]), they can be defined as
ηˆ(x;β) =
n−
i=1
Mni(x;β)Yi, ηˆ′(x;β) =
n−
i=1
Mni(x;β)Yi, µˆ(x;β) = n−
i=1
Mni(x;β)Xi, (5)
whereMni(x;β) = Vni(x;β)/∑nj=1 Vnj(x;β), Mni(x;β) = Vni(x;β)/∑nj=1 Vnj(x;β), and
Vni(x;β) = Kh(βTXi − x)[Sn,2(x;β)− (βTXi − x)Sn,1(x;β)],Vni(x;β) = Kh(βTXi − x)[(βTXi − x)Sn,0(x;β)− Sn,1(x;β)],
Sn,k(x;β) = 1n
n−
i=1
(βTXi − x)kKh(βTXi − x), k = 0, 1, 2,
where Kh(·) = K(·/h)/h, K(·) is a kernel function and h is a bandwidth.
Thus we can construct an estimated empirical log-likelihood ratio defined as
Rn(β(r)) = −2max n−
i=1
log(npi) : pi ⩾ 0,
n−
i=1
pi = 1,
n−
i=1
piξˆi(β(r)) = 0

. (6)
Zhu and Xue [21] have showed that the proposed Rn(β(r)) is asymptoticallyχ2 distributed and by this the confidence region
for β(r) can be constructed. But when the dimension p ⩾ 3 their method cannot be used to construct the confidence interval
of the single component of the parameter β . To improve the accuracy of confidence region of β , we propose an efficient
profile empirical likelihood method to construct a confidence interval for a single parameter of the parameter β . To this
purpose, we need to obtain the efficient estimator βˆ(r) of β(r), which can be defined by maximizing −Rn(β(r)), and then
obtain an estimator of β via a transform. This is called the maximum empirical likelihood estimator (MELE). From (2.9) and
(A.1) of [21], we can easily see that the estimator βˆ(r) is, asymptotically, the solution to the efficient estimating equation∑n
i=1 ξˆi(β(r)) = 0. The following result shows that βˆ and βˆ(r) are asymptotically normal.
Theorem 1. Suppose that Conditions C1–C5 in the Appendix hold. If β(r) is the true value of the parameter, then
√
n(βˆ − β) d−→ N(0,Σ), (7)
where
d−→ stands for convergence in distribution, Σ = Jβ(r)V−1QV−1JTβ(r) , Q = E{ε2η′(βTX)2JTβ(r)(X − E(X |βTX))(X −
E(X |βTX))T Jβ(r)} and V is defined in Condition C4.
Now by replacing β with βˆ/s in (4) we can define an estimated auxiliary random vector as
ξˆi,s(βs) = eTs {Yi − ηˆ(βˆT/sXi; βˆ/s)}ηˆ′(βˆT/sXi; βˆ/s)JTβˆ(r)(Xi − µˆ(βˆT/sXi; βˆ/s)), (8)
where βˆ/s = β(βˆ(r)/s ), βˆ(r)/s = (βˆ1, . . . , βs, βˆr−1, βˆr+1, . . . , βˆp)T , s ∈ {1, . . . , r−1, r+1, . . . , p} and es is a p−1 dimensional
vector with sth component 1. Then we can construct an estimated profile empirical log-likelihood ratio defined as
Rn,s(βs) = −2max n−
i=1
log(npi) : pi ⩾ 0,
n−
i=1
pi = 1,
n−
i=1
piξˆi,s(βs) = 0

. (9)
By the Lagrange multiplier method, Rn,s(βs) can be represented as
Rn,s(βs) = 2 n−
i=1
log{1+ λξˆi,s(βs)}, (10)
where λ is determined by
1
n
n−
i=1
ξˆi,s(βs)
1+ λξˆi,s(βs)
= 0. (11)
Theorem 2. Suppose that Conditions C1–C5 hold. If βs is the true value of the parameter, then
Rn,s(βs) d−→ χ21 , (12)
where
d−→ stands for convergence in distribution, and χ21 is a standard chi-square random variables with 1 degree of freedom.
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Let χ21 (1 − α) be the 1 − α quantile of χ21 (0 < α < 1). By Theorem 2 an approximate 1 − α confidence interval for βs
can be defined by Iα(β˜s) = {β˜s : Rn,s(β˜s) ⩽ χ21 (1− α)}.
Remark 1. The Result of Theorem 2 can be used to testing the single component of β by applying the duality between
confidence intervals and hypothesis tests. Some simulation results will be given in Section 3. Relevant discussion can be
found in [20].
2.2. Corrected empirical likelihood for η(·)
For a given β , we define an auxiliary random vector
ϕi(η(x)) = [Yi − η(x)]K((βTXi − x)/b), (13)
where b is a bandwidth. By (2), we have E{ϕi(η(x))} = 0. Similar to [18], we can define an empirical log-likelihood
ratio function for η(x). However, ϕi(η(x)) cannot be directly used as inference for η(x) since ϕi(η(x)) contains unknown
parameters β . In order to get the empirical likelihood ratio function for η(x), we substitute β with βˆ , which is defined in
Section 2.1.
Therefore, with the similar argument to [18], one estimator for ϕi(η(x)) can be obtained and an estimated corrected
empirical log-likelihood ratio can be defined as
Ln(η(x)) = −2max n−
i=1
log(npi) : pi ⩾ 0,
n−
i=1
pi = 1,
n−
i=1
piϕˆi(η(x)) = 0

, (14)
where
ϕˆi(η(x)) = {Yi − η(x)− [ηˆ(βˆTXi)− ηˆ(x)]}K((βˆTXi − x)/b)
and ηˆ(x) = ηˆ(x; βˆ).
By the Lagrange multiplier method, Ln(η(x)) can be represented as
Ln(η(x)) = 2 n−
i=1
log{1+ θϕˆi(η(x))}, (15)
where θ is determined by
1
n
n−
i=1
ϕˆi(η(x))
1+ θϕˆi(η(x)) = 0. (16)
Theorem 3. Suppose that Conditions C1–C6 in the Appendix hold. For given x, if η(x) is the true value of the parameter, then
Ln(η(x)) d−→ χ21 . (17)
Let χ21 (1− α) be the 1− α quantile of χ21 (0 < α < 1). By Theorem 3 an approximate 1− α confidence interval for η(x)
can be defined by Iα(η˜(x)) = {η˜(x) : Ln(η˜(x)) ⩽ χ21 (1− α)}.
3. Numerical results
3.1. Simulation studies
To illustrate the numerical performance of our proposed method, we conduct a small simulation experiment in which
the sample size n = 50, 100, 150. We generate the data from the single-index model
Yi = η(βTXi)+ εi, i = 1, . . . , n, (18)
where β = (−1, 2, 1, 1,−3)/4, Xi is a five-dimensional column vector with the independent uniform (−0.5, 0.5)
components, and εi ∼ N(0, 0.42). In the above model, η(x) = x3.
In nonparametric regressions, we use the kernel function K(u) = 0.75(1− u2)+ for all smoothing steps. The estimated
bandwidth hˆopt for h can be obtained by the ‘‘leave-one-sample-out’’ method, see [7] and [5]. To obtain the root-n estimators
of the parameters, the final estimated bandwidth for h is taken as n−2/15hˆopt , because this guarantees that the required
bandwidth has correct order of magnitude for the optimal asymptotic performance, see [1].
To evaluate the performance of the proposed methods for the single parameter of β , two methods are compared: the
profile empirical likelihood (PEL) method and the normal approximation (NA) method. The average lengths and coverage
probabilities of the confidence interval, with the nominal level 1− α = 0.95 are computed with 1000 simulation runs and
all the simulation results are reported in Tables 1 and 2.
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Table 1
Average lengths of confidence intervals for βs, s = 1, 2, 3, 4, 5 when nominal
confidence level 95%.
Methods n\Parameters β1 β2 β3 β4 β5
PEL 50 0.086 0.081 0.090 0.079 0.084
100 0.071 0.070 0.062 0.076 0.067
150 0.048 0.035 0.034 0.042 0.032
NA 50 0.112 0.107 0.098 0.105 0.104
100 0.079 0.078 0.072 0.089 0.075
150 0.052 0.042 0.041 0.050 0.049
Table 2
Coverage probabilities of confidence intervals for βs, s = 1, 2, 3, 4, 5 when
nominal confidence level 95%.
Methods n\Parameters β1 β2 β3 β4 β5
PEL 50 0.912 0.914 0.910 0.918 0.916
100 0.927 0.923 0.931 0.925 0.921
150 0.938 0.934 0.940 0.936 0.941
NA 50 0.904 0.898 0.901 0.918 0.902
100 0.917 0.910 0.928 0.923 0.918
150 0.932 0.928 0.939 0.930 0.942
Table 3
Average lengths of confidence intervals for link function η(x) at the
five selected points when nominal confidence level 95%.
Methods n\ x −0.4 −0.3 0.1 0.3 0.4
PEL 50 0.441 0.453 0.441 0.432 0.456
100 0.315 0.342 0.332 0.315 0.364
150 0.185 0.177 0.167 0.165 0.193
NA 50 0.485 0.475 0.458 0.449 0.463
100 0.334 0.357 0.347 0.326 0.370
150 0.198 0.204 0.194 0.171 0.198
Table 4
Coverage probabilities of confidence intervals for link function η(x)
at the five selected points when nominal confidence level 95%.
Methods n\ x −0.4 −0.3 0.1 0.3 0.4
PEL 50 0.901 0.910 0.902 0.899 0.903
100 0.920 0.919 0.923 0.921 0.927
150 0.931 0.940 0.941 0.936 0.932
NA 50 0.884 0.895 0.886 0.890 0.897
100 0.917 0.910 0.920 0.918 0.928
150 0.928 0.941 0.936 0.928 0.927
From the above simulation results, we draw the following conclusions. From Tables 1 and 2, it is easy to see that the PEL
performs much better than the NA in terms of coverage probabilities and the average lengths of the confidence intervals.
The coverage probabilities of the PEL and NAmethods are close to the nominal level as n increases, and from Table 2, we see
that the coverage probabilities increase as the n increases.
We also show the performance of the corrected empirical likelihood for the link function η(·) in terms of the average
lengths and coverage probabilities of the pointwise confidence intervals in Tables 1 and 3. Here the estimated bandwidth
for h is taken as n−2/15hˆopt , and to save computational time, we tried the simple estimated bandwidth bˆ = an−1/5 for
a = 0.25, 0.75, 1, 1.5, 2, which satisfy the condition in Theorem 3. The final bandwidth bˆ = 1.5n−1/5. The numerical
results are fairly stable against shifting values of the selected bandwidth. The kernel function K(u) = 0.75(1 − u2)+ was
also used. We take the sample size as n = 50, 100, 150, respectively. In each case the number of simulated realizations is
1000. The pointwise confidence intervals for the nonparametric function η(·) at the selected four points x = −0.4,−0.3,
0.1, 0.3 and 0.4 are presented in Tables 3 and 4. The average lengths of the confidence intervals are given in Table 3, and the
corresponding coverage probabilities are also presented in Table 4.
Table 3 shows that the average interval lengths decrease as the sample size increases and the lengths of the PEL-
based intervals are slightly shorter than those based on the NA method. From Table 4 we may conclude that the coverage
probabilities based on the PEL method are mostly closer to the nominal level than those based on the NA method.
In addition, based on the PEL method we also considered a simple calculation on the power of the tests in the above
example. Here we take the null hypothesis H0 : β1 = 0 and the power functions are evaluated under a sequence of the
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Table 5
Powers of the tests based on the PEL method.
n\δ 0 0.010 0.015 0.020 0.025 0.030 0.035
50 0.013 0.124 0.305 0.689 0.836 0.997 1.000
100 0.009 0.148 0.325 0.699 0.890 0.998 1.000
150 0.011 0.208 0.355 0.710 0.954 1.000 1.000
Fig. 1. Application to environmental data. The estimated curves of η(·) and its confidence bands based on the proposed empirical likelihood (dashed curve)
and the NA method (dotted curve).
alternative models indexed by δ : H1 : β1 = n−1/2δ, δ = 0, 0.010, 0.015, 0.020, . . .. The other case can be investigated in
a similar fashion. More discussion can be found in [3] and [6]. The simulation results are reported in Table 5, which depicts
the power function based on 1000 simulations at the significance levels: γ = 0.01, and n = 50, 100, 150. When δ = 0,
the special alternative collapses into the null hypothesis. Based on the PELmethod and different sample sizes, the powers at
δ = 0 for the foregoing significance level are 0.013, 0.009, 0.011 respectively. This shows that the PEL gives the right levels
of tests under different sample sizes. And the three power functions increases rapidly as δ increases. This shows that the
proposed PEL works well.
3.2. A real example
We illustrate the proposed method by an application to the environmental data set, which consists of daily average
measurements of pollutants in Hong Kong between January 1, 2000 and December 31, 2000. The description of the data set
is given in the introduction. We in this paper employed the single-index model to fit the given data. The single-index model
can be expressed as
Y = η(β1X1 + β2X2 + β3X3 + β4X4)+ ε. (19)
On the basis of the empirical likelihood ratio test procedure given in Remark 1, the hypothesis ‘‘βl = 0’’ for every
l = 1, 2, 3, 4 is not significant at the significance level 0.01. So we employ the single-index model (19) to fit the given
data set. The kernel function and the bandwidth selectionmethod given in simulation example were used. And the estimate
of (β1, β2, β3, β4) is (0.210, 0.156, 0.920, 0.294). For every l = 1, 2, 3, 4, the 95% confidence intervals for βl based
on the normal approximation are (−0.181,0.601), (−0.157,0.469), (0.458,1.382) and (−0.093,0.681), respectively. And their
95 confidence intervals based on the proposed empirical likelihood methods are (0.086,0.582), (0.041,0.379), (0.549,1.108),
and (0.032,0.547), respectively. These results indicate that, for this data set, the PEL-based confidence intervals is shorter
than that based on theNA. The estimated link function and its confidence intervals based on the PEL and theNA are presented
in Fig. 1. And Fig. 1 also shows that the confidence band based on the proposed empirical likelihood method is narrower
than that based on the NA method.
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Appendix
Before we prove the main theorems, we now give a set of conditions used in this paper.
Conditions
(C1) η(·) and µ(·) have Lipschitz continuous second derivative, and the density of βTX, f (t), is bounded away from zero
and satisfies the Lipschitz condition of order 1 on T = {t = βT x : x ∈ A}, andA is a compact support of X .
(C2) The kernel K(t) is a bounded and symmetric probability density function and is twice continuously differentiable at t ,
and satisfies

t2K(t)dt ≠ 0 and  |t|kK(t)dt <∞, k = 1, 2, . . ..
(C3) supx{E(ε2|X)} <∞, supx{E(ε4|X = x)} <∞.
(C4) (i)V = E{η′(βTX)2JTβ(r)(X − E(X |βTX))(X − E(X |βTX))T Jβ(r)} is a positive definite matrix, where Jβ(r) is defined in
Section 2.
(C5) The bandwidth h satisfies that nh4 → 0 and nh3 →∞ as n →∞.
(C6) The bandwidth b satisfies that b = cn−1/5, where c is some positive constant.
In this section, to simplify the notations, we write ηˆ(βˆT/sXi) = ηˆ(βˆT/sXi; βˆ/s), ηˆ′(βˆT/sXi) = ηˆ′(βˆT/sXi; βˆ/s) and µˆ(βˆT/sXi) =
µˆ(βˆT/sXi; βˆ/s). We firstly present the proof of Theorem 1.
Proof of Theorem 1. By using the similar method to that for Theorem 1 of [2], we can complete the proof of Theorem 1.
Here, to save the space, we omit its details. 
To prove Theorem 2, it suffices to prove the following Lemmas.
Lemma 1. Under the assumptions of Theorem 2, if η(x) is the true value of the parameter, we have
(i)
1√
n
n−
i=1
ξˆi,s(βs)
d−→ N(0,Σs), (ii) 1n
n−
i=1
ξˆi,s(βs)ξˆi,s(βs)
T p−→ Σs,
whereΣs = E{η′(βTX)2eTs JTβ(r)(X − E(X |βTX))(X − E(X |βTX))T Jβ(r)es}.
Proof. (i) By the definition of ξˆi,s(βs), we can obtain that
ξˆi,s(βs) = η′(βTXi)eTs JTβ(r)(Xi − µ(βTXi))εi + η′(βTXi)eTs (Jβˆ(r)/s − Jβ(r))
T (Xi − µˆ(βˆT/sXi))εi
+ η′(βTXi)eTs JTβ(r)(µ(βTXi)− µˆ(βˆT/sXi))εi + (η(βTXi)− ηˆ(βˆT/sXi))η′(βTXi)eTs JTβˆ(r)/s (Xi − µˆ(βˆ
T
/sXi))
+ (η(βTXi)− ηˆ(βˆT/sXi))(ηˆ′(βˆT/sXi)− η′(βTXi))eTs JTβˆ(r)/s (Xi − µˆ(βˆ
T
/sXi))
+ (ηˆ′(βˆT/sXi)− η′(βTXi))eTs JTβˆ(r)/s (Xi − µˆ(βˆ
T
/sXi))εi
≡ Θi1 +Θi2 +Θi3 +Θi4 +Θi5 +Θi6. (A.1)
By the central limit theorem with condition (C4), we have
1√
n
n−
i=1
Θi1
d−→ N(0,Σs). (A.2)
Therefore, to prove Lemma 1(i), we only need to show that 1√n
∑n
i=1Θil
p−→ 0, l = 2, 3, 4, 5, 6.
By a Taylor expansion, we have
µˆ(βˆT/sXi)− µ(βTXi) = µ′(βTXi)(βˆ/s − β)TXi + µˆ(βTXi)− µ(βTXi)+ op(n−1/2), (A.3)
and from Theorem 1 we can obtain that
J
βˆ
(r)
/s
− Jβ(r) p−→ 0, βˆ/s − β = Op(n−1/2). (A.4)
Note that
1√
n
n−
i=1
Θi2 = 1√n
n−
i=1
η′(βTXi)eTs (Jβˆ(r)/s
− Jβ(r))T (Xi − µ(βTXi))εi
+ 1√
n
n−
i=1
η′(βTXi)eTs (Jβˆ(r)/s
− Jβ(r))Tµ′(βTXi)(β − βˆ/s)TXiεi
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+ 1√
n
n−
i=1
η′(βTXi)eTs (Jβˆ(r)/s
− Jβ(r))T (µ(βTXi)− µˆ(βTXi))εi
+ 1√
n
n−
i=1
η′(βTXi)eTs (Jβ(r) − Jβˆ(r)/s )
Top(n−1/2)εi
≡ A1 + A2 + A3 + A4.
By using the similar arguments to those used in Lemma 4 of [21] and the (A.4), we can easily prove that Ak
p−→ 0, k =
1, 2, 3, 4. This implies that 1√n
∑n
i=1Θi2
p−→ 0. Similarly, we have 1√n
∑n
i=1Θi3
p−→ 0.
Next we consider 1√n
∑n
i=1Θi4.
Similar to (A.3), we have
ηˆ(βˆT/sXi)− η(βTXi) = η′(βTXi)(βˆ/s − β)TXi + ηˆ(βTXi)− η(βTXi)+ op(n−1/2). (A.5)
Thus we have
1√
n
n−
i=1
Θi4 = 1√n
n−
i=1
η′(βTXi)2(β − βˆ/s)TXieTs JTβˆ(r)/s (Xi − µˆ(βˆ
T
/sXi))
+ 1√
n
n−
i=1
η′(βTXi)(η(βTXi)− ηˆ(βTXi))eTs JTβˆ(r)/s (Xi − µˆ(βˆ
T
/sXi))
+ 1√
n
n−
i=1
η′(βTXi)op(n−1/2)eTs J
T
βˆ
(r)
/s
(Xi − µˆ(βˆT/sXi))
≡ B1 + B2 + B3. (A.6)
Similar to 1√n
∑n
i=1Θi2, we have Bj
p−→ 0, j = 1, 3. As to B2, we have
B2 = 1√n
n−
i=1
η′(βTXi)(η(βTXi)− ηˆ(βTXi))eTs JTβ(r)(Xi − µˆ(βTXi))
+ 1√
n
n−
i=1
η′(βTXi)(η(βTXi)− ηˆ(βTXi))eTs JTβ(r) [(µ′(βTXi)(β − βˆ/s)TXi)+ op(n−1/2)]
+ 1√
n
n−
i=1
η′(βTXi)(η(βTXi)− ηˆ(βTXi))eTs (Jβˆ(r)/s − Jβ(r))
T (Xi − µˆ(βTXi))
+ 1√
n
n−
i=1
η′(βTXi)(η(βTXi)− ηˆ(βTXi))eTs (Jβˆ(r)/s − Jβ(r))
T [(µ′(βTXi)(β − βˆ/s)TXi)+ op(n−1/2)]
≡ B21 + B22 + B23 + B24. (A.7)
By using similar arguments to that for Lemma 4 and the (A.4), we can easily show that B2l
p−→ 0, l = 1, 2, 3, 4, which
implies that B2
p−→ 0. Therefore, we have 1√n
∑n
i=1Θi4
p−→ 0. Similarly, we can also show that 1√n
∑n
i=1Θi5
p−→ 0 and
1√
n
∑n
i=1Θi6
p−→ 0. Therefore we complete the proof of Lemma 1(i).
(ii) We also use the notations in the proof of this term. LetΘ⋆i = Θi2 +Θi3 +Θi4 +Θi5 +Θi6. Thus we have
1
n
n−
i=1
ξˆi,s(βs)ξˆi,s(βs)
T = 1
n
n−
i=1
Θi1Θ
T
i1 +
1
n
n−
i=1
Θi1Θ
⋆T
i +
1
n
n−
i=1
Θ⋆i Θ
T
i1 +
1
n
n−
i=1
Θ⋆i Θ
⋆T
i
≡ Υ1 + Υ2 + Υ3 + Υ4.
By the law of large numbers, we can derive that Υ1
p−→ Σs. By using the similar argument to that for Lemma 5 of [21], we
can show that Υk
p−→ 0, k = 2, 3, 4. This completes the proof. 
Lemma 2. Under the assumptions of Theorem 1, if η(x) is the true value of the parameter, we have
(i) max
1⩽i⩽n
|ξˆi,s(βs)| = op(n1/2), (ii) |λ| = Op(n−1/2).
Proof. (i) By the fact that for any sequence of independent and identically distributed random variables ζi, i = 1, . . . , n
with E(ζ Ti ζi) < ∞, we have max1⩽i⩽n ‖ζi‖ = op(n1/2), which leads to max1⩽i⩽n |Θi1| = op(n1/2). Applying the similar
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techniques as were used in the analysis of Lemma 6 of [21], we have max1⩽i⩽n |Θik| = op(n1/2), k = 2, 3, 4, 5, 6. This
entails the result.
(ii) Together with Lemma 1(ii) and using the arguments similar to [11], we can obtain |λ| = Op(n−1/2). 
Proof of Theorem 2. Applying a Taylor series expansion to Eq. (10) and invoking Lemmas 1 and 2, we can obtain that
Rn,s(βs) = 2 n−
i=1
[
λξˆi,s(βs)− 12 (λξˆi,s(βs))
2
]
+ op(1). (A.8)
By Eq. (8), it follows that
0 = 1
n
n−
i=1
ξˆi,s(βs)
1+ λξˆi,s(βs)
= 1
n
n−
i=1
ξˆi,s(βs)− 1n
n−
i=1
ξˆi,s(βs)[ξˆi,s(βs)]Tλ+ 1n
n−
i=1
ξˆi,s(βs)[λξˆi,s(βs)]2
1+ λξˆi,s(βs)
.
By using Lemmas 2–4, we obtain
n−
i=1
[λξˆi,s(βs)]2 =
n−
i=1
λξˆi,s(βs)+ op(1), (A.9)
λ =

n−
i=1
ξˆi,s(βs)(ξˆi,s(βs))
T
−1 n−
i=1
ξˆi,s(βs)+ op(n−1/2). (A.10)
Then, by Eqs. (A.3)–(A.5), we have
Rn,s(βs) =  1√n
n−
i=1
ξˆi,s(βs)
T 
1
n
n−
i=1
ξˆi,s(βs)(ξˆi,s(βs))
T
−1  n−
i=1
ξˆi,s(βs)

+ op(1).
This, together with Lemmas 1 and 2, completes the proof of Theorem 2. 
Lemma 3. Under the assumptions of Theorem 3, if η(x) is the true value of the parameter, we have
(i)
1√
nb
n−
i=1
ϕˆi(η(x))
d−→ N(0,Σ(x)), (ii) 1
nb
n−
i=1
ϕˆi(η(x))ϕˆTi (η(x))
p−→ Σ(x),
whereΣ(x) = σ 2(x)f (x)  K 2(t)dt, σ 2(x) = E(ε2|x).
Proof. By Part (i) and using the similar arguments as those used in Lemma 5 of [21], one can complete the proof of Part (ii).
Here we only prove (i).
By the definition of ϕˆi(η(x)) and the Taylor expansion, it is easy to show that
1√
nb
n−
i=1
ϕˆi(η(x)) = 1√
nh
n−
i=1
{Yi − η(βTXi)}K((βˆTXi − x)/b)
+ 1√
nh
n−
i=1
{(η(βTXi)− ηˆ(βˆTXi)+ (ηˆ(x)− η(x)))}K((βˆTXi − x)/b)+ op(1)
≡ ∆1 +∆2 + op(1). (A.11)
Noting that, for every i
K((βˆTXi − x)/b) = K((βTXi − x)/b)+ K ′((βTXi − x)/b)(βˆ − β)TXi + op(n−1/2), (A.12)
which, combining with the result that βˆ − β = Op(n−1/2) from Theorem 1 and simple calculation, leads to
∆2 = 1√
nh
n−
i=1
{Yi − η(βTXi)}K((βTXi − x)/b)+ op(1). (A.13)
Using the central limits theorem, we have
∆2
d−→ N(0,Σ(x)). (A.14)
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Next we prove
∆2
p−→ 0. (A.15)
Noting that
ηˆ(βˆTXi)− η(βTXi) = η′(βTXi)(βˆ − β)TXi + ηˆ(βTXi)− η(βTXi)+ op(n−1/2).
By this, it can be shown that
∆2 = 1√
nh
n−
i=1

(ηˆ(x)− η(x))− η′(βTXi)(βˆ − β)TXi − (ηˆ(βTXi)− η(βTXi))+ op(n−1/2)

K((βˆTXi − x)/b)
= 1√
nh
n−
i=1
{ηˆ(x)− η(x)}K((βˆTXi − x)/b)+ 1√
nh
n−
i=1
{ηˆ(βTXi)− η(βTXi)}K((βˆTXi − x)/b)
+ 1√
nh
n−
i=1
{η′(βTXi)(βˆ − β)TXi}K((βˆTXi − x)/b)+ 1√
nh
n−
i=1
K((βˆTXi − x)/b)op(n−1/2)
≡ ∆31 +∆32 +∆33 +∆34. (A.16)
By using (A.12) and the similar arguments to those used in Lemmas 3 and 4 of [21], we can obtain that
∆3k
p−→ 0, k = 1, 2, 3, 4. (A.17)
Thus we prove (A.15). Therefore, we complete the proof of Lemma 3. 
Lemma 4. Under the assumptions of Theorem 1, if η(x) is the true value of the parameter, we have
(i) max
1⩽i⩽n
‖ϕˆi(η(x))‖ = op((nb)1/2), (ii) θ = Op((nb)−1/2).
Proof. As to part (ii), by Lemma 3(i), it can be shown that 1nb
∑n
i=1 ϕˆi(η(x)) = Op((nb)−1/2), which, combining with
Lemma 3(ii), leads to Lemma 4(ii) by using the same arguments as that used in the proof of expression (2.14) in [11]. Next
we prove part (i).
Let Λ˜i = εiK((βˆTXi − x)/b) and denote η˜i = (ηˆ(βˆTXi)− η(βTXi))K((βˆTXi − x)/b), η˜ix = (ηˆ(x)− η(x))K((βˆTXi − x)/b).
We also use the notation of Lemma 3 and it is easy to show that
max
1⩽i⩽n
|ϕˆi(η(x))| ⩽ c max
1⩽i⩽n
|Λ˜i| + c max
1⩽i⩽n
|η˜i| + c max
1⩽i⩽n
|η˜ix|
≡ Ξ1 + Ξ2 + Ξ3,
where c > 0 generally represents any constant which may take a different value for each appearance. To prove Lemma 4(i),
we only need to prove thatΞk = op(n1/2), k = 1, 2, 3.
Similarly to the proof of the above Lemma 3 and the proof of Lemma A.1 in [18], we can obtain thatΞl = op((nb)1/2), l =
1, 2, 3. Thus, the proof of Lemma 4 is completed. 
Proof of Theorem 3. Applying a Taylor series expansion to Eq. (15) and invoking Lemmas 3 and 4, we can obtain that
Ln(η(x)) =  1√
nb
n−
i=1
ϕˆi(η(x))
T 
1
nb
n−
i=1
ϕˆi(η(x))ϕˆTi (η(x))
−1 
1√
nb
n−
i=1
ϕˆi(η(x))

+ op(1).
With the similar argument to the proof of Theorem 2, we complete the proof of Theorem 3. 
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