In this paper, we analyse the recent principal volatility components analysis procedure. The procedure overcomes several di culties in modelling and forecasting the conditional covariance matrix in large dimensions arising from the curse of dimensionality. We show that outliers have a devastating e↵ect on the construction of the principal volatility components and on the forecast of the conditional covariance matrix and consequently in economic and financial applications based on this forecast.
Introduction
Modelling and forecasting volatilities and co-volatilities play a crucial role in many economic and financial applications such as portfolio allocation, risk measures, option pricing, security regulations and hedging strategies (Chiou and Tsay, 2008; Hammoudeh et al., 2010; Rombouts and Stentoft, 2011; Basher and Sadorsky, 2016; Wang and Liu, 2016) .
Given the unfeasibility and inflexibility of most classical multivariate volatility models in large dimensions, researchers and practitioners have been looking for alternative tools to circumvent the curse of dimensionality when modelling and forecasting (co)volatilities in high-dimensional data. In this sense, some alternative approaches have been suggested in the last years. See, for instance, Lopes et al. (2012) , Fan et al. (2012) , Hafner and Reznikova (2012) , Pakel et al. (2014) , Gruber and West (2016) , Kastner (2016) , Li et al. (2016) and Engle et al. (2017) among others. Furthermore, based on the idea that co-movements in the market can be driven by a few components, factor models appear in the economic and financial literature as an alternative way to achieve dimension reduction and to tackle the curse of dimensionality. See, for instance Fan et al. (2008) , Pan et al. (2010) , Matteson and Tsay (2011) , García-Ferrer et al. (2012) , Santos and Moura (2014) , Matilainen et al. (2015) and Barigozzi and Hallin (2015) for some references.
In the spirit of dimensionality reduction, an innovative approach based on the classical principal component analysis (PCA), called principal volatility components (PVC), has been recently proposed by Hu and Tsay (2014a) and Li et al. (2016) . This methodology produces two types of components. The first type corresponds to components with conditional covariance matrix evolving over time whilst the other type corresponds to components with constant conditional covariance matrix. This methodology is attractive because after obtaining the volatility components, the problem of modelling and forecasting the (co)volatilities of the entire system drop down into modelling and forecasting the (co)volatilities of the volatility components with heteroscedastic dynamics since the remaining components have constant volatility.
On the other hand, it is well know that outliers are not unusual in financial time series and several works show how outliers a↵ect dramatically the forecast of (co)volatilities (Muler and Yohai, 2008; Boudt and Croux, 2010; Carnero et al., 2012; Boudt et al., 2013; Grané et al., 2014; Trucíos and Hotta, 2016; Trucíos et al., 2017b) and consequently financial applications (Vaz de Melo Mendes and Pereira Câmara Leal, 2005; Welsch and Zhou, 2007; Trucíos et al., 2017a) . Furthermore, there are evidence showing that PCA is very sensitive to the presence of outliers (Croux and Haesbroeck, 2000; Hubert et al., 2005; Candès et al., 2011; Greco and Farcomeni, 2016) . Thus, procedures based on similar methodology are also expected to be sensitive to outliers.
The contribution of this paper is threefold. First, by means of Monte Carlo experiment we investigate the performance of PVC in the presence of additive outliers showing that they have a devastating e↵ect on this procedure even when moderate outliers are present.
Second, we propose a robust principal volatility component (RPVC) procedure which shows to have good finite sample properties. Third, in an empirical application the RPVC has better performance when applied to the selection of the minimum variance portfolio.
The rest of the paper is organized as follows. Section 2 presents the PVC of Hu and Tsay (2014a) , the generalized version of Li et al. (2016) and our robust procedure. In Section 3 an extensive Monte Carlo experiment is carried out to evaluate the finite sample properties of the procedures in contaminated and uncontaminated series. Section 4 presents an empirical application of daily returns with 73 stocks of the Nasdaq-100 index and show that our robust procedure has better performance when applied to the selection of the minimum variance portfolio. Finally, Section 5 presents the main conclusions and future works.
Volatility components
Let y t = (y 1t , ..., y Nt ) 0 a N-dimensional vector with E(y t |F t 1 ) = 0 where F t 1 denotes the 
Hu and Tsay (2014a) and Li et al. (2016) introduce methodologies on which, under mild conditions, it is possible to find B such that V ar(✏ t |F t 1 ) = V ar(✏ t ), i.e, the second term ✏ t contains homocedastic components and all the conditional heteroscedastic components come from the first term. Although model (1) has the same form of the classical factor model, there are some di↵erences between them. First, model (1) splits y t into two terms, one explaining the conditional heteroscedastic dynamic (f t ) and the other one driven by components with constant volatility (✏ t ). Additionally, f t and ✏ t are not necessary uncorrelated. Finally, none assumption is imposed directly on f t and ✏ t and all the features described previously are consequences of the eigenvalue-eigenvector decomposition described in Hu and Tsay (2014a) and Li et al. (2016) respectively. This model is also particularly useful because it reduces considerable the number of parameter to be estimated circumventing the curse of dimensionality.
We briefly introduce the approaches of Hu and Tsay (2014a) and Li et al. (2016) , denoted by PVC and GPVC respectively. These approaches allow to obtain components with the features described previously. Additionally, knowing the bad influence of outliers in classical methodologies and inspired on the comments of Franke (2014) and Hu and Tsay (2014b) about the robustness of the PVC procedure, we introduce a robust procedure which is less sensitive to additive outliers.
Principal volatility components (PVC)
Let us assume that the vector y t defined previously is weakly stationary with finite fourthorder moment. Hu and Tsay (2014a) consider the eigenvalue-eigenvector decomposition of the cumulative generalized kurtosis matrix given by 1 M = ⇤M where ⇤ is a decreasing ordered diagonal matrix of eigenvalues, M is the associated normalized eigenvectors and 1 is the cumulative generalized kurtosis matrix defined as
where ⌃ is the unconditional covariance matrix and x ij,t k is a function of y i,t k , y j,t k 1 . The k th volatility component is defined as z kt = m 0 k y t where m k is the eigenvector associated
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In their simulations and empirical application Hu and Tsay (2014a) use the Huber's function defined as
with the k th eigenvalue and corresponds to the k th column of M . Hu and Tsay (2014a) proves that if m k is an eigenvector associated with a zero eigenvalue of 1 , the linear combination m 0 k y t has constant volatility (See Lemma 1 -Theorem 1 of Hu and Tsay (2014a) ). Additionally, it can also be proved that under mild conditions (Theorem 1 of Hu and Tsay (2014a) ) exist N r linearly independent combinations of y t with constant volatility, where r = rank( 1 ).
In practice, (2) is estimated bŷ
where⌃ is the sample covariance matrix,x ij is the sample mean of x ij,t , g is a positive
integer that represents a lag order and T is the sample size. For more details see Hu and Tsay (2014a) and Andreou and Ghysels (2014) .
Generalized principal volatility components (GPVC)
The PVC of Hu and Tsay (2014a) assumes that the vector series has finite fourth-order moment. However, there is evidence showing that in many financial series this assumption does not hold (Zhu and Ling, 2011) . To relax this assumption, Li et al. (2016) , inspired by the paper of Pan et al. (2010) , propose an alternative PVC procedure, denoted by GPVC, which requires only finite second-order moments.
In the GPVC, the cumulative generalized kurtosis matrix (2) is replaced by
where !(·) is a weight function and k · k is the L 1 norm. The matrix G is estimated in a natural way bŷ
Both procedures present a good performance with a slight better performance in favour of the GPVC procedure (Li et al., 2016) . However, these procedures have two drawbacks. The first one, which is not discussed here, is related with the problem of dealing with N/T ! 1 or even N > T . The second one, which is the focus of this paper, is related with the presence of additive outliers that, as discussed previously, can have several implications in modelling and forecasting volatility (Boudt et al., 2013; Grané et al., 2014; Trucíos et al., 2017a,b) .
These outliers are not unusual and can be related with financial crashes, elections, wars, macroeconomic news and terrorist attack (Charles and Darné, 2014; Laurent et al., 2016) .
Because both procedures are based on a methodology similar to the classical PCA, which is very sensitive to atypical observations (Croux and Haesbroeck, 2000; Hubert et al., 2005; Candès et al., 2011; Greco and Farcomeni, 2016 ) and in addition considering that both procedures focus on estimation and prediction of the conditional covariance matrix, which are badly a↵ected by additive outliers (Carnero et al., 2012; Boudt et al., 2013; Trucíos et al., 2017b,a) it is important to know whether and how outliers a↵ect the (G)PVC procedures and consequently their financial applications. In a second step, it is interesting to find an alternative or a robust procedure, which is pursued in the following section.
Robust principal volatility components (RPVC)
In order to obtain a procedure less sensitive to additive outliers, we robustify the estimator given in (5). The robust procedure is based on a robust estimator of the unconditional covariance matrix and a weighted estimator of E [(y t y 0 t ⌃) I(ky t k k  ky t k)]. We replace the matrix (5) by a less sensitive matrix defined aŝ
where !(·) = 1/T as in Li et al. (2016) 2 , d 2 t is the robust square Mahalanobis distance given by d
being a robust estimates of the unconditional mean and covariance matrix obtained using the minimum covariance determinant (MCD) estimator of Rousseeuw (1984) implemented with the algorithm of Hubert et al. (2012) . Finally, ⇢(·) and (·) are given by
, if x > c, and
We have also tried di↵erent weights functions but none of them robustify the GPVC procedure.
Observe that, to avoid that returns corresponding to periods with high volatility be- Boudt and Croux (2010) and Boudt et al. (2013) . Additionally, because the sample covariance matrix is sensitive to outliers (Hubert et al., 2012 (Hubert et al., , 2015 , we use the robust MCD estimator (Rousseeuw, 1984; Hubert et al., 2012 and isolated (I) outliers in the middle and close to the end of the sample period. In cases contaminated by isolate outliers we put two outliers in the series at positions t = 500 and 999 and in the same way cases with consecutive outliers at positions t = 500, 501 and 998, 999.
Outliers of size 5 and 10 standard deviations of the univariate uncontaminated process are contemplated. Finally, we consider uncontaminated series (0% of series contaminated) and contamination of p% of the series, with p% = 25%, 50% and 100% of the series. For the p%
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At the same time we are working in a robust PVC procedure, another robust procedure is being developed independently by Monte and Reisen (2016) . The main di↵erences between both approaches are that Monte and Reisen (2016) robustify the procedure of Hu and Tsay (2014a) while we robustify the procedure of Li et al. (2016) . The procedure of Monte and Reisen (2016) replace the generalized covariance in (3) by a robust version based on Ma and Genton (2000) while we use the robust MCD estimator of Rousseeuw (1984) . Additionally we mitigate the e↵ect of outliers penalizing large values of the squared Mahalanobis distance taking into account high and low volatility period using a RiskMetrics Smoother that avoid returns corresponding to periods with high volatility being considered as outliers. Finally, the robust procedure proposed in this paper is fast and feasible in large dimensions. Because the GPVC has shown a slight better performance than the PVC and in addition because the robust procedure of Monte and Reisen (2016) is computationally more expensive than the other approaches we do not analyse this procedure here since Monte Carlo experiments even for small dimension (N = 8) is highly time consuming and in consequence infeasible in moderate/large dimensions. contaminated series we contaminated the first p% series which appear in the entire system. Following Hu and Tsay (2014a) , Andreou and Ghysels (2014) and Li et al. (2016), we use the factor model as data generating process (DGP). In the simulation study we consider three analyses. First, we analyse if outliers a↵ect the estimation of the number of volatility components with heteroskedastic dynamic. Second, considering that the number of components with heteroskedastic dynamic are known, we analyse the e↵ect of the outliers in the estimation of the matrix A in (1). Finally, we are interested on the e↵ects of outliers in the prediction of the conditional covariance matrix and its implications in economic and financial applications.
Number of volatility components
First, we are interested in knowing whether the selection of the number of volatility components with heteroskedastic dynamic is a↵ected by outliers. The procedures proposed in the literature to estimate the number of components are not conclusive. For simplicity and illustrative purposes, we use the ratio estimator criterion (Lam and Yao, 2012; Ahn and Horenstein, 2013) , the BN criterion (Bai and Ng, 2002) and the Kaiser-Guttman criterion (Guttman, 1954) .
We consider small and large dimensions (N = 8 and 60) and the factor model was generated with two and six common factors for N = 8 and 60 respectively. Each common factor follows a Gaussian GARCH(1,1) process with parameters ! = (1, 2), ↵ = (0.07, 0.03) and = (0.83, 0.92) for two factors and ! = (1, 2, 1, 0.5, 2, 3), ↵ = (0. 07, 0.03, 0.05, 0.03, 0.02, 0.03) and = (0.83, 0.92, 0.90, 0.95, 0.78, 0.87 ) for six factors. The factor load matrix A was randomly drawn as a matrix with orthogonal columns using the R package pracma of Borchers (2017) and the idiosyncratic factors were simulated as
with N being the dimension of the system and I N the identity matrix of order N ⇥ N . The initial covariance matrix H 0 was simulated as a positive definite matrix using the procedure of Joe (2006) implemented in R package clusterGeneration of Qiu and Joe. (2015) . In all cases we simulate 1500 observations and discard the first 500 to avoid the influence of the initial values. Tables 1 and 2 report the average and standard deviation of the estimated number of volatility components using the ratio estimator (top panel), the BN 4 (middle panel) and the Kaiser-Guttman (bottom panel) criteria for small and large dimensions respectively.
Additionally, the proportion of estimated components smaller, equal and larger than the true number of factors are also reported. Observe that, mainly for the large dimension case, when the non-robust procedures are implemented, the selected number of estimated volatility components obtained using any of the three criteria mentioned previously is highly a↵ected by the presence of outliers. For large dimensions, when the RPVC procedure is used all criteria estimate correctly the number of components in the presence and absence of outliers.
In the presence of outliers, when the non-robust procedures are used, the BN criterion overestimates the number of components in both small and large dimension. The ratio estimator criterion most of times also overestimates the number of components, an exception is observed in the large dimensional case when the PVC procedure is used and 100% of series are contaminated by consecutive outliers of size 10, in this case the number of components is close to the results obtained using the Kaisser-Guttman criterion. The Kaisser-Guttman criterion underestimate the number of components in both small and large dimension. Note also that in large dimension and absence of outliers, the Kaisser-Guttman criterion estimate correctly the number of components but in small dimension underestimate the components.
Additional Monte Carlo experiments conclude that as the ratio common factors/dimension
increase, the Kaiser-Guttman criterion estimate incorrectly the number of components (see supplementary material).
It is important to point out that additional Monte Carlo experiments to analyse deeply in which cases the ratio estimator and the Kaisser-Guttman criteria can either overestimate or underestimate the number of components are necessary to be made. However, this deserves an additional study. We can conclude that in the presence of outliers the criteria estimate incorrectly the number of components when the DGP is the factor model.
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Following the rule used in Bai and Ng (2002) the maximum number of components are 4 and 8 for dimension N = 8 and 60 respectively. Table 1 : Average and standard deviation of the estimated number of components for uncontaminated and contaminated series using the ratio estimator (top panel), the BN (middle panel) and the Kaiser-Guttman (bottom panel) criteria. Rows (Comp = 1), (Comp =2) and (Comp >2) present the proportion of cases where the estimated number of components are smaller, equal and larger than the number of true factors, respectively. Dimension N = 8, sample size T = 1000 and 1000 Monte Carlo replicates. The factor models are simulated with two factors. 
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Eigenvectors associated with non-zero eigenvalues
In this section, we analyse the e↵ects of outliers on the estimation of the eigenvectors associated with the non-zero eigenvalues. Note that, these vectors are the columns of the matrix A in the model y t = Af t + ✏ t and play an important role on the forecast of the conditional covariance matrix. To separate the source of error, we focus on the estimation of the eigenvectors and assume that we know the true number of components with hereroscedastic dynamics. We follow Li et al. (2016) and carry out a similar Monte Carlo experiments with 1000 replicates and consider small (N = 8) and large (N = 100) dimension cases. Following examples 1 and 4 of Li et al. (2016) , the factor model is driven by just one common factor which follows a Gaussian GARCH(1,1) process with parameters ! = 1, ↵ = 0.07 and = 0.83. The idiosyncratic factors are generated as in Subsection 3.1. The factor load matrix A is also normalized and each element is a random draw of U ( 1, 1). Given that the PVC and GPVC procedures have similar performance (Li et al., 2016) and considering the extreme computational cost of the Monte Carlo experiment using the PVC procedure when N = 100, for large dimensions we only consider the GPVC and RPVC procedures.
To compare the estimation of the matrix A we use the two measures 5 defined in Li et al. (2016) and given by
where y t is a vector of observed returns, A is the true load factor matrix,Â is the estimated load factor matrix and r is the number of columns ofÂ. Figure 1 presents the box-plot of the results of the measure defined in (7) for small and large dimension cases. We can observed that, the e↵ect of outliers in PVC and GPVC procedures is devastating even when just a few outliers are added in the series.
In general, the analyses of the results show that the RPVC is less sensitive to outliers and also stable regardless the proportion of series contaminated, the size of outliers and
5
These measures and the measures used in the next section are implemented in the R package StatPerMeco of Trucios (2017) .
whether the outliers are isolated or consecutive. Note also that, in the absence of outliers, the performance of all procedures is almost similar with a slight better performance of the GPVC procedure. Results using (8) produces similar results and are available in the supplementary material.
Conditional covariance matrix
In this last section on Monte Carlo experiment, we use the same DGP used in the previous section to analyse the e↵ects of outliers on the one-step-ahead forecast of the conditional covariance matrix. Because the PVC and the RPVC procedures have similar performance (Sections 3.1, 3.2 and Li et al. (2016)) and given the computational cost of the PVC procedure, hereafter we focus on the GPVC procedure and compare it with our robust proposal.
It can be shown (Section 2.2 of Li et al. (2016) ) that the forecast h-steps-ahead of the conditional covariance matrix can be obtained througĥ
where⌃f (h) is h-steps-ahead prediction of the conditional covariance matrix of the estimated componentsf ,⌃ y is the estimated unconditional covariance matrix of y andÂ andB are estimated eigenvectors. The one-step-ahead prediction of the volatility component is estimated using a Student-t quasi maximum likelihood (QML) GARCH(1,1) model for the GPVC and by the robust procedure of Boudt et al. (2013) with the filter used in Trucíos et al. (2017b) for the RPVC. It is important to mention that in real life data, a deep analyse should be made to choose the best model to be fitted. Results for the MSE were cut-o↵ in the value of 50 for small dimensions and in 3 for large dimensions to improve the visualization in the figure.
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The MSE and MAE are defined respectively as
whereˆ i,j and i,j are the elements of the predicted and true conditional covariance matrix. It is clear that, the non-robust volatility components procedure is very sensitive to outliers and can lead to improper estimation and forecast of the conditional covariance matrix, even when the true number of volatility components with heteroscedastic dynamics is know.
The consequences of using a non-robust procedure to forecast the conditional covariance matrix when outliers are present in the series can be disastrous leading for instance, to misspecified portfolio allocation and improper construction of risk measures.
To illustrate the e↵ects of misspecification of the selected number of volatility components on the prediction of the conditional covariance matrix as well as to illustrate the e↵ects on the portfolio allocation when using the predicted conditional covariance matrix, Table 3 reports the MSE, MAE, Frobenius distance and Eigenvalue loss function between the true one-step-ahead conditional covariance matrix (⌃ T +1|T ) and the one-step-ahead forecast of the conditional covariance matrix (⌃ T (1)) using the GPVC and RPVC procedures with one and two components. Table 3 also reports the annualised out-of-sample standard deviations of the true (weights are obtained using ⌃ T +1|T ) and selected (weights are obtained using
Results in Table 3 are based on two DGP 8 and the first 25% of series were contaminated by additive outliers of size ! = 10 at positions t = 500, 501, 998 and 999. Regardless the numbers of selected volatility components, better results in terms of MSE, MAE, Frobenius distance and Eigenvalue loss function are obtained using the GPVC procedure when there are not outliers in the series while in the presence of outliers the RPVC procedure is superior than the GPVC to estimate the one-step-ahead conditional covariance matrix. Table 3 also reveal that when the data is driven by one common factor, the GPVC procedure using one or two volatility components presents similar MSE, MAE, Frobenius distance and Eigenvalue loss function in the absence of outliers. Results using the
Results in
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The DGP used are the factor model with one and two common factors. The common factor follows a Gaussian GARCH(1,1) process with parameters ! = 2, ↵ = 0.03 and = 0.92 for the factor model with one common factor (FM 1 Comp) and parameters ! = (1, 2), ↵ = (0.07, 0.03) and = (0.83, 0.92) for the factor model with two common factors (FM 2 Comp).
RPVC procedure are similar, with a slightly worse performance in terms of the Frobenius distance and the Eigenvalue loss function when two volatility components are used. In the presence of outlier, over-specification of the number of selected volatility components in the GPVC procedure leads to a worse performance while over-specification using the RPVC procedure improves the results.
For data driven by two common factors, underspecification of the number of selected volatility component using either GPVC or RPVC procedure presents a worse performance than using the correct number of volatility components when no outliers are present in the series. In the presence of outliers, underspecification of the number of volatility components leads to a worse performance when the RPVC procedure is used. For the GPVC procedure a better performance is observed using GPVC with one volatility components than GPVC with two volatility components. However, results using GVPVC with one or two volatility components are highly a↵ected by outliers.
Finally, is is important to point out that in the presence of outliers a better estimation of the one-step-ahead conditional covariance matrix do not necessary leads to a smallest annualised out-of-sample standard deviation of the selected MVP. For instance, when the data is driven by two common factor the RPVC procedure with two volatility components outperforms the GPVC procedure with one volatility component in the four measures. However the annualised standard deviation of the out-of-sample selected MVP returns using the RPVC procedure (0.4307) is larger than the obtained using the GPVC (0.4264).
Empirical application
In this section, we implement the RPVC procedure to analyse the daily returns of stocks used in the construction of the Nasdaq-100 index traded from January 6, 2001 to May 12, 2017. Because not all stocks of the index were traded during the entire period, we ended up with N = 73 stocks. The daily prices are available at finance.yahoo.com and were downloaded on May 14 2017 using the R package quantmod of Ryan (2017) . Returns are computed as usual by r i,t = 100 ⇥ log (P i,t /P i,t 1 ), where P i,t denotes the adjusted closing price of the ith stock at day t for i = 1, ..., 73.
With illustrative purposes we use the one-step-ahead forecast of the conditional covari- ance matrix to estimate the 1% and 5% Value-at-Risk (VaR) of the equal-weight portfolio as well as to construct the minimum variance portfolio (MVP) with short-sale constraint.
The VaR is calculated assuming a Student-t distribution where the degrees of freedom is estimated by maximum likelihood using the devolatilized residuals 9 and the MVP are rebalanced daily.
In the VaR and the MVP applications, we use a rolling windows approach with window size of 1000 days and all results are compared with the GPVC procedure, the OGARCH (Alexander and Chibumba, 1996) model, the classical Risk Metrics (RM) methodology (Morgan, 1996) , the new version called Risk Metrics 2006 (RM2006) (Zumbach, 2007) , the DECO model (Engle and Kelly, 2012) and with the DCC model using composite likelihood with non-linear Shrinkage (Engle et al., 2017) . We use the OGARCH procedure because this method has been used in several papers as a dimension reduction technique benchmark (Santos and Moura, 2014; Becker et al., 2015; Santos and Ferreira, 2017 ). The OGARCH model was estimated as in Becker et al. (2015) , which means, considering the number of components equal to the number of series and each components being modelled as a GARCH (1,1) process. The GARCH model in all dimension reduction techniques was estimated assuming a Student-t distribution 10 . Table 4 reports the percentage of violation (returns smaller than the VaR) and the p-values of the back-testing tests of unconditional coverage (Kupiec, 1995) , independence and conditional coverage (Christo↵ersen, 1998) for the 1% and 5% VaR of the equal-weight portfolio. The number of selected volatility components in the GPVC and RPVC procedures is estimated using the the ratio estimator (Lam and Yao, 2012; Ahn and Horenstein, 2013) , the BN (Bai and Ng, 2002) and the Kaiser-Guttman (Guttman, 1954) criteria. The ratio estimator criterion suggests to use one component in both cases (GPVC and RPVC), the BN criterion suggests to use three components and the Kaiser-Guttman criterion suggest to use three components when the GPVC procedure is used and four components in the robust 9
For t = 1, ...1000, the devolatilized residuals were obtained through e p,t = r p,t / qˆ 2 p,t where r p,t =
are the portfolio returns and variances at time t respectively with ! andĤ t being a vector of equal-weights and the estimated conditional covariance matrix respectively. The VaR for the period (T, T + 1) is obtained by V aR = T ⌫,↵ˆ p,T +1|T where T ⌫,↵ is the ↵ quantile of the standardized Student-t distribution with ⌫ degrees of freedom (⌫ is estimated using the portfolio innovations) andˆ
is the one-step-ahead forecast conditional portfolio variance.
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All codes in this paper were implemented in the R software (R Core Team, 2017) procedure. With illustrative and comparative purposes we fit the stocks of the Nasdaq 100 index to the models using one, two, three and four volatility components. The conditional variance of the volatility component is forecasted using the same strategy described in Subsection 3.3 and conditional covariance matrices in cases with more than one volatility component are forecasted using the DCC model. The DCC model was estimated by Aielli (2013) and Boudt et al. (2013) methods for the GPVC and RPVC procedures respectively.
The percentage of violations using the dimension reduction techniques (GPVC, RPVC, OGARCH) is close to the nominal one and in those cases the unconditional coverage (UC) and conditional coverage (CC) tests fail to reject the null hypotheses at 5% of significance level. Note that results for the 5% VaR using the GPVC procedure are the same regardless of the number of selected volatility components used. In fact, the values of the 5% VaR using the GPVC (not reporting here) are very similar and no di↵erences are observed in the proportion of violations. The percentage of violations using RM2006 methodology is slightly smaller than the nominal value, but the UC and CC tests fail to reject the null hypotheses.
The RM methodology has a good performance for the 5% VaR, although, the percentage of violations in the 1% VaR is smaller than the nominal value and the UC and CC tests reject the null hypotheses at 5% of significance level. Results using the DCC procedure are similar to the obtained using the RPVC procedure in the 1% VaR and similar to the GPVC procedure in the 5% VaR. The DECO procedure presents a slightly better performance than the GPVC in the 5% VaR. (2017) for some references where the naive equal-weighted portfolio has also used with comparison purpose.
Note that, as mentioned by Engle et al. (2017) and Ledoit and Wolf (2017) , notwithstandingly high Sharpe/Sortino ratio as well as minimum observed standard deviation are all desirable properties, the MVP is calculated to achieve minimum variance and the observed annualized standard deviation should be the main focus in the comparison.
Results given in Table 5 show that in both periods the worst results are obtained when the equal-weighted portfolio is used, obtaining the highest standard deviation (SD) and also the smallest Sharpe and Sortino ratio. On the other hand, regardless of the number of selected volatility components used, the RPVC procedure always outperforms the GPVC in terms of SD and most of cases also in terms of Sharpe and Sortino ratio, the unique exception by the RPVC and GPVC procedures. However, in the entire period the OGARCH method outperforms the GPVC in all cases but the RPVC procedure with one and two volatility components outperforms the OGARCH. Among the dimension reduction techniques used in this paper, the RPVC procedure presents the best performance. Note that among the dimension reduction techniques the smallest SD in both periods are obtained using the RPVC procedure with four volatility components and the highest Sharpe ratio is obtained using the RPVC procedure with two volatility components. The highest Sortino ratio is obtained using the RPVC with two volatility components in the entire period and four volatility components in the high volatile period. Table 5 also reports results of the comparison between the RPVC procedure and the RM, RM2006, DCC and DECO methodologies. For both periods, the RPVC procedure outperforms the DECO in all criteria. In the entire period, the RPVC procedure presents a smaller SD than the obtained using the RM procedure and in the 2007-2013 period the RM methodology is outperformed by the RPVC procedure when using four volatility components. In all cases, the RM procedure presents largest Sharpe and Sortino ratios. The RM2006 and DCC procedures outperform all the other procedues in terms of SD. The smallest SD in the both periods is obtained using the RM2006 methodology . Similar results where dimension reduction techniques are outperformed by multivariate volatility models such as EWMA, ORE (Foster and Nelson, 1996) and RiskMetrics in a MVP context can be found in, for instance, Han (2006) , Santos and Moura (2014) , Becker et al. (2015) , Caldeira et al. (2017) , Santos and Ferreira (2017) and Ledoit and Wolf (2017) . Han (2006) and Han (2007) estimation of the one-step-ahead conditional covariance matrix. However, the estimation using the DCC leads to a small annualised out-of-sample standard deviation of the selected MVP returns. These results could explain the small SD reported in Table 5 when using non-robust procedures such as RM2006 and DCC.
Recent results of Barigozzi and Hallin (2017) show that the introduction of a dynamic structure in volatility factor models improves the forecasting performance in comparison with static approaches. In this sense, results obtained in this paper, probably, could be improved using a dynamic component approach (Barigozzi and Hallin, 2015; Peña and Yohai, 2016; Barigozzi and Hallin, 2017; Peña et al., 2017) and this topic is in our research agenda.
The criteria used to asses the performance of forecast one-step-ahead conditional covariance matrix using RPVC procedure indicates that the RPVC procedure is superior to the GPVC, which is in concordance with the Monte Carlo experiments carried out in Section 3.
Three important comments are necessary to point out before to finish our empirical application. First, although the criteria used in this paper to select the number of volatility components are not conclusive and each criteria suggest a di↵erent number, regardless of the number of selected volatility components, our robust procedure showed a better performance than the non-robust version. However, an optimal procedure to select the number of (2017), Santos and Ferreira (2017) amon others. Analyse in which scenarios these alternative models could have a better portfolio performance than dimension reductions techniques is an interesting further research topic. Finally, in the spirit of Barigozzi and Hallin (2017) , a new procedure taking into account a dynamic approach in the volatility components could improve our results and it is a further research topic.
Conclusions and further research topics
In this paper, we focus on the principal volatility components procedure of Hu and Tsay (2014a) and Li et al. (2016) . These procedures extract few components with time varying volatility and the remainder components with constant volatility tackling the problem of the curse of the dimensionality.
We analyse the problem of modelling and forecasting the conditional covariance matrix via principal volatility components in the presence of outliers and show that just a few outliers are su cient to a↵ect drastically the volatility components and the estimation of the conditional covariance matrix.
To estimate the number of selected volatility components we used the estimator criterion (Lam and Yao, 2012; Ahn and Horenstein, 2013) , the BN criterion (Bai and Ng, 2002 ) and the Kaiser-Guttman criterion (Guttman, 1954) . The use of the ration estimator and BN criteria estimated the number of components close (or equal) to the true number of factors.
However, the Kaiser-Guttman criterion reports problems to estimate correctly the number of component when the ratio factors/dimension increase, for that reason we do not recommend its use in such cases.
A new and robust procedure with good finite sample properties based on a robust estimator of the unconditional covariance matrix, a weighted estimator and robust filters was introduced.
The principal volatility components approach brings an innovative contribution in the field of modelling and forecasting multivariate volatility, managing portfolios and quantifying risk. However, it is necessary caution when the data is contaminated by outliers because disastrous results can be obtained when using the non-robust procedures of Hu and Tsay (2014a) or Li et al. (2016) . This paper contributes to the literature in two ways: it call the attention to the risk of using these procedures in the presence of outliers and introduces an approach robust to outliers and with a similar performance in uncontaminated series.
In our empirical application, the one-step-ahead forecast of conditional covariance matrix was used to estimate the VaR and also to construct the MVP. In both applications the RPVC procedure had a better performance than the GPVC. This results are in concordance with our Monte Carlo experiments and show the superiority of the RPVC procedure against the GPVC one.
The problem of dealing with N/T ! 1 or even N > T has not being addressed here.
This topic as well as PVC in switching regime are in our research agenda.
The aim of this paper is not to compare the predictability of the volatility using di↵er-ent approaches but to robustify the principal volatility components method. An extensive comparison using other recently procedures such as Matteson and Tsay (2011), Matilainen et al. (2015) , Peña and Yohai (2016) , Barigozzi and Hallin (2017) among other in di↵erent scenarios is an interesting further research topic.
Finally, some papers such as Han (2006) , Santos and Moura (2014) , Becker et al. (2015) , Caldeira et al. (2017) , Santos and Ferreira (2017) and Ledoit and Wolf (2017) have reported in their empirical application that in a MVP context, dimension reduction techniques are sometimes outperformed by alternative multivariate volatility models such as EWMA, ORE (Foster and Nelson, 1996) and RiskMetrics. An interesting research topic is to evaluate some recently dimension reduction techniques and compare it in a MVP context with other multivariate volatility models as well as analyse the reasons why a better performance in alternative models is observed in the papers previously mentioned. Table 1 reports the percentage of times that the Kaisser-Guttman criterion select correctly (Comp = r) the estimated numbers of common factors. Note that as the ratio common factor / dimension increase, the percentage of times the criterion select correctly the number of common factors decrease. ) and the one-step-ahead forecast of the conditional covariance matrix (⌃ T (1)). Annualised standard deviation of the true (weights are obtained using ⌃ T +1|T ) and selected (weights are obtained using ⌃ T (1)) out-ofsample MVP returns. Sample size T = 1000 , dimension N = 40. Results for contaminated (top panel) and uncontaminated (bottom panel) series. For contaminated series, the first 25% series were contaminated by four outliers of size 10 standard deviation of the uncontaminated process at positions t = 500, 501, 998 and 999. Monte Carlos replicates M = 500. DGP: factor model with one common factor, factor mode with two common factors and DCC 
