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1.1 The daunting complexity of biological systems 
 
Life is complicated. This statement can be interpreted in several different ways, but right 
now I would like to look at it through the eyes of a chemist. At the foundation of the 
biochemistry that sustains life is a vast assembly of molecules and catalysts.1 These 
molecules and catalysts form reaction networks, which facilitate dynamic processes such as 
self-assembly, translocation, and degradation.2 Such processes involve an immense number 
of individual components and are strictly regulated in space and time, making them difficult 
to comprehend.3 Up to this day, it has therefore remained quite a challenge to answer one 
seemingly simple question: what defines life? 
This thesis will, unfortunately, not provide an answer to this question. What it will 
do, is give a description of how scientists, including myself, have been trying to increase 
their knowledge about life by building it from scratch. Advances in the fields of chemical 
and biochemical technology have enabled us to no longer look at life as if it is merely 
something to be observed.4 On the contrary, engineering life by means of building a 
synthetic cell has gained a lot of interest. It comprises the construction of an out-of-
equilibrium system which possesses three main characteristics: information processing, 
metabolism, and compartmentalization.5  
Information processing within living cells happens at the molecular level, where 
even an individual molecule can play a pivotal role.6 Energy production and regeneration is 
taken care of by the many essential cellular metabolic processes.5 Compartmentalization 
and self-organization enable spatial control over such processes.7,8,9 A lot of progress has 
been made within each of these individual subdivisions and it encompasses too much 
research to be exhausted here. Therefore, in line with the research described in the 




1.2 A bottom-up approach 
 
As we are able to appreciate the complexity of the processes necessary for basic life, we 
might seek for ways to improve our understanding of how the vast assembly of molecules 
within a cell defines life. In other words, we might try to understand how the functions that 
a cell can perform emerge from the interactions of those molecules. There are several ways 
to approach understanding life by engineering it. These synthetic approaches can roughly 
be divided into two categories: the top-down approach and the bottom-up approach.10 
 One of the probably most well-known examples of the top-down approach is the 
design and synthesis of a minimal bacterial genome by J. Craig Venter and his co-workers, 
who describe the cell’s genome as its operating system. Their ultimate goal: to determine 
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the molecular and biological function of every gene. In 2016, they succeeded in synthesizing 
a viable bacterial cell by stripping down the genome to the bare essentials. They created an 
organism with a genome consisting of only 473 genes, one that is smaller in size than that 
of any comparable cell found in nature.11 However, the function of 149 genes out of these 
473 genes remains unknown, which leaves our understanding of why this organism turns 
out to be alive with this specific combination of genes incomplete.12 
 In stark contrast to this top-down approach is the bottom-up approach, which aims 
for the modular and systematic assembly of a functional biochemical system.13 Cellular 
processes such as energy-driven reactions or metabolism, self-replication, and 
compartmentalization arise from the sum of interactions between well-defined biochemical 
parts: DNA, RNA, proteins, and small-molecules.14,15 The development of toolboxes that 
combine these well-defined biochemical parts with strategies to make them interact have 
therefore gained a lot of interest. 4,13 The focus shifts from unearthing how life actually 
functions to unravelling how it could in principle function with a minimal set of parts. It 
could be argued that constructing life from the bottom up using these toolboxes will teach 
us more than will stripping down something we already know to be alive.13 
 This bring us to the question of what such a toolbox strategy, in essence the 
mapping of the evolutionary selected molecular interactions that have created life, would 
look like.16 What are the design rules that describe the allowed interactions between the 
biochemical parts of the toolboxes?17 To answer those questions, it is key to use an abstract 
description to visualize the known networks of interactions within cells.16 In such 
description, the biochemical parts within a cell are represented as nodes and their 
interactions are represented as arrows.18 The details of the interactions between nodes, 
such as the different weights, are suppressed.19 As a result, it becomes apparent that 
complex networks can be broken down into smaller building blocks (modules) or circuits of 
interactions.20 These modules, which are also described by the term network motifs, are 
our set of design rules. 
 
 
1.2.1 Reaction networks and network motifs 
 
Network motifs have become fundamental in building synthetic life, as they provide a 
framework in which the structure of a biochemical network can be related to its function or 
behaviour.19 They are recurrent patterns of interconnections that range from simple 
regulatory motifs, such as simple regulation and autoregulation, to more complicated 
motifs with interactions such as positive and negative feedback. Within cellular networks, 
these recurrent patterns of interactions occur at a significantly higher frequency than in 
randomly generated networks.21 Network motifs were first described within the gene 
regulation network of E. coli, although the same or similar network motifs were later on 
discovered in organisms such as S. cerevisiae and higher eukaryotes.20,22,23 They do not 
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merely occur on the transcriptional level, but also on the metabolic level.24,25 These two 
findings indicate that living cells of different origin organize their molecules and molecular 
interactions according to similar patterns, thereby unifying different networks.19,21 
 The least complicated network motif is simple regulation, shown in Figure 1.1a. It 
adds one single arrow to the network and is comprised of component X, which is directly 
regulated by component Y without any additional interactions. Other uncomplicated forms 
of network motifs are negative autoregulation, shown in Figure 1.1b, and positive 
autoregulation, shown in Figure 1.1c. In negative autoregulation, component X regulates its 
own production such that high concentrations of X reduce the production rate of X, whereas 
low concentrations of X lead to in an increase in the rate of production of X.25 Negative 
autoregulation enables a network to speed up the kinetics of the production of a steady-
state concentration of component X. This can be understood intuitively, as in a network 
with negative autoregulation, a certain steady-state concentration of component X can be 
reached by speeding up the rise time of component X without having to increase the turn-
off time (through, for example, degradation).26 In positive autoregulation, component X 





Figure 1.1 – Illustration of simple regulatory network motifs such as a) simple regulation, b) negative 
autoregulation, and c) positive autoregulation.  
 
Feedback loops belong to the slightly more complicated network motifs, and are an 
omnipresent control mechanism in living cells. They enable a network to control its output 
by monitoring itself.27,28 Negative- and positive feedback loops are, in addition to negative- 
and positive autoregulation, frequently found within cellular networks. 
In a negative feedback loop, the response of the network counteracts its initial 
action.29 In practice, this means that component X in a network enhances (directly or 
indirectly) the production of its own repressor. This is depicted schematically in Figure 1.2a. 
Negative autoregulation and negative feedback provide stability to a network, as they 
enable a level of control over the concentration range within which the components of the 
network can fluctuate.27,30 Negative feedback can often be found within homeostatic 
networks, and is known to give rise to (biorhythmic) oscillations of the components of a 
network over time. An illustrative example of such oscillations is provided in Figure 1.2b.27  
Positive feedback is often at the core of decision making processes such as 
differentiation, mitosis, and cell death.31 In the presence of a positive feedback loop a 
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network component typically increases its own production through stimulation of another 
molecule (which in turn amplifies the initial component) or through repression of its own 
repressor, the latter being illustrated in Figure 1.2c.28 Positive feedback loops are known to 
lead to binary responses that resemble analogue to digital conversion.30 The transition 
between two stable steady-state responses of the network, which is schematically depicted 
in Figure 1.2d, can occur as a result of a change in environmental conditions, and can be 
reversible or irreversible.27,29 The presence of a positive feedback loop within a network 
might also support oscillating behaviour, as it introduces nonlinearity to the kinetics within 
the network.32 
The feed-forward loop, an example of which is depicted in Figure 1.2e, is a network 
motif that consists of three different components (X, Y, and Z) that are interconnected 
through three interactions. Thus, given that the interactions can be either activating or 
repressing, a feed-forward loop can come in eight different forms.23 A distinction can be 
made between coherent and incoherent feed-forward loops. In a coherent feed-forward 
loop both the direct and indirect interaction have the same sign (activating or repressing), 
whereas in an incoherent feed-forward loop the signs are opposite (one activating, the 
other repressing). A coherent feed-forward loop can function as a sign-sensitive delay 
element, meaning it can respond rapidly to a stimulus in one direction (ON to OFF or OFF to 
ON), but responds with a delay in the opposed direction. This can enable a network to filter 
out noise.25,33 In contrast, an incoherent feed-forward loop can function as a pulse-
generator in response to a persistent stimulus.25 An illustration of such a response is 
provided in Figure 1.2f. In addition, the incoherent feed-forward loop can enable a network 
to make its response proportional to the fold-change in stimulus, instead of to the absolute 
value of the stimulus, which is a feature often applied in processes such as bacterial 
chemotaxis.34 
We will next explore how the network motifs that were described in the previous 
paragraphs can be reassembled, capturing their dynamic behaviour and responses, using 
synthetic building blocks. However, before we do so, we will first highlight the importance 
of out-of-equilibrium conditions to harnessing these dynamic responses in a synthetic 
framework. 
 





Figure 1.2 – Examples of different network motifs and dynamic network behaviours. a) A negative feedback 
loop. This network is constructed of three nodes, namely X, Y and Z. Component Y is indirectly negatively 
regulated. Component Y inhibits component X, which in turn inhibits component Z. Thus, a high concentration 
of component Y leads to a low concentration of component X, which in turn cannot repress component Z. 
Therefore, the concentration of component Z can increase, which results in the repression of component Y. b) 
Oscillating dynamic behaviour, which can arise from networks that encompass a negative feedback loop. The 
concentration of a network component fluctuates over time with a certain frequency and amplitude. c) A double 
negative, and thus positive, feedback loop, combined with positive autoregulation. Here, the concentration of 
either one of the network components X or Y is high, while the concentration of the other network component 
is low. d) Two stable steady-state responses of a network, in which the intermediate states cannot be 
established. This is also known as bistability, and is a type of dynamic behaviour that can arise from networks 
containing a positive feedback loop. e) The feed-forward loop network motif, in this case the type 1 feed-forward 
loop network motif. In this network motif, the direct interaction between component X (input) and component 
Z (output) is activating. The indirect interaction between component X and component Z, through component 
Y, is repressing. f) An adaptive, or pulse-like, network output (solid line) in response to a persistent input stimulus 
(dashed line). 
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1.3 The importance of an open (out-of-equilibrium) experimental 
platform 
 
Living cells operate under out-of-equilibrium conditions. To a living cell, reaching an 
equilibrium state would equal death. Thus, cells maintain out-of-equilibrium conditions 
through constant flows of matter and energy, concentration gradients, and active transport. 
 In contrast, classical chemical setups often involve one-pot or batch experiments, 
where reagents are allowed to react with each other to form reaction products. 
Unavoidably, such experiments reach chemical equilibrium, as the resources for the 
chemical reaction are finite. The initially provided resources form the bottleneck for the 
reaction to proceed any further. Therefore, an important factor when it comes to 
maintaining out-of-equilibrium conditions is the continuous supply of resources.35 In 
chemical engineering, this bottleneck is overcome by letting scaled-up chemical reactions 
take place under flow conditions in continuous stirred-tank reactors (CSTR).36 Such reactors 
enable the continuous supply of resources and removal of unreacted resources and reaction 
products, thereby enabling out-of-equilibrium conditions and sometimes bringing about a 
dynamic steady-state. 
Applying out-of-equilibrium conditions to assemblies of synthetic building blocks 
into network motifs is a requisite for these assemblies to give rise to a number of dynamic 
behaviours or functionalities. Such dynamic behaviours or functionalities include bistability, 
oscillations, adaptation, and pattern formation, and will be described in detail in Section 
1.4. In the case of in vivo assembled synthetic reaction networks, out-of-equilibrium 
conditions are provided by the living cell in which the network is assembled. However, the 
in vitro bottom-up approach towards synthetic reaction networks was faced with an 
important technical challenge, which has led to the development of a plethora of platforms 
that allow the maintenance of non-equilibrium conditions.36,37 
A lot of in vitro assembled synthetic networks rely on  a miniature version of the 
above mentioned CSTR for maintaining out-of-equilibrium conditions.38,39,40,41,42,43 
Impressive alternative approaches for keeping synthetic networks far from reaching 
equilibrium include cell-like bioreactors based on phospholipid vesicles, which significantly 
prolong the expression in synthetic gene networks by allowing exchange of resources due 
to (selective) permeability of the membrane.44 In addition, microfluidic platforms that 
actively exchange network components at controllable rates were established, thereby 
achieving significantly longer lifetimes of gene expression.39 These platforms were followed 
up by diffusion-based microfluidic platforms, in which resources and reaction products can 
continuously diffuse through thin capillaries that connect DNA compartments with the 
environment. The advantage of such a platform is the ability to maintain positional 
information and concentration gradients, whereas these would be non-existent in 
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continuous stirred-tank reactors (homogenization) and flow-driven reactors (washed 
away).40 
In conclusion, over the years several platforms have been established to maintain 
out-of-equilibrium conditions for synthetic biochemical networks. The choice for a certain 
platform, be it flow-driven or diffusion-based, highly depends on the specific features that 
the synthetic network in question possesses. 
 
 
1.4 From network motifs to emergent behaviour 
 
The first work on the design of synthetic networks whereby a product acts to control its 
own production was reported at the start of this millennium with the construction of a 
genetic oscillator and a genetic bistable switch.45,46,47 Lots of examples of functional 
synthetic networks have been reported ever since, ranging from gene networks (in vivo and 
in vitro) and enzymatic networks to networks based on small-molecules and supramolecular 
networks. In this section, we will provide an overview of some of the most outstanding 





The presence of a negative feedback loop within a network can give rise to long-standing 
oscillations.48 Although this network motif certainly does not always give rise to oscillations, 
it is one of the key features a network has to possess in order to oscillate. Negative feedback 
loops have the potential to carry an oscillation back to its starting point. It is, however, not 
the only requirement. On the contrary, for oscillations to arise the reaction kinetics of 
opposing reactions within the network have to be suitably balanced. Additionally, the 
steady-state of the network has to be destabilized through a sufficient time-delay within 
the negative feedback loop, as this will allow the network to continuously overshoot and 
undershoot its steady-state.29,49 
Long negative feedback loops, in which this time-delay arises from the length of 
the feedback loop, have a higher probability to oscillate than short ones. Creating a 
sufficient time-delay within the network can also be achieved by combining a positive 
feedback loop, which drives the network to transition between two stable states, with a 
negative feedback loop.29,48,49,50 Combining the two causes the negative feedback loop to 
be delayed through the relatively slow but nonlinear S-shaped response curve of the 
positive feedback loop.49,51 Relatively simple as it seems to design and build synthetic 
oscillating networks following these rules, the task remains quite a challenge as a complete 
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set of network parameters required to properly balance the reactions within the network 
often remains unknown. 
 
The first design and construction of a synthetic network that was capable of sustained 
oscillations of the network components over time was reported by Elowitz and Leibler.45 
Their synthetic genetic network, the so-called repressilator, was built in E. coli and consisted 
of three transcriptional repressors (hence the name). The three repressors (TetR, λ cI, and 
LacI) were arranged in a negative feedback loop, as depicted in Figure 1.3a, such that the 
protein product of the first gene (TetR) acts as a repressor of the second gene. 
Subsequently, the protein product of the second gene (ʎ cI) acts as a repressor of the third 
gene, whose protein product (LacI) represses transcription of the first gene and thereby 
completes the loop. Oscillations were detected through the periodically induced 
transcription of a reporter gene, which resulted in the production of green fluorescent 
protein. By making use of three and not two components for their negative feedback loop, 
a sufficient delay time was ensured and sustained oscillations could be observed in vivo. 
 Not long after the repressilator, the construction of other synthetic oscillating 
networks were reported. In line with the previous example, these networks were 
constructed using components that are not part of natural, biological oscillators. One such 
network, a genetic network based on an activator and a repressor, was assembled in E. coli 
and combined a positive feedback loop with a negative feedback loop. The network gave 
rise to damped oscillations and toggle switch behaviour (see Section 1.4.2) in vivo.52 
Another, perhaps even more impressive example connected transcriptional regulation with 
enzyme-catalysed metabolic conversions through feedback loops.53 This so-called 
metabolator network was capable of generating oscillations through the combination of 
positive and negative feedback loops between genes and metabolites in E. coli. The 
combination of these two feedback loops is one that we will encounter more often. 
An oscillating synthetic genetic network in E. coli, which is presented in Figure 1.3b, 
utilized this combination of feedback loops in a whole new way. This genetic network was 
composed of three genes, encoding for the proteins AraC, LacI, and reporter protein 
yemGFP (green fluorescent protein). All genes were under the control of the exact same 
hybrid promoter. This hybrid promoter was, in the presence of arabinose, activated by AraC 
and repressed by LacI. Thus, in the presence of arabinose, AraC was produced, which in turn 
stimulated the transcription of all three genes through a positive feedback loop. As a result, 
an increase in the production of LacI subsequently repressed transcription of these genes 
(including its own) in a delayed negative feedback loop. Ultimately, the construction of this 
network led to relatively fast and robust sustained oscillations, of which even the oscillatory 
period could be tuned. The time delay in the negative feedback loop, which can account for 
the sustainability of the obtained oscillations, arose from the cascade of cellular processes 
in between the transcription of a gene and the formation of a functional transcription 
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factor. In addition, within this network it was demonstrated that the positive feedback loop 
increased robustness, but also led to greater tunability of the network’s response.54 
 
Shortly after, in vitro synthetic genetic networks capable of oscillating behaviour were 
reported. They are of special interest to building synthetic networks, as they are modular, 
conceptually simple, and consist of three elements: activation, repression or inhibition, and 
degradation.  
A relatively simple variant of in vitro genetic networks arose with the development 
of in vitro transcription networks, which only requires two essential enzymes to produce 
and degrade RNA signals, thereby avoiding the complexities and unknowns of a living cell. 
Importantly, within these networks only the RNA is produced and degraded, whereas the 
DNA templates are preserved, thus preventing the accumulation of sequence mutations.55 
A transcriptional oscillator was constructed, which was even impressively coupled to 
periodically induce movement in a DNA-based nanodevice.56 Unfortunately, quantitative 
and predictive computational modelling of these in vitro networks remained challenging. 
In contrast, a variant to the in vitro genetic networks, which was based on small 
DNA templates, allowed for the accurate thermodynamic estimation of DNA binding, 
thereby enabling the computational prediction of network dynamics. These networks were 
based on two core reactions that took place under batch conditions, and are depicted in 
Figure 1.3c: activation and inhibition. Activation was achieved through amplification based 
on the extension and later nicking of one strand of a short DNA duplex. The input oligomer, 
depicted as α, could bind the template and be elongated by DNA polymerase. Subsequently, 
a nicking endonuclease could nick the newly extended strand, after which the input α and 
an output β were released from the template DNA. Inhibition was achieved through DNA 
oligomers that were capable of blocking the production of new DNA strands by the template 
DNA. Both the activation and inhibition reaction were balanced by the degradation of DNA 
oligomers, but not of the DNA templates, by exonucleases.57 
These two reactions were at the basis of the construction of several different 
network topologies, one of which was an oscillator based on the combination of a positive- 
and negative feedback loop. At a later stage, high-throughput screening in microfluidic 
droplets was used to identify conditions at which a DNA oligomer-based predator-prey 
oscillator was able to produce oscillations.58 In addition, a DNA-based paper-rock-scissors 
oscillator, which did not require any enzymatic interference and was purely based on DNA 
strand displacement cascades, was designed.59 
The design of synthetic oscillating networks was taken one step further by the first 
design that was not based on genetic components, but on enzymes and small-molecules. 
This design, which relied on the protease trypsin and a small-molecule inhibitor, is 
illustrated in Figure 1.3d.42 Positive feedback arose from the autoactivation of trypsin (E1*) 
from its inactive precursor trypsinogen (E1). The negative feedback loop consisted of two 
enzymatic cleavage steps, required to introduce a sufficient time delay within the network. 
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In the first step, a small-molecule pro-inhibitor (an N-terminally protected dipeptide that 
shielded a C-terminally coupled trypsin inhibitor) could be recognized and hydrolysed by 
trypsin, yielding an intermediate inhibitor (which still shielded the trypsin inhibitor moiety). 
The intermediate inhibitor could, in turn, be cleaved by another enzyme called 
aminopeptidase (E2), yielding an active inhibitor of trypsin. Subsequently, the negative 
feedback loop was closed through the inhibition of trypsin by the active inhibitor. The 
assembly of this network under out-of-equilibrium conditions, which was guided by a 
computational model, led to sustained oscillating concentrations of active trypsin. 
This impressive example was swiftly followed by the design of a synthetic 
oscillating network that, in contrast to previous examples, did not make use of any highly 
evolved biomolecules such as DNA or proteins. On the contrary, this new network merely 
consisted of organic reactions and its network motif is depicted in Figure 1.3e.42 
Interestingly, and also in contrast to the previous examples, this network exhibited 
oscillations based on substrate-depletion reactions rather than activation-inhibition 
reactions.29 An autocatalytic cycle generated thiols and amides in such a way that for every 
thiol that reacted, two new thiols (RSH) were being formed. When maleimide (Mal) and 
acrylamide were added to this autocatalytic cycle under out-of-equilibrium conditions, the 
free thiol concentration was depleted through a quick reaction with maleimide or a slow 
reaction with acrylamide. As depletion of free thiols went hand-in-hand with depletion of 
maleimide and acrylamide, a period of depletion of thiols was followed by a period of 
autocatalytic production of thiols. As a result, oscillations in the concentration of free thiols 
arose.  
What the previously described work demonstrates, is that there is a vast variety of 
feedback loops and network components or biochemical parts (DNA, RNA, enzymes, small-
molecules, or a combination of those) that can be combined to obtain oscillating synthetic 
networks not only in vivo, but in more recent years also in vitro. In the next section, we will 
discuss another type of dynamic behaviour that plays a pivotal role in living cells: bistability. 
 




Figure 1.3 – Examples of synthetic oscillating networks. a) The repressilator, a synthetic gene network which 
generated sustained oscillations in vivo. Three transcriptional repressors (TetR, λ cI, and LacI) were arranged in 
a negative feedback loop. Expression of a green fluorescent reporter protein (GFP) was controlled by the TetR 
repressor, and was used to monitor the dynamic behaviour of the network. (Image from ref. 45). b) An 
engineered genetic oscillator based on a network architecture comprising linked positive and negative feedback 
loops, as expression of all genes was regulated through one single hybrid promoter. In the presence of arabinose, 
the promoter was activated by AraC and repressed by LacI. Read-out of the network took place through the 
expression of a reporter protein (yemGFP), and fast, robust, and tuneable oscillations were observed in vivo. 
(Image from ref. 47). c) The activation and inhibition reactions, which were at the basis of the construction of a 
variety of in vitro genetic networks based on small DNA templates. Activation took place through the elongation 
of the input oligomer α. After elongation, the DNA-duplex could be nicked by the enzyme nickase, resulting in 
the release of the input oligomer α and the output oligomer β. Inhibition was achieved when an inhibitor 
oligomer bound the template, thereby blocking the production of new DNA strands by input oligomer α. (Image 
from ref. 57). d) A synthetic oscillating network, based on the enzyme trypsin (E1*) and a small-molecule inhibitor 
(Inh). Here, a positive autocatalytic feedback loop was combined with a delayed negative feedback loop, a 
network motif that gave rise to oscillations in trypsin concentration. (Image from ref. 41). e) A substrate-
depletion oscillator based on organic reactions. Free thiols (RSH) were autocatalytically produced in a sequence 
of reactions, in which for every thiol that reacted, two thiols were produced. This autocatalytic, positive 
feedback, was counteracted by maleimide (Mal) and acrylamide, which could react with the free thiol species 





Bistable networks can produce a binary or all-or-none response in reaction to a stimulus.48 
The network motif at the core of such responses is a positive feedback loop, which can 
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either be direct (e.g. autocatalysis or positive feedback) or indirect (e.g. a double negative 
feedback loop). A bistable network can, once one of the two stable steady-states has been 
established, remain in this state long after the stimulus that triggered the network’s 
response has disappeared (biochemical memory).30 The network can, in some cases, toggle 
between the two stable steady-states, but cannot rest in an intermediate state. In addition, 
the response of the network to a stimulus is dependent on the state in which the network 
resides (hysteresis).60 
 The first example of a synthetic bistable network is the genetic network that was 
designed by Gardner et al. in E. coli.46 The in vivo network consisted of two promoters that 
transcribed each other’s repressors constitutively, thereby creating the double negative 
feedback loop that is visualized in Figure 1.4a. In the absence of any of the inducers, two 
distinct stable steady-states could be established in which either of the repressors resided 
at a high concentration. Transient stimulation (as opposed to sustained stimulation) of the 
network with one of the inducers proved sufficient for the network to switch states, 
meaning the inducer enabled maximum transcription of the opposing repressor until it 
stably repressed the promoter that was initially active. The induced state could then be self-
perpetuated in the absence of either inducer, exhibiting a high tolerance to fluctuations in 
gene expression. This example stands out, as it was the first demonstration of a genetic 
bistable network obtained through the design of network topology rather than the 
engineering of proteins and regulatory elements. 
In subsequent years, lots of examples of synthetic bistable networks supported by 
computational modelling followed. One of the first synthetic enzymatic in vitro bistable 
networks was based on the urea-urease reaction, as depicted in Figure 1.4b. Urease 
catalyses the hydrolysis of urea in ammonia and carbon dioxide (which, in turn, undergoes 
hydrolysis to form bicarbonate). The ammonia that was produced by the enzyme urease 
caused the pH of an unbuffered solution to increase, thereby affecting the urease activity. 
As the enzyme urease displays optimal activity at a neutral pH, the above mentioned 
reaction sped up over time under non-buffered conditions due to base-catalysed feedback. 
Subsequently, the speed of the catalysed reaction would decrease again, once the solution 
would overshoot the optimum pH and turn more basic. Therefore, the base-catalysed 
feedback resulted in a nonlinear, S-shaped pH response curve. Under out-of-equilibrium 
conditions, bistability between low and high stable pH states was observed.38 
Another example of an in vitro enzymatic bistable network is depicted in Figure 
1.4c, and was based on the autocatalytic activation of the enzyme trypsin and its inhibition 
by a small-molecule inhibitor.43 This network, too, had to be assembled under out-of-
equilibrium conditions for bistability to be observed. Similarly to the trypsin-based 
oscillator, kinetic studies were combined with batch experiments and computational 
modelling to guide the experiments performed under out-of-equilibrium conditions. The 
autocatalytic positive feedback of the enzyme trypsin (Tr), which can activate itself from its 
inactive precursor trypsinogen (Tg), was counteracted by a continuously provided inhibitor 
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(Inh) as well as by the efflux of trypsin and trypsinogen under out-of-equilibrium conditions. 
The autocatalytic or positive feedback loop ensured an initial slow production of trypsin, 
and was only sped up once enough trypsin was produced to partake in the feedback loop. 
Thus, at a high refresh rate, hardly any trypsin was produced as all trypsinogen was 
continuously replenished. At lower refresh rates, though still counteracted by the presence 
of an inhibitor (which created a threshold), sufficient trypsin could be produced to start the 
autocatalytic feedback loop, resulting in a high steady-state concentration of trypsin. These 
two states, which were dependent on the initial refresh rate and the initial inhibitor 
concentration under out-of-equilibrium conditions, could indeed be perpetuated within 
certain boundaries upon variation of the reaction conditions. Consequently, bistability was 
demonstrated. 
 The small organic molecule-based network of Semenov et al. also gave rise to 
bistable organic thiol concentrations, as is depicted in Figure 1.4d. Part of this network 
motif, which already proved fit for the generation of oscillations under out-of-equilibrium 
conditions, resembles the network motif of the bistable trypsin-switch. Here, however, 
bistability arose under out-of-equilibrium conditions from the combination of the 
autocatalytic cycle that generated free thiols (RSH, positive feedback loop) and a substrate-
depletion reaction (resembling inhibition). Maleimide (Mal) could react rapidly with thiols 
and therefore counteracted the autocatalytic cycle. When all maleimide was consumed, the 
concentration of organic thiols was allowed to rise again. Thus, at low refresh rates, the 
autocatalytic cycle (positive feedback) dominated, whereas at high refresh rates, the quick 
depletion of thiols through the reaction with maleimide outcompeted the positive 
autocatalytic feedback loop. Impressively, this is the first synthetic bistable network that 
does not make use of a catalyst.42 
Other, even more recent examples of synthetic networks with a bistable 
component include a non-enzymatic supramolecular network based on thiodepsipeptides. 
Autocatalytic growth of a thioester replicator from its precursors, a thioester electrophile 
and a thiol-containing nucleophile, acted as a positive feedback loop. Two stable steady-
states, with either high concentration of replicator or high concentration of precursors, 
could be obtained and were dependent on the initial relative distribution between 
replicator and precursors. Interestingly, the network was kept out-of-equilibrium not by a 
flow-reactor, but by continuous chemical fuelling through a reducing agent.61 
 
 




Figure 1.4 – Examples of synthetic bistable networks. a) The network motif of the synthetic genetic bistable 
network, which was designed in E. coli. The network was comprised of two promoters, which transcribed each 
other repressors constitutively. Thereby, a double negative feedback loop was generated. The network could 
reside in one of its two stable steady-states, and stable switching between states was achieved providing one 
of the inducers to the cells. (Image from ref. 46). b) The urea-urease reaction. The enzyme urease catalyses the 
conversion of urea to ammonia and CO2 in a pH-dependent manner. Thus, at a low and high pH, the rate of the 
reaction was slower than at a neutral pH. Under unbuffered conditions, the pH rose during the reaction as a 
result of the production of the base ammonia. Thus, the pH-response curve became sigmoidal and switch-like, 
and bistability was observed under out-of-equilibrium conditions. (Image from ref. 38). c) A trypsin-based 
bistable switch. Autocatalytic production of trypsin (Tr) from its precursor trypsinogen (Tg) was counteracted 
by a small-molecule inhibitor (Inh) and by continuous replenishment of reagents. (Image from ref. 43). d) A 
substrate-depletion based bistable switch. The autocatalytic production of free thiols (RSH) is counteracted by 





In the context of synthetic networks, the feed-forward loop might be amongst the least 
explored network motifs. The feed-forward loop belongs to the class of three-node network 
topologies, and comes in eight different varieties depending on the sign (activation or 
repression) of the interactions between the nodes. Out of these eight feed-forward loop 
motifs, the incoherent type 1 feed-forward loop is of special interest. A schematic 
representation of the incoherent type 1 feed-forward loop network motif is provided in 
Figure 1.2e, Section 1.2.1. The incoherent type 1 feed-forward loop is characterized by the 
direct positive (activating) interaction between the input and output of the network, 
whereas this interaction is counteracted by an indirect, negative (repressing) interaction. 
Under the right circumstances, this network motif can give rise to a phenomenon called 
adaptation.25,62 
Adaptation is characterized by the way a network responds to a persistent input or 
stimulus in a temporal, pulse-like manner. Such a response is illustrated in Figure 1.2f, 
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Section 1.2.1. An adaptive network is able to reset itself and return to basal or near-basal 
response levels after an initial higher response, even when the stimulus persists. The initial 
rise of the pulse-like response is the result of the direct activating interaction between 
stimulus and output. Subsequently, this rise is followed by a more gradual decrease as a 
result of the indirect repressing interaction. Naturally, the reaction kinetics within the 
network should be sufficiently balanced. Adaptation ensures a temporary response and 
enables a network to respond to a wide range of stimulus concentrations.63,64 
 Examples of synthetic networks capable of adaptation are rather limited in 
comparison to the vast amount of synthetic networks capable of oscillations or bistability, 
and their operating principles are not well understood quantitatively. The first in vivo 
synthetic adaptive network was constructed in E. coli and was dependent on a multicellular 
environment. The network required two types of cells: sender cells and receiver cells. The 
receiver cells contained a genetic adaptive network, based on the incoherent feed-forward 
loop. As a result, they could transiently express a reporter gene in response to a persistent 
stimulus, which they received from neighbouring sender cells. The duration and intensity of 
the pulse-like response could be tuned, using engineered variants of the network.65 
It took almost ten years for the construction of another genetic adaptive network 
to become reality. This network, which was constructed in E. coli, was distinctive, as it did 
not require a multicellular environment to function. The network successfully employed 
miRNA as an intermediate component within the indirect interaction of the incoherent type 
1 feed-forward loop. A repressive regulatory interaction between the miRNA and the co-
expressed reporter gene resulted in the pulse-like expression of the reporter gene in 
response to a persistent stimulus.66 
 In vitro examples of synthetic adaptive networks are even scarcer. One such 
example is a synthetic transcriptional network based on the incoherent feed-forward loop, 
which was designed to exhibit pulse-like responses. Here, a computational model was used 
to study the shape (amplitude and duration) of the adaptive response and to explore fold-
change detection (the response of the network to a relative rather than absolute change in 
stimulus concentration).67 Despite computational efforts for the automated in silico 
construction of genetic networks, more synthetic efforts to experimentally reproduce the 
adaptive response have been lagging behind.68 In Chapter 2, we will discuss how the 
incoherent type 1 feed-forward loop network motif can be used as the basis for the 
construction of an adaptive enzymatic reaction network. 
 
 
1.4.4 Alternative mechanisms for activation and repression 
 
As the synthetic oscillating and bistable network based on substrate-depletion reactions by 
Semenov et al. already demonstrated, there are alternative ways to construct certain 
network motifs, which do not necessarily rely on activating or repressing interactions. Such 
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alternative ways might involve indirect autocatalysis, cross-catalysis, and substrate 
competition. Although certain network motifs might become a little harder to appreciate 
when they consist of alternative mechanisms, these mechanisms have proven important in 
determining the dynamic responses of a network. 
 The earliest report of a synthetic network capable of autocatalysis and cross-
catalysis was constructed using two self-replicating peptides that could also catalyse each 
other’s production. The network consisted of four peptides which, depending on the 
reaction conditions, could mediate the production of themselves (autocatalysis) or others 
(cross-catalysis) through the formation of coiled-coils. Response dynamics of the network 
were, however, not reported in this example.69 
In contrast, a synthetic enzymatic reaction network based on enzymes and short 
reversible peptide inhibitors did exhibit autocatalytic response dynamics during the auto-
activation and cross-activation of several enzymes. The generalized idea behind this 
network is depicted in Figure 1.5a. Auto-activation was established using the enzymes 
trypsin, α-chymotrypsin and elastase. Their enzymatic activity was upregulated in a 
sigmoidal fashion, using reversible inhibitors that were cleaved by the same enzyme they 
inhibit. Thus, the more inhibitor was cleaved and thereby depleted, the more active enzyme 
was produced, which in turn resulted in a sped-up cleavage of the inhibitor. Additionally, 
cross-catalysis was established using the enzymes trypsin and α-chymotrypsin, which were 
each able to cleave the reversible inhibitor of the other enzyme.70 
 Not only autocatalysis and cross-catalysis play a pivotal role in determining 
response dynamics. Of equal importance, although often overlooked or seen as 
detrimental, is the effect of substrate competition. Within a cell, resources are often limited 
and independent network components might compete for both the enzymes that catalyse 
reactions and the substrates of these reactions. As a result, response dynamics of several 
resource-sharing networks are immediately affected by the addition of resources.71 This 
effect might be exploited by cells to process information and exhibit certain dynamic 
behaviours without the need for any direct molecular interactions (activation or repression) 
between network components. Substrate competition has, for example, been 
demonstrated to be an important equivalent mechanism for the generation of an 
ultrasensitive, sigmoidal response.72 
 Not only natural networks within a cell can benefit from the effects of substrate 
competition. On the contrary, substrate competition can be utilized for the construction of 
synthetic networks. Its effects might reinforce or hinder the intended behaviour of a 
network, based on whether it is in line or conflicts with the regulatory interactions within 
the established network motif, respectively.73 The integration of substrate competition 
within the biochemical toolbox for the construction of synthetic networks came with the 
realization of a pulse-generating enzymatic network based on substrate competition rather 
than activation and inhibition. 
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The tuneable pulse-like response arose from a looped network consisting of two 
enzymes, in which the product of the second enzyme was a competitive substrate for the 
first enzyme.74 The network is depicted in Figure 1.5b, and consisted of the enzymes glucose 
oxidase (GOx) and horseradish peroxidase (HRP) and their corresponding substrates. In the 
reaction catalysed by glucose oxidase, oxygen was consumed and reaction products ABTS 
(2,2′-azino-bis(3-ethylbenzothiazoline-6-sulfonic acid) and H2O2 were produced. 
Subsequently, H2O2 could be utilized by horseradish peroxidase to oxidize ABTS, which 
resulted in the production of an ABTS radical cation (ABTS+●). This radical cation then 
competed with oxygen for the enzyme glucose peroxidase, an effect that resulted in the 
pulse-like response in the radical ion concentration under homogenized batch-conditions. 
This demonstration provides a proof of principle for the construction of synthetic 
networks using mechanisms such as substrate competition as alternative towards obtaining 
dynamic behaviour. In Chapter 3, we will further highlight the importance of substrate 




Figure 1.5 – Examples of synthetic networks based on alternative mechanisms. a) The principle behind 
autocatalysis and cross-catalysis of enzymes that are inhibited by a peptide inhibitor. In auto-activation, 
reversible peptide inhibitors were cleaved by the enzyme they inhibited. In cross-activation, the first enzyme 
cleaved the reversible peptide inhibitor of the second enzyme, and vice versa. Whenever a peptide inhibitor was 
cleaved, more active enzyme would become available to catalyse more of this same cleavage reaction. (Image 
from ref. 70). b) Pulse responses as a result of a network based on substrate competition. Oxygen was consumed 
in a reaction catalysed by the enzyme glucose oxidase (GOx), in which the reaction products ABTS and H2O2 were 
formed. Both were consumed in a reaction catalysed by the enzyme horseradish peroxidase (HRP), in which the 
radical cation ABTS+● was produced. ABTS+● subsequently competed with oxygen for the enzyme glucose 
oxidase. This resulted in a pulse-like response of ABTS+● under batch conditions, in which production of ABTS+● 
was followed by its consumption. (Image from ref. 74). 
 
 
1.4.5 Dynamic behaviours in space 
 
Up to this point, we have focussed on synthetic networks that give rise to dynamic 
behaviour in time. However, it is worth mentioning that, in parallel, a lot of networks have 
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been designed with the intention to give rise to spatial behaviour (stationary patterns) or 
spatiotemporal behaviour (oscillating or travelling patterns). In nature, reaction networks 
with spatiotemporal dynamics are the driving force behind processes such as pattern 
formation, the formation of highly ordered concentration patterns, and subsequently 
morphogenesis.75 Such spatiotemporal dynamics are often based on reaction and diffusion 
of network components, and can in theory give rise to six different forms of patterns. One 
form, which is probably best known, involves stationary waves that are maintained by a 
dynamic equilibrium. These stationary waves are also called Turing patterns.76 
 Reaction and diffusion of network components can account for the autonomous 
development of patterns. The minimal requirement is that a network consists of at least 
two components that can diffuse and can interact or react with one another.77 Several 
impressive synthetic examples of enzymatic networks that gave rise to pattern formation in 
gels have been reported. These include propagating fronts and pulses in a reaction-diffusion 
network based on autocatalysis facilitated by the enzyme glucose oxidase,78 the enzymatic 
conversion of a continuous, shallow spatial gradient of a fluorogenic substrate to a steep 
spatial gradient of fluorescent product,79 and local autocatalytic activation of the enzyme 
trypsin, visualized through the cleavage of a fluorogenic substrate.80 
 In addition to enzyme-based synthetic networks, DNA-based synthetic networks 
have also proved fit for the generation of both travelling waves and stationary or Turing 
patterns. The obvious advantage of DNA-based networks over enzyme-based networks, is 
that they benefit from high programmability through the ease with which topologies can be 
designed and kinetics of DNA hybridization can be predicted. 
One such DNA-based synthetic network was designed with the purpose of edge 
detection in image processing, meaning that the edge of a binary input pattern could be 
visualized as depicted in Figure 1.6a. A strand-displacement DNA circuit, which was 
organized as an incoherent feed-forward loop, was embedded in a hydrogel. Here, the input 
pattern (I) was provided through UV-light irradiation of the hydrogel. The only fast diffusing 
species within the network, A, was activated upon irradiation. In contrast, slowly diffusing 
species B was inactivated by UV-irradiation. Activated species A had to diffuse into an area 
where the input signal was absent in order to convert slowly diffusing species B into an 
active variant. Activated species B, in turn, could activate slowly diffusing species C. Thus, 
exposure of the hydrogel to the input pattern resulted in the activation of species C 
exclusively at the edge of the pattern.81 
Other DNA-based examples include the formation of traveling waves and spirals 
within a predator-prey DNA-based reaction network,82 and a propagating autocatalytic 
front.83 However, most impressively is the work that combines reaction-diffusion of 
network components with a spatial gradient of one of those components, which resulted in 
the formation of a French-flag pattern.84 Here, a DNA-based network with two self-
activating nodes (H and K) was constructed. This network is schematically depicted in Figure 
1.6b. Species H and K could self-activate their own templates, TH and TK, respectively, but 
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suppressed each other. Assembly of this network in a capillary, which contained a pre-
patterned gradient of template TH (yellow line) resulted in two independent and sharp 
fronts of H (red) and K (blue). Thus, an immobile pattern was created by the two self-
activating or positive feedback loops. The different zones within this pattern were 
chemically distinctive, long-lasting, and had sharp borders. 
The aforementioned examples, which are merely a selection of the ample 
impressive examples of synthetic networks that give rise to dynamic behaviour in time, 
space, or time and space, demonstrate the success of the use of network motifs as our set 
of design rules for the construction of synthetic reaction networks. We have seen that these 
synthetic reaction networks can employ a wide variety of biochemical building blocks and a 
diverse set of mechanisms of interaction. Next, I will describe how I have applied the 
obtained knowledge on synthetic reactions networks, the network motifs that are at the 
basis of dynamic phenomena found in living cells, and their building blocks and interactions, 
for the work described in the rest of this thesis. 




Figure 1.6 – Examples of synthetic networks resulting in spatiotemporal dynamic behaviour. a) Edge-detection 
through a strand displacement DNA-circuit. Under the influence of the input pattern, UV-light, fast diffusing 
species A was activated. This same input pattern deactivated slowly diffusing species B. Thus, species B was 
limitedly activated in the dark areas through reaction with the diffused activated species A. Subsequently, 
species B activated slowly diffusing species C only at the edge of the input pattern (where species A had reacted 
with species B). (Image from ref. 81). b) A French-flag pattern obtained through the combination of reaction-
diffusion of a DNA-based network combined with a pre-patterned gradient. The DNA-based network contained 
two self-activating nodes (K and H), which could self-activate from their own templates (TK and TH, respectively), 
but repressed one another. The pattern was obtained within a glass channel, or capillary, which was pre-
patterned with a concentration gradient of template TH. Thus, H was the dominant species on the side of the 
capillary with high TH, whereas K ended up the dominant species on the side of the capillary with low TH. (Image 
from ref. 84). 
 
 
Chapter 1 | Introduction 
22 
1.5 Thesis outline 
 
I hope this chapter has demonstrated the tremendous progress that has been made over 
the last two decades in the quest towards understanding life through building it from 
scratch. The bottom-up construction of a synthetic cell involves the realization of 
information processing, metabolism, and compartmentalization under out-of-equilibrium 
conditions. The identification of network motifs, or recurring patterns of interaction that 
result in a certain dynamic behaviour, has tremendously contributed to the design of 
synthetic reaction networks capable of processing information or metabolism. The vast 
quantity of experimental examples discussed in this chapter underlines this. 
With this thesis, I do not aspire to answer the question of what defines life. Life is, 
and might remain, something that is too complicated to fully comprehend. However, 
looking at life from the perspective of a chemist, knowledge about what life is and how it 
functions might be obtained through the bottom-up construction of synthetic life forms. 
Capturing dynamic behaviour found in nature within a synthetic framework might provide 
us with an understanding on how to achieve some of the functionalities of life. To this end, 
we chose enzymes and small molecules from the plethora of biochemical parts, and 
combined them within functional networks to obtain desired dynamic behaviours. 
Importantly, these dynamic behaviours heavily relied on the maintenance of out-of-
equilibrium conditions. 
In Chapter 2, the bottom-up construction of an adaptive enzymatic reaction 
network is described. The network is inspired by the incoherent type 1 feed-forward 
network motif, and combines the specific enzymatic activities of trypsin and α-
chymotrypsin. We demonstrate that, when the network is assembled under out-of-
equilibrium conditions, a pulse-like adaptive output is generated in response to a persistent 
trypsin input. Chapter 3 carries on with the adaptive enzymatic reaction network, although 
in this chapter the effects of substrate competition on the dynamic behaviour of this 
network are studied. We show, through the powerful combination of computational and 
experimental studies, that substrate competition within the adaptive enzymatic reaction 
network has the potential to give rise to alternative emergent behaviour such as bistability 
and ultrasensitivity. 
The transition from enzymatic reaction networks to synthetic metabolic pathways 
is made in Chapter 4 and Chapter 5. Here, a previously reported synthetic metabolic 
pathway, consisting of three modules, is studied. As it had proven challenging before to 
rationally understand or explain the dynamics of the pathway, the pathway is split into its 
separate parts and the modules are studied individually. We specifically focus on the 
nucleotide salvage module. 
Chapter 4 will describe the minor changes made to the original nucleotide salvage 
module and the development of an improved method for separation and detection of 
mono-, di-, and trinucleotides utilizing (U)HPLC. The eight different enzymes constituting 
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the nucleotide salvage module are immobilized on micrometre-sized polyacrylamide beads 
to enable studying the module under out-of-equilibrium conditions. Chapter 5 will 
subsequently describe a new method for parameter estimation through experimental 
design under out-of-equilibrium conditions. In a set of proof-of-principle out-of-equilibrium 
experiments, pulse sequences of substrates, intermediates, and reaction products are 
applied to the nucleotide salvage module, using the enzymes immobilized on beads, to 
extract maximum information from the dynamic experimental observations. 
Finally, in Chapter 6, I will provide the reader with my personal perspective and 
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Living organisms have remarkable capabilities such as self-healing, adaptation to the 
environment, homeostasis, and converting chemical energy into motion, growth and 
division. To harness these capabilities in a synthetic framework is one of the ultimate goals 
in the fields of synthetic biology and systems chemistry, in which we seek inspiration from 
the metabolic, signalling, and genetic networks of coupled chemical reactions ubiquitous in 
nature.1,2,3 These networks are often based on well-established network motifs, which were 
discussed in detail in Chapter 1. These network motifs, or recurring patterns of 
interconnections between network components that lead to a certain dynamic behaviour, 
have in recent years been successfully used to construct synthetic reaction networks 
showing impressive temporal outputs.4 These include the so-called repressilator network,5 
a synthetic gene oscillator based on a dual-feedback circuit,6 spatiotemporal programmable 
in vitro genetic and toehold-mediated strand displacement networks7,8,9 as well as enzyme- 
or small molecule-based reaction networks.10,11,12,13,14,15,16,17 
 Here, we will focus on adaptation as temporal output. Living organisms are 
constantly stimulated by external triggers such as light, odour, and sound. To prevent 
oversaturation and to efficiently propagate signals through a reaction network, mechanisms 
that desensitize the organism and enable adaptation to the surroundings are in place.18 
Such mechanisms allow the organism to limit the duration of a response and facilitate 
homeostatic maintenance of basal activity.19 In this chapter, we will explore harnessing such 
capability in a synthetic framework through the bottom-up construction and 
characterization of an enzymatic reaction network capable of an adaptive, pulse-like 
response to a persistent stimulus. 
 
 
2.1.1 Adaptation and the incoherent type 1 feed-forward loop 
 
Adaptation is a type of dynamic behaviour that allows a biological system to sense a 
persistent change in the environment, produce a transient output, and return to (nearly) 
basal levels of activity.19 Signalling pathways are often characterized by adaptive responses. 
One of the network motifs underlying this response, consisting of only three components, 
is the incoherent type-1 feed forward loop (I1-FFL), which is schematically depicted in Figure 
2.1a.20,21 In an I1-FFL, the output is directly positively controlled by the input. This is 
counteracted by an indirect negative control. The time delay between the positive and 
negative control enables this network motif to generate a pulse-like, adaptive output in 
response to a persistent input. This is schematically depicted in Figure 2.1b. This response 
can be characterized and quantified by its sensitivity, which is a measure for the relationship 
between the input and the output of the network, and its precision, which is a measure for 
how well the output returns to a level close to its pre-stimulus level. 





Figure 2.1 – a) Schematic network motif of the incoherent type-1 feed-forward loop, in which the output is 
positively controlled in a direct manner but negatively controlled in an indirect manner. b) The typical shape of 
an adaptive or pulse-like output (blue line) in response to a persistent input (dashed black line). The two 
characteristics that we used to define such response, sensitivity and relaxation, are indicated by arrows. 
Sensitivity is a measure of the strength of the response relative to the input. Relaxation compares the steady-
state response to the maximum response. 
 
The adaptive response has been studied both in silico and experimentally. 
Computational studies mainly focused on the design and optimization of the adaptive 
response,22,23,24 and demonstrated feed-forward loop-based logic gates in a systems 
chemistry context.25 In addition, several experimental studies succeeded in constructing 
synthetic adaptive genetic networks using the I1-FFL network motif both in vivo and in 
vitro.26,27,28 Surprisingly, as adaptation is one of the most prevalent functional modules in 
natural systems, the construction of adaptive enzymatic reaction networks has been lagging 
behind. 
 In contrast to genetic networks, enzymatic reaction networks encompass a wide 
variety of species with different activities, shapes, and sizes. Additionally, they can be 
applied to create functional modules in natural systems such as autonomously moving 
nanoparticles,29 transiently self-assembling molecules that result in polymer growth and 
changes in supramolecular chirality,30 responsive gels,31,32,33 and reversibly forming 
coacervate droplets.34 
 In this chapter, we present the first adaptive enzymatic reaction network inspired 
by the I1-FFL network motif. In contrast to previous work in which both the input and 
response are transient,14,15,17,30,33,34 our enzymatic network transiently responds to a 
persistent input signal that is not consumed or converted during the response. Therefore, 
our network is adaptive rather than only generating a pulse-like response, and its realization 
significantly expands the functional dynamic behaviours that can be achieved using 
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2.2 Results and discussion 
 
Our adaptive enzymatic reaction network is based on the endopeptidase trypsin (Tr), which 
acts as an input, the proenzyme α-chymotrypsinogen (Cg), and a commercially available 
fluorogenic substrate (Z-Phe-Arg-AMC). A schematic representation of this network, which 
was inspired by the I1-FFL, is shown in Figure 2.2a. Trypsin, the input to the network, cleaves 
amide bonds at the C-terminal end of positively charged amino acid residues (in this study, 
arginine). Thus, as it cleaves the fluorogenic substrate Z-Phe-Arg-AMC, it produces the 
dipeptide Z-Phe-Arg-OH and the fluorescent product 7-amino-4-methylcoumarin (AMC). 
On a comparable timescale, Tr activates Cg, producing the active enzyme α-chymotrypsin 
(Cr). Activated Cr preferably cleaves amide bonds after hydrophobic, aromatic amino acids 
(in this study, phenylalanine), and competes with Tr for cleavage of the fluorogenic 
substrate. Cleavage of Z-Phe-Arg-AMC by Cr results in the production of two peptide 
fragments, Z-Phe-OH and H-Arg-AMC. Since Tr and Cr have different cleavage sites, the 
products of the cleavage by Cr are non-fluorescent, and AMC cannot be produced as a result 
of any further cleavage by Tr (as Tr is an endopeptidase). The cleavage reactions of Z-Phe-




Figure 2.2 – a) A schematic of the adaptive enzymatic reaction network, which was inspired by the incoherent 
type-1 feed-forward loop, with the enzyme trypsin (Tr) as the persistent input. b) An overview of the cleavage 
reactions within the adaptive enzymatic reaction network. Trypsin cleaves the fluorogenic substrate Z-Phe-Arg-
AMC at the cleavage site indicated by the green dashed line, thereby producing the peptide fragment Z-Phe-
Arg-OH and free 7-amino-4-methylcoumarin (AMC), the output. Production of AMC can be counteracted by 
cleavage of Z-Phe-Arg-AMC by α-chymotrypsin (Cr) at the cleavage site indicated by the orange dashed line, 
after Cr has been produced from α-chymotrypsinogen (Cg) by Tr. When this network is assembled under out-of-
equilibrium conditions, it can give rise to an adaptive response in AMC. Note that Cr does not directly inhibit 
AMC, but downregulates the production of AMC, as Cr competes with Tr for cleavage of Z-Phe-Arg-AMC. 
 
 Importantly, to obtain the desired adaptive response, the network needs to be 
assembled under out-of-equilibrium conditions in a continuously stirred-tank reactor 
(CSTR). In a CSTR, the inflow of fresh reagents (Tr, Cg, and Z-Phe-Arg-AMC) is 
counterbalanced by the outflow of reagents and reaction products. Flow is herein described 
as kflow, which is the ratio of the flowrate to the reactor volume, in units of h-1. If the reaction 
rates of all the individual reactions within the network are sufficiently balanced, AMC is 
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directly produced in response to a constant input of Tr. After some time, a sufficient amount 
of Cr is produced that competes with Tr for the fluorogenic substrate, causing the 
concentration of AMC to decrease as all components in the CSTR are continuously 
refreshed. To obtain perfect adaptation, the concentration of AMC in the steady-state has 
to be equal or close to its pre-input concentration. 
 To find the experimental conditions needed to obtain such a response, we 
determined the rates of all the known individual reactions within the network and 
constructed a computational model. This model, which also takes into account the flow of 
reactants in and out of the reactor, uses a set of ordinary differential equations (ODEs) given 
by the rate equations for each reaction. We subsequently searched the control parameter 
space (kflow, [Cg], and [Tr]) in silico to determine the effect of these different parameters on 
the response, which was then experimentally verified. The reaction rates were optimized in 
silico using experimental data, and these optimized rates were used to find and test a series 
of optimal adaptive responses in an experimental setting. 
 
 
2.2.1 Kinetic rate studies 
 
Prior to constructing a computational model, which would use a set of rate equations to 
describe the adaptive enzymatic reaction network, a number of parameters had to be 
determined experimentally. These include the kinetic parameters, kcat and KM, of the three 
main reactions within the network: activation of Cg by Tr, cleavage of Z-Phe-Arg-AMC by 
Tr, and cleavage of Z-Phe-Arg-AMC by Cr. To this end, a number of batch experiments was 
performed. The experimental details of these experiments can be found in Section 2.5.1. 
 To determine the kcat and KM of the activation of Cg by Tr, several concentrations 
of Cg, ranging from 20 µM to 100 µM, were mixed with 0.25 µM Tr. The reaction was 
performed in a buffer of pH 7.7, containing 100 mM TrisHCl and 20 mM CaCl2, under 
continuous stirring and at a temperature of 30°C. The reaction mixture was sampled every 
two minutes and the samples were quenched through ten-fold dilution with 0.1M KHSO4. 
The concentration of produced active Cr was determined through a fluorogenic assay, using 
the Cr-specific substrate N-Succinyl-Ala-Ala-Pro-Phe-7-amido-4-methylcoumarin, and was 
plotted in Figure 2.3a. The initial, linear slopes of these curves were used to construct the 
Lineweaver-Burke plot in Figure 2.3b, from which the values for kcat and KM for this reaction 
could then be obtained. The catalytic efficiency, or kcat/KM, of this reaction was 8 µM-1h-1. 
 




Figure 2.3 – a) Data for the activation of 20, 40, 60, 80, and 100 µM Cg over time by 0.25 µM Tr. The 
concentration of active Cr is plotted as a function of the reaction time. b) Lineweaver-Burke plot, which was 
constructed using the initial, linear slopes of the curves in Figure 2.3a.   
 
 Next in line was the cleavage of Z-Phe-Arg-AMC by Tr. The reactions were 
performed in a cuvet, in a buffer of pH 7.7, containing 100 mM TrisHCl and 20 mM CaCl2, 
and at a temperature of 30°C. The enzyme Tr was mixed with Z-Phe-Arg-AMC to a final 
concentration of 12.5 nM, and for several different concentrations of Z-Phe-Arg-AMC 
ranging from 5 µM to 80 µM. Cleavage of the substrate, which resulted in the production of 
AMC, could be monitored directly using fluorescence spectrometry. The rate of product 
(AMC) formation was plotted against the initial substrate (Z-Phe-Arg-AMC) concentration 
in Figure 2.4, yielding a Michaelis-Menten plot. The data was fitted according to Michaelis-




Figure 2.4 – Michaelis-Menten plot for the cleavage of Z-Phe-Arg-AMC by 12.5 nM Tr. 
 
Thirdly, the cleavage of Z-Phe-Arg-AMC by Cr was studied. Several concentrations 
of Z-Phe-Arg-AMC, ranging from 10 µM to 90 µM, were mixed with Cr at a final 
concentration of 5 nM. The reactions were performed in the same buffer, under continuous 
stirring and at 30°C. The reaction mixture was sampled over the duration of an hour, and 
the samples were quenched through five-fold dilution with 0.05M HCl. One final aliquot of 
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the reaction was taken after three hours to determine the end-point of the reaction. The 
quenched samples were injected onto a reversed-phase HPLC column for analysis, and 
elution of the reaction product was monitored through absorption at a wavelength of 340 
nm. The concentration of one of the reaction products, H-Arg-AMC, was plotted as a 
function of the reaction time in Figure 2.5a. The initial rates of product (H-Arg-AMC) 
formation were plotted as a function of the substrate (Z-Phe-Arg-AMC) concentration to 
yield the Michaelis-Menten plot in Figure 2.5b. The data was fitted according to Michaelis-
Menten kinetics, which yielded a value for the catalytic efficiency, kcat/KM, of this reaction 




Figure 2.5 – a) Data for the cleavage of 10, 30, 50, 70, and 90 µM Z-Phe-Arg-AMC by 5 nM Cr. The concentration 
of reaction product H-Arg-AMC was plotted as a function of the reaction time. b) Michaelis-Menten plot, which 
was constructed using the initial, linear slopes of the curves in Figure 2.5a. 
 
These results indicate that Tr and Cr both cleave Z-Phe-Arg-AMC at comparable 
rates, given the similarity in catalytic efficiency of both reactions. The catalytic efficiency of 
the activation of Cg by Tr, however, is about 100-fold lower, meaning that the indirect 
negatively controlled node in our network is somewhat delayed. An overview of the 
obtained kinetic parameters is given in Table 2.1. 
 
Table 2.1 – Overview of the experimentally determined kinetic parameters. 
 
Activation of Cg by Tr 
kcat (h-1) 1619 
KM (µM) 200 
kcat/KM (µM-1 h-1) 8.10 
 
Cleavage of Z-Phe-Arg-AMC by Tr 
kcat (h-1) 88368 
KM (µM) 105 
kcat/KM (µM-1 h-1) 842 
 
Cleavage of Z-Phe-Arg-AMC by Cr 
kcat (h-1) 129415 
KM (µM) 180 
kcat/KM (µM-1 h-1) 719 
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2.2.2 In silico approximation of adaptive behaviour 
 
Next, after having obtained those reaction rates, a computational model was constructed. 
This model was based on a set of ODEs to describe the rates of the reactions within the 
network and also took into account the continuous in- and outflow of reactants under out-
of-equilibrium conditions. Thus, using this model, we were able to approximate the phase 
diagrams of the network in silico. In these phase diagrams, the adaptive, pulse-like response 
is characterized by its sensitivity (Equation 2.1) and relaxation (Equation 2.2). A high score 
for sensitivity corresponds to a high initial response relative to the input, whereas a high 
score for relaxation indicates that the response of the network returns close to pre-input 
levels. An overview of the reaction equations, the rate equations, and the computational 
model is provided at the end of this chapter, in Section 2.5.2.  
 
 
 =   ∆   (2.1) 
 
 = 1 −   −     (2.2) 
 
 
 Figure 2.6 shows these phase diagrams, in which the adaptive, pulse-like response 
was scored according to its value for sensitivity and relaxation. Several different 
combinations of [Tr] and [Cg]0 were screened, and the scores for sensitivity (left) and 
relaxation (right) of the in silico obtained responses were plotted. The phase diagrams show 
that the score for sensitivity increases with a decrease in [Tr] and [Cg]0, whereas the score 
for relaxation increases with an increase in [Tr] and especially [Cg]0. Intuitively, as sensitivity 
is a measure for the amplitude of the pulse-like response relative to the input, one might 
expect an increasing score as [Tr] increases. However, apparently an increase in input [Tr] 
does not result in a linear increase in the amplitude of the adaptive response. The trend 
that the score for sensitivity follows as a function of [Cg]0 can be logically explained, as a 
higher [Cg]0 leads to a sped-up production of active Cr, which can counteract the effect of 
the Tr input. Similarly, an increase in [Cg]0 will result in a lower steady-state output, as the 
indirect, negatively controlled node within the network becomes stronger. Thus, this 
demonstrates that the characteristic quantities of sensitivity and relaxation are competing 
objectives. 
 




Figure 2.6 – In silico approximated phase diagrams of the sensitivity (left) and relaxation (right) as a function of 
[Tr] and [Cg]0. For the simulations, [Z-Phe-Arg-AMC] was fixed at 100 µM and kflow at 2 h-1. 
 
 
2.2.3 Out-of-equilibrium experiments 
 
We opted for experimental conditions that would favour both sensitivity and relaxation 
more or less equally (indicated by the white circles in Figure 2.6). A fully transparent CSTR, 
which was fabricated from polydimethylsiloxane and bonded onto a glass slide, was used to 
carry out the experiment. The production of AMC in the CSTR was measured directly 
through the glass slide using fluorescence read-out. Figure 2.7 presents the computational 
simulations (dashed black line) of the AMC output in response to a persistent Tr stimulus 
(indicated in the top graph), as well as the experimentally observed response (solid black 
line). In accordance with model simulations, a steep initial rise in fluorescence intensity, 
corresponding to the production of AMC, was followed by a more gradual decrease. A stable 




Figure 2.7 – In silico and experimental results corresponding to the conditions indicated by the white circles in 
the phase diagrams in Figure 2.6, which correspond to [Tr] of 0.1 µM, [Cg]0 of 10 µM, [Z-Phe-Arg-AMC]0 of 100 
µM, and a value for kflow of 2 h-1. The experiments were performed at 30°C in a buffer of pH 7.7, containing 100 
mM TrisHCl and 20 mM CaCl2. The top graph shows the stepwise increase in [Tr]. The dashed black line shows 
the simulated network response. The solid black line in the bottom graph is the average response of six 
experiments; the shaded area indicates the standard deviation of the response. 
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In order to obtain the stepwise increase in [Tr] experimentally, the CSTR volume 
had to be quickly replenished. Prior to the stepwise [Tr] increase, the reactor was filled at a 
value for kflow of 20 h-1, meaning that the volume of the CSTR is replenished once every three 
minutes. Once the reactor was completely filled, it was placed onto the microscope stage 
for fluorescent imaging. As soon as the fluorescence intensity had stabilized, the inflow of 
Tr was increased from a negligible amount (to prevent back-pressure during filling of the 
reactor) to two times the desired final concentration. All of this was done at a total kflow of 
20 h-1, meaning that after only two minutes, the inflow of the reagents into the CSTR and 
the total kflow could be set to the actual experimental reaction conditions, as the desired 
persistent [Tr] was reached. Further experimental details on the out-of-equilibrium 
experiments can be found in Section 2.5.3. 
 
 
2.2.4 Dynamic effect of control parameters  
 
Encouraged by the previous experimental results, we probed the effect of different control 
parameters on the sensitivity, relaxation, and shape of the peak. Figure 2.8a shows the 
results of a set of experiments where the effect of kflow was explored (top), as well as the 
corresponding model simulations (bottom). We observed experimentally that kflow mainly 
has an effect on the timescale of the adaptive response, where higher values of kflow result 
in a faster response with comparable sensitivity and relaxation. Figure 2.8b shows the 
results of a set of experiments where the effect of [Cg]0 on the adaptive response was 
investigated (top), as well as the corresponding model simulations (bottom). It became 
apparent that changing [Cg]0 within the current concentration range has a bigger effect on 
the sensitivity than on the relaxation. Figure 2.8c shows the effects of [Tr] on the adaptive 
response, both experimentally (top) and computationally (bottom). The effect of [Tr] on the 
sensitivity of the response is most prevalent, whereas the effect on the relaxation is 
negligible within this concentration range. As the scores for sensitivity and relaxation cannot 
intuitively be deduced from the graphs, an overview of these scores is presented in Table 
2.2. 
 




Figure 2.8 – The effect of kflow, [Cg]0, and [Tr] on the network response. The top figures (solid lines) show the 
experimental results and the bottom figures (dashed lines) show the simulated responses. All experiments 
(except [Tr] of 0.10 µM, [Cg]0 of 10 µM, [Z-Phe-Arg-AMC]0 of 100 µM, and kflow of 2 h-1, which was performed six 
times) were performed in triplicate at 30°C in buffer of pH 7.7, containing 100 mM TrisHCl and 20 mM CaCl2. a) 
Effect of kflow (1, 2, and 4 h-1) with [Tr] of 0.1 µM, [Cg]0 of 10 µM, and [Z-Phe-Arg-AMC]0 of 100 µM. b) Effect of 
[Cg]0 (5, 10, and 20 µM) with [Tr] of 0.1 µM, [Z-Phe-Arg-AMC]0 of 100 µM, and kflow of 2 h-1. c) Effect of [Tr] 
(0.05, 0.10, and 0.20 µM) with [Cg]0 of 10 µM, [Z-Phe-Arg-AMC]0 100 µM, and kflow of 2 h-1. 
 
Increasing [Cg]0 worsens the score for relaxation within this concentration range, 
though has the biggest impact on the sensitivity of the response. Whereas a decrease in the 
score for sensitivity as a result of increasing [Cg]0 is intuitive, it is surprising and 
counterintuitive that the score for relaxation decreases with increasing [Cg]0. One might 
expect that a higher [Cg]0 would lead to a stronger negatively controlled indirect network 
node, thus resulting in a steady-state that is closer to pre-stimulus output levels. However, 
the score for relaxation is not only dependent on the absolute steady-state level, but on the 
steady-state level relative to the initial amplitude of the response. Therefore, the decrease 
of the score for relaxation as a result of increasing [Cg]0 indicates that this parameter 
influences (decreases) the amplitude of the response to a bigger extent than the steady-
state level of the output. An increase in [Tr] worsens the score for sensitivity of the 
response, as the increase in amplitude does not scale linearly with the increase in [Tr] and 
the score for sensitivity is dependent on both the amplitude of the output as well as the 
increase in [Tr] that was required to achieve the response. Relaxation is barely affected by 
the current set of screened [Tr]. The obtained experimental results are in good agreement 
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Table 2.2 – Scores for sensitivity and relaxation, calculated according to Equations 2.1 and 2.2, of the 
experimental pulse-like responses. 
Parameter kflow (h-1) [Cg]0 (µM) [Tr] (µM) 
Value 1 2 4 5 10 20 0.05 0.10 0.20 
Sensitivity 9.71 9.97 10.1 12.5 9.97 7.22 13.8 9.97 5.91 
Relaxation 0.769 0.839 0.793 0.856 0.839 0.765 0.855 0.839 0.839 
 
 
2.2.5 Re-estimated reaction rates and optimized responses 
 
Next, we re-estimated the set of reaction rates using data from the previous experiments 
to improve our computational model. Subsequently, the control parameters were evolved 
for a series of optimally sensitive and relaxed responses using an evolutionary algorithm, 
taking into account experimental feasibility (e.g. solubility, timescale). Control parameters 
are, as the name suggests, parameters that can be experimentally controlled and include 
[Tr], [Cg]0, [Z-Phe-Arg-AMC]0, and kflow. Information about the evolutionary algorithm and 




Figure 2.9 – a) Pareto front for sensitivity and relaxation. The red triangles represent sets of optimal responses 
(taking into account experimental constraints). The blue dots represent non-optimal solutions. b) The influence 
of the ratio [Tr]/[Cg]0 on the sensitivity and relaxation for a [Z-Phe-Arg-AMC]0 of 100 µM (upper boundary) and 
a kflow of 1 h-1 (lower boundary). 
 
The result of this optimization is a two-dimensional Pareto front, which is shown 
in Figure 2.9a. Each point on the front represents a set of conditions for which the relaxation 
cannot be improved without negatively impacting the sensitivity and vice versa. Upon closer 
inspection, we found that the values of kflow and [Z-Phe-Arg-AMC]0 were evolved towards 
their lower and upper boundaries, respectively. Therefore, within these experimental 
constraints, sensitivity and relaxation are tuned by the ratio between [Tr] and [Cg]0, as is 
depicted in Figure 2.9b. Finally, we tested several points along this Pareto front 
experimentally. The results are shown in Figure 2.10, and demonstrate that we can optimize 
the response of the network precisely and tune it to suit the needs that future applications 
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might require. Such future applications, which are beyond the scope of this thesis chapter, 
might involve the creation of molecular logic gates through changing the enzymatic 
recognition sites of the substrate, influencing the behaviour of other reaction networks by 
replacing AMC with a functional moiety that is released in a pulse-like manner, or 





Figure 2.10 – Experimental results representing points on the Pareto front of Figure 2.9. The ratio [Tr]/[Cg]0 was 
varied by keeping [Tr] constant at 1 µM and varying [Cg]0, with fixed values for [Z-Phe-Arg-AMC]0 of 100 µM 
and kflow of 1 h-1. The figure on the left shows the experimental results, whereas the figure on the right shows 





In summary, we constructed a well-characterized adaptive enzymatic reaction network 
based on the I1-FFL network motif. The design was based on the dual activity of Tr, which 
activates Cr while at the same time generating a fluorescent output, AMC, from a 
fluorogenic substrate. Once activated, Cr can counteract this output by competing for the 
fluorogenic substrate and producing a non-fluorescent output. Through the combination of 
kinetic studies of the individual reactions within the network and a computational 
approach, we successfully obtained the desired pulse-like network response 
experimentally, under out-of-equilibrium conditions. We demonstrated that the sensitivity 
and relaxation, which are two features through which the response can be characterized, 
can be tuned by varying different control parameters. In addition, our results demonstrated 
that an adaptive response can be obtained within a relatively broad parameter space, which 
means the network is parametrically robust. Our adaptive enzymatic reaction network is 
the first experimental realization of an enzymatic reaction network capable of an adaptive 
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2.5 Experimental section 
 
The enzymes trypsin, α-chymotrypsinogen, and α-chymotrypsin (from bovine pancreas), as 
well as all the other chemicals and reagents that were used for the study in this chapter, 
were used as received from commercial suppliers without any further treatment. All stock 
solutions were filtered over a 0.20 µm PTFE membrane prior to preparation of reaction 
mixtures. 
Kinetic measurements with fluorogenic substrates such as N-Succinyl-Ala-Ala-Pro-
Phe-7-amido-4-methylcoumarin, Z-Phe-Arg-7-amido-4-methylcoumarin, and Rhodamine 
110 bis-(CBZ-L-isoleucyl-L-prolyl-L-arginine amide) were performed on an LS55 fluorescence 
spectrometer (Perkin Elmer). Kinetic measurements of reactions in which no fluorescent 
product was produced, were performed using an analytical AG1120 reverse phase HPLC 
setup (Agilent). A gradient of 0.1% TFA in acetonitrile (v/v) in 0.1% TFA in water (v/v) was 
applied, in which the percentage of 0.1% TFA in acetonitrile was increased from 0% to 100% 
in the first 15 minutes, left at 100% from 15 to 20 minutes, decreased from 100% to 10% 
from 20 to 22 minutes, and finally left at 10% from 22 to 25 minutes. 
 A set of neMESYS syringe pumps (CETONI) was used to carry out the CSTR 
experiments. Production of fluorescent product in the CSTR was monitored using an IX81 
inverted epifluorescence microscope (Olympus), equipped with a mercury lamp. Images 
were acquired with an iXon 897 camera (Andor) and FITC filter sets (Semrock). 
MicroManager and ImageJ were used to acquire and analyze images. 
 
 
2.5.1 Kinetic experiments 
 
The activation of α-chymotrypsinogen by trypsin was measured in buffer (100 mM TrisHCl, 
pH 7.7, 20 mM CaCl2) at 30°C. α-Chymotrypsinogen (20, 40, 60, 80, and 100 µM final 
concentration) was mixed with trypsin (0.25 µM final concentration). Aliquots of the 
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reaction mixture (20 µL) were taken and quenched in 0.1 M KHSO4 (180 µL) every two 
minutes. α-Chymotrypsin activity was measured by a fluorogenic assay using the α-
chymotrypsin-specific substrate N-succinyl-Ala-Ala-Pro-Phe-7-amido-4-methylcoumarin. 20 
µL of the quenched reaction mixture was added to 1500 µL substrate solution (25 µM) in 25 
mM TrisHCl, pH 7.7. The increase in fluorescence intensity (λex = 380 nm, λem = 460 nm) was 
monitored for 40 s. The initial, linear slope was compared to a calibration curve to find the 
concentration of active α-chymotrypsin. The final values obtained from the Lineweaver-
Burke plot were a KM of 200 µM, a kcat of 1619 h-1, and a kcat/KM of 8095 mM-1h-1. 
 The cleavage of Z-Phe-Arg-AMC by trypsin was measured in buffer (100 mM 
TrisHCl, pH 7.7, 20 mM CaCl2) at 30°C. Z-Phe-Arg-AMC (5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 
60, 70, and 80 µM final concentration) was mixed with trypsin (12.5 nM final concentration). 
Formation of 7-amino-4-methylcoumarin (AMC) was directly monitored over time for 60 s 
using fluorescence spectrometry (λex = 365 nm, λem = 440 nm). The initial, linear slope was 
compared to a calibration curve to obtain the initial velocity of AMC production in µM/h 
and was plotted against the initial fluorogenic substrate concentration to obtain a 
Michaelis-Menten plot. The data was fitted according to Michaelis-Menten kinetics using a 
Levenberg Marquardt algorithm for nonlinear curve fitting available within Origin software. 
The final values obtained from nonlinear curve fitting for Z-Phe-Arg-AMC cleavage by 
trypsin were a KM of 105 µM, a kcat of 88368 h-1, and a kcat/KM of 841600 mM-1h-1. 
 The cleavage of Z-Phe-Arg-AMC by α-chymotrypsin was measured in buffer (100 
mM TrisHCl, pH 7.7, 20 mM CaCl2) at 30°C. Z-Phe-Arg-AMC (10, 30, 50, 70, and 90 µM final 
concentration) was mixed with α-chymotrypsin (5 nM final concentration). Over a time span 
of approximately one hour, nine aliquots of the reaction mixture (40 µL) were taken and 
quenched in 0.05 M HCl (160 µL). One final aliquot of the reaction mixture was taken after 
several hours. The quenched reaction samples were injected into an a reversed-phase HPLC 
column. The reaction products were monitored over time using detection at 340 nm. The 
reference peak for commercially available H-Arg-AMC (retention time of 5.33 min) indicated 
which peak had to be integrated, and the concentration was determined assuming full 
conversion (cleavage) of the fluorogenic substrate in the final sample. The initial rates of 
the reaction at different Z-Phe-Arg-AMC concentrations were determined and used to 
construct a Michaelis-Menten plot. Again, the data was fitted according to Michaelis-
Menten kinetics using a Levenberg Marquardt algorithm for nonlinear curve fitting available 
within Origin software. The final values obtained from nonlinear curve fitting for Z-Phe-Arg-
AMC cleavage by chymotrypsin were a KM of 180 µM, a kcat of 129415 h-1, and a kcat/KM of 
718972 mM-1h-1. 
 A possible side-reaction within the fully assembled network is the cleavage of the 
N-terminally protected dipeptide Z-Phe-Arg-OH (that is produced after cleavage of Z-Phe-
Arg-AMC by trypsin) by α-chymotrypsin. The substrate Z-Phe-Arg-OH was not readily 
available. Therefore, the data of a batch experiment was fitted to values for the kcat and KM 
of this reaction. In the experiment, Z-Phe-Arg-AMC was mixed (2 µM final concentration) 
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with trypsin (200 nM final concentration) and α-chymotrypsin (0, 25, 50, 75, and 200 nM 
final concentration) in buffer (100 mM TrisHCl, pH 7.7, 20 mM CaCl2) at 30°C. Formation of 
7-amino-4-methylcoumarin (AMC) was directly monitored over time for 45 s using 
fluorescence spectrometry (λex = 365 nm, λem = 440 nm). Using a calibration curve, we 
obtained the increase of [AMC] over time. We used this data to estimate the rate constants 
using a genetic algorithm for parameter estimation available within COPASI software. The 
final values obtained from this fit were a KM of 7.92 µM, a kcat of 966315 h-1, and a kcat/KM of 
122∙106 mM-1h-1. 
 One of the products of cleavage of Z-Phe-Arg-AMC by α-chymotrypsin, H-Arg-AMC, 
was expected to reversibly inhibit trypsin. In order to determine if this was the case, a kinetic 
study was performed in which the fluorogenic trypsin substrate Rhodamine 110, bis-(CBZ-
L-isoleucyl-L-prolyl-L-arginine amide) (3.25, 2.43, and 1.62 µM final concentration) was 
mixed with H-Arg-AMC (0, 25, 50, and 100 µM final concentration) in buffer (100 mM 
TrisHCl, pH 7.7, 20 mM CaCl2) at 30°C. Trypsin (9 nM final concentration) was added and 
fluorescent product formation was directly monitored over time for 40 s using fluorescence 
spectrometry (λex = 498 nm, λem = 521 nm). The enzymatic rates of product formation (here 
in a.u./s) were determined and plotted as 1/V against [H-Arg-AMC]. No effects of 
competitive inhibition were detected. 
 
 
2.5.2 Reaction equations, reaction rate equations, and MATLAB model scripts 
 
The computational model was based on a total of four reactions, three main reactions and 
one side reaction, and a total of nine species. The reaction equations are provided below. 
The enzymatic catalysts are, for clarity, denoted in italic. 
 
Cg(2) + Tr(1)    Cr(3) + Tr(1) 
Z-Phe-Arg-AMC(4) + Tr(1)    Z-Phe-Arg-OH(6) + AMC(5) + Tr(1) 
Z-Phe-Arg-AMC(4) + Cr(3)    Z-Phe-OH(8) + H-Arg-AMC(7) + Cr(3) 
Z-Phe-Arg-OH + Cr(3)    Z-Phe-OH(8) + H-Arg-OH(9) + Cr(3) 
 
The number behind every species, denoted in between brackets, indicates the species 
number. The concentration of every of these nine species was described as a function of 
time according to the reaction rate equations or differential equation stated below. 
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The following scripts are provided in sequence: species and differential equations 
(dnf_AMC_adaptation), script to simulate responses (modelscript_AMC_adaptation), and 
script that generates phase diagrams (phaseplot_AMC_adaptation). 
 
function [f] = dnf_AMC_adaptation(~,y,k,kflow,xo) 
% Model for system with Tr, Cg, and Cr showing adaptive response in the 
% production of fluorescent AMC from Z-Phe-Arg-AMC (substrate). 
  
% Output f is a vector (length(species):1) containing differential 
% equations. It is based on the rate equations described below and the 




% Make descriptors and number them for y-vector 
    % Initial components and reaction products 
    dTr     = 1; 
    dCg     = 2; 
    dCr     = 3; 
    dS1S2FP = 4;    % Z-Phe-Arg-AMC 
    dFP     = 5;    % AMC 
    dS1S2   = 6;    % Z-Phe-Arg-OH 
    dS2FP   = 7;    % Arg-AMC 
    dS1     = 8;    % Z-Phe 
    dS2     = 9;    % Arg 
% Couple species to y-vector 
    Tr      = y(dTr); 
    Cg      = y(dCg); 
    Cr      = y(dCr); 
    S1S2FP  = y(dS1S2FP); 
    FP      = y(dFP); 
    S1S2    = y(dS1S2); 
    S2FP    = y(dS2FP); 
    S1      = y(dS1); 
    S2      = y(dS2); 
     
%% Rate equations 
  
f(dTr)      = + kflow*xo(dTr) - kflow*Tr; 
f(dCg)      = -
((k.kcat_Tr_Cg*Cg*Tr)/(k.Km_Tr_Cg*(1+(S1S2FP/k.Km_Tr_SSFP))+Cg)) + 
kflow*xo(dCg) - kflow*Cg;  
f(dCr)      = 
((k.kcat_Tr_Cg*Cg*Tr)/(k.Km_Tr_Cg*(1+(S1S2FP/k.Km_Tr_SSFP))+Cg)) - kflow*Cr; 
f(dS1S2FP)  = -
((k.kcat_Tr_SSFP*S1S2FP*Tr)/(k.Km_Tr_SSFP*(1+(Cg/k.Km_Tr_Cg))+S1S2FP)) - 
((k.kcat_Cr_SSFP*S1S2FP*Cr)/(k.Km_Cr_SSFP*(1+(S1S2/k.Km_Cr_SS))+S1S2FP)) + 
kflow*xo(dS1S2FP) - kflow*S1S2FP; 
f(dFP)      = 
((k.kcat_Tr_SSFP*S1S2FP*Tr)/(k.Km_Tr_SSFP*(1+(Cg/k.Km_Tr_Cg))+S1S2FP)) - 
kflow*FP; 




f(dS2FP)    = 
((k.kcat_Cr_SSFP*S1S2FP*Cr)/(k.Km_Cr_SSFP*(1+(S1S2/k.Km_Cr_SS))+S1S2FP)) - 
kflow*S2FP; 
f(dS1)      = 
((k.kcat_Cr_SSFP*S1S2FP*Cr)/(k.Km_Cr_SSFP*(1+(S1S2/k.Km_Cr_SS))+S1S2FP)) + 








    % Transpose 




function [t,x] = 
modelscript_AMC_adaptation(volume,flowrate,reactiontime,Tr,Cg,S1S2FP) 
  
% Deterministic model of network consisting of trypsin (Tr),  
% chymotrypsinogin (Cg) and a fluorogenic substrate (S1S2FP)  
% which is capable of adaptive behaviour. 
  
%% INPUT DATA 
%    load input_adapt.mat 
  
% PARAMETERS 
    % Reactor volume (uL) 
    if isempty(volume), 
        volume = 250; 
    end 
     
    % Total flow rate (uL/h) 
    if isempty(flowrate), 
        flowrate = 50; 
    end 
         
    % Reaction time and calculated time span 
    if isempty(reactiontime), 
        reactiontime = 100; 
    end 
     
    timespan = 0:0.01:reactiontime; 
   
%% RATE CONSTANTS 
  
% Km values in mM, kcat values in 1/h 
% Z-Phe-Arg-AMC 
k.kflow         = flowrate/volume; 
k.kcat_Tr_Cg    = 1620; % Measured in experiment BH2.31 
k.Km_Tr_Cg      = 0.200;  % Measured in experiment BH2.31 
k.kcat_Tr_SSFP  = 88368; % Measured in experiment BH2.32 
k.Km_Tr_SSFP    = 0.105; % Measured in experiment BH2.32 
k.kcat_Cr_SSFP  = 129415; % Measured in experiment BH2.33 
k.Km_Cr_SSFP    = 0.180; % Measured in experiment BH2.33 
k.kcat_Cr_SS    = 966315; % Measured in experiment BH2.35 
k.Km_Cr_SS      = 0.0079; % Measured in experiment BH2.35 
 
%% INTEGRATION 
     % Initial concentrations 
    xo      = zeros(1,9); 
    xo(1)   = Tr; 
    xo(2)   = Cg; 
%     xo(3)   = Cr; 
    xo(4)   = S1S2FP; 
%     xo(5)   = FP; 
%     xo(6)   = S1S2; 
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%     xo(7)   = S2FP; 
%     xo(8)   = S1; 
%     xo(9)   = S2; 
  
     % Integration 
    OPTIONS         = odeset('MaxStep',1/1000,'InitialStep',1/1000); 
    [t,x] = ode23t(@dnf_AMC_adaptation, timespan, xo, [], k, k.kflow, xo); 
  
%% PLOT RESULTS 
  
figure 
converted_uM = x*1000; % Conversion of output from mM to uM 
  
% Time series 
hold on 
    plot(t, converted_uM(:,5),'-','Color','blue','LineWidth',2); %FP 
    plot(t, converted_uM(:,1),'-','Color','green','LineWidth',2); %Tr 
    plot(t, converted_uM(:,3),'-','Color','red','LineWidth',2); %Cr 
    plot(t, converted_uM(:,4),'-','Color','black','LineWidth',2); %S1S2FP 
xlabel('Time (h)','FontWeight','bold','FontSize',12,... 
    'FontName','Helvetica') 
ylabel('Concentration (\muM)','FontWeight','bold','FontSize',12,... 
    'FontName','Helvetica') 
legend('[7-amino-4-methylcoumarin]','[Tr]','[Cr]',... 





function phaseplot_AMC_adaptation(volume, flowrate, reactiontime, Tr_min, 
Tr_max, Cg_min, Cg_max, S1S2FP, stepsize) 
  
% Function for our Tr-based adaptive network that will produce two phase 
% diagrams in which the sensitivity and the precision, respectively, of the 
% network response will be plotted as a function of the initial 
% concentrations of Tr and Cg. 
  
%% Model requirements 
  
    % Reaction time 
        timespan    = [0:0.01:reactiontime]; 
     
    % Initial concentrations 
        xoi      = zeros(1,9); 
      % xoi(1)   = Tr; 
      % xoi(2)   = Cg; 
      % xoi(3)   = Cr; 
        xoi(4)   = S1S2FP; 
      % xoi(5)   = FP; 
      % xoi(6)   = S1S2; 
      % xoi(7)   = S2FP; 
      % xoi(8)   = S1; 
      % xoi(9)   = S2; 
  
% Km values in mM, kcat values in 1/h 
% Z-Phe-Arg-AMC 
        k.kflow         = flowrate/volume; 
        k.kcat_Tr_Cg    = 1620; % Measured in experiment BH2.31 
        k.Km_Tr_Cg      = 0.200;  % Measured in experiment BH2.31 
        k.kcat_Tr_SSFP  = 88368; % Measured in experiment BH2.32 
        k.Km_Tr_SSFP    = 0.105; % Measured in experiment BH2.32 
        k.kcat_Cr_SSFP  = 129415; % Measured in experiment BH2.33 
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        k.Km_Cr_SSFP    = 0.180; % Measured in experiment BH2.33 
        k.kcat_Cr_SS    = 966315; % Measured in experiment BH2.35 
        k.Km_Cr_SS      = 0.0079; % Measured in experiment BH2.35  
         
%% Dimensions for analysis 
  
    % Variable space 
    %   Tr_min = Tr_min; 
    %   Tr_max = Tr_max; 
    %   Cg_min = Cg_min; 
    %   Cg_max = Cg_max; 
         
    % Sampling size 
        % If stepsize = 1, sampling size is determined by max/10 
        if isempty(stepsize) 
            stepsize = 1; 
        end 
  
    % Spaces for 2D surface 
        Tr_space    = Tr_min:stepsize*(Tr_max/10):Tr_max; 
        Cg_space    = Cg_min:stepsize*(Cg_max/10):Cg_max; 
         
    % Create save space 
        sensitivity = zeros(length(Tr_space),length(Cg_space)); 
        precision = zeros(length(Tr_space),length(Cg_space)); 
         
    % Define length of spaces 
        l_i = length(Tr_space); 
        l_j = length(Cg_space); 
                
%% Analysis 
  
for i = 1:l_i; disp(i); 
    Tr_spacei = Tr_space; 
    xoi(1) = Tr_spacei(i); 
     
    for j = 1:l_j; 
        Cg_spacej = Cg_space; 
        xoi(2) = Cg_spacej(j); 
         
        % within each looped i,j (every grid) 
        [t,x] = ode23t(@dnf_AMC_adaptation, timespan, xoi, [], k, k.kflow, 
xoi); 
  
        % Sensitivity and precision analysis 
        sensitivity(i,j) = (max(x(:,5))/Tr_spacei(i)); 
        precision(i,j) = (Tr_spacei(i)/(x(length(timespan),5))); 
    end 
end 
  
%% Plot results 
  
figure 
    subplot(2,2,1) 
        imagesc((Tr_space*1000)', (Cg_space*1000), sensitivity'); 
        colorbar('FontSize',12,'FontName','Calibri'); 
  
        set(gca,'YDir','normal')    
  
        xlabel('[Trypsin] (µM)','FontSize',10, 'FontName','Calibri'); 
        ylabel('[Chymotrypsinogen] (µM)','FontSize',10, 'FontName',' 
Calibri'); 
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    title(  'Sensitivity',... 
            'FontWeight','bold','FontSize',12,'FontName','Helvetica'); 
         
    subplot(2,2,2) 
        imagesc((Tr_space*1000)', (Cg_space*1000), precision', [0,1]) 
        colorbar('FontSize',12,'FontName','Calibri'); 
  
        set(gca,'YDir','normal')    
  
        xlabel('[Trypsin] (µM)','FontSize',10, 'FontName','Calibri'); 
        ylabel('[Chymotrypsinogen] (µM)','FontSize',10, 
'FontName','Calibri'); 
    title(  'Precision',... 




2.5.3 Out-of-equilibrium experiments 
 
The reactor, depicted in Supporting Figure 2.1, that was used for the out-of-equilibrium 
experiments was fabricated from polydimethylsiloxane (PDMS). A 250 µL brass cylinder, 
surrounded by a hollow copper wire, was covered with a 1 to 10 (w/w) mixture of Sylgard 
184 silicone elastomer curing agent cross linker in Sylgard 184 silicone elastomer base. The 
mixture was degassed under reduced pressure prior to it being cured at 65°C for at least 
two hours. After removal of the brass cylinder, four inlets and one outlet were punched into 
the PDMS, a magnetic stirring bar was enclosed into the cavity that was left after removing 
the brass cylinder, and the PDMS was bonded onto a glass slide using oxygen plasma 




Supporting Figure 2.1 – Image of the 250 µL PDMS reactor that was used for experiments in flow. The reactor 
itself is surrounded by a hollow copper wire, which was coupled to a thermostatic water bath to enable 
temperature control. It has four inlets (one for each stock solution of Tr, Cg, Z-Phe-Arg-AMC, and buffer) and 
one outlet. In the top left corner, a typical microscope image of the (edge) of the reactor is depicted. The picture 
in the bottom left corner shows the reactor during a microscopic measurement. 
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Four Hamilton® GASTIGHT® syringes were loaded with trypsin (varying between 1 
to 5 µM in 100 mM TrisHCl, pH 7.7, 20 mM CaCl2, typically ten times the desired 
concentration in the reactor), α-chymotrypsinogen (varying between 1 to 100 µM in 100 
mM TrisHCl, pH 7.7, 20 mM CaCl2, typically five times the desired concentration in the 
reactor), Z-Phe-Arg-AMC (200 µM in 100 mM TrisHCl, pH 7.7, 20 mM CaCl2, containing 2% 
DMSO, typically two times the desired concentration in the reactor), and buffer (100 mM 
TrisHCl, pH 7.7, 20 mM CaCl2). The syringes were connected to the reactor using PTFE tubing 
with an inner diameter of 0.56 mm. The reactor was coupled to a thermostatic water bath 
using silicon tubing, and the bath was set to a constant temperature of 32°C, allowing a 
constant temperature of 30°C within the reactor. The outlet of the reactor was connected 
to a liquid waste container. 
 The reactor was filled with α-chymotrypsinogen solution, Z-Phe-Arg-AMC solution, 
and buffer (100 mM TrisHCl, pH 7.7, 20 mM CaCl2) at a space velocity (kflow) of 20 h-1. Only 
a negligible amount of trypsin (<0.1% of the total flowrate, <1 nM) was flown into the 
reactor during the filling procedure, to prevent backpressure, which can cause backflow into 
the syringe containing trypsin stock solution. Once filling of the reactor was completed, the 
reactor was placed on the microscope stage and the fluorescent imaging measurements 
(one image per minute) were started. The trypsin concentration was increased in a stepwise 
manner, only after at least five minutes (or five measurement) to ensure stabilization of the 
fluorescence intensity. The stepwise trypsin increase was achieved by keeping the space 
velocity high (at 20 h-1) and increasing the inflow of trypsin stock solution to two times the 
desired [Tr] in the reactor for a duration of only two minutes. After these two minutes, the 
inflow of trypsin stock solution and space velocity would be set to the desired values (which 
are indicated in the main text). 
 
 
2.5.4 Evolutionary algorithm and optimized responses 
 
Supporting Figure 2.2 gives an overview of the evolutionary algorithm (EA). This algorithm 
was created in python 2.7 (Python Software Foundation, www.python.org). The source 
code can be found on github (https://gitlab.com/huckgroup). All simulations were solved 
using the script integrate package and the LSODA solver. The EA is modified from Smith et 
al (ref. 24), and uses many of the operations presented there. The user supplies a text file 
with model information including the differential equations, states, (control) parameter 
boundaries and a csv file with the experimental data for parameter estimation. The EA 
parses these files and builds a model including a parameter space. Two initial parental 
networks are recombined to produce offspring TU. This offspring is mutated, solved and 
scored. This cycle is repeated  times (10), the two fittest networks are chosen and the 
steps are repeated. We maintained a maximum number of generations as a termination 
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criterion (2000). Supporting Table 2.1 provides an overview of the optimized kinetic 
parameters that were obtained. 
 
Supporting Table 2.1 – Overview of the computationally optimized parameters. 
 
Activation of Cg by Tr 
kcat (h-1) 1.66 ∙ 103 
KM (µM) 706 
 
Cleavage of Z-Phe-Arg-AMC by Tr 
kcat (h-1) 1.24 ∙ 104 
KM (µM) 496 
 
Cleavage of Z-Phe-Arg-AMC by Cr 
kcat (h-1) 1.57 ∙ 105 
KM (µM) 429 
 
Cleavage of Z-Phe-Arg-OH by Cr 
kcat (h-1) 2.60 ∙ 104 
KM (µM) 74.6 
 
  




Supporting Figure 2.2 – A schematic overview of the EA, which was used to fit the rate constants to experimental 
data and to evolve control parameter sets. Initial parental parameter sets are recombined, mutated, solved and 
scored. This is done ten times and marks a single generation. From this generation, the two fittest parameter 
sets are selected to re-enter the cycle again. This is done until a termination criterion is met (in our case the 
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The bottom-up construction of reaction networks often relies on combining activation and 
inhibition reactions into functional network motifs.1 In Chapter 1, we discussed in detail 
how these functional network motifs have been applied for the construction of synthetic 
reaction networks with designated dynamic behaviour. In Chapter 2, we demonstrated how 
to apply one of these well-studied network motifs, the incoherent type 1 feed-forward loop, 
for the construction of an adaptive enzymatic reaction network. Here, we would like to 
provide an alternative path towards the construction of synthetic reaction networks. To this 
end, we will highlight how a phenomenon called substrate competition can contribute and 
be of significant importance to the dynamic behaviour arising from these networks. 
 Substrate competition arises when two or more different substrates compete for 
the active site of one enzyme as a result of standard enzyme kinetics, which dictates that 
the concentration of available enzyme is limited in comparison to the concentration of 
available substrate.2 Substrate competition can also arise when two different enzymes 
compete for the same substrate, while the concentration of that substrate is limited.3 
Whereas the latter situation (competition between enzymes) can be accurately described 
using standard Michaelis-Menten kinetics, the former situation (competition between 
substrates) requires an alternative description that is often overlooked. This description 
should take into account that occupation of the active site of the enzyme by a given 
substrate will lead to altered processing rates of other substrates by the same enzyme.4 
Thus, substrate competition can have important consequences for the dynamics and the 
steady-state behaviour of reaction networks. 
 In recent years, the impact of substrate competition on the dynamic behaviour of 
natural as well as synthetic systems has become increasingly apparent. Previous work has 
demonstrated that substrate competition provides a way of generating an all-or-none 
response in cell division signalling pathways.5 Substrate competition has been employed for 
the construction of a two-enzyme reaction network capable of producing pulses of 
controlled shape and complex spatiotemporal pattern formation.6 Additionally, 
computational efforts have highlighted the impact of substrate competition on the 
dynamics of established synthetic reaction networks by comparing computational models 
with and without taking into account substrate competition effects.4,7 
 In this chapter, we will investigate how substrate competition affects the dynamics 
of the adaptive enzymatic reaction network that was introduced in Chapter 2. This network, 
which was inspired by the incoherent type 1 feed-forward loop network motif and was 
designed to produce a pulse-like adaptive output in response to a persistent input or 
stimulus, contains a hidden layer of complexity as a result of substrate competition. This 
hidden layer of complexity involves a positive feedback loop and should enable the reaction 
network to display alternative dynamic behaviour, namely ultrasensitivity and bistability. 
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3.1.1 A hidden positive feedback loop 
 
 Figure 3.1 highlights the three reactions that take place within the adaptive 
enzymatic reaction network. The network consists of two enzymes, trypsin (Tr) and α-
chymotrypsin (Cr), and two substrates, proenzyme α-chymotrypsinogen (Cg) and 
fluorogenic substrate Z-Phe-Arg-AMC. The first reaction encompasses the Tr-dependent 
activation of Cr from proenzyme Cg. The second reaction involves the cleavage of Z-Phe-
Arg-AMC by Tr, resulting in the peptide fragment Z-Phe-Arg-OH and the fluorescent product 
7-amino-4-methylcoumarin (AMC). Finally, the third reaction comprehends the cleavage of 
Z-Phe-Arg-AMC by Cr, resulting in degradation products Z-Phe-OH and H-Arg-AMC. In 
Figure 3.1a, the substrate competition between Cg and Z-Phe-Arg-AMC for the enzyme Tr 
is highlighted. Figure 3.1b highlights the competition between the enzymes Tr and Cr for 
the substrate Z-Phe-Arg-AMC, which we will from here on refer to as enzyme competition. 
As a result of these two competition effects, a not immediately apparent positive feedback 
loop is created within the reaction network. This can be understood by looking at the three 
separate reactions that constitute the network, and the way substrate competition 
connects them, in sequence. 
Figure 3.1c schematically depicts the positive feedback loop that arises from 
substrate competition within the reaction network. The three reactions that constitute this 
network are initiated by the enzymatic activity of Tr, as it cleaves the proenzyme Cg and the 
fluorogenic substrate Z-Phe-Arg-AMC on a comparable timescale. This cleavage results in 
the production of the active enzyme Cr and fluorescent product AMC. Subsequently, the 
production of Cr introduces a competition effect, namely the enzyme competition between 
Tr and Cr for the substrate Z-Phe-Arg-AMC. Thus, Cr now competes with Tr for cleavage of 
Z-Phe-Arg-AMC, thereby depleting the pool of Z-Phe-Arg-AMC at an increasing rate which 
is in proportion to the amount of Cr that is being produced. Depletion of Z-Phe-Arg-AMC 
results in a relative increase in consumption of Cg by Tr (the equilibrium shifts), which in 
turn leads to the production of more active Cr and an even more rapid depletion of Z-Phe-








Figure 3.1 – Schematic overview of the three reactions that take place within the adaptive enzymatic reaction 
network. a) Substrate competition between proenzyme Cg and fluorogenic substrate Z-Phe-Arg-AMC for 
cleavage by the enzyme Tr. b) Enzyme competition between the active enzymes Tr and Cr for cleavage of the 
fluorogenic substrate Z-Phe-Arg-AMC. c) Hidden positive feedback loop that arises as a result of the substrate 
competition and enzyme competition effect. 
 
 
3.1.2 Positive feedback, bistability and ultrasensitivity 
 
Positive feedback is a ubiquitous network motif that can arise through both direct and 
indirect interactions. It can be frequently found within intracellular signalling networks, 
such as the MAPK pathway and the early embryonic cell cycle, but has also been employed 
for the construction of synthetic reaction networks.8,9,10 Dynamic network behaviour such 
as bistability and ultrasensitivity have often been associated with the presence of a positive 
feedback loop within a reaction network.11,12 
Bistability is a feature that compels a reaction network to reside in either one of its 
two distinct stable steady-states. The intermediate steady-states, which are unstable, 
cannot be accessed by the network. This results in a switch-like network response. Once 
one of the two stable steady-states has been established as response to an input signal or 
trigger, the network can reside here permanently (one-way switch). This is schematically 
depicted in Figure 3.2a and is the case in for example stem cell differentiation and apoptosis. 
Alternatively, the network might be able to switch between the two stable steady-states 
(toggle switch), as is depicted in Figure 3.2b. In case of the toggle switch, the state in which 
the network resides is dependent on the input history of the network (hysteresis).12,13  
Ultrasensitivity is a characteristic feature that can be found in many biochemical 
networks in which enzymes operate close to saturation.14 The ultrasensitive response, as 
depicted in Figure 3.2c, is a switch-like response that often follows the shape of a sigmoidal 
curve and resembles the response of cooperative processes. It is characterized by the way 
in which a small change in input can result in a much bigger change in output, and it is more 
sensitive than the in Figure 3.2d depicted standard hyperbolic Michaelian response.15,16 As 
a result, ultrasensitive responses are utilized by biochemical networks to filter input noise 
and respond in an all-or-none fashion once a certain input threshold is reached.17 





Figure 3.2 – Schematic overview of a number of dynamic network responses. a) The irreversible, one-way switch 
that can arise within bistable networks. Here, the positive feedback is sufficiently strong for the network to 
remain within only one of the two stable steady-states, even after the input that initially triggered the transition 
from one steady-state to the other is removed. b) The toggle-switch, or hysteresis. Here, the network resides in 
either one of the two stable steady-states, depending on the input (high or low) history of the network. c) An 
ultrasensitive response. Here, the relationship between change in input and change in output is sigmoidal and 
switch-like. The response is more sensitive than a Michaelian response. d) A simple, not ultrasensitive, network 
response which is often referred to as a Michaelian response. This response relies on mass action kinetics, where 
the rate of product formation is directly proportional to the concentration of substrate(s), and shows the 
hyperbolic relationship between the input to a system and its steady-state output. 
 
 
3.2 Results and discussion 
 
In this chapter, we wish to explore the effect of the positive feedback loop, which exists as 
a result of substrate- and enzyme competition, within the adaptive enzymatic reaction 
network. We hypothesize that this positive feedback loop gives rise to a bistable and 
ultrasensitive network response. Using the powerful combination of computational 
modelling and experimental validation, our goal is to demonstrate bistability and 
ultrasensitivity within this reaction network and thereby emphasize the importance of the 
effect that substrate competition might have on the dynamic behaviour of any complex 
network. 
 In order to understand how this positive feedback loop can give rise to bistability 
and ultrasensitivity, we need to go back and have a second look at the network as described 
in Section 3.1.1. Imagine an open, out-of-equilibrium, system where the inflow [Tr] and [Cg] 
are kept constant. If our input, the inflow [Z-Phe-Arg-AMC], is high in comparison to [Cg], 
the network will reach a stable steady-state with a high [AMC]. This is the result of the high 
[Z-Phe-Arg-AMC], which dominantly occupies the active site of Tr and outcompetes Cg as a 
substrate for cleavage by Tr. Therefore, a lot of AMC is being produced, whereas the 
production of active Cr from Cg stays behind. The concentration of active Cr is, in turn, not 
high enough to effectively compete with Tr for the cleavage of Z-Phe-Arg-AMC. In Figure 
3.2b, this would correspond to a point on the top right of the graph. 
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 Now imagine that we slowly decrease our input, the inflow [Z-Phe-Arg-AMC]. In 
Figure 3.2b, this would correspond to a movement to the left along the stable steady-state 
with high [AMC]. At a certain moment, the [Z-Phe-Arg-AMC] will not be high enough 
anymore to outcompete Cg as a substrate for cleavage by Tr. Cg will be able to compete 
with Z-Phe-Arg-AMC for the active site of Tr. This will result in the production of a sufficient 
amount of active Cr, which can then compete with Tr for cleavage of Z-Phe-Arg-AMC: the 
positive feedback loop kicks in. Cleavage of Z-Phe-Arg-AMC by both Tr and now Cr results 
in rapid depletion of Z-Phe-Arg-AMC and a boost in production of Cr. As a result, Cr can now 
outcompete Tr for cleavage of Z-Phe-Arg-AMC, giving rise to a stable steady-state with low 
[AMC] that corresponds to a point on the bottom left of the graph in Figure 3.2b. We 
hypothesize that the reason for this transition to be switch-like and not gradual, is because 
of the ultrasensitive way in which Cr is produced through positive feedback. 
 In this results and discussion section, we will first focus on exploring bistability 
within the adaptive enzymatic reaction network, after which we will discuss the 
ultrasensitive network response. The reason for this is a practical one: whereas the two 
potential steady-state AMC outputs of the network can be easily visualized through 
fluorescence, an indirect and more labour intensive assay would be required to detect 
active Cr. Therefore, we first sought to find a parameter space in which bistability exists, 
before setting out to explore the ultrasensitive production of Cr. 
  
  
3.2.1 Bistability  
 
In order to visualize the effect of substrate competition on the output of the adaptive 
enzymatic reaction network in a relatively simple manner, a set of batch experiments were 
performed where the ratio of the two competing substrates, Cg and Z-Phe-Arg-AMC, were 
varied. The concentration of Tr was kept constant at 20 nM throughout the experiments, 
and the reactions were performed under continuous stirring at 30°C in a buffer of pH 7.7, 
containing 100 mM TrisHCl and 20 mM CaCl2. The batch reaction was sampled a number of 
times within the total reaction time of 30 minutes. To render all the enzymes inactive and 
stop the reaction, samples were immediately quenched through five-fold dilution with a 
200 mM acetic acid solution prior to analysis. The results of these batch experiments are 
visualized in Figure 3.3, and the experimental details can be found in Section 3.5.1. 




Figure 3.3 – Overview of the results of nine different batch experiments in which [Cg] and [Z-Phe-Arg-AMC] were 
varied, but [Tr] was kept constant at 20 nM. From left to right, the initial [Cg] was increased from 0.0005 µM, 
to 0.05 µM, to 5 µM. From top to bottom, the initial [Z-Phe-Arg-AMC] was increased from 50 µM, to 75 µM, to 
100 µM. The blue dots represent the relative [AMC], the cleavage product of Tr, whereas the grey dots represent 
the relative [H-Arg-AMC], the degradation product produced by Cr upon cleavage of Z-Phe-Arg-AMC. The 
concentrations were calculated relatively to the theoretically maximum product concentration. 
 
 Here, the relative concentration of the two reaction products to the theoretically 
maximum concentration are plotted: fluorescent product AMC (cleavage product of Tr) and 
degradation product H-Arg-AMC (cleavage product of Cr). From left to right, [Cg] is 
increased 100-fold with every step. From top to bottom, [Z-Phe-Arg-AMC] is increased from 
50 µM, to 75 µM, to 100 µM. The blue dots represent the relative [AMC], whereas the grey 
dots represent the relative [H-Arg-AMC] over time.  
 As the fold change in [Z-Phe-Arg-AMC], from top to bottom, is only minor (1.5 and 
1.3, respectively), the results between rows are not strikingly different. However, the 100-
fold change in [Cg], going from left to right, do result in a clearly different product 
distribution in batch. A higher [Cg] results in a faster and more significant production of 
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active Cr by the enzyme Tr, whereas less Z-Phe-Arg-AMC can be cleaved by Tr as a result of 
substrate competition. Active Cr does then get the chance to cleave Z-Phe-Arg-AMC, which 
is why we see a shift in product distribution. AMC, the cleavage product of Tr, is clearly 
dominant in the batch experiments with a low initial [Cg], whereas H-Arg-AMC, the cleavage 
product of Cr, is dominant in the batch experiments with the highest initial [Cg]. These 
results indicate that the product distribution is, not surprisingly, dependent on the initial 
ratio between the two competing substrates Cg and Z-Phe-Arg-AMC. In addition, they 
demonstrate that even in a batch reaction Cr can outcompete Tr for cleavage of Z-Phe-Arg-
AMC, as long as the initial [Cg] is high enough. 
 
After this initial experimental demonstration of substrate competition within the adaptive 
enzymatic reaction network, we set out to explore the effect of substrate competition on 
the dynamic behaviour of the network under out-of-equilibrium conditions. To this end, 
two computational models with a distinct description of the enzymatic reaction rates (i.e. 
rate of product formation) were built. The model that does not take into account substrate 
competition effects relies on the Michaelis-Menten equation (Equation 3.1). The model that 
does take into account substrate competition effects relies on a slightly altered version of 
this equation, which will lead to altered reaction rates in the case of competing substrates 
(Equation 3.2). This equation can be further expanded if more than two substrates compete 




 =  
YZ × [X] × [][H + []    (3.1) 
 
[M7] =  
YZ(\7) × [X] × [7]
[H(\7) × ]1 + [^][H(\^)_ + [7]
   (3.2) 
 
 
 Using these computational models, the parameter space of the adaptive enzymatic 
reaction network under out-of-equilibrium conditions was explored and screened for 
bistability. As substrate competition effects were expected to be the foundation of 
bistability (and ultrasensitivity), the model that does take substrate competition effects into 
account was employed for this purpose. 
 Simulations were performed using a ratio of the flow rate to the reactor volume, 
kflow, of 0.6 h-1. This means the reactor volume is replenished 0.6 times per hour, or once 
every 100 minutes. The reason for choosing such relatively low value of kflow arises from the 
idea that the network has to be allowed enough time to produce reaction products AMC, 
Substrate competition-driven emergent behaviour | Chapter 3 
 65 
Cr, and H-Arg-AMC. In the meantime, the value of kflow should still be high enough to ensure 
the establishment of a stable steady-state within a practically foreseeable time. 
In order to find a second stable steady-state within the parameter space of the 
reaction network, the time-dependent output of the network was simulated for several 
different combinations of [Tr], [Cg], and [Z-Phe-Arg-AMC]. After 4000 minutes of reaction 
time, a single pulse of Cg of 1 mM was simulated to perturb the reaction network. 
Subsequently, the simulated steady-state at 8000 minutes was compared to the steady-
state right before the addition of extra Cg. If these two simulated steady-states differed 
from each other, the conditions were marked as conditions for which bistability exists. In 
Figure 3.4a, these conditions for which two distinct stable steady-states could be 
established, are represented by the blue dots. 
Next, we set out to compare the response of the reaction network with and 
without taking substrate competition effects into account. To this end, the output of the 
reaction network was simulated for a number of the conditions that were marked as 
conditions for which bistability exists using both models. The results of these simulations, 
for a [Tr] of 10-4.5 mM (approximately 32 nM), a [Cg] of 10-1.5 mM (approximately 32 µM), 
and a [Z-Phe-Arg-AMC] of 101.6 mM (approximately 40 mM), are shown in Figure 3.4b. The 
simulation on the left shows the output of the reaction network when substrate 
competition effects are taken into account by the model, whereas the simulation on the 
right shows the output in a situation where this is not the case. Therefore, the steady-state 
[AMC] remains low in the left graph after the single pulse of Cg at 4000 minutes, whereas 
in the right graph the [AMC] plunges right after the pulse of Cg, but then swiftly recovers to 
its initial steady-state value. These simulations support our hypothesis that substrate 
competition effects are crucial for the existence of two stable steady-states and thus for the 
existence of bistability within this network. 
 




Figure 3.4 – Results of the computational simulations with regard to bistability. a) The three-dimensional 
parameter space in which bistability exists (blue dots) for a number of combinations of [Tr], [Z-Phe-Arg-AMC], 
and [Cg], at a value for kflow of 0.6 h—1. A condition was marked as bistable when simulations demonstrated the 
existence of a distinct, stable steady-state in [AMC] after perturbation of the reaction network by a single pulse 
of Cg. b) Simulation of the output of the reaction network by the two computational models, one in which 
substrate competition effects are taken into account (left) and one in which they are not (right), for [Tr] = 10-4.5 
mM, [Cg] = 10-1.5 mM, and [Z-Phe-Arg-AMC] = 101.6 mM. The network was pulsed with Cg at 4000 minutes in 
order to perturb the established steady-state. 
 
 Figure 3.5 shows three two-dimensional slices from the three-dimensional 
parameter space at three different [Tr], namely 16 nM, 32 nM, and 64 nM. Here, the green-
bordered white area indicates the combinations of [Z-Phe-Arg-AMC] and [Cg] for which 
bistability exists under those conditions. As [Tr] increases, the ratio between [Z-Phe-Arg-
AMC] and [Cg] shifts, but the number of possible combinations that in simulations leads to 
Substrate competition-driven emergent behaviour | Chapter 3 
 67 
the establishment of a second, distinct stable steady-state after perturbation of the network 
remains rather limited. 
 In addition to the small parameter space for which bistability can be found 
according to the computational model, another challenge has become apparent from the 
simulations. Where the [Tr], [Cg], as well as the value for kflow are experimentally feasible, 
the required [Z-Phe-Arg-AMC] transcends the solubility limit of the substrate, which lies 
around 300 µM in aqueous solutions. Therefore, a possible solution was sought through the 




Figure 3.5 – Two dimensional slices of the three-dimensional parameter space of Figure 3.4a, where the green-
bordered white area indicates the combination of parameters for which bistability exists computationally. From 
left to right, the [Tr] was fixed at 16 nM, 32 nM, and 64 nM. The value of kflow was fixed at 0.6 h-1 for all 
simulations. 
 
 As we were determined to demonstrate bistability as a result of substrate 
competition effects not only computationally, but also experimentally, alternative 
substrates were sought. To this end, several less hydrophobic substrates, which are enlisted 
in Table 3.1, with a presumed higher solubility in aqueous solutions were explored and 
tested for cleavage by Tr and Cr. The hydrophobic C-terminal AMC group was replaced by 
more hydrophilic alternatives, though this would have consequences for the read-out of the 
output of the reaction network. Additionally, in some of the alternative substrates, the N-
terminal carboxybenzyl (Z) group was replaced for a less hydrophobic acetyl (Ac) group. 
It has been well-known that Tr typically cleaves peptide bonds C-terminally to 
lysine (Lys) or arginine (Arg) residues, whose side-chains carry a positive charge, and that Cr 
cleaves peptide bonds C-terminally to hydrophobic amino acid residues, such as 
phenylalanine (Phe), tyrosine (Tyr), and tryptophan (Trp).18,19 In order to create a more 
diverse set of alternative substrates with different conversion properties, we decided to 
replace the arginine residue for a lysine residue and the phenylalanine residue for a tyrosine 
residue in some of the alternative substrates. 
 Conversion of those substrates by the enzymes Tr and Cr was monitored after 
mixing 200 µM of substrate with 100 nM of the respective enzyme in a buffer of pH 7.7, 
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containing 100 mM TrisHCl and 20 mM CaCl2. The reaction was allowed to proceed for 24 
hours under continuous stirring at 30°C. The reaction mixtures were sampled several times 
during the full duration of the experiment and the samples were quenched through five-
fold dilution with 200 mM acetic acid prior to HPLC analysis. 
Unfortunately, none of the alternative substrates turned out suitable for the 
adaptive enzymatic reaction network. Although all of them were recognized and cleaved by 
Tr, the results suggested that Cr required an overall more hydrophobic substrate in order 
to recognize and cleave it. The three alternative substrates for which conversion by Cr did 
take place, were unsuitable for use as the conversion happened at such a slow rate that 
enzyme competition would not be sufficient to result in emergent behaviour. 
 
Table 3.1 – An overview of all the substrates for the adaptive, enzymatic reaction network. The green line 
indicates the cleavage site for Tr, and the orange line indicates the cleavage site for Cr. 
Substrate Conversion by Tr Conversion by Cr Solubility 
Z-Phe|Arg|AMC ✓ ✓ 200 µM 
Z-Phe|Arg|OMe ✓ ✗ 10 mM 
Z-Phe|Arg|Ser-Gly-OH ✓ 31% after 24 h Not determined 
Ac-Phe|Lys|Ser-Gly-OH ✓ ✗ Not determined 
Ac-Tyr|Arg|Ser-Gly-OH ✓ 21% after 24 h Not determined 
Z-Tyr|Lys|Ser-Gly-OH ✓ 16% after 24 h Not determined 
 
Despite the relatively poor prospects of continuing experiments with the original substrate 
Z-Phe-Arg-AMC within the practically limited concentration range, no suitable alternatives 
were readily available and thus a number of out-of-equilibrium experiments was 
performed. The out-of-equilibrium experiments were performed using a setup identical to 
the one described in Chapter 2. The output of the network, AMC in the reactor, was 
followed in real-time through fluorescence microscopy. 
For these experiments, the experimental conditions reflected the ratios between 
[Tr], [Z-Phe-Arg-AMC], and [Cg] for which simulations indicated that bistability exists, 
though at lower absolute concentration values. During the experiments, the network was 
allowed to reach a steady-state for a duration that corresponded to the time that is required 
to replenish at least 15 reactor volumes, and was therefore dependent on the value of kflow. 
Subsequently, the steady-state was perturbed in an attempt to push the network into 
another, second stable steady-state. As it was experimentally easier to reduce the inflow of 
Z-Phe-Arg-AMC than to pulse Cg, this was the perturbation of choice. The experimental 
details of the out-of-equilibrium experiments can be found in Section 3.5.2. 
 The results of the first out-of-equilibrium experiment that was performed, are 
shown in Figure 3.6. As this experiment served as an initial guess, a relatively high kflow of 4 
h-1 was used in order to keep the duration of the experiment limited. The inflow [Tr] and 
[Cg] were fixed at 75 nM each, whereas the inflow [Z-Phe-Arg-AMC] was set at 100 µM. 
Substrate competition-driven emergent behaviour | Chapter 3 
 69 
After a little more than 5 hours, a steady-state was established and the network was 
perturbed by reducing the inflow [Z-Phe-Arg-AMC] to zero for another 5 hours (grey area). 
This was, as expected, followed by a drop in the production and concentration (due to 
continuous replenishment of the reactor volume under out-of-equilibrium conditions) of 
AMC in the reactor. Subsequently, the initial inflow of [Z-Phe-Arg-AMC] of 100 µM was 
restored, which resulted in a rise of [AMC] in the reactor. The idea was that, during the 
perturbation, the network would be able to build up a significant pool of active Cr. This pool 
would be able to outcompete Tr for cleavage of Z-Phe-Arg-AMC and thereby initiate the 
positive feedback loop as soon as the inflow of Z-Phe-Arg-AMC was resumed. 
Unfortunately, the steady-state that was established after perturbation was equal to the 




Figure 3.6 – Results of the first out-of-equilibrium experiment with [Tr] = 0.075 µM, [Cg] = 0.075 µM, [Z-Phe-
Arg-AMC] = 100 µM, and kflow = 4 h-1. The fluorescent signal arises from the AMC in the reactor, and was 
measured in real-time through fluorescence microscopy. The grey area represents the period during which the 
network was perturbed through the reduction of inflow [Z-Phe-Arg-AMC] to zero. 
 
 Although the first out-of-equilibrium experiment was not successful in terms of 
establishing two distinct stable steady-states, it provided a starting point for choosing 
conditions that would increase the chances of finding a second, distinct stable steady-state 
after perturbation of the network. In order to allow the reaction network more time for the 
production of active Cr, thereby enhancing enzyme competition effects, the value of kflow 
was reduced to 2 h-1 in the second out-of-equilibrium experiment. In addition, the inflow 
[Tr] was decreased to 25 nM and the inflow [Cg] was increased to 100 nM in order to 
increase the influence of substrate competition effects. The inflow [Z-Phe-Arg-AMC] was 
increased to 150 µM.  
The results of the second out-of-equilibrium experiment are shown in Figure 3.7. 
Similarly to the first out-of-equilibrium experiment, the network was allowed to reach a 
steady-state prior to perturbation of the network. After approximately 7.5 hours, the 
network was perturbed by reducing the inflow [Z-Phe-Arg-AMC] to zero (grey area). The 
fluorescent signal, which is proportional to the amount of AMC in the reactor, dropped 
accordingly. After approximately 20 hours, the original inflow [Z-Phe-Arg-AMC] of 150 µM 
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was restored. To our surprise, we found that the network stabilized at a steady-state that 
was 12% lower in intensity than the initial steady-state. This was an indication that, despite 




Figure 3.7 – Results of the second out-of-equilibrium experiment with [Tr] = 0.025 µM, [Cg] = 0.1 µM, [Z-Phe-
Arg-AMC] = 150 µM, and kflow = 2 h-1. The fluorescent signal arises from the AMC in the reactor, and was 
measured in real-time through fluorescence microscopy. The grey area represents the period during which the 
network was perturbed through the reduction of inflow [Z-Phe-Arg-AMC] to zero. 
 
To confirm these observations, a third and final out-of-equilibrium experiment was 
performed. The results of this experiment are shown in Figure 3.8. Here, the inflow [Tr] was 
further reduced to 10 nM, whereas the other conditions were kept constant. Instead of 
passively pushing the network into a second stable steady-state by reducing the inflow [Z-
Phe-Arg-AMC], a more active approach was decided upon. In addition to reducing the 
inflow of [Z-Phe-Arg-AMC] to zero after the establishment of the initial stable steady-state, 
active Cr was flown into the reactor (yellow area). The idea here was that the pool of active 
Cr that had built up in the reactor was able to initiate the positive feedback loop once inflow 
of [Z-Phe-Arg-AMC] was resumed. After 20 hours, the initial experimental conditions were 
restored. No additional active Cr was flown into the reactor anymore, and the inflow [Z-
Phe-Arg-AMC] was brought back to 150 µM. What followed is the establishment of a 
second, lower, stable steady-state, which now differed from the initial steady-state by 
approximately 25% in intensity. 
 




Figure 3.8 – Results of the third and final out-of-equilibrium experiment with [Tr] = 0.01 µM, [Cg] = 0.1 µM, [Z-
Phe-Arg-AMC] = 150 µM, and kflow = 2 h-1. The fluorescent signal arises from the AMC in the reactor, and was 
measured in real-time through fluorescence microscopy. The yellow area represents the period during which the 
network was perturbed through the reduction of inflow [Z-Phe-Arg-AMC] to zero and an additional inflow [Cr] 
of 10 µM. Initial conditions were restored after approximately 20 hours, followed by the establishment of a new 
steady-state. Subsequently, after 30 hours, the network was perturbed by reducing the inflow [Cg] to zero (red 
area), followed by a short stimulation of the network through an additional inflow [Tr] of 2.5 µM for the duration 
of 30 minutes (red line). Finally, initial reaction conditions were restored. 
 
 Next, we were determined to make the network switch back from the ‘low’ stable 
steady-state to the initial ‘high’ stable steady-state. In order to do so, the inflow [Cg] was 
brought back to zero after approximately 30 hours (red area). The idea was that, as a result 
of absence of Cg, the competition effect between Cg and Z-Phe-Arg-AMC for cleavage by Tr 
would disappear and therefore production of AMC by Tr would increase. As a result, the 
fluorescence intensity, which is directly related to the [AMC] in the reactor, started to 
fluctuate. Unfortunately, no clear distinct steady-state could be established even after more 
than 10 hours of reduced inflow [Cg]. In a final attempt to push the network into the ‘high’ 
stable steady-state, the network was briefly pulsed by an additional inflow [Tr] of 2.5 µM 
for 0.5 hours (red line, followed by a peak in intensity that is related to the production of 
AMC), prior to restoration of the initial reaction conditions. The original, initial stable 
steady-state could sadly not be re-established. 
 Please note that between the three out-of-equilibrium experiments, the absolute 
fluorescence intensity values, which are proportional to the amount of AMC produced 
within the reactor, differ. This is most likely the result of the changing inflow [Tr]. 
 
With these out-of-equilibrium experiments, we were able to demonstrate the existence of 
a second stable steady-state for the adaptive enzymatic reaction network with Z-Phe-Arg-
AMC as a substrate, despite the practical limitations and in contrast to the computational 
simulations. An ultimate demonstration of bistability would have involved reversibly 
switching between the ‘high’ and ‘low’ stable steady-state (toggle switch), which we 
unfortunately did not succeed in. It was beyond the scope of this thesis chapter to pursue 
the demonstration of bistability through reversible switching any further, as we were 
limited by the inevitable concentration restrictions using the substrate Z-Phe-Arg-AMC and 
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the lack of readily available alternative substrates. We did, however, succeed in 
demonstrating how substrate competition effects can have a significant impact on the 
emergent dynamic behaviour of reaction networks. As it has been known that bistability 
can be facilitated by ultrasensitivity, we will computationally explore the hypothesized 






Sensitivity is often referred to as the relationship between a change in input and a change 
in output, and is defined by the ratio of the change in output to the change in input. 
Whenever this relationship becomes switch-like in character, we refer to the response as 
ultrasensitive. This switch-like character can be characterized by a mathematical 
description, which enables us to define whether a response is sensitive or ultrasensitive. In 
order to make such description independent of units, it is an evident choice to express the 
change in input (Equation 3.3) and output (Equation 3.4) as fold changes: 
 ∆
  (3.3) 
 ∆R
R  (3.4) 
 
A response is then deemed ultrasensitive, according to the very first definition by Goldbeter 
and Koshland, when a nine-fold change in output (from 10% to 90% of the maximum) can 
be driven by less than an 81-fold change in input. In contrast, a Michaelian response always 
requires an 81-fold change in input to achieve a nine-fold change in output.14,15  
 An ultrasensitive response can be well-approximated by the Hill equation, as long 
as the response follows a sigmoidal shape and the basal output level (in the absence of any 
input) is low. The Hill coefficient , which is usually a measure for cooperativity, can be used 
as quantitative indicator of ultrasensitivity. A larger Hill coefficient (Equation 3.5) indicates 
a more ultrasensitive response. 
 
 =  log (81)log (XA90XA10)
 (3.5) 
 
In this equation, EC10 and EC90 indicate the input that is required to obtain 10% and 90% 
of the maximum output, respectively. Thereby, the Hill coefficient describes the steepness 
of the sigmoidal response curve and gives an indication of how ultrasensitive the 
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relationship between change in input and change in output is in comparison to a hyperbolic 
Michaelian response ( = 1).14 
 Here, the differences between the two distinct computational models will be 
highlighted once again. In contrast to Chapter 2, where Tr is the input for the adaptive 
enzymatic reaction network, the input is here defined as the substrate Cg and the output as 
the product Cr. Alternatively, the substrate Z-Phe-Arg-AMC was chosen as input and the 
product AMC as the output. In both instances, conditions for which the steady-state output 
response is switch-like as a function of the input could be found computationally. Figure 
3.9a displays such a response and compares the steady-state output response in [Cr] as a 
function of input [Cg] between the two computational models, one in which substrate 
competition effects are taken into account (green graph) and one in which they are not (red 
graph). Similarly, Figure 3.9b shows the steady-state output response in [AMC] as a function 
of input [Z-Phe-Arg-AMC] generated by the two different models. From these simulations 
it becomes apparent that substrate competition effects are a requisite for the network 
response to be step-like and ultrasensitive. 
The mechanism through which substrate competition can lead to an ultrasensitive 
response is related to the mechanism of inhibitor ultrasensitivity. In the case of inhibitor 
ultrasensitivity, the height of the threshold and the steepness of the response are 
determine by the inhibitor concentration and the affinity of the enzyme for the inhibitor, 
respectively. The higher the affinity for the inhibitor in comparison to the affinity for the 
substrate, the more ultrasensitive the response curve. In the case of substrate competition, 
we can perceive the competing substrate as the inhibitor of the other substrate.20 The 
substrate with the highest affinity will dominantly occupy the active site of the enzyme, in 
our case Tr. Therefore, only when the pool of Cg becomes big enough to outcompete Z-Phe-
Arg-AMC for the active site of Tr, can a significant amount of active Cr be produced. 
Similarly, only when the pool of Z-Phe-Arg-AMC is big enough to outcompete Cr for 









Figure 3.9 – Comparison of the simulated steady-state output response of the network between the model which 
does take substrate competition into account (green graph) and the model which does not (red graph). a) The 
steady-state output [Cr] as a function of input [Cg], for [Tr] of 32 nM, [Z-Phe-Arg-AMC] of 50 mM, and kflow of 
0.6 h-1. b) The steady-state output [AMC] as a function of input [Z-Phe-Arg-AMC], for [Tr] of 32 nM, [Cg] of 32 
µM, and kflow of 0.6 h-1. 
 
Next, a sensitivity analysis was performed. Through this analysis, the extent of the influence 
of different model parameters on the relationship between the input and output of the 
network could be identified. To this end, the influence of different model parameters, the 
kinetic parameters, on the Hill coefficient (Equation 3.5) of the relationship between input 
[Z-Phe-Arg-AMC] and output [AMC] were investigated. 
Figure 3.10a shows the sensitivity of the Hill coefficient to the value of the KM of 
the enzyme Tr for the substrate Cg in the computational model that does not take substrate 
competition effects into account. The Hill coefficient increases slightly, the more the value 
of this KM decreases. In comparison, Figure 3.10b shows the sensitivity of the Hill coefficient 
to the value of the same KM in the computational model that does take substrate 
competition effects into account. Please note that both figures are scaled differently for the 
Y-axis. Here, a clear and significant increase in Hill coefficient was observed as the value for 
KM decreases. Perhaps not completely unexpectedly, the relationship between the input 
and output of the network, here defined as the Hill coefficient, was found to be most 
sensitive to this specific parameter. One can understand this by thinking back of the 
phenomenon of inhibitor ultrasensitivity and how it is related to a substrate competition 
effects-induced ultrasensitive response. A lower value of KM for one of the two competing 
substrates, here Cg, implies a higher affinity of the enzyme for this substrate and therefore 
has the potential to result in a more ultrasensitive network response. 
 Figure 3.10c and Figure 3.10d show the sensitivity of the Hill coefficient to another 
interesting parameter, the value of KM of the enzyme Cr for the substrate Z-Phe-Arg-AMC, 
for the model that does and does not take substrate competition effects into account, 
respectively. Whereas in the former case, the relationship between input and output of the 
network is insensitive to the value of this KM, the latter case shows an increased sensitivity. 
Again, the ratio between the difference in input and output of the network, here the Hill 
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coefficient, becomes bigger when the value of this KM decreases. This can be understood by 
realizing that a lower value of KM means the active enzyme Cr has a higher affinity for the 
substrate Z-Phe-Arg-AMC, and can therefore better compete with the enzyme Tr for 
cleavage of the substrate (enzyme competition). Thus, both competition effects can play an 
important role in the generation of an ultrasensitive response within the adaptive 




Figure 3.10 – Results of the sensitivity analysis. The graphs represent the sensitivity of the relationship between 
the input and output of the network, here defined as the Hill coefficient, to one of the kinetic parameters of the 
network. a) The Hill coefficient as a function of the value of KM of the enzyme Tr for substrate Cg, obtained 
through the model that does not take substrate competition effects into account. b) The Hill coefficient as a 
function of the value of KM of the enzyme Tr for substrate Cg, obtained through the model that does take 
substrate competition effects into account. c) The Hill coefficient as a function of the value of KM of the enzyme 
Cr for substrate Z-Phe-Arg-AMC, obtained through the model that does not take substrate competition effects 
into account. d) The Hill coefficient as a function of the value of KM of the enzyme Cr for substrate Z-Phe-Arg-










In this chapter, we wished to explore the effect of substrate competition on the adaptive 
enzymatic reaction network. This network, which was originally inspired by the incoherent 
type 1 feed-forward loop and designed to generate a pulse-like or adaptive output in 
response to a persistent input, contains a hidden layer of complexity as a result of substrate 
competition. We hypothesized that substrate competition effects within this network could 
drive emergent behaviour such as bistability and ultrasensitivity, as they give rise to a 
positive feedback loop. Interestingly, though unfortunate, we found that this emergent 
behaviour only arises within a parameter space that was not fully experimentally accessible 
due to limited solubility of one of our key network components, the substrate Z-Phe-Arg-
AMC. As no alternative substrates with comparable kinetic features but higher solubility in 
aqueous solutions were readily available, only the bistable network response was explored 
both computationally and experimentally, whereas the ultrasensitive response was only 
explored computationally. The strong suspicion that substrate competition effects are 
essential for this emergent behaviour to arise within the reaction network was confirmed. 
Thus, substrate competition effects could be nature’s asset to encode more information 
within a reaction network than can only be achieved by direct interactions, such as 
activation and inhibition. Hidden, indirect interactions such as substrate competition will 
become especially important when moving towards bigger, more complex reaction 
networks or pathways such as the synthetic metabolic pathway that will be discussed in the 
next two chapters. Therefore, with this chapter, I hope to have convinced you of the 
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3.5 Experimental section 
 
The enzymes trypsin and α-chymotrypsin, as well as the proenzyme α-chymotrypsinogen 
(all from bovine pancreas) were purchased from Sigma-Aldrich as lyophilized powder. The 
substrates Z-Phe-Arg-AMC and Z-Phe-Arg-OMe were purchased from Sigma-Aldrich, 
whereas Z-Phe-Arg-Ser-Gly-OH, Ac-Phe-Lys-Ser-Gly-OH, Ac-Tyr-Arg-Ser-Gly-OH, and Z-Tyr-
Lys-Ser-Gly-OH were purchased from CASLO (custom order). 
All experiments were performed in a buffer of pH 7.7, containing 100 mM TrisHCl 
and 20 mM CaCl2. All stock solutions were filtered over a 0.20 µm PTFE membrane prior to 
preparation of reaction mixtures. Experimental results were analysed using HPLC analysis 
(batch experiments) or fluorescence microscopy (out-of-equilibrium experiments). 
 
 
3.5.1 Batch experiments 
 
Batch experiments were performed by preparation of a solution that contained both 
substrates, Z-Phe-Arg-AMC and α-chymotrypsinogen, prior to initiation of the reaction 
network through the addition of the enzyme trypsin. Concentrations of α-
chymotrypsinogen of 0.0005 µM, 0.05 µM, and 5 µM were chosen and combined with 
concentrations of Z-Phe-Arg-AMC of 50 µM, 75 µM and 100 µM. The reactions were 
sampled over time. In total, 10 samples were taken and quenched through five-fold dilution 
in 200 mM acetic acid solution. Samples were taken approximately 1, 2, 3, 4, 5, 10, 15, 20, 
25, and 30 minutes after initiation of the reaction. The samples were analysed through 
injection on a reversed phase HPLC column and detected through absorption at 340 nm. A 
gradient of 0.1% TFA in acetonitrile (v/v) and 0.1% TFA in MilliQ (v/v) was applied: 0% to 
100% in the first 15 minutes, 100% from 15 to 20 minutes, 100% to 10% from 20 to 22 
minutes, and 10% from 22 to 25 minutes. 
 
 
3.5.2 Out-of-equilibrium experiments 
 
A set of three different out-of-equilibrium experiments were performed, using the 
microfluidic flow reactor described in Chapter 2, Section 2.5.3. Four Hamilton® GASTIGHT® 
syringes were loaded with trypsin (375 nM, 250 nM, or 100 nM in buffer), α-
chymotrypsinogen (375 nM or 1000 nM in buffer), Z-Phe-Arg-AMC (200 µM or 300 µM in 
buffer, containing 2% and 3% DMSO (v/v), respectively), and buffer. For the third and last 
flow experiment, a fifth Hamilton® GASTIGHT® syringe was loaded with α-chymotrypsin 
(100 µM in buffer). The syringes were connected to the reactor using PTFE tubing with an 
inner diameter of 0.56 mm. The reactor was coupled to a thermostatic water bath using 
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silicon tubing, and the bath was set to a constant temperature of 32°C, allowing a constant 
temperature of 30°C within the reactor. The outlet of the reactor was connected to a liquid 
waste container. 
 The reactor was filled with the four solutions simultaneously at a total kflow of 20 h-
1. The appropriate ratios between the different solutions were maintained as to end up with 
the initial reaction conditions that were set out. The total kflow was changed to 4 h-1 or 2 h-1, 
respectively, after the reactor was filled and prior to placing the reactor on the microscope 
stage of an inverted epifluorescence microscope (Olympus IX81), equipped with a mercury 
lamp. Fluorescent measurements were started by imaging the reactor at a rate of one image 
per minute, using an iXon 897 camera (Andor) and FITC filter sets (Semrock). µManager and 




3.5.3 Computational model 
 
The computational models, which were built using Python 3.5 (Python Software 
Foundation), were based on Michaelis-Menten kinetics. Two distinct computational models 
were developed, one that excluded substrate competition effects and one that included 
substrate competition effects. The network was described as a set of ordinary differential 
equations. Optimized rate constants, as reported in Chapter 2, Section 2.5.4, were used. 
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A synthetic metabolic  
nucleotide salvage pathway




In recent years, the engineering of in vitro metabolic pathways using purified enzymes or 
crude cell lysate has become increasingly popular. Synthetic in vitro metabolic pathways 
have great potential as a tool for the manufacturing or synthesis of (bio) molecules. The 
often complex synthetic routes to obtain such (bio) molecules can be performed without 
the use of intact cells. Therefore, unlike their in vivo equivalent, in vitro metabolic pathways 
are not limited by cellular constraints such as natural conversion yields or product toxicity. 
In addition, those pathways can be rationally designed, monitored, and modelled, and their 
outcome can be predicted.1 
 One of the earliest efforts of the engineering of in vitro metabolic pathways stems 
from 1985, when a multiple enzyme system was employed for the production of ethanol 
and carbon dioxide from glucose.2 In a much more recent example it was, as proof of 
principle, demonstrated that the forward design of a metabolic pathway consisting of ten 
enzymes can be successfully employed for biosynthesis, and resulted in the in vitro 
production of model product glycerol-3-phosphate.3 Other impressive examples include the 
in vitro fixation of carbon dioxide through an enzymatic reaction network consisting of 17 
enzymes, resulting in organic product formation. The enzymes, which originate from nine 
different organisms, were optimized for their specific function within the network through 
enzymatic engineering  and metabolic proofreading.4,5 Enzymatic engineering also enabled 
the development of a functional, in vitro, new-to-nature network which fixates rather than 
releases a carbon dioxide molecule during the synthesis of a C3-sugar with high catalytic 
efficiency.6 
 Nevertheless, assembling synthetic metabolic pathways or networks outside of the 
cell still poses an enormous challenge, as it does not only involve enzymes, but also requires 
balancing and in some cases regeneration of associated cofactors and metabolites.7 
Impressively, self-regulatory nodes such as a purge valve for excess reducing agents or a 
rheostat to regulate high-energy cofactor levels within a synthetic metabolic pathway were 
developed. These nodes are the driving force behind complex synthetic pathways, which 
consist of up to 27 enzymes, and enable them to maintain a metabolic flux for up to five 
days without the in-between addition of any starting materials, cofactors, or 
metabolites.8,9,10 
 I believe there is a direct connection between those impressive examples in which 
synthetic metabolic pathways or networks were used for (bio) synthetic purposes and our 
primary goal: establishing a route towards synthetic life, thereby getting a better 
understanding of what life is and how it functions. Very similar challenges are met in the 
bottom-up construction of a synthetic cell, as this is in part  dependent on the construction 
of a synthetic metabolism.5,11 We would like to employ synthetic metabolic pathways and 
networks to enable a synthetic cell to produce its own essential nutrients from simple 
starting materials such as glucose in an optimal and highly efficient manner. To this end, I 
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will describe a previously reported synthetic metabolic pathway based on the pentose 
phosphate pathway and the nucleotide salvage pathway, and look into ways to describe, 
quantify, and optimize this pathway.12 
 
 
4.1.1 A synthetic metabolic pathway for NTP synthesis & protein expression 
 
The synthetic metabolic pathway that we will discuss in this chapter was developed by David 
Foschepoth and consists of three separate modules as shown in Figure 4.1. The first two 
modules, which are based on the pentose phosphate pathway and the nucleotide salvage 
pathway, were successfully assembled in batch. This resulted in the in vitro production of 
the four nucleotide triphosphates (NTPs), which are essential nutrients for gene expression 
in a cell, from glucose and the nucleobases adenine, guanine, and uracil. Subsequently, 
these two modules were coupled to the third module, which encompasses cell-free gene 
expression. This resulted in the production of a fluorescent reporter protein, green 
fluorescent protein (GFP), from glucose, the nucleobases, and a cell-free protein expression 
kit that provided the machinery for the transcription and translation process. 
Unfortunately, due to the complexity of the fully assembled pathway (15 enzymes 
combined with a cell free gene expression module), very few of the experimental 
observations with regard to the dynamics of the pathway could be rationally understood or 
explained.12 
  





Figure 4.1 – Schematic overview of the original, previously reported synthetic metabolic pathway. The pathway 
consists of three modules: the pentose phosphate module, the nucleotide salvage module, and the transcription 
& translation or gene expression module. The pentose phosphate pathway can convert glucose into ribose-5-
phosphate through a number of enzymatic reactions which involve five different enzymes. In turn, four different 
NTPs can be produced from ribose-5-phosphate and the nucleobases adenine, guanine, and uracil through three 
parallel enzymatic pathways which in total involve 10 different enzymes. These NTPs can then, in the gene 
expression module, serve as the nutrients for transcription and translation of a gene that here encodes a 
fluorescent read-out protein. (Adapted from ref. 12). 
 
 
4.2 Results and discussion 
 
We wish to obtain a better understanding of the dynamics of this previously reported 
synthetic metabolic pathway and eventually build a highly efficient version of this pathway. 
Synthetic metabolic pathways are unique and versatile, as all enzymes are able to operate 
under the same set of conditions, but they also pose a challenge. The non-linear reaction 
kinetics, feedback loops, and cooperative or allosteric effects complicate rational 
interpretation, understanding, design, and optimization. This specific pathway is no 
exception, which means the efficiency of the pathway as a whole cannot simply be 
increased by optimizing individual reactions. Therefore, we envisioned building a 
computational model which helps us understand and predict the dynamics of the individual 
modules as well as the pathway in its fully assembled state. To this end, the plentiful 
parameters within the pathway need to be estimated or quantified.13 Therefore, we 
decided to split the modules and study them separately, reducing the number of previously 
mentioned feedback loops and effects and thereby reducing complexity. In this chapter we 
will limit our focus to the second module: the nucleotide salvage module. 
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4.2.1 Nucleotide salvage module 
 
The previously reported, original nucleotide salvage module consists of 11 reactions that 
are catalysed by 10 different enzymes.12 Slight modifications were made, leaving us with a 
module consisting of only eight different enzymes and 10 reactions. Firstly, we decided on 
changing the starting point of the pathway due to practical limitations. Instead of the first 
step of the module being the conversion of ribose-5-phosphate to phosphoribosyl 
pyrophosphate (PRPP), both of which cannot be detected by our detection method of 
choice as described in Section 4.2.2, we chose for the substrate PRPP and the nucleobases 
as starting point. Secondly, we exchanged the promiscuous or not very active enzymes 
nucleotide monophosphatekinase (NMPK), deoxynucleotide monophosphatekinase 
(dNMPK), and guanylate kinase from yeast (GK) for the highly specific bacterial enzymes 
guanylate kinase (GMPK) and uridylate kinase (UMPK).14,15 These modifications resulted in 
the pathway as shown in Figure 4.2. Table 4.1 provides an overview of all the enzymes 
within our module, their availability, EC number, abbreviation, and the reactions they 
catalyse. Details on the expression and purification procedure for the enzymes that were 
not commercially available can be found in Section 4.5.1. 
As mentioned above, the nucleotide salvage module starts with PRPP and the 
nucleobases adenine, guanine, and uracil as the initial substrates. Adenine, guanine and 
uracil can be converted into adenosine monophosphate (AMP), guanosine monophosphate 
(GMP), and uridine monophosphate (UMP) by the enzymes APRT, XGPRT, and UPRT, 
respectively. Sequentially, these monophosphates can be converted into adenosine 
diphosphate (ADP), guanosine diphosphate (GDP), and uridine diphosphate (UDP) by 
adenylate-, guanylate-, and uridylate kinase. Pyruvate kinase then converts 
phosphoenolpyruvate (PEP) and these diphosphates into their corresponding 
triphosphates, adenosine triphosphate (ATP), guanosine triphosphate (GTP), and uridine 
triphosphate (UTP). UTP can be converted into the fourth and last nucleotide triphosphate 
required for gene expression, cytidine triphosphate (CTP), by CTPS. It is important to note 
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4.2.2 Separation and quantitative detection of nucleotide mono-, di-, and 
triphosphates 
 
One of the first challenges in the quantification of the nucleotide salvage pathway was the 
development of a detection method for nucleotides. In previous work, the outcome of the 
combined pentose phosphate pathway and nucleotide salvage pathway were qualitatively 
monitored by FPLC-based ion-exchange chromatography. However, separation and 
detection of merely the trinucleotides would not yield enough information per experiment 
to gain a detailed insight in the pathway dynamics and build a computational model that 
can accurately describe the pathway. Therefore, a method was sought that would allow us 
to separate and detect both intermediates (nucleotide mono- and diphosphates) and 
products (nucleotide triphosphates) of the nucleotide salvage module in a quantitative 
matter. 
 To this end, we decided on a (U)HPLC system, using a weak anion-exchange column 
for separation of the nucleotides and detection at 254 nm absorbance. A method for this 
system was developed, adapting a previously reported method for nucleotide separation 
and detection using a weak anion-exchange column.16 A potassium phosphate buffer 
concentration- and pH gradient resulted in complete separation of all our mono-, di- and 




Figure 4.3 – Separation of pure nucleotides (100 µM) in milliQ by the Thermo Scientific Hypersil GOLD AX 1.9 µm 
column, using a concentration- and pH gradient of potassium phosphate buffer. 
 
Unfortunately, the nature of our buffered samples proved only limitedly 
compatible with anion-exchange columns, resulting in quality and resolution loss of the 
obtained chromatograms and increasing (U)HPLC pump pressures after running a good 
number of samples (the exact onset varied per column). Therefore, the results in this and 
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the next chapter have been obtained using three different weak-anion exchange columns, 
namely Shimadzu’s 3.0 µm WAX-1 column and Thermo Scientific’s 3.0 µm and 1.9 µm 
Hypersil GOLD™ AX columns. As a result, the flow rate, total run time and injection volume 
of our initial method had to be adjusted per column, while the potassium phosphate buffer 
concentration gradient was kept intact. Calibrations were made for every column 
separately. The retention times of all the mono-, di-, and triphosphate nucleotides on the 
three different columns are summarized in Table 4.2. Detailed information on the (U)HPLC 
methods can be found in Section 4.5.2. 
 
Table 4.2 – Retention times of nucleotides on different (U)HPLC columns 
 Retention time (min) 
 Shimadzu WAX-1  
3.0 µm 
Thermo Scientific AX  
3.0 µm 
Thermo Scientific AX 
1.9 µm 
AMP 3.9 2.7 2.0 
ADP 8.8 7.3 5.4 
ATP 15.5 10.9 8.2 
GMP 5.0 3.6 2.9 
GDP 11.2 8.0 6.0 
GTP 18.4 11.8 8.8 
UMP 2.6 1.6 1.2 
UDP 6.0 5.7 4.3 
UTP 11.3 8.9 6.7 
CTP 12.4 9.3 7.0 
 
 
4.2.3 Enzymes and enzymatic activities 
 
From the eight enzymes that constitute our nucleotide salvage module, only two were 
commercially available. Adenylate kinase was purchased as an ammonium sulphate 
suspension, whereas pyruvate kinase could be purchased as lyophilized powder, both from 
Sigma Aldrich. The remaining six enzymes had to be expressed and purified. For enzymes 
APRT, XGPRT, UPRT, and CTPS, glycerol stocks of E. coli carrying the plasmids encoding the 
corresponding genes were kindly provided by David Foschepoth. The enzymes were 
expressed in vivo and purified by their His-tag after harvesting the cells, following a 
previously established procedure.12,17 The genes encoding the enzymes GMPK and UMPK 
were cloned into a vector and expressed in vivo, followed by purification according to two 
separate literature procedures.14,15 The enzymes were stored as a 50% glycerol (v/v) 
solution at a temperature of -20°C until further use.  
 Previously, an established indirect assay for studying the enzymatic activity of the 
enzymes APRT, XGPRT, UPRT, and CTPS was used.17 However, as we intended to study the 
enzymatic activity of all eight enzymes constituting the nucleotide salvage module, we 
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chose to do so by (U)HPLC analysis. To this end, we performed two types of batch 
experiments in which we studied the enzymes both on an individual basis as well as in 
combination with a number of downstream enzymes within the module. As our aim was to 
eventually combine the nucleotide salvage module with the gene expression module, all 
reactions were performed in a buffer suitable for cell-free gene expression using purified 
components.18 
Figure 4.4 shows the results of the batch experiments in which the enzymes were 
studied individually. For these experiments, each enzyme under study was added to a 
buffered solution that contained 20 or 100 µM of the corresponding substrates. As the goal 
of these experiments was to merely determine whether the purified enzymes were active 
or inactive, the exact enzyme concentration was not determined. Instead, a 100 times 
dilution of the enzyme stock in 50% glycerol (v/v) was diluted 500 times during sample 
preparation (thus, a total 50,000-fold dilution). The samples were incubated for three hours 
at 30°C under continuous stirring, after which the enzymes were removed from the solution 
through filtration over a 3 kDa cellulose membrane. The filtrate, which was cleared from 
any enzyme, was subsequently injected onto the weak anion-exchange column for analysis. 
The experimental details can be found in Section 4.5.3. 
In Figure 4.4a, the results of the reactions involving adenosine-based nucleotides 
are presented. From bottom to top, it shows the conversion of adenine and PRPP to AMP 
by APRT, the conversion of AMP and ATP to ADP by AK, and the conversion of ADP and PEP 
to ATP by PK. In Figure 4.4b, the results of the experiment involving the conversion of the 
guanosine-based nucleotides are presented. Here, the conversion of guanine and PRPP to 
GMP by XGPRT, the conversion of GMP and ATP to GDP by GMPK, and the conversion of 
GDP and PEP to GTP by PK are shown from bottom to top, respectively. Lastly, the results 
of the conversion of uracil and PRPP to UMP by UPRT, the conversion of UMP and ATP to 
UDP by UMPK, the conversion of UDP and PEP to UTP by PK, and the reaction of UTP, ATP, 
and NH3 in the presence of CTPS that should have resulted in the production of CTP, are 
respectively presented in Figure 4.4c from bottom to top. 
 




Figure 4.4 – The enzymes from the nucleotide salvage module studied on an individual basis. Chromatograms 
were obtained using Shimadzu’s WAX-1 column. a) From bottom to top: the catalysed conversion of 100 µM 
adenine and 100 µM PRPP to AMP by APRT, the catalysed conversion of 100 µM AMP and 20 µM ATP (as 
phosphate donor) to ADP by AK, and the enzymatic conversion of 100 µM ADP and 100 µM PEP to ATP by PK. 
b) From bottom to top: the catalysed conversion of 100 µM guanine and 100 µM PRPP to GMP by XGPRT, the 
catalysed conversion of 100 µM GMP and 20 µM ATP (as phosphate donor) to GDP by GMPK, and the enzymatic 
conversion of 100 µM GDP and 100 µM PEP to GTP by PK. c) From bottom to top: the catalysed conversion of 
100 µM uracil and 100 µM PRPP to UMP by UPRT, the catalysed conversion of 100 µM UMP and 20 µM ATP (as 
phosphate donor) to UDP by UMPK, the enzymatic conversion of 100 µM UDP and 100 µM PEP to UTP by PK, 
and the reaction of 100 µM UTP, 20 µM ATP (ATP-dependent phosphorylation of UTP for reactive intermediate 
formation19), and 5 mM NH3 (present in the buffer) in the presence of CTPS. 
 
Given that the above reactions are equilibrium reactions performed in batch, it is not 
completely surprising that the reactions do not proceed to completion. In all cases, the 
expected reaction product is formed with the exception of the reaction catalysed by CTPS. 
CTP formation through enzymatic catalysis by CTPS has proven troublesome before.20 CTPS 
is a highly regulated enzyme, which exists as a dimer that can aggregate to an enzymatically 
active tetramer.21 In addition, the concentration of substrates (glutamine, ATP, and UTP), 
reaction products (CTP), and external effectors (GTP) have a significant effect on the 
reaction kinetics and enzymatic activity of CTPS.22,23  Despite the absence of any reported 
inhibitors in the current reaction mixture, observing enzymatic activity for CTPS might be a 
matter of hitting the sweet spot in which concentrations are optimally balanced.24 We 
decided not to add any glutamine as amine donor for CTPS to our nucleotide salvage 
module, as CTPS would then be able to use both NH3 from the buffer as well as glutamine 
as an amine source while exhibiting different kinetics and allosteric activation and inhibition 
for each substrate. This would significantly complicate the characterization of the module 
and the computational model. 
Knowing how complicated and troublesome the CTPS catalysed reaction can be, 
we were not immediately put off by the apparent lack of CTP production. Instead, we 
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decided to proceed with the second type of batch experiments, in which we studied the 
progress of the enzymatic reactions in a step-wise manner. Figure 4.5 shows the results of 
these experiments. The pathway was gradually expanded per reaction, by adding one 
successive enzyme at a time and observing the products formed after a three hour 
incubation period at 30°C under continuous mixing. Before analysis by injection of the 
sample onto a weak anion-exchange column, the enzymes were removed from the sample 
through filtration over a 3 kDa cellulose membrane. The experimental details can be found 
in Section 4.5.4. 
Figure 4.5a shows the results of the reaction cascade that starts from adenine and 
PRPP. The reactions all started with 100 µM adenine, 100 µM PRPP, 100 µM PEP, and 20 
µM ATP in buffer. From bottom to top, no enzyme, APRT, APRT and AK, and APRT, AK, and 
PK were added to the reaction mixtures. Without enzyme present, adenine and PRPP were 
not converted. APRT successfully catalysed the conversion of adenine and PRPP to AMP, 
followed by successful conversion of AMP to ADP by AK in the next reaction in which both 
enzymes were present. Subsequently, the reaction with APRT, AK, and PK resulted in the 
production of AMP, ADP, and ATP from starting materials adenine and PRPP. Therefore, we 
can conclude that the enzymatic conversion in the cascade starting from adenine and PRPP 
proceeded successfully though not fully. 
Figure 4.5b shows the results of the reaction cascade that starts with 100 µM 
guanine, 100 µM PRPP, 100 µM PEP, and 20 µM ATP in buffer. Again, from bottom to top, 
no enzyme, XGPRT, XGPRT and GMPK, and XGPRT, GMPK and PK were added to the reaction 
mixtures. Again we observed that, without any enzyme present, the nucleobase (guanine) 
and PRPP were not converted. Addition of XGPRT to the reaction mixture resulted in the 
production of GMP. In the presence of both XGPRT and GMPK, both GMP and GDP were 
produced. Finally, the reaction with all three enzymes, XGPRT, GMPK, and PK, resulted in 
the production of GTP in addition to GMP and GDP. Likewise to the enzymatic conversion 
in the cascade starting from adenine and PRPP, the reaction cascade starting from guanine 
and PRPP resulted in the production of the corresponding triphosphate, GTP. 
The experiments shown in Figure 4.5c started with a reaction mixture containing 
100 µM uracil, 100 µM PRPP, 100 µM PEP, and 20 µM ATP in buffer. This reaction cascade 
contains one extra step in comparison to the previous two reaction cascades, namely the 
enzymatic conversion of UTP to CTP by CTPS. From bottom to top, no enzyme, UPRT, UPRT 
and UMPK, UPRT, UMPK, and PK, and UPRT, UMPK, PK, and CTPS were added to the 
reactions. From the results it shows that, without enzyme present, uracil and PRPP were 
not converted. For the reaction to which UPRT was added, formation of UMP was observed. 
As expected, both UMP and UDP were produced for the reaction that contained UPRT and 
UMPK. Finally, UTP was produced in the reaction that also contained PK in addition to UPRT 
and UMPK. Unfortunately, CTP production could again not be observed in the reaction 
containing all four enzymes. 
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As it was unclear whether the lack of observed CTPS activity was a result of reaction 
conditions or enzyme inactivity, and as it was beyond the scope of this thesis to optimize 
the enzyme as such for this reaction, we decided to continue the remainder of our 




Figure 4.5 – The enzymes from the nucleotide salvage module studied as a cascade in a stepwise manner. 
Chromatograms were obtained using Shimadzu’s WAX-1 column. a) The reaction cascade for the conversion of 
adenine and PRPP. All reactions contained 100 µM adenine, 100 µM PRPP, 100 µM PEP and 20 µM ATP at the 
start. As indicated, the enzymes added from bottom to top are: none, APRT, APRT and AK, and APRT, AK, and 
PK. b) The reaction cascade for the conversion of guanine and PRPP. All reactions contained 100 µM guanine, 
100 µM PRPP, 100 µM PEP and 20 µM ATP at the start. As indicated, the enzymes added from bottom to top 
are: none, XGPRT, XGPRT and GMPK, and XGPRT, GMPK, and PK. c) The reaction cascade for the conversion of 
uracil and PRPP. This reaction cascade contains one extra step in comparison to the other two cascades. All 
reactions contained 100 µM uracil, 100 µM PRPP, 100 µM PEP and 20 µM ATP at the start. As indicated, the 
enzymes added from bottom to top are: none, UPRT, UPRT and UMPK, UPRT, UMPK, and PK, and UPRT, UMPK, 
PK, and CTPS. 
 
 
4.2.4 Out-of-equilibrium conditions: the need for immobilized enzymes 
 
Our final goal is to build a computational model that describes the coupled enzymatic 
reactions and accurately predicts the dynamics within the nucleotide salvage module. To 
that end, the kinetic parameters within this module need to be quantified or at the very 
least estimated based on observations made using the (U)HPLC method for separation and 
detection of nucleotides described in Section 4.2.2. These estimations can be obtained by 
fitting a set of parameter values within a number of different computational kinetic models 
to the experimental data.  
However, estimating the true parameter values in complex synthetic metabolic 
pathways such as the nucleotide salvage module is challenging. Due to the complexity of 
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the reactions and interactions within this module, the computational description becomes 
of a higher order than the information that can be extracted from experimental 
observations. Therefore, several different combinations of parameter values can accurately 
describe the experimental data and finding the true combination of parameter values 
becomes impossible.25,26 
Hence, more information had to be acquired to increase the probability of finding 
the set of parameter values that most closely resembles reality. We were looking for an 
approach that allowed us to increase the information that can be extracted per experiment. 
Instead of increasing the number of experiments or their duration, which would be 
ultimately more laborious, we wanted to be able to change the conditions during the 
reaction and obtain dynamic and time-resolved experimental observations. Out-of-
equilibrium platforms, such as microfluidic flow reactors, provide an ideal setup for this 
purpose as several reaction states of the module can be screened and their immediate 
effect can be observed within a single experiment by dynamically modulating the 
concentrations of reactants and products. Thus, the inherently dynamic nature of out-of-
equilibrium platforms enables the extraction of more information per experiment than 
classic setups. The out-of-equilibrium platform of our choice will be described in more detail 
in Chapter 5. 
In the previous two chapters, we used microfluidic flow reactors in which both 
enzymes and substrates were continuously refreshed. In the present case, however, we are 
experimentally limited by the availability of the not commercially available enzymes of the 
module. These enzymes were prepared in-house through a time-consuming process of in 
vivo expression and purification. In addition, repetitive expression and purification of these 
enzymes results in different batches that might vary in enzyme concentration and activity, 
for which then has to be corrected. For these reasons, constant in- and outflow of enzymes 
should be avoided. Instead, we chose for an approach that allowed us to trap the enzymes 
within the reactor, while the remaining reactor contents are continuously replenished. To 
this end, the enzymes of the nucleotide salvage module were immobilized on micrometre-
sized polyacrylamide beads through a covalent linker. Subsequently, the beads with 
immobilized enzyme could be contained within a microfluidic flow reactor by positioning 
porous membranes at both the inlet and the outlet of the reactor.  
The remainder of this section will subsequently describe the coupling of the 
enzymes to a covalent linker and the preparation of homogeneous micrometre-sized 
droplets containing modified enzyme and monomers for polyacrylamide gels, which can be 
polymerized to form enzymatic beads. 
First, we had to select a covalent linker that could be readily coupled to the 
enzymes. Furthermore, this linker should enable copolymerization of the enzymes within 
the polyacrylamide beads, thus enabling immobilization of the enzymes. We opted for the 
commercially available linker 6-((acryloyl)amino)hexanoic acid succinimidyl ester. The 
acyloyl moiety thereof provides the chemical handle for copolymerization with acrylamide, 
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while the succinimidyl ester allows coupling to the exposed primary amines of the enzymes. 
These primary amines could be the N-terminal amine of the enzyme or the ε-amino group 
of the lysine residues exposed on its surface. We expected that the coupling of the N-
terminal amine was least likely to affect the enzymatic activity. To promote more selective 
coupling to the N-terminal amine, we wanted to take advantage of its pKa value, which is 
typically lower than for ε-amines of lysine residues.27 Taking this into account, a 200 mM 
potassium phosphate buffer of pH 7.0 was used in the coupling reaction. By contrast, the 
procedure recommended by the supplier involved the use of a 100 to 200 mM sodium 
bicarbonate buffer of pH 8.3, and would likely be less selective. 
Prior to coupling of the linker to the enzyme, the glycerol stocks of the expressed 
and purified enzymes as well as the commercially available ammonium sulphate suspension 
of AK were dialyzed against a low concentration potassium phosphate buffer. Subsequently, 
the enzymes were lyophilized, and then dissolved in 200 mM potassium phosphate buffer 
of pH 7.0. To this solution, three equivalents of 6-((acryloyl)amino)hexanoic acid 
succinimidyl ester in DMF were added under continuous stirring. A reaction scheme is 
shown in Figure 4.6a. The reaction was allowed to proceed for two hours at room 
temperature, followed by the removal of any uncoupled linker through dialysis against 20 
mM potassium phosphate buffer, pH 7.0. The final solution containing linker-coupled 
enzyme was lyophilized and stored at -20°C until further use. 
Next, a trypsin-digest followed by MALDI-TOF analysis confirmed coupling of the 
6-((acryloyl)amino)hexanoic acid succinimidyl ester to the enzymes. Experimental details of 
the coupling, trypsin digestion, and MALDI-TOF analysis can be found in Section 4.5.5. 
For all enzymes at least one m/z value corresponding to the m/z value of a lysine-containing 
enzyme fragment with the additional mass of the 6-((acryloyl)amino)hexanoic acid linker 
was found. Table 4.3 summarizes the fragments with their corresponding m/z values, 
theoretical m/z values, and amino acid sequence. Unexpectedly, we did not observe any N-
terminally amine-coupled fragments through MALDI-TOF analysis, despite our choice for 
pH-neutral coupling conditions. Perhaps the pKa value of the N-terminal amino group, 
which differs per enzyme, was not as low as expected. Furthermore, it may be that the N-
terminal amino group of some of the enzymes was sterically hindered, ruling out the 
reaction with the linker. In addition, perhaps coupling to the N-terminal amino group did 
take place, but could not be observed through MALDI-TOF analysis. 
 




Figure 4.6 – a) Schematic of the coupling of enzyme to 6-((acryloyl)amino)hexanoic acid succinimidyl ester. 
Coupling can take place on the N-terminus and the ε-amino group of the lysine residues within the enzyme. The 
latter is more probable and is depicted here. b) Schematic drawing of the microfluidic device containing two 
inlets, one for oil and one for the enzyme-containing acrylamide solution, and one outlet for collection of the 
droplets which will form beads after polymerization. At the junction, droplets are produced as the oil pinches 
off the enzyme-containing acrylamide solution. The microfluidic design has been used for the production of 
beads for single-cell sequencing purposes before and has been reported in literature.28 A microscopic image of 
the highlighted section of the microfluidic device is depicted in Figure 4.6c. c) Microscopic image of the 
microfluidic device. The highlighted section in Figure 6.4b is depicted here. At the junctions, the oil visibly pinches 




 Following the confirmation of coupling to the linker, the enzymes were 
immobilized through the incorporation in homogeneous polyacrylamide beads. These 
beads were prepared with high reproducibility aided by the use of a microfluidic device. A 
schematic of the device is shown in Figure 4.6b. The microfluidic device that has been 
reported in earlier studies consists of a layer of polydimethylsiloxane (PDMS) which has 
been bonded onto a glass slide and contains micrometre-sized channels.28 Experimental 
details of the homogeneous polyacrylamide bead production can be found in Section 4.5.6. 
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The device contains two inlets and one outlet. A mixture of oil and surfactant, the 
oil phase, is connected to the outermost inlet and flows through the two outer inlet 
channels. The aqueous phase, a mixture of polyacrylamide, bis-acrylamide, 2,2′-azobis(2-
methylpropionamidine) dihydrochloride (AAPH), and linker-coupled enzyme, is connected 
through the innermost inlet and flows through the inner inlet channel. At the junction, the 
oil phase flowing in from the sides pinches off the aqueous phase, as is depicted in Figure 
4.6c. Through the pinching motion an emulsion of aqueous droplets in oil is produced within 
the device. These droplets can be collected through the outlet and polymerized under the 
influence of ultraviolet irradiation to yield beads. In this way, the linker-coupled enzymes 
were immobilized on the polyacrylamide beads. 
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Table 4.3 – Confirmation of the coupling of the 6-((acryloyl)amino)hexanoic acid linker to the enzymes of the 
nucleotide salvage module by MALDI-TOF analysis after a trypsin-digest. The first column contains the name of 
the enzyme under study as well as the UniProt Accession Number, which was used as a reference to find the 
amino acid sequence of the fragments and calculate their theoretical m/z value. The second column lists the 
m/z values from the MALDI-TOF spectrum that could be linked to the m/z values of a certain enzyme fragment. 
These m/z values minus the mass of the linker (167.2 g/mol) are listed in the third column, and the fourth column 
lists the corresponding theoretical m/z values of the enzyme fragments. The fifth column then lists the amino 
acids of the corresponding fragment and the sixth column shows the actual amino acid sequence. Note that the 
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4.2.5 Activities of the immobilized enzymes 
 
Due to the immobilization procedure, the enzymatic activity of the enzymes from the 
nucleotide salvage module had most likely changed.29 Therefore, our initial goal was to 
characterize the reaction kinetics of the reactions performed by the immobilized enzymes. 
Despite our best efforts, we had very little control over which and how many lysine residues 
within the enzymes were modified through coupling to the linker. If modification takes 
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place on the surface of the enzyme, the effect might be limited. However, modifications 
near the enzymatic active site can result in partial or complete loss of activity. Similarly, loss 
of activity might be observed when coupling of multiple linkers to several surface-exposed 
lysine residues results in a physical strain on the tertiary structure of the enzyme upon co-
polymerization to the beads. In addition, formation of quaternary structures that might, 
under normal conditions, increase or alter enzymatic activity, might be hindered as a result 
of immobilization.  
Characterization of the kinetic parameters of the enzymatic beads required the 
analysis of samples in a high-throughput manner. Unfortunately, as our samples were only 
partially compatible with the weak anion-exchange columns that were used for separation 
and detection of the nucleotide mono-, di-, and triphosphates, analysis in a high-throughput 
manner was not feasible. The weak anion-exchange column was, despite this limitation, by 
far the best method for analysis of our complex samples containing up to ten different 
nucleotides. Therefore, in order to explore the enzymatic activities of the immobilized 
enzymes with a limited number of samples, a number of batch reactions were performed. 
If activity of the immobilized enzymes was confirmed, characterization of the kinetic 
parameters could be performed through the out-of-equilibrium experiments that are 
described in Chapter 5. 
Prior to performing these batch reactions, a computational model was employed 
to get an idea of the concentration ranges and time scales of the individual reactions. For 
this computational model, kinetic parameters from literature were assumed as an estimate. 
The batch reactions were sampled at the carefully chosen time points of 0, 24, and 96 hours. 
The maximum enzyme concentration was limited to the nanomolar range and was highly 
dependent on the viscosity of the enzymatic beads-containing stock solution. The batch 
reactions were performed at 30°C and in the previously mentioned gene expression buffer 
under continuous vigorous shaking to maintain a homogeneous solution. The enzymes, 
which were immobilized on the polyacrylamide beads (with a diameter of approximately 50 
µm) were removed from the samples immediately after sampling through filtration over a 
0.20 µm PVDF membrane. The filtrate was subsequently injected onto a weak-anion 
exchange column for analysis. A set of control experiments with the same starting 
conditions, but without enzyme-containing polyacrylamide beads were performed in 
parallel. As the control experiments did not contain any enzymes nor enzymatic beads, a 
single sample was taken and analysed after an incubation of 96 hours. 
Figure 4.7 contains the results of the batch experiments with the first set of 
enzymatic beads, responsible for the enzymatic conversion of the nucleobases into the 
nucleotide monophosphates. In Figure 4.7a, the conversion of 100 µM adenine and 100 µM 
PRPP by approximately 10 nM of APRT on beads at time points 0, 24, and 96 hours (from 
top to bottom) is shown. The bottom figure shows the control experiment, which was 
sampled after 96 hours. Figure 4.7b shows the conversion of 100 µM guanine and 100 µM 
PRPP by approximately 10 nM XGPRT on beads at time points 0, 24, and 96 hours, followed 
Chapter 4 | A synthetic metabolic nucleotide salvage pathway 
102 
by the control experiment. Similarly, Figure 4.7c shows the conversion of 100 µM uracil and 
100 µM PRPP by approximately 10 nM UPRT. Unfortunately, in all three cases, formation of 
the corresponding monophosphates (AMP, GMP, and UMP, respectively) was not observed. 
This was an indication of either complete loss of enzymatic activity through immobilization 
of the enzyme, or reduction of the enzymatic activity through immobilization of the 
enzymes, meaning conversion might take place on a timescale of more than 96 hours. 




Figure 4.7 – Exploring the activity of the enzymes immobilized on beads, here the enzymes converting the 
nucleobases into nucleotide monophosphates. Chromatograms were obtained using Thermo Scientific’s AX 3.0 
µm column. a) From top to bottom: the conversion of 100 µM adenine and 100 µM PRPP with approximately 10 
nM APRT on beads after a reaction time of 0, 24, and 96 hours. The bottom chromatogram shows the control 
experiment, which did not contain any enzyme or enzymatic beads. b) From top to bottom: the conversion of 
100 µM guanine and 100 µM PRPP with approximately 10 nM XGPRT on beads after a reaction time of 0, 24, 
and 96 hours. The bottom chromatogram shows the control experiment. c) From top to bottom: the conversion 
of 100 µM uracil and 100 µM PRPP with approximately 10 nM UPRT on beads after a reaction time of 0, 24, and 
96 hours. The bottom chromatogram shows the control experiment. 
 
Figure 4.8 shows the results of the batch experiments with the set of enzymatic 
beads that should catalyse the conversion of nucleotide monophosphates to nucleotide 
diphosphates. In Figure 4.8a, the conversion of 100 µM AMP and 100 µM ATP by 
approximately 10 nM of AK on beads at time points 0, 24, and 96 hours is shown from top 
to bottom, respectively. The figure on the bottom shows the control experiment, which was 
sampled and analysed after 96 hours and contained 100 µM AMP and 100 µM ATP, but no 
enzyme or enzymatic beads. Remarkably, the conversion of AMP and ATP to ADP in the 
control experiment has proceeded to a similar extent as in the enzyme-catalysed reaction. 
It is important to note that no creatine kinase (which facilitates the interconversion of ATP 
to ADP in the presence of creatine phosphate) was added to the gene expression buffer, as 
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it would interfere with determination of the kinetic parameters of the module.30 Therefore, 
this result suggests that the formation of ADP occurs through non-catalysed transfer of 
phosphate groups between AMP and ATP, and that this non-catalysed transfer 
outcompetes the catalytic activity of AK on beads. 
Figure 4.8b shows the conversion of 100 µM GMP and 100 µM ATP by 
approximately 10 nM GMPK on beads. Again, from top to bottom, the results at time points 
0, 24, and 96 hours are shown, followed by the control experiment sampled after 96 hours 
at the bottom. Likewise, some spontaneous phosphate group transfer seems to have taken 
place, resulting in the production of, for example, some GTP. However, the nucleotide 
profile of the enzyme-catalysed reaction does look significantly different to the profile of 
the control experiment. In the enzyme-catalysed reaction, GDP is almost formed 
instantaneously. The starting materials, GMP and ATP, are being consumed and the reaction 
product of the enzyme-catalysed reaction, GDP, is being formed. We hypothesize that the 
enzyme-catalysed reaction by the GMPK beads takes place on a rather short time scale, 
followed by spontaneous phosphate group redistribution towards a new equilibrium state. 
 Figure 4.8c contains the results of the conversion of 100 µM UMP and 100 µM ATP 
by approximately 10 nM UMPK on beads. From top to bottom, the results after 0, 24, and 
96 hours are shown, followed by the control experiment. The control experiment clearly 
has a different nucleotide profile in comparison to the enzyme-catalysed reaction. During 
the enzyme-catalysed reaction, UDP was produced over time, depleting the substrates UMP 
and ATP. Here, some spontaneous phosphate transfer reaction seems to have taken place 
as well, but to a much lesser extent for the uridine-based phosphates than for the 
adenosine-based and guanosine-based phosphates. All in all, the enzymatic activity of 










Figure 4.8 – Exploring the activity of the enzymes immobilized on beads, here the enzymes converting the 
nucleotide monophosphates into nucleotide diphosphates. Chromatograms were obtained using Thermo 
Scientific’s AX 3.0 µm column. a) From top to bottom: the conversion of 100 µM AMP and 100 µM ATP with 
approximately 10 nM AK on beads after a reaction time of 0, 24, and 96 hours. The bottom chromatogram 
shows the control experiment, which did not contain any enzyme or enzymatic beads. b) From top to bottom: 
the conversion of 100 µM GMP and 100 µM GTP with approximately 10 nM GMPK on beads after a reaction 
time of 0, 24, and 96 hours. The bottom chromatogram shows the control experiment. c) From top to bottom: 
the conversion of 100 µM UMP and 100 µM ATP with approximately 10 nM UMPK on beads after a reaction 
time of 0, 24, and 96 hours. The bottom chromatogram shows the control experiment. 
 
 In Figure 4.9, the integrals of the peaks at 0, 24 and 96 hours were plotted for an 
easier comparison to the control experiments. Figure 4.9a shows the integrals of the AMP, 
ADP, and ATP peaks in the AK catalysed reaction after 0, 24, and 96 hours, and for the 
control experiment. This plot confirms that there was indeed very little difference in the 
AMP, ADP, and ATP concentration between the enzyme-catalysed reaction and the control 
experiment. Figure 4.9b shows the integrals of the GMP, GDP, and GTP peaks in the GMPK 
catalysed reaction after 0, 24, and 96 hours, and for the control experiment. Here, there is 
a very clear difference in the amount of GDP produced between the enzyme-catalysed 
reaction and the control experiment. Therefore, it is safe to assume that the GMPK beads 
comprise enzymatic activity. The same holds for the UMPK beads, as becomes apparent 
when we look at Figure 4.9c. Here, the integrals of the UMP, UDP, and UTP peaks in the 
UMPK catalysed reaction after 0, 24, and 96 hours, and for the control experiment, were 
plotted. There is a very clear decrease in UMP and a rise in UDP over time. In comparison 
to the control experiment, significantly more UDP was formed over 96 hours in the UMPK 
catalysed reaction. It is therefore safe to assume that also the UMPK beads are 
enzymatically active. 
 




Figure 4.9 – Plot of the integrals of the nucleotide peaks in the reactions catalysed by AK beads, GMPK beads, 
and UMPK beads, and in the control experiment. a) The integrals of the AMP, ADP, and ATP peaks in the reaction 
catalysed by AK beads at 0, 24, and 96 hours, and for the control experiment. b) The integrals of the GMP, GDP, 
and GTP peaks in the reaction catalysed by GMPK beads at 0, 24, and 96 hours, and for the control experiment. 
c) The integrals of the UMP, UDP, and UTP peaks in the reaction catalysed by UMPK beads at 0, 24, and 96 
hours, and for the control experiment. 
 
 Figure 4.10 presents the results of the reactions catalysed by PK on beads. As PK 
can catalyse the conversion of the three different nucleotide diphosphates in their 
corresponding triphosphates, the enzymatic activity was monitored per individual 
substrate. In Figure 4.10a, the enzymatic conversion of 100 µM ADP and 100 µM PEP by 
approximately 10 nM PK on beads is shown. From top to bottom, the results after 0, 24, and 
96 hours of reaction are shown, followed by the control experiment which contained no 
enzyme or enzymatic beads at the bottom. Remarkably, here we again observed that the 
spontaneous phosphate transfer between adenosine mono-, di-, and triphosphate 
outcompetes the enzyme-catalysed reaction, as the conversion in the control experiment 
closely resembles the conversion achieved after 96 hours in the PK catalysed reaction. In 
Figure 4.10b and c, the results of the enzymatic conversion of 100 µM GDP and 100 µM 
UDP, respectively, with 100 µM PEP by approximately 10 nM PK on beads are shown. Here, 
enzymatic conversion of the diphosphates GDP and UDP into GTP and UTP, respectively, 
took place to a minimum extent. However, production of GTP and UTP was observed 
exclusively in the enzyme-catalysed reactions and not in the control experiment. 
 




Figure 4.10 – Exploring the activity of the enzymes immobilized on beads, here the enzyme PK, which can convert 
the nucleotide diphosphates into nucleotide triphosphates. The activity of the PK beads with the three different 
substrates was studied separately for each substrate. Chromatograms were obtained using Thermo Scientific’s 
AX 3.0 µm column. a) From top to bottom: the conversion of 100 µM ADP and 100 µM PEP with approximately 
10 nM PK after a reaction time of 0, 24, and 96 hours. The bottom chromatogram shows the control experiment, 
which did not contain any enzyme or enzymatic beads. b) From top to bottom: the conversion of 100 µM GDP 
and 100 µM PEP with approximately 10 nM PK after a reaction time of 0, 24, and 96 hours. The bottom 
chromatogram shows the control experiment. c) From top to bottom: the conversion of 100 µM UDP and 100 
µM PEP with approximately 10 nM PK after a reaction time of 0, 24, and 96 hours. The bottom chromatogram 
shows the control experiment. 
 
The latter becomes apparent when we look at Figure 4.11. Here, the integrals of 
the nucleotide peaks were plotted for the PK catalysed reactions after 0, 24, and 96 hours, 
and for the control experiments. In Figure 4.11a, the integrals of the AMP, ADP, and ATP 
peaks are plotted. Except for AMP, which seems more prevalent in the control experiment, 
ADP and ATP concentrations are similar in the enzyme-catalysed reaction after 96 hours 
and for the control experiment. However, production of the nucleotide triphosphates GTP 
and UTP was exclusively observed in the PK catalysed reaction and not in the control 
experiments. This can be seen in Figure 4.11b and c, where the integrals of GMP, GDP, and 
GTP, and UMP, UDP, and UTP, respectively, are plotted. In addition, we observed depletion 
of the corresponding nucleotide diphosphates, which is used in the reaction with PEP to 
form the nucleotide triphosphate. Therefore, we conclude that the PK beads are 
enzymatically active. We hypothesize that product inhibition of PK by the reaction product 
ATP might be the reason for the lack of apparent enzymatic activity of the PK beads in the 
case of ADP and PEP as substrates.31,32 
 




Figure 4.11 – Plot of the integrals of the nucleotide peaks in reactions catalysed by PK beads. a) The integrals of 
the AMP, ADP, and ATP peaks after 0, 24, and 96 hours, and for the control experiment. b) The integrals of the 
GMP, GDP, and GTP peaks after 0, 24, and 96 hours, and for the control experiment. c) The integrals of the UMP, 
UDP, and UTP peaks after 0, 24, and 96 hours, and for the control experiment. 
 
Lastly, Figure 4.12 shows the enzymatic conversion of 100 µM UTP, 100 µM ATP, 
and 5 mM NH3 (from the buffer) by CTPS on beads. From top to bottom, the results after 0, 
24, and 96 hours of reaction time are shown, followed by the control experiment. Here, the 
conversion within the control experiment appears to be the same as for the enzyme-
catalysed reaction, and no formation of CTP was observed. As pointed out in Section 4.2.3, 
CTPS is a highly regulated enzyme and the reason for the lack of observed activity is 
therefore not apparent. In addition to the lack of activity that was observed before, the 
immobilization of CTPS on beads might complicate enzyme activity even further as the 
enzyme becomes physically constrained upon immobilization, thereby complicating 
dimerization and tetramerization of the enzyme. 
  




Figure 4.12 – Exploring the activity of the enzymes immobilized on beads, here CTPS. From top to bottom: the 
conversion of 100 µM UTP, 100 µM ATP, and 5 mM NH3 (from buffer) with approximately 10 nM CTPS on beads 
after a reaction time of 0, 24, and 96 hours. The bottom chromatogram shows the control experiment, which 
did not contain any enzyme or enzymatic beads. Chromatograms were obtained using Thermo Scientific’s AX 
3.0 µm column. 
 
 
4.2.6 The nucleotide salvage module assembled in batch 
 
As a final experiment in the batch experiment series, we performed an experiment 
containing all enzymatic beads from the nucleotide salvage module. The results of this 
experiment are shown in Figure 4.13. Here, the experiment was started with 100 µM PRPP, 
100 µM adenine, 100 µM guanine, 100 µM uracil, 100 µM PEP, 5 µM ATP, and 5 mM NH3 
from the buffer. Experimental details can be found in Section 4.5.8. The reaction contained 
approximately 2.5 nM of each of the enzymes on beads: APRT, XGPRT, UPRT, AK, GMPK, 
UMPK, PK, and CTPS. The reaction was performed at 30°C and under continuous vigorous 
shaking to maintain a homogeneous solution. The reaction mixture was sampled after a 
reaction time of 0, 24, 96, and 168 hours. Likewise to the previous batch experiments, the 
samples were filtered over a 0.20 µm PVDF membrane to clear the solution from any 
enzymatic beads. The filtrate was subsequently injected onto the weak anion-exchange 
column for separation and analysis of the reaction products. Surprisingly, and in contrast to 
the previous batch experiments, production of the nucleotide monophosphates AMP, GMP, 
and UMP could be observed. Especially the formation of AMP was observed very clearly, 
whereas in the previous batch experiments the APRT beads, XGPRT beads, and UPRT beads 
seemed to be enzymatically inactive. Formation of the nucleotide diphosphates and -
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triphosphates, with the exception of a small amount of ADP, was not observed. Perhaps this 
was the result of slow reaction kinetics combined with a relatively low substrate 
concentration (of the monophosphates). This would also fit the observation that some ADP 




Figure 4.13 – Exploring the activity of all the enzymes of the nucleotide salvage module immobilized on beads 
combined in one batch reaction. From top to bottom: the composition of the reaction sampled after 0, 24, 96, 
and 168 hours. The reaction was started with 100 µM PRPP, 100 µM adenine, 100 µM guanine, 100 µM uracil, 
100 µM PEP, 5 µM ATP, and 5 mM NH3 (from buffer). This reaction contained approximately 2.5 nM of every 
enzyme from the nucleotide salvage module on beads, and was performed at 30°C under continuous vigorous 





In short, we decided to split up the original, three module-containing synthetic metabolic 
pathway into its three separate modules. In this chapter, we studied the nucleotide salvage 
module in more detail. Some modifications were made to the original nucleotide salvage 
module, resulting in the final module as depicted schematically in Figure 4.14. We 
developed a (U)HPLC method to separate and detect the nucleotide mono-, di-, and 
triphosphates within the module using a weak anion-exchange column and detection at 254 
nm absorbance. The activity of the expressed and purified enzymes was verified using this 
method. Enzymatic activity was observed for all enzymes within the nucleotide salvage 
module, except for CTPS. Despite the lack of observed activity of CTPS, we decided to 
proceed to the next step: immobilization of enzymes on micrometre-sized polyacrylamide 
beads. Coupling of the enzymes via the N-terminal amine or the ε-amino group of lysine 
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residues exposed on the surface of the enzymes to a 6-((acryloyl)amino)hexanoic acid 
succinimidyl ester linker was performed and verified using MALDI-TOF analysis. 
Polyacrylamide beads were produced using a microfluidic setup, and the enzymes were 
copolymerized during polymerization under the influence of UV irradiation. As for practical 
reasons it was not feasible to quantify the kinetic parameters of the enzymatic beads 
through classic batch experiments, the activities of the immobilized enzymes were explored 
through a number of alternative experiments. The observed enzymatic activities were 
ambiguous and seemed highly dependent on the reaction conditions. One can think of 
several ways to improve the enzymatic activities of the beads, ranging from alternative 
coupling strategies to using enzymes from different organisms. However, it is impossible to 
know a priori which improvement will or will not lead to the desired enzymatic activity. 
Therefore, before starting an optimization procedure, it is important to know whether 
characterization of the nucleotide salvage module under out-of-equilibrium conditions is 
feasible. In addition, it is imperative to confirm that the (lack of) enzymatic activity that we 
observed is conserved under out-of-equilibrium conditions. Therefore, Chapter 5 will 
describe how the enzymatic beads were used to perform experiments under out-of-
equilibrium conditions in an attempt to better characterize the nucleotide salvage module 






Figure 4.14 – Schematic overview of the nucleotide salvage module, in which the loop denotes which 
intermediates and reaction products can be quantitatively observed using our (U)HPLC method and the wheel 
depicts which substrates, intermediates, or products we can control in our reactions (by adding them as starting 
material or during the reaction under out-of-equilibrium conditions). 
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4.5 Experimental section 
 
The buffer that was used for all experiments in this chapter was compatible with cell-free 
gene expression and was based on reference 18, with slight modifications. The buffer, with 
a pH of 7.3, contained 5 mM potassium phosphate, 95 mM potassium glutamate, 9 mM 
magnesium acetate, 5 mM ammonium chloride, 0.5 mM calcium chloride, 1 mM 
spermidine, 8 mM putrescine, 1 mM DTT, and 10 mM creatine phosphate. After preparation 




4.5.1 Expression and purification of the enzymes of the nucleotide salvage module 
 
The enzyme PK from rabbit muscle was purchased from Sigma-Aldrich as lyophilized 
powder. The enzyme AK (myokinase) from rabbit muscle was purchased from Sigma-Aldrich 
as an ammonium sulphate suspension. Stocks of the E. coli cultures carrying the plasmids 
encoding for the enzymes APRT, XGPRT, UPRT, and CTPS were kindly provided by David 
Foschepoth. The enzymes were expressed and subsequently purified by their His-tag, 
following the protocol described in reference 12. 
 The genes encoding GMPK and UMPK were cloned into a pET-15b vector. The 
vectors were transformed into competent E. coli XL1 Blue cells and plated on LB-agar plates 
containing 50 µg/mL ampicillin. Positive colonies were selected and cultivated overnight at 
37°C in 5 mL LB medium containing 50 µg/mL ampicillin. Subsequently, 1 L of LB medium 
containing 50 µg/mL ampicillin was inoculated with this culture and grown for three hours 
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at 37°C, after which isopropyl β-D-1-thiogalactopyranoside (IPTG) was added to final 
concentration of 1 mM. After four more hours of growth, cells were harvested by 
centrifugation at 8000 rpm and the cell pellet was stored at -80°C until purification. 
 GMPK was purified according to the protocol in reference 14, with some 
adaptations. The cell pellet was thawed on ice and suspended in 40 mL of lysis buffer of pH 
7.5, containing 50 mM K2HPO4, 300 mM NaCl, 1 mM EDTA, 5 mM β-mercaptoethanol, 20 
mM imidazole, 0.1 mM PMSF, and 1 mg/mL lysozyme. The suspension was sonicated on ice 
for 30 seconds. This was repeated five times with intervals of one minute, during which the 
suspension was kept on ice. The suspension was centrifuged at 16000 rpm for 45 minutes 
at 4°C, prior to purification. A 5 mL HisTrap HP column (GE Healthcare, USA) was 
equilibrated with equilibration buffer of pH 7.5, containing 50 mM K2HPO4, 300 mM NaCl, 
1 mM EDTA, 5 mM β-mercaptoethanol, and 20 mM imidazole. The supernatant was loaded 
onto the column and the column was washed with 10 mL of equilibration buffer. Next, the 
column was washed with 20 mL washing buffer of pH 7.5, containing 50 mM K2HPO4, 300 
mM NaCl, 1 mM EDTA, 5 mM β-mercaptoethanol, and 50 mM imidazole. GMPK was eluted 
with elution buffer of pH 7.5, containing 50 mM K2HPO4, 300 mM NaCl, 1 mM EDTA, 5 mM 
β-mercaptoethanol, and 300 mM imidazole. The collected fractions were pooled and 
dialyzed against a dialysis buffer of pH 7.5, containing 20 mM K2HPO4, 40 mM KCl, and 1 
mM EDTA. Subsequently, dialysis against a solution containing 20 mM K2HPO4, 40 mM KCl, 
and 1 mM EDTA, consisting of 50% glycerol (v/v) was performed. The glycerol stock was 
stored at -80°C until further use. 
 UMPK was purified according to the protocol in reference 15, with minor changes. 
The cell pellet was thawed on ice and suspended in 40 mL of lysis buffer of pH 7.5, containing 
100 mM Na2B4O7, 300 mM NaCl, 0.5 mM EDTA, 5 mM β-mercaptoethanol, 20 mM 
imidazole, 0.1 mM PMSF, and 1 mg/mL lysozyme. The suspension was sonicated on ice for 
30 seconds. This was repeated five times with intervals of one minute, during which the 
suspension was kept on ice. The suspension was centrifuged at 16000 rpm for 45 minutes 
at 4°C, prior to purification. A 5 mL HisTrap HP column (GE Healthcare, USA) was 
equilibrated with equilibration buffer of pH 7.5, containing 100 mM Na2B4O7, 300 mM NaCl, 
0.5 mM EDTA, 5 mM β-mercaptoethanol, and 20 mM imidazole. The supernatant was 
loaded onto the column and the column was washed with 10 mL of equilibration buffer. 
Next, the column was washed with 20 mL washing buffer of pH 7.5, containing 100 mM 
Na2B4O7, 300 mM NaCl, 0.5 mM EDTA, 5 mM β-mercaptoethanol, 50 mM imidazole. UMPK 
was eluted with elution buffer of pH 7.5, containing 100 mM Na2B4O7, 300 mM NaCl, 0.5 
mM EDTA, 5 mM β-mercaptoethanol, and 300 mM imidazole. The collected fractions were 
pooled and dialyzed against a dialysis buffer of pH 7.5, containing 20 mM K2HPO4, 0.25 mM 
EDTA, and 0.5 mM DTT. Subsequently, dialysis against a solution containing 20 mM K2HPO4, 
0.25 mM EDTA, and 0.5 mM DTT, consisting of 50% glycerol (v/v) was performed. The 
glycerol stock was stored at -80°C until further use. 
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4.5.2 (U)HPLC weak-anion exchange method and maintenance 
 
Our chromatographic results were obtained using a Nexera X3 (40-Series) UHPLC system 
from Shimadzu. Three different weak anion-exchange columns were employed: Shim-pack 
WAX-1 (Shimadzu, 50 mm L x 4.0 mm ID, 3 µm particle size), Hypersil GOLD™ AX (Thermo 
Scientific, 50 mm L x 2.1 mm ID, 3 µm particle size), and Hypersil GOLD™ AX (Thermo 
Scientific, 50 mm L x 2.1 mm ID, 1.9 µm particle size). Supporting Table 4.1 provides an 
overview of the solvent gradient method per column. Supporting Figure 4.1 shows the 
corresponding visual to the method gradient. The oven temperature was set to 45°C for all 
three methods. Injections volumes were 10 µL (Shim-pack WAX-1), 2.8 µL (Hypersil GOLD™ 
AX 3.0 µm), and 2.4 µL (Hypersil GOLD™ AX 1.9 µm), respectively. Nucleotides were 
detected through absorption at 254 nm. 
Eluent was prepared from a stock solution of 1M K2HPO4 and a stock solution of 1M KH2PO4 
(HPLC grade, commercially available from Thermo Fisher Scientific) in MilliQ. A 1 M stock 
solution of pH 6.75 was prepared. This stock solution was diluted with MilliQ to a final 
concentration of 20 mM (final pH of 7.0) and 480 mM (final pH of 6.8), respectively. The 
freshly prepared 20 mM and 480 mM potassium phosphate solutions were filtered prior to 
use over a filter paper with 11 µm pore size. The solutions were degassed prior to use under 
reduced pressure or by sonication. 
 Upon installation of the column and prior to sample injection, the column was 
equilibrated by washing it with approximately 25 column volumes (50 column volumes 
upon first use) of 20 mM potassium phosphate buffer, pH 7.0. After injection of every 25 
samples, the column was washed with a solution of 5% HPLC-grade methanol in MilliQ (v/v) 
for at least 8 hours. This was followed by another 8 hour washing procedure with a solution 
of 5% HPLC-grade methanol and 0.1% formic acid in MilliQ (v/v). After injection of every 50 
samples, the column was washed following previous procedure, and the Hypersil GOLD™ 
AX guard cartridge (in case of the Thermo Scientific columns) was exchanged out of 
precaution. In addition, all columns were removed from the Nexera X3 UHPLC system after 
every 50 samples and the solvent lines, UHPLC pump, and column oven were purged with 
MilliQ that was heated up to a temperature of 45°C to remove any precipitated phosphate 
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Supporting Table 4.1 – Detailed HPLC method per column. 
Time (min) Flow (mL/min) 20 mM potassium 
phosphate 
480 mM potassium 
phosphate 
Shim-pack WAX-1 
0 1.00 100% 0% 
1 1.00 100% 0% 
16 1.00 0% 100% 
19 1.00 0% 100% 
22 1.00 100% 0% 
25 1.00 100% 0% 
Hypersil GOLD™ AX 3 µm 
0 0.28 100% 0% 
1 0.28 100% 0% 
16 0.28 0% 100% 
19 0.28 0% 100% 
22 0.28 100% 0% 
25 0.28 100% 0% 
Hypersil GOLD™ AX 1.9 µm 
0 0.44 100% 0% 
1 0.44 100% 0% 
11 0.44 0% 100% 
12 0.44 0% 100% 
13 0.44 100% 0% 
15 0.44 100% 0% 
 
 




Supporting Figure 4.1 – Visual of the (U)HPLC method solvent gradient. 
 
 
4.5.3 Exploration of the activities of the individual free enzymes 
 
For each enzyme under study, the 50% glycerol stock solution (v/v) was diluted 100 times 
in the buffer denoted above. This enzyme solution was always added last to a solution 
containing the substrates for the enzyme-catalysed reaction under study, thereby diluting 
it another 500 times. For the reactions with APRT, XGPRT, and UPRT, the reaction mixture 
contained an initial nucleobase (adenine, guanine, and uracil, respectively) concentration 
of 100 µM and an initial PRPP concentration of 100 µM. For the reactions with AK, GMPK, 
and UMPK, the reaction mixture contained an initial AMP, GMP, and UMP concentration, 
respectively, of 100 µM and an ATP concentration of 20 µM. For the reactions with PK, the 
reaction mixture contained an initial PEP concentration of 100 µM and an initial ADP, GDP, 
or UDP concentration of 100 µM. Finally, the reaction with CTPS contained an initial UTP 
concentration of 100 µM, an initial ATP concentration of 20 µM, and 5 mM NH3 coming from 
the buffer. 
 The reactions were incubated for three hours at 30°C under continuous stirring. 
The enzymes were removed from the solution through spin-filtration. The reaction mixture 
was pipetted onto an Amicon Ultra Centrifugal Filter Unit (Sigma-Aldrich) with a 3 kDa 
cellulose membrane and was centrifuged for 45 minutes at maximum speed. The filtrate 
was collected and injection onto a weak-anion exchange column (Shim-pack WAX-1) for 
analysis. 
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4.5.4 Exploration of the activities of the free enzymes as assembled pathway 
 
For each enzyme under study, the 50% glycerol stock solution (v/v) was diluted 100 times 
in the buffer denoted above. This enzyme solutions were always added last to a solution 
containing the substrates for the enzyme-catalysed reaction under study, thereby diluting 
every enzyme another 500 times.  
Four reactions were performed for the cascade starting with the nucleobase 
adenine. All reactions contained an initial concentration of 100 µM PRPP, 100 µM adenine, 
100 µM PEP and 20 µM ATP. To the first reaction no enzyme was added. To the second 
reaction APRT was added. To the third reaction, both APRT and AK were added. To the 
fourth reaction, encompassing the whole enzymatic cascade required to convert adenine 
to ATP, APRT, AK, and PK were added. 
Another four reactions were performed for the cascade starting with the 
nucleobase guanine. All reactions contained an initial concentration of 100 µM PRPP, 100 
µM guanine, 100 µM PEP and 20 µM ATP. To the first reaction no enzyme was added. To 
the second reaction XGPRT was added. To the third reaction, both XGPRT and GMPK were 
added. To the fourth and final reaction, encompassing the whole enzymatic cascade 
required to convert guanine to GTP, XGPRT, GMPK, and PK were added. 
Five reactions were performed for the cascade containing the enzymes to convert 
the nucleobase uracil to UTP and CTP. All reactions contained an initial concentration of 100 
µM PRPP, 100 µM uracil, 100 µM PEP and 20 µM ATP.  To the first reaction, again no enzyme 
was added. To the second reaction, UPRT was added. To the third reaction, both UPRT and 
UMPK were added. To the fourth reaction, UPRT, UMPK, and PK, all enzymes required for 
the production of UTP from uracil, were added. To the fifth and final reaction, CTPS was 
added in addition to UPRT, UMPK, and PK. 
 After addition of the enzymes, all reactions were incubated for three hours at 30°C 
under continuous stirring. The enzymes were removed from the solution through spin-
filtration. The reaction mixture was pipetted onto an Amicon Ultra Centrifugal Filter Unit 
(Sigma-Aldrich) with a 3 kDa cellulose membrane and was centrifuged for 45 minutes at 
maximum speed to remove the enzymes. The filtrate was collected and injected onto a 
weak-anion exchange column (Shim-pack WAX-1) for analysis. 
 
 
4.5.5 Coupling of linker to the enzymes and MALDI-TOF analysis 
 
The glycerol stocks of APRT, XGPRT, UPRT, GMPK, UMPK, and CTPS, as well as the 
ammonium sulphate suspension of AK, were dialyzed against a 10 mM potassium 
phosphate buffer of pH 7.0. Subsequently, these enzymes were lyophilized. The enzyme PK 
was readily available as lyophilized powder. The linker, 6-((acryloyl)amino)hexanoic acid 
succinimidyl ester (Acryloyl-X SE) was commercially available (Thermo Fisher Scientific). 
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 Prior to the coupling reaction, every enzyme was dissolved in 200 mM potassium 
phosphate buffer of pH 7.0 to a final concentration of 10 mg/mL. Subsequently, three 
equivalents of the Acryloyl-X SE linker, as a 10 mg/mL solution in DMF, were added to the 
enzyme solution under continuous stirring. Reaction equivalents were calculated using the 
molecular weight of the enzymes as depicted in Supporting Table 4.1 and were corrected 
for the 10 mM potassium phosphate that was present in the enzyme solution before 
lyophilisation. After the reaction was allowed to proceed for two hours at room 
temperature, the solution was transferred to a Slide-A-Lyzer™ MINI Dialysis Device (Thermo 
Fisher  Scientific) with a 10 kDa cellulose dialysis membrane. The reaction was dialyzed for 
two hours against 20 mM potassium phosphate buffer of pH 7.0, followed by dialysis against 
the same buffer overnight. The enzyme-containing solutions were recovered from the 
dialysis device and were lyophilized. 
 
Supporting Table 4.2 – Molecular weight of the enzymes. 










 After dialysis, but before lyophilisation, 20 µL of the enzyme-containing solution 
was sampled and diluted with 20 µL 200 mM potassium phosphate buffer of pH 7.0. 
Subsequently, 1 µL Pierce™ Trypsin Protease, MS Grade (Thermo Fisher Scientific) was 
added to the solution. The solution was incubated overnight at 37°C under mild, continuous 
shaking. The sample was purified before MALDI-TOF analysis using C18 HyperSep™ SpinTip 
Microscale SPE Extraction Tips (Thermo Fisher Scientific). To this end, three solutions were 
prepared: a wetting solution of 50% acetonitrile and 0.1% TFA in MilliQ (v/v), a washing 
solution of 0.1% TFA in MilliQ (v/v), and an elution solution of 75% acetonitrile and 0.1% 
TFA in MilliQ (v/v). The extraction tip was wetted using the wetting solution by pipetting 
several times. Subsequently, the tip was washed three times with 10 µL washing solution 
before loading of the sample onto the extraction tip by pipetting the sample several times. 
The extraction tip, now loaded with the sample, was washed ten times with 10 µL washing 
solution. Finally, 10 µL of extraction solution was loaded onto the extraction tip and 
transferred into a new Eppendorf tube by gently pipetting several times. To these 10 µL of 
extraction solution containing the eluted sample, 4 µL of a saturated α-cyano-4-
hydroxycinnamic acid matrix solution was added. Subsequently, the solution was mixed 
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well and 1 µL was transferred onto a MALDI-TOF analysis plate prior to analysis. The samples 
were analysed using a Bruker Microflex LRF MALDI-TOF system. 
 
 
4.5.6 Homogeneous beads production aided by a microfluidic device 
 
 In-house fabricated wafers were used as a master bearing the micrometre-sized 
structures for fabrication of the microfluidic devices. The wafers were covered with a 1 to 
10 (w/w) mixture of Sylgard 184 silicone elastomer curing agent cross linker and Sylgard 184 
silicone elastomer base. The mixture was degassed under reduced pressure prior to curing 
at 65°C for at least two hours. Subsequently, the cured PDMS elastomer was cut out and 
carefully removed from the wafer. For every device, two inlets and one outlet were punched 
at the designated spot in the micro-sized structure using a biopsy punch with 1 mm inner 
diameter. The PDMS shape and a glass slide were cleaned thoroughly using isopropanol 
prior to bonding. The PDMS shape was, with the micrometre-sized structures facing down, 
bonded to the glass slide after surface activation using oxygen plasma treatment. The now 
microfluidic device was kept at 100°C for at least two hours prior to coating of the 
microfluidic channels. The channels were coated using a solution of 2% 1H,1H,2H,2H-
perfluoro-octyltriethoxysilane in Fluorinert™ FC-40 oil (Sigma-Aldrich). The device was then 
placed back at 100°C overnight. 
 For the production of aqueous droplets in oil, two separate solutions were 
prepared: the oil phase and the aqueous phase. The oil phase was prepared mixing seven 
equivalents of hydrofluoroether (HFE) with three equivalents of Pico-Surf™ (5% (w/w) in FC-
40) surfactant (Sphere Fluidics). The aqueous phase was constituted by three solutions: an 
acrylamide solution, an initiator solution, and an enzyme solution containing the linker-
coupled enzyme. The acrylamide solution was prepared as a 9.7% acrylamide (w/w) and 
0.4% bis-acrylamide (w/w) solution in MilliQ. The initiator solution contained 150 mg 2,2′-
azobis(2-methylpropionamidine) dihydrochloride per millilitre. The enzyme solution was 
prepared as a 100 µM enzyme solution (for a final enzyme loading of 8 µM), assuming the 
molecular weights in Supporting Table 4.2 and correcting for the 200 mM potassium 
phosphate buffer the enzymes were in prior to lyophilisation. The aqueous phase was 
composed of 80% acrylamide solution (v/v), 1% initiator solution (v/v), 8% enzyme solution 
(v/v), and 11% MilliQ (v/v). 
 The aqueous droplets in oil were produced utilizing the microfluidic device. Flow 
rates of 900 µL/h for the oil phase and 600 µL/h for the aqueous phase were used for the 
consistent and highly reproducible production of those droplets. To this end, neMESYS 
syringe pumps (CETONI) were employed. The droplets were collected in an Eppendorf 
containing a layer of mineral oil through a tubing connected to the outlet of the device. 
Following droplet collection, the droplets were polymerized by exposure to UV light for 10 
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minutes using a UV lamp at full power. Subsequently, after 10 minutes of resting, the beads 
were washed following a washing procedure. 
 After polymerization under the influence of UV light, a three layer system was 
formed. During the washing procedure, the sample was shaken vigorously using a vortex 
after the addition of every washing solution, and two distinct layers (one of which 
containing the enzymatic polyacrylamide beads) were subsequently separated through 
centrifugation for 3 minutes at 5000 rpm. The top and bottom layer were removed from 
the three-layer system. The remaining middle layer, containing the enzymatic 
polyacrylamide beads, was washed three times using a solution of 20% perfluoro octanol 
(v/v) in HFE and the bottom layer was removed after every washing step. Next, the 
remaining layer was washed three times using a solution of 1% Span 80 (v/v) in hexane and 
the top layer was decanted after every washing step. Lastly, the remaining layer was washed 
three times with 0.1% TRITON 100 (v/v) in MilliQ and the top layer was removed after every 
washing step. The final layer, containing the enzymatic polyacrylamide beads, was 
lyophilized and stored at -20°C until further use. 
We assumed that the enzyme loading of the beads was 8 µM (8% enzyme solution 
of 100 µM in the aqueous phase). On average, the diameter of the beads was 50 µm. Using 
the diameter of the beads and the density of polyacrylamide, we were able to calculate the 
amount of enzyme in nanomoles per milligram lyophilized beads. An average value of 
0.0042 nanomoles per milligram beads was found. 
 
 
4.5.7 Exploration of the enzymatic activity of the individual beads 
 
For each immobilized enzyme under study, a 50 nM stock solution of enzymatic beads was 
prepared. Ten reactions were performed in total, each with a corresponding control 
experiment to which no enzymes nor enzymatic beads were added. The reactions were 
performed in the above denoted buffer at 30°C and under vigorous mixing to ensure a 
homogenous solution of substrates and beads. All reactions were sampled 0, 24, and 96 
hours after the addition of the enzymatic beads to the buffered substrate solution. The 
samples were filtered over a 0.20 µm PVDF membrane to remove the beads from the 
solution, prior to injection of the sample onto a weak anion-exchange column for analysis. 
The control experiments were sampled only once after 96 hours, as they did not contain 
any enzyme nor enzymatic beads, but were also filtered over a 0.20 µm PVDF membrane 
prior to injection onto the weak anion-exchange column for consistency. 
 For the enzymes APRT, XGPRT, and UPRT, a reaction with an initial concentration 
of 100 µM PRPP and 100 µM adenine, guanine, and uracil, respectively, was prepared in 
buffer. To these reactions, the corresponding enzymatic beads were added to a final 
enzyme concentration of 10 nM. The control experiment only contained 100 µM PRPP and 
100 µM adenine, guanine, and uracil, respectively. 
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 For the enzymes AK, GMPK, and UMPK, a reaction with an initial concentration of 
100 µM ATP and 100 µM AMP, GMP, and UMP, respectively, was prepared in buffer. To 
these reactions, the corresponding enzymatic beads were added to a final enzyme 
concentration of 10 nM. The control experiment only contained 100 µM ATP and 100 µM 
AMP, GMP, and UMP, respectively. 
 For the enzyme PK, three reactions with an initial concentration of 100 µM PEP and 
100 µM of either ADP, GDP, and UDP were prepared in buffer. To these reactions, the PK 
beads were added to a final concentration of 10 nM. The control experiments only 
contained 100 µM PEP and 100 µM ADP, GDP, or UDP, respectively. 
 For the enzyme CTPS, a solution containing an initial concentration of 100 µM UTP 
and 100 µM ATP was prepared in buffer. To these reactions, the CTPS beads were added to 




4.5.8 Exploration of the enzymatic activity of the beads as assembled pathway 
 
For all enzymes, a 50 nM stock solution of beads was prepared. Upon the start of the 
reaction, a substrate solution containing PRPP, adenine, guanine, uracil, and PEP in buffer 
was added to an enzymatic bead solution in buffer. The enzymatic beads solution in buffer 
contained all enzymatic beads (APRT, XGPRT, UPRT, AK, GMPK, UMPK, PK, and CTPS) and 
ATP. Immediately after addition, the final reaction contained 100 µM of each substrate 
(PRPP, adenine, guanine, uracil, and PEP), 10 nM of each enzyme and 5 µM ATP. The 
reaction was allowed to proceed at 30°C under vigorous shaking to maintain a homogenous 
solution, and was sampled 0, 24, 96, and 168 hours after the start of the reaction. The 
samples were filtered over a 0.20 µm PVDF membrane to remove the beads from the 
solution, prior to injection of the sample onto a weak anion-exchange column for analysis. 
  




1. Dudley, Q. M., Karim, A. S. & Jewett, M. C. Cell-free metabolic engineering: 
Biomanufacturing beyond the cell. Biotechnol. J. 10, 69–82 (2015). 
2. Welch, P. & Scopes, R. K. Studies on cell-free metabolism: Ethanol production by a 
yeast glycolytic system reconstituted from purified enzymes. J. Biotechnol. 2, 257–
273 (1985). 
3. Hold, C., Billerbeck, S. & Panke, S. Forward design of a complex enzyme cascade 
reaction. Nat. Commun. 7, 1–8 (2016). 
4. Schwander, T., Schada von Borzyskowski, L., Burgener, S., Cortina, N. S. & Erb, T. J. 
A synthetic pathway for the fixation of carbon dioxide in vitro. Science. 354, 900–
904 (2016). 
5. Miller, T. E. et al. Light-powered CO2 fixation in a chloroplast mimic with natural 
and synthetic parts. Science. 368, 649–654 (2020). 
6. Scheffen, M. et al. A new-to-nature carboxylation module to improve natural and 
synthetic CO2 fixation. Nat. Catal. 4, 105–115 (2021). 
7. Valliere, M. A. et al. A cell-free platform for the prenylation of natural products and 
application to cannabinoid production. Nat. Commun. 10, 565 (2019). 
8. Opgenorth, P. H., Korman, T. P. & Bowie, J. U. A synthetic biochemistry module for 
production of bio-based chemicals from glucose. Nat. Chem. Biol. 12, 393–395 
(2016). 
9. Opgenorth, P. H., Korman, T. P., Iancu, L. & Bowie, J. U. A molecular rheostat 
maintains ATP levels to drive a synthetic biochemistry system. Nat. Chem. Biol. 13, 
938–942 (2017). 
10. Korman, T. P., Opgenorth, P. H. & Bowie, J. U. A synthetic biochemistry platform for 
cell free production of monoterpenes from glucose. Nat. Commun. 8, 15526 (2017). 
11. Caschera, F. & Noireaux, V. Integration of biological parts toward the synthesis of a 
minimal cell. Curr. Opin. Chem. Biol. 22, 85–91 (2014). 
12. Foschepoth, D. J. Towards a synthetic metabolism: exploitation of synthetic and 
natural nucleotide synthesis pathways for in vitro gene expression. (Radboud 
University, 2017). 
13. Swameye, I., Muller, T. G., Timmer, J., Sandra, O. & Klingmuller, U. Identification of 
nucleocytoplasmic cycling as a remote sensor in cellular signaling by databased 
modeling. Proc. Natl. Acad. Sci. 100, 1028–1033 (2003). 
14. Oeschger, M. P. & Bessman, M. J. Purification and Properties of Guanylate Kinase 
from Escherichia coli. J. Biol. Chem. 241, 5452–5460 (1966). 
15. Serina, L. et al. Structural Properties of UMP-Kinase from Escherichia coli : 
ModulaXon of Protein Solubility by pH and UTP †. Biochemistry 35, 7003–7011 
(1996). 
16. Ashihara, H., Mitsui, K. & Ukaji, T. A Simple Analysis of Purine and Pyrimidine 
Nucleotides in Plant Cells by High-Performance Liquid Chromatography. Zeitschrift 
für Naturforsch. C 42, 297–299 (1987). 
17. Arthur, P. K., Alvarado, L. J. & Dayie, T. K. Expression, purification and analysis of the 
activity of enzymes from the pentose phosphate pathway. Protein Expr. Purif. 76, 
229–237 (2011). 
Chapter 4 | A synthetic metabolic nucleotide salvage pathway 
122 
18. Shimizu, Y. et al. Cell-free translation reconstituted with purified components. Nat. 
Biotechnol. 19, 751–755 (2001). 
19. von der Saal, W., Anderson, P. M. & Villafranca, J. J. Mechanistic investigations of 
Escherichia coli cytidine-5’-triphosphate synthetase. Detection of an intermediate 
by positional isotope exchange experiments. J. Biol. Chem. 260, 14993–14997 
(1985). 
20. Tolbert, T. J. & Williamson, J. R. Preparation of Specifically Deuterated RNA for NMR 
Studies Using a Combination of Chemical and Enzymatic Synthesis. J. Am. Chem. Soc. 
118, 7929–7940 (1996). 
21. Long, C. W., Levitzki, A. & Koshland, D. E. The Subunit Structure and Subunit 
Interactions of Cytidine Triphosphate Synthetase. J. Biol. Chem. 245, 80–87 (1970). 
22. Levitzki, A. & Koshland, D. E. Negative Cooperativity in Regulatory Enzymes. Proc. 
Natl. Acad. Sci. 62, 1121–1128 (1969). 
23. Long, C. W. & Pardee, A. B. Cytidine Triphosphate Synthetase of Escherichia coli B. 
J. Biol. Chem. 242, 4715–4721 (1967). 
24. Lunn, F. A., MacDonnell, J. E. & Bearne, S. L. Structural Requirements for the 
Activation of Escherichia coli CTP Synthase by the Allosteric Effector GTP Are 
Stringent, but Requirements for Inhibition Are Lax. J. Biol. Chem. 283, 2010–2020 
(2008). 
25. Gábor, A., Villaverde, A. F. & Banga, J. R. Parameter identifiability analysis and 
visualization in large-scale kinetic models of biosystems. BMC Syst. Biol. 11, 54 
(2017). 
26. Raue, A. et al. Structural and practical identifiability analysis of partially observed 
dynamical models by exploiting the profile likelihood. Bioinformatics 25, 1923–1929 
(2009). 
27. Rosen, C. B. & Francis, M. B. Targeting the N terminus for site-selective protein 
modification. Nat. Chem. Biol. 13, 697–705 (2017). 
28. Klein, A. M. et al. Droplet barcoding for single-cell transcriptomics applied to 
embryonic stem cells. Cell 161, 1187–1201 (2015). 
29. Baslé, E., Joubert, N. & Pucheault, M. Protein Chemical Modification on Endogenous 
Amino Acids. Chem. Biol. 17, 213–227 (2010). 
30. Bong, S. M. et al. Structural studies of human brain-type creatine kinase complexed 
with the ADP-Mg2+-NO3−-creatine transition-state analogue complex. FEBS Lett. 
582, 3959–3965 (2008). 
31. Wood, T. The inhibition of pyruvate kinase by ATP. Biochem. Biophys. Res. Commun. 
31, 779–785 (1968). 
32. Boyer, P. D. The inhibition of pyruvate kinase by ATP: A Mg++ buffer system for use 
































The establishment of a synthetic metabolism is one of the key parts in our quest to create 
a route towards synthetic life.1 However, the construction of synthetic metabolic pathways 
that enable the production of essential nutrients from simple substrates in an optimal and 
highly efficient manner poses an enormous challenge. Such pathways involve a great 
number of reactions, catalysed by a similarly great number of enzymes, of which the 
reaction rates need to be sufficiently balanced in order for the pathway to function 
properly.2 The balancing of reaction rates is complicated by ubiquitous factors such as non-
linear reaction kinetics (feedback loops),3 substrate competition effects, and product 
inhibition.4,5 This makes the rational design and optimization of such pathways complicated. 
To this end, obtaining an accurate computational description of the synthetic pathway, in 
which all interactions are mapped, is essential. 
 In the previous chapter, I provided a thorough description of the nucleotide 
salvage module. This module is part of a bigger and more complex synthetic metabolic 
pathway, which was originally described by David Foschepoth.6 The nucleotide salvage 
module consists of eight different enzymes and 10 reactions, which facilitate the conversion 
of phosphoribosyl pyrophosphate (PRPP) and nucleobases (adenine, guanine, and uracil) 
into nucleotide triphosphates (NTPs). Unfortunately, previous experimental observations 
on the synthetic metabolic pathway could not easily be rationally understood or explained. 
Therefore, the aim was to construct a computational model that provides an accurate 
description of the interactions within the pathway and aids a better understanding of its 
dynamics. To this end, the plentiful parameters within this pathway had to be quantified or 
at the very least estimated.  
 Kinetic parameters within a reaction network are typically determined through 
simple batch experiments, in which isolated reactions are being studied.7,8,9,10,11,12,13,14 
However, this method poses some disadvantages. The first and foremost disadvantage is 
that, when studying isolated reactions, hidden interactions or feedback that only appear in 
a fully assembled pathway are easily overlooked. In addition, this method cannot be easily 
scaled up to larger pathways, as the experimental load increases significantly and 
accordingly. Lastly, in the case of the nucleotide salvage module, quantification of 
parameters through batch experiments was limited due to practical restraints. 
Alternatively, this module had to be characterized under out-of-equilibrium conditions, 
which is what will be described in this chapter. 
 Here, we will provide a method for parameter estimation through experimental 
design under out-of-equilibrium conditions. The out-of-equilibrium experiments performed 
in this chapter were developed as a prototype and were intended to test our newly 
developed method prior to optimizing individual components within the nucleotide salvage 
module. During the experiments, the nucleotide salvage module was exposed to pulse 
sequences of substrates, reaction intermediates, and reaction products. These pulse 
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sequences were designed such that maximum information could be obtained from a single 
out-of-equilibrium experiment. Our final goal was to subsequently fit a number of different 
kinetic models to the experimental data to obtain parameter estimations and a 
computational description of the module. 
 
 
5.2 Results and discussion 
 
Computational models can provide a detailed description of reaction networks and 
pathways, and allow us to predict and optimize their dynamic response given a set of initial 
conditions or control parameters. However, such accurate description can be hard to get 
by, especially when we cannot observe all and every species within a network or 
pathway.15,16 If the number of species and parameters by far exceeds the number of control 
parameters and observables, the computational description becomes of a higher order than 
the information that can be extracted from experimental observations. In short, this means 
that a number of parameters becomes non-identifiable, and several different combinations 
of parameter values can accurately describe the experimental observations. Out-of-
equilibrium platforms provide a possible solution to this problem, as more information can 
be extracted from the experimental observations than for classic setups. 
However, due to the high non-linearity and hidden interactions within complex 
reaction networks or pathways, it is hard to intuitively design out-of-equilibrium 
experiments that will enrich the parametrical description of a network or pathway without 
the aid of a computational algorithm. To this end, a method was developed that is able to 
calculate the amount of information that can be obtained from experimental observations 
and that can subsequently optimize an experiment such that this amount of information is 
maximized. Reactions within the network or pathway under study were described using 
ordinary differential equations, in which the concentrations of the observable species are a 
function of the time, the control parameters, and the kinetic parameters.  
The amount of information that one of the observable species carries about a 
kinetic parameter were measured through a Fisher information matrix.17 The determinant 
of this matrix reflects the volume of space wherein to be estimated kinetic parameters vary 
in correlation with one another and could compensate for one another. Thus, the 
determinant describes the area in which at least one parameter is likely non-identifiable, 
and consequently should be as small as possible. Therefore, to obtain maximum 
information about the kinetic parameters from a single out-of-equilibrium experiment, a 
set of control parameter input sequences was optimized such that the Fisher information 
matrix is maximized and its determinant is minimized. 
Figure 5.1 provides a simplified schematic overview of the steps taken in our 
computational approach that estimates model parameters using data of optimally designed 
experiments. The first step involves the design of the most informative out-of-equilibrium 
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experiment based on the Fisher information matrix described above, and includes the 
design of control parameter pulse sequences. Subsequently, once the experiments are 
performed and the experimental data has been retrieved, several different models (ranging 
from simple models to more complex models, which can include substrate competition and 
feedback- or product inhibition) can be fitted to the experimental data. Based on this model 
fit, estimates of the kinetic parameters within the model including their uncertainties can 
be obtained. Typically, this process is repeated a number of times until certain pre-defined 





Figure 5.1 – A simplified schematic overview (full details will be described in the forthcoming thesis of Bob van 
Sluijs) of the steps taken in our computational approach that estimates model parameters using data of 
optimally designed experiments. The first step involves the design of the most informative out-of-equilibrium 
experiment, which often requires pulsing of the control parameters according to a pre-defined sequence. 
Subsequently, the experimental data can be fitted to a number of different models, for which parameter 
estimates (including uncertainties) can be obtained. These two steps are then repeated, until certain pre-defined 
objectives are being met by the computational model. (Figure adapted from Bob van Sluijs). 
 
 
5.2.1 An in silico exploration of parameter estimation through experimental design 
 
A simple computational model was defined for the nucleotide salvage module, which was 
largely based on the earlier model description by David Foschepoth.6 Importantly, the 
previous model relied on fixed values of VMAX, as enzyme concentrations were unknown or 
undefined. By contrast, our experimental approach enabled determination of the enzyme 
concentrations, thus these could be taken into account in the differential equations that 
described the module in the computational model. 
Instead of assuming equilibrium reactions, the reactions within the nucleotide 
salvage module were defined as forward reactions for simplicity. Furthermore, all the 
enzyme-catalysed reactions within the module were defined as bisubstrate reactions 
(provided that NH3, which partakes in the reaction catalysed by CTPS, is in excess and does 
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therefore not affect the reaction rate), and a ping-pong bi-bi mechanism (a type of non-
sequential mechanism) was assumed for all reactions.18,19 Please note that this simple 
model does not yet take substrate competition and product or feedback inhibition into 
account. The generalized rate equation is provided by Equation 5.1. An overview of the 
reaction equations and kcat and KM values is provided in Section 5.5.1. 
 
 
f = YZ[X][7][^][H(^)[7] + [H(7)[^] + [7][^]  (5.1) 
 
 
 To test whether the area in which a parameter is non-identifiable would indeed 
narrow for experiments that make use of our newly developed experimental design 
method, a number of experiments were performed in silico before engaging on performing 
them in practice. First, we assessed the concentration ranges within which the nucleotides 
were likely to be produced. To this end, the kinetic parameters within the model (kcat and 
KM) were sampled within three orders of magnitude from the defined value using Latin 
hypercube sampling, and the response of the nucleotide salvage module was simulated for 
2000 different combinations of parameter sets. 
The model contained two types of control parameters, namely static and dynamic 
ones. The static control parameters described the enzyme concentrations, which were fixed 
for the full duration of an out-of-equilibrium experiment. The dynamic control parameters 
described the substrate concentrations, which could be varied during the duration of the 
experiment according to a pulse sequence. For the simulations, values for both control 
parameters were varied within certain boundaries (2.5 nM to 250 nM for the enzymes, 1 
µM to 100 µM for the substrates). The nucleobases (adenine, guanine, and uracil), PRPP, 
and phosphoenolpyruvate (PEP) were the only substrates that were provided. The 
concentration ranges of the nucleotide mono-, di-, and triphosphates that resulted from 
these simulations, are visualized in Figure 5.2. 
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Figure 5.2 – The concentration ranges of the nucleotide mono-, di-, and triphosphates, which were obtained 
after simulating the outcome of 2000 out-of-equilibrium experiments in which the kinetic parameters and the 
control parameters were sampled within certain pre-defined boundaries. For the simulated out-of-equilibrium 
experiments, a kflow of 1 h-1 was assumed. 
 
 From these results it became immediately apparent that the overall 
concentrations at which the nucleotide mono-, di-, and triphosphates were likely to be 
produced were relatively low (in most cases below a concentration of 10 µM). Thus, this 
foreshadowed impediment of the detection of these nucleotides by the previously 
described (U)HPLC separation and detection method, which performed optimally within a 
nucleotide concentration range of 5 µM to 250 µM. Sadly, loss of observables can 
potentially have drastic consequences for the extent to which estimated parameters can 
compensate for one another, and could thus increase the area within which these 
parameters are non-identifiable. An effect that goes against the aspired effect of our newly 
developed method for experimental design. 
 Next, we explored the effect of applying an optimized pulse sequence of substrates 
to the out-of-equilibrium experiments, as opposed to a constant concentration, on 
decreasing the uncertainty of the parameter estimates in silico. To this end, two datasets 
were created in silico. The first dataset was generated through simulating an experiment in 
which the substrates (again the nucleobases, PRPP, and PEP) were constantly supplied. The 
second dataset was generated through simulating an experiment in which these same 
substrates were applied through a pulse sequence (varying concentrations), which was 
generated by the Fisher information matrix-based algorithm described above. The simple 
computational model was subsequently fitted to these in silico generated datasets from a 
randomized initial starting point. 
In Figure 5.3, a selected subset of the estimated parameter (KM(PK-PEP), kcat(PK), 
KM(UPRT-PRPP), and kcat(UPRT)) quantiles is shown. These quantiles demonstrate that on average, 
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but certainly not in all cases (KM(PK-PEP)), the boundaries within which a parameter is non-
identifiable for the simulated out-of-equilibrium experiments in which a substrate pulse 
sequence was applied (in red) shrunk with approximately 35% in comparison to the 
experiments in which a constant substrate concentration was applied (in blue). It is 
important to note that this does not mean parameters outside the quantiles that yield a 
good model fit do not exist, but the chance becomes smaller as the number of fits increases. 
Thus, this new method could indeed pave the way to more efficiently and more accurately 
estimating parameter values of complex synthetic reaction networks or metabolic 




Figure 5.3 – Comparison of the parameter distributions for a selected number of kinetic parameters, obtained 
after fitting the model to the in silico generated datasets for 250 times, each time starting from a randomly 
generated starting point within a pre-defined parameter space. From left to right and top to bottom, the 
parameter distributions for KM(PK-PEP), kcat(PK), KM(UPRT-PRPP), and kcat(UPRT) are provided. The blue quantiles provide the 
parameter distribution obtained from the simulated experiments to which a constant substrate concentration 
was applied, as a result of which a steady-state was established. The red quantiles provide the parameter 
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5.2.2 Dynamic control parameter sequences as input to out-of-equilibrium 
experiments 
 
In contrast to out-of-equilibrium experimental platforms, experimental batch setups 
contain a finite amount of resources and therefore a reaction network or pathway will 
unavoidably reach chemical equilibrium. The added value of out-of-equilibrium platforms, 
such as microfluidic flow reactors, lies within their inherently dynamic nature, as several 
states of a reaction network or pathway can be screened and their immediate effect can be 
observed within a single experiment. The out-of-equilibrium platform we have worked with 
so far, required a continuous in- and efflux of nutrients, intermediates, reactions products, 
but also of enzymes. 
 Unfortunately, most enzymes of the nucleotide salvage pathway were not 
commercially available. As a matter of fact, six out of the eight enzymes that constitute this 
pathway had to be obtained through a rather laborious in vivo expression and purification 
procedure, meaning their supply was limited. This created some restraints for their usage 
under out-of-equilibrium conditions, as continuous replenishment of these enzymes should 
be avoided. In order to overcome this practical limitation, all eight enzymes of the 
nucleotide salvage pathway were immobilized on micrometre-sized polyacrylamide beads 
and a novel microfluidic flow reactor was employed. The immobilization procedure was 
discussed in detail in the previous chapter. The novel microfluidic flow reactor is depicted 
in Figure 5.4. 
 The reactor is novel thanks to its ability to trap the micrometre-sized 
polyacrylamide beads, which contain the immobilized enzymes, within the reactor through 
the placement of a porous membrane at the in- and outlet of the reactor. Thus, the enzymes 
are proverbially recycled within the reactor, as they can be used for the full duration of the 
out-of-equilibrium experiment, whereas all other reactor contents are continuously 
refreshed and replenished. Additionally, if an experiment with the same set and 
concentrations of enzymes were to be repeated, the reactor containing the same enzymatic 
beads can be reused for another out-of-equilibrium experiment. An in-depth description of 
the microfluidic flow reactor can be found in Section 5.5.2. 
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Figure 5.4 – Image of the novel microfluidic flow reactor in which enzymes immobilized onto micrometre-sized 
polyacrylamide beads can be trapped within the reactor through the use of a porous membrane at the in- and 
outlet of the reactor. The reactor itself consists of two polymethyl methacrylate parts (the base and the reactor), 
to which the in- and outlet PTFE tubing were connected via Luer-lock connectors. A micrometre-sized stirring 
bar was included in the reactor, to ensure continuous and homogenous mixing of the reactor contents. The 
reactor lacks any form of temperature control. 
 
The newly established method for experimental design resulted in a set of three out-of-
equilibrium experiments in which several sets of control parameters were pulsed such that 
the information that could theoretically be extracted from the experimental observations 
was maximized. The control parameters that could be pulsed included PRPP, the 
nucleobases, nucleotide monophosphates (NMPs), nucleotide diphosphates (NDPs), PEP, 
and NTPs. Additionally, the concentration of the enzymatic beads could be controlled within 
experimental constraints (i.e. the maximum fraction of the reactor volume that could be 
occupied by the micrometre-sized polyacrylamide beads), but could not be varied 
throughout the duration of the out-of-equilibrium experiment. Experimental details on the 
out-of-equilibrium experiment are provided in Section 5.5.3. 
 Figure 5.5a provides a schematic overview of the first out-of-equilibrium 
experiment. Here, five different control parameters, namely PRPP, adenine, guanine, uracil, 
and ATP, were dynamically pulsed during the experiment in an attempt to characterize six 
of the enzymatic reactions within the nucleotide salvage pathway. The enzymes under study 
included APRT, XGPRT, and UPRT, which catalyse the conversion of PRPP and the 
nucleobases to nucleotide monophosphates, and AK, GMPK, and UMPK, which catalyse the 
conversion of nucleotide monophosphates to the corresponding nucleotide diphosphates. 
The pulse sequence that was applied to the control parameters, is visualized in Figure 5.5b. 
The enzymatic conversions in response to the control parameter pulse sequences were 
monitored over time through periodic sample collection and (U)HPLC analysis.  As for all 
experiments within the previous and current chapter, the observables were detected at 254 
nm absorbance after separation by weak-anion exchange column chromatography, and 
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include the nucleotide mono-, di-, and triphosphates. The subsequent concentration 
profiles of these components are depicted in Figure 5.5c. 
 Due to the complexity of the applied pulse sequence, which was produced by a 
computational algorithm, and the interactions within the pathway, direct interpretation of 
these concentration profiles is not trivial. A number of simple observations could, 
nevertheless, be made. It is important to state that, during the experiment, a stable inflow 
of 20 µM AMP, GMP, and UMP was provided, as earlier batch experiments had indicated 
that the APRT, XGRPT, and UPRT beads possessed none or only very little enzymatic activity. 
Therefore, a relatively stable low concentration of the nucleotide monophosphates GMP 
and UMP was detected. Barely any signal was detected for the nucleotide diphosphates 
GDP and UDP, although their presence indicates enzymatic activity of the GMPK and UMPK 
beads. The concentration of AMP and ADP does fluctuate significantly over time, as not only 
the related substrate adenine, but also ATP was one of the control parameters that were 
pulsed. No signal was detected for the three nucleotide triphosphates GTP, CTP, and UTP. 
This did not come as a surprise, as the enzymes responsible for the conversion of the 
respective nucleotide diphosphates into these triphosphates were not added to the reactor 
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Figure 5.5 – The first out of three out-of-equilibrium experiments. a) A schematic overview of the experiment in 
which the enzymes and control parameters (substrates) under study are indicated. b) The applied pulse 
sequence of the substrates ATP, adenine, guanine, uracil, and PRPP. c) The concentration profiles of the 
observables (nucleotides) in the reactor over time. 
 
Due to the confirmed lack of enzymatic conversion of PRPP and the nucleobases 
into their corresponding nucleotide monophosphates, the enzymatic APRT, XGPRT, and 
UPRT beads were discarded, as they were considered useless for further use in out-of-
equilibrium experiments before optimization. A schematic overview of the second out-of-
equilibrium experiment is provided by Figure 5.6a. Now, the nucleotide monophosphates 
AMP, GMP, and UMP, as well as ATP, were dynamically pulsed according to the pulse 
sequence depicted in Figure 5.6b. Conversion of the nucleotide monophosphates to their 
respective nucleotide diphosphates, catalysed by the AK, GMPK, and UMPK beads, and 
conversion of these diphosphates into their respective nucleotide triphosphates by the PK 
beads in response to the applied pulse sequence was monitored over time. The 
concentration profiles of the observables are provided by Figure 5.6c. 
 Once more, direct interpretation of those concentration profiles is not self-evident. 
What could be observed, is the obvious lack of production of the nucleotide triphosphates 
GTP, UTP, and CTP during the full duration of the experiment. As indicated in the previous 
chapter, conversion of nucleotide diphosphates into their corresponding triphosphates was 
catalysed by the PK beads, but on a relative long timescale. Perhaps, the retention time of 
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this out-of-equilibrium experiment (kflow of 0.5 h-1) was not sufficient for this enzymatic 
conversion to take place to the extent that product formation could be detected or 
observed. In the previous chapter, it was also hypothesized that ATP, which was one of the 
control parameters that was pulsed at relatively high concentrations during this 
experiment, might act as an inhibitor for the enzyme PK.20,21 Product formation of the 
intermediate nucleotide diphosphates, ADP, GDP, and UDP, was clearly observed during 




Figure 5.6 – The second out of three out-of-equilibrium experiments. a) A schematic overview of the experiment 
in which the enzymes and control parameters (substrates) under study are indicated. b) The applied pulse 
sequence of the substrates AMP, GMP, UMP, and ATP. c) The concentration profiles of the observables 
(nucleotides) in the reactor over time. 
 
Next, for the third and last out-of-equilibrium experiment, the enzymatic activity 
of the AK, GMPK, UMPK, PK, and CTPS beads was explored. A schematic overview of this 
experiment is provided by Figure 5.7a. Here, the concentrations of AMP, GMP, UMP, ATP, 
and PEP were dynamically pulsed according to the pulse sequence as depicted in Figure 
5.7b. Conversion of the nucleotide monophosphates into their respective diphosphates and 
triphosphates was monitored over time, as well as the conversion of UTP to CTP by CTPS. 
Figure 5.7c provides the concentration profiles of the observable nucleotides in response to 
Parameter estimation through experimental design | Chapter 5 
137 
the applied pulse sequence. Note that, for the full duration of the experiment, a continuous 
inflow of 20 µM of ADP, GDP, and UDP was provided as a stimulant for the reactions 
catalysed by the limitedly catalytically active PK beads. 
Unfortunately, the lack of enzymatic activity of the CTPS beads seemed to be 
preserved under out-of-equilibrium conditions, as no detectable amount of CTP was 
produced from UTP. Production of the nucleotide triphosphates GTP and UTP was observed 
to some extent, although the concentrations remained relatively low (below 10 µM), 
indicating reaction conditions are suboptimal for the reaction catalysed by PK beads. 
Conclusions about the catalytic reactions conversing AMP, ADP, and ATP are nearly 
impossible to draw upon manual inspection, as both AMP and ATP were pulsed and ATP is 
involved as substrate in many of the reactions within the pathway. The same holds for the 
nucleotide diphosphates GDP and UDP, as they were consistently provided at low 
concentration and are both a reaction product of GMPK and UMPK, respectively, as well as 
a substrate for PK.  
  
 
Figure 5.7 – The third out of three out-of-equilibrium experiments. a) A schematic overview of the experiment 
in which the enzymes and control parameters (substrates) under study are indicated. b) The applied pulse 
sequence of the substrates AMP, GMP, UMP, ATP, and PEP. c) The concentration profiles of the observables 
(nucleotides) in the reactor over time. 
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Unfortunately, we did not succeed in achieving our initial goal, namely estimating the 
kinetic parameters from fitting a number of different kinetic models to the experimental 
data to obtain an accurate computational description of the nucleotide salvage module. 
Attempts to fit the single, above defined simple computational model to the data failed. 
The inability to observe the response of a number of nucleotides, either due to them being 
limitedly produced or due to complete lack of enzymatic conversion, had a drastic effect on 
the uncertainty of the estimated parameters (compensation for one another). Therefore, 
an unambiguously fit of the model to the data could not be obtained. 
 In order to obtain an accurate computational model for the current, non-
optimized, nucleotide salvage pathway, a significant number of additional out-of-
equilibrium experiments had to be performed such that more information could be 
obtained from the rather limited number of observables. Such experiments would ideally 
also involve a pulse sequence of enzymes, and not merely substrates, as working with fixed 
enzyme concentrations leaves the impact of the enzyme concentration unexplored. In 
addition, measuring the kinetic parameters of a selected number of enzymes individually 
could help reduce the uncertainty in parameter estimation. As this was beyond the scope 
of this thesis, the following paragraphs will provide a number of suggestions for 
improvement and optimization of the current nucleotide salvage pathway. 
 The previous chapter demonstrated that, prior to immobilization of the enzymes 
onto the micrometre-sized polyacrylamide beads, all but one of the eight enzymes from the 
nucleotide salvage module showed enzymatic activity towards their substrate (the 
exception being CTPS). Apparently, this immobilization procedure had significant impact on 
the enzymatic activity of a large subset of the enzymes of the nucleotide salvage pathway. 
Thus, this is perhaps also where the biggest chance for improvement of the enzymatic 
activity lies. 
 A relatively simple way to improve the enzymatic activity of the enzymes 
immobilized onto the polyacrylamide beads involves increasing the enzyme loading of the 
beads. Up to now, we have used a standard loading of approximately 8 µM (described in 
Section 4.5.6) for every enzyme. However, especially for the enzymes that have now proven 
limitedly active (e.g. PK), such an increase in loading might improve the overall enzymatic 
activity of the beads and thereby their potential to partake in the module as a whole. In 
addition, the lyophilisation procedure might have had an impact on the enzymatic activity, 
as the removal of water can result in denaturation of the enzymes.22 Thus, it could be worth 
looking into adding cryoprotectants, such as certain carbohydrates, to the enzyme solution 
before lyophilisation.23 
 We had very little control over which and how many lysine residues within the 
enzymes were modified through coupling to the linker. Modifications near the enzymatic 
active site might be at the core of the observed loss of activity, be it partial or complete. In 
addition, the same holds when coupling of multiple linkers to several lysine residues 
resulted in a physical strain on the tertiary structure of the enzyme upon co-polymerization 
Parameter estimation through experimental design | Chapter 5 
139 
to the beads. Therefore, it might be valuable to consider the use of different linkers or 
different coupling strategies, suited to the features of a specific enzyme (i.e. the amino acid 
sequence of pyruvate kinase contains 37 lysine residues, thus an amine-selective coupling 
strategy might not be the most specific one). 
In addition, a strategy in which the micrometre-sized polyacrylamide beads are 
produced prior to co-polymerization of the enzymes onto the beads can prove helpful for 
preservation of enzymatic activity. This strategy is less labour intensive and, more 
importantly, might reduce the steric hindrance and physical strain introduced when co-
polymerizing the enzymes to the beads. We hypothesize that, when the beads are 
polymerized prior to co-polymerization of the linker-coupled enzymes, it becomes unlikely 
that two linkers coupled to the same enzyme co-polymerize to the bead such that the 
enzyme will lose its tertiary structure due to physical strain, as the second coupling site 
might not be in close proximity for a reaction to occur. 
Alternative suggestions for improvement include the use of different enzymes with 
the same or a similar function (i.e. from a different organism) in the hope that they possess 
different features (e.g. faster kinetics, higher stability) or the use of multiple coupled out-
of-equilibrium platforms. The latter, which would involve coupling two or more microfluidic 
flow reactors, could make reactions that are incompatible with each other under similar 
conditions compatible in a sequence of different reaction conditions (in which every reactor 
has its own set of conditions). An example includes the use of different refresh rates for 
subsequently coupled reactions, such that the reactions in each reactor can take place on a 





To summarize, our goal as stated at the beginning of this chapter was to provide a method 
for parameter estimation through experimental design under out-of-equilibrium 
conditions. An in silico demonstration proved that this experimental design could indeed 
contribute to a more efficient and more accurate parameter estimation procedure, as it 
significantly reduced the uncertainty or the area in which a parameter is unidentifiable. A 
novel out-of-equilibrium experimental platform was employed to perform a set of three 
out-of-equilibrium experiments using different combinations of the immobilized enzymes 
of the nucleotide salvage module. Pulse sequences of reaction substrates, intermediates, 
and products, which were generated by a computational algorithm such that maximum 
information about the kinetic parameters of the nucleotide salvage module could be 
obtained from a single experiment, were applied. The dynamic response to the module to 
these pulse sequences was monitored in time through periodic sample collection and 
analysis of these samples by weak-anion exchange column chromatography. Unfortunately, 
a sensible and unambiguous fit of even the simple model to the experimental data could 
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not be obtained, as the inability to observe the response of a number of nucleotides (either 
due to low concentrations or to a lack of enzymatic activity) increased the uncertainty of 
the parameter estimates to an extent that they could not be determined. However, despite 
these disappointing experimental results, I do still believe that the in this chapter described 
method for parameter estimation through experimental design has the potential to 
facilitate characterization of synthetic reaction networks and metabolic pathways. The 
method can be further expanded utilizing the ability to fit several different models ranging 
from simple to complex (i.e. including processes such as substrate competition, feedback 
and product inhibition) to the experimental data. This will provide an improved mechanistic 
inside of these synthetic reaction networks and metabolic pathways, as the kinetic 
parameters of such networks and pathways are at the basis of their response dynamics. I 
therefore believe this method is an important asset for building bigger and more complex 
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5.5 Experimental section 
 
5.5.1 Reaction equations and parameter values 
 
The reaction equations of the enzyme-catalysed reactions described by the simple 
computational model are provided below. 
 
PRPP + adenine  AMP + PPi  (catalysed by APRT) 
PRPP + guanine  GMP + PPi  (catalysed by XGPRT) 
PRPP + adenine  AMP + PPi  (catalysed by UPRT) 
AMP + ATP  ADP + ADP   (catalysed by AK) 
GMP + ATP  GDP + ADP  (catalysed by GMPK) 
UMP + ATP  UDP + ADP  (catalysed by UMPK) 
ADP + PEP  ATP + Pyruvate  (catalysed by PK) 
GDP + PEP  GTP + Pyruvate  (catalysed by PK) 
UDP + PEP  UTP + Pyruvate  (catalysed by PK) 
UTP + ATP + NH3  CTP + ADP  (catalysed by CTPS) 
 
For the reaction catalysed by CTPS, NH3 was not taken into account in the rate equations, 
as it was always present in over a 10-fold excess. The parameter values for KM were directly 
retrieved from reference 6, and are listed below. The kcat values were chosen at 100 h-1. 
 
KM(APRT-PRPP)  = 10 µM 
KM(APRT-adenine)  = 1.3 µM  
KM(XGPRT-PRPP)  = 139 µM 
KM(XGPRT-guanine)  = 0.43 µM 
KM(UPRT-PRPP)  = 58 µM 
KM(UPRT-uracil)  = 0.35 µM 
KM(AK-AMP)  = 120 µM 
KM(AK-ATP)  = 60 µM  
KM(GMPK-GMP)  = 120 µM 
KM(GMPK-ATP)  = 6 µM 
KM(UMPK-UMP)  = 43 µM 
KM(UMPK-ATP)  = 120 µM 
KM(PK-PEP)  = 79.7 µM 
KM(PK-ADP)  = 197 µM 
KM(PK-GDP)  = 809 µM 
KM(PK-UDP)  = 2660 µM 
KM(CTPS-UTP)  = 54 µM 
KM(CTPS-ATP)  = 71 µM 
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5.5.2 Out-of-equilibrium platform 
 
The out-of-equilibrium platform of choice was a microfluidic flow reactor made out of 
polymethyl methacrylate. The flow reactor, which had a reactor volume of 100 µL, was 
assembled by combining a flat base with a top that contains the reactor cavity. The two 
parts were sealed airtight by a rubber band, after inclusion of a µm-sized magnetic stirring 
bar within the reactor cavity. The reactor was reusable and could be assembled and 
disassembled numerous times for thorough cleaning in between experiments. PTFE tubings 
with an inner diameter of 0.56 mm were connected as inlet and outlet through a Luer-lock 
connector. A picture of the reactor parts is shown in Supporting Figure 5.1. Prior to 
connecting the inlet and outlet, the enzymatic beads were loaded into the reactor and a 
porous membrane (Whatman® Nuclepore™ Track-Etched membrane, polycarbonate) with 
a pore size of 5.0 µm was cut to size and placed in between the reactor and the inlet and 
outlet. The inlet tubing was, via a junction, connected to a varying number of Hamilton® 
GASTIGHT® syringes that contained the substrate solutions. Those syringes, and thus the 
inflow of reagents into the reactor, were controlled by neMESYS syringe pumps (CETONI).  
 
Supporting Figure 5.1 – Picture of the separate parts of a disassembled microfluidic flow reactor.  
 
 
5.5.3 Microfluidic flow experiments 
 
A set of three different flow experiments were performed, using the microfluidic flow 
reactor described in Section 5.5.1. Supporting Table 5.1 provides an overview of the 
enzymatic beads used per flow experiment, as well as an overview of the substrate solutions 
in the syringes. The buffer used for these flow experiments had a pH of 7.3 and was 
composed of 5 mM potassium phosphate, 95 mM potassium glutamate, 9 mM magnesium 
acetate, 5 mM ammonium chloride, 0.5 mM calcium chloride, 1 mM spermidine, 8 mM 
putrescine, 1 mM DTT, and 10 mM creatine phosphate. After preparation of the buffer, 1 
unit inorganic pyrophosphatase from E. coli (Sigma-Aldrich) was added per millilitre buffer. 
For the enzymatic beads, a 50 µM stock solution in the above mentioned buffer was 
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prepared. For the first experiment, a kflow of 0.75 per hour was used (75 µL/h) and a sample 
was collected every 30 minutes. For the second and third experiment, a kflow 0.5 per hour 
was used (50 µL/h) and a sample was collected every 45 minutes. Samples were collected 
using a Bio-Rad Model 2110 Fraction Collector. The samples were dried and subsequently 
dissolved in 37.5 µL milliQ. The samples were filtered over a 0.20 µm PVDF membrane, prior 
to injection of the sample onto a weak-anion exchange column for analysis. The experiment 
was performed at room temperature, as the microfluidic flow reactor of choice lacked any 
form of temperature control. 
 
Supporting Table 5.1 – An overview of the enzymatic beads and the concentrations in which they were used per 
flow experiment, followed by an overview of the substrates and their respective concentrations per syringe. 
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6.1 To summarize and conclude 
 
Life comes about through a vast assembly of molecules and catalysts, which are self-
assembled into functional reaction networks.1 These reaction networks can account for a 
plethora of different network dynamics, such as oscillations, bistability, and adaptation.2,3 
The total sum of these reaction networks enables a cell to process information, sustain 
metabolism, and compartmentalize molecules.4 In short, the total sum of these reaction 
networks enables a cell to be alive. 
 In recent years, scientists have successfully attempted to capture the remarkable 
capabilities of living systems in a synthetic framework.5,6 This has been approached through, 
broadly speaking, two different strategies: the top-down approach and the bottom-up 
approach. As I believe that building life from scratch will teach us more about what it means 
to be alive than stripping down something we know to be alive, the focus in this thesis has 
been on the bottom-up approach. 
 More specifically, this thesis focused on the bottom-up construction of synthetic 
reaction networks based on enzymes, enzymatic reactions, and small molecular substrates. 
In Chapter 2, we constructed an adaptive synthetic reaction network, which was able to 
generate a pulse-like output in response to a persistent input. We demonstrated how the 
shape of the response was influenced by a number of control parameters, and eventually 
obtained a number of optimal responses. Chapter 3 highlighted a hidden network motif 
within this exact same reaction network, which was the result of substrate competition 
rather than of direct interactions such as activation and repression. This chapter provided a 
proof-of-principle as to how reaction networks encode information through alternative 
mechanisms, and thereby give rise to emergent behaviour. 
 Subsequently, the focus shifted from the bottom-up construction of relatively 
small synthetic reaction networks to bigger and more complex synthetic metabolic 
pathways. To this end, Chapter 4 described a previously developed synthetic metabolic 
pathway. As the reaction dynamics of the pathway as a whole were too complex to 
comprehend, we zoomed in on one particular module. This module, responsible for the 
conversion of nucleobases into nucleotide triphosphates (the resource for gene 
expression), was studied in detail in both Chapter 4 and Chapter 5. In addition, Chapter 5 
introduced a new method for parameter estimation through experimental design under 
out-of-equilibrium conditions. 
 In conclusion, this thesis demonstrated that the bottom-up construction of 
synthetic reaction networks and synthetic metabolic pathways can be successful and has 
the potential to teach us something about natural reaction networks, the way they encode 
information, their kinetics and emergent behaviours, and eventually perhaps about life 
itself. However, this thesis has also demonstrated that the bottom-up construction of 
reaction networks still poses plenty of challenges. One of these challenges, especially when 
working with enzymes, involves overcoming the limitations of the natural properties (e.g. 
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activity, specificity, kinetic features) that biochemical building blocks possess. Another 
challenge, in parallel to the first one, is to develop a method that combines computational 




6.2 A way forward 
 
For millions of years, nature has found solutions to problems of survival through the 
combination of evolution and natural selection. Similarly, humans, and especially scientists, 
have been finding solutions to problems of usability and fitness of proteins and enzymes 
through modification and engineering. To this end, a very powerful technique called 
directed evolution was developed, and its success was first demonstrated in 1993.7 In 2018, 
this success was confirmed by the Nobel Prize in Chemistry for Frances H. Arnold, the 
scientist who is at the foundation of this technique.8 
 Enzymatic activity or function can be immensely affected by very small changes in 
structure or chemical properties of an enzyme. Up to this day, we lack a detailed 
understanding of the relationship between enzyme structure and function. Therefore, 
rationally predicting amino acid sequences or changing an amino acid sequence such that a 
specific enzymatic behaviour is obtained (site-specific mutagenesis), remains challenging.9 
As it turns out, it is much easier to damage an enzyme than to improve one, especially taking 
all traits into account (e.g. specificity, activity).10 It has even been demonstrated that 
mutations that have barely any effect on the native activity or function of an enzyme, are 
the best starting point for the generation of a promiscuous function.11 
Enzymes can, however, rather easily adapt their behaviour and function under the 
pressure of selection. Directed evolution exploits this feature through iterative rounds of 
mutation and selection, which is schematically depicted in Figure 6.1, thereby generating 
enzymes with new functionalities or enzymes with preserved function that can withstand 
new environments.9 Impressively, the combination of directed evolution with a 
computational approach has even led to the generation of enzymatic activity from a parent 
protein that was catalytically inert, and to the design of enzymes that could catalyse 
reactions to which no natural biocatalysts were available or known.12,13 
 
 




Figure 6.1 – The pipeline of directed evolution. With a specific protein function in mind, a parent protein or a set 
of parent proteins with related function is/are selected. The genetic sequence of this parent protein, chosen on 
the basis of proximity and evolvability, is subsequently mutated. Mutations can be incorporated randomly, semi-
rational (on the basis of functional or structural information), or through recombination. This results in the 
generation of a sequence library, of which the fittest mutants are selected through screening or artificial 
selection. The fittest sequence(s) becomes the parent sequence in the next round of mutations, and this process 
can be repeated until satisfactory results are obtained. (Figure adapted from ref. 9). 
 
 Unfortunately, current strategies for building synthetic reaction networks and 
metabolic pathways often limit themselves to the biological function of enzymes, which are 
essential biological building blocks, and consequently to the natural structures of 
pathways.14 Protein design through directed evolution could significantly contribute to 
these strategies, as the goal is to generate enzymes which have novel functionality, are 
highly efficient, or both. This was demonstrated in a recent study, where directed evolution 
was applied for the successful bottom-up construction of a synthetic metabolic pathway 
that is unknown to nature.15 Next, I will provide a number of concrete examples, to illustrate 
how directed evolution hypothetically could have contributed to the construction of the 
reaction networks and metabolic pathways that were described in this thesis. 
 In Chapter 2 and Chapter 3, a synthetic enzymatic reaction network that relies on 
the enzymatic activities of the enzymes trypsin and α-chymotrypsinogen was described. In 
both chapters, the bottleneck to expand or experimentally demonstrate certain network 
responses was the limited solubility of the substrate Z-Phe-Arg-AMC, which is a key 
component in this reaction network. In Chapter 2, in silico studies demonstrated (data not 
shown) that the adaptive enzymatic reaction network was capable of generating a second 
and even a third pulse-like response to a step-wise increase in trypsin input, at 
concentrations of Z-Phe-Arg-AMC that exceeded its solubility in aqueous solutions. Such a 
response is schematically depicted in Figure 6.2, and was not experimentally feasible as 
there was not enough residual Z-Phe-Arg-AMC left for the generation of a second pulse-like 
response after the first one. In Chapter 3, the parameter space within which, according to 
computational simulations, the network would have demonstrated bistable and 
ultrasensitive responses could not be experimentally accessed due to this same limited 
solubility. I envision that directed evolution could have contributed to these chapters in two 
possible ways. Either through evolving the enzymes trypsin and α-chymotrypsin such that 
their natural activity is preserved in organic solvents such as DMSO (thereby enabling higher 
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maximum solubility of Z-Phe-Arg-AMC), or through improving the catalytic efficiency of α-
chymotrypsinogen for cleavage of one of the alternative, more soluble, substrates studied 
in Chapter 3. 
 In Chapter 4 and Chapter 5, we described the apparent discrepancy between the 
catalytic efficiencies of the enzymes within the several subsequent layers of the nucleotide 
salvage module. The enzyme pyruvate kinase, for example, which catalyses the conversion 
of nucleotide diphosphates to nucleotide triphosphates, operated at a significantly longer 
timescale than the enzymes responsible for the conversion the nucleotide monophosphates 
to nucleotide diphosphates. I believe that directed evolution has the potential to tune the 
activities of the different enzymes within the synthetic metabolic pathway such that they 
have a higher compatibility and enable the pathway to function as a whole. In addition, I 
believe that directed evolution could contribute to increasing the robustness of certain 
enzymes through stabilizing them such that they preserve enzymatic activity under a wide 
variety of experimental conditions (e.g. free or immobilized, presence of other enzymes, 
substrates, and reaction products). 
 All in all, I think the time has come to utilize the evolutionary potential of nature 
for the development of novel enzymes and catalysed reactions, which can ultimately 
facilitate the construction of highly efficient synthetic reaction networks and metabolic 
pathways. We do not longer need to wish for an enzyme to do as we please, instead we 
have the power to make it do as we please (within certain constraints). Therefore, in my 
opinion, it is time to combine the two worlds of the bottom-up construction of synthetic 
reaction networks and directed evolution into one. 
 
 
Figure 6.2 – A schematic depiction of a second and third pulse-like adaptive output, in response to a second and 
third step-wise increase in input. Such responses were obtained in silico for the adaptive enzymatic reaction 
network described in Chapter 2, at a concentration of Z-Phe-Arg-AMC that was not experimentally feasible. 
During the described experiments, the concentration of Z-Phe-Arg-AMC was relatively low and therefore, after 
the first pulse-like output upon steady-state establishment, there was not enough residual Z-Phe-Arg-AMC 
available for the generation of a second pulse-like output. 
 
Although directed evolution of enzymes could make a significant contribution, I believe that 
it cannot pave the way towards the bottom-up construction of synthetic life on its own. 
Additionally, we need to succeed in rendering various synthetic reaction networks or 
metabolic pathways to function compatibly under the same reaction conditions (i.e. within 
the same compartment), and sustain function over prolonged periods of time.16  
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Unfortunately, up to this day we still lack a detailed and thorough understanding 
of how to construct reaction networks and metabolic pathways beyond the use of relatively 
simple and small network motifs. Although we have succeeded in tuning the dynamic 
behaviour of a limited number of synthetic reaction networks and metabolic pathways,17,18 
we have not yet been able to generate dynamic network behaviours that meet a number of 
pre-set requirements. To this end, the in silico generation of de novo networks might be of 
interest. 
 Here, the concept of reverse engineering synthetic reaction networks and 
metabolic pathways might come into play. In contrast to forward engineering, where we 
apply guidelines to work towards a desired behaviour or outcome, reverse engineering is 
based on automated design and uses this desired behaviour or outcome as a starting point. 
It facilitates the systematic exploration of the design space and attempts to find novel 
network or pathway topologies.19 Whereas forward engineering can be relatively easily 
applied to smaller reaction networks, such as the ones based on simple network motifs 
described in this thesis, reverse engineering is of special interest to the development of less 
intuitive and more complex and elaborate networks and pathways that perform a desired 
functionality.20 
 Reverse engineering proceeds via a pipeline, which is schematically depicted in 
Figure 6.3. First, a pre-defined topology-parameter space is searched for circuits 
(combinations of topologies and parameters) that fulfil a certain criterion (i.e. desired 
behaviour or outcome). Similarly to the pipeline of directed evolution of enzymes, here an 
algorithm is employed to find varieties to the initial circuits and score them on the basis of 
one criterion or a set of criteria (optimal trade-off solutions). A number of fittest circuits is 
subsequently selected to form the basis from which new circuit variants can be explored. 
This optimization procedure is repeated for a fixed number of times or until the initial 





Figure 6.3 – The pipeline of reverse engineering. With a specific criterion or set of criteria in mind (i.e. desired 
network behaviour), a pre-defined topology-parameter space is screened to find an initial set of parent circuits. 
These circuits are subsequently diversified and scored on the basis of a number of selection criteria, which are 
pre-defined. The fittest circuits are selected and exposed to another round of diversification. This process is 
repeated for a fixed number of times or until the initial requirements for the circuit are met. Reverse engineering 
might contribute to the unravelling of non-intuitive network topologies that perform a desired functionality. 
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 In conclusion, I believe that a way forward towards the bottom-up construction of 
synthetic life combines current strategies with directed evolution of enzymes and reverse 
engineering of synthetic network and pathway topologies. Hopefully, this will enable 
scientists to obtain a better and more thorough understanding of the processes that govern 
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Research data management 
 
 
This thesis research has been carried out in accordance with the research data management 
policy of the Institute for Molecules and Materials (IMM) of Radboud University, The 
Netherlands.* 
 
All the data generated in this thesis is stored on the server maintained by CNCZ, Radboud 




































Life, through the eyes of a chemist, can be described as a vast assembly of (bio)molecules 
operating far-from-equilibrium. These molecules are assembled in reaction networks, 
which can comprise immense numbers of individual components that are all organized in 
space and time. Despite this seemingly simple description, the complexity behind this 
organization of molecules within networks makes life difficult to comprehend. The 
questions ‘what defines life?’ and ‘what is life?’ cannot be answered within one thesis or 
even several theses, as a good number of PhD students in this field have demonstrated 
before me. 
 
The research presented in this thesis follows a bottom-up approach, in which we try to 
increase our knowledge about life by building it from scratch. We aim for a modular and 
systematic assembly of functional biochemical systems, in the hope that it will teach us 
something about how molecules can work together to achieve complex behaviour and 
eventually display (some of) the characteristics of life. To this end, we follow a set of design 
rules that encompass abstract descriptions of reaction networks and the interactions 
between the molecules within them. Chapter 1 aims to provide an overview of the state-
of-the-art research that has been performed within this field up to this moment. 
 
We applied the above-mentioned set of design rules to construct an enzymatic network 
capable of adaptation, which is described in detail in Chapter 2. Adaptation allows living 
systems to literally adapt to changes in the environment, and it can be found on several 
different levels (ecosystems, neurological systems, cellular systems). Here, adaptation is 
defined as the ability of a network to respond to a stimulus at first, but to reset to pre-
stimulus conditions once the stimulus persists (producing a temporal output). Such a 
response was achieved experimentally through combining kinetic studies with a 
computational approach, making use of a network designed with the enzyme trypsin, the 
pro-enzyme α-chymotrypsinogen, and a fluorogenic substrate as its core components. 
 
The same network was used in Chapter 3 to demonstrate substrate competition-driven 
emergent behaviour. Here, we explored a hidden layer of complexity as a result of substrate 
competition-effects. The pro-enzyme α-chymotrypsinogen and the fluorogenic substrate 
are both substrates competing for enzymatic cleavage by trypsin. Subsequently, cleaved 
and activated (by trypsin) α-chymotrypsinogen results in α-chymotrypsin, an enzyme that 
in turn can compete with trypsin for enzymatic cleavage of the fluorogenic substrate. The 
combination of these two competition terms results in a concealed positive feedback loop, 
the effects of which were further explored both computationally and experimentally. 
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The research described in Chapter 4 and Chapter 5 encompasses a completely different 
kind of network. Here, we studied a pre-established metabolic pathway making use of 
enzymes which partially had to be prepared in-house. To reduce the level of complexity and 
obtain a better understanding of the pathway as a whole, the pathway was split into three 
separate modules. We decided to first focus on the nucleotide salvage module, which is 
responsible for the generation of nucleotide triphosphates: the building blocks essential to 
gene expression. In order to study this pathway under more realistic, out-of-equilibrium, 
conditions, the enzymes from this module had to be immobilized on micrometre-sized 
polyacrylamide beads. The observed enzymatic activities after immobilization were 
ambiguous. Though several ways in which to improve these activities were proposed, it was 
imperative to first test the enzymatic module experimentally under out-of-equilibrium 
conditions. Our goal was to obtain an accurate description of the module through the 
combination of experimental design and model optimization. Even though this goal could, 
unfortunately, not be achieved within the scope of this thesis, a promising method that has 
the potential to facilitate the characterization and understanding of reaction networks and 
metabolic pathways was presented here. 
 
Finally, Chapter 6 provides the reader with some general conclusions that could be drawn 
from the research described in this thesis, as well as my personal perspective on how to 
move this research forward. 
 





Het leven kan, door de ogen van een chemicus, worden omschreven als een grote 
verzameling van (bio)moleculen die werkt bij condities ver weg van chemisch evenwicht. 
Deze moleculen zijn verzameld in reactienetwerken. Deze netwerken kunnen een enorm 
aantal individuele componenten omvatten die één voor één ruimtelijk en in de tijd 
georganiseerd zijn. Ondanks deze ogenschijnlijke simpele omschrijving, maakt de 
complexiteit die schuilgaat achter deze organisatie van moleculen het leven als iets wat 
moeilijk te bevatten is. De vragen ‘wat definieert het leven?’ en ‘wat is leven?’ kunnen niet 
worden beantwoord binnen een of meerdere proefschriften, wat wordt onderschreven 
door het significante aantal promovendi dat mij is voorgegaan in dit onderzoeksveld.  
 
Het onderzoek dat in dit proefschrift wordt beschreven volgt de zogenaamde van-de-grond-
af-aanpak (‘bottom-up’). Dat betekent dat we kennis proberen te vergaren over hoe het 
leven werkt door het zelf te bouwen. Hopelijk leert dit ons iets over hoe moleculen 
samenwerken om tot complex gedrag en uiteindelijk zelfs tot de karakteristieken van 
levende organismen te komen. Om dit doel te bereiken, volgen we een aantal regels die 
bestaan uit abstracte omschrijvingen van reactienetwerken en van de interacties tussen de 
moleculen in deze netwerken. In Hoofdstuk 1 wordt een overzicht gegeven van hoogstaand, 
recentelijk onderzoek binnen dit veld. 
 
Bovenstaande set aan regels werd toegepast om een adaptief enzymatisch netwerk te 
bouwen, dat in detail omschreven wordt in Hoofdstuk 2. Enzymen zijn eiwitten die een 
chemische reactie kunnen versnellen. Adaptatie staat levende organismen toe om zichzelf 
voortdurend aan te passen aan veranderingen in de omgeving. We kunnen adaptatie dan 
ook op verschillende niveaus (ecosystemen, neurologische circuits, cellulaire systemen) 
terugvinden. In dit proefschrift wordt adaptatie gedefinieerd als de eigenschap van een 
netwerk om op een stimulus te reageren, maar om weer terug te gaan naar pre-stimulus 
condities zodra de stimulus voor langere tijd aanhoudt. Zo’n reactie kon experimenteel 
worden verkregen door gebruik te maken van de combinatie van kinetische studies met een 
computationele aanpak. Hiervoor werd gebruik gemaakt van een netwerk gebaseerd op het 
enzym trypsine, het pro-enzym α-chymotrypsinogeen, en een fluorogeen substraat. 
 
Ditzelfde netwerk werd gebruikt voor het onderzoek beschreven in Hoofdstuk 3, waarin 
competitie-gedreven gedrag werd onderzocht. Hier keken we naar een verborgen laag aan 
complexiteit, die werd veroorzaakt door competitie tussen substraten en enzymen in het 
netwerk. Het pro-enzym α-chymotrypsinogeen kan namelijk de competitie aangaan voor 
het enzym trypsine met het fluorogeen substraat. Door trypsine geactiveerd α-
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chymotrypsinogeen, α-chymotrypsine, kan vervolgens op zijn beurt weer de competitie 
aangaan met trypsine voor het fluorogeen substraat. De combinatie van deze twee 
competitie effecten leidt tot een verborgen positieve terugkoppeling in het netwerk. De 
invloed hiervan op het netwerk in zijn geheel werd zowel experimenteel als computationeel 
onderzocht. 
 
Het onderzoek dat wordt beschreven in Hoofdstuk 4 en Hoofdstuk 5 omvat een compleet 
andersoortig netwerk. Hier bestudeerden we een al eerder vastgesteld metabole netwerk, 
gebruikmakend van enzymen die we gedeeltelijk zelf hebben geproduceerd. Om de 
complexiteit van dit netwerk enigszins te reduceren en om een beter begrip te krijgen van 
het functioneren van het netwerk als geheel, besloten we om het netwerk op te splitsen in 
drie modules. Allereerst legden we onze focus op de module die verantwoordelijk is voor 
het produceren van nucleotide trifosfaten. Dit zijn de bouwstenen van ons DNA en RNA, en 
deze zijn daarom essentieel in het proces van genexpressie. Om deze module onder 
realistische omstandigheden, ver weg van chemisch evenwicht, te kunnen bestuderen, 
zagen we ons genoodzaakt de enzymen te koppelen aan zeer kleine (één honderdste 
millimeter) bolletjes. De activiteit van deze enzymen was na koppeling soms dubbelzinnig. 
Desalniettemin besloten we om de metabole module experimenteel te testen. Ons 
uiteindelijke doel was het verkrijgen van een accurate omschrijving van de module door een 
combinatie van experimenteel ontwerp en optimalisatie van een computationeel model. 
Ook al kon dit doel helaas niet worden verwezenlijkt binnen de strekking van dit 
proefschrift, we hebben wel een veelbelovende methode omschreven die de potentie heeft 
bij te dragen aan de karakterisatie en het begrijpen van reactienetwerken en metabole 
netwerken. 
 
Tot slot wordt in Hoofdstuk 6 een aantal algemene conclusies getrokken met betrekking tot 
het werk zoals omschreven in dit proefschrift. Ook geef ik in dit hoofdstuk mijn persoonlijke 
kijk op de toekomst van dit onderzoeksveld. 
 





To pursue a PhD degree is anything but a pleasurable experience. It is four years (or more if 
you are unlucky) of hard work, dealing with setbacks, and trying to fight Murphy’s law (if 
anything can go wrong, it will). Towards the end, you will look back at how it all started and 
find that you have learned and grown quite a lot over the years, not only scientifically and 
professionally, but also personally. When I come to think of it, pursuing a PhD is actually 
very much like life itself. Perhaps, with that, I have answered the question ‘what is life?’ 
during my PhD after all (just not on the molecular level). Thankfully, and again similarly to 
life itself, there is a number of people that make the journey more enjoyable and reaching 
the end worthwhile. I would like to express my sincere gratitude to those. 
 
Wilhelm, je mag je Limburgse accent dan wel zijn kwijtgeraakt in Leiden, ik weet dat je het 
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mich óngerhawf jaor geleje nog lestig veursjtèlle, meh hiej sjtaon veer danne. Bedank veur 
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jaren om verschillende redenen niet de gemakkelijkste geweest, maar ik ben dankbaar voor 
alles wat ik geleerd heb gedurende mijn tijd als promovenda. Bedankt dat jij me de ruimte 
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