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Abstract- Multiuser resource allocation has recently been recognized as an effective methodology for 
enhancing the power and spectrum efficiency in OFDM (orthogonal frequency division multiplexing) 
systems.  It is, however, not directly applicable to current packet-switched networks, because (1) most 
existing packet-scheduling schemes are based on a single-server model and do not serve multiple users at 
the same time; and (2) the conventional separate design of MAC (medium access control) packet scheduling 
and PHY (physical) resource allocation yields inefficient resource utilization. In this paper, we propose a 
cross-layer resource allocation algorithm based on a novel multi-server scheduling framework to achieve 
overall high system power efficiency in packet-switched OFDM networks. Our contribution is four fold. 
First, we propose and analyze a MPGPS (multi-server packetized general processor sharing) service 
discipline that serves multiple users at the same time and facilitates multiuser resource allocation. Second, 
we present a MPGPS-based joint MAC-PHY resource allocation scheme that incorporates packet 
scheduling, subcarrier allocation, and power allocation in an integrated framework. Third, by investigating 
the fundamental tradeoff between multiuser-diversity gain and queuing performance, we present an A-
MPGPS (adaptive MPGPS) service discipline that strikes an optimal balance between power efficiency and 
queuing performance. Finally, we extend MPGPS to an O-MPGPS (opportunistic MPGPS) service 
discipline to further enhance the resource utilization efficiency. Through analysis, we prove that the 
proposed MPGPS, A-MPGPS, and O-MPGPS schemes can serve users in a way that approximates the ideal 
GPS (general processor sharing) service discipline, and hence guarantee QoS and fairness. Through 
simulations, we show that the MPGPS-, A-MPGPS-, and O-MPGPS-based cross-layer resource allocation 
algorithms significantly enhance system power efficiency compared to conventional resource allocation 
schemes.  
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I. INTRODUCTION 
The explosive growth in the deployment of wireless networks is expected to generate a tremendous 
increase in the demand for already scarce radio resources such as spectrum and energy. It is therefore 
essential to achieve efficient resource utilization in future broadband wireless networks. As one of the 
prime air interfaces for future broadband wireless networks, OFDM (orthogonal frequency division 
multiplexing) is well known for its flexibility of allowing single- and multi-user adaptive resource 
allocation to significantly enhance the efficiency of resource utilization [1-4]. In particular, OFDM 
multiuser resource allocation takes advantage of system diversities in the time, frequency, and user 
domains through dynamic allocation of subcarrier, rate, and power. Originally designed for cellular 
systems, most existing multiuser resource allocation schemes ignore the randomness in packet arrival 
and assume that the buffers are always infinitely backlogged [1-4]. As a result, they fail to 
appropriately allocate resources in wireless networks where traffic arrives in a random manner. For 
example, the PHY (physical) layer may allocate subcarriers and power to a user who has very little 
traffic in its queue. This causes a waste of resource. Moreover, the current algorithms usually assume a 
bit-by-bit scheduling, and hence are not directly applicable to packet-switched networks, where data is 
transmitted on a packet-by-packet basis.  
On the other hand, packet scheduling schemes have been proposed for packet-switched networks to 
exploit the dynamics in traffic arrivals and ensure a fair and efficient bandwidth allocation [5-6]. 
Mainly confined to the MAC (medium access control) and network layers, these schemes are typically 
designed independently of the PHY layer, and hence are sometimes not compatible with advanced 
PHY-layer techniques such as OFDM multiuser resource allocation. For example, most scheduling 
schemes adopt a single-server model, which assumes that only one packet is served at a time [5-6]. 
However, to implement multiuser resource-allocation schemes such as those proposed in [1-4], 
multiple packets from different users should be served at the same time. It is therefore more appropriate 
to model the parallel subcarriers of OFDM systems as multiple servers, which allows simultaneous 
transmission of multiple packets. Unfortunately, in contrast to single-server scheduling, there is 
relatively little work on multi-server scheduling. Existing multi-server service disciplines usually 
assume that a packet is served by one server only and the busy periods of all servers do not coincide [7-
8]. This assumption, however, does not apply to multiuser OFDM systems, where a packet can occupy 
more than one subcarrier and the busy periods of all subcarriers coincide. 
Considering the sub-optimality of the separate design of packet scheduling and multiuser resource 
allocation, we propose a cross MAC-PHY layer resource allocation algorithm in this paper. The 
objective is to maximize system power efficiency while guaranteeing QoS (quality of service) and 
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fairness. To capture the aforementioned features of multiuser OFDM systems, we propose and analyze 
a novel multi-server scheduling framework that assumes that (i) each packet can be served by a number 
of servers at the same time; (ii) multiple packets can be served simultaneously; and (iii) the busy 
periods of all servers coincide. Such a framework facilitates the exploitation of multiuser diversity in 
both MAC and PHY layers. Moreover, the PHY-layer power-and-subcarrier allocation is jointly 
optimized with the packet scheduling to achieve an overall good system performance. To the best of 
our knowledge, this is a first paper to propose and investigate a multi-server service discipline that is 
tailored for the multiuser resource allocation in OFDM networks.  
Our contribution is four fold. First, we propose a novel MPGPS (multi-server packetized generalized 
processor sharing) service discipline. The performance of the proposed MPGPS service discipline is 
analyzed from the viewpoint of worst-case packet delay and throughput. The results show that MPGPS 
can serve packets in a way that approximates the ideal GPS (generalized processor sharing) service 
discipline, and hence ensures fairness and QoS in a system with random traffic arrivals. Second, built 
on the MPGPS service discipline, we formulate a joint MAC-PHY resource allocation problem that 
incorporates packet scheduling, subcarrier allocation, and power allocation in an integrated framework. 
By exploiting the special structure of the problem, we show that the optimal solution can be obtained in 
polynomial time. Our results will show that the power efficiency can be dramatically improved if 
resources are allocated according to the optimal solution. Meanwhile, fairness is guaranteed through 
both MPGPS scheduling in the MAC layer and the proportional subcarrier allocation in the PHY layer. 
Based on the MPGPS resource allocation framework and given the inherent diversities in wireless 
networks, our next two contributions are to explore different dimensions to further improve the system 
power efficiency and service quality. Our third contribution is the investigation of a fundamental 
tradeoff between multiuser diversity and queuing performance, and the proposal of an A-MPGPS 
(adaptive MPGPS) based resource allocation algorithm that strikes an optimal balance between the two 
aspects. Our results show that the A-MPGPS algorithm effectively captures multiuser diversity without 
degrading the queuing performance unnecessarily. Our fourth contribution is the extension of MPGPS 
to an opportunistic service discipline, namely O-MPGPS (opportunistic MPGPS). The O-MPGPS 
scheme “opportunistically” swaps the order in which packets are transmitted to take advantage of the 
time variation of the channel. Most existing opportunistic scheduling schemes only provide services to 
users that temporarily experience good channels [9-11]. Hence, they fail to ensure short-term delay, 
throughput, and fairness to those who are stuck in deep fading channels. In contrast, the proposed O-
MPGPS scheme guarantees QoS to each user regardless of the underlying channel conditions through (i) 
explicit control of the extent to which the scheduling is opportunistic and (ii) PHY-layer power control. 
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Through analysis, it is proved that the deviation of QoS relative to the non-opportunistic MPGPS is 
bounded. Our numerical results show that the O-MPGPS algorithm greatly outperforms the non-
opportunistic MPGPS and A-MPGPS algorithms as well as the conventional resource allocation 
schemes.  
The rest of this paper is organized as follows. Section II introduces the system model. In Section III, a 
novel MPGPS service discipline is proposed. Analysis of the worst-case delay and throughput is 
provided. The MPGPS-based cross layer resource allocation problem is then formulated in Section IV. 
Low-complexity algorithms that solve the joint optimization problem in polynomial time are presented. 
In Section V, we extend the proposed MPGPS to an A-MPGPS based resource allocation algorithm, 
which strikes an optimal balance between queuing performance and multiuser diversity. In Section VI, 
we extend MPGPS to an opportunistic service discipline, namely O-MPGPS, which further improves 
the system power efficiency while guaranteeing short-term QoS for each user. The performance of the 
proposed algorithms is evaluated by simulation in Section VII. Finally, the paper is concluded in 
Section VIII. 
II. SYSTEM MODEL 
2.1 System Structure 
This paper considers the downlink transmission of an OFDM network with K users and N subcarriers. 
The transmitter structure at the BS (base station) is shown in Fig. 1. Packets arrive at the BS according 
to a random arrival process. Upon arrival, packets from different users are buffered in separate queues. 
When the channel becomes idle, the BS schedules packet transmission and allocates subcarriers and 
power to the selected packets according to the proposed resource allocation scheme. The packets are 
then modulated onto the assigned subcarriers and transmitted over the downlink channel using the 
allocated amount of power. If a packet is not correctly received, it stays in the queue as a HOL (head of 
line) packet and will be retransmitted at a future time, given that the deadline of the packet is not 
exceeded.  
In this paper, we assume that packets are of equal length and contain L bits each, and that fixed 
constellation size of  is adopted on each subcarrier. Let  denote the number of packets that are 
selected for transmission from user k’s buffer. Then, it takes  
r2 kg
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OFDM symbols to transmit the selected packets, where ⎡ ⎤⋅  denotes the smallest integer that is larger 
than or equal to the value of the input parameter. For simplicity, we assume that  
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in the rest of the paper, with the first equality hold if and only if the busy periods of all subcarriers 
coincde. In the following, we refer to a burst of S OFDM symbols as one frame. 
The proposed cross-layer resource allocation algorithm jointly optimizes packet scheduling, 
subcarrier allocation, and power distribution. In the rest of this section, we introduce the constraints on 
subcarrier and power allocation. Packet scheduling will be discussed in more detail in the subsequent 
sections. 
2.2 Power Allocation 
The objective of power allocation is to smooth the variance in the wireless channel and maintain a 
sufficiently low PER (packet error rate), so that the wireless channel appears to be static and almost 
error-free to the MAC layer. This greatly simplifies the design and analysis of MAC scheduling, as the 
techniques developed for wired networks can now be applied [12]. Let  denote the channel 
coefficient on the n
snkH ,,
th subcarrier of user k during the sth symbol of the current frame. Let pε  denote the 
target PER and ( )pk εγ  denote the required received SNR for user k to achieve the target. Then, the 
transmit power is adapted according to the following equation: 
 ( ) kn
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,, ∀= εγ  (3) 
where   denotes the transmit power subcarrier n of symbol s if it is assigned to user k,  is the 
single-sided power spectral density of the white noise, and B is the bandwidth of one subcarrier. If we 
assume that the channel remains constant during one frame, then  and  do not change over s. 
For brevity, we drop the subscript s in the rest of the paper. 
snkp ,, 0N
snkH ,, snkp ,,
2.3 Subcarrier Allocation 
From Eqn. (3), it can be seen that each subcarrier is associated with different transmit power for 
different users. Hence, the subcarriers need to be optimally allocated to minimize the total power 
consumption. Let  be the subcarrier allocation indicator, with snkc ,, 1,, =snkc  if subcarrier n of symbol 
s is allocated to user k, and  otherwise. To avoid CCI (co-channel interference), a subcarrier 
is allocated to at most one user. That is, 
0,, =snkc
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Moreover, the number of subcarriers allocated to each user is determined by the number of packets 
transmitted from its queue during the current frame. That is, 
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III. MULTI-SERVER PGPS  
In this section, we describe and analyze our proposed MPGPS service discipline for multiuser 
adaptive OFDM systems, wherein N subcarriers are modeled as N servers. In particular, we extend the 
single-server PGPS (packetized generalized processor sharing) [6] to the multi-server case, assuming 
that (i) multiple packets can be served simultaneously by different servers; (ii) each packet can also be 
served by more than one server; and (iii) the service discipline is work conserving, which means that no 
servers can be idle as long as there are packets to transmit. In this case, the busy periods of all servers 
coincide. 
Let M denote the number of packets that are served at the same time if there are enough backlogged 
packets at the time of scheduling. Single-server PGPS is a special case of the proposed MPGPS when 
1=M . The MPGPS discipline works in the following way. When the servers become idle at time τ , 
the system picks, among all the packets that are queued in the system at time τ , the first M packets that 
would complete service in the corresponding GPS system if no additional packets were to arrive after 
time τ . If the total number of backlogged packets is less than M, then all the backlogged packets are 
picked. The total number of packets that are scheduled at time τ  is given by 
  (6) ⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑∑
==
K
k
k
K
k
k QMg
11
)(ˆ,min τ
where  denotes the user-k backlog (in unit of packets) at time )(ˆ τkQ τ  under MPGPS.  
Similar to single-server PGPS, the MPGPS discipline uses the concept of virtual time to track the 
progress of GPS. When a packet arrives, it is stamped with its virtual time finishing time. Once the 
servers become idle, the  packets with the smallest virtual time finishing time are 
selected for transmission. The details of the virtual time implementation of MPGPS are described in 
Appendix A. In the rest of this section, we focus on the analysis of the MPGPS service discipline. The 
following analysis is under the assumption that packet transmissions are error free. This assumption is 
reasonable, since the received signal strength is controlled by power allocation and we can always 
maintain a sufficiently low PER. 
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We first examine how much later packets may depart from the system under MPGPS relative to 
under GPS. Let us refer to the packets that are served at the same time as one batch. Let  denote the 
k
k
hf
th packet in batch h,  denote the departure time of  under MPGPS,  denote the corresponding 
departure time under GPS, and  denote the time when the packet arrives. Likewise, define 
 to be the amount of user k traffic (in unit of bits) served during the time period (t
k
hdˆ
k
hf
k
hd
k
ha
),( 21 ttWk 1, t2) under 
GPS and  to be that under MPGPS. ),(ˆ 21 ttWk
Theorem 1 (Delay Bound Guarantee): For all packets, the difference between the departure times 
under MPGPS and GPS is bounded as follows: 
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k
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)12(ˆ ∀−≤−  (7) 
Proof: Obviously, we have 
  (8) hMhhhh dddd ˆˆˆˆ
21 ==== L
where  denotes the actual number of packets that are served in batch h. Then, the starting time of 
batch h, denoted by , is given by 
hM
hb
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because the discipline is work conserving. Without loss of generality, we assume that 
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, if no packets were to arrive before the finishing time. Therefore, the departure time 
of the last packet  under GPS satisfies 
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while the departure time under MPGPS satisfies 
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Combining (13) and (14), we have 
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Since  and , it is straightforward from (15) that  MM j ≤ MM h ≤
 ( ) kh
Nr
LMdd kh
k
h ,               
12ˆ ∀−+≤  (16) 
and the theorem follows.  
Packets can depart later in MPGPS than in GPS due to the following reasons. First, multiple packets 
of one user may be concurrently in service at different servers of MPGPS. Second, the packets of the 
users with different priority weights are transmitted at the same rate if they are selected by the 
scheduler at the same time. Third, a packet that belongs to the first M packets that would complete 
service under GPS may not have arrived at the time of scheduling. The first two types of late departure 
do not occur in the single-server case, but the last type also exists in single-server PGPS. In the next 
theorem, we show that even if no packet arrives too late to be served in time, packets can still depart 
later in MPGPS than in GPS (unlike single server PGPS). 
Theorem 2: Even if all packets are served according to the increasing order of their departure times 
under GPS, they can still depart later in MPGPS than in GPS and the difference in the departure times 
is bounded by 
 kh
Nr
LMdd kh
k
h ,           
)1(ˆ ∀−≤− . (17) 
Proof: Due to the fact that both GPS and MPGPS are work conserving, and that the packets are served 
in MPGPS according to the exact order of their departure times in GPS, the departure time of packet 
 under GPS satisfies khf
 
Nr
kLbd h
k
h +≥ , (18) 
with the equality holding if and only if hMk =  and there is no more backlog at time .  hMhd
Substituting Eqn. (18) to (9), we have 
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k
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and hence  ( ) kh
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k
h , 
1ˆ ∀−≤−  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Next, we investigate the throughput guarantee of MPGPS. 
Theorem 3 (Throughput Guarantee): For all times t and session k,  
 . (20) LMtWtW kk )12(),0(ˆ),0( −≤−
Proof: The theorem can be proved in a way similar to the proof of [6, Theorem 2] with needed 
modifications. Hence, we omit the proof here. For the convenience of the readers, we give the proof in 
Appendix B. 
Corollary 1: For all times t and user k 
 , (21) 12)()(ˆ −≤− MtQtQ kk
where  and  denote the queue length (in unit of packets) of user k at time t under GPS and 
MPGPS, respectively. 
)(tQk )(ˆ tQk
Comment: When M=1, the proposed MPGPS reduces to the single-server PGPS in [6]. In this case, 
Theorem 1−3 reduces to 
 
Nr
Ldd ≤−ˆ , (22) 
 , (23) dd ≤ˆ
and , (24) LtWtW kk ≤− ),0(ˆ),0(
respectively. These results are consistent with the results in [6] when the rate of the PGPS server is 
equal to Nr. 
It can be seen from the above derived results that the MPGPS discipline can provide users with 
similar service qualities as in a GPS system. It is well known that the worst-case packet delay and 
backlog of GPS are bounded if the traffic is regulated by a leaky bucket scheme [6]. Theorem 1 and 
Corollary 1 can be used to translate the bounds on GPS worst-case packet delay and backlog to the 
corresponding bounds on MPGPS. This implies that QoS and fairness requirements are ensured by the 
MPGPS scheme. On the other hand, the maximum deviation of the packet delay, throughput, and queue 
length with respect to GPS increases with M, which implies that the queuing performance degrades 
when the number of simultaneously served packets increases. This is due to the increase in the service 
time resulting from parallel packet transmission.  
Note that so far we have assumed that the channel is error free, and hence no packet retransmission is 
considered. When packet retransmission is taken into consideration, queuing performance is also 
related to packet error rate, which in turn depends on system power efficiency. Usually, system power 
efficiency improves with the number of simultaneously served users, thanks to the multiuser diversity 
gain. Hence, there exists an optimal M that strikes an optimal balance between power efficiency and 
queuing performance. It will be discussed in more detail in Section V. 
 8
IV. MPGPS-BASED OPTIMAL RESOURCE ALLOCATION 
In this section, we formulate the MPGPS-based optimal resource allocation into a LIP (linear integer 
programming) problem. By exploiting the structure the LIP problem, we show that it can typically be 
solved in polynomial time. The result of this section will be used as a basis for the development of two 
cross-layer extensions in Section V and Section VI.  
Given that  packets are selected from user k’s buffer by the scheduler at time kg τ , the optimal 
subcarrier and power allocation that minimizes the power consumption per bit transmission is 
formulated into 
 ∑∑∑
∑= = =
=
S
s
K
k
N
n
K
k
k
snknk
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nksnk 1 1 1
1
,,,
, ,,,
min  (25) 
subject to constraints given by Eqn. (3)-(5) and  
 { } sknc snk ,, 1,0,, ∀= , (26) 
where S is given by Eqn. (2) and  is given by the scheduling decision of MPGPS at time kg τ . For the 
problem to be feasible, the RHS (right-hand-side) of (5) must be integral regardless of . In other 
words, 
kg
rL  must be an integer. This is generally true for typical packet lengths and modulation 
schemes.  
By substituting Eqn. (3) and (6) into (25), the optimization problem is converted to a LIP problem 
with an objective function given by 
  (27) snk
S
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K
k
N
n
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c
c
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1 1 1
,
,,
min∑∑∑
= = =
α
and constraints described in Eqn. (4), (5) and (26). In (27)  
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are constants that can be calculated at time τ . The optimization problem can then be solved by LIP 
methods [13] and the solution yields the optimal subcarrier allocation, specified by , and power 
allocation, specified by 
snkc ,,
 knHBNp nkopknk ,  )(
2
,, ∀= εγ , (29) 
given packet scheduling .  kg
The computational complexity of solving a LIP problem grows exponentially with the number of 
integer variables. In the above formulation, there are NSK integer variables , and hence the snkc ,,
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complexity is prohibitively high. Fortunately, the structure of the formulated problem allows us to 
significantly reduce the computational complexity.  
4.1 Problem-size reduction 
Note that the coefficients in the optimization problem remain constant for all s. Hence, we can divide 
the S OFDM symbols into small groups, and the optimal solution for one group applies to all the other 
groups. For example, when each group contains 1 OFDM symbol, the optimization problem for 
resource allocation in one group becomes 
  (30.1) ∑∑
= =
K
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N
n
nknk
c
c
nk 1 1
,,'min
,
α
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τ
εγα = . (31) 
Obviously, the size of the LIP problem reduces to NK integer variables. Note that the problem is 
feasible only when the RHS of (30.3) is integer. Otherwise, we have to increase the group size until the 
problem becomes feasible. In general, if the group size is G, the optimal resource allocation in one 
group is re-formulated into 
  (32.1) snk
G
s
K
k
N
n
nk
pc
c
nksnk
,,
1 1 1
,
,
''min
,,,
∑∑∑
= = =
α
  (32.2) Gsnc
K
k
snk ...1, 1
1
,, =∀=∑
=
 k
QM
GNg
c
K
k
k
k
G
s
N
n
snk ∀
⎟⎟⎠
⎞⎜⎜⎝
⎛= ∑
∑∑
=
= =
 
)(ˆ,min
1
1 1
,,
τ
 (32.3) 
 { } Gsknc snk ...1,, 1,0,, =∀=  (32.4) 
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a
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,
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τ
εγ=  (33) 
To achieve feasibility while making the problem size as small as possible, G is set to be the smallest 
integer that divides S while ensuring that the RHS of (32.3) is integer.  
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4.2 Integer constraint relaxation 
Even if G=1, the computational complexity of solving the LIP problem still grows exponentially with 
NK, where N is typically at the order of 102~103. In this subsection, we show that even if we ignore the 
integer constraints on , the solutions are still guaranteed to be integers. As a result, the LIP 
problem can be converted to a LP (linear programming) problem by relaxing the integer constraints. 
The computational complexity is therefore drastically decreased.  
snkc ,,
Proposition 1: The optimal solution to problem (32.1-32.4) is guaranteed to be integers, even if the 
integer constraints on  are relaxed and Constraint (32.4) is replaced by . snkc ,, 10 ,, ≤≤ snkc
Proof: The constraints (32.2) and (32.3) can be written into a matrix form 
 bAc =  (34) 
where , [ ]TGNKcc ,,1,1,1 L=c
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LLb , and A contains 
the coefficients of the linear equations. Obviously, the determinant of each square submatrix of A is 
either 0, +1, or −1, which means that A is a unimodular matrix. Meanwhile, each element of b is an 
integer. In [13], it has been proved that the optimal solution of a LP problem is guaranteed to be 
integral if the constraint matrix A is unimodular and all elements of vector b are integers. A detailed 
proof can also be found in [12, Appendix A]. 
Now the optimization problem is simplified to a LP problem. Empirical experiments show that such a 
problem can typically be solved in polynomial time. 
V. ADAPTIVE MPGPS BASED RESOURCE ALLOCATION 
The analysis in Section III indicates that the queuing performance degrades as the number of 
simultaneously served packets increases, assuming there is no packet retransmission. When packet 
retransmission is taken into account, the queuing performance is also affected by packet error rate that 
improves with system power efficiency. It is well known that a large number of simultaneously served 
users typically lead to high power efficiency in a system with multiuser resource allocation. As a result, 
increasing M (the number of concurrently served packets) has two contrary effects. On the one hand, it 
degrades the queuing performance due to parallel transmission. On the other hand, it improves the 
queuing performance through improving power efficiency, if the simultaneously transmitted packets 
belong to different users. In view of this tradeoff, we propose in this section an A-MPGPS scheme, 
which adapts the number of concurrently served packets to strike an optimal balance. 
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The idea of A-MPGPS is as follows. Given a particular channel realization, serving more packets at a 
time may not lead to higher power efficiency, especially when the additional packet belongs to a user 
that perceives a deep fading channel. In this case, it is better to reduce the number of concurrently 
served packets to avoid unnecessary degradation of queuing performance. Therefore, the proposed 
algorithm adapts the value of M so that the deep-faded users are excluded from service, the multiuser 
diversity is effectively exploited, and the QoS is not unnecessarily degraded. 
In the following, we describe the proposed A-MPGPS based resource allocation algorithm. In 
particular, at every scheduling time, we increase M gradually until increasing M does not improve the 
power efficiency any more.  
A-MPGPS Based Energy-Efficient Resource Allocation 
Initialization:  
Define  to be the maximal allowable value of M. First, let M=1 and pick, from the 
backlogged buffers, the packet with the smallest virtual time finishing time. Since there is now only 
one active user, optimal subcarrier-and-power allocation reduces to single user water-filling. Let 
maxM
minP  denote the resultant power consumption per bit. Likewise, let  denote the scheduling 
result. 
min
kg
Step 1: Scheduling 
Set M=M+1. Select M packets with the smallest virtual time finishing time from the backlogged 
buffers and let  denote the number of packets that are selected from user k’s buffer. kg
Step 2: Subcarrier-and-power allocation 
Given , find the optimal solution to (25). Let , , and kg
*
,, snkc
*
,nkp
*P  denote the corresponding 
optimal values of , , and P, respectively. snkc ,, nkp ,
If min* PP < , then let , , * ,,min,, snksnk cc = *,min, nknk pp = *min PP = , and . kk gg =min
If min* PP ≥  or , then go to Step 3. Otherwise, go back to Step 1. maxMM =
Step 3: Termination 
The resource allocation solution is given by , , and . min,, snkc
min
,nkp
min
kg
VI. OPPORTUNISTIC MPGPS BASED RESOURCE ALLOCATION 
So far, the order in which packets are served has strictly followed the increasing order of the virtual 
time finishing time of packets under GPS if no packets would arrive too late to be scheduled in time. In 
this section, we extend MPGPS to an O-MPGPS service discipline that exploits the time-domain 
diversity by “opportunistically” swapping the order in which packets are transmitted. By jointly 
designing O-MPGPS scheduling and subcarrier-and-power allocation, the proposed system is able to 
make full use of system diversities in the time, frequency, and user domains.  
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One disadvantage of existing channel-state-dependent scheduling algorithms is that a user may lose 
excessive share of service if it happens to be stuck in a deep fading channel for a long time. When this 
happens, the lag in the user’s queue keeps increasing until packets are dropped due to delay-bound 
violation. In contrast, the sum of the lags (as well as leads) in all queues is bounded in the proposed O-
MPGPS system. As a result, the share of service to each user is guaranteed. This is achieved by 
limiting the extent to which O-MPGPS is opportunistic. In other words, instead of choosing the best M 
packets out of all backlogged packets, we choose from a subset of the backlogs with the smallest virtual 
time finishing time.  
The algorithm works as follows. When the servers become idle at time τ , the system identifies the 
first U packets that would complete the service in the corresponding GPS system if no additional 
packets were to arrive after time τ . Out of the U packets, the M packets that maximize the power 
efficiency are selected. The selection of the M packets (or the decision of ) should be jointly 
optimized with subcarrier allocation and power allocation. If out of the U packets  belongs to user 
k’s queue, then  is subject to the constraint 
kg
kU
kg { }kk Ug ,,1,0 L∈ . The optimization problem can then be 
formulated as follows, with  and  being the variables. snkc ,, kg
  (35) snk
S
s
K
k
N
n
nk
gc
c
ksnk
,,
1 1 1
,
,,,
min ∑∑∑
= = =
α
subject to constraints given by (4), (5), (26), and 
  (36) ⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑∑
==
K
k
k
K
k
k QMg
11
)(ˆ,min τ
 { } kUg kk ∀∈  ,,1,0 L  (37) 
where S and nk ,α  is given by (2) and (28), respectively. 
In the following, we derive the upper bound on the aggregate lag (or lead) of the O-MPGPS system 
with respect to MPGPS. Note that the aggregate lag is equal to the aggregate lead, since the service 
discipline is work-conserving. Assume that among the U candidate packets, there are  packets that 
are to be transmitted before the current time under MPGPS (referred to as lagging packets),  
packets that are to be transmitted at the current time under MPGPS (referred to as in-sync packets), and 
 packets that are to be transmitted after the current time under MPGPS (referred to as leading 
packets). Also assume that the O-MPGPS scheme picks  out of ,  out of , and  out 
of  packets to transmit. Obviously, we have 
lagG
syncG
leadG
1M lagG 2M syncG 3M
leadG
 UGGG leadsynclag =++  (38) 
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and MMMM =++ 321 . (39) 
Note that the   un-served in-sync packets will add to the aggregate lag at the next scheduling 
time. As a result, the net increase in the aggregate lag, denoted by A, is given by 
2MGsync −
 12 MMGA sync −−= . (40) 
Since the lagging packets have the smallest virtual time finishing time,  is equal to the aggregate 
lag as long as the aggregate lag is no larger than U. In fact, as we will prove in Theorem 4, the 
aggregate lag (or lead) is always no larger than 
lagG
MU −  in the O-MPGPS system. 
Theorem 4: The aggregate lag (or lead) of the O-MPGPS scheme (relative to MPGPS) is upper 
bounded by . MU −
Proof: To prove Theorem 4, we show that when the aggregate lag is equal to δ−− MU , the net 
increase A is always no larger than δ . Assume that δ−−= MUGlag . Then, we have 
 δ+=+ MGG leadsync  (41) 
and  321 MMMM −−=  (42) 
Substituting (41) to (42), we have 
 δδ −−≥−−+−= 2321 MGMGMGM syncleadsync . (43) 
The last inequality holds due to the fact that leadGM ≤3 . Hence, we have 
 δ≤−−= 12 MMGA sync . (44) 
  
Comment: In O-MPGPS, a user is guaranteed to receive service when its loss of share of bandwidth 
(i.e., the number of lagging packets) reaches an upper bound. The signal reception quality is guaranteed 
through PHY-layer power allocation.  
Corollary 2: Since the aggregate lag is upper-bounded in O-MPGPS, the deviation of QoS and fairness 
with respect to MPGPS is also upper-bounded. Interested readers are referred to [12] for the proof of a 
similar statement. 
VII. NUMERICAL RESULTS 
In this section, the performance of the proposed MPGPS, A-MPGPS, and O-MPGPS based resource 
allocation algorithms is investigated by simulations. In particular, we first examine how system 
performance is affected by M, the number of concurrently served packets, and U, the opportunistic 
freedom. Then, we demonstrate the significant performance improvement of the proposed scheme 
compared with the conventional systems without joint MAC-PHY optimization. Throughout this 
section, we assume that the number of users K=10, the number of subcarriers N=64, the packet length 
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L=1024, the OFDM symbol duration is 200 sµ , and QPSK (quadrature phase shift keying) modulation 
is adopted on each subcarrier (i.e., r=2). For simplicity, all users have the same priority, though the 
proposed algorithms and analyses are applicable to any other priority settings. Users are randomly 
located within a circular cell with a radius of 50 meters. We assume a path loss exponent of 4 and a 
log-normal shadowing with standard deviation of 6dB. The channel is Rayleigh faded with an 
exponential power delay profile. For each simulation, we ran 50 replications, with each lasting for 28 
hours.   
A. Effect of M and U on system performance 
In this subsection, we investigate the effect of M and U on power efficiency, packet delay, packet loss 
rate, and fairness.  
In Fig. 2, we demonstrate the significant power-efficiency enhancement brought about by the 
proposed schemes when the users are infinitely backlogged and the target BER is 10-6 (which 
corresponds to dBk 5401.13=γ ). For comparison, the average power consumption of conventional 
OFDM systems with a single-server PGPS service discipline (i.e., M=1 and U=1) is also plotted. It can 
be seen that the transmit power needed to ensure the signal strength at the receiver is significantly 
reduced by more than 10dB in the proposed schemes when M (for MPGPS and O-MPGPS) or Mmax 
(for A-MPGPS) is larger than one. This is because the simultaneous packet transmission facilitates the 
exploitation of multiuser diversity. By allowing opportunistic packet scheduling, the O-MPGPS 
scheme outperforms MPGPS and A-MPGPS by another 2dB (when 10=U ). This is because the order 
of packet transmission can now be swapped to take advantage of the channel variation in the time 
domain. An interesting observation is that the A-MPGPS scheme, where the number of concurrently 
served packets is typically less than , is able to achieve a similar multiuser diversity gain as the 
MPGPS scheme with .  
maxM
maxMM =
In the following, we investigate a practical scenario where the traffic load is finite. Assume that the 
source of each flow generates data packets according to a Poisson process with an average rate of 
63kbps. A packet is dropped if it is not successfully transmitted within 40  after its arrival.  ms
First, we investigate the impact of M on the average packet delay in Fig. 3. It is not surprising to see 
that the average packet delays of MPGPS, A-MPGPS, and O-MPGPS increase with M (or Mmax), as 
proved in Section III. An interesting observation is that the A-MPGPS scheme effectively reduces the 
average packet delay compared to MPGPS by avoiding unnecessary parallel packet transmissions. 
There is more than 13% reduction when M (or Mmax) is equal to 6, for instance. This observation, 
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together with that in Fig. 2, shows that the A-MPGPS scheme can achieve both lower average packet 
delay and slightly higher power efficiency compared with MPGPS. 
A close observation of Fig. 3 indicates that opportunistic transmission (i.e., letting ) hardly 
affects the mean system performance such as average packet delay. Instead, as we will show in the 
following figures,  has an impact on fairness as well the tail probability of system performance, 
such as packet loss rate due to delay bound violation. In Fig. 4, we investigate fairness in terms of the 
maximum difference between the normalized services received by any two users i and j during any 
time interval  in which both users are continuously backlogged. This is given by 
MU >
MU >
),( 21 tt
j
j
i
i ttWttW
φφ
),(),(
max 2121 − , 
where iφ  and jφ  denote the priority weight of user i and j, respectively. In our simulations, 1== ji φφ . 
From the figure, we can see that fairness degrades with the increase of U. This is because the original 
order of packet transmission under MPGPS, which preserves fairness, is changed according to the 
opportunistic service discipline. The larger the U, the more freedom there is to swap the order of packet 
transmission. Meanwhile, it can be seen that given a fixed U, fairness improves with the increase of M. 
This is because a large M decreases the freedom of opportunistic scheduling. In particular, when M 
approaches U, the service discipline reduces to a non-opportunistic one. Similar conclusions can be 
drawn from Fig. 5, where packet loss rate is plotted as a function of U and M. 
The power efficiency of O-MPGPS is affected by both U and M, as shown in Fig. 6. When M is fixed, 
it is not surprising to see that the power efficiency improves with the increase of U. However, for a 
fixed U, the effect of M is more complicated. On the one hand, a large M leads to a high multiuser 
diversity gain resulting from dynamic subcarrier-and-power allocation. On the other hand, it results in 
reduced freedom of opportunistic scheduling. Hence, there is a tradeoff between the multiuser diversity 
gain and opportunistic scheduling gain. It can be seen from Fig. 6 that when , the average 
transmit power decreases as M increases. When U is equal to 5 or 6, the power consumption is 
minimized at 
4≤U
4=M   under the given traffic load and channel model.  
The above figures have shown that U and M have an impact on both power efficiency and queuing 
performance of O-MPGPS. To achieve an overall good performance, it is necessary to set the 
parameters appropriately so that they strike an optimal balance. In Fig. 7, we show that for a fixed U, 
there exists an optimal M that outperforms other M’s in both power efficiency and queuing 
performance. In the figure, packet loss rate is plotted against the average transmit power when 6=U  
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and M varies from 1 to 6. It can be seen that 5=M  achieves the pareto optimum. That is, it yields both 
higher power efficiency and lower packet loss rate compared to other values of M. 
B. Performance comparison with conventional schemes  
Having observed the impact of M and U in the proposed service disciplines, we proceed to 
demonstrate the advantage of the proposed schemes over (i) OFDM systems with a conventional 
single-server PGPS service discipline and (ii) traditional subcarrier-and-power allocation schemes that 
assume infinite backlog at each queue and do not apply statistical multiplexing. In particular, (i) 
corresponds to a special case of the proposed multi-server PGPS schemes when 1=M  and 1=U . In 
(ii), subcarriers are always distributed among all users, even though some users may not have enough 
packets to transmit during certain timeslots.  
In Fig. 8, throughput, which is defined as the number of successfully transmitted packets within one 
OFDM symbol, is plotted against the average transmit ob NE  (per-bit energy normalized by the 
power spectrum density of noise). The figure shows that when the transmit power is low, the service 
rate of the channel is also low due to the high packet error rate. In this case, the throughput is limited 
by the service rate of the channel. While in the high transmit-power region where packet error rate is 
low, the service rate is higher than the packet arrival rate. In this case, the throughput is determined by 
the amount of input traffic. Note that the system is stable only when the service rate of the channel is 
higher than the packet arrival rate.  
In Fig. 9, packet loss rate is plotted against the average transmit power. When the system becomes 
unstable in the low transmit-power region, packet loss rate due to delay bound violation degrades 
drastically. From the figure, it can be seen that by exploiting the randomness in packet arrivals, both 
single-server PGPS and the proposed multi-server PGPS schemes yield a much lower packet loss rate 
compared to the conventional resource allocation schemes without statistical multiplexing. A dramatic 
decrease of more than 80% is observed in the figure.  
Both Fig. 8 and Fig. 9 show that the conventional system with a single-server PGPS service 
discipline (which corresponds to  and 1=U 1=M ) requires at least 22dB transmit ob NE  to achieve 
a stable performance. By increasing U from 1 to 2, we achieve a 2dB improvement in the power 
efficiency, thanks to the freedom of opportunistic scheduling. By introducing multi-server scheduling, 
the system performance is greatly improved due to the multiuser diversity gain. By serving 2 packets at 
the same time (A-MPGPS with Mmax=2), the power efficiency is dramatically improved by around 8dB 
compared to single-server PGPS. When Mmax is increased to 6, another more than 1dB power gain is 
achieved. O-MPGPS achieves higher power efficiency than A-MPGPS, thanks to its capability of 
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making full use of system diversities in the time, frequency, and user domains. With  and 6=U 5=M  
(which is the optimal M according to Fig. 7), O-MPGPS greatly outperforms single-server PGPS and 
A-MPGPS with Mmax=6 by around 13dB and 3dB, respectively. 
In this section, we have demonstrated the advantage of the proposed MPGPS, A-MPGPS, and O-
MPGPS schemes over conventional packet scheduling and resource allocation schemes. We have also 
investigated the tradeoff between power efficiency and QoS such as packet delay, packet loss rate, and 
fairness. In practice, appropriate U and M can be selected according to the QoS requirements of the 
application, the load of the system, the power budget, and the affordable computational cost. 
VIII. CONCLUSIONS 
In this paper, we have (i) proposed and analyzed a MPGPS service discipline that facilitates the 
exploitation of multiuser diversity in packet-switched OFDM networks; (ii) extended MPGPS to an A-
MPGPS scheme that strikes an optimal balance between the multiuser diversity gain and queuing 
performance; (iii) proposed and analyzed an O-MPGPS service discipline that further enhances system 
power efficiency by exploiting the time-domain diversity; and (iv) presented MPGPS-, A-MPGPS-, 
and O-MPGPS-based cross MAC-PHY layer resource allocation algorithms, which incorporate packet 
scheduling, subcarrier allocation, and power allocation into one integrated framework.  
With regard to (i), we have proved that the MPGPS discipline serves the users in a way that 
approximates the ideal GPS service discipline. The maximum deviations of packet delay, throughput, 
and queue length with respect to GPS are upper-bounded. With regard to (ii), we tackled the 
fundamental tradeoff between the multiuser diversity gain and queuing performance based on the 
analysis in (i). Numerical results have shown that the proposed A-MPGPS scheme effectively captures 
the multiuser diversity gain, while noticeably reducing the average packet delay. With regard to (iii), 
we proved that the aggregate lead or lag with respect to non-opportunistic MPGPS, and hence the 
degradation of QoS, is upper bounded in the proposed O-MPGPS system. With regard to (iv), we 
exploited the special structure of the LIP problem and proposed reduce-complexity schemes that solve 
the problem in polynomial time. Numerical results have shown that the power efficiency is 
dramatically improved by the proposed joint MAC-PHY layer resource allocation. Compared with the 
conventional resource allocation that assume infinite backlog, the packet loss rate due to delay bound 
violation is drastically reduced by around 80%. Compared with single-server PGPS based resource 
allocation schemes, the A-MPGPS based resource allocation greatly improves power efficiency by 8dB 
and 9dB when Mmax is 2 and 6, respectively, while the power efficiency of the O-MPGPS based system 
is significantly enhanced by 13dB when 6=U  and 5=M . 
 18
REFERENCES: 
[1] Y. J. Zhang and K. B. Letaief, “Multiuser adaptive subcarrier-and-bit allocation with adaptive cell 
selection for OFDM systems,” IEEE Trans. Wireless Commun., vol. 3, no. 5, pp. 1566-1575, Sept. 
2004. 
[2] C. Y. Wong, R. S. Cheng, K. B. Letaief, and R. D. Murch “Multiuser OFDM with Adaptive 
Subcarrier, Bit, and Power Allocation,” IEEE J. Select. Areas Commun., vol. 17, no. 10, pp. 
1747-1758, Oct. 1999. 
[3] Z. Shen, J. G. Andrews, and B. L. Evans, “Adaptive resource allocation in multiuser OFDM 
systems with proportional rate constraints,” IEEE Trans. Wireless Commun., vol. 4, no. 6, pp. 
2726-2736,  Nov. 2005. 
[4] G. Song and Y. Li, “Cross-Layer optimization for OFDM wireless networks—Part I: Theoretical 
framework,” IEEE Trans. on Wireless Commun., vol. 4, no. 2, pp. 614-624, March 2005. 
[5] H. Zhang, “Service disciplines for guaranteed performance services in packet-switching 
networks,” IEEE Proc., vol. 83, no. 10, pp. 1374-1396, Oct. 1995. 
[6] A. K. Parekh and R. G. Gallager, “A generalized processor sharing approach to flow control in 
integrated services networks: the single-node case,” IEEE/ACM Trans. Networking, vol. 1, no. 3, 
pp. 344-357, June 1993. 
[7] J. M. Blanquer and B. Ozden, “Fair queuing for aggregated multiple links,” ACM SIGCOMM’01 
pp. 189-197, Aug. 2001. 
[8] F. Bonomi and A. Kumar, “Adaptive optimal load balancing in a nonhomogeneous multiserver 
system with a central job scheduler,” IEEE Trans. Computers, vol. 39, no. 10, Oct. 1990. 
[9] P. Bender, P. Black, M. Grob, R. Padovani, N. Sindhushyana, and A. Viterbi, “CDMA/HDR: a 
bandwidth-efficient high-speed wireless data service for nomadic users,” IEEE Commun. Mag. 
Vol. 38, no. 7, pp. 70-77, July 2000. 
[10] Y. Liu, S. Gruhl, and E. W. Knightly, “WCFQ: an opportunistic wireless scheduler with statistical 
fairness bounds,” IEEE Trans. Wireless Commun., vol. 2, no. 5, pp. 1017-1028, Sep. 2003. 
[11] S. Lu, V. Bharghavan, and R. Srikant, “Fair scheduling in wireless packet networks,” IEEE/ACM 
Trans. Networking, vol. 7, pp. 473-489, Aug. 1999. 
[12] Y. J. Zhang and K. B. Letaief, “Cross layer adaptive resource management for wireless packet 
networks with OFDM signaling,” to appear in IEEE Trans. Wireless Commun., can be 
downloaded at www.ie.cuhk.edu.hk/~yjzhang/Research.htm.  
[13] H. M. Salkin and K. Mathur, Foundations of integer programming, North-Holland, 1989. 
APPENDIX A: VIRTUAL TIME IMPLEMENTATION OF MPGPS 
Similar to [6], we use the concept of Virtual Time to track the progress of GPS. The difference is that 
the service rate is now assumed to be Nr instead of 1. Let 01 =t  denote the time of the first arrival of a 
busy period and  denote the time at which the  event (either arrival or departure) happens. 
Likewise, let  denote the set of backlogged users during the interval ,  denote the 
virtual time of the system, and 
jt
thj
jB )( ,1 jj tt − )(tV
iφ  denote the priority weight of user i. Consider any busy period, then 
 evolves as follows: )(tV
 0)0( =V  (A1) 
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When the kth user i packet arrives at time , its virtual time starting time  and virtual time 
finishing time  are calculated by 
k
ia
k
iS
k
iF
 ( ))(,max 1 kikiki aVFS −=  and 
i
k
i
k
i
LSF φ+= . (A3) 
It is obvious from (A2) that the next virtual time update after t, if there are no more arrivals after time t, 
is give by ( )
Nr
tVFttNext j
Bi i∑∈−+= φ)()( min . (A4) 
APPENDIX B: PROOF OF THEOREM 3 
Since the slopes of both  and  vary between 0 and Nr, the difference  
reaches its maximal value when user k packets begin transmission under MPGPS. Let 
kW kWˆ ),0(ˆ),0( tWtW kk −
jbt =  be the 
starting time of batch j during which user k receives service,  be the number of user k packets that 
are transmitted in batch j, and 
kg
τ  be the time at which all the  packets complete service under GPS. 
Since packets of one user are served in a FIFO order under both schemes,  
kg
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=
Nr
LM
tWW jkk ,0ˆ),0( τ . (A5) 
Substituting  and τ=kjd Nr
LM
td jkj +=ˆ  in (15), we have 
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which leads to 
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Since the slope of  is at most Nr, kW
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Fig. 1: Transmitter structure of a system with cross-layer MPGPS/A-MPGPS/O-MPGPS based resource allocation 
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Fig. 2: Comparison of power efficiency between MPGPS, A-MPGPS, and O-MPGPS 
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Fig. 3: Comparison of average packet delay between MPGPS, A-MPGPS, and O-MPGPS 
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Fig. 4: Impact of U on fairness.  mstt 10012 =− , 1== ji φφ . 
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Fig. 5: Impact of U on packet loss rate 
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Fig. 6: Impact of M and U on power efficiency. U=6 and target BER is 10-6. 
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Fig. 7: Pareto optimum. For each U, there is an optimal M. In the figure, U=6. 
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Fig. 8: Throughput comparison between A-MPGPS, O-MPGPS, and the conventional single-server PGPS schemes  
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Fig. 9: Packet loss rate comparison between A-MPGPS, O-MPGPS, and the conventional single-server PGPS and resource 
allocation schemes 
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