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Design & Performance Study of a FlexibleTrac Shaper for High Speed NetworksS. Radhakrishnan S. V. Raghavan,Department of Computer Science and Engineering,Indian Institute of Technology, Madras, IndiaEmail: radha,svr@iitm.ernet.inAshok K. AgrawalaDepartment of Computer Science,University of Maryland,College Park, MD, USAEmail: agrawala@cs.umd.edu AbstractIn networks supporting distributed multimedia, maximizing bandwidth utilization andproviding performance guarantees are two incompatible goals. Heterogeneity of the multi-media sources calls for eective congestion control schemes to satisfy the diverse Qualityof Service(QoS) requirements of each application. These include admission control at con-nection set up, trac control at the source ends and ecient scheduling schemes at theswitches. The emphasis in this paper is on trac control at the source end.Trac control schemes have two functional roles. One is trac enforcement as a sup-plement to the admission control policy. The other is shaping the input trac so that itbecomes amenable to the scheduling mechanism at the switches for providing the requiredQoS guarantees. Studies on bursty sources have shown that burstiness promotes statisticalmultiplexing at the cost of possible congestion. Smoothing the trac helps in providingguarantees at the cost of bandwidth utilization. The need for a exible scheme which canprovide a reasonable compromise between the utilization and guarantees is imminent.We present the design and performance study of a exible trac shaper which canadjust the burstiness of input trac to obtain reasonable utilization while maintainingstatistical service guarantees. The performance of the trac shaper for bursty sources isstudied using simulation.1 INTRODUCTIONGigabit speeds have paved the way for many exciting multimedia applications, such asteleconferencing and real-time distributed computing, to be supported on computer net-works. Most of these new applications are characterized by stringent QoS requirements interms of throughput, delay, jitter and loss guarantees. The heterogeneity of the sourcescalls for eective congestion control schemes to satisfy the diverse Quality of Service (QoS)requirements of each application. These include admission control, trac enforcement and
shaping at the edges of the network and multiclass scheduling schemes at the intermedi-ate switches. Some of the admission control, resource reservation and scheduling schemesproposed for integrated broad band networks in the recent past and the related issues aresurveyed in a previous paper [RR94].Trac enforcement schemes have a vital role in any resource sharing environment.This is due to the fact that the users may, inadvertently or otherwise, attempt to ex-ceed the rates specied at the time of connection establishment. Many policing schemesviz., Leaky Bucket (LB), Jumping Window (JW), Moving Window (MW), Exponentiallyweighted moving average Window (EW) and associated variations have been proposed andanalyzed [Tur86, SLCG89, ELL90, Rat91]. Studies on bursty sources have shown thatburstiness promotes statistical multiplexing at the cost of possible congestion. Smoothingthe trac helps in providing guarantees at the cost of bandwidth utilization. The need fora exible scheme which can provide a reasonable compromise between the utilization andguarantees is imminent.This paper describes the design and performance results of a exible trac shaperwhich can provide a variable burstiness at its output. A preliminary version of the basicscheme was presented in [RRA95a]. In our scheme, the decision to admit an arriving packetis based on the temporal image of the past data maintained in a shift register. To achievethis, a window based enforcement scheme is employed. A single sliding window mechanismfor trac shaping was incorporated for trac regulation by Rigolio and Fratta in [RF91].In that paper, the shaper consisted of a sliding window followed by a server operating at aconstant rate. Mukherjee et. al in [MLF92] describes a dynamic time window scheme forend to end congestion control for data trac. Our scheme employs more than one window,which jointly provide a more general control over the burstiness of the input stream. Theeect of the window parameters on delay distribution and the loss probabilities for varyingsource burstiness is studied. The sensitivity of output burstiness, delay and loss to windowparameters is demonstrated.The rest of the paper is organized as follows:Section 2 describes the relationship between source burstiness and bandwidth requirementfor specied QoS requirements. A quantitative means of representing the smoothness of ageneral packet stream is proposed. The motivation leading to the new scheme is derivedby observing the smoothness provided by the leaky bucket with a peak rate policer (LBP).LBP smoothness is characterized in Section 3. The next two sections describe our shapingscheme with the adjustable burstiness feature. Performance is studied through simulationand the results and inferences are presented in Section 6. Section 7 concludes this paper.2 BURSTINESS AND BANDWIDTH ALLOCATION2.1 IntroductionTrac sources in multimedia applications can be basically classied into ve categories, viz.,data, voice, video, image and graphics. Data sources are generally bursty in nature whereasvoice and video sources can be continuous or bursty, depending on the compression andcoding techniques used. Continuous sources are said to generate constant bit rate (CBR)trac and bursty sources are said to generate variable bit rate (VBR) trac.A CBR source needs peak rate allocation of bandwidth for congestion-free transmis-sion. For a VBR source, average rate of transmission is generally a small fraction of thepeak rate. Thus a peak rate allocation would result in reduced utilization of the system re-sources. With peak rate allotment, providing performance guarantees is easy. On the other
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NW2Figure 2: Shift Register Trac Shaper(SRTS).3. short term burstiness: Over durations smaller than T mentioned in the previousitem and exceeding the maximum burst size, leaky bucket output can be modeled asa Linear Bounded Arrival Process(LBAP) with parameters (; ) [Cru91]. Here, represents the maximum burst size b0 and  represents the token rate t.Thus the leaky bucket output is (nt; T ) smooth for any time duration T starting fromtime 0 .4 PROPOSED SCHEME4.1 Motivation for the new schemeWe have seen that in LBP policer, no: of packets over any time duration T starting from0 is bounded by t  T . One possible modication to this boundedness is as follows. Over any predecided time duration of value T1 (constant), we can bound the numberof packets as in the LB case. Over sub-durations within T1, we can allow more burstiness, of course, controlledand within bounds.The advantage of permitting controlled burstiness is in improving the statistical multi-plexing gain at the switches.This is of atmost relevance in the current scenario since mostof the multimedia trac sources are bursty in nature. These include naturally stream basedsources which are also rendered bursty by the ecient compression and coding mechanismsemployed.4.2 Description of the SchemeThe proposed trac shaper which we will call Shift Register Trac Shaper (SRTS) makesuse of the temporal prole [Agr94] of the packet stream admitted by the shaper over the
immediate past N time slots, where a time slot  refers to the reciprocal of the peak rate.This temporal history can be maintained by a shift register with 1 bit corresponding toevery packet sent. The shift register is shifted right every time slot  . The entry of thebits into the shift register is as per the following;Let fd = 1 if data buer is not empty and 0 otherwise;Similarly, let fa denote the admit control function dened asfa = (n(T1) < n1) and (n(T2) < n2) and (n(T3) < n3)    depending on the number ofwindows. Here Ti refers to a time window. The size of the corresponding window is denotedby Wi and maximum number of packets permitted in Wi by NWi (note that NWi=ni).The data bit shifted in is 1 if fd = 1; fa = 1; and 0 otherwise.Thus the bit contents of the shift register at any instant, provides an image of thehistory of the packets sent. All the time durations mentioned with reference to the shiftregister start from the time point corresponding to the entry point of the shift register. Todetermine the number of packets in any time duration, a counter is used. It incrementswhenever a '1' enters the shift register and decrements when a '1' shifts out of the rightedge of the corresponding window monitored by the counter.Figure 2 describes an enforcement scheme using two windows. This scheme generatesan (n1; T1;n2; T2) smooth trac, which means that over any period of duration T1, thenumber of packets n(T1)  n1 and over any period of duration T2, the number of packetsn(T2)  n2. Though we have described the scheme with two windows, further exibilityin moulding the burstiness is possible using the appropriate number of windows. Sincethe restriction on the number of packets permitted in a time window is enforced at theentry point of the shift register and the window shifts to the right every  seconds, thesmoothness is guaranteed over any time window over the entire duration of the connection.One limitation of the above scheme is caused by the discretization of time into slots of  .A slot of is termed active if a cell is transmitted during that slot and idle, otherwise. Sincethe cell arrival instant need not synchronize with the output slots, a cell arriving duringan idle slot will have to wait till the end of that slot for transmission. This limitation isremoved in our current scheme by using `soft' discretization. If a cell arrives during anidle slot, say after  0 elapses (out of  ), idle slot is frozen and an active slot is initiatedimmediately. At the termination of this active slot, if either data is absent or the admitfunction is false, the residual idle slot of duration (    0) commences. The end of a slot isindicated by the timer interrupt in Figure 3. The shift register is shifted right at the endof every slot, active or passive. The essence of the above arrangement is that an idle slotis interruptible whereas an active slot is not. Every time an idle slot is interrupted, theresidual idle time is saved for future use up.The modication described above is illustrated as an FSM in Figure 3.The key features are: Idle to Active state transition is red by the event (fa^fd) where fa: admit functionand fd : data present ag.The following actions ensue:1. save residual time by freezing the counter.2. initiate transmission and go to active state.3. every slot timer interrupt in idle state will cause transition to itself after resettingthe counter. Active to Idle state transition is red by the timer interrupt.
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Figure 6: (a) Output burst factor and (b) Mean Delay vs window size.dierentiate this denition of burstiness from the denition given in Section2.2. Figure 6apresents the result for dierent source ON-OFF characteristics. In each case, the sourceparameters are such that the average rate is < t, which is xed as 40.Figure 6b illustrates the eect of window size on mean delay. The number of simulationruns are such that the results are accurate to within 5% with 95% condence level.6.2 RESULTS AND INFERENCEResults of the simulation and inferences drawn, thereof, are as follows.1. Increase in input burstiness (as dened in Section 2.2) causes a reduction in the meandelay. This is expected since a larger burstiness implies a shorter source active periodfor a constant OFF period. As can be seen in Figure 5a, a smaller window sizeW2 forthe same NW2 admits burstier streams than would be admitted by a correspondinglylarger window size for the same NW2.2. For the nite buer case, the loss characteristics are presented in Figure 5b. Forreasons similar to the results in the previous experiment, a smaller window reducesthe losses. The dierence is however not as much pronounced as in the previous case.3. The output burst factor variation demonstrated in Figure 6a is a signicant resultin concurrence with our concept of a `controllable' burstiness. A shaper with alarger control window size generates a smoother output stream. We believe that theburstiness of the output can be tuned to provide statistical multiplexing gains at theswitches.4. The results of Figure 6b provide a means of selecting the window parameters suitablefor the delay requirements of the application. By judiciously selecting the window-2parameters, namely W2 and NW2, it is possible to tune the shaper behavior basedon the application characteristics and the performance requirements. Although thegeneral inuence of the parameters is apparent, the precise correspondence between
the source behavior and the window parameters needs to be established for dierentsources.7 CONCLUSIONIn this paper, we have presented the design and performance analysis of a trac shaper forhigh speed networks. The motivation for incorporating the features in the proposed schemeis derived from the leaky bucket characteristics. The major advantage of this approachover the leaky bucket is in permitting controlled burstiness at the output. If the burstinesscan be characterized and controlled, we feel that higher statistical multiplexing gain canbe derived along with improved QoS guarantees. Simulation results are encouraging.The proposed scheme can be easily implemented in hardware using a shift register, twocounters and the control gates. For highly bursty sources, we believe that the controlledburstiness feature of this scheme can be put to use eectively for increasing the statisticalmultiplexing gain. Results of the comparison between the SRTS and LBP can be seenin [RRA95b]. A trac shaper must work in unison with the scheduling schemes at theswitches for providing the required utilization and guarantees. We have demonstrated thata controlled burstiness feature can be provided. Our future work will investigate how thecharacteristics of the shaper output can be fruitfully exploited at the switches to provideutilization and guarantees.8 REFERENCES[Agr94] Ashok K. Agrawala. Temporal Pro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