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Abstract
Given a ﬁnite set V , and a hypergraphH ⊆ 2V , the hypergraph transversal problem calls for enumerating all minimal hitting
sets (transversals) forH. This problem plays an important role in practical applications as many other problems were shown to be
polynomially equivalent to it. Fredman and Khachiyan [On the complexity of dualization of monotone disjunctive normal forms,
J. Algorithms 21 (1996) 618–628] gave an incremental quasi-polynomial-time algorithm for solving the hypergraph transversal
problem. In this paper, we present an efﬁcient implementation of this algorithm. While we show that our implementation achieves
the same theoretical worst-case bound, practical experience with this implementation shows that it can be substantially faster. We
also show that a slight modiﬁcation of the original algorithm can be used to obtain a stronger bound on the running time.
More generally, we consider a monotone property  over a bounded n-dimensional integral box. As an important application of
the above hypergraph transversal problem, pioneered by Bioch and Ibaraki [Complexity of identiﬁcation and dualization of positive
Boolean functions, Inform. and Comput. 123 (1995) 50–63], we consider the problem of incrementally generating simultaneously
all minimal subsets satisfying  and all maximal subsets not satisfying , for properties given by a polynomial-time satisﬁability
oracle. Problems of this type arise in many practical applications. It is known that the above joint generation problem can be solved
in incremental quasi-polynomial time via a polynomial-time reduction to a generalization of the hypergraph transversal problem on
integer boxes. In this paper we present an efﬁcient implementation of this procedure, and present experimental results to evaluate
our implementation for a number of interesting monotone properties .
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1. Introduction
Let V be a ﬁnite set of cardinality |V | = n. For a hypergraphH ⊆ 2V , let us denote by I(H) the family of its
maximal independent sets, i.e. maximal subsets ofV not containing any hyperedge ofH. The complement of amaximal
independent subset is called a minimal transversal ofH (i.e. minimal subset of V intersecting all hyperedges ofH).
The collectionHd of minimal transversals is also called the dual or transversal hypergraph forH. The hypergraph
transversal problem is the problem of generating all transversals of a given hypergraph. This problem has important
applications in combinatorics [26], artiﬁcial intelligence [15], game theory [18,19], reliability theory [13], database
theory [11,15,17], integer programming [8], learning theory [3], and data mining [1,9,11].
The theoretically best known algorithm for solving the hypergraph transversal problem is due to Fredman and
Khachiyan [16] and works by performing |Hd| + 1 calls to the following problem, known as hypergraph dualization:
DUAL (H,X): Given a complete list of all hyperedges ofH, and a set of minimal transversals X ⊆ Hd, either
prove that X=Hd, or ﬁnd a new transversal X ∈Hd\X.
Two recursive algorithms were proposed in [16] to solve the hypergraph dualization problem. These algorithms have
incremental quasi-polynomial-time complexities of poly(n) + mO(log2 m) and poly(n) + mo(logm), respectively, where
m = |H| + |X|. Even though the second algorithm is theoretically more efﬁcient, the ﬁrst algorithm is much simpler
in terms of its implementation overhead, making it more attractive for practical applications. In fact, as we have found
out experimentally, in many cases, the most critical parts of the dualization procedure, in terms of execution time, are
operations performed in each recursive call, rather than the total number of recursive calls.With respect to this measure,
the ﬁrst algorithm is more efﬁcient due to its simplicity. For that reason, we present in this paper an implementation
of the ﬁrst algorithm in [16], which is efﬁcient with respect to the time per recursive call. We further show that this
efﬁciency in implementation does not come at the cost of increasing the worst-case running time substantially.
Rather than considering the hypergraph dualization problem, we shall consider, in fact, the more general problem
of dualization on boxes introduced in [8]. In this latter problem, we are given an integral box C = C1 × · · · × Cn,
where Ci = {i, i + 1, . . . , ui} is a ﬁnite set of consecutive integers, and we let = (1, . . . , n) and u= (u1, . . . , un)
denote the unique minimal and maximal elements in C with respect to the usual componentwise comparison. For a
subsetA ⊆ C we denote byA+ = {x ∈ C|xa, for some a ∈ A} andA− = {x ∈ C|xa, for some a ∈ A},
the ideal and ﬁlter generated byA. For single element subsetsA= {a} we shall write a+ and a− instead of {a}+ and
{a}−, respectively. Any element in C\A+ is called independent ofA, and we letI(A) denote the set of all maximal
independent elements for A. Call a family of vectors A Sperner if A is an antichain, i.e. if no two elements are
comparable inA. If C is the Boolean cube 2[n], we get the well-known deﬁnitions of a hypergraphA and its family
of maximal independent setsI(A). GivenA ⊆ C and a subsetB ⊆ I(A) of maximal independent elements ofA,
problem DUAL(C,A,B) calls for generating a new element x ∈ I(A)\B, or proving that there is no such element:
DUAL (C,A,B): Given a family of vectorsA ⊆ C, and a subsetB ⊆ I(A) of its maximal independent vectors,
either ﬁnd a new maximal independent vector x ∈ I(A)\B, or prove that B=I(A).
By performing |I(A)| + 1 calls to problem DUAL(C,A,B), we can solve the following problem.
GEN (C,I(A)): Given an integral box C, and a subset of vectors A ⊆ C, generate all maximal independent
elements ofA.
Problem GEN(C,I(A)) has several interesting applications in integer programming and data mining, see [8,6,9]
and the references therein. In particular, it is known that the incremental generation of minimal infrequent elements of
a given database of quantitative attributes, and the incremental generation of maximal boxes not containing any point
from a given point set, both reduce in polynomial time to problem GEN(C,I(A)), see [6,9]. These problems are
motivated, respectively, by the generation of association rules in databases with quantitative attributes [27], and by the
discovery of missing associations or “holes” in data mining applications (see [23,24]).
Extensions of the above-mentioned hypergraph transversal algorithms to solve problemDUAL(C,A,B)were given
in [8]. In this paper, we give an implementation of the ﬁrst dualization algorithm in [8], which achieves efﬁciency in
two directions:
• Reuse of the recursion tree: dualization-based techniques generate all maximal independent elements of a given
subset A ⊆ C by usually performing |I(A)| + 1 calls to problem DUAL(C,A,B), thus building a new re-
cursion tree for each call. However, as it will be illustrated, it is more efﬁcient to use the same recursion tree to
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generate all the elements of I(A), since the recursion trees required to generate many elements may be nearly
identical.
• Efﬁcient implementation at each recursion tree node: straightforward implementation of the algorithm in [8] requires
O(n|A| + n|B|) time per recursive call. However, this can be improved to O(n|A| + |B| + n log3(n|B|)) by
maintaining a binary search tree on the elements of B, and using randomization. Since in many natural examples
|B| is much larger than |A|, this gives a signiﬁcant improvement. Moreover, the expected memory required by
the randomized version is only O(nm) whereas the deterministic version may require up to O(nm2) space, where
m = |A| + |B|.
Several heuristics are also used to improve the running time. For instance, we use random sampling to ﬁnd the
branching variable and its value, required to divide the problem at the current recursion node. We also estimate the
numbers of elements ofA and B that are active at the current node, and only actually compute these active elements
when their numbers drop by a certain factor. As our experiments indicate, such heuristics can effectively reduce the
running time of the algorithm.
Let  : C → {0, 1} be a monotone property deﬁned over the elements of an integral box C = C1 × · · · × Cn: if
x ∈ C satisﬁes property , i.e. (x)= 1, then any y ∈ C such that yx also satisﬁes . We assume that  is described
by a polynomial satisﬁability oracle O, i.e. an algorithm that can decide whether a given vector x ∈ C satisﬁes , in
time polynomial in n and the size || of the input description of . Denote, respectively, byF ⊆ C and G ⊆ C the
families of minimal elements satisfying property , and maximal elements not satisfying property . Then it is clear
that G = I(F) for any monotone property . Given a monotone property , we consider the problem of jointly
generating the familiesF and G:
GEN(C,F,G,X,Y): Given a monotone property , represented by a satisﬁability oracle O, and two explicitly
listed vector familiesX ⊆F ⊆ C andY ⊆ G ⊆ C, either ﬁnd a new element in (F\X) ∪ (G\Y), or prove that
these families are complete: X=F and Y= G.
It is clear that for a given monotone property , described by a satisﬁability oracle O, we can generate bothF and
G simultaneously by startingwithX=Y=∅ and solving problemGEN(C,F,G,X,Y) for a total of |F|+|G|+1
times, incrementing in each iteration either X or Y by the newly found vector x ∈ (F\X) ∪ (G\Y), according to
the answer of the oracle O, until we have (X,Y) = (F,G).
In most practical applications, the requirement is to generate either the familyF or the family G, i.e. we consider
the separate generation problems:
GEN(C,F,X) (GEN(C,G,Y)): Given a monotone property  and a subfamily X ⊆ F ⊆ C (respectively,
Y ⊆ G ⊆ C), either ﬁnd a new minimal satisfying vector x ∈ F\X (respectively, maximal non-satisfying vector
x ∈ G\Y), or prove that the given partial list is complete: X=F (respectively, Y= G).
Problems GEN(C,F,X) and GEN(C,G,Y) arise in many practical applications and in a variety of ﬁelds,
see e.g. [8,9,7,11,15,22]. It is easy to see that problem GEN(C,G,X) includes as a special case the dualization
problem DUAL(C,A,B). Indeed, for any x ∈ C, if we deﬁne the monotone property (x) to be satisﬁed by x if
and only if xa for some a ∈ A, then the families F and G can be identiﬁed with the families A and I(A),
respectively.
Even though the above two generation problems may be NP-hard in general (see e.g. [22]), it is known that the
joint generation problem GEN(C,F,G,X,Y) can always be solved in incremental poly(n, log ‖C‖∞)+mpolylog m
time (i.e. in incremental quasi-polynomial time) for any monotone property  described by a satisﬁability oracle,
where ‖C‖∞ = ∑ni=1|Ci | and m = |X| + |Y|, see [5,8,20]. In particular, as observed by Bioch and Ibaraki [5], and
independently by Gurvich and Khachiyan [20], there is a polynomial-time reduction from the joint generation problem
to the dualization problem on boxes (see also [8]):
Proposition 1. ProblemGEN(C,F,G,A,B) canbe solved in time
∑n
i=1poly (log ‖C‖∞, |A|, |B|)+T (‖O‖)+
Tdual for any monotone property  deﬁned by a satisﬁability oracle O, where T (‖O‖) is the worst-case running time
of the oracle on any x ∈ C, and Tdual denotes the time required to solve problem DUAL(C,A,B).
Proof. Let us ﬁrst consider two subroutines which can be deﬁned for any monotone property . The ﬁrst of these
subroutines takes as input a vector x ∈F+ and returns a minimal vector x∗ inF+ ∩x−. Such a vector x∗ =minF(x)
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can, for instance, be computed by coordinate descent:
x∗1 ← min{y1 ∈ C1 | (y1, x2, . . . , xn−1, xn) ∈F+ , y1x1},
x∗2 ← min{y2 ∈ C2 | (x∗1 , y2, . . . , xn−1, xn) ∈F+ , y2x2},
· · ·
x∗n ← min{yn ∈ Cn | (x∗1 , x∗2 , . . . , x∗n−1, yn) ∈F+ , ynxn},
where min{yi ∈ Ci | · · ·} returns an arbitrary minimal element with the speciﬁed property. Note that each of the n
coordinate steps in the above procedures can be reduced via binary search to at most log(‖C‖∞+1) satisﬁability oracle
calls for the monotone property .
The second subroutine is to compute, for a given vector x ∈ I(F)−, a maximal vector x∗ = maxF(x) ∈
I(F)
− ∩ x+ which can be computed analogously by coordinate ascent. It is clear that these two subroutines can be
executed in at most O(
∑n
i=1 log(‖C‖∞ + 1) · T (‖O‖)) time.
Now the result stated in the proposition is obtained via the following algorithm.
AlgorithmJ
Step 1: Check whether B ⊆ I(A). Since B ⊆ I(F) andA ⊆F, each vector x ∈ B is independent ofA and
we only need to check the maximality of x for I(A). In other words, we have to check whether or not y ∈ A+ for
every immediate successor y of x. Since bothA andB are explicitly given, this check can be done in poly(n, |A|, |B|)
comparisons. If there is an x ∈ B\I(A), then x /∈F+ because x ∈ B ⊆ I(F). This and the inclusionA ⊆ F
imply that x /∈A+. Since x /∈I(A), we can ﬁnd an immediate successor y /∈A+ of x. By the maximality of x in
C\F+ , y belongs toF+ . Now letting y∗ = minF(y) we conclude that y∗ ∈F\A, i.e. y∗ is a new minimal vector
inF.
Step 2: (is similar to the previous step): Let I−1(B) be the set of minimal elements in C\B−. We check whether
A ⊆ I−1(B). IfA contains an element that is not minimal in C\B−, we can ﬁnd a new vector in I(F)\B and
halt.
Step 3: Suppose that B ⊆ I(A) andA ⊆ I−1(B). Then
(A,B) = (F,I(F)) ⇐⇒ B=I(A).
To see this, assume thatB=I(A), and suppose on the contrary that there is an x ∈F\A. Since x /∈A=I−1(B)
and x /∈B− ⊆ I(F)−, there must exist a y ∈ A ⊆ F such that yx. Hence we get two distinct elements
x, y ∈ F such that yx, which contradicts the deﬁnition of F. The existence of an x ∈ I(F)\B leads to a
similar contradiction.
To check the stopping criterion B =I(A), we solve problem DUAL(C,A,B). If B = I(A), we obtain a new
point x ∈ I(A)\B. By F+ ∩ I(F)− = ∅, either x ∈ F+ , or x ∈ I(F)− and we can decide which of these
two cases holds by calling the satisﬁability oracle O on x. In the ﬁrst case, we conclude that x∗ = minF(x) is a new
vector inF\A, while in the second case we have x∗ = maxF(x) ∈ I(F)\B as a new vector. 
As mentioned above, the currently best known algorithm for dualization runs in time poly(n) + mo(logm), see
[8,16]. Unfortunately, this joint generation may not be an efﬁcient algorithm for solving either of GEN(C,F,X) or
GEN(C,G,Y) separately for the simple reason that we do not control which of the familiesF\X andG\Y contains
each new vector produced by the algorithm. Suppose we want to generateF and the familyG is exponentially larger
thanF. Then, if we are unlucky, we may get elements ofF with exponential delay, while getting large subfamilies
of G (which are not needed at all) in between. However, there are two reasons why we are interested in solving the
joint generation problem efﬁciently. First, it is easy to see [17] that no satisﬁability oracle-based algorithm can generate
F in fewer than |F| + |G| steps, in general:
Proposition 2. Consider an arbitrary algorithm A, which generates the familyF by using only a satisﬁability oracle
O for the monotone property . Then, for the algorithm to generate the whole familyF, it must call the oracle at
least |F| + |G| times.
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Proof. Clearly, any monotone property  can be deﬁned by its value on the boundaryF∪G. For any y ∈F∪G,
let us thus deﬁne a monotone property y as follows:
y(x) =
{
(x) if x ∈ C, x = y
1 − (x) if x = y.
Then y is a monotone property that differs from  only at y, and algorithm A must be able to distinguish the Sperner
families described by  and y for every y ∈F ∪ G. 
Second, for a wide class of Sperner families (or equivalently, monotone properties), the so-called uniformly dual-
bounded families [10], it was realized that the size of the dual family I(F) is uniformly bounded by a (quasi-)
polynomial in the size ofF and the oracle description:
|I(X) ∩I(F)|(quasi-)poly(|X|, ||) (1)
for any non-empty subfamilyX ⊆F (see e.g. [8,6]). An inequality of the form (1) implies that joint generation is an
incrementally efﬁcient way for generating the familyF (see Section 3.1 and also [6] for several interesting examples):
Corollary 1. Suppose F is uniformly dual-bounded as in (1) and deﬁned by a (quasi-) polynomial-time
membership oracle forF+ . Then problem GEN(C,F, X) is (quasi-) polynomial-time reducible to at most (quasi-)
poly(|X|, log(‖C‖∞ +1), ‖O‖) + 1 instances of problem DUAL(C,A,B).
Proof. Given a subset X of F, we repeatedly run Algorithm J, starting with A = X and B = ∅, until it either
produces a new element inF\X or proves that X =F by generating the entire family I(F). By Step 1, either
B ⊆ I(X) is maintained during the execution of the algorithm, or a new element x ∈F\X can be found. Thus, as
long as AlgorithmJ outputs elements ofI(F), these elements also belong toI(X), and hence the total number of
such elements does not exceed (quasi-)poly(|X|, ||). 
In Section 2.2, we present an efﬁcient implementation of a quasi-polynomial dualization algorithm on boxes. Direct
application of this implementation to solve the joint generation problem, as suggested by Proposition 1, may not be
very efﬁcient since each call to the dualization code requires the construction of a new recursion tree, wasting therefore
information that might have been collected from previous calls. A much more efﬁcient approach, which we implement
in this paper, is to use the same recursion tree for generating all elements of the familiesF and G. The details of
this method will be described in Section 3.2. In Section 2.1 we introduce some basic terminology used throughout the
paper, and brieﬂy outline the quasi-polynomial algorithm of [16] (or more precisely, its generalization to boxes [8]).
Section 2.2 describes the data structure used in our implementation of this algorithm, and presents the algorithm. In
Section 2.3, we show that the new version of the algorithm has, on the average, the same quasi-polynomial bound on
the running time as that of [8], and we also show how to get a slightly stronger bound on the running time. In Section
3.1, we give three examples of monotone properties that will be used in our experimental study of the joint generation
algorithm. Finally, Section 4 presents our experimental ﬁndings, and Section 5 provides some conclusions.
2. Dualization on integer boxes
2.1. Terminology and outline of the algorithm
Throughout this section, we assume that we are given an integer box C∗ = C∗1 × · · · × C∗n, where C∗i = [l∗i : u∗i ],
and l∗i u∗i , are integers, and a subsetA∗ ⊆ C∗ of vectors for which it is required to generate all maximal independent
elements. The algorithm of [8], considered in this paper, solves problem DUAL(C∗,A∗,B∗), by decomposing it
into a number of smaller subproblems and solving each of them recursively. The input to each such subproblem is a
sub-box C= C1 × · · · × Cn of the original box C∗ and two subsetsA ⊆A∗ and B ⊆ B∗ of integral vectors, where
B∗ ⊆ I(A∗) denotes the subfamily of maximal independent elements that the algorithm has generated so far. Note
that, by deﬁnition, the following condition holds for the original problem and all subsequent subproblems:
ab for all a ∈A, b ∈ B. (2)
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Given an element a ∈A (b ∈ B), we say that a coordinate i ∈ [n] def={1, . . . , n} is essential for a (respectively, b), in
the box C= [l1 : u1] × · · · × [ln : un], if ai > li (respectively, if bi <ui). Let us denote by Ess(x) the set of essential
coordinates of an element x ∈A ∪B. Finally, given a sub-box C ⊆ C∗, and two subsetsA ⊆A∗ and B ⊆ B∗, we
shall say that B is dual toA in C ifA+ ∪B− ⊇ C.
A key lemma, on which the algorithm in [8] is based, is that either (i) there is an element x ∈A∪Bwith at most 1/
essential coordinates,where  def= 1/(1+logm) andm def= |A|+|B|, or (ii) one can easily ﬁnd a newmaximal independent
element z ∈ C, by picking each element zi independently at random from {li , ui} for i=1, . . . , n; see subroutineRandom
solution(·, ·, ·) in the next section. In case (i), one can decompose the problem into two strictly smaller subproblems as
follows. Assume, without loss of generality, that x ∈A has at most 1/ essential coordinates. Then, by (2), there is an
i ∈ [n] such that |{b ∈ B : bi < xi}||B|. This allows us to decompose the original problem into two subproblems
DUAL(C′,A,B′) and DUAL(C′′,A′′,B), whereC′=C1×· · ·×Ci−1×[xi : ui]×Ci+1×· · ·×Cn,B′=B∩(C′)+,
C′′ =C1 ×· · ·×Ci−1 ×[li : xi −1]×Ci+1 ×· · ·×Cn, andA′′ =A∩ (C′′)− (note that althoughA∗,B∗ ⊆ C∗ holds
initially, this property may not hold after one ore more decomposition steps). This way, the algorithm is guaranteed
to reduce the cardinality of one of the setsA or B by a factor of at least 1 −  at each recursive step. For efﬁciency
reasons, we do two modiﬁcations to this basic approach. First, we use sampling to estimate the sizes of the setsB′,A′′
(see subroutine Est(·, ·) below). Second, once we have determined the new sub-boxesC′,C′′ above, we do not compute
the active families B′ andA′′ at each recursion step (this is called the Cleanup step in the next section). Instead, we
perform the cleanup step only when the number of vectors reduces by a certain factor f, say 12 , for two reasons: ﬁrst, this
improves the running time since the elimination of vectors is done less frequently. Second, the expected total memory
required by all the nodes of the path from the root of the recursion tree to a leaf is at most O(nm+m/(1− f )), which
is linear in m for constant f.
2.2. The dualization algorithm
We used the following data structures in our implementation:
• Two global arrays of vectors, A and B containing the elements of A∗ and B∗, respectively. We keep with every
vector a counter indicating the number of essential components of that vector with respect to the current box. These
counters are updated in O(|A| + |B|), after each decomposition step, whereA and B are the current active sets.
• Two local (dynamic) arrays of indices, index(A) and index(B), containing the indices of vectors fromA∗ and B∗
(i.e. containing pointers to elements of the arrays A and B), that appear in the current subproblem. These arrays are
used to enable sampling from the sets A and B, and also to keep track of which vectors are currently active, i.e.
intersect the current box.
• A global balanced binary search tree H(B∗), built on the elements of B∗ using lexicographic ordering. Each node
of the tree contains an index of an element in the array B. This way, checking whether a given vector x ∈ C belongs
to B∗ or not, takes only O(n log |B∗|) time.
In the sequel, we let m = |A| + |B| and = 1/(1 + logm). We assume further that operations of the formA′′ ←A
and B′ ← B are actually performed on the index arrays index(A), index(B) so that they only take O(m) rather than
O(nm) time. We used the following subroutines in our implementation:
Maximization maxA(z): It takes as input a vector z /∈A+ and returns a maximal vector z∗ in (C∗ ∩ {z}+)\A+. This
can be done in O(n|A|) by initializing c(a) = |{i ∈ [n] : ai > zi}| for all a ∈ A, and repeating, for i = 1, . . . , n, the
following two steps: (i) z∗i ← min(u∗i ,min{ai − 1 : a ∈ A, c(a) = 1 and ai > zi}) (where we assume min(∅) = ∞);
(ii) c(a) ← c(a) − 1 for each a ∈A such that zi < aiz∗i .
Exhaustive duality (C,A,B): Assuming |A‖B|1, check duality in O(n(|A∗| + log |B|)) as follows: ﬁrst, if
|A| = |B| = 1 then ﬁnd an i ∈ [n] such that ai > bi , whereA= {a} andB= {b}. (Such a coordinate is guaranteed to
exist by (2).) Let l=(l1, . . . , ln) andu=(u1, . . . , un) be theminimumandmaximumelements ofC, respectively. If there
is a j = i such that bj <uj then return maxA∗(u1, . . . , ui−1, bi, ui+1, . . . , un). If there is a j = i such that aj > lj
then return (u1, . . . , uj−1, aj − 1, uj+1, . . . , un). If bi < ai − 1 then return also (u1, . . . , ui−1, ai − 1, ui+1, . . . , un).
Otherwise return the empty vector (meaning thatA andB are dual inC). Second, if |A|=0 then let z=maxA∗(u),
and return either  if z ∈ B∗, or z if z /∈B∗ (this check can be done in O(n log |B∗|) using the search tree H(B∗)).
Finally, if |B| = 0 then return either  or z = maxA∗(l) depending on whether l ∈ A+ or not (this check requires
O(n|A|) time).
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Random solution (C,A∗,B∗): Repeat the following for k=1, . . . , t1, where t1 is a constant (say 10): ﬁnd a random
point zk ∈ C, by picking each coordinate zki randomly from {li , ui}, i=1, . . . , n. If zk /∈ (A∗)+, let (zk)∗ ← maxA∗(zk)
and if (zk)∗ /∈B∗ then return (zk)∗. If no vector (zk)∗ was returned in one of these t1 iterations, then return . This step
takes O(n(|A∗| + log |B∗|)) time, and is used to check whether (A∗)+ ∪ (B∗)− covers a large portion of C.
Count estimation: For a subsetX ⊆A (orX ⊆ B), use sampling to estimate the number Est(X,C) of elements of
X ⊆A (orX ⊆ B) that are activewith respect to the current boxC, i.e. the elements of the setX′ def={a ∈ X|a+∩C = ∅}
(X′ def={b ∈ X|b−∩C = ∅}). This can be done as follows. For t2=O(log(|A|+|B|)/), pick elements x1, . . . , xt2 ∈A
at random, and deﬁne the random variable Y = |A|/t2 ∗ |{xi ∈ X′ : i = 1, . . . .t2}|. Repeat this step independently for
a total of t3 = O(log(n|A| + n|B|)) times to obtain t3 estimates Y 1, . . . , Y t3 , and let Est(X,C) = min{Y 1, . . . , Y t3}.
This step requires O(nlog3(nm)) time.1
Cleanup(A,C) (Cleanup(B,C)): SetA′ ← {a ∈A|a+ ∩ C = ∅} (respectively, B′ ← {b ∈ B|b− ∩ C = ∅}), and
returnA′ (respectively, B′). This step takes O(n|A|) (respectively, O(n|B|)).
Now,we describe the implementation of procedure GEN-DUAL(A,B,C) which is called initially using C ←
C∗,A←A∗ and B← ∅. At the return of this call,B is extended by the elements in I(A∗). Below we assume that
f ∈ (0, 1) is a constant. We further assume that the procedure has access to the global data structure described earlier,
and in particular to the original set of vectorsA∗ and B∗.
Procedure GEN-DUAL(C,A,B):
Input: A box C=C1 × · · · ×Cn and subsetsA ⊆A∗, andB ⊆ I(A∗).
Output: A subsetN ⊆ I(A∗)\B.
1. N← ∅.
2. While |A‖B|1
2.1. z ← Exhaustive duality(C,A,B).
2.2. If z = then return(N).
2.3.B← B ∪ {z},N←N ∪ {z}.
end while
3. z ← Random solution(C,A∗,B∗).
4. While (z = ) do
4.1.B← B ∪ {z},N←N ∪ {z}.
4.2. z ← Random solution(C,A∗,B∗).
end while
5. x∗ ← argmin{|Ess(y)| : y ∈ (A ∩C−) ∪ (B ∩C+)}.
6. If x∗ ∈A then
6.1. i ← argmax{Est({b ∈ B : bj < x∗j },C) : j ∈ Ess(x∗)}.
6.2. C′ =C1 × · · · ×Ci−1 × [x∗i : ui ] ×Ci+1 × · · · ×Cn.
6.3. If Est(B,C′)f ∗ |B| then
6.3.1.B′ ← Cleanup(B,C′).
6.4. else
6.4.1.B′ ← B.
6.5.N′ ← GEN-DUAL(C′,A,B′).
6.6.N←N ∪N′,B← B ∪N′.
6.7. C′′ =C1 × · · · ×Ci−1 × [li : x∗i − 1] ×Ci+1 × · · · ×Cn.
6.8. If Est(A,C′′)f ∗ |A| then
6.8.1.A′′ ← Cleanup(A,C′′).
6.9. else
6.9.1.A′′ ←A.
6.10.N′′ ← GEN-DUAL(C′′,A′′,B).
6.11.N←N ∪N′′,B← B ∪N′′.
7. else
7.1–7.11. Symmetric versions of Steps 6.1–6.11 (details omitted).
end if
8. Return (N).
1 Note that these sample sizes were chosen to theoretically get a guarantee on the expected running time of the algorithm. However, as our
experiments indicate, smaller (usually constant) sample sizes are enough to provide practically good performance.
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2.3. Analysis of the expected running time
LetC(v) be the expected number of recursive calls on a subproblem GEN-DUAL(C,A,B) of volume v def= |A‖B|.
Consider a particular recursive call of the algorithm and letA, B and C be the current inputs to this call. Let x∗ be
the element with minimum number of essential coordinates found in Step 5, and assume without loss of generality that
x∗ ∈ A. As mentioned before, we assume also that the factor f used in Steps 6.3 and 6.8 is 12 . Since we do delayed
cleanups, some of the vectors inA andB may not be active. For i = 1, . . . , n, letBi def={b ∈ B : bi < x∗i }, and denote
by B=B ∩ C+ and Bi =Bi ∩ C+ the subsets of B and Bi that are active with respect to the current box C. In this
section, we show that our implementation has, with high probability, almost the same quasi-polynomial bound on the
running time as the algorithm of [8].
Lemma 1. Suppose that k ∈ Ess(x∗) satisﬁes |Bk||B|. Let i ∈ [n] be the coordinate obtained in Step 6.1 of the
algorithm, and v = |A‖B|. Then
Pr
[
|Bi | |B|4
]
1 − 1
v
. (3)
Proof. For j =1, . . . , n, let Yj def= Est(Bj ,C). Then the random variableXj def= t2Yj/|B| is binomially distributed with
parameters t2 and |Bj |/|B|, and thus by Chernoff bound
Pr[Yj < E[Yj ]2 ]< e
−E[Xj ]/8 for j = 1, . . . , n.
In particular, for j=k, we get Pr[Yk < |B|/2]< e−E[Xk]/8 sinceE[Yk]|B|. Note that, sinceEst(B,C) is theminimum
over t3 independent trials, it follows by Markov inequality that if |B|< |B|/4, then Pr[Est(B,C)< |B|/2]1− 2−t3 ,
and the cleanup step would have already been performed with high probability. On the other hand, if |B| |B|/4 then
E[Xk] = t2|Bk|/|B|t2/4. Thus, it follows that Pr[Yk < |B|/2]< e−t2/32 + 2−t3 . Moreover, for any j ∈ Ess(x∗)
for which |Bj |/|B|< /4,we have Pr[Yj |B|/2]< 2−t3 . Consequently,
Pr
[
Yk
|B|
2
and Yj <
|B|
2
for all j ∈ Ess(x∗) such that |Bj ||B| <

4
]
> 1 − 2−t3 |Ess(x∗)| − e−t2/321 − 1
v
,
where the last inequality follows by our selection of t2 and t3. Since, in Step 6.1, we select the index i ∈ [n]maximizing
Yi , we have YiYk and thus, with probability at least 1 − 1/v, we have |Bi |/|B|/4. 
Lemma 2. The expected number of recursive calls until a new maximal independent element is output, or procedure
GEN-DUAL(C,A,B) terminates is mO(log2 m).
Proof. For a node N of the recursion tree T, denote byA=A(N), B=B(N) the subsets ofA and B intersecting
the box speciﬁed by node N, and let v(N) = |A(N)‖B(N)|. Consider an arbitrary moment during the execution of
the algorithm. Let N0 be the node of T at which the latest maximal independent element was generated. If no such
node exists, then let N0 = Nr be the root node of T. For any node N of T, let us denote by C(v), where v = v(N), the
expected number of nodes of T generated (or in other words, the expected total number of recursive calls made) from
the moment in time we ﬁrst visited node N, until we either generate all nodes of the subtree rooted at N, or output a new
maximal independent element, whichever happens sooner. Consider any node N of the subtree T′ of T rooted at N0.
If s(N) def= ∑
a∈A(N)
1
2
|Ess(a)| + ∑
b∈B(N)
1
2
|Ess(b)|
< 12 , then the probability that the point z ∈ C, picked randomly in
2358 L. Khachiyan et al. / Discrete Applied Mathematics 154 (2006) 2350–2372
Step 3 or 4.2 of the procedure, belongs toA(N)+ ∪B(N)− is at most 12
t1
. Thus, in this case, with probability at least
1
def= 1− 12
t1
, we ﬁnd a newmaximal independent element, and with probability at most 1 we perform decomposition.
In the latter case, we get two subproblems of volumes at most v − 1 each. This gives the following recurrence for the
expected number of recursive calls at node N:
C(v)1 + 2(1 − 1)C(v − 1)1 + 12t1−1C(v − 1), (4)
where v = v(N). Assume now that s(N) 12 , let x∗ be the element with |Ess(x∗)|1/ found in Step 5, and assume
without loss of generality that x∗ ∈ A. Then, by (2), there exists a coordinate k ∈ Ess(x∗) such that |Bk||B|. By
Lemma 1, with probability p2 def= 1 − 1/v, we can reduce the volume of one of the subproblems, of the current
problem, by a factor of at least 1 − /4. On the other hand, decomposing on the wrong coordinate results in two
subproblems of volume at most v − 1 each, and this can happen with probability 1− p. Thus for the expected number
of recursive calls at node N, we get the following recurrence:
C(v)p
[
1 + C(v − 1) + C
((
1 − 
4
)
v
)]
+ (1 − p)[1 + 2C(v − 1)]
= 1 + (2 − p)C(v − 1) + p · C
((
1 − 
4
)
v
)
1 +
(
1 + 1
v
)
C(v − 1) + C
((
1 − 
4
)
v
)
. (5)
This recurrence givesC(v)vO(log2 v), which is also satisﬁed by (4). If a maximal independent element is output while
traversing the nodes of the subtree T′, then we get the claimed bound on the running time by the above recurrences.
Now consider the case when an ancestor node of N0 in T has to be visited before either terminating or producing a
new maximal independent element. Let N1 be the node of T at which the next new maximal independent element is
generated. If no such node exists, then letN1=Nr, the root of the treeT. Let nodeN2 inT be the least common ancestor
of N0 and N1 in T. Consider the pathsP(N0, N2) between nodes N0 and N2 andP(N1, N2) between N1 and N2 in T.
Since a large number of new maximal independent elements may have been added at node N0, and of course to all its
ancestors on the pathP(N0, N2), recurrences (4), (5) may no longer hold at the nodes of this path, simply because the
branching variable at each such node N was chosen with respect to the old value of |B(N)| at that node. Assume that
the execution order on T is from left to right, i.e. the algorithm visits a left child of a node before visiting its right child.
Since we count the number of new recursive calls made from the time of the last generation that happened at node
N0, each node N on the path P(N0, N2), that has its right child also on this path, does not contribute to this number.
Furthermore, the number of recursive calls resulting from the right child N ′ of each node N on P(N0, N2), that has
its left child also on this path, is at most C(v(N ′))v(N ′)O(log2 v(N ′)), as explained above. Since the number of such
nodes does not exceed the length of the path P(N0, N2), which is at most m, the expected total number of recursive
calls is at most mC(v), where v is the current volume, and the lemma follows. 
Weshow further that, if |B|?|A|, i.e. if the output size ismuch bigger than the input size, then the number of recursive
calls required for termination, after the last dual element is generated by GEN-DUAL(A,B,C), is mo(log2 m).
Lemma 3. Suppose that A and B are dual in C, then the expected number of recursive calls until GEN-DUAL
(C,A,B) terminates ismO( logm),wherem=|A|+|B| and =min{log , log(/)/c(, /), log(/)/c(, /)}+
1, = |A|, = |B|, and c = c(a, b), is the unique positive root of the equation
2c(ac/ log b − 1) = 1. (6)
Proof. Let r = min{|Ess(y)| : y ∈ A ∪B}, p = (1 + (/)1/(r−1))−1, and let z ∈ C be a random element obtained
by picking each component independently with Pr[zi = li] = p and Pr[zi = ui] = 1 − p. Then the probability that
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z ∈A+ ∪B− is at most∑a∈A(1− p)|Ess(a)| +∑b∈Bp|Ess(b)|(1− p)r + pr = pr−1. SinceA andB are dual
in C, it follows that pr−11, and thus
r − 1 log 
log(1 + (/)1/(r−1)) . (7)
The maximum value that r can achieve is when both sides of (7) are equal, i.e. r is bounded by the root r ′ of the equation
1/(r
′−1) = 1 + (/)1/(r ′−1). If = , then r ′ = log + 1. If > , then letting (/)1/(r ′−1) = 2c, we get
r ′ = 1 + log(/)
c(, /)
, (8)
where c(·, ·) is as deﬁned in (6). The case for >  is similar and the lemma follows from (2) and Lemma 2. 
Note that, if  is much larger than , then the root r ′ in (8) is approximately
r ′ ∼ 1 + log(/)
log(log(/)/ log )
and thus the expected running time of procedure GEN-DUAL(A,B,C), from the time of last output till termination,
is mo(log2 m). In fact, one can use Lemma 2 together with the method of conditional expectations to obtain an incre-
mental deterministic algorithm for solving problem GEN(C,A), whose delay between any two successive outputs is
nmo(log
2 m)
.
3. Joint generation
3.1. Examples of monotone properties
We consider the following three monotone properties in this paper:
Monotone systems of linear inequalities: Let A ∈ Rr×n+ be a given non-negative real matrix, b ∈ Rr be a given
r-vector, c ∈ Rn+ be a given non-negative n-vector, and consider the system of linear inequalities
Axb, x ∈ C= {x ∈ Zn|0xc}. (9)
For x ∈ C, let 1(x) be the property that x satisﬁes (9). Then the families F1 and G1 correspond, respectively,
to the minimal feasible and maximal infeasible vectors for (9). It is known [8] that the family F1 is (uniformly)
dual-bounded:
|I(F1)|rn|F1 |. (10)
Minimal infrequent and maximal frequent sets in binary databases: Let D : R × V → {0, 1} be a given r × n binary
matrix representing a set R of transactions over a set of attributes V . To each subset of columns X ⊆ V , let us associate
the subset S(X) = SD(X) ⊆ R of all those rows i ∈ R for which D(i, j) = 1 in every column j ∈ X. The cardinality
of S(X) is called the support of X. Given an integer t, a column set X ⊆ V is called t-frequent if |S(X)| t and
otherwise, is said to be t-infrequent. For each set X ∈ C def= 2V , let 2(X) be the property that X is t-infrequent. Then
2 is a monotone property and the familiesF2 and G2 correspond, respectively, to minimal infrequent and maximal
frequent sets for D. It is known [11] that
|I(F2)|(r − t + 1)|F2 |. (11)
Problems GEN(C,F2 ,Y) and GEN(C,G2 ,Y) appear in data mining applications, see e.g. [17].
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Sparse boxes for multidimensional data: LetS be a set of points in Rn, and t |S| be a given integer. A maximal
t-box is a closed n-dimensional interval which contains at most t points ofS in its interior, and which is maximal with
respect to this property (i.e. cannot be extended in any direction without strictly enclosing more points ofS). Deﬁne
Ci = {pi | p ∈S} for i = 1, . . . , n and consider the family of boxesB= {[a, b] ⊆ Rn | a, b ∈ C1 × · · · ×Cn, ab}.
For i = 1, . . . , n, let ui = maxCi , and let Ci+n def={ui − p | p ∈ Ci} be the chain ordered in the direction opposite to
Ci . Consider the 2n-dimensional box C=C1 ×· · ·×Cn ×Cn+1 ×· · ·×C2n and let us represent every n-dimensional
interval [a, b] ∈ B as the 2n-dimensional vector (a, u − b) ∈ C, where u = (u1, . . . , un). This gives a monotone
injective mappingB → C (not all elements of C deﬁne a box, since ai > bi is possible for (a, u− b) ∈ C). Let us now
deﬁne the monotone property 3 to be satisﬁed by an x ∈ C if and only if x does not deﬁne a box, or the box deﬁned
by x contains at most t points of S in its interior. Then the setsF3 and G3 can be identiﬁed, respectively, with the
set of maximal t-boxes (plus a polynomial number of non-boxes), and the set of minimal boxes of x ∈ B ⊆ C which
contain at least k + 1 points of S in their interior. It is known [9] that the family of maximal t-boxes is (uniformly)
dual-bounded:
|I(F3)| |S||F3 |. (12)
The problem of generating all elements ofF3 has been studied in the machine learning and computational geometry
literatures (see [12,14,25]), and is motivated by the discovery of missing associations or “holes” in data mining
applications (see [2,23,24]). Edmonds et al. [14] give an algorithm, for solving this problem, whose worst-case time
complexity is exponential in the dimension n of the given point set.
3.2. The joint generation algorithm
As before, we assume that we are given an integer box C∗ = C∗1 × · · · × C∗n, where C∗i = [l∗i : u∗i ], and l∗i u∗i ,
are integers, and a monotone property , described by a polynomial-time satisﬁability oracle, for which it is required
to generate the families F and G. The generation algorithm, considered in this paper, is based on a reduction to
a dualization algorithm of [8], for which an efﬁcient implementation was given in the previous section. Again, the
problem is solved by decomposing it into a number of smaller subproblems and solving each of them recursively.
The input to each such subproblem is a sub-box C of the original box C∗ and two subsets F ⊆ F∗ and G ⊆ G∗
of integral vectors, where F∗ ⊆ F and G∗ ⊆ G denote, respectively, the subfamilies of minimal satisfying and
maximal non-satisfying vectors that have been generated so far. The same decomposition lemma, stated in Section
2.1, holds also here. More precisely, either (i) there is an element x ∈ F ∪ G with at most 1/ essential coordinates,
where  def= 1/(1+ logm) and m def= |F| + |G|, or (ii) one can easily ﬁnd a new element z ∈ C\(F+ ∪G−), by picking
each element zi independently at random from {li , ui} for i = 1, . . . , n. As before, in case (i), one can decompose the
problem into two strictly smaller subproblems, and the algorithm is guaranteed to reduce the cardinality of one of the
setsF or G by a factor of at least 1 −  at each recursive step.
We used the following data structures in our implementation:
• Two global arrays of vectors, F and G, containing the elements ofF∗ and G∗, respectively.
• Two (dynamic) arrays of indices, index(F) and index(G), containing the indices of vectors fromF∗ and G∗, that
appear in the current subproblem.
• Two global balanced binary search trees H(F∗) and H(G∗), built on the elements of F∗ and G∗, respectively,
using lexicographic ordering. Each node of the tree H(F∗) (H(G∗)) contains an index of an element in the array
F (G). This way, checking whether a given vector x ∈ C belongs to F∗ (G∗) or not, takes only O(n log |F∗|)
(O(n log |G∗|)) time.
Below, we let m = |F| + |G| and = 1/(1 + logm). We use the following subroutines in our implementation:
Minimization minF(z): It takes as input a vector z ∈ F+ and returns a minimal vector z∗ in F+ ∩ {z}−. As
explained in the proof of Proposition 1, such a vector z∗ = minF(z) can be computed by coordinate descent. More
efﬁcient procedures can be obtained if we specialize this routine to the speciﬁc monotone property under consideration.
For instance, for property 1 this operation can be performed in O(nr) steps as follows. For j = 1, . . . , r , let ajxbj
be the jth inequality of the system. We initialize z∗ ← z and wj = aj z∗ − bj for j = 1, . . . , r . For the ith step of the
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coordinate descend operation, we let z∗i ← z∗i −  and wj ← wj − aji for j = 1, . . . , r , where
= min
1 j r
{
wj
aji
: aji > 0
}
.
Now consider property 2. Given a set Z ∈ F+2 , the operation minF2 (Z) can be done in O(nr) by initializing
Z∗ ← Z, s ← |S(Z)| and c(Y ) ← |Z\Y | for all Y ∈ D, and repeating, for i ∈ Z, the following two steps: (i)
Y← {Y ∈ D : c(Y )= 1, Y / i}; (ii) if |Y|+ s t − 1 then 1. Z∗ ← Z∗\{i}, 2. s ← s +|Y|, and 3. c(Y ) ← c(Y )− 1
for each Y ∈ D such that Y / i.
For the monotone property 3 and z ∈ F+3 , the operation minF3 (z) can be done in O(n|S|) as follows. For
each point p ∈ S, let p′ ∈ R2n be the point with components p′i = pi for i = 1, . . . , n, and p′i = ui−n − pi−n for
i = n + 1, . . . , 2n. Initialize s(z) ← |{p ∈ S : p is in the interior of z}| and c(p) ← |{i ∈ [n] : p′izi}| for all
p ∈ S. Repeat, for i = 1, . . . , 2n, the following steps: (i) z∗i ← min{p′i : p ∈ S, c(p) = 1, p′izi and |{q ∈ S :
c(q) = 1, p′i < qizi}| t − s(z)}; (ii) c(p) ← c(p) − 1 for each p ∈ S such that z∗i <p′izi .Note that (i) can be
performed in O(|S|) steps assuming that we know the sorted order for the points along each coordinate.
Maximization maxG(z): It computes, for a given vector z ∈ G− , a maximal vector z∗ ∈ G− ∩ z+. Similar to
minF(z), this problem can be done, in general, by coordinate descent. For G1 , G2 and G3 , this operation can be
done in O(nr), O(nr), and O(n|S|), respectively.
Below, we denote respectively by Tmin and Tmax the maximum time taken by the routines minF(z) and maxG(z)
on any point z ∈ C.
Exhaustive duality (C, ,F,G): Assuming |F‖G|1,check if there are no other vectors in C\(F+ ∪ G−) as
follows. First,if |F| = |G| = 1 then,as explained in Section 2.2,we either can ﬁnd a vector z /∈F+ ∪ G−,in which
case return either minF(z) or maxG(z) depending on whether (z) = 1 or (z) = 0,respectively,or we declare that
F and G are dual in C. Second,if |F| = 0 then we check satisﬁability of u. If (u) = 1 then return minF(u). Else,if
(u) = 0 then let z = maxG(u),and return either  or z depending on whether z ∈ G∗ or not (this check can be done
in O(n log |G∗|) using the search tree H(G∗)). Finally,if |G| = 0 then check satisﬁability of l. If (l) = 0 then return
maxG(l). Else,if (l) = 1 then let z = minF(l),and return either  or z depending on whether z ∈ F∗ or not. This
step takes O(max{n log |F∗| + Tmin, n log |G∗| + Tmax}) time.
Random solution (C, ,F∗,G∗): Repeat the following for k = 1, . . . , t1 times, where t1 is a constant (say 10):
ﬁnd a random point zk ∈ C, by picking each coordinate zki randomly from {li , ui}, i = 1, . . . , n. If (zk) = 1
then let (zk)∗ ← minF(zk), and if (zk)∗ /∈F∗ then return (zk)∗ ∈ F\F∗. If (zk) = 0 then let (zk)∗ ←
maxG(z
k), and if (zk)∗ /∈G∗ then return (zk)∗ ∈ G\G∗. If {(z1)∗, . . . , (zt1)∗} ⊆ F∗ ∪ G∗ then return . This step
takes O(max{n log |F∗| + Tmin, n log |G∗| + Tmax}) time, and is used to check whether F+ ∪ G− covers a large
portion of C.
Count estimation: For a subset X ⊆ F (or X ⊆ G), use sampling to estimate the number Est(X,C) of elements
of X ⊆ F (or X ⊆ G) that are active with respect to the current box C. This can be done as explained in the similar
procedure in Section 2.2.
Cleanup (F,C) (Cleanup(G,C)): SetF′ ← {a ∈F|a+ ∩ C = ∅} (respectively, G′ ← {b ∈ G|b− ∩ C = ∅}), and
returnF′ (respectively, G′). This step takes O(n|F|) (respectively, O(n|G|)).
Below, we describe the implementation of procedure GEN(C, ,F,G) which is called initially using C ← C∗,
F ← ∅ and G ← ∅. At the return of this call, the families F∗ and G∗, which are initially empty, are extended,
respectively, by the elements inF and G. Again, we assume that f ∈ (0, 1) is a constant, say 12 . The familiesFo
and Go represent, respectively, the subfamilies ofF and G that are generated at each recursion tree node.
The following result, regarding the expected running time of the algorithm, is inherent from Lemma 2.
Proposition 3. The expected number of recursive calls until a new element in (F\F∗) ∪ (G\G∗) is output, or
procedure GEN(C, ,F,G) terminates is mO(log2 m).
However, as we shall see from the experiments, the algorithm seems to practically behave much more efﬁciently
than indicated by Proposition 3. In fact, in most of the experiments we performed, we got an almost average linear
delay (in m) for generating a new point in (F\F∗) ∪ (G\G∗).
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Procedure GEN
(
C,,F,G
)
:
Input: A boxC=C1 × · · · ×Cn, a monotone property , and subsetsF ⊆F, andG ⊆G.
Output: SubsetsFo ⊆F\F andGo ⊆G\G.
1. Fo ← ∅,Go ← ∅.
2. While |F‖G|1
3. z ← Exhaustive duality
(
C,,F,G
)
.
4. If z = then return
(
Fo,Go
)
.
5. else if (z) = 1 thenF←F ∪ {z},Fo ←Fo ∪ {z},F∗ ←F∗ ∪ {z}.
6. elseG←G ∪ {z},Go ←Go ∪ {z},G∗ ←G∗ ∪ {z}.
7. end while
8. z ← Random solution
(
C,,F∗,G∗
)
.
9. While (z =) do
10. if (z) = 1 thenF←F ∪ {z},Fo ←Fo ∪ {z},F∗ ←F∗ ∪ {z}.
11. elseG←G ∪ {z},Go ←Go ∪ {z},G∗ ←G∗ ∪ {z}.
12. z ← Random Solution
(
C,,F∗,G∗
)
.
13. end while
14. x∗ ← argmin
{
|Ess(y)| : y ∈
(
F ∩C−) ∪ (G ∩C+
)}
.
15. If x∗ ∈F then
16. i ← argmax{Est({b ∈G : bj < x∗j },C) : j ∈ Ess(x∗)}.
17. C′ =C1 × · · · ×Ci−1 × [x∗i : ui ] ×Ci+1 × · · · ×Cn.
18. If Est
(
G,C′
)
f ∗ |G| then
19. G′ ← Cleanup(G,C′).
20. else
21. G′ ←G.
22.
(
Fl ,Gl
)
← GEN
(
C′,,F,G′
)
.
23. Fo ←Fo ∪Fl ,F←F ∪Fl ,F∗ ←F∗ ∪Fl .
24. Go ←Go ∪Gl ,G←G ∪Gl ,G∗ ←G∗ ∪Gl .
25. C′′ =C1 × · · · ×Ci−1 × [li : x∗i − 1] ×Ci+1 × · · · ×Cn.
26. If Est
(
F,C′′
)
f ∗ |F| then
27. F′′ ← Cleanup
(
F,C′′
)
.
28. else
29. F′′ ←F.
30.
(
Fr ,Gr
)
← GEN
(
C′′,,F′′,G
)
.
31. Fo ←Fo ∪Fr ,F∗ ←F∗ ∪Fr ,Go ←Go ∪Gr ,G∗ ←G∗ ∪Gr .
32. else
33–48. Symmetric versions for Steps 16–31 above (details omitted).
49. end if
50. Return
(
Fo ,Go
)
.
4. Experimental results
4.1. Hypergraph transversals
We performed a number of experiments to evaluate our implementation of the hypergraph transversal algorithm.
Six types of hypergraphs were used in the experiments:
• Random (denoted henceforth byR(n, , d)): this is a hypergraphwith  hyperedges, each ofwhich is picked randomly
by ﬁrst selecting its size k uniformly from [2 : d] and then randomly selecting k elements of [n] (in fact, in some
experiments, we ﬁx k = d for all hyperedges).
• Matching (M(n)): this is a graph on n vertices (n is even) with n/2 edges forming an induced matching.
• Matching dual (MD(n)): this is justM(n)d, the transversal hypergraph ofM(n). In particular, it has 2n/2 hyperedges
on n vertices.
• Threshold graph (TH(n)): this is a graph on n vertices numbered from 1 to n (where n is even), with edge set
{{i, j} : 1 i < jn, j is even} (i.e. for j = 2, 4, . . . , n, there is an edge between i and j for all i < j ). The reason
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Table 1
Performance of the algorithm for the class R(n,, d) of hypergraphs, where 2dn − 1
n 30 50 60
= |H| 275 213 114 507 441 342 731 594 520
Total time (s) 0.1 0.3 3.1 43.3 165.6 1746.8 322.2 2220.4 13,329.5
Output size |Hd| 150 450 5.7 × 103 1.7 × 104 6.4 × 104 4.7 × 105 7.5 × 104 4.7 × 105 1.7 × 106
Time/trans. (ms) 0.7 0.7 0.5 2.5 2.6 3.7 4.3 4.7 7.8
Table 2
Performance of the algorithm for the induced matching M(n)
n 20 22 24 26 28 30 32 34 36 38 40
= |H| 10 11 12 13 14 15 16 17 18 19 20
Total time (s) 0.3 0.7 1.4 3.2 7.1 17.8 33.9 80.9 177.5 418.2 813.1
Output size |Hd| 210 211 212 213 214 215 216 217 218 219 220
Time/trans. (ms) 0.3 0.3 0.3 0.4 0.4 0.5 0.5 0.6 0.7 0.8 0.8
Table 3
Performance of the algorithm for the matching dual MD(n)
n 20 22 24 26 28 30 32 34 36 38 40
= |H| 210 211 212 213 214 215 216 217 218 219 220
Total time (s) 0.15 0.44 1.3 4.28 13.3 42.2 132.7 421.0 1330.3 4377.3 14,010.5
Output size |Hd | 10 11 12 13 14 15 16 17 18 19 20
Time/trans. (ms) 15 40 108 329 950 2.8 × 103 8.2 × 103 2.5 × 104 7.4 × 104 2.3 × 105 7.0 × 105
Table 4
Performance of the algorithm for the threshold graph TH(n)
n 20 40 60 80 100 120 140 160 180 200
= |H| 100 400 900 1600 2500 3600 4900 6400 8100 10,000
Total time (s) 0.02 0.4 1.9 6.0 18.4 40.2 78.2 142.2 232.5 365.0
Output size |Hd | 11 21 31 41 51 61 71 81 91 101
Time/trans. (ms) 1.8 33.3 146.2 428.6 1.2 × 103 2.5 × 103 4.6 × 103 7.9 × 103 12.2 × 103 18.3 × 103
we are interested in such kind of graphs is that they are known to have both a small number of edges (namely, n2/4)
and a small number of transversals (namely, n/2 + 1 for even n).
• Self-dualized threshold graph (SDTH(n)): this is a self-dual hypergraphH on n vertices obtained from the threshold
graph and its dual TH(n − 2), TH(n − 2)d ⊆ 2[n−2] as follows:
H= {{n − 1, n}} ∪ {{n − 1} ∪ H |H ∈ TH(n − 2)} ∪ {{n} ∪ H |H ∈ TH(n − 2)d}.
This gives a family of hypergraphs with polynomially bounded input and output sizes |SDTH(n)|=|SDTH(n)d|=
(n − 2)2/4 + n/2 + 1.
• Self-dualized Fano-plane product (SDFP(n)): this is constructed by starting with the hypergraphH0 = {{1, 2, 3},
{1, 5, 6}, {1, 7, 4}, {2, 4, 5}, {2, 6, 7}, {3, 4, 6}, {3, 5, 7}} (which represents the set of lines in a Fano plane and is
self-dual), taking k = (n − 2)/7 disjoint copiesH1, . . . ,Hk ofH0, and lettingH =H1 ∪ · · · ∪Hk . The dual
hypergraphHd is just the hypergraph of all 7k unions obtained by taking one hyperedge from each of the hypergraphs
H1, . . . ,Hk . Finally, we deﬁne the hypergraph SDFP(k) to be the hypergraph of 1 + 7k + 7k hyperedges on n
vertices, obtained by self-dualizingH, as we did for threshold graphs.
The experiments were performed on a Pentium 4 processor with 2.2GHz of speed and 512MB of memory. Tables
1–6 summarize our results for several instances of the different classes of hypergraphs listed above. In the tables, for the
speciﬁed hypergraphs with the speciﬁed parameters, we show: (i) the total CPU time, in seconds, required to generate
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Table 5
Performance of the algorithm for the class SDTH(n)
n 22 42 62 82 102 122 142 162 182 202
= |H| 112 422 932 1642 2552 3662 4972 6482 8192 10,102
Total time (s) 0.07 0.9 5.9 23.2 104.0 388.3 1164.2 2634.0 4820.6 8720.0
Output size |Hd | 112 422 932 1642 2552 3662 4972 6482 8192 10,102
Time/trans. (ms) 0.6 2.1 6.3 14.1 40.8 106 234 406 588 863
Table 6
Performance of the algorithm for the class SDFP(n)
n 9 16 23 30 37
= |H| 15 64 365 2430 16,843
Total time (s) 0.01 0.1 4.8 198.1 11,885.1
Output size |Hd| 15 64 365 2430 16843
Time/trans. (ms) 0.7 1.6 13.2 81.5 706
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Fig. 1. Effect of rebuilding the recursion tree. Each plot shows the average CPU time (in milliseconds) per generated transversal versus the number
of transversals, for hypergraphs of type R(30, 100, 5).
all transversals, (ii) the total size of the transversal hypergraph, and (iii) the average time per generated transversal. For
random hypergraphs, the time and output size reported are the averages over 30 experiments. For random hypergraphs,
we only show results for n60 vertices. For larger numbers of vertices, the number of transversals becomes very large
(although the delay between successive transversals is still acceptable).
We also performed some experiments to compare different implementations of the algorithm and to study the effect
of increasing the number of vertices and the number of hyperedges on the performance. In particular, Fig. 1 shows the
effect of rebuilding the tree each time a transversal is generated on the output rate. From this ﬁgure we see that the
average time per transversal is almost constant if we do not rebuild the tree. In Fig. 2, we show that the randomized
implementation of the algorithm offers substantial improvement over the deterministic one. Figs. 3 and 4, respectively,
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Fig. 2. Comparing deterministic versus randomized implementations. Each plot shows the average CPU time/transversal versus the number of
transversals, for hypergraphs of type R(50, 100, 10).
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Fig. 3. Average CPU time/transversal versus the number of vertices n for random hypergraphs R(n, a, d), where d = n/4, and a = 200, 300, 400.
show how the average CPU time/transversal changes as the number of vertices n and the number of hyperedges  are
increased. The plots show that the average CPU time/transversal does not increase more than linearly with increasing
 or n.
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Table 7
Performance of the algorithm for property 1, where r = 5 and c = 2
n 10 20 30 40 50
F1 G1 F1 G1 F1 G1 F1 G1 F1 G1
Output size (thousands) 0.31 0.19 9.9 5.7 49.6 20.0 127.3 59.5 195.3 74.7
Total time (s) 4.7 4.7 297 297 1627 1625 5844 5753 10,703 10,700
Time/output (ms) 13 24 27 62 29 78 40 103 50 133
Ratio |G1 |/|F1 | 0.60 0.57 0.40 0.47 0.38
4.2. Joint generation
We performed a number of experiments to evaluate our joint generation implementation on random instances of the
three monotone properties described in Section 3.1. The experiments were also performed on a Pentium 4 processor
with 2.2GHz of speed and 512MB of memory. For each monotone property , we have limited the corresponding
parameters deﬁning the property to reasonable values such that the algorithm completes generation of the setsF and
G in reasonable time. Using larger values of the parameters increases the output size, resulting in large total time,
although the time per output remains almost constant. For each case, the experiments were performed 5 times, and the
numbers shown in the tables below represent averages.
Tables 7 and 8 show our results for linear systems with n variables and r inequalities. Each element of the constraint
matrix A and the right-hand side vector b is generated at random from 1 to 15. In the tables we show the output size,
the total time taken to generate the output and the average time per each output vector. The parameter c denotes the
maximum value that a variable can take. The last row of the table gives the ratio of the size ofF1 to the size of G1
for comparison with the worst-case bound of (10). Note that this ratio is relatively close to 1, making joint generation
an efﬁcient method for generating both familiesF1 and G1 .
Tables 9 and 10 show the results for minimal infrequent/maximal frequent sets. In the tables, n, r and t denote,
respectively, the number of columns, the number of rows of the matrix, and the threshold. Each row of the matrix was
generated uniformly at random. As seen from Table 9, for t = 1, 2, the bias between the numbers of maximal frequent
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Table 8
Performance of the algorithm for property 1, where n = 30 and c = 2
r 5 15 25 35 45
F1 G1 F1 G1 F1 G1 F1 G1 F1 G1
Output size (thousands) 20.4 11.6 68.6 27.8 122.7 43.3 196.6 61.7 317.5 115.5
Total time (s) 408 408 2244 2242 6495 6482 15,857 15,856 30,170 30,156
Time/output (ms) 20 50 32 90 50 158 76 258 75 260
Ratio |G1 |/|F1 | 0.57 0.41 0.35 0.31 0.36
Table 9
Performance of the algorithm for property 2 for threshold t = 1, 2
n, r, t 20,100,1 30,100,1 40,100,1 30,100,2 30,300,2 30,500,2
F2 G2 F2 G2 F2 G2 F2 G2 F2 G2 F2 G2
Output size (thousands) 2.9 0.08 51.7 0.1 337.1 0.1 75.4 2.5 386.7 13.5 718.3 27.1
Total time (s) 60 55 1520 769 22,820 3413 1962 1942 13,269 13,214 28,824 28,737
Time/output (ms) 20 690 30 7742 68 34,184 28 770 33 979 40 1062
Ratio |G2 |/|F2 | 0.0280 0.0019 0.0002 0.0335 0.0350 0.0377
Table 10
Performance of the algorithm for property 2 for large threshold values
n, r, t 30,300,3 30,300,5 30,300,7 30,300,9 30,1000,20 30,1000,25
F2 G2 F2 G2 F2 G2 F2 G2 F2 G2 F2 G2
Output size (thousands) 403.3 73.6 362.6 134.7 269.0 100.1 199.1 74.0 491.3 145.7 398.1 114.5
Total time (s) 7534 7523 6511 6508 4349 4346 3031 3029 13,895 13,890 9896 9890
Time/output (ms) 19 102 18 48 17 43 15 41 28 95 25 86
Ratio |G2 |/|F2 | 0.1826 0.3715 0.3719 0.3716 0.2965 0.2877
sets and minimal infrequent sets, for the shown random examples, seems to be large. This makes joint generation
an efﬁcient method for generating minimal infrequent sets, but inefﬁcient for generating maximal frequent sets for
these examples. However, we observed that this bias in numbers decreases as the threshold t becomes larger. Table 10
illustrates this on a number of examples in which larger values of the threshold were used.
Figs. 5 and 6 show how the output rate changes for minimal feasible/maximal infeasible solutions of linear systems
and for minimal infrequent/maximal frequent sets, respectively. For minimal feasible solutions, we can see that the
output rate changes almost linearly as the number of outputs increases. This is not the case for the maximal infeasible
solutions, where the algorithm efﬁciency decreases (the generation problem for maximal infeasible solutions is NP-
hard). For minimal infrequent and maximal frequent sets, Fig. 6 shows that the output rate increases very slowly.
This illustrates somehow that the algorithm practically behaves much better than the quasi-polynomial bound stated in
Proposition 3.
Table 11 shows the results for maximal sparse/minimal non-sparse boxes with dimension n, for a set of r random
points, threshold t, and upper bound c on the coordinate of each point. As in the case of frequent sets, the bias between
the numbersF3 and G3 is large for t = 0 but seems to decrease with larger values of the threshold. In fact, the table
shows two examples in which the number of minimal non-sparse boxes is larger than the number of maximal sparse
boxes. We are not aware of any implementation of an algorithm for generating maximal sparse boxes except for [14]
which presents some experiments for n= 2 and t = 0. Experiments in [14] indicated that the algorithm suggested there
is almost linear in the number of points r. Fig. 7 illustrates a similar behavior exhibited by our algorithm. In the ﬁgure,
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Table 11
Performance of the algorithm for property 3 with n = 7 and upper bound c = 5
r, t 100,0 300,0 500,0 300,2 300,6 300,10
F3 G3 F3 G3 F3 G3 F3 G3 F3 G3 F3 G3
Output size (thousands) 16.1 0.1 49.1 0.3 72.9 0.5 228.5 88.7 373.4 466.3 330.4 456.5
Total time (s) 932 623 2658 1456 3924 2933 8731 8724 17,408 17,404 16,156 16,156
Time/output (ms) 29 6237 27 4866 27 5889 19 98 23 37 24 35
Ratio |G3 |/|F3 | 0.0062 0.0061 0.0068 0.3881 1.2488 1.3818
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
10 15 20 25 30 35 40 45 50 55 60
To
ta
l o
ut
pu
t t
im
e 
(se
c)
Number of points r (in thousands)
Upper bound c=100
Upper bound c=1000
Fig. 7. Total generation time as a function of the number of points r for maximal boxes with n = 2, t = 0, and c = 100, 1000.
we show the total time required to generate all the two-dimensional maximal empty boxes, as the number of points is
increased from 10,000 to 60,000, for two different values of the upper bound c.
As mentioned in Section 3.2, it is possible in general to implement the procedures minF(z) and maxG(z) using the
coordinate descent method, but more efﬁcient implementations can be obtained if we specialize these procedures to
the monotone property under consideration. Fig. 8 compares the two different implementations for the property 3.
Clearly, the gain in performance increases as the upper bound c increases.
Let us ﬁnally point out that we have observed that the algorithm tends to run more efﬁciently when the setsF and
G become closer in size. This observation is illustrated in Fig. 9 which plots the average time per output (i.e. total
time to output all the elements of F ∪ G divided by |F ∪ G|) versus the ratio |G|/|F|. This indicates that,
when the elements of the sets F and G are more uniformly distributed along the space, it becomes easier for the
joint generation algorithm to ﬁnd a new vector not in the already generated setsF∗ ⊆F and G∗ ⊆ G.
5. Conclusion
We have presented an efﬁcient implementation of an algorithm for generating maximal independent elements for a
family of vectors in an integer box. Experiments show that this implementation performs well in practice. We are not
aware of any experimental evaluation of algorithms for generating hypergraph transversals except for [21,4] in which
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heuristics for solving this problem were described and experimentally evaluated. However, the results in [21] show the
performance for relatively small instances which are easy cases for our implementation. On the other hand, the method
described in this paper can handle much larger instances due to the fact that it scales nicely with the size of the problem.
In particular, our code can produce, in a few hours, millions of transversals even for hypergraphs with hundreds of
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Table 12
Comparing the performance of our transversal algorithm with that of [4]
n 62 82 102 122 142 162
Our implementation 20.7 89.1 408.9 1022.5 2280.3 3140.1
[4] 17.9 105.6 514.5 1516.4 3792.0 8656.0
The table shows the total CPU time in seconds required to generate all transversals for hypergraphs in the class SDTH(n).
vertices and thousands of hyperedges. Furthermore, the experiments also indicate that the delay per transversal scales
almost linearly with the number of vertices and number of hyperedges.As for the code in [4], we observed that, although
this code seems to perform very well in the case of random hypergraphs, it increasingly slows down with increasing
the number of vertices for non-random instances such as self-dualized threshold graphs (see Table 12 for comparison
with our implementation for that class of hypergraphs).
We have also presented an efﬁcient implementation for a quasi-polynomial algorithm for jointly generating the
familiesF and G of minimal satisfying and maximal non-satisfying vectors for a given monotone property . We
provided experimental evaluation of the algorithm on three different monotone properties. Our experiments indicate
that the algorithm behaves much more efﬁciently than its worst-case time complexity indicates. The algorithm seems to
run faster on instances where the familiesF andG are not very biased in size. Finally, our experiments also indicate
that such non-bias in size is not a rare situation (for random instances), despite the fact that inequalities of the form
(10)–(12) may not hold in general.
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