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ABSTRACT
Extraterrestrial Resource Prospecting Using Particle Swarm Optimization
and Conflict Based Search
by
Michael Johnson
University of New Hampshire, December, 2016
Extraterrestrial prospecting missions will be an important first step in preparation of the har-
vesting and extraction of natural resources in space. Additionally, knowledge from a prospecting
mission will allow the subsequent harvesting or mining mission to efficiently extract resources.
Due to the risk and cost of manned space-flight, these prospecting missions will be robotic in
nature, and will enable investors to weigh risk and return of a harvesting mission.
The research presented here explores a hypothetical automated prospecting mission on theMar-
tian surface using landscapes simulated from the Mars Global Surveyor satellite. In this mission,
a swarm of autonomous exploration rovers have been sent to the Martian surface to cooperatively
search for some natural resource. This study examines optimization and path planning algorithms
that would enable such an autonomous mission to accomplish its goals.
Particle Swarm Optimization is the search algorithm that is used to identify high concentrations
of the desired resource. However, no maps exist of subterranean resource distributions on Mars.
Therefore in this study (without a loss of generality), the search algorithm identifies minimum
elevations in the search area.
Conflict Based Search is the multiple agent path planning algorithm used for planning the
paths of each search rover. This algorithm is responsible for planning optimal paths from one
search location to the next, while avoiding obstacles and other rovers in the area.
This study demonstrates the plausibility of using these algorithms for such a prospecting mis-
sion, and sets a performance benchmark for the algorithms used. This research also presents a
novel derivation of the state-space form of the Particle Swarm equations. This state-space repre-
sentation allows for common analysis techniques from Control Theory and Signal Processing like
xv
Root Locus and Bode plots to be used when studying the system. This study also combines a





Extraterrestrial prospecting and identification of natural resources are a necessary precursor
to harvesting these resources from other planets, moons, or asteroids. Of special interest in this
mission are resources that are scarce on Earth, prohibitively expensive to harvest, and/or incon-
venient to launch into space. Collection of such resources are a major motivator for future space
exploration by governments and private industry. It is likely that these harvesting and prospecting
missions will be robotic in nature due to the difficulty, expense, and danger of manned space-flight
missions.
Resource harvesting and extraction missions that require heavy or specialized mining equip-
ment benefit from an initial prospecting mission. This initial mission identifies locations with the
highest concentration of the desired resource, so harvesting can be performed efficiently. The re-
search presented here uses algorithms that will be useful in a hypothetical prospecting mission on
the Martian surface.
Due to the immense size of the areas needing to be searched, prospecting is accelerated by
sending more than one robot to conduct the search. Ideally, to accelerate the search time these
robots cooperate and work together. There are two algorithms appropriate for this prospecting
mission: (1) Particle Swarm Optimization (PSO); and (2) Conflict Based Search (CBS). These
algorithms are the major focus of this study.
There are several reasons that PSO is an appropriate choice for a robotic prospecting mission.
First, PSO scales easily and can be used with an arbitrary number of robots. Additionally, these
robots act cooperatively but do not rely on the other robots in the search. Therefore, if one of the
robots malfunctions, the other robots continue the search mission. Also, PSO does not rely on
1
any a priori information regarding the locations and concentrations of the resource. It is assumed
that at the time of the mission, little will be known about how resources are dispersed beneath
the surface of the extraterrestrial body being searched. Therefore, algorithms that rely on a priori
information such as gradients are not suitable for this type of mission, and these algorithms are not
examined in this study.
However, while PSO possesses these aforementioned advantages, there are significant draw-
backs when implementing PSO in a practical environment where failure conditions exist. For
example, robots malfunction or can leave radio communication range. Additionally, the robots can
collide with each other or stationary obstacles in the search area. Because of these issues the need
exists for an appropriate path planning algorithm.
As noted above, the path planner selected in this study is known as the Conflict Based Search
(CBS) algorithm. CBS is a multiple agent path planner which plans paths for all of the robots in the
swarm. These paths bring each robot from the present search location to the next search location.
These planned paths avoid both static obstacles and other moving robots in the search space.
The CBS algorithm works on two levels; a low level and a high level. On the low level, only
single agent (one robot) path planning is performed. A path is planned for that robot to move
from one location to the next search location. This low level search is performed for each of the
robots. On the high level, CBS takes the single agent paths and ensures that there are no conflicts
among them, thus conducting multiple agent path planning. It should be noted here, that while
CBS includes both low level and high level algorithms, the low level algorithm also exists as a
stand alone algorithm for single agents and is not necessarily part of CBS.
Before in-depth analysis is considered, some of the significant research into these algorithms
should be discussed. The Particle Swarm Optimization algorithm was first introduced in 1995 by
Kennedy and Eberhart.1 Over the last two decades, a large volume of research was conducted into
the optimization algorithm, including Kennedy et al.’s study of swarm neighborhoods and structure
in 2002,2 Clerc et al.’s study of swarm stability and convergence in 2002,3 and Clerc’s attempt to
define a standard version of the PSO algorithm in 2012.4
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Clerc et al.’s 2002 study was especially influential. At the time, a phenomenon known as a
“Swarm Explosion” which caused a loss of control of the swarm, was poorly understood. When
“Swarm Explosion” occurred the algorithm’s effectiveness stopped. The 2002 study treated the
PSO equations as a system of finite difference equations, and analyzed the dynamics of the system
to determine which configuration parameters led to stable dynamics. Further, the study led to a
bevy of papers analyzing the dynamics of PSO including Trelea et al.’s study in 2003,5 Jin’no’s
analysis in 2009,6 Jin’no et al.’s analysis in 2010,7 Tsujimoto’s study in 2011,8 and finally Shindo et
al.’s study in 2013.9 These studies examined PSO in the absence of random terms in the equations
and developed a deterministic version of the algorithm. In the research presented here, the PSO
dynamics studied in these papers will be formalized into a state-space representation which is the
standard form for linear dynamic systems.
Other research has investigated the use of PSO in a practical environment. Most of this research
has explored how to contain the members of the swarm in the search area. Using different con-
finement techniques, two notable studies in this area include Clerc’s study in 2006,10 and Helwig
et al.’s study in 2013.11 These studies are especially relevant to the research presented here, as a
robotic prospecting mission applies PSO in a practical environment. These studies found that no
universal confinement technique exists that will perform best in all cases. For each application of
PSO, a confinement technique which will be appropriate needs to be identified.
In contrast to the two decades of research into PSO, Conflict Based Search was first introduced
by Sharon et al. in 2012.12,13 In 2014, Barer et al. presented a variant of CBS for sub-optimal
searches (not discussed in this study).14 Also in 2014, Tolpin presented CBS improvements and
a modified version of CBS.15,16 Sharon et al. then expanded upon their previous research in a
seminal paper published in 2015.17 This study details the theory behind the operation of the CBS
algorithm, provides proofs of its optimality, outlines significant implementation tips, and provides
baseline measurements of the performance of CBS.
As previously mentioned, the low level algorithm exists as its own stand alone single agent
algorithm. The literature studying the low level path planning algorithm known as A is much
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older than CBS literature. Nearly a half century of research has been conducted since A was first
introduced by Hart et al. in 1968.18 In 1985 Dechter et al. presented proofs about the optimality of
A and admissible heuristics.19
Amodified version ofA intended to drastically improve its performance on uniform cost grids
was introduced in 2011 by Harabor et al.20 Known as Jump Point Search (JPS), this algorithm was
shown to be multiple orders of magnitude faster thanA on the uniform cost grid. Improvements to
JPS based on preprocessing and improved node pruning rules were presented in 2012 and 2014.21,22
These optimizations further improved the performance of JPS over A . The study presented here
utilizes JPS as the low level search algorithm.
Having reviewed the literature relevant to this research, the mathematical theory and algorithms
which underpin Particle Swarm Optimization are presented in Chapter 2, where a dynamic analysis
is performed on the Particle Swarm system of equations. Following this dynamic analysis, a state-
space representation is derived. Subsequent sections of Chapter 2 examine choosing appropriate
closed-loop gains and desired sampling location. In Chapter 3 Techniques both to keep the robots
within the specified search space, and to control large scale behaviors of the swarm are presented.
In addition the initialization of the PSO algorithm is discussed.
Chapter 4 examines the results of simulations used to measure the performance of PSO. The
three types of simulations presented are: (1) PSO’s performance on a completely flat landscape
comparing different configurations; (2) the performance of PSO on different common optimization
functions; and (3) the performance of PSO on different simulated Martian landscapes generated
from data collected from the Mars Global Surveyor satellite.
In Chapter 5, the theory and algorithms which form the framework for CBS are presented.
Initially, the low level path planning algorithm A is discussed. This algorithm is one of the most
prominent algorithms used for path planning. As noted earlier, Jump Point Search, presented in
the second section of Chapter 5, is a modified version of A . The final section of this chapter
presents the Conflict Based Search algorithm and concludes that CBS, as a complete path planning
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algorithm for multiple robots, ensures that there are no collisions between any of the robots when
the search space is explored for natural resources.
The results of simulations used to measure the performance of the different path planning al-
gorithms are presented in Chapter 6. Initially for a single agent, the performance of A and Jump
Point Search are compared. Next, CBS performance using Jump Point Search is compared to
CBS performance using A for multiple agents. In the subsequent section, a check of the imple-
mentation’s completeness is performed. Finally in the last section, the PSO simulations that were
performed in Chapter 4 are performed again using CBS to compare the performance.
Chapter 7 discusses the results and their significance, as well as future work that could be
performed based on this research. Finally, Chapter 8 concludes this thesis and provides a summary
of important components and results.
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CHAPTER 2
PARTICLE SWARM OPTIMIZATION THEORY
2.1 Background
During Particle Swarm Optimization (like any optimization process) a domain of input values for
some function is searched. The process looks for the best set of inputs in the domain that produce
the highest (or lowest) output value in the function’s range. These input values might be parameters
such as power, force, or location, while the ouput values could be parameters such as performance,
efficiency, or cost. In the case of a robotic prospecting mission to some extraterrestrial body, the
output is a sensor reading indicating the concentration of some desired resource (or a resource
that is often located near the resource of interest to the mission). The function that represents this
input-output relationship is called the Fitness Function (or Cost Function if the optimization is
minimization).
Figure 2.1: A discretized 2-D fitness function, where the fitness value is the height of the plot
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Prior to the optimization process, this Fitness Function sould be discretized if it is not already a
discrete function. Discretization causes floating-point errors to not affect observation of the Fitness
Function values. For an optimization with N input parameters (independent variables), the Fitness
Function has N dimensions. To discretize the fitness function, one must select a maximum and a
minimum value for each respective input axis, as well as the number of discrete points along each
axis.23 During the selection of these parameters it is important to keep in mind:
• The shape and the magnitude of any noise in the input parameters, if for example samples of
the fitness function are drawn from a sensor.
• The Nyquist Sampling theorem if the fitness function’s output could be periodic or have
periodic components.
• The shape and the magnitude of any noise in the output parameters, if for example samples
of the fitness function are drawn from a sensor.
This discretization process produces an N dimensional grid of discrete locations or “bins” in
the search space. A visualization of this can be seen in Figure 2.1 for the two dimensional case. A
balance must be struck during this discretization process. If the discrete bin is too large, the fitness
value will vary wildly within the bin. In this case, the Fitness Functions would be aliased. If the
discrete bin is too small, the noise in a given location reading from a sensor could span multiple
bins.23
During the optimization process, this discretization of the search space is stored in memory. As
points on the fitness function are sampled, their fitness values are stored. For implementations that
store this discretization in memory, the number of dimensions N and number of discrete points on
an axis are both limited by the memory of the machine. Since the implementation presented here is
for proof-of-concept, the simulations presented do not use Fitness Functions with parameter spaces
of sizes larger than the memory available on the machine. Implementations that deal with Fitness
Functions with large parameter spaces need to use higher latency methods such as files, databases,
and network sockets to store the discretization data.
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2.2 Optimization Process
The point on the fitness function that is going to be sampled on the next iteration of the optimization
process is referred to as a Particle. In our extraterrestrial prospecting mission, these Particles
are different robots choosing search locations for natural resources within the search space. The
movement of these Particles about the Fitness Function can look quite disorderly. Particle Swarm
Optimization’s name is from this disorderly movement.
Figure 2.2: A visualization of the “survival of the fittest" process. As new samples are found, they
are compared to the existing best (each row). The sample with the best fitness (higher number or
darker color) “survives” to the next comparison
Particle Swarm Optimization uses a “survival of the fittest” method to determine the sample
with the best fitness value. When the optimization process is finding the maximum value of the
Fitness Function, the best fitness value is the highest. When the optimization process is finding the
minimum value of the Fitness Function, the best fitness value is the lowest. For each Particle, there
is a simple routine which determines the sample with the best fitness value. As new samples are
discovered, their corresponding fitness values are compared against the last “best fitness” sample.
When the fitness score is better, the new sample becomes the “best fitness” sample. If the fitness
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is worse, the old value survives. If the fitness values are exactly equal, the new or the old sample
is chosen randomly according to a uniform distribution. This process can be seen in Figure 2.2.
Through this process, each Particle determines the location of the best fitness sample the Par-
ticle has ever found. This best sample is known as the Local Best. This “survival of the fittest”
process is repeated on the set of Local Best samples to determine the best sample all Particles have
found. This best sample is known as the Global Best or Neighborhood Best. This next “survival of
the fittest” procedure uses the different Local Best locations found in each comparison as the “New
Samples” input values in Figure 2.2. This means that the Global Best is the fittest of the different
Local Best samples, and for at least one Particle (maybe more) the Global and Local Best samples
are the same.
During the simulations implemented here, the implementation is centralized and each Particle
has access to the same memory space on the computer. However during a robotic prospecting mis-
sion, each robot needs to transmit to the other robots (using radio communications) the locations
and values of newly discovered sampling information. While each robot is performing the algo-
rithm independently, this communication provides an environment equivalent to the centralized
simulation.
2.3 PSO Equations
The choice of the next location that a Particle should sample next is represented by the following
equations11
~x(k + 1) = ~x(k) + ~x(k + 1) (2.1)












where k 2 Z+ is the current timestep or iteration of the PSO algorithm. The value N (the
dimension of each vector) is the number of dimensions in the Fitness Function being sampled. The
next sampling location and current sampling location of the Particle are given by ~x(k + 1) and
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~x(k) respectively. The next change in sampling location and current change in sampling location
are given by ~x(k + 1) and ~x(k) respectively. The location ~Lbest(k) is known as the Local Best
location, and is the location with the best fitness value that this Particle has ever found up to this
timestep. The location ~Gbest(k) is known as the Global (or Neighbor) Best location, and is the
location with the best fitness value that any Particle has ever found up to this timestep. The vector
~r1(k) is a random vector generated on the interval [0; 1) known as the Local Random Vector. The
vector ~r2(k) is a random vector generated on the interval [0; 1) known as the Neighbor Random
Vector. Both of these vectors are generated according to a uniform distribution. The scalars ,
c1, and c2 are referred to the Constriction Factor, the Local Weight, and the Neighbor Weight
respectively. Finally, the 
 symbol denotes the Hadamard product which is element-by-element
vector multiplication. In the following section, the behavior of these parameters will be explored.
In this scenario of Extraterrestrial Prospecting, N = 2 because the two-dimensional surface of
the extraterrestrial body is the search domain of our fitness function. The reader should note that
while traditional PSO literature refers to the term~x(k) as a velocity ~v(k), the ~v(k) actually refers
to the change in position of the Particle in the algorithm’s next iteration. In order to make next
section’s dynamic analysis of these equations clearer to the reader, here the notation ~x(k) will
be used. Since this is a system of finite difference equations, by analyzing the dynamics of these
equations, the behavior of the system can be better understood.24
2.4 Dynamic Analysis
The PSO equations were originally created from observing swarms of birds in nature. Since they
were developed from experimental observation, their creation was not founded in a solid math-
ematical framework or theory. Since these equations are a system of finite difference equations,
past literature has examined which set of parameters are dynamically stable.3,7, 6 Here, a novel
generalized N dimensional state-space representation of the PSO equations will be derived. This
representation of the equations provides a foundation for PSO in dynamics theory, and allows com-
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mon analysis tools like Root Locus, Nyquist Plots, Phase Plane, and others to be used to tune the
performance and stability of the PSO system.
First, Equation 2.2 can be simplified by multiplying through the Constriction Factor, such that











In this form,M is referred to as the Inertia Weight, and C1 = c1, C2 = c2. Readers should
note that  = M . This separate nomenclature is used here to maintain consistency with past
literature which has studied the PSO equations in this form.7
In order to use analysis tools like Root Locus, the one dimensional form of the PSO equations is
examined. The equations will be generalized in later sections after doing this analysis. By making
this one dimensional simplification, all of the vectors become scalars and the 
 becomes scalar
multiplication
x(k + 1) = x(k) + x(k + 1) (2.3)
x(k + 1) = Mx(k) + C1r1 [Lbest   x(k)] + C2r2 [Gbest   x(k)]
Let u(k) be defined such that
u(k) = C1r1 [Lbest   x(k)] + C2r2 [Gbest   x(k)] (2.4)
resulting in
x(k + 1) = Mx(k) + u(k) (2.5)
Solving for x(k + 1), one obtains
x(k + 1) = x(k + 1)  x(k) (2.6)
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which yields
x(k + 1)  x(k) = M [x(k)  x(k   1)] + u(k) (2.7)
Define ~y(k) = [y1(k); y2(k)]T such that
y1(k) = x(k   1) (2.8)
y2(k) = x(k)
y2(k + 1) = x(k + 1)
This substitution is equivalent to looking at the same time series one step in the past. Rather than
looking at the next sampling location and the current sampling location, the equations now examine






























Here, ~y(k) is the state vector, with y1(k) being the last position, and y2(k) being the current posi-
tion. The input u(k) is a scalar, and in this form the output is the current position y2(k). In this
state-space form, it can be seen that the substitution made in Equation 2.4 can now be interpreted
as a closed-loop gain multiplied by an error term. This error term is the difference between the
desired location Gbest (Lbest) which the Particle is trying to converge to, and its current location.
Here, u(k) is the open-loop input. The closed-loop form where this input is calculated is discussed
in a later section.
In past PSO literature, a phenomenon known as a “Swarm Explosion” is discussed. This
“Swarm Explosion” occurs when the stochastic behavior of the algorithm causes the change in
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position of the Particles to grow monotonically without bound.3 This behavior is analogous to a
gas expanding to fill an infinite volume, an undesired behavior that results in a situation where the
Particles never track any desired search location. Past papers that have performed similar dynamic
analyses have determined the cause for this Explosion behavior. The behavior is a result of the
Random Number Generator (RNG) terms for determining the Local Random Vector and Neigh-
bor Random Vector selecting a closed-loop gain which makes the system unstable.3,7, 6, 9, 5, 8 For
this reason, it is imperative that the appropriate scalar gains are selected. The following sections
examine how to select the proper gains.
2.5 Open Loop Dynamics
The open-loop dynamics of this system specified by Equation 2.11 determine the sampling location
of this Particle while it explores the search space. First, a proof of controllability and observability
must be performed. If the system is not controllable, no closed-loop gain exists which will make the
system stable. Without stability it will not be possible to ensure the “Swarm Explosion” behavior
never occurs. Observability is optional, but the property being true would assist any filtering or
estimation an implementation might choose to perform.









 M M + 1

(2.11)
which are both full Rank, meaning that the system is both fully observable and fully controllable.











which means that depending on the selection of M, the open-loop system is marginally stable. For
the optimization algorithm to work, this system must be stabilized using a closed-loop feedback
gain.
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Since the system is a Single-Input Single-Output (SISO) linear time-invariant (LTI) system,
many of the conventional control analysis techniques can be employed to select an appropriate
closed-loop gain. In Figures 2.3 and Figure 2.4, plots of the Root Locus of the system can be seen
withM = 0:5 andM =  0:5 respectively. In Appendix A plots of the Bode Plot and Phase Plane
of the system can be seen at the sameM values.
Figure 2.3: A Root Locus Plot of the Closed Loop 1-D PSO system with M set to 0.5.
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Figure 2.4: A Root Locus Plot of the Closed Loop 1-D PSO system with M set to -0.5.
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Before the closed-loop gain matrix is examined, the generalized case for an N dimensional
fitness function will be presented.
2.6 Generalizing for N Dimensions
Earlier the substitution was performed which simplified the equations into the one dimensional
case of Equation 2.11. Before closed-loop gain selection is discussed, the general N dimensional
case is examined. The open-loop equations for PSO for N dimensions were given as
~x(k + 1) = ~x(k) + ~x(k + 1) (2.13)
~x(k + 1) = M~x(k) + ~u(k)
The same substitution made in Equation 2.6 is made again to yield
~x(k + 1)  ~x(k) = M [~x(k)  ~x(k   1)] + ~u(k) (2.14)
Now, by defining the state vector in the same method as used in Equation 2.9, it allows the time
series to be viewed in terms of last position and current position. In Equation 2.9, the states were
defined as ~y(k) = [y1(k); y2(k)]T . Here in the N dimension case, the states will be defined as
~`(k) as the last position and ~c(k) as the current position. This definition allows the reader to more
easily visualize which states are coupled according to Fitness Function dimension in the following
sections. The substitution
~`(k) = ~x(k   1) (2.15)
~c(k) = ~x(k)
~c(k + 1) = ~x(k + 1)
yields the following system of equations:
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~`(k + 1) = ~c(k) (2.16)





where , and ~u(k) is the current input. By splitting each of these vectors into their components, the
system of equations is now:
`x(k + 1) = cx(k) (2.17)
`y(k + 1) = cy(k)
...
`N(k + 1) = cN(k)
cx(k + 1) =  M`x(k) + (M + 1)cx(k) + ux(k)
cy(k + 1) =  M`y(k) + (M + 1)cy(k) + uy(k)
...
cN(k + 1) =  M`N(k) + (M + 1)cN(k) + uN(k)
where N is the number of dimensions of the Fitness Function. This can be rearranged into state-
space form:
~x(k + 1) = A~x(k) +B~u(k) (2.18)
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where the dashed lines are added to emphasize the symmetry between the general case and the one
dimensional state-space model in Equation 2.11. One significant aspect of this system of equations
is that the dynamics of each of the dimensions of the fitness function are completely decoupled.
It is important to note that the states themselves are not decoupled. There are two states for each
dimension of the Fitness Function, the current and last position along each axis. These two states
are coupled, but decoupled from the states along every other dimension. The inputs along each
dimension are also decoupled, meaning the input for the x dimension affects only the x dimension,
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and the input for the y dimension affects only the y dimension. This decoupling is significant
because all of the analysis performed for the one dimensional system still applies to the general
case. The dynamics of each axis can be treated as separate one dimensional systems. The open-






















Since the dynamics for each dimension of the fitness function are decoupled, the dynamics need
not be restricted to all be identical for each dimension. By making the Inertia Weight a vector, the
open-loop PSO equations become
~x(k + 1) = ~x(k) + ~x(k + 1) (2.22)
~x(k + 1) = ~M 
 ~x(k) + ~u(k)
where A is such that
A =
266666666666664
0 0 : : : 0 1 0 : : : 0
0 0 : : : 0 0 1 : : : 0
...
... . . .
...
...
... . . .
...
0 0 : : : 0 0 0 : : : 1
 Mx 0 : : : 0 Mx + 1 0 : : : 0
0  My : : : 0 0 My + 1 : : : 0
...
... . . .
...
...
... . . .
...
0 0 : : :  MN 0 0 : : : MN + 1
377777777777775
(2.23)
























Making the Inertia Weight a vector allows for parameters like the natural frequency, time constant,
and damping ratio of the system to be set independently for each dimension of the Fitness Function.
If we examine the controllability and observability matrices for this generalized state-space system,
we see that the system is both completely observable and completely controllable with full rank.
The properties of full controllability, observability, and decoupled dynamics are consistent with
the intuitive expectation of the dynamics of virtually exploring a fitness landscape.
2.7 Closed Loop Dynamics
Now that a generalized N dimensional form of the state-space representation has been derived, the
closed-loop dynamics will be examined. The closed-loop gain matrix K and error vector ~e are
K =
266664
0 0 : : : 0 Kx 0 : : : 0
0 0 : : : 0 0 Ky : : : 0
...
... . . .
...
...
... . . .
...
0 0 : : : 0 0 0 : : : KN












It is not necessary for the off-diagonal terms ofK to be 0, however by selecting the gain matrix to
have these terms zero, the decoupled nature of the open-loop system is preserved. It is important to
note that the full state vector feedback satisfies the dimensions for matrix multiplication (A BK
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is 2N  2N ), however the last position portion of the state vector is ignored, and the locations in
the B and K matrices corresponding to these values are zero.
This produces the closed-loop poles such that
i =
(Mi  Ki + 1)
p
K2i   2KiMi   2Ki + (Mi   1)2
2
(2.26)
where i 2 [x; y; : : : ; N ]. From this equation, the stable values ofM andK for the system satisfy
 1 < Mi < 1 (2.27)
0 < Ki < (2Mi + 2)
The conventional version of PSO attempts to add a Brownian-like (random) motion to the Particle’s
dynamics by altering the gain values for the feedback terms. Past literature uses the selection of the
Constriction Factor, Local Weight, and Neighbor Weight so that the random vectors do not cause
a loss of that Particle’s stability.3 Other literature uses a completely deterministic version of the
PSO algorithm and removes the Brownian-like motion completely.9
Figure 2.5: A block diagram of the closed-loop dynamics seen in Equation 2.28
Since varying the closed-loop gains affects both the stability and the performance of the system,
it is unwise to use this method to achieve randomness in the output signal. Here instead, a more
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conservative approach is used by selecting constant K and M gain values. These values have a
known stability, performance, and robustness to a certain amount of noise. With this deterministic
output, randomness is then modulated into that signal.
An example is
~x(k + 1) = A~x(k) +BK~e(k) +R~r(k) (2.28)
where ~x(k) is the State Vector, ~e(k) is the Error Vector, R is a gain for the random term, and ~r(k)
is a vector of samples from a RNG on an interval, and at some distribution.
2.8 Desired Location
This section discusses the selection of the desired sampling location for the state-space form of the
PSO Equation. This location is the one which the closed-loop dynamics of the previous section
will track. In Figure 2.5, the desired location ~d(k) is the location about which the given Particle
is exploring. The selection of this location is integral to the optimization portion of the PSO
algorithm. In the original PSO algorithm, the equation which selects the desired location uses
randomly generated closed-loop gains to calculate the location. Here, the desired location selection













Expanding this equation yields
~u(k) = C1~r1(k)
 ~Lbest(k)  C1~r1(k)
 ~c(k) + C2~r2(k)
 ~Gbest(k)  C2~r2(k)
 ~c(k) (2.30)
Grouping like terms produces
~u(k) = C1~r1(k)
 ~Lbest(k) + C2~r2(k)
 ~Gbest(k)  [C1~r1(k) + C2~r2(k)]
 ~c(k) (2.31)
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LetK be chosen such that
~K(k) = C1~r1(k) + C2~r2(k) (2.32)
The reader should note that while the analysis performed thus far has chosen to use a constant
closed-loop gain K, the conventional form of the PSO equation has this gain change in time. This
change is due to the random vectors ~r1(k) and ~r2(k) which are generated at each timestep k. For
the derivation of the desired location equation ~K(k) will be used. This is to give the reader a sense
of how the desired location is used both in the conventional version of the PSO algorithm, and the
state-space version used here.
Making the substitution of ~K(k) into Equation 2.31 produces
~u(k) = C1~r1(k)
 ~Lbest(k) + C2~r2(k)
 ~Gbest(k)  ~K(k)
 ~c(k) (2.33)














It is important to note that since ~K is a vector, the division symbols presented represent element-
by-element vector division (the Hadamard product) and not normal vector division. In this form
the input conforms to our expectation of a closed-loop feedback term with a gain ~K and a desired
location ~d(k) given by
~u(k) = ~K(k)





 ~Lbest(k) + C2~r2(k)~K(k) 

~Gbest(k) (2.36)
In Equation 2.36, choosing C1 = 0, the equation simplifies to
~d(k) = ~Gbest(k) (2.37)
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If instead C2 = 0 is chosen, Equation 2.36 simplifies to
~d(k) = ~Lbest(k) (2.38)
Note that the Particle will be controlled to track the Global or Local Best positions respectively.
To visualize what location is being tracked when C1 or C2 is not zero, a visualization of vector
addition is useful. In Figure 2.6, if the Local Best position is given by ~a, and the Global Best
position is given by~b, the position being tracked is some position inside the angle formed by these
two vectors (depending on the values of the random vectors ~r1(k) and ~r2(k)). The purple line
represents ~a+~b and is the case when C1 = C2 and ~r1(k) = ~r2(k).
Figure 2.6: A visualization of how Equation 2.36 selects a desired location.25
Past literature has noted this relationship and investigated the weighting of both C1 and C2.
By weighting C1 higher, each Particle is more likely to track its own separate Local Best position.
Therefore, the search space might be better explored. By weighting C2 higher, all Particles are
more likely to track the Global Best position. Therefore, the swarm will eventually converge at
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the Global Best position. By controlling the ratio between C1 and C2, it is possible to control the
behavior of the swarm of Particles.26
However, since C1 and C2 affect the closed-loop gain, C1 and C2 affect the stability and perfor-
mance of the system. For this reason, it is unwise to try to control the behavior of the swarm using
these parameters. Similar to the approach discussed in the last section, it is again better to leave C1
and C2 as constant values and control the swarm’s behavior using an alternate method presented in
this study.
The proof-of-concept simulations presented in this study simply use the Local Best location
as the desired location. The application of robotic prospecting of natural resources is interested
in identifying high concentrations of the resource in question. The application is not interested in
having the robots (Particles) converge to the location with the highest concentration in the search
space. For this reason, tracking the Local Best location is used with C1 = 1 and C2 = 0 This is
the configuration which the past literature suggested causes better exploration of the search space
than tracking only the Global Best.26 It is also important to note that by choosing to track the
Local Best location, the desired location does not depend upon a closed-loop gain which changes
in time. Therefore, this configuration is appropriate to use with the state-space representation of
PSO. For better exploration of the search space, a future work implementation might choose to use
a function approximation technique like Bayesian Regression to identify locations in the search
space which have the least fitness value certainty.
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CHAPTER 3
PARTICLE SWARM OPTIMIZATION DETAILS
In this chapter, some of the details of implementation beyond the system dynamics are dis-
cussed. These topics include modulating noise into the dynamics, initialization of the algorithm,
communication between Particles, and techniques which confine the dynamics to stay within the
search space.
3.1 Modulation of Noise
This section discusses adding noise to the dynamics of the state-space representation of the PSO
equations. The conventional version of PSO adds a Brownian-like motion to the Particle’s dynam-
ics using the Local Random Vector and the Neighbor Random Vector. Since these vectors were
removed from the state-space representation in favor of a constant feedback gain, this Brownian-
like motion needs to be added to the state-space dynamics. While some past studies have examined
completely deterministic versions of the PSO algorithm,6,7, 9 it is this Brownian-like motion which
causes the Particles to “swarm” about the optimum locations and potentially discover better ones.
Without any random noise added to the dynamics, once the Particles reached their desired locations
on initialization, they would stay there forever.
If no random noise is added to the Particle dynamics, once a Particle has converged to the
desired location it has reached steady-state. In this steady-state the Particle would stay at that
location for all time. By modulating noise into this steady-state situation, the Particle is disturbed
to a nearby location. From the nearby location, the Particle begins the process of reconverging to
the desired location. Through the “survival of the fittest” process, if a better optimum is discovered
(Local Best) that better location becomes the new desired location to which the Particle converges.
This process can be seen in Figure 3.1.
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Figure 3.1: A comparison between the Particle dynamics without noise (Red) and the same dynam-
ics with noise modulation (Green), as a Particle is disturbed and converges back to the minimum
location.
There are many possibilities for the distribution used to modulate noise into the dynamics.
In this study, the distribution of noise used was uniform. The rationale behind this choice is as
follows: 1. if a Particle is at steady-state, it will stay at its desired location for all time; 2. with
no prior information, a better location may be in any direction from this desired location; 3. the
next location to which the Particle should be disturbed should have uniform random probability.
Therefore, the distribution used to modulate noise should be uniform.
Additionally, the choice was made to multiply this randomly generated noise samples by a
gain, now referred to as the Random Gain. This Random Gain is the value R in Equation 2.28.
When this Random Gain is set to 0, no noise is being modulated into the Particle dynamics. This
gives the user of the algorithm the option to turn off the noise modulation and have the Particle
converge to the optimum location, once a suitable optimum is found. Another option available is
if the user thinks the Particle is stuck at a sub-optimal location to slowly increase this Random
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Gain over time. Increasing this gain over time would cause a Particle to hopefully discover a more
optimal location when it is disturbed.
3.2 Initialization
The initialization of the search is important to the performance of PSO. The standard method for
initializing the PSO algorithm is a method known as the Half-Diff methodology.4 This process
begins by randomly initializing the Particles within the search space according to a uniform distri-
bution. The initial velocities of the Particles are initialized by taking a second randomly generated
position (uniform distribution) and calculating the difference between these two locations. This
change in position is then halved.
This process needs to be slightly modified to accomodate the state-space representation of the
Particle dynamics. This modification is due to the state-space representation using an initial last
position, rather than an initial velocity. The initial state vector consists of two positions - an initial
last position, and an initial current position. After calculating the original initial velocity according
to the Half-Diff method, the velocity is subtracted from the initial current position to calculate the
initial last position. The full initialization process is as follows
1. Randomly generate (uniform distribution) a position within the search space (initial current
position).
2. Randomly generate (uniform distribution) a second position within the search space.
3. Subtract these two positions.
4. Divide this difference by two (initial velocity).




As previously discussed, the search space is limited to a finite area appropriate by both the lim-
ited memory of the robots and their requirement to stay within radio communication limits. For
this reason, a special situation needs to be addressed. This situation is one where the state-space
dynamics produce a sampling location that is outside the search space. Some technique must be
used in order to prevent this situation from occurring. This constraint technique is known as the
Boundary Constraint Technique. There are a few methods for handling the boundary constraint.
Past literature has shown that the selection of a Boundary Constraint technique adds bias to the dis-
tribution of locations being sampled.11 The bias makes the PSO algorithm more likely to sample
one area of the search space over another. On a fitness function that is a flat surface (every fitness
value is 1), the desired location is no longer affected by increasingly better values of the fitness
function. Therefore in the ideal case, the distribution of where a Particle should sample next on
this flat function is uniform. The bias added by the constraint technique is a change to this uniform
distribution. For example, if every time a Particle left the search space it was moved back to the
same location, that location would be sampled far more often than other locations in the search
space. One category of Boundary Constraint involves preventing the Particle from reaching the
boundary of the search space all together by manipulating the next location.
























where ni(k) is the ith component of the next position vector. In the following sections, ni(k)
will refer to the constraint-corrected version of the next location, and ci(k + 1) will refer to the
uncorrected version of the next location. From this we can derive the modified version of the next
state vector for each of the boundary constraint techniques.
3.3.1 Repositioning Particles Back into Search Space
One category of constraint techniques involves changing the Particle’s position in the next
iteration so as to keep the Particle inside the feasible search area. This type of boundary technique
is applied if the Particle’s next sampling position is outside the search space.
The “Reflect” technique uses the boundary as a surface and reflects the Particle back into the
search space so that its new trajectory is a mirror image of its old trajectory as it was violating the
boundary.27 Pseudocode for this technique can be seen in Algorithm 1
Algorithm 1 Pseudocode for the Reflect Technique procedure
procedure REFLECT TECHNIQUE
for each dimension i do
if ci(k + 1) > imax then
ni(k) = imax   [ci(k + 1)   imax]
end if
if ci(k + 1) < imin then




The term ci(k) is the ith vector component of the current sampling position, ci(k+1) is the ith
vector component of the old (uncorrected) next sampling position, imax is the ith vector component
of a vector specifying the maximum values along each dimension, and imin is the ith component
of a vector specifying the minimum values along each dimension.
This process can be seen in Figure 3.2, recalling that the Velocity refers to a change in position
and not the actual Particle speed.
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Figure 3.2: A visualization of the Reflect boundary technique.
The “Nearest” technique, shown in Algorithm 2, simply moves the Particle back onto the
boundary if the Particle moves outside of it. This technique adds bias towards the boundary be-
cause the Particles are relocated to the boundary and sample there for many more iterations than
they would otherwise.10
Algorithm 2 Pseudocode for the Nearest Technique procedure
procedure NEAREST TECHNIQUE
for each dimension i do
if ci(k + 1) > imax then
ni(k) = imax
end if





The “Personal Best” technique repositions the Particle onto its own personal best location when
a boundary is violated.11 This can be seen in Algorithm 3.
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Algorithm 3 Pseudocode for the Personal Best Technique procedure
procedure PERSONAL BEST TECHNIQUE
for each dimension i do
if ci(k + 1) > imax then
ni(k) = Lbest(k)
end if





The “Random” technique repositions the Particle onto a randomly generated location within
the search space when a boundary is violated. This random vector ~r(k) is generated according to
a uniform distribution and can be seen in Algorithm.411
Algorithm 4 Pseudocode for the Random Technique procedure
procedure RANDOM TECHNIQUE
for each dimension i do










3.3.2 Preventing Particles from Leaving Search Space
The “Hyperbolic” technique is a technique where the Particle is prevented from reaching the
boundary, rather than waiting for the Particle to leave. In this technique, the change in position from
the current sample location to the next sample location is normalized with respect to a Particle’s
distance to a boundary. This causes the Particle to asymptotically approach the boundary but never
actually reach it. Although this technique constrains the Particle from leaving the search space, it
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also has been shown to have difficulties discovering the optimal point if the optimum lies near or
on the boundary of the search space.10
Algorithm 5 Pseudocode for the Hyperbolic Technique procedure
procedure HYPERBOLIC TECHNIQUE
for each dimension i do







where Gi and Hi are specified by the equations
Gi = ci(k) +
ci(k + 1)  ci(k)
1 +
 ci(k+1) ci(k)imax   ci(k)  (3.2)
Hi = ci(k) +
ci(k + 1)  ci(k)
1 +
 ci(k+1) ci(k)ci(k)   imin 
3.3.3 Velocity Modification Techniques
Past literature has examined modifying the velocity of the Particle in addition to the next po-
sition.10 The reasoning behind modifying the velocity is that the velocity gives a momentum-like
property to the dynamics of the Particles. As a result, if only a Particle’s current position is mod-
ified, the Particle might quickly drift back outside the feasible search space on a subsequent iter-
ation. Using the state-space representation, the velocity modification needs to be represented in
terms of the last sampling position. By modifying the velocity (change in position) on the next
iteration, the last position is being modified in the state vector.
There are five different techniques to modifying the velocity. The “Absorb” technique sets the
velocity to zero.11 The “Unmodified” technique simply leaves the velocity unmodified. For the
state-space representation of the Particle dynamics, this is somewhat of a misnomer because in
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order to leave the velocity unmodified (change in position), it requires a modified last position in
the state vector. The “Adjust” technique recalculates the velocity using the new position vector, as
if the velocity update equation had calculated the modified position to begin with.11 In the state-
space representation of the Particle dynamics this is also a misnomer because in order to “adjust”
the velocity, all that is required is to leave the last position unchanged. The “Deterministic Back”
method multiplies the old velocity by some negative constant between zero and one.10 Finally, the
“Random Back” technique is identical to the Deterministic Back technique, however the constant
is randomly generated according to a uniform distribution.10













































ci(k) = ni(k)  [ci(k + 1)  li(k + 1)] (3.3)
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The Adjust technique does not modify the last position, as stated earlier. The Deterministic Back
technique uses
ci(k) = ni(k) +W [ci(k + 1)  li(k + 1)] (3.4)
whereW is selected between 0 and 1. The Random Back technique is identical to the Deterministic
Back technique except thatW is randomly generated according to a uniform distribution.
3.4 Neighborhoods
Now that the techniques used to constrain a Particle to stay within the search space have been
addressed, one more method of controlling the large scale behavior of the swarm warrants discus-
sion. The method is known as specifying a Neighborhood Topology for the swarm and has been
examined by past PSO literature.11,2
A Particle’s Neighborhood (or Neighborhood Topology) is an artificial logical grouping of the
Particle swarm into smaller groups of Particles. These Particles are limited to communication only
with other Particles in their Neighborhood. This logical grouping is not necessarily correlated with
the Particles’ physical proximity to one another. These Neighborhoods also overlap and are not
mutually exclusive, so that one Particle might be in the Neighborhood of many other Particles. The
main purpose of this grouping is to slow the rate at which information is propagated through the
swarm. Though one Particle might be prevented from communicating with some other specific
Particle, new sampling information that the Particle discovers will eventually propagate to the
other Particle because the Neighborhoods overlap. This has been shown to increase the exploration
behavior of the swarm.2
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(a) The Circular Neighborhood Topology (b) The Wheel Neighborhood Topology
(c) The Von Neumann Topology, with Green and
Red boxes enclosing the neighborhoods of Particles
1 and 5 respectively. (d) The Global Best Neighborhood Topology
Figure 3.3: Examples of commonly used Neighborhood Topologies
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Some of the most common Neighborhood Topologies can be seen in 3.3 and will now be
reviewed. One of the simplest topologies can be seen in Figure 3.3a. This particular topology
is known as the “Circular” topology. This topology limits each Particle to only communicate
with Particles whose ID number are adjacent to its own. For example, Particle 5 is limited to
communicating only with Particles 4 and 6, while Particle 6 is limited to communicating only
with Particles 5 and 7, etc. If Particle 2 discovers a new best position, several iterations of the
algorithm are required before this information will propagate to Particle 5 and begin affecting its
search behavior.
A second common topology is known as the “Wheel” topology visible as Figure 3.3b. This
topology is quite similar to the “Circular” topology, with the exception that there is a central
coordinating Particle which is in the Neighborhood of all Particles. In this topology, no Particle is
more than two Particles away from any other Particle in the swarm.
Another popular topology is called the “von Neumann” topology which can be seen in 3.3c.
Here, the Particles are arranged in a two-dimensional grid by ID number. Each Particle’s Neigh-
borhood consists of itself, the Particles above, below, to the left, and to the right of it in this grid.
This grid is also toroidal so that Particles in the left most column of the grid, are in the same
neighborhood as Particles in the right most column of the grid. The same is true of Particles in the
top most and bottom most rows. This topology has been shown to exhibit good exploration and
convergence behaviors.2
The Neighborhood topology used in this research is referred to as the “Global Best” topology
and can be seen in Figure 3.3d. Global Best is the default Neighborhood topology for Particle
Swarm Optimization, since it is the topology used if all Particles can communicate with each
other. While this Neighborhood topology has been shown to somtimes be worse at finding the
global optimum compared to other Neighborhood topologies,2 its status as the default is sufficient




After reviewing the theory underlying the PSO algorithm, simulations to judge its performance
are presented in this chapter. Three types of simulations were performed. First, PSO was per-
formed using different Boundary Techniques on a Flat Fitness landscape (every fitness value is
1). These simulations allow the selection of the Boundary Technique most appropriate to the
mission of extraterrestrial resource prospecting. After selecting the appropriate Boundary Tech-
nique, the second set of simulations were performed. The second set of simulations compared the
performance of PSO on different Benchmark Fitness functions. These Benchmark Functions are
common functions used to judge the performance of optimization algorithms. For the third set of
simulations, PSO was performed on different landscapes simulated from satellite images of the
Martian landscape. These simulations demonstrate how PSO might perform during an extrater-
restrial prospecting mission. The final set of simulations uses a separate regression-based search
algorithm which was implemented in Matlab to compare the performance of PSO against another
optimization algorithm.
4.1 Flat Landscape Simulations
Past literature has shown that the Boundary Technique chosen adds bias to where PSO chooses
to search, and that no universal Boundary Technique exists to handle all applications.11 Due to
this conclusion, an appropriate technique needs to be chosen for the application of extraterrestrial
prospecting. For prospecting, no information is known about where the globally optimum location
lies within the search space. In the ideal case, PSO should have a uniform distribution of sample
locations on a flat fitness landscape, so that the algorithm is equally likely to search anywhere.
38
To quantify the bias added by each Boundary Technique, flat landscape analysis was used.
When running PSO on a fitness function which has equal fitness in all locations (flat), this his-
togram is not affected by the fitness function. As a result, the effect of the Boundary Technique
was studied in relative isolation. This analysis uses a flat fitness landscape so that the location
PSO chooses to search is based solely on the configuration rather than the fitness function. By
keeping the configuration constant and only changing the Boundary Technique, the bias from the
technique can be examined. This analysis was performed by sampling the position of the Particles
at each iteration, and creating a histogram of the locations. When this resulting histogram does
not approximate a uniform distribution, the boundary technique is considered to be adding bias
to the search. Conversely, when the resulting histogram approximated a uniform distribution, the
boundary technique is considered not to be adding bias to the search.
While recent PSO literature has already determined which Boundary Techniques add the least
bias to the uniform distribution,11 the methodology used in this study is based on the derived state-
space representation of the Particle Dynamics. The flat landscape analysis was repeated to ensure
that no bias was added by this alternate methodology.
An example of this bias can be seen in Figure 4.1 and Figure 4.2. The distribution of the x-
coordinate over the flat landscape is shown (the full set of flat landscape distributions can be seen
in Appendix B). The y-coordinate distributions are not shown here because the results mimic those
of the x-coordinate distributions.
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Figure 4.1: An example of the ideal case, where no bias exists in the uniform distribution of
sampling locations.
In analyzing the course of Particle Dynamics on non-flat landscapes, the Local Optimum lo-
cation and Global Optimum location are only updated when the fitness score is better than the
existing score. The optimum update procedure requires a slight change to facilitate its operation
on flat fitness landscapes. To facilitate flat landscapes requires checking the fitness scores to de-
termine if the the optimum location and the new sample are equal. When the scores are equal, the
procedure selects the new sample or the old sample as the optimum location with equal probability.
In the case of the unmodified optimum update procedure, a particle on a flat landscape would not
normally search; it would simply converge to its initial condition.
In the flat landscape analysis, only a single particle was used. There were two dimensions in
the flat fitness landscape (x and y). The algorithm was configured to find the minimum fitness
value. For a neighborhood topology, the default (Global Best Topology) was used. The single
particle was configured to track the global best location. The Particle Dynamics Gains M and
K were configured to 0:5 and 1:0 respectively. Using the Root Locus, this combination of gains
corresponds to a set of eigenvalues which place a stable focus around the desired location. The
Noise Gain (amount of uniform random noise modulated into the sampling location relative to
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the particle dynamics) was configured to 0:7. This gain will cause a Particle which is disturbed to
cover a large portion of the search space as it converges back to the desired location. The flat fitness
function was discretized to an area of 400 x 400 discrete locations. This numerical simulation was
run for 1; 000; 000 iterations.
Figure 4.2: An example distribution adding bias towards the center of the search space. The
distribution shown is that of the Random technique.
The resulting distribution of the flat landscape analyses are available in Appendix B. These re-
sults are summarized in Table 4.1. The results of this analysis matched the previous literature quite
closely.11 It was found that Boundary Techniques which added the least bias were the Personal
Best Technique and the set of Reflect Boundary techniques. One interesting result was that using
the alternate State Space representation caused the Velocity modification technique to have little to
no effect on the resulting distribution. This difference was likely caused by using the state-space
representation of the PSO equations, rather than the original form.
The set of Nearest Boundary techniques with different velocity modifications was found to
heavily bias the distribution. For the simulations performed, the chances of sampling a location
on the boundary of the search space was drastically greater than the algorithm sampling anywhere
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else in the search space. Table 4.1 displays the differences between sampling on the boundary and
sampling at the center for each technique. The distribution produced was consistent with results
found in past literature.11
Using the Random Boundary technique was found to bias the distribution towards the center
of the search space. For the simulations performed, the chances of sampling a location at the
center was much higher than the chances of sampling a location at the boundary. This can be
seen in Figure 4.2 and Table 4.1. This distribution was also consistent with results found in past
literature.11
The Personal Best Boundary technique was also found to bias the distribution towards the cen-
ter of the search space. While this was similar to the results for the Random Boundary technique,
the bias towards the center was not as strong as the Random technique. This distribution was not
consistent with past literature, which found the Personal Best boundary technique to have almost
no bias.11 This difference may be due to the State Space representation of the particle dynamics,
the difference in desired location calculation, or the difference in modulating randomness into the
particle dynamics from the past literature.
The set of Reflect Boundary techniques with different velocity modifications was found to bias
the distribution the least. This was somewhat consistent with past literature, which found that the
Reflect boundary techniques did not bias the distributions significantly. However, the results differ
slightly on the boundary of the search space. In past literature the distribution was slightly less
likely to be sampled on the boundary.11 However, these results found it was slightly more likely to
sample on the boundary. These results may be due to differences previously discussed in the above
paragraph.
The Boundary Technique selected for the remaining simulations was the Reflect Adjust tech-
nique. The set of Reflect Boundary techniques were found to bias the distribution the least. The
Reflect Boundary techniques also were found to bias the distribution equally. Therefore, Reflect
Adjust was chosen. With the state-space representation “Adjust” requires no additional modifi-
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cation to the last position states, whereas the “Absorb” and “Unmodified” techniques do require
additional modification.
Boundary Technique Samples in Boundary Bin Samples in Center Bin Total Samples
Personal Best 9,000 11,000 1,000,000
Random 8,000 11,500 1,000,000
Reflect 10,000 9,000 1,000,000
Reflect Adjust 10,000 9,000 1,000,000
Reflect Absorb 10,000 9,000 1,000,000
Nearest 295,000 5,000 1,000,000
Nearest Adjust 295,000 5,000 1,000,000
Nearest Absorb 295,000 5,000 1,000,000
Nearest Random Back 295,000 5,000 1,000,000
Nearest Deterministic Back 295,000 5,000 1,000,000
Table 4.1: Summary of the results of the Flat Landscape simulations. For each Boundary Tech-
nique, the total number of samples are presented along with the approximate number located at the
center or edge of the search space in order to give the reader an idea of bias in the histogram.
4.2 Benchmark Function Analysis
After selecting the appropriate Boundary Technique, the benchmark analysis was performed using
standard test fitness functions for optimization algorithms. These benchmark functions have known
optimal solutions, and each function challenges the algorithm in a different way. Some benchmark
functions test whether the algorithm converges to a sub-optimal solution, while others test speed
of convergence. Functions which test convergence to the global optimum will have many peaks or
valleys. These peaks and valleys cause an optimization algorithm to converge to this sub-optimal
location rather than the global best.
Visualizations of these functions in two-dimensions are readily available online.28 The test
functions used are as follows:
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The different grid sizes were selected to ensure that none of the different test functions with
periodic components were aliased by this grid. For all of the above benchmark functions, PSO was
performed using 40 different initial seeds for the random number generators. The best fitness value
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at each iteration was averaged over the 40 different seeds. The simulations enabled the comparative
analysis of the average performance on each of the benchmark functions and provided the average
number of iterations required for the global optimum to be reached. The configuration used in
these simulations are specified in Table 4.2.
Number of Particles 10
Number of Dimensions 2
Maximize or minimize min
Neighborhood Global Best





Table 4.2: PSO Configuration used in Benchmark Function and Simulated Landscape simulations.
Plots of each of the simulations are available in Appendix C. These are summarized in Table
4.3. The first column in the table is the average iteration at which PSO finds the global optimum
location. The second column in the table specifies the iteration at which PSO finds the global opti-
mum in the lower confidence interval. The third column specifies the iteration at which PSO finds
the global optimum in the upper confidence interval. These confidence intervals were calculated
assuming the distribution over the 40 seeds was normal, and are not calculated from log data. This
normality is not necessarily an accurate assumption for this process, however it allows a visualiza-
tion of how the best-case and worst-case seeds may perform during a given simulation. From this
Table, it can be concluded that the PSO implementation performed worst on Benchmark Functions
with high numbers of local optima, like the Rastrigin, Griewank, Ackley, and Schwefel functions.
These functions all have sinusoidal terms which produce a high number of peaks and valleys in the
function which are not the globally optimum location.
45
Function Average Lower CI (95%) Upper CI (95%)
Sphere 636 0 1726
Rosenbrock Valley 682 0 1259
Rastrigin 2995 1 10671
Griewank 32231 66 33420
Michalewicz 414 4 1420
Ackley 3725 476 3973
Schwefel 1955 2 2564
Table 4.3: Summary of the results of the Benchmark function analysis. For each function, the
value specified is the iteration at which the column value reaches the global minimum.
4.3 Simulated Landscape Analysis
In order to study how PSO might perform on an extraterrestrial prospecting mission, simulations
were performed on Martian Landscapes generated from satellite images. Since no experimen-
tal data is available of subterranean resource distributions on Mars, the elevation of the Martian
landscape was used as an experimental fitness function.
In this study, Simulated Landscapes were created using data published from the Mars Orbiter
Laser Altimeter (MOLA) instrument onboard the Mars Global Surveyor satellite.30 A laser altime-
ter is a device that transmits a laser pulse from the orbiting satellite, measuring the round trip time
to the surface of the planet. This time is used to calculate the distance between the satellite and the
surface. Since the satellite is travelling in a well known orbit, the elevation of the surface can be
obtained.
This MOLA data was converted into a PNG heightmap. This heightmap is a greyscale image
with various pixel values that range from black (which corresponds to the lowest elevation) to
white (which corresponds to the highest elevation). Each pixel in the image corresponds to a set
of coordinates inside some selected area of the Martian surface. There are 256x256 pixels in the
image which correspond to 65536 coordinate pairs.
Four simulated landscapes were created. The first landscape was an impact crater located at
12:3138 North and 142:5283 East. This crater was selected because it was fairly symmetrical
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and closely approximates the Sphere benchmark function, with the exception of the bump in the
center of the crater. This heightmap of this crater is shown in Figure 4.3.
Figure 4.3: A heightmap of the Crater simulated landscape.
The second simulated landscape was a ridge on the edge of the Argyre impact basin. This
impact basin is a plain located in the southern highlands of Mars, and it is at a much lower elevation
than the surrounding highlands. It also is surrounded by rugged massifs. Due to this terrain, the
area changes elevation rapidly, and was picked as a challenging landscape for the algorithm to
attempt to navigate. The region selected centers at 47:5612 South and 310:0506 East. The
heightmap of this landscape is shown in Figure 4.4.
The third simulated landscape is part of a long system of canyons known as the VallesMarineris.
This canyon system is over 4000km long, making it one of the largest canyons in the Solar System.
At places, the canyon is 7km deep. This location was selected because it is a rugged and challeng-
ing valley, similar to the Rosenbrock Valley benchmark function. The heightmap of this landscape
is shown in Figure 4.5. The region that is selected centers at 7:0511 South and 270:1428 East.
The final simulated landscape is a relatively flat plain known as the Acidalia Planitia. This
region, unlike the others, was selected not because of its challenging geography, but because it is
relatively flat. On this mostly flat landscape, it was expected that the bias of the boundary technique
would have the greatest affect on the outcome of the algorithm. This expectation was due to the
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Figure 4.4: A heightmap of the Argyre Ridge simulated landscape.
Figure 4.5: A heightmap of the Valles Marineris simulated landscape.
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influence of other geography being minimal relative to the bias of the boundary technique. Addi-
tionally, the location selected was the landing site of the Mars Pathfinder mission. This landscape
in which the simulated prospecting robots explored is one which was navigated by the Sojourner
rover. The heightmap can be seen in Figure 4.6. This location is centered at 17:3408 North and
34:5410 West.
Figure 4.6: A heightmap of the Acidalia Planitia simulated landscape.
Using the simulated landscapes discussed above as the fitness functions, the Simulated Land-
scape Analysis simulations proceeded exactly like the Benchmark analyses. PSO was performed
using 40 different initial seeds. The best fitness value at each iteration was averaged over the
40 different seeds. This allowed a view of how well this boundary handling technique worked
on average, and how many iterations on average the algorithm took to find the globally optimum
point.
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Landscape Average Lower CI (95%) Upper CI (95%)
Crater 196 0 286
Argyre Ridge 709 36 970
Acidalia Planitia 3567 401 4738
Valles Marineris 2658 0 3903
Table 4.4: Summary of the results of the Simulated Landscape analysis. For each function, the
value specified is the iteration at which the column value reaches the global minimum.
4.4 Gaussian Process Regression Based Optimization Comparison
For the purposes of comparing PSO’s performance, it is necessary to have some other optimization
algorithm to compare it to. For this purpose, an optimization algorithm was implemented in Matlab
using the Gaussian Process for Machine Learning (GPML) Matlab library.31 This powerful library
is capable of a range of different operations based around Gaussian Processes. The application it
was used for in this simulation was Gaussian Process (GP) regression.
Algorithm 6 Pseudocode for regression based optimization script.
Input: The number of robots, fitness function, configuration parameters for regression
Output: Sample values and locations of the fitness function
initializeRobotsRandomlyInSearchSpace()








Pseudocode for this optimization script can be seen in Algorithm 6. First, the optimization
script initializes each of the robots uniform randomly within the search space. After doing so, the
script enters its main loop. The fitness function is sampled at each of these locations. Using these
sample values, this Gaussian Process regression is performed and the fitness function is approx-
imated. Using this approximation, confidence intervals are calculated for each of the remaining
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unsampled locations. Since the simulation is minimizing the function, the locations where the
lower confidence interval is the lowest are found, and the robots are moved to these locations. If
the simulation were maximizing the function, these locations would be where the upper confidence
interval is the highest. On the next iteration of the loop, these new locations are sampled and the
process repeats.
As more samples of the fitness function are found, the approximation calculated by the regres-
sion procedure becomes closer and closer to the true fitness function. Through this process, the




Mean Function Zero Mean
Covariance Function Matérn
Mean Hyperparameters N/A
Covariance Hyperparameters l=0.75, 2=1.5
Likelihood Hyperparameter 0.8
Table 4.5: Configuration used for the Gaussian Process based regression algorithm
Configuration for the Gaussian Process can be seen in Table 4.5. The Inference Function
specified in this table is the function that the Gaussian Process uses to calculate the posterior
probability distribution. This posterior probability distribution reflects the distribution of function
values at an unknown (unsampled) location. This posterior probability distribution is conditional
upon the values of the observed locations, and allows the confidence intervals to be calculated
for unsampled locations. In contrast to the posterior probability distribution, the prior probability
distribution is based on an assumption about the sample data. Inference uses the prior distribution
and the sample data to calculate the posterior probability distribution.32
The method selected for inference was Exact inference. This inference method assumes that
prior probability distribution is the exact distribution of the sample statistics. Some applications
of Gaussian Processes require more complex approximate inference methods to be used. These
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applications approximate the sample distribution with another distribution. Approximate methods
deal with large datasets, and it has been shown Exact inference requires a matrix inversion with
O(N3) cost.33 Since the simulation presented here has function samples which are free of noise,
and the dataset is not large, Exact inference is sufficient.
Figure 4.7: A visualization of Gaussian Process Regression.34
The Likelihood Function is used by the Gaussian Process both during inference and while pre-
dicting sample values. The selected Likelihood Function was Gaussian Likelihood. This assumes
that the posterior probability distribution is Gaussian. It is also the only Likelihood Function avail-
able using Exact inference methods. The hyperparameter for the Gaussian Likelihood function is
the natural logarithm of the standard deviation of the distribution.32
The Mean Function selected was Zero Mean, indicating that the mean of the prior probability
distribution is centered at zero, as can be seen in 4.7. This Mean Function has no hyperparameters.
This choice is sufficient for this regression simulation because it is a simplification often made for
regression processes. This simplification causes the prior probability distibution to be specified
entirely by the covariance function without a loss of generality.35
The Covariance Function specifies the covariance of the prior probability distribution. The
function selected is known as the Matérn covariance function. This function is often used in geo-
statistics and specifies the covariance between two points based on the distance between them.36
The problem of predicting heights in a landscape and predicting subterrainian resource distribu-
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tions both fall into this category. This Covariance Function has two hyperparameters known as l
and 2, which is the specified variance.
The hyperparameters for these functions were chosen using experimental trial and error. Select-
ing parameters, plotting the regression fits and confidence intervals, and repeating until satisfactory
fits were obtains for the Fitness Functions tested.
Function PSO Iteration GP Regression Iteration Total Possible
Sphere 5 14 90
Rosenbrock Valley 29 26 90
Ackley Function 80 15 90
Schwefel Function 4 22 90
Michalewicz 85 6 90
Table 4.6: Summary of the results of the GP Regression based optimization comparison. Column
values are average iteration the optimum was discovered
Results for this optimization can be seen in Table 4.6. Simulations were performed on various
Benchmark Fitness Functions using both the PSO implementation and the GP Regression based
optimization script. Due to the increased computational complexity of Gaussian Process Regres-
sion, the run time of each iteration of the script increases. As a result, the Matlab implementation
is not able to handle search spaces as large as the spaces used in the Benchmark Function and
Simulated Landscape analysis sections.
For each of the Benchmark Functions used here, the GP Regression Matlab script was per-
formed on a 30x30 Grid using the configuration specified in Table 4.5. Each benchmark function
was optimized over the range -10 to 10 in both x and y, with the exception of the Michalewicz
Function which used the range 0 to 3.14. The Griewank and Rastrigin Functions were not sim-
ulated in this comparison. Both functions have high periodic components, and the discretization
of the smaller search space was not above the Nyquist Sampling frequency. As a result, both the
Griewank and Rastrigin functions alias into functions similar to the Sphere.
PSO was performed on this same search space. There were 10 robots used in each simulation
so that the number of samples of the fitness function per iteration are identical in both cases. The
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values visible in the columns of Table 4.6 are the average iteration each algorithm discovered the
optimum location within the search space. Each algorithm has a random component, so the average
in the displayed column reflects 40 different seeds performed on the specified function.
These results show that the performance of the two optimization algorithms depends on the
Fitness Function being optimized. PSO performed better than GP Regression based optimization
on the Sphere Function and the Schwefel Function. GP Regression based optimization performed
better than PSO on the Ackley and Michalewicz Functions. They performed comparably on the
Rosenbrock Valley.
The Ackley and Michalewicz functions both have large areas within the function where the
landscape is nearly flat. Additionally, PSO required many more iterations to find the optimum on
the Acidalia Planitia Landscape when compared to the other landscapes. This points to the conclu-
sion that PSO does not perform as well on flat or nearly flat landscapes. Using GP Regression, the
algorithm is choosing to search areas it is least confident about. This process still informs where
optimum locations may lie on a flat landscape. With PSO, the desired location about which the
Particle swarms is only updated when a more optimum location is found, or randomly when an
equal location is found (see Flat Landscape analysis). This method does not provide information
about where a more optimum location may lie on a flat landscape. Improving this mechanism may
increase the performance of PSO on these Fitness Functions.
Now that PSO has been performed on a variety of fitness functions and extraterrestrial land-
scapes, and now that its performance has been compared to another optimization algorithm, the




Now that a search algorithm has been investigated for extraterrestrial prospecting, an appro-
priate path planning algorithm needs examination. PSO as a search algorithm chooses the next
location to search. The path planning algorithm is responsible for bringing the search rover from
the current search location to the next search location. While traveling from the current location to
the next search location, the rover needs to avoid stationary obstacles in the search space and other
rovers.
Path Planning is a complex area of research. There are many different algorithms and variations
of these algorithms that exist for different needs, constraints, and agent types. Selection of a
suitable algorithm depends on the design constraints of the application. There exist three main
properties of path planning algorithms that are used to judge whether they are suitable for the
application. The properties are: 1. centralization; 2. completeness; and 3. optimality. These 3
properties determine which path planning algorithm was appropriate for this study.
Centralization determines whether the planning problem is being solved in one central location,
or whether the work is distributed amongmany different agents. In the case of a robotic prospecting
mission, each agent is a robot. For example, there could be one “boss” agent that plans the paths
for all of the other agents. When the boss is finished planning, it transmits the planned path to
the other agents. Alternatively, all of the agents can plan their paths individually, in a distributed
fashion, and then try to coordinate and solve any conflicts that have arisen. This type of planning
is known as decentralized path planning.37
For the prospecting mission, there is a strong desire to have no central point of failure. The
central point of failure would mean that the other agents can not continue on their mission. This
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condition does not require a decentralized path planner. However, within the centralized planning
implementation it is necessary for some mechanism to detect a failure in the “boss" agent. When
this failure is detected, another agent can become the “boss” and perform the planning in place of
the original.
Completeness requires the algorithm to find a solution if a solution exists. If a solution does not
exist, the algorithm will report that outcome.38 Hence, completeness is an essential requirement
for the path planning application of the robotic prospecting mission presented here. A lack of
completeness would mean that robots would either have to fail to reach the desired next search
location in some instances, or they would choose to stay at their current location and not risk
moving. In either scenario, a path planning algorithm without a completeness guarantee would
mean that unnecessary bias would be added to the PSO search distribution. This bias would be
similar to how bias is added by some PSO Boundary Techniques.
Quite often, there is a trade-off between Centralization and Completeness. With Centralization,
all of the information about the problem is fully available at the time it is being solved. With
decentralization, each robot has no knowledge of the paths of the other robots until the planning for
each is finished and communicated. In this scenario, each agent only has partial knowledge of the
situation, and it is difficult to provide a guarantee of Completeness without significant replanning.37
The third property Optimality, exists when the algorithm finds the optimal path from the start
location to the end location. An important distinction for this characteristic is what criterion is
considered optimal. For some applications the shortest distance from the start location to the end
location might be considered optimal. For other applications, the least amount of fuel or greatest
distance from any obstacles could be the optimization criterion. There can be multiple optimal
paths from one start location to a goal location. If the algorithm finds the optimal path, it is said to
be an optimal path planner. If the algorithm merely one possible path which may be optimal, it is
said to be a sub-optimal path planner.22
The criterion the algorithm uses to judge optimality is known as the heuristic.19 A path planning
algorithm may use this heuristic function to rank possible choices in the planning algorithm. By
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exploiting this available information, the planner can evaluate fewer possible locations when trying
to determine if a given location is on the path. For example, when trying to find the shortest path
between two locations in a grid, a heuristic such as Euclidian distance determines which of the
possible neighboring locations is closer to the goal.
The algorithm selected for this extraterrestrial prospecting study is known as Conflict Based
Search (CBS). CBS is a multiple agent path finder which is centralized, complete, and optimal. It
will plan a path for all of the rovers involved in the search around any obstacles in the search space.
It avoids conflicts between the agents by performing the search on two levels. On the low level,
the search will plan an optimal path for an single agent from its start to its goal. On the high level,
CBS checks for any conflicts in the paths for all of the agents. If there are conflicts, CBS will use
the low level search to replan one or more of the paths. When all of the paths are conflict free, the
high level search has discovered its goal.17
Since the search rovers on the Martian surface would have full radio communication, a cen-
tralized path planning algorithm was chosen. It is not necessary to sacrifice the important com-
pleteness guarantee for a decentralized path planner.37 It takes much less time for the rovers to
communicate their locations and paths with radio than it does to move, therefore a centralized al-
gorithm is a logical choice. While path opimality is not essential for this application, CBS does
guarantee it.17
The following sections will explore the theory behind the CBS algorithm from the bottom
up. The low level algorithm which plans paths for a single agent is known as Jump Point Search
(JPS). Jump Point Search was selected because it is a type of path planning algorithm designed
specifically for the type of map being explored in this study. It has been shown to be fast, low
memory, and efficient. JPS is a version of an algorithm known as A which has been modified for
this map type.22
The first section will review the A algorithm. This algorithm is important to examine in order
to provide context to the modifications that JPS makes. CBS also uses many of the same concepts
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that A uses. The second section reviews the JPS algorithm. In the final section of the chapter the
high level CBS search is examined.
5.1 A Search Algorithm
First published in 1968, the A search algorithm is one of the most widespread and established
search algorithms.18 It is used in robotics, video games, automation, and many other applications.
A achieves better performance than previously developed algorithms like breadth-first search, or
depth-first search. A achieves better performance by exploiting knowledge about the problem in
the form of some heuristic.18
While A is capable of searching any graph type, the graph being explored in this study is
a uniform cost grid. A uniform cost grid is a rectangular area discretized into different x and y
locations. Each of these locations has the same movement cost. An example of a non-uniform cost
grid might be one with different terrain. For example, a swamp or mountainous area within the
grid might be harder to move to than flat areas within the grid. Each of the locations within the grid
are known as a vertex or node of the graph. Grids in which an agent can only move in 4 directions
(up, down, left, right) are known as 4-connected grids. Grids in which an agent can also move
diagonally are known as 8-connected grids. The transition from one vertex to another is known as
a graph edge. Therefore, 4-connected grids have 4 edges per vertex (5 with time, if counting the
agent staying in the same location), and 8-connected grids have 8 edges (9 with time).
Pseudocode of the A algorithm can be seen in Algorithm 7. The first phase of the algorithm is
the initialization phase where two empty lists of vertices are initialized. The first list is known as
the Open List. This list contains all of the vertices which have yet to be searched by the algorithm.
When a new vertex is discovered by the algorithm, it is added to the Open List. The second list is
known as the Closed List. This list contains all of the vertices which have already been searched
by the algorithm. This list is used to prevent the same vertices from being searched multiple times.
Once a vertex has been searched, it is added to the Closed List. The final step of the initialization
phase is to add the starting vertex to the Open List (open.add(start) in Algorithm 7).
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Algorithm 7 A Path Planning Algorithm pseudocode
Input: A starting location (node) and ending location on the tile-based map.




while open 6= ; do
current open.getNext()
open.remove(current)
for neighbor 2 current.getNeighbors() do
if neighbor.equals(end) then
end.setParent(neighbor)


























The second phase of the A algorithm is the search phase. The algorithm enters a loop and
does not exit this loop until the target vertex is found, or until the Open List is empty. Which exit
condition is satisfied is crucial for the Completeness condition. When the loop exits, it is either
because the Open List is empty, which means that a solution to the pathfinding problem does not
exist, or the goal vertex has been reached. If the goal vertex has been reached, a path has been
planned from start to goal.
During each iteration of this loop, a vertex is removed from the head of the Open List and
will be searched. Next, the neighboring vertices of this current vertex are found. Any neighboring
vertices which are already in the Closed List are excluded. The algorithm loops through each
of these neighboring vertices, determining which vertices need to be added to the Open List, all
the while continuing to look for the goal vertex. If the goal vertex is found, the algorithm can
immediately break from the search loop after setting the parent location of the goal vertex to the
current vertex. The parent location refers to the vertex from which a given vertex was discovered
(i.e. the current vertex is the parent of its subsequent neighbors).
The next step of the A algorithm scores each of these neighbor vertices. Each vertex has two
scores known as the G score and the H score, respectively. The G score is the cost to move an
agent to the current vertex from the start. In the case of the robotic prospecting mission a uniform
cost grid is the graph being searched. On this graph, the cost to move from one vertex to the next
is always 1 (i.e. if the current vertex is 3 away from the start, the G score is 3). However, if
A is being used to navigate terrain which is not uniform, (e.g. a swamp vs. dry flat land) some
vertices can have a higher G score than other vertices. The H score is known as the Heuristic score.
This score is the cost of a neighbor vertex measured by the chosen heuristic. For example, if the
algorithm is searching for the shortest path, this heuristic might be the Euclidian distance between
the neighbor and the goal vertex.
These two scores (G and H) are summed to calculate the F score. The F score is the score by
which the Open List is ordered or sorted. A vertex with the lowest F score is always searched first.
By maintaining the order of this list according to the F score, A ensures that the current vertex
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that is selected at each iteration of the search loop is the one which is best according to both the
movement cost and chosen heuristic. It is through this ordering that the optimality guarantee is
maintained.
Often, as the size of the Open List grows, sorting becomes a very costly operation. For this
reason, rather than sorting the Open List it is usually implemented using a priority queue. There
is a slightly larger cost for the insert operation with a priority queue, because this queue keeps the
vertices sorted according to F score. However, this cost is much lower than a sort operation would
be on a large list of vertices.
The next step of the A algorithm is to set the current vertex as the parent to a neighboring
vertex. Then, this neighbor is added to the Open List. Finally, after all of the neighbor vertices
have been evaluated, the current vertex is added to the Closed List so that it is not searched again.
The final phase of the A algorithm constructs the Path. The goal vertex was found when the
search exited with a solution. As each iteration set the current vertex as the parent vertex of each
neighbor, the path construction is trivial. By taking the goal vertex and looping though each parent
vertex until the start vertex is found the Path can be constructed. It is through this process that A
finds optimal paths.
Figure 5.1: A visualization of the vertices expanded by A in a simple, two-iteration example
search, on a 4-connected uniform cost grid. Numbers on the bottom right of the node in the tree
correspond to their location in the grid on the right.
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In Figure 5.1, a simple example of A search can be seen. On the left, the tree of vertices
has been expanded by the algorithm can be seen. The Red vertices represent the path which is
found by the algorithm. The Green vertices are the search frontier. These nodes on the frontier
represents vertices which have been added to the Open List, but have not been expanded because
of the existence of a lower cost vertex earlier in the list. The Blue vertex is not added to the Open
List because it has already been searched before and is in the Closed List (it is the Start Vertex).
The H-Score is visible on each vertex in the tree, and the G-Score is visible to the left of the entire
row. Since a uniform cost grid is being searched, this G score is the same for all of the child nodes
(neighbors of the parent) in the row.
The Blue vertex illustrates one of the advantages of A search. For each location in the grid or
graph, there can be multiple vertices generated in the search tree which correspond to each location.
For this reason, the Closed List is used to detect and prune these duplicates from the Open List.
If a vertex is already in the Closed List, it is never again added to the Open List. This allows the
algorithm to run faster and provides the Completeness guarantee. This duplicate detection also
helps prevent loops existing in the generated path.
The use of a Closed List technique is not a unique advantage to A , and it can be used by other
algorithms like Breadth First Search and Depth First Search. Breadth First Search expands all of
the child vertices at each level of the search tree before proceeding to vertices at the next level.
Depth First Search expands all of the child vertices of each child, down to the leaf nodes of the
tree before proceeding to the next child vertex. The advantage A gains over these algorithms is its
ordering of the Open List. By ordering the Open List by some cost (F score), only the lowest cost
vertices are expanded by A .
In Figure 5.1, the Green vertices of the search frontier represent the vertices that would have
been expanded by Breadth First Search (and possibly Depth First Search depending on the order it
expanded child nodes). A saves both processing time and memory by not expanding these vertices
(they have a higher F score). This ordering of the Open List is known as Best First Search. The A
algorithm is a modified form of Dijkstra’s algorithm which is also a Best First Search algorithm.
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Dijkstra’s algorithm uses only the G score to order the Open List. This ordering still finds the
shortest path to the target vertex; however, it still expands more nodes than A . In Figure 5.1, all
of the child nodes in the first level of the tree would have been expanded by Dijkstra’s algorithm
but are not expanded by A .
Most textbook implementations of A show the Open List being sorted once a vertex is ex-
panded and new vertices are added to the Open List. This is a costly operation as the size of the
Open List grows. Often, one improvement is to use a Priority Queue, which hasO(log n) insertion
and dequeue time. Another improvement toA is to use a Nested Bucket Priority Queue, which has
constant insertion and dequeue time. For implementing the Closed List, one possible optimization
is use a hashtable data structure. Hashtables have constant time “add” and “retrieve” operations.39
Before discussing the modification Jump Point Search makes to A , a few common heuristics
will be discussed.
5.1.1 Heuristics
There has been much research into different heuristics that can be used with A . The main
criterion is a property known as an Admissible heuristic. This Admissible property is that the given
heuristic is a lower bound. The value of this heuristic must be less than or equal to the actual cost
to reach the goal vertex. For example, with Euclidian Distance as a heuristic, the distance between
two locations ignores any obstacles between them. If the agent must travel around these obstacles,
the Euclidian Distance is a lower bound of the true distance. If the heuristic in use is an Admissible
one, A has been shown to only expand the vertices required to find the optimal solution to the
problem. For this reason, A not only finds an optimal solution, but does so efficiently.19 This has
led to A ’s widespread popularity.
In the following sections, several common admissible heuristics will be examined.
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5.1.1.1 Manhattan Distance
The Manhattan Distance is a common heuristic used on 4-connected grids. It is given by the
equation40
dx = jxv   xgj (5.1)
dy = jyv   ygj
h = dx+ dy
where xv and yv are the x and y value of the vertex being evaluated, and xg and yg are the x and
y value of the goal vertex. This heuristic gets its name from the grid nature of Manhattan and the
measurement unit of city-blocks.
5.1.1.2 Euclidian Distance
The Euclidian Distance heuristic is given by the formula
h =
p
dx2 + dy2 (5.2)
This heuristic tends to cause A to expand a larger number of nodes than it needs to.40 Since the
heuristic measures distance in a straight line, the value it calculates often cannot be represented by
whole numbers of grid locations. It is not possible for the agent to travel in a straight line to the
goal for most locations in the grid.41
5.1.1.3 Octile Distance
The Octile Distance Heuristic is given by the equation42
h =
p
2 min(dx; dy) + jdx  dyj (5.3)
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This heuristic is a common one for use in 8-connected grids. This heuristic is one which counts
whole numbers of grid locations and considers diagonal moves where the agent can only move at
a 45 angle. As a result, it expands fewer nodes than Euclidian Distance.41
5.1.1.4 Tie Breaking
In an 8-connected grid, there are many locations with the same F score. As a result, a choice
needs to be made about which location to expand first when there is a tie. It has been shown that
expanding tied locations with a higher G score (farther from the start and closer to the goal) causes
fewer locations to be expanded. Conversely, expanding tied locations with a lower G score first
causes many more locations to be expanded.41
Now that a few of the common heuristics have been reviewed, Jump Point Search and the
modifications that it makes to the A algorithm will be discussed.
5.2 Jump Point Search (JPS)
TheA algorithm can be used for any type of graph, and the vertices of that graph can have any cost
to expand. Jump Point Search (JPS) is a variation on theA algorithm that can only be used with 8-
connected uniform cost grids. These types of graphs are widely popular for representing different
environments and have been used in robotics, video games, and other path planning applications.
JPS exploits symmetries in the uniform cost grid to reduce the processing time of theA algorithm.
In other graph types, symmetry is less common. Rather than expanding most of the nodes in the
grid like A , JPS identifies important “Jump Points” which are the only vertices that need to be
added to the Open List. All vertices which are not Jump Points are ignored. In this process, the
Optimality of A is still preserved. While JPS guarantees same optimal cost as A , the same path
is not guaranteed.20
A path segment between two given vertices of the grid has a specified length. The measure of
symmetry in a uniform cost grid is defined as the number of path segments which have the same
length between two vertices. These path segments must have the same start and end vertex, but
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often differ in the order of vertices in the path, or differ in the direction that the agent is travelling.
Uniform cost grids are graphs with a large amount of symmetry. This symmetry causes A to
evaluate the same states (path segments) multiple times without making any progress towards the
goal.21 An example of this symmetry can be seen in Figure 5.2.
Figure 5.2: An example of 3 symmetrical length paths in a uniform cost grid between a given start
and target vertex.
JPS uses vertex pruning rules to identify only the important Jump Points which avoids expand-
ing extra vertices that require extra time and memory. These pruning rules are a modification of
A , and are applied recursively to find Jump Points. Each of the pruning rules identifies different
types of symmetry in the graph and removes the extra nodes. Within the subroutines which per-
form the pruning, the algorithm will either reach a dead end in the form of an obstacle, a dead end
in the form of the grid edge, or it will reach a Jump Point which needs to be added to the Open
List. These pruning rules allow JPS to identify symmetries in the grid while the algorithm runs,
rather than requiring preprocessing of the grid beforehand.20
The pruning rules for JPS are all specified in terms of path segments. If the path for a given
agent A is specified by a list of vertices
A = hvstart; v1; v2; : : : ; vgoali (5.4)
a path segment  is given by some subset of this list. These rules are applied as neighbors of the
current vertex vc are being expanded by the A algorithm. For these pruning rules, the definitions
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use a vertex vi 2 neighbors(vc) and a vertex vj 2 neighbors(vc), where vi 6= vj . Finally, the
vertex p is the parent vertex of vc.
The following paragraphs examine how three pruning rules identify important Jump Points.
The first pruning rule states that if a given vertex is the start vertex, none of the neighbors are
pruned.22 The second pruning rule is responsible for pruning vertices in all directions from a
given vertex. This second rule states: Any vertex which satisfies the condition where path segment
 = hp; vii or  = hp; vj; vii is shorter than  = hp; vc; vii is pruned and not added to the Open
List.22 A visualization of this pruning rule can be seen in Figure 5.3 for Straight moves (horizontal
and vertical) and Figure 5.4 for Diagonal moves.
Figure 5.3: A visualization of the vertex pruning rule for a horizontal move, which is an example
of a straight move.
The third pruning rule acts to prune vertices which have their path segment  = hp; vj; vii
equal to  = hp; vc; vii. In this case, the path segment which has the diagonal move earlier (i.e.
the path segment does not contain vc) is pruned and not added to the Open List.22 A visualization
of this pruning rule can be seen in Figure 5.3 for the corner nodes on the right side of the Figure.
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Figure 5.4: A visualization of the pruning rules by which vertices are pruned for a diagonal move.
Subsequent to the application of all pruning rules, the vertices which remain are called the
Natural Neighbors of a vertex. If any of the neighbors of a vertex contains an obstacle, this prevents
the pruning rules from removing neighbors which are unnatural. This broken symmetry forces the
algorithm to evaluate this neighbor explicitly and is known as a Forced Neighbor.21 The definition
of a Forced Neighbor v is:
• v is not a Natural Neighbor of vc
•  = hp; vii or  = hp; vj; vii is shorter than  = hp; vc; vii
Vertices with Forced Neighbors are Jump Points and need to be added to the Open List. A
visualization of Forced Neighbors can be seen in Figure 5.5. The pruning rules can be applied
recursively until a Jump Point is found. The goal of this recursive subroutine is to replace some
successor vertex v with a successor vertex v0 which is farther from the current node. This causes a
reduction in both the total number of operations the algorithm performs, as well as in the number
of list operations. A given vertex vc is a Jump Point if one of the following conditions is true:22
• vc is the goal node, which must be added to the Open List.
• vc has a Forced Neighbor, which might be a Straight move Jump Point which is reached by
travelling in a cardinal direction from another Jump Point. It can also be a Diagonal Jump
Point which is reached by travelling in a diagonal direction from another Jump Point.
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• vc has in vertical or horizontal directions, another Jump Point according to the above two
conditions, only while travelling diagonally. This point is added because it is a point at
which the path changes direction.
Past literature has shown that JPS can have orders of magnitude improvement over A , by not
requiring preprocessing the grid, and not creating memory overhead.20,21 In JPS+ (the 2014 version
of the algorithm), Harabor and Grastien introduce improvements to the original version of the
algorithm.22 The first improvement presented details an improved method of symmetry breaking,
using a block based method of grid representation. This makes JPS more efficient by reducing
the time it spends recursively scanning the grid. The second improvement presented details of
a preprocessing method which breaks symmetries offline. This method allows for constant time
generation of successor nodes, but introduces memory overhead. Additionally, if there is a change
in the grid, this preprocessing step needs to be performed again. The final improvement leads to
more effective pruning strategies which avoid expanding diagonal Jump Points, which are merely
intermediate points where the path turns. The successor vertices of these nodes are now generated
directly as the successors of the parent of the intermediate node, still preserving Optimality.22
(a) An example of an obstacle generating a Forced
Neighbor during a horizontal move.
(b) An example of an obstacle generating a Forced
Neighbor during a diagonal move.
Figure 5.5: Examples of moves that generate Forced Neighbors. The vertices marked by “F” are the Forced
Neighbors.
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Most of the improvements detailed in the JPS+ paper were not implemented for this simulated
prospecting mission application. The main reason these features were not implemented is that in
this prospecting application most of the time is spent physically driving the robot from one location
to the other, and the main bottleneck is not processing time. For the simulations performed, the
improvements caused by the pruning rules of JPS were already more than sufficient to perform the
simulations quickly. The features of JPS+ that were not implemented here include the block based
symmetry breaking, and the offline preproccessing of the grid.
Now that the low level single agent search algorithm has been reviewed, the following sections
will explore the high level multi-agent search. This high level search is responsible for ensuring
that there are no conflicts between the single agent paths generated by the low level search.
5.3 Conflict Based Search (CBS)
Themulti-agent pathfinding (MAPF) problem consists of planning paths for multiple agents through
a search space. These paths must bring each agent from its starting location of the agent to the goal
location of the agent, without any conflicts between the agents’ paths. Since Conflict Based Search
is an multi-agent optimal solver, this problem must be solved while minimizing a cost function.
This problem has as many applications as the single agent case, including video games, robotics,
and vehicle routing. For a single agent, the Best First search of A is guaranteed to find an optimal
path between any two vertices of a graph, guided by the F-score.19 The multi-agent pathfinding
problem generalizes the single agent case to any number of agents and is classified as an NP Hard
problem. This NP Hard problem also happens to be NP Complete since the solution can be verified
in polynomial time.12 One of the reasons for this classification is that the size of the state space
being searched by the algorithm scales exponentially with the number of agents involved.
Some definitions associated with CBS are as follows:17
• Map - The search space being explored, a directed graph of edge (E) connected vertices (V).
• Agents - The K subjects or instruments that need to follow the Path, in this case the robots
denoted by ai.
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• Path - A list actions consisting of adjacent vertices through the search space at a specific time
ti. A path is denoted by i.
• Start Position - The initial node or vertex of the Path, where the robot starts. The location si
is the location of ai at t0.
• Goal Position - The final node or vertex of the Path, where the robot ends. The location gi is
the location of ai at final time tf .
• Solution - A set of K paths, one path for each agent, f0; 1; : : : ; K 1g.
• Constraint - A tuple (ai, V , t), where agent ai is prohibited from occupying the Vertex V , at
time t.
• Vertex Conflict - (ai, aj , V , t) where agents ai and aj are occupying the Vertex V , at time t.
• Edge Conflict - (ai, aj , Vx, Vy, t), where ai and aj are occupying the edge between vertices
Vx and Vy, at time t.
• Consistent Path - A path that satisfies all of the constraints specified for agent ai.
• Consistent Solution - A solution of consistent paths for all agents.
• Valid Solution - A consistent solution whose paths contain no conflicts.
Past work on the subject of solving the MAPF problem optimally has treated the individual
agents as a single “joint agent” and applied different variations of theA algorithm.12 The approach
CBS takes involves splitting the problem into two levels of abstraction, without using a joint agent
model. At the low level of abstraction, the path planning problem for a single Agent is solved using
A or JPS. At the high level of abstraction, a path is planned through a graph called the Conflict
Tree. This layered abstraction (low and high) can sometimes enable CBS to expand fewer states
than a “joint agent” A solution while still maintaining Optimality. The cases where it does not
outperform the “joint agent” approach are cases where there are a high number of conflicts.12
71
The primary reason for fewer states being expanded by CBS is due to the algorithm expanding
states based on the number of conflicts encountered, rather than expanding states based on the
number of agents like A . This causes CBS to outperform the “joint agent” type of solvers by an
order of magnitude. In the single agent case, the state space being searched is linear in graph size.
CBS decomposes the multi-agent problem into single agent searches. However, there could be an
exponential number of these searches.17
The Conflict Tree noted earlier, is a graph where the vertices are generated based on conflicts
between the individual agents in the problem, and where the vertices specify different constraints
on the movements of each agent. These constraints prohibit a given agent from occupying a given
vertex at a specific time. Each vertex of the Conflict Tree consists of a solution set of Paths, a set of
constraints on the motion of the agents, and a cost. As each vertex of this graph is expanded during
the search algorithm, the low level single agent searches are performed.13 These low level searches
for each Agent must satisfy the set of constraints imposed at the high level Conflict Tree vertex.
These low level searches produce a set of Paths for the node. These solutions are then quantified
and a score calculated using some specified heuristic for Optimality. The goal vertex in the high
level search is a node which has a solution with no conflicts between the Agents’ Paths.17
A Vertex Conflict in the Path of two Agents is defined as two Agents occupying the same
vertex at the same timestep. An Edge Conflict in the Path of two Agents is defined as two agents
occupying adjacent vertices, and swapping vertices at the next timestep. The goal of the CBS
algorithm is to solve this MAPF problem optimally without any Vertex or Edge conflicts in the
resulting paths.15
A sum-of-costs heuristic is the metric used for the search of the high level Conflict Tree. This
heuristic is calculated by taking the individual heuristic value for a single agent, and summing
them over all agents. This can be done for Makespan (the amount of time it takes agents to reach
their destination) or for Fuel (the total distance traveled by all agents). A Fuel heuristic might
cause agents to wait at their current vertex to resolve conflicts, while a Makespan might cause
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agents to move around conflicts. While other sum-of-costs heuristics exist, these two are the most
commonly used.16
A solution that is consistent with the constraints specified at the vertex can still be invalid if the
paths still contain conflicts. When this happens, new constraints must be added until the solution
is valid and an optimal solution. Each time a new conflict needs to be solved, a new constraint is
created at a high level node.17
Each vertex of the Conflict Tree consists of a solution, a cost, and a set of constraints. Each
constraint belongs to only one agent. Each vertex of the Conflict Tree inherits all of the constraints
of its parent vertex, and adds one constraint for one agent. The root of the Conflict Tree contains
no constraints. By this method, memory is saved by not storing the entire set at each vertex. To
build the set of constraints, the implementation can simply iterate up the Tree until the root node
is reached. Once a valid solution is found, this node of the Conflict Tree becomes the goal node.12
A given vertex is the goal node if the solution is valid. This is found by performing a best first
search on the Conflict Tree, after sorting or ordering each of the vertices by their sum-of-costs.
If the sum-of-costs is the same, the solution with the fewest conflicts is selected. If there is the
same number of conflicts between nodes, the nodes are simply selected on a first-in-first-out basis.
To validate a given solution, the implementation iterates through each timestep and checks the
locations that are being occupied by each agent to detect any conflicts.13
As can be seen in Algorithm 8, CBS begins by initializing the root node of the Conflict Tree.
For the initialization, the low level single agent search must be performed for each agent in order
to build a solution. Next, the high level cost of this root node is calculated using the sum-of-costs
heuristic. Since this is the root node, no constraints are present on any of the Agents. The final
initialization step is to add the root node to the Open List and to enter the main loop of the search
algorithm.17
In the main loop of the CBS algorithm, the next Constraint Tree node is removed from the
Open List for examination. The proposed solution is validated to check for any conflicts present in
the agent paths. If no conflicts exist, the node whose solution was just validated is the goal node
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Algorithm 8 CBS Multi Agent Path Planning Algorithm
Input: The Map, Agents, Starting vertices, and Target vertices.















for ai 2 C do













(lowest cost) - since the Open List is ordered by the cost of each node. If conflicts do exist, the
next step is to generate the successor nodes based on the found conflicts.12
The first conflict found during the validation is used to generate successor nodes. For each
agent present in the conflict, a successor Constraint Tree node is generated with a new constraint at
the location of the conflict. These successor nodes may or may not resolve the conflict. However,
by always using the first conflict along the agents’ paths, it reduces the number of nodes expanded
by the algorithm. If subsequent conflicts were to be resolved first, the algorithm would spend time
and resources resolving conflicts in paths which might change after the first conflict is resolved.
Thus performance would be reduced.17
The process for generating a successor node is similar to the process used when the root node
is generated. First, the parent node and constraint of the successor node are set. Next, rather than
generating new paths for each agent, only the agent which added a constraint at this node needs
updating. The low level search for this agent is performed again, based on the set of constraints for
this node. Finally, the cost is calculated for this successor node and it is added to the Open List if
it is not a duplicate node. This loop repeats until the goal node is found or until the Open List is
empty, indicating that no solution to the problem exists.17
Now that the path planning theory behind Jump Point Search and Conflict Based Search have
been explored, the next chapter will review simulations that have been performed to evaluate these




The following sections begin with a comparison of A and JPS on various grid sizes in order to
verify that this implementation is consistent with the findings of past literature. The second section
details a simulation on an 8x8 grid using various numbers of agents to compare the performance
of CBS using JPS as the low level search algorithm, and CBS using A as the low level search
algorithm. The third section demonstrates empirically that the CBS implementation is complete.
The final section of the chapter repeats the Benchmark Function and Simulated Landscape PSO
simulations while using CBS to plan paths between search locations.
6.1 Single Agent Simulations
Prior to evaluating the performance of CBS, a benchmark of the performance differences between
A and JPS for a single agent was established. Since JPS is designed for uniform cost 8-connected
grids, this is the type of graph used in the simulation. Past literature has shown that as the size of
the grid grows, the performance of JPS is better when compared to A due to the pruning rules of
the algorithm removing more nodes from the Open List.20,21, 22
The two costliest operations in the A algorithm are sorting the Open List when new nodes are
added (or insertion, if the implementation uses a data structure which is ordered), and checking the
Closed List to determine if it already contains a node. Checking the Closed List prevents duplicate
nodes from being searched again. The main reason that JPS outperforms A is due to the node
pruning rules of the algorithm that prevent extra nodes from being added to the Open List.22 If the
nodes are not added to the Open List, by extension, they are also not added to the Closed List. The
pruning rules cause an improvement in both of these operations.
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While JPS has already been shown to outperform A in past literature,20,21, 22 this study also
confirms the performance improvement of JPS over A and benchmarks the performance improve-
ment. All of the fitness landscapes explored in the PSO simulations are uniform cost grids which
are free of static obstacles for the purposes of the path planning algorithms. For this reason, the
simulations presented here were performed on uniform cost grids of varying size.
In this simulation, start locations and target locations were randomly generated for a single
agent according to a uniform distribution. Both algorithms were used to plan paths between these
locations 100 times and the performance results were averaged over these runs. This simulations
was repeated on varying square grid sizes. These results can be seen in Table 6.1.
N Expanded Run Time Expanded Run Time
Grid Nodes ms Nodes ms
3x3 6.05 0.30 1.96 0.29
4x4 11.41 0.32 2.23 0.31
5x5 18.87 0.43 2.53 0.39
6x6 25.33 0.43 2.71 0.36
7x7 35.52 0.48 2.69 0.37
8x8 50.53 0.59 2.71 0.38
9x9 72.89 0.93 2.88 0.39
10x10 116.26 1.18 2.84 0.40
11x11 181.56 1.30 2.77 0.41
12x12 299.23 1.55 2.87 0.37
15x15 1458.59 3.79 2.99 0.44
20x20 30421.44 48.47 3.05 0.48
Table 6.1: A comparison of A and JPS on various sized uniform cost grids. The left columns are
the results for A , and the right columns are the results for JPS. Results shown are an average of
100 runs. All runs were in the absence of obstacles in the search space.
Since JPS appears to have near-constant time and near-constant memory requirements with
respect to the grid size, it means that JPS can be used on much larger grids than A . This is
especially important in the context of CBS. The results shown in Table 6.1 are the average for a
single agent. With multiple agents in the same search space, paths will be replanned when there
are conflicts. With JPS, the run time and memory requirements for CBS scale based on the number
of conflicts rather than the size of the grid being searched.
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6.2 Multiple Agent Simulations
In order to compare the CBS implementation in this study with CBS in past literature, one of the
simulations performed in Sharon et al. 2015 was reproduced here. In this simulation, CBS using
JPS was performed using various numbers of agents on an 8x8 uniform cost grid. These results are
visible in Table 6.2. In the first column, the number of agents in the simulation are displayed. The
next 3 columns are the results of this simulation. The last 3 columns are reproduced from Sharon
et al. 2015 for comparison.
k High Level Low Level Run Time High Level Low Level Run Time
Units Nodes Nodes ms Nodes Nodes ms
3 1.40 3.618 1.17 10 490 7
4 1.95 4.071 1.58 24 1048 14
5 2.58 4.168 2.05 51 2385 32
6 4.37 4.833 3.02 45 1354 20
7 4.92 4.813 3.25 117 3994 60
8 6.36 4.717 3.98 266 8644 148
9 8.23 4.965 5.36 1362 45,585 879
10 11.72 6.778 10.30 3225 111,571 2429
11 17.57 5.922 11.51 8789 321,704 7712
12 53.23 9.157 60.49 12,980 451,770 12,363
13 47.83 7.734 50.97 15,803 552,939 16,481
Table 6.2: A comparison of CBS using JPS as the low level search algorithm vs. CBS using A .
The JPS results are located in the columns on the left. The A results in the columns on the right
are duplicated from Sharon et al. 2015.17
The drastic reduction in number of low level nodes (Columns 3 and 6) when compared to using
A is due to how low level nodes are added. Due to the node pruning rules for Jump Point Search,
in the absence of any obstacles there are only two low level nodes in the worst case. In the best
case, there is only one node for Jump Point Search. If the goal node is on the same row, column, or
diagonal as the start node the only Jump Point in the path is the goal. If the goal is not on the same
row, column, or diagonal there are two Jump Points in the path - one for the goal node, and one for
where the path changes direction. New Jump Points are added in the low level search each time
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there in a conflict and constraint added at the high level. This means that when using JPS as the
low level planner, the count of low level nodes in the path is a good approximation of the number
of conflicts. On the contrary, A adds a new low level node each time it expands a new node to see
if it is the goal.
The reduction in high level nodes (Columns 2 and 5) between A and JPS is also due to the
node pruning rules, but for a different reason. The path produced by JPS is the same length as
the path produced by A (they have both been proven to be optimal), however the path segments
between Jump Points are perfectly straight.22 This perfectly straight path is an effect of the node
pruning rules. At the high level, a conflict between these perfectly straight lines is easier to resolve
for CBS than the paths produced by A .
The reduction in run time (Columns 4 and 7) follows from the reduction in the other columns.
Faster low level searches and fewer low level searches mean that on average the high level search
is much faster.
6.3 Completeness Check
While the CBS and JPS algorithms have been proven to be complete,17 due to the importance
of not adding bias to the PSO search distribution it is useful to check the completeness of the
implementation of the algorithms presented in this study. It is not feasible to perform CBS for
every possible configuration of agents in the configuration space. Instead, since an agent failing
to arrive at its goal location would bias the PSO search distribution, it is at least feasible to check
whether this condition is happening during the simulation performed in the last section.
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Figure 6.1: A comparison of histograms of the X components of generated goal locations and
locations at the end of CBS generated paths.
To check if the distribution will be biased, two sets of locations must be recorded. First, the
generated goal locations must be recorded, and second the locations at the end of the generated
paths must be recorded. If any of these locations differ, the search is not generating a path to the
goal. In the multi-agent CBS simulation performed in the last section, these values were recorded
and checked. Histograms were generated of these two sets of locations. These histograms match
and are visible in Figure 6.1. The histograms of the Y locations are omitted for brevity, however
these histograms also match.
The simulations in the last section were performed on an 8x8 grid, therefore the histograms in
Figure 6.1 contain 8 bins. In the simulation used to generate these histograms, CBS was performed
100 times using 5 agents.
6.4 PSO and CBS Combined
In an actual extraterrestrial prospecting mission, the robot might not only sample at the ends of the
paths generated by CBS. The robot might be configured to sample along the path as it travels from
start location to goal location. This increases the amount of time it takes the robot to travel along
the path, but it reduces the number of PSO iterations and CBS instances that need solving.
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Function Average Lower CI Upper CI Average Lower CI Upper CI
Sphere 11 0 27 636 0 1726
Rosenbrock Valley 5 0 12 682 0 1259
Rastrigin 30 1 73 2995 1 10671
Griewank 122 0 171 32231 66 33420
Michalewicz 8 1 22 414 4 1420
Ackley 82 1 93 3725 476 3973
Schwefel 95 2 118 1955 2 2564
Table 6.3: Summary of the results of the Benchmark function analysis using CBS and sampling
locations along the path. For each function, the value specified is the iteration at which the column
value reaches the global minimum.
All of the simulations that were performed for the Benchmark Function analysis and the Sim-
ulated Landscape analysis in Chapter 4 were performed again using CBS and sampling along the
path. The Benchmark Function analysis results can be seen in Table 6.3. The Simulated Landscape
analysis can be seen in Table 6.4. For these tables, the 3 rightmost columns are the PSO results
copied from Chapter 4 without CBS. The 3 columns to the left of those are the PSO results with
CBS and extra sampling along the path. The leftmost column is the name of the Function or Land-
scape. The Confidence Intervals specified in the table are 95%. Plots of these simulation results
are available in Appendices C and D.
Landscape Average Lower CI Upper CI Average Lower CI Upper CI
Crater 5 0 6 196 0 286
Argyre Ridge 89 0 156 709 36 970
Acidalia Planitia 121 6 139 3567 401 4738
Valles Marineris 77 0 87 2658 0 3903
Table 6.4: Summary of the results of the Simulated Landscape analysis using CBS and sampling
locations along the path. For each function, the value specified is the iteration at which the column
value reaches the global minimum.
Now that the CBS results have been reviewed, the results of this study and their significance




Prior to discussing the results of the simulation that were performed, the derivation of the state-
space representation presented in Chapter 2 will be discussed. This state-space representation is
a novel representation of these equations. As previously discussed, past literature has performed
dynamic analysis on the PSO equations.6,7 Those studies identified stable gains, but did not take
the extra step of putting the system into state-space form. In addition, many of the studies assumed
that the states involved were position and velocity (change in position), rather than using position
and last position. By using position and last position as the states, this puts the system into standard
form that IIR filters use on a time series.
In state-space form, all of the tools developed by modern control theory and digital signal pro-
cessing can be applied to the system. Normally it is not possible to use analysis tools like Root
Locus, or Bode Plots on systems containing more than one independent variable (i.e. X and Y).
In the state-space representation it becomes apparent that the states corresponding to these inde-
pendent variables are entirely decoupled. This means that the system has one second order Linear
Time Invariant system for each independent variable of the fitness function, and these analysis
tools can be used. As a result the Root Locus presented in Chapter 2 and the Bode Plots and Phase
Plane plots in Appendix A are also novel analysis.
The selection of stable K and M gain values places either a stable focus or stable node phase
portrait centered on the desired location. The optimization process occurs as the Particle is dis-
turbed from this equilibrium point and converges back to it. The system presented by these equa-
tions are by no means the only system capable of placing these phase portraits on the desired
location. A good potential for future work would study different systems to determine if they
perform this optimization process more efficiently.
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The Flat Landscape results in Chapter 4 were similar to the results presented in previous stud-
ies11 that also performed this simulation. This indicates experimentally that the state-space rep-
resentation of the equations produce the same output as the original form. One interesting result
is that in this study there did not appear to be any difference in the distributions when using dif-
ferent Velocity Modification Techniques, whereas previous studies have shown differences.11 This
should be a target of future research into this representation of the PSO equations. One possible
explanation is that the implementation presented here uses only a desired current position. With
only half of the state vector as the desired input to the system, the implementation only performs
feedback of the states which correspond to the current position. With full state feedback the Ve-
locity Modification Techniques may produce a noticeable effect in the search distribution. These
changes would have a cost of one of two behaviors. The first would be setting the desired last
position to be the same as the desired current position. This would require the Particle to wait a
second iteration at the desired location (wasting one iteration of optimization). A second possi-
ble behavior would be to set the desired last position to some other position and have the Particle
overshoot while converging.
The Jump Point Search results were consistent with the past literature22 that shows the al-
gorithm outperforms A on a uniform cost grid. These pruning rules can be easily modified to
operate on grids of higher dimension. For example, if the algorithm was being used to plan paths
for a swarm of flying drones an additional pruning rule would need to be added for this extra di-
mension. The pruning rules can also likely can be modified to operate on other grid types, for
example a polar grid.
Due to the young age of both Jump Point Search and Conflict Based Search, this study is
the first instance where the two algorithms have been combined. On the uniform cost grid the
combination appears to drastically increase the performance as detailed in Chapter 6. Future work
could investigate further improvements and optimizations to these algorithms. One potential would
be introducing different conflict types for CBS. The implementation in this study assumed that an
agent could move diagonally even if another agent occupied the vertex adjacent to the diagonal on
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the vertical or horizontal vertex. In the simulation these agents can move past each other, however
with physical robots this action may cause them to collide depending on their size. Adding a new
edge conflict to detect this situation would cause the low level search algorithm to plan a path
which avoids it.
The Benchmark Function and Simulated Landscape simulations show that the algorithms are
capable of exploring a wide variety of fitness landscapes. Future studies might compare PSO to
additional optimization algorithms for this task, as well as perform experimental simulations in
the real world using robots. Currently, an undergraduate team at UNH called ET-Navswarm is
constructing land based rovers for this purpose. The implementations presented here are designed
to be being used in a distributed environment (i.e. the rovers), as well as a centralized one (i.e. a
computer performing simulations), provided the environment has an implementation of the Java
Virtual Machine.
The implementation is not specific to land based robots, and is capable of being adapted for
sea based or flying drones, provided the hardware is correctly interfaced to the hardware abstrac-
tion layer of the implementation. Adapting this implementation for other applications beyond
extraterrestrial prospecting requires an appropriate fitness function to be chosen for the task. This
implementation can also be used for virtual fitness functions and could be used for applications
which are entirely virtualized in nature, a video game for example.
One last potential for future work is in regard to parallelization. The types of logical proce-
dures which are most easily parallelized are ones which are not tightly coupled in their process-
ing. For example, a GPU processing an image can have each of the cores on the GPU process
separate pixel data. This processing does not depend on information from the other cores. Pro-
cesses which do rely on information from the other processes can be parallelized, but lose much of
their performance to synchronization, mutexes, or context switching as the process waits for some
inter-process communication (IPC) mechanism. In the extraterrestrial prospecting application, this
would manifest itself as an inefficiency. This inefficiency is one where the rovers which reach
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their goal location first wait there until the last rover also reaches its goal. At this point, the rovers
calculate new goal locations.
With regards to PSO, the only reason a rover cannot proceed to the next iteration is that it
needs to check if the other rovers have found a new optimum location before proceeding. If the
implementation allowed a Particle to receive this sample information asynchronously, it would
affect the behavior of the Particle in a non-deterministic way but the algorithm would now be in
the category of procedures which are easily parallelized. The effect of the late sample is non-
deterministic because a sample discovered by another Particle is now subject to the delays of the
IPC mechanism (or network if it’s a separate rover).
For extraterrestrial prospecting or another application with path planning, this change would
also need to be addressed on the path planning level with CBS. If one agent is going to proceed to
a new goal location while others are still traveling to their goal, it requires that newly planned path
to not interfere with the other agent’s remaining path segments. This could be implemented as a




This research demonstrated that these algorithms are viable to use for an extraterrestrial prospect-
ing mission. This research also derived a standardized representation of the Particle Swarm equa-
tions, and demonstrated the path planning improvements possible by combining two modern algo-
rithms. The standardized state-space representation allows a wide variety of future study and appli-
cation of different control and signal processing techniques. The rapid path planning demonstrated
allows the algorithms to be applied to a range of different possible robotic swarm applications.
A large number of possibilities for future work stem from the research presented here. There are
studies possible into the PSO dynamics presented, different confinement and boundary techniques,
and applying the implementation presented to physical experimental rovers. Studies are possible
into improving the algorithm’s parallelization, different types of robotic swarms, swarms of robots
of different types, or how multiple swarms interact without conflict.
On the path planning level there is the potential for study into improving the single agent
algorithm, the multi-agent algorithm, and generalizing the single agent version for different graph
types. Future work could study different conflict types for CBS, or how these algorithms might
change for sea or air based application.
In conclusion, an extraterrestrial prospecting mission using Particle Swarm Optimization and
Conflict Based Search would be feasible for a swarm of autonomous robots sent to explore the
celestial body. These robots would be capable of cooperating to identify high concentrations of
a specified resource for the purposes of harvesting and collecting resources efficiently on a sub-
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Figure A.1: A Bode Plot of the Open Loop 1-D PSO system with M set to 0.5. The black vertical
line represents the Nyquist Frequency.
90
Figure A.2: A Bode Plot of the Open Loop 1-D PSO system with M set to -0.5. The black vertical
line represents the Nyquist Frequency.
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Figure A.3: A Phase Plane Plot of the Open Loop 1-D PSO system with M set to 0.5.
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Figure A.4: A Phase Plane Plot of the Open Loop 1-D PSO system with M set to -0.5.
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APPENDIX B
PSO FLAT LANDSCAPE SIMULATIONS
Figure B.1: The Personal Best Boundary Technique
94
Figure B.2: The Random Boundary Technique
Figure B.3: The Reflect Boundary Technique without velocity modification.
95
Figure B.4: The Reflect Boundary Technique with Absorb velocity modification.
Figure B.5: The Reflect Boundary Technique with Adjust velocity modification.
96
Figure B.6: The Nearest Boundary Technique without velocity modification.
Figure B.7: The Nearest Boundary Technique with Absorb velocity modification.
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Figure B.8: The Nearest Boundary Technique with Adjust velocity modification.
Figure B.9: The Nearest Boundary Technique with Deterministic Back velocity modification.
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Figure C.1: The Sphere benchmark function for 100 iterations averaged over 40 seeds.
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Figure C.2: The Sphere benchmark function using CBS and sampling along the path for 10 itera-
tions averaged over 40 seeds.
Figure C.3: The Rosenbrock Valley benchmark function for 20 iterations averaged over 40 seeds.
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Figure C.4: The Rosenbrock Valley benchmark function using CBS and sampling along the path
for 20 iterations averaged over 40 seeds.
Figure C.5: The Rastrigin benchmark function for 14500 iterations averaged over 40 seeds.
102
Figure C.6: The Rastrigin benchmark function using CBS and sampling along the path for 100
iterations averaged over 40 seeds
Figure C.7: The Michalewicz benchmark function for 2900 iterations averaged over 40 seeds.
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Figure C.8: The Michalewicz benchmark function using CBS and sampling along the path for 100
iterations averaged over 40 seeds
Figure C.9: The Griewank benchmark function for 33000 iterations averaged over 40 seeds.
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Figure C.10: The Griewank benchmark function using CBS and sampling along the path for 100
iterations averaged over 40 seeds
Figure C.11: The Ackley benchmark function for 4000 iterations averaged over 40 seeds.
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Figure C.12: The Ackley benchmark function using CBS and sampling along the path for 100
iterations averaged over 40 seeds
Figure C.13: The Schwefel benchmark function for 2300 iterations averaged over 40 seeds.
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Figure C.14: The Schwefel benchmark function using CBS and sampling along the path for 120
iterations averaged over 40 seeds
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APPENDIX D
PSO SIMULATED LANDSCAPE SIMULATIONS
Figure D.1: The Crater Landscape for 300 iterations averaged over 40 seeds.
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Figure D.2: The Crater Landscape using CBS and sampling along the path for 10 iterations aver-
aged over 40 seeds.
Figure D.3: The Argyre Ridge Landscape for 1000 iterations averaged over 40 seeds.
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Figure D.4: The Argyre Ridge Landscape using CBS and sampling along the path for 170 iterations
averaged over 40 seeds.
Figure D.5: The Acidalia Planitia Landscape for 5000 iterations averaged over 40 seeds.
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Figure D.6: The Acidalia Planitia Landscape using CBS and sampling along the path for 140
iterations averaged over 40 seeds.
Figure D.7: The Valles Marineris Landscape for 4000 iterations averaged over 40 seeds.
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Figure D.8: The Valles Marineris Landscape using CBS and sampling along the path for 100
iterations averaged over 40 seeds.
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