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Abstract
This paper is devoted to semi-classical aspects of symplectic reduction. Consider a compact prequantiz-
able Kähler manifold M with a Hamiltonian torus action. In the seminal paper [V. Guillemin, S. Sternberg,
Geometric quantization and multiplicities of group representations, Invent. Math. 67 (3) (1982) 515–538],
Guillemin and Sternberg introduced an isomorphism between the invariant part of the quantum space as-
sociated to M and the quantum space associated to the symplectic quotient of M , provided this quotient
is non-singular. We prove that this isomorphism is a Fourier integral operator and that the Toeplitz oper-
ators of M descend to Toeplitz operators of the reduced phase space. We also extend these results to the
case where the symplectic quotient is an orbifold and estimate the spectral density of a reduced Toeplitz
operator, a result related to the Riemann–Roch–Kawasaki theorem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Consider a symplectic manifold (M,ω) with a Hamiltonian action of a d-dimensional
torus Td . Let μ be a momentum map. Following Marsden, Weinstein [18], if λ is a regular
value of μ, the reduced space
Mr := μ−1(λ)/Td
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300 L. Charles / Journal of Functional Analysis 236 (2006) 299–350is naturally endowed with a symplectic form ωr . The quantum analogue of this reduction has
been the subject of important studies, starting from the paper [13] of Guillemin and Sternberg,
and has led to many versions of the “quantization commutes with reduction” theorem. In most
of these articles, the quantization is defined as a Riemann–Roch number or the index of a spin-c
Dirac operator which represents the dimension of a virtual quantum space, cf. the review arti-
cle [23]. The relationships between deformation quantization and symplectic reduction have also
been considered [11,26].
This paper is devoted to the quantum aspects of symplectic reduction in the semi-classical set-
ting. Here the quantization consists of a Hilbert space with a semi-classical algebra of operators.
More precisely, we assume that M is compact, Kähler and endowed with a prequantization bun-
dle L → M , i.e. a Hermitian line bundle with a connection of curvature −iω. For every positive
integer k, let us define the quantum space Hk as the space of holomorphic sections of Lk . The
semi-classical limit is k → ∞ and the operators we will consider are the Toeplitz operators, in-
troduced by Berezin in [2]. The application of microlocal techniques in this context started with
Boutet de Monvel and Guillemin [4]. This point of view made it possible to extend many results
known for the pseudodifferential operators with small parameter to the Toeplitz operators, as for
instance, the trace formula [3] and the Bohr–Sommerfeld conditions [7].
Assume that the torus action preserves the complex structure of M . Then following Kostant
and Souriau we can associate to the components (μ1, . . . ,μd) of the moment map μ some com-
muting operators M1, . . . ,Md :Hk →Hk . Suppose that λ = (λ1, . . . , λd) is a joint eigenvalue of
these operators when k = 1 and that the torus action on μ−1(λ) is free. The following theorem is
a slight reformulation of the main result of Guillemin and Sternberg.
Theorem 1.1. (See [13]) Mr inherits a natural Kähler structure and a prequantization bundle Lr ,
which defines quantum spaces Hr,k . Furthermore, for any k, there exists a natural vector space
isomorphism Vk from
Hλ,k :=
d⋂
i=1
Ker(Mi − λi)
onto Hr,k .
The various quantum spaces have natural scalar products induced by the Hermitian structure
of the prequantization bundles and the Liouville measures, but unfortunately the isomorphism
Vk is not necessarily unitary. So we will use
Uk := Vk
(
V∗kVk
)−1/2
:Hλ,k →Hr,k
instead. Our first result relates the Toeplitz operators of M with the Toeplitz operators of Mr .
Theorem 1.2. Let (Tk :Hk → Hk)k∈N∗ be a Toeplitz operator of M which commutes with
M1, . . . ,Md , and with principal symbol f ∈ C∞(M). Then
(
UkTkU∗k :Hr,k →Hr,k
)
k
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(UkTkU∗k) is such that p∗fr = j∗f , where p and j are respectively the projection μ−1(λ) → Mr
and the embedding μ−1(λ) → M .
When the torus action on μ−1(λ) is not free but locally free, the reduced space Mr is not a
manifold, but an orbifold. These spaces with finite quotient singularities were first introduced
by Satake in [22]. Many results or notions of differential geometry have been generalized to
orbifolds: index theorem [17], fundamental group [24], string theory [21]. Not surprisingly, The-
orems 1.1 and 1.2 are still valid in this case. Motivated by this, we prove the basic properties of
the Toeplitz operators on the orbifold Mr : description of their Schwartz kernel and the symbolic
calculus. Our second main result is the estimate of the spectral density of a Toeplitz operator on
the orbifold Mr . This simple result in the manifold case involves here oscillatory contribution of
the inertia orbifolds or twisted sectors associated to Mr and is related to the Kawasaki–Riemann–
Roch theorem [17], cf. Theorems 2.3 and 6.9 for precise statements.
With a view towards application, we also consider the simple case where M is Cn with a
linear circle action whose momentum map is a proper harmonic oscillator. The quantum data
associated with Cn are defined by the Bargmann representation and the reduced space is a twisted
projective space. Actually, this is nearly a particular case of the previous setting, except that Cn
is not compact. As a corollary of Theorem 1.2, the spectral analysis of an operator commuting
with the quantum harmonic oscillator is reduced to that of a Toeplitz operator on a projective
space. In collaboration with San Vu Ngoc, we plan to apply this to the semi-excited spectrum of
a Schrödinger operator with a non-degenerate potential well.
We also prove that the isomorphism Vk of Theorem 1.1 and its unitarization Uk are Fourier
integral operators. Thus we can interpret Theorem 1.2 as a composition of Fourier integral op-
erators with underlying compositions of canonical relations. Actually our proof of Theorem 1.2
is elementary in the sense that it relies on the geometric properties of the isomorphism Vk and
does not use the usual tools of microlocal analysis. But with the more general point of view
of Fourier integral operators, we hope that we can extend the “quantization commutes with re-
duction” theorems by using microlocal techniques. For instance, Theorems 1.1 and 1.2 should
hold with general Toeplitz operators Mi whose joint principal symbol define a momentum map
without assuming that the action preserves the complex structure. Also the Kähler structure is
certainly not necessary. This microlocal approach is also related to another paper of Guillemin
and Sternberg [14] (cf. Sections 4.3 and 5.3 for a comparison with our results).
The organization of the paper is as follows. Section 2 contains detailed statements of our main
results for the harmonic oscillator on Cn. In Section 3, we introduce our set-up in the compact
Kähler case and recall the results of [13] proving that the reduced quantum space is isomorphic
to the joint eigenspace. Section 4 contains the statements and proofs of our main results for the
reduction of Toeplitz operators. In Section 5, we interpret these results as compositions of Fourier
integral operators. Sections 6 and 7 are devoted to the Toeplitz operators on Kähler orbifolds.
2. Statement of the results for the harmonic oscillator
Assume Cn is endowed with the usual symplectic 2-form ω = i(dz1 ∧dz¯1 +· · ·+dzn ∧dz¯n).
Let H be the harmonic oscillator
H := p1|z1|2 + · · · + pn|zn|2,
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(Ψ,Ψ ′)Cn =
∫
Cn
e−h¯−1|z|2Ψ (z).Ψ¯ ′(z) |dz.dz¯|
n! , (1)
where Ψ,Ψ ′ are functions on Cn and |z|2 = |z1|2 + · · · + |zn|2. The Bargmann space H is the
Hilbert space of holomorphic functions Ψ on Cn such that (Ψ,Ψ )Cn < ∞. The quantum har-
monic oscillator is the unbounded operator of H
H := h¯(p1z1∂z1 + · · · + pnzn∂zn) (2)
with domain the space of polynomials on Cn.
2.1. Symplectic reduction
The Hamiltonian flow of H induces an action of S1 on the level set P := {H = 1}
S1 × P → P, θ, z → lθ .z =
(
z1e
iθp1 , . . . , zne
iθpn
)
if z = (z1, . . . , zn).
Define the reduced space Mr as the quotient P/S1. If p1 = · · · = pn = 1, the action is free, Mr is
a manifold and the projection P → Mr is the Hopf fibration. When the pi are not all equal to 1,
the action is not free, but locally free. Hence Mr is not a manifold, but an orbifold. In any cases,
Mr is naturally endowed with a symplectic 2-form ωr .
We may also define a complex structure on the space Mr by viewing it as a complex quotient.
Consider the holomorphic action of C∗
C
∗ ×Cn → Cn, u, (z1, . . . , zn) →
(
z1u
p1 , . . . , znu
pn
)
. (3)
Each C∗-orbit of Cn − {0} intersects P in a S1-orbit, which identifies Mr with Cn − {0}/C∗.
This quotient is called a twisted projective space, the standard projective space is obtained when
p1 = · · · = pn = 1. The complex structure is compatible with the symplectic form ωr . So Mr is a
Kähler orbifold.
2.2. Quantum reduction
H has a discrete spectrum given by
Sp(H) = {h¯(p1α(1)+ · · · + pnα(n)); α ∈ Nn}.
Hence 1 is an eigenvalue only if h¯ is of the form 1/k with k a positive integer. Since we will only
consider the eigenvalue 1, we assume from now on that
h¯ = 1/k with k ∈ N∗
and use the large parameter k instead of the small parameter h¯. We denote by Hk and Hk the
Bargmann space and the quantum harmonic oscillator. The vector space
H1,k := Ker(Hk − 1)
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to H1,k if and only if it is invariant in the sense that
Ψ
(
z1u
p1 , . . . , znu
pn
)= ukΨ (z1, . . . , zn).
Hence there is a holomorphic line orbi-bundle Lr → Mr such that H1,k identifies with the space
Hr,k of holomorphic sections of Lkr . Lr has a natural Hermitian structure and connection of
curvature −iωr , which turns it into a prequantization orbi-bundle (cf. Section 3). We denote by
Vk the isomorphism from H1,k to Hr,k .
2.3. Reduction of the operators
On the Bargmann space a usual way to define operators is the Wick or Toeplitz quantization.
Denote by Πk the orthogonal projector of L2(Cn, e−k|z|2 |dz.dz¯|) onto Hk . To every function f
of Cn we associate the operator Op(f ) of Hk defined by
Op(f ) :Ψ → Πk(f.Ψ ).
More generally, we consider multiplicators f which depend on k. Define the class S(Cn) of
symbols f (·, k) which are sequences of C∞(Cn) satisfying:
• there exists C > 0 and N such that |f (z, k)| C(1 + |z|)N ,∀z ∈ Cn,∀k;
• f (·, k) admits an asymptotic expansion of the form
∞∑
l=0
k−lfl +O
(
k−∞
)
with f0, f1, . . . ∈ C∞(Cn) for the C∞ topology on a neighborhood of P .
For such a symbol, we consider Op(f (·, k)) as an unbounded operator of Hk with domain poly-
nomials on Cn. Its principal symbol is the function f0. If f (·, k) is invariant with respect to the
Hamiltonian flow of H , then Op(f (·, k)) sends H1,k into itself.
Remark 2.1. The class of Toeplitz operators with symbol in S(Cn) contains the algebra of dif-
ferential operators generated by 1
k
∂zi and zi . Indeed, let
f (·, k) = P0 + k−1P1 + · · · + k−MPM,
where P0(z¯, z), . . . ,PM(z¯, z) are polynomials of C[z¯, z]. Then Op(f (·, k)) is the operator
P0
(
1
k
∂z, z
)
+ k−1P1
(
1
k
∂z, z
)
+ · · · + k−MPM
(
1
k
∂z, z
)
.
Its principal symbol is P0. If the Pi are linear combinations of the monomials z¯αzβ such that
〈p, α−β〉 = 0, then f (·, k) Poisson commutes with H and Op(f (·, k)) preserves the eigenspaces
of the quantum harmonic oscillator.
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that it vanishes on the orthogonal space to H1,k . The reduced operator of Op(f (·, k)) is the
operator
Uk Op
(
f (·, k))U∗k :Hr,k →Hr,k.
Our main result says it is a Toeplitz operator.
Theorem 2.2. Let f (·, k) be a symbol of S(Cn). Then there exists a sequence g(·, k) of C∞(Mr),
which admits an asymptotic expansion of the form ∑∞l=0 k−lgl +O(k−∞) for the C∞ topology,
such that
Uk Op
(
f (·, k))U∗k = Πr,kg(·, k)+O(k−∞),
where Πr,k is the orthogonal projector onto Hr,k and the O(k−∞) is for the uniform norm.
Furthermore, the principal symbol g0 of the reduced operator is given by
g0
(
p(x)
)= ∫
S1
f0(lθ .x)
|dθ |
2π
, ∀x ∈ P,
where p is the projection P → Mr and f0 is the principal symbol of Op(f (·, k)).
2.4. Spectral density
Consider a self-adjoint Toeplitz operator (Tk)k of Mr ,
Tk = Πr,kg(·, k)+O
(
k−∞
)
:Hr,k →Hr,k,
where g(·, k) is a sequence of C∞(Mr,R) with an asymptotic expansion of the form∑∞l=0 k−lgl+
O(k−∞) in the C∞ topology. Let dk be the dimension of Hr,k and
λ1(k) λ2(k) · · · λdk (k)
be the eigenvalues of Tk counted with multiplicity.
Let f ∈ C∞(R). The estimate of ∑dki=1 f (λi(k)) as k → ∞ is a standard semi-classical result
when Mr is a manifold. In the orbifold case, this result involves the singular locus of Mr . Denote
by G the set of ζ = eiθ such that
Pζ := {z ∈ P ; lθ .z = z}
is not empty. A straightforward computation leads to
G = {ζ ∈ C∗; ζpi = 1 for some i}
and
Pζ = Cζ ∩ P with Cζ =
{
z ∈ Cn; zi = 0 if ζpi = 1
}
.
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It is a twisted projective space which embeds into Mr as a symplectic suborbifold. Denote by
n(ζ ) its complex dimension. Finally, let m(ζ) be the greatest common divisor of {pi; ζpi = 1}.
Theorem 2.3. For every function f ∈ C∞(R),
dk∑
i=1
f
(
λi(k)
)=∑
ζ∈G
(
k
2π
)n(ζ )
ζ−k
∞∑
l=0
k−lIl(ζ )+O
(
k−∞
)
.
The leading coefficients are given by
I0(ζ ) = 1
m(ζ)
( ∏
i;ζpi =1
(
1 − ζpi )−1) ∫
Mζ
f (g0)δMζ ,
where δMζ is the Liouville measure of Mζ .
Observe that M1 = Mr . The other Mζ are of positive codimension and are the closures of the
singular stratas of Mr . Hence at first order, the formula is the same as in the manifold case
dk∑
i=1
f (λi) =
(
k
2π
)n−1 ∫
Mr
f (g0)δMr +O
(
kn−2
)
.
Furthermore, applying this result with f ≡ 1, we obtain an estimate of the dimension of Hk .
When k is sufficiently large, this dimension is also given by the Riemann–Roch–Kawasaki theo-
rem and both results are in agreement (cf. Remark 6.11).
3. The Guillemin–Sternberg isomorphism
Let M be a compact connected Kähler manifold. Denote by ω ∈ Ω2(M,R) the fundamental
two-form. Assume that M is endowed with a prequantization bundle L → M , that is L is a
Hermitian line bundle with a connection of curvature −iω. (M,ω) is a symplectic manifold and
represents the classical phase space. For every positive integer k define the quantum space Hk as
the space of holomorphic sections of Lk → M .
Assume that M is endowed with an effective Hamiltonian torus action
T
d ×M → M, θ,x → lθ .x (4)
which preserves the complex structure. Let td be the Lie algebra of Td . If ξ ∈ td , we denote by
ξ# the associated vector field of M . Let
μ :M → t∗d
be the moment map, so ω(ξ#, ·)+ d〈μ,ξ 〉 = 0.
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operator Mξ,k :
Mξ,k := 〈μ,ξ 〉 + 1
ik
∇ξ# :Hk →Hk.
It has to be considered as the quantization of the classical observable 〈μ,ξ 〉 ∈ C∞(M). Since the
Poisson bracket of 〈μ,ξ 〉 and 〈μ,ξ ′〉 vanishes, one proves that Mξ,k commutes with Mξ ′,k . The
joint spectrum of the Mξ,k is the set of covectors λ ∈ t∗d such that
Hλ,k :=
{
Ψ ∈Hk; Mξ,kΨ = 〈λ, ξ 〉Ψ,∀ξ ∈ td
}
is not reduced to (0).
The joint eigenvalues are related to the values of μ in the following way. First, recall the
convexity theorem of Atiyah [1] and Guillemin, Sternberg [12]: the image under μ of the fixed
point set of M is a finite set
{ν1, . . . , νs}
and μ(M) is the convex hull of this set.
Theorem 3.1. Let ν be a value of μ at some fixed point. Let (λ, k) ∈ t∗d ×N∗. Then λ belongs to
the joint spectrum of the Mξ,k only if
λ ∈ μ(M)∩
(
ν + 2π
k
K
)
, (5)
where K is the integer lattice of t∗d .
Condition (5) does not depend on the choice of ν: since (M,ω) is endowed with a prequanti-
zation bundle, it is known that for every i, j
νi − νj ∈ 2πK. (6)
That λ ∈ μ(M) is necessary has been proved by Guillemin and Sternberg (cf. [13, Theorem 5.3]).
The second condition, λ ∈ ν + 2πk−1K , is an exact Bohr–Sommerfeld condition, which follows
from the theory of Kostant and Souriau.
Example 3.2. Let M be the projective space CP3 with ω the Fubiny–Study form
ω = −i∂∂¯(|z1|2 + · · · + |z4|2), [z1, . . . , z4] ∈ CP3,
and L the tautological bundle. Consider the torus action
(θ1, θ2), [z1, . . . , z4] →
[
z1e
−2iπ(θ1+θ2), z2e−6iπθ1 , z3e−6iπθ2 , z4
]
with momentum map μ = 2π|z|2 (|z1|2 + 3|z2|2, |z1|2 + 3|z3|2). The points on Fig. 1 are the λ
satisfying condition (5) with k = 4 on the left and k = 2 on the right. The lines are the critical
values of μ.
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Let (λ, k) ∈ t∗d × N∗. Assume that (λ, k) satisfies condition (5) and that λ is a regular value
of μ. Denote by P the level set μ−1(λ). It is known that P is connected [1,12]. The torus action
restricts to a locally free action on P . So the quotient Mr of P is a compact connected orbifold.
It is naturally endowed with a symplectic form ωr .
Theorem 3.3. (Guillemin–Sternberg [13]) Mr inherits by reduction a Kähler structure with
fundamental 2-form ωr and a prequantization orbi-bundle Lkr → Mr with curvature −ikωr .
Furthermore, there exists a natural isomorphism of vector space
Vk :Hλ,k →Hr,k,
where Hr,k is the space of holomorphic sections of Lkr .
Now consider a fixed regular value λ of μ such that the set of integers k satisfying condition
(5) is not empty. Then there exists a positive integer κ such that (λ, k) satisfies (5) if and only if
k is a positive multiple of κ . Furthermore, the Kähler structure of Mr does not depend on k and
for every such k,
Lkr =
(
Lκr
)⊗k/κ
.
If Mr is a manifold, it follows from Kodaira vanishing theorem and Riemann–Roch theorem that
dimHr,k =
(
k
2π
)nr
Vol(Mr)+O
(
knr−1
) (7)
as k goes to infinity, where Vol(Mr) is the symplectic volume of Mr and nr its dimension. This
gives a partial converse to Theorem 3.1: if k is a sufficiently large positive multiple of κ , the
eigenspace Hλ,k is not reduced to (0), so λ belongs to the joint spectrum of the Mξ,k .
If Mr is an orbifold, the same result holds and follows from Riemann–Roch–Kawasaki the-
orem [17]. Indeed, we assumed that the torus action is effective. This implies that its restriction
to P is also effective. So Mr is a reduced orbifold or equivalently its principal stratum has mul-
tiplicity one. This explains why formula (7) remains unchanged, without a sum of oscillatory
terms.
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λ is fixed and k → ∞ running through the set of positive multiples of κ.
In the remainder of this section, we recall the main steps of the proof of the Guillemin–
Sternberg theorem. We follow the presentation given by Duistermaat in [9], that is we consider
separately the reduction of the symplectic and prequantum data and the reduction of the complex
structure. We explain in remarks how the same constructions apply to the harmonic oscillator.
Remark 3.4. (Harmonic oscillator) The Bargmann space can be viewed as a space of holomor-
phic sections of a prequantization bundle over Cn. Let L := Cn×C be the trivial bundle over Cn.
We identify the sections of Lk with the functions on Cn. Introduce a connection and a Hermitian
structure on Lk by setting
∇Ψ = dΨ − kΨ (z¯1dz1 + · · · + z¯ndzn), (Ψ,Ψ )(z) = e−k|z|2
∣∣Ψ (z)∣∣2.
In this way Lk becomes a prequantization bundle with curvature −ikω. The scalar product de-
fined in (1) is
(Ψ,Ψ )Cn =
∫
Cn
(Ψ,Ψ )(z)
|dz.dz¯|
n! .
So the Bargmann space Hk is the Hilbert space of holomorphic sections Ψ of Lk such that
(Ψ,Ψ )Cn is finite. Furthermore, it is easily checked that the quantum harmonic oscillator Hk
defined in (2) is given by
HkΨ =
(
H + 1
ik
∇XH
)
Ψ,
where XH is the Hamiltonian vector field of H .
3.1. Reduction of the symplectic and prequantum data
We first lift the torus action (4). If z ∈ Lkx and ξ ∈ td , we denote by Tξ .z the parallel transport
of z along the path
[0,1] → M, s → lexp(sξ).x.
If ν is the value of μ at some fixed point and ξ belong to the integer lattice of td ,
eik〈ν−μ,ξ〉Tξ .z = z for every z ∈ Lk .
Indeed, this is obviously true if z ∈ Lkx where x is a fixed point and μ(x) = ν. By [10, Proposi-
tion 15.3], the result follows for every z.
Consider now (λ, k) ∈ t∗d ×N∗ which satisfies condition (5). Then the action of Td on M lifts
to Lk
T
d ×Lk → Lk, (θ, z) → Lθ .z := eik〈λ−μ,ξ〉Tξ .z
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morphism of the prequantization bundle Lk , it preserves the complex structure. Furthermore, the
obtained representation of Td on Hk induces the representation of the Lie algebra td given by
the operators
∇ξ# + ik〈μ− λ, ξ 〉 = ik
(
Mξ,k − 〈λ, ξ 〉
)
, ξ ∈ td .
Hence the joint eigenspace Hλ,k is the space of invariant holomorphic sections
Hλ,k =
{
Ψ ∈Hk;L∗θΨ = Ψ, ∀θ ∈ Td
}
.
Denote by j :P → M and p :P → Mr the natural embedding and projection. Recall that the
reduced symplectic 2-form ωr is defined by p∗ωr = j∗ω. Let Lkr be the quotient of j∗Lk by
the torus action. This is a Hermitian orbi-bundle over Mr and p∗Lkr is naturally isomorphic with
j∗Lk . Furthermore, Lkr admits a connection ∇ such that
p∗∇ = j∗∇.
Its curvature is −ikωr . So Lkr is a prequantization orbi-bundle. Since the sections of Hλ,k are
invariant, their restrictions to P descend to Mr ,
Hλ,k → C∞
(
Mr,L
k
r
)
, Ψ → Ψr such that p∗Ψr = j∗Ψ. (8)
This is the first definition of the Guillemin–Sternberg isomorphism. In the case the action is not
free and Mr is an orbifold, more details will be given in Remark 3.8.
Remark 3.5. (Harmonic oscillator) As in Section 2, we only consider the eigenvalue λ = 1. The
lift of the S1-action is explicitly given by
S1 × (Cn ×C)→ Cn ×C, θ, (z1, . . . , zn, v) → (eip1θ z1, . . . , eipnθ zn, eikθ v).
H1,k consists of the invariant holomorphic sections of Lk . If Ψ is such a section, one can check
by direct computations that (Ψ,Ψ ) and ∇Ψ are invariant and that ∇XHΨ vanishes over the level
set P := {H = 1}. So the quotient Lkr of Lk|P by S1 inherits a structure of prequantization bundle
with curvature −ikωr .
3.2. Complex reduction
Let Td
C
be the complex Lie group Td ⊕ itd with Lie algebra td ⊕ itd . We consider Td as a
subgroup of Td
C
. Since the torus action preserves the complex structure of M , it can be extended
in a unique way to a holomorphic action of Td
C
:
(
T
d ⊕ itd
)×M → M, (θ + it), x → lθ+it .x.
To do this, for every ξ ∈ td , we define the infinitesimal generator of iξ as Jξ#, where J is the
complex structure of M . Since M is compact, we can integrate Jξ#. Then one can check that this
defines a holomorphic action.
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T
d ⊕ itd
)×Lk → Lk, (θ + it), z → Lθ+it .z,
where Lθ+it is an automorphism of complex bundle which lifts lθ+it . This gives a representation
of Td
C
on Hk . The induced representation of the Lie algebra td ⊕ itd is given by the operators
∇ξ#+Jη# + ik〈μ− λ, ξ + iη〉, ξ + iη ∈ td ⊕ itd . (9)
Furthermore Hλ,k is the space of TdC-invariant holomorphic sections.
Remark 3.6. (Harmonic oscillator) The holomorphic action of C∗ was given in (3). It lifts to
C
∗ × (Cn ×C)→ Cn ×C, u, (z1, . . . , zn, v) → (up1z1, . . . , upnzn, ukv).
The invariant sections of Hk are obviously the sections of H1,k .
Let PC be the saturated set TdC.P of P . It is an open set of M . The next step is to consider the
quotient of PC by TdC. This have to be done carefully because the T
d
C
-action on PC is not proper.
Actually, the map
td × P → PC, t, y → lit .y, (10)
is a diffeomorphism. So every Td
C
-orbit of PC intersects P in a Td -orbit and the injection P →
PC induces a bijection from Mr onto PC/TdC. Furthermore, every slice U ⊂ P for the Td -action
on P is a slice for the Td
C
-action. Viewed as a quotient by a holomorphic action, the orbifold Mr
inherits a complex structure. This complex structure is compatible with ωr .
Similarly, the bundle Lkr may be considered as the quotient of Lk|PC by the complex action
and inherits a holomorphic structure. This is the unique holomorphic structure compatible with
the connection and the Hermitian product. Denote by pC the projection PC → Mr and observe
that p∗
C
Lkr is naturally isomorphic with Lk|PC .
The interest of viewing Lkr and Mr as complex quotients is that there is a natural identification
of the Td
C
-invariant holomorphic sections Ψ of Lk → PC with the holomorphic sections Ψr of
Lkr → Mr , given by p∗CΨr = Ψ . So the map (8) takes its values in the spaceHr,k of holomorphic
sections of Lkr .
Definition 3.7. Vk :Hλ,k →Hr,k is the map which sends Ψ into the section Ψr such that
p∗
C
Ψr =
(
2π
k
)d/4
Ψ |PC or equivalently p∗Ψr =
(
2π
k
)d/4
j∗Ψ.
The rescaling by (2π/k)d/4 is such that Vk and its inverse are bounded independently of k
(cf. Proposition 4.22).
Remark 3.8. (Orbifold) Let us detail the previous constructions when the Td -action is not free.
For the basic definitions of the theory of orbifolds, our references are [10, Section 14.1] and [8,
the appendix].
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endowed with a collection of orbifold charts in the following way. Let x ∈ P , G ⊂ Td be its
isotropy subgroup and U ⊂ P be a slice at x for the Td -action. Denote by πU the projection
U → Mr and by |U | ⊂ Mr its image. Then (|U |,U,G,πU ) is an orbifold chart of Mr , i.e. |U |
is an open set of Mr , U a manifold, G a finite group which acts on U by diffeomorphisms and
πU factors through a homeomorphism U/G → |U |. These charts cover Mr and satisfy some
compatibility conditions, which defines the orbifold structure of Mr .
For every such chart, the bundle Lk restricts to a G-bundle
Lkr,U → U.
These bundles are orbifold charts of the orbi-bundle Lkr → Mr . A section of Lkr is a continuous
section of Lkr → Mr which lifts to a G-invariant C∞ section of Lkr,U for every U . Since every
T
d
-invariant section of Lk restricts to a G-invariant section of Lkr,U , the map (8) is well defined.
Continuing in this way, we can introduce the Kähler structure of Mr , the Hermitian and holo-
morphic structures of Lkr , its connection and verify that we obtain a well defined map Vk as in
Definition 3.7.
It is also useful to consider P and PC as orbifolds and the projections p :P → Mr and
pC :PC → Mr as orbifold maps. For instance, let (|U |,U,G,πU) be a chart defined as above.
Let
V := Td × td ×U, |V | := TdC.U,
and πV be the map V → |V | which sends (θ, t, u) into lθ+it .u. Let G acts on V by
G× V → V, g, (θ, t, u) → (θ − g, t, lg.u).
Then (|V |,V ,G,πV ) is an orbifold chart of PC. Furthermore, TdC acts on V = TdC × U by left
multiplication, this action lifts the Td
C
-action on |V |, and the projection V → U locally lifts pC:
V
πV
U
πU
|V | |U |.
(11)
Now, instead of viewing U as a submanifold of P , we consider it as the quotient of V by Td
C
.
To define the various structure on U , we can lift everything from |V | to V and we perform the
reduction from V to U . Since the Td
C
-action on V is free, we are reduced to the manifold case.
Furthermore, since V → |V | is a G-principal bundle and V → U is G-equivariant, we obtain
G-invariant structures. We can apply the same method with the map p :P → Mr .
Remark 3.9. (Proof of Theorem 3.3) Since PC is open, Vk is injective. That Vk is surjective is
more difficult to prove. It consists to show that every invariant holomorphic section of Lk → PC
extends to an invariant holomorphic section over M . Let us precise that the proof of Guillemin
and Sternberg extends to the orbifold case without modification. The only technical point is to
show that there exists a non-vanishing section in Hλ,k , when k is sufficiently large [13, Theo-
rem 5.6]. This will be proved in Section 7.2, cf. Remark 7.5.
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checked that this map is onto: every holomorphic section of Lkr lifts to a holomorphic section Ψ
of Lk over Cn − {0} satisfying
Ψ
(
up1z1, . . . , u
pnzn
)= ukΨ (z1, . . . , zn). (12)
Since it is bounded on a neighborhood of the origin, it extends on Cn. Writing its Taylor expan-
sion at the origin, we deduce from (12) that Ψ is polynomial and belongs to H1,k .
4. Reduction of Toeplitz operators
4.1. Toeplitz operators
Let us denote by L2(M,Lk) the space of L2 sections of Lk . We define the scalar product of
sections of Lk as
(Ψ,Ψ ′)M =
∫
M
(Ψ,Ψ ′)(x)δM(x),
where (Ψ,Ψ ′) is the punctual scalar product and δM is the Liouville measure 1n! |ω∧n|. Let Πk be
the orthogonal projector of L2(M,Lk) onto Hk .
Given f ∈ C∞(M), we denote by Mf the operator of L2(M,Lk) sending Ψ into fΨ . The
set of symbols S(M) consists of the sequences (f (·, k))k of C∞(M) which admit an asymptotic
expansion of the form
f (·, k) =
∞∑
l=0
k−lfl +O
(
k−∞
)
, with f0, f1, . . . ∈ C∞(M), (13)
for the C∞ topology.
A Toeplitz operator is a family (Tk)k of the form
Tk = ΠkMf(·,k)Πk + Rk, (14)
where (f (·, k)) ∈ S(M) and Rk is an operator of L2(M,Lk) satisfying ΠkRkΠk = Rk and whose
uniform norm is O(k−∞). The following result is a consequence of the works of Boutet de
Monvel and Guillemin [4] (cf. [6]).
Theorem 4.1. The set T of Toeplitz operators is a ∗-algebra. The contravariant symbol map
σcont :T → C∞(M)[[h¯]], ΠkMf (·,k)Πk + Rk →
∑
h¯lfl,
is well defined, onto and its kernel consists of the Toeplitz operators whose uniform norm is
O(k−∞). Furthermore, the product ∗c induced on C∞(M)[[h¯]] is a star-product.
The principal symbol of a Toeplitz operator is the first coefficient f0 of its contravariant
symbol. The operators Mξ,k are Toeplitz operators with principal symbol 〈μ,ξ 〉.
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positive multiples of κ . So a Toeplitz operator of Tr is a family
(Tk)k=κ,2κ,....
We denote by Πr,k the orthogonal projector ontoHr,k and by ∗cr the product of the contravariant
symbols of C∞(Mr)[[h¯]].
Remark 4.2. (Orbifold) In the case Mr is an orbifold, the definition of the Toeplitz operators
makes sense. We will prove Theorem 4.1 for the Toeplitz operators of Mr in Section 6.
Remark 4.3. (Harmonic oscillator) To avoid a discussion about the infinity of Cn, we do not
define the full algebra of Toeplitz operators on Cn and do not state any result similar to Theo-
rem 4.1. We only consider the Toeplitz operators of the form
ΠkMf (·,k)Πk,
where f (·, k) is a symbol of S(Cn) (cf. definition in Section 2.3).
4.2. Statement of the main result
Recall that Vk is the isomorphism from Hλ,k to Hr,k (cf. Definition 3.7). Let Uk be the
operator
L2
(
M,Lk
)→ L2(Mr,Lkr ), Ψ →
{
Vk(V∗kVk)−1/2Ψ, if Ψ ∈Hλ,k,
0, if Ψ is orthogonal to Hλ,k.
Hence
U∗kUk = Πλ,k, UkU∗k = Πr,k, Πr,kUkΠλ,k = Uk,
where Πλ,k is the orthogonal projector ontoHλ,k . The main result of the section is the following
theorem and the corresponding Theorem 2.2 for the harmonic oscillator.
Theorem 4.4. Let Tk be a Toeplitz operator of M with principal symbol f . Then
UkTkU∗k :L2
(
Mr,L
k
r
)→ L2(Mr,Lkr )
is a Toeplitz operator of Mr . Its principal symbol is the function g ∈ C∞(Mr) such that
g
(
p(x)
)= ∫
Td
f (lθ .x)δTd (θ), x ∈ P,
with δTd the Haar measure of Td .
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the form
Πλ,kTkΠλ,k, where Tk ∈ T .
In the next subsections, we prove some estimates for the sections of Hλ,k and introduce an
integration map. Then we prove that the space of λ-Toeplitz operators is isomorphic to the space
of Toeplitz operators of Mr , a stronger result than Theorem 4.4.
Our proof uses the properties of the Toeplitz operators of Mr stated in Theorem 4.1. So, in
the case the Td -action is not free, the proof will be complete only in Section 6 with the proof of
Theorem 4.1 for orbifolds.
For the following, we introduce the inverse Wk :Hr,k →Hλ,k of Vk . We consider that Vk and
Wk act not only on Hλ,k and Hr,k , respectively, but on the space of L2 sections in such a way
that they vanish on the orthogonal of Hλ,k and Hr,k , respectively. So
Πr,kVkΠλ,k = Vk, Πλ,kWkΠr,k = Wk, VkWk = Πr,k, WkVk = Πλ,k,
and with the convention 0−1/2 = 0, the equality Uk = Vk(V∗kVk)−1/2 is valid on L2(M,Lk).
Furthermore, we say that a function or a section is invariant if it is invariant with respect to the
action of Td .
4.3. The λ-Toeplitz operators
We begin with a useful formula for the orthogonal projector Πλ,k onto Hλ,k . Denote by Pλ,k
the orthogonal projector of L2(M,Lk) onto the space of invariant sections of Lk (not necessarily
holomorphic). If Ψ is a section of Lk , Pλ,kΨ is given by the well-known formula
Pλ,kΨ =
∫
Td
L∗θΨ δTd (θ), (15)
where δTd is the Haar measure. Since Pλ,k sends Hk in Hk , we have
Πλ,k = Pλ,kΠk = ΠkPλ,k. (16)
Let Tλ be the set of λ-Toeplitz operators
Tλ := {Πλ,kTkΠλ,k;Tk ∈ T }.
This first result follows from Theorem 4.1 about Toeplitz operators.
Theorem 4.5. Tλ is a ∗-algebra. Furthermore, if Tk is a Toeplitz operator with contravariant
symbol
∑
h¯lfl , then
Πλ,kTkΠλ,k = Πλ,kMfλ(·,k)Πλ,k + Rk, (17)
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ymptotic expansion
∑
k−lfλ,l such that
fλ,l(x) =
∫
Td
fl(lθ .x)δTd (θ), l = 0,1, . . . .
So the λ-Toeplitz operators can also be defined as the operators of the form
Πλ,kMf (·,k)Πλ,k + Rk, (18)
where the multiplicator f (·, k) ∈ S(M) is invariant, Πλ,kRkΠλ,k = Rk and Rk is O(k−∞).
A similar algebra was introduced by Guillemin and Sternberg [14] in the context of pseudodif-
ferential operators. Their main theorem was that there exists an associated symbolic calculus,
where the symbols are defined on the reduced space Mr . Let us state the corresponding result in
our context.
Theorem 4.6. The map σprinc :Tλ → C∞(Mr), which associates to a λ-Toeplitz operator of the
form (18) with an invariant multiplicator f (·, k), the function g0 ∈ C∞(Mr) such that
f (·, k) = p∗g0 +O
(
k−1
)
over P
is well defined. Furthermore, the following sequence is exact
0 → Tλ ∩O
(
k−1
)→ Tλ σprinc−−−→ C∞(Mr) → 0.
Finally if T1k and T2k are λ-Toeplitz operators, then
σprinc
(
T1k.T
2
k
)= σprinc(T1k).σprinc(T2k).
So [T1k,T2k] is O(k−1) and k[T1k,T2k] belongs to Tλ. Its principal symbol is
σprinc
(
k
[
T1k,T
2
k
])= i{σprinc(T1k), σprinc(T2k)},
where {·,·} is the Poisson bracket of C∞(Mr).
This theorem does not follow from Theorem 4.1. Actually it is a corollary of Theorem 4.25,
which says that the algebra of λ-Toeplitz operators and the algebra of Toeplitz operators of Mr
are isomorphic (cf. Remark 4.27).
Proof of Theorem 4.5. First let us prove the second point. Let
Tk = ΠkMf (·,k)Πk + Rk
be a Toeplitz operator. Since ΠkΠλ,k = Πλ,kΠk = Πλ,k , we have
Πλ,kTkΠλ,k = Πλ,kMf (·,k)Πλ,k +Πλ,kRkΠλ,k.
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we have
Πλ,kMf (·,k)Πλ,k = Πλ,kPλ,kMf (·,k)Pλ,kΠλ,k.
Then using (15), we obtain
Pλ,kMf (·,k)Pλ,k = Mfλ(·,k)Pλ,k,
where fλ(·, k) is the invariant symbol
fλ(x, k) =
∫
Td
f (lθ .x, k)δTd (θ).
Consequently,
Πλ,kTkΠλ,k = Πλ,kMfλ(·,k)Πλ,k +Πλ,kRkΠλ,k,
which gives the result. To prove that Tλ is a ∗-algebra, the only difficulty is to check that the
product of two λ-Toeplitz operators is a λ-Toeplitz operator. Let f 1(·, k) and f 2(·, k) be invariant
symbols of S(M). We have to show that
Πλ,kMf 1(·,k)Πλ,kMf 2(·,k)Πλ,k
is a λ-Toeplitz operator. By (16),
Πλ,kMf 1(·,k)Πλ,kMf 2(·,k)Πλ,k = Πλ,kMf 1(·,k)ΠkPλ,kMf 2(·,k)Πλ,k.
Since f 2(·, k) is invariant, Pλ,k and Mf 2(·,k) commute, so
= Πλ,kMf 1(·,k)ΠkMf 2(·,k)Pλ,kΠλ,k = Πλ,kΠkMf 1(·,k)ΠkMf 2(·,k)ΠkΠλ,k
by (16). Finally ΠkMf 1(·,k)ΠkMf 2(·,k)Πk is a Toeplitz operator since it is the product of two
Toeplitz operators. 
Remark 4.7. (Harmonic oscillator) We define the λ-Toeplitz operators as the operators of the
form
Π1,kMf (·,k)Π1,k + Rk,
where f (·, k) belongs to S(Cn), Π1,k is the orthogonal projector onto H1,k , Rk satisfies
Π1,kRkΠ1,k = Rk and its uniform norm is O(k−∞). Then Theorems 4.5 and 4.6 remain true.
The proof that the multiplicator f (·, k) can be chosen invariant is the same. The fact that these
operators form an algebra and the definition and properties of the principal symbol are conse-
quences of Theorem 4.25.
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In this section, we estimate the norm of the eigensections of Hλ,k . We begin with the estima-
tion over PC. Using the diffeomorphism (10), we identify PC with td ×P . Let ξi be a basis of td
and denote by ti the associated linear coordinates.
Proposition 4.8. For every Td
C
-invariant section Ψ of Lk → PC, we have
(Ψ,Ψ )(t, y) = e−kϕ(t,y)(Ψ,Ψ )(0, y), ∀(t, y) ∈ td × P, (19)
where ϕ is the C∞ function on td × P solution of the equations
ϕ(0, y) = 0, ∂ti ϕ(t, y) = 2
(
λi −μi(t, y)
)
, with i = 1, . . . , d,
and μi := 〈μ,ξi〉, λi := 〈λ, ξi〉 are the components of μ and λ.
Proof. By Eq. (9), iξ ∈ itd acts on the sections of Lk by
∇Jξ# − k〈μ− λ, ξ 〉.
So if Ψ is a Td
C
-invariant section, then
∇Jξ#Ψ = k〈μ− λ, ξ 〉Ψ,
which leads to (
Jξ#
)
.(Ψ,Ψ ) = 2k〈μ− λ, ξ 〉(Ψ,Ψ ) (20)
and shows the proposition. 
On the complementary set P c
C
of PC in M , the situation is simpler.
Proposition 4.9. Every Td
C
-invariant section Ψ of Lk → M vanishes over P c
C
.
Proof. This is also a consequence of Eq. (20) (cf. [13, Theorem 5.4]). 
The previous propositions were shown by Guillemin and Sternberg in [13]. Furthermore, they
noticed the following important fact.
Lemma 4.10. Let g be the Kähler metric (g(X,Y ) = ω(X,JY )). Then
1
2
∂ti ∂tj ϕ(t, y) = g
(
ξ#i , ξ
#
j
)
(t, y).
Proof. We have Jξ#i .〈μ,ξj 〉 = ω(Jξ#i , ξ#j ) = −g(ξ#i , ξ#j ). The result follows from Proposi-
tion 4.8. 
Then for every y ∈ P , the function ϕ(·, y) is strictly convex. It admits a global minimum at
t = 0 and this minimum is ϕ(0, y) = 0. We obtain the following proposition.
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P :=
{
(t, y) ∈ PC; |t | < 
}
and P c its complementary subset in M . There exists some positive constants C(), C, C′ such
that for every k and every Ψ ∈Hλ,k ,
(Ψ,Ψ )(x) Ckne−kC()(Ψ,Ψ )M, ∀x ∈ P c and
(Ψ,Ψ )P c  C
′kne−kC()(Ψ,Ψ )M,
where (Ψ,Ψ )P c :=
∫
P c
(Ψ,Ψ )δM .
Remark 4.12. This result shows that the eigenstates of Hλ,k are concentrated on P . Actually,
since the Tξ,k are Toeplitz operators with principal symbol 〈μ,ξ 〉, we could directly deduce
from general properties of these operators [7] a weaker version where Ckne−kC() is replaced by
CN()k
−N with N arbitrary large.
Proof. Let C() be the minimum value of ϕ over the compact set
{
(t, y) ∈ PC; |t | = 
}
.
Since ϕ(·, y) is strictly convex with a global vanishing minimum at t = 0, C() is positive and
ϕ(t, y) C(), ∀(y, t) ∈ P c .
On the other hand, using coherent states as in [6, Section 5], we prove that there exists a constant
C such that for every k and Ψ ∈Hk ,
(Ψ,Ψ )(x)Ckn(Ψ,Ψ )M, ∀x ∈ P.
If Ψ belongs to Hλ,k , then it is TdC-invariant and so it satisfies Eq. (19). Furthermore, it vanishes
over the complementary set of PC. This implies the first part of the result. By integrating, we get
the second part with C′ = C Vol(P). 
Remark 4.13. (Harmonic oscillator) We have to adapt Theorem 4.11 since Cn is not compact.
The imaginary part of the complex action is given by
R ×Cn → Cn, (t, z) → lit .z =
(
e−tp1z1, . . . , e−tpnzn
)
.
A section Ψ of H1,k satisfies
Ψ (lit .z) = e−ktΨ (z). (21)
From this we obtain the following lemma.
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such that ∣∣g(z, k)∣∣ C(1 + |z|)N, ∀z ∈ Cn,∀k.
Let  > 0, P be the subset {lit .z; |t | <  and z ∈ P } of PC and P c its complementary subset
in Cn. There exist some positive constants C(), C′ such that for every k and every Ψ ∈H1,k ,(
g(·, k)Ψ,Ψ )
P c
 C′kne−kC()(Ψ,Ψ )Cn .
Proof. Let Ψ belongs to H1,k . First, as in the compact case, there exists C1 such that
∣∣Ψ (z)∣∣2e−k|z|2  C1kn(Ψ,Ψ )Cn , ∀z ∈ P.
Let w = lit .z with z ∈ P . It follows from (21) that∣∣Ψ (w)∣∣2e−k|w|2 = ∣∣Ψ (z)∣∣2e−k|z|2e−k(|w|2+2t−|z|2)  C1kne−k(|w|2+2t−|z|2)(Ψ,Ψ )Cn .
Using that |z|2  1, we obtain
∣∣Ψ (w)∣∣2e−k|w|2  C1kne−k(Ψ,Ψ )Cn if t  1. (22)
On the other hand, assume that t < 0. There exists C2 > 0 such that |z|2  C2 for every z ∈ P .
So |w|2 =∑ e−2pi t |zi |2  C2e−2t . Consequently
e−k(|w|2+2t−|z|2)  C3e−k(|w|
2−2 ln |w|−1)  C3e−
k
2 |w|2e−k,
if |w| is sufficiently large. Hence there exists t− < 0 such that
∣∣Ψ (w)∣∣2e−k|w|2  C4kne−k(Ψ,Ψ )Cne− k2 |w|2 if t  t−.
This last equation and (22) lead to the result if  max(1,−t−). For the smaller values of , we
complete the proof as in Theorem 4.11 since we are reduced to a compact subset of PC. 
4.5. The integration map
Recall that δM and δMr are the Liouville measures of M and Mr , respectively, and pC denote
the projection PC → Mr .
Let Ik :C∞o (PC) → C∞(Mr) be the map given by
Ik(f )(x) =
(
k
2π
)d/2( ∫
p−1
C
(x)
e−kϕf δM
)
.δ−1Mr (x),
where ϕ is defined in Proposition 4.8. Equivalently, Ik(f )δMr is the push-forward of (k/2π)
d
2 ×
e−kϕf δM by pC.
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compact support is defined as in the manifold case in such a way that:
∀g ∈ C∞(Mr),
∫
PC
νp∗
C
g =
∫
Mr
gpC∗ν.
Applying this in orbifold charts of PC and Mr , we recover the usual definition. With the same
notations as in Remark 3.8, assume that g has a compact support in |U |. Denote by gU , (pC∗ν)U
the local lifts in U of g and pC∗ν. Then by definition of an integral in an orbifold,∫
Mr
gpC∗ν = 1#G
∫
U
gU .(pC∗ν)U .
So it follows from (11) that (pC∗ν)U is the push-forward of π∗V ν by the projection V → U . One
can check that the (pC∗ν)U agree on overlaps and define a global section pC∗ν.
Remark 4.16. (Harmonic oscillator) Since we apply Ik only to functions with compact support,
all the results in this section extend directly to this case.
We introduced the map Ik because it satisfies the following property.
Proposition 4.17. For every f ∈ C∞o (PC), we have
(f Ψ,Ψ ′)M =
(
Ik(f )VkΨ,VkΨ ′
)
Mr
, ∀Ψ,Ψ ′ ∈Hλ,k, (23)
or equivalently
Πλ,kMfΠλ,k = V∗kMIk(f )Vk.
Proof. Let us prove (23). Since the support of f is a subset of PC,
(fΨ,Ψ ′)M =
∫
PC
f (Ψ,Ψ ′)δM.
By definition of Vk , we have
p∗
(
VkΨ,VkΨ ′
)= (2π
k
)d/2
j∗
(
Ψ,Ψ ′
)
.
So Eq. (19) can be rewritten as
(Ψ,Ψ ′) =
(
k
2π
)d/2
e−kϕp∗
C
(
VkΨ,VkΨ ′
)
.
Hence,
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fΨ,Ψ ′
)
M
=
(
k
2π
)d/2 ∫
PC
f e−kϕp∗
C
(
VkΨ,VkΨ ′
)= ∫
Mr
Ik(f )
(
VkΨ,VkΨ ′
)
δMr
= (Ik(f )VkΨ,VkΨ ′)Mr .
which proves the result. 
For the following, we need to control the asymptotic behavior of Ik(f ) as k tends to infinity
when f depends also on k. First observe that there is no restriction to consider only invariant
functions of C∞o (PC). Indeed, if f ∈ C∞o (PC) and
fλ(x) =
∫
Td
f (lθ .x)δTd (θ)
then Ik(f ) = Ik(fλ).
Denote by So(PC) the set of sequences (f (·, k))k of C∞
Td
(PC) such that there exists a compact
set K ⊂ PC which contains the support of f (·, k) for every k and f (·, k) admits an asymptotic
expansion for the C∞ topology of the form
f (·, k) =
∑
l
k−lfl +O
(
k−∞
)
.
Let us introduce a basis ξi of the integral lattice of td and denote by ξ#i the associated vector
fields of M . Recall that g is the Kähler metric. The following result involves the determinant of
g(ξ#i , ξ
#
j ), which clearly does not depend on the choice of the basis ξi .
Proposition 4.18. Let f ∈ So(PC). Then the sequence Ik(f (·, k)) is a symbol of Mr . Furthermore
p∗g0 = j∗
(
det
[
g
(
ξ#i , ξ
#
j
)]1/2
, f0
)
,
where g0 and f0 are such that Ik(f (·, k)) = g0 +O(k−1) and f (·, k) = f0 +O(k−1).
This proposition admits the following converse.
Corollary 4.19. For every symbol g(·, k) of S(Mr), there exists f (·, k) ∈ So(PC) such that
g(·, k) = Ik(f (·, k)).
Proof. Let r be a non-negative invariant function of C∞o (PC) such that r = 1 on a neighborhood
of P . Set
f (·, k) := r.p∗
C
(
g(·, k)I−1k (r)
)
.
From the previous proposition, Ik(r) is a symbol of Mr and the first coefficient of its asymptotic
expansion does not vanish. So I−1k (r) is also a symbol of Mr . Consequently f (·, k) belongs to
So(PC). Furthermore, we have g(·, k) = Ik(f (·, k)). 
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the Liouville measure δM . We denote by t1, . . . , td the linear coordinates of td associated to
ξ1, . . . , ξd .
Lemma 4.20. There exists an invariant measure δP on P and a function δ ∈ C∞(td × P) such
that
δM = δ.δP .|dt1 . . . dtd | over td × P,
p∗δP = δMr and δ(0, ·) = j∗ det
[
g
(
ξ#i , ξ
#
j
)]
.
Proof. Let us write over {0} × P ⊂ td × P :
ω = β +
∑
1id
βi ∧ dti +
∑
1i<jd
aij dti ∧ dtj ,
where β ∈ Ω2(P ), βi ∈ Ω1(P ) and aij ∈ C∞(P ). Since this decomposition is unique, these
forms are all invariant. Let us set
δP = |β
∧nr |
nr ! .
|β1 ∧ · · · ∧ βd |
det[g(ξ#i , ξ#j )]
.
Since j∗ω = β , β = p∗ωr . We also have g(ξ#i , ξ#j ) = ω(ξ#i , J ξ#j ) = 〈βj , ξ#i 〉. Since the ξi are
a basis of the integer lattice, we obtain p∗δP = δMr . In the case Mr is an orbifold, this can be
proved using local charts of Mr and P as in Remark 4.15.
Since β(ξ#i , ·) = 0, (dti ∧ dtj )(ξ#k , ·) = 0 and (βi ∧ dti)(ξ#k , ξ#l ) = 0, we have over {0} × P
ω∧n = n!
nr !β
∧nr ∧ (β1 ∧ dt1)∧ · · · ∧ (βd ∧ dtd).
Hence
δM = det
[
g
(
ξ#i , ξ
#
j
)]
δP .|dt1 . . . dtd |
over {0} × P , which proves the result. 
Let Jk(f ) be the function of C∞(P )
Jk(f )(y) =
(
k
2π
)d/2 ∫
td
e−kϕ(t,y)f (t, y)δ(t, y)|dt1 . . . dtd |.
It is invariant and p∗Ik(f ) = Jk(f ). So we just have to estimate Jk(f )(y) which can be done
with the stationary phase lemma. Recall that we computed in Lemma 4.10 the second derivatives
of ϕ. The result follows. 
L. Charles / Journal of Functional Analysis 236 (2006) 299–350 323Remark 4.21. The proof actually gives more about the map
F :C∞
Td
(M)[[h¯]] → C∞(Mr)[[h¯]],
∑
h¯lfl →
∑
h¯lgl, (24)
such that Ik(f (·, k)) =∑k−lgl +O(k−∞) if f (·, k) =∑k−lfl +O(k−∞).
Since F enters in the computation of the contravariant symbol of the reduced operator, let us
give its properties. First it is C[[h¯]]-linear. So
F =
∑
h¯lFl with Fl :C∞Td (M) → C∞(Mr).
The operators Fl are of the following form:
p∗Fl(g) = det1/2
[
g
(
ξ#i , ξ
#
j
)] ∑
|α|2l
aα,lj
∗((Jξ#1 )α(1) · · · (Jξ#d )α(d).f ),
where the functions al,α are polynomials in the derivatives of μi = 〈μ,ξi〉 and Δμi with respect
to the gradient vector fields of the μj .
Indeed by Proposition 4.8 the derivatives of ϕ can be computed in terms of the derivatives
of μi . Furthermore, it is easily proved that(
Jξ#i
)
. ln δ = Δμi
with Δ the Laplace–Beltrami operator of M , which gives the derivatives of δ in terms of the
derivatives of Δμi . Then the computation of the functions aα,l follows from the stationary phase
lemma.
4.6. From the λ-Toeplitz operators to the reduced Toeplitz operators
We begin with a rough estimate of the maps Vk and Wk .
Proposition 4.22. There exists a constant C > 0, such that for every k the uniform norms of
Vk , V∗k , Wk and W∗k are bounded by C.
Proof. By Corollary 4.19, there exists f (·, k) ∈ So(PC) such that Ik(f (·, k)) = 1. By Proposi-
tion 4.17,
V∗kVk = Πλ,kMf (·,k)Πλ,k.
Furthermore, it follows from Proposition 4.18 that f (·, k) = f0 +O(k−1) with f0 positive on P .
Since f (·, k) is a symbol, there exists C1 such that f (·, k) C1 over M for every k. So
(VkΨ,VkΨ )Mr =
(
f (·, k)Ψ,Ψ )
M
C1(Ψ,Ψ )M
which proves that the uniform norms of Vk and V∗k are smaller than C
1/2
1 .
Since f0 is positive on P , there exists a neighborhood P of P defined as in Theorem 4.11
and a constant C2 > 0, such that
f (·, k) C2 over P
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(VkΨ,VkΨ )Mr =
(
f (·, k)Ψ,Ψ )
M

(
f (·, k)Ψ,Ψ )
P
 C2(Ψ,Ψ )P .
Furthermore, Theorem 4.11 implies that
(Ψ,Ψ )P = (Ψ,Ψ )M − (Ψ,Ψ )P c 
1
2
(Ψ,Ψ )M
when k is sufficiently large. Consequently the uniform norms of Wk and W∗k are smaller than
( 12C2)
−1/2 when k is sufficiently large. 
Remark 4.23. (Harmonic oscillator) The result is still valid. There are some modifications in the
proof. Instead of Theorem 4.11, we have to use Lemma 4.14. The same holds for Theorems 4.24
and 4.25.
Let us now give the relations between the λ-Toeplitz operators and the Toeplitz operators
of Mr .
Theorem 4.24. If Tk is a λ-Toeplitz operator, then W∗kTkWk is a Toeplitz operator of Mr . Fur-
thermore, if
Tk = Πλ,kMf (·,k)Πλ,k +O
(
k−∞
)
,
with f (·, k) =∑ k−lfl +O(k∞) an invariant symbol, then
σcont
(
W∗kTkWk
)= F(∑ h¯lfl),
where the map F is defined in (24). Conversely, if Tk is a Toeplitz operator of Mr , then V∗kTkVk
is a λ-Toeplitz operator. So the map
Tλ → Tr , Tk → W∗kTkWk,
is a bijection.
Proof. Let
Tk = Πλ,kMf (·,k)Πλ,k + Rk
be a λ-Toeplitz operator, where f (·, k) =∑k−lfl + O(k∞) is an invariant symbol and Rk is
O(k−∞). Then
W∗kTkWk = W∗kMf (·,k)Wk + W∗kRkWk.
By Proposition 4.22, W∗RkWk is O(k−∞).k
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C∞o (PC) such that r = 1 over P . Write
W∗kMf (·,k)Wk = W∗kMrf (·,k)Wk + W∗kM(1−r)f (·,k)Wk.
The second term on the right-hand side is O(k−∞). Indeed by Proposition 4.22, it suffices to
prove that Πλ,kM(1−r)f (·,k)Πλ,k is O(k−∞). We have
(
(1 − r)f (·, k)Ψ, (1 − r)f (·, k)Ψ )
M
= ((1 − r)f (·, k)Ψ, (1 − r)f (·, k)Ψ )
P c
;
since r = 1 over P ,
 C(Ψ,Ψ )P c ,
where C does not depend of k. Theorem 4.11 leads to the conclusion.
Now rf (·, k) is a symbol of So(PC). So by Proposition 4.18, g(·, k) := Ik(rf (·, k)) is a symbol
of S(Mr). By Proposition 4.17,
W∗kMrf (·,k)Wk = Πr,kMg(·,k)Πr,k
which proves that W∗kTkWk is a Toeplitz operator of Mr with contravariant symbol F(
∑
h¯lfl).
Conversely, let
Tk = Πr,kMg(·,k)Πr,k + Rk
be a Toeplitz operator of Mr , where g(·, k) ∈ S(Mr) and Rk is O(k−∞). Write
V∗kTkVk = V∗kMg(·,k)Vk + V∗kRkVk.
Then, V∗kRkVk is O(k−∞) by Proposition 4.22. By Corollary 4.19, there exists f (·, k) ∈ So(PC)
such that
V∗kMg(·,k)Vk = Πλ,kMf (·,k)Πλ,k.
Consequently V∗kTkVk is a λ-Toeplitz operator. 
Recall that Uk = Vk(V∗kVk)−1/2 :L2(M,Lk) → L2(Mr,Lkr ). Let us state our main result.
Theorem 4.25. The map
Tλ → Tr , Tk → UkTkU∗k,
is an isomorphism of ∗-algebra. Furthermore, if
Tk = Πλ,kMf (·,k)Πλ,k +O
(
k−∞
)
,
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σcont
(
UkTkU∗k
)= e−1/2 ∗cr F(∑ h¯lfl) ∗cr e−1/2,
where e = F(1) and e−1/2 is the formal series of C∞(Mr)[[h¯]] whose first coefficient is positive
and such that e−1/2 ∗cr e−1/2 ∗cr e = 1.
Again, in the proof we use some basic properties of the Toeplitz operators of Mr , which are
known in the manifold case and will be extended to the orbifold case in Section 6.
Proof. It is easily checked that
Uk =
(
W∗kWk
)−1/2W∗k.
Let Tk be a λ-Toeplitz operator. We have
UkTkU∗k =
(
W∗kWk
)−1/2W∗kTkWk(W∗kWk)−1/2. (25)
By Theorem 4.24, W∗kWk is a Toeplitz operator of Mr with a positive principal symbol. It follows
from the functional calculus for Toeplitz operator (cf. [6]) that (W∗kWk)−1/2 is a Toeplitz operator
also. Now W∗kTkWk is a Toeplitz operator by Theorem 4.24. Since the Toeplitz operators of Mr
form an algebra, UkTkU∗k is a Toeplitz operator. The computation of its covariant symbol is
also a consequence of (25). Indeed by Theorem 4.24, the symbol of W∗kTkWk and W∗kWk are
F(
∑
h¯lfl) and e, respectively.
Conversely, if Sk is a Toeplitz operator of Mr , then
U∗kSkUk = Wk
(
W∗kWk
)−1/2Sk(W∗kWk)−1/2W∗k
= (V∗kW∗k)Wk(W∗kWk)−1/2Sk(W∗kWk)−1/2W∗k(WkVk)
= V∗k
(
W∗kWk
)1/2Sk(W∗kWk)1/2Vk.
And in a similar way, we deduce from theorem 4.24 that U∗kSkUk is a λ-Toeplitz operator. 
Remark 4.26. (Symbolic calculus) Recall that we computed the operator F at the end of Sec-
tion 4.5. Furthermore, the star-product ∗cr can be computed in terms of the Kähler metric of
Mr (cf. [6]). This leads to the computation of the contravariant symbol of the reduced operator
UkTkU∗k in terms of the multiplicator
∑
k−lfl defining the λ-Toeplitz operator Tk . In particular,
the principal symbol g0 of UkTkU∗k is such that p∗g0 = i∗f0.
Remark 4.27. (Proof of Theorem 4.6) Because of the previous remark, the λ-Toeplitz operator
Tk and the Toeplitz operator UkTkU∗k have the same principal symbol. Consequently all the
assertions of Theorem 4.6 follow from Theorem 4.25 and the calculus of the contravariant symbol
for the Toeplitz operators of Mr .
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Theorems 4.5 and 4.25. To compute the contravariant symbol of the reduced operator, we have
first to average the contravariant symbol of the Toeplitz operator of M and then apply the formula
of Theorem 4.25.
Remark 4.29. (Vk is not unitary) The fact that the Guillemin–Sternberg isomorphism is not uni-
tary, even after the rescaling with the factor ( k2π )
d/4
, can be deduced from the spectral properties
of the Toeplitz operators. Indeed by Theorem 4.24, W∗kWk is a Toeplitz operator with principal
symbol g0 such that
p∗g0 = j∗ det
[
g
(
ξ#i , ξ
#
j
)]1/2
.
Denote by m and M the minimum and maximum of g0. Then the smallest eigenvalue Es of
W∗W and the biggest ES are estimated by
Es = m+O
(
k−1
)
, ES = M +O
(
k−1
)
.
So when the function det[g(ξ#i , ξ#j )]1/2 is not constant over P , Wk is not unitary when k is
sufficiently large. This happens for instance in the case of the harmonic oscillator when the
reduced space is not a manifold.
Remark 4.30. From a semi-classical point of view, the operator Uk is not unique. Indeed we can
replace it with any operator of the form
TkUkSk
with Sk a unitary λ-Toeplitz operator and Tk a unitary Toeplitz operator of Mr . We can state
a theorem similar to Theorem 4.25 with this operator. The only changes are in the symbolic
calculus.
5. Fourier integral operators
In this section, we prove that the λ-Toeplitz operators, the Guillemin–Sternberg isomorphism
and its unitarization are Fourier integral operators in the sense of [7]. Using this we can inter-
pret the relations between these operators and the Toeplitz operators as compositions of Fourier
integral operators corresponding to compositions of canonical relations.
We assume that the reduced space Mr is a manifold. A part of the material will be adapted to
orbifolds in Section 7.
5.1. Definitions
We first recall some definitions of [7]. Let M1 and M2 be compact Kähler manifolds endowed
with prequantization bundles Lκ1 → M1 and Lκ2 → M2. Here κ is some fixed positive integer and
in the following k is always a positive multiple of k. Denote by H1k (respectively H2k) the space
of holomorphic sections of Lk1 (respectively Lk2) and by Π1k (respectively Π2k ) the orthogonal
projector onto H1 (respectively H2).k k
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ously we extend Tk to the Hilbert space of sections with finite norm in such a way that it vanishes
on the orthogonal of H2k . The Schwartz kernel Tk is the section of Lk1  L−k2 → M1 × M2 such
that
Tk.Ψ (x1) =
∫
M2
Tk(x1, x2).Ψ (x2)δM2(x2),
where δM2 is the Liouville measure of M2. All the operators we consider in this section are of
this form.
5.1.1. Smoothing operators
A sequence (f (·, k)) of functions on a manifold X is O∞(k−∞) if for every compact set K ,
every N  0, every vector fields Y1, . . . , YN on X and every l, there exists C such that
∣∣Y1.Y2 . . . YNf (·, k)∣∣ Ck−l on K.
Let LX → X be a Hermitian line bundle. Let (Ψk) be a sequence such that for every k, Ψk
is a section of LkX . Then (Ψk) is O∞(k−∞) if for every local unitary section t :V → LX , the
sequence (f (·, k)) such that Ψk = f (·, k)tk is O∞(k−∞).
We say that an operator (Tk) is smoothing if the sequence (Tk) of Schwartz kernels is
O∞(k−∞). Clearly if Tk is O∞(k−∞), the compacity of M1 × M2 implies that the uniform
norm of Tk is O(k−∞). If Π1k TkΠ2k = Tk for every k, then the converse is true.
5.1.2. Fourier integral operators
If ω2 is the symplectic form of M2, we denote by M−2 the manifold M2 endowed with the
symplectic form −ω2. The data to define a Fourier integral operator are a Lagrangian submani-
fold Γ of M1 × M−2 , a flat unitary section tκΓ of Lκ1  L−κ2 → Γ and a formal series
∑
h¯lgl of
C∞(Γ )[[h¯]].
By definition Tk is a Fourier integral operator associated to (Γ, tκΓ ) with total symbol
∑
h¯lgl
if on every compact set K ⊂ M1 ×M2 such that K ∩ Γ = ∅,
Tk(x1, x2) = O∞
(
k−∞
)
.
Furthermore, on a neighborhood U of Γ ,
Tk(x1, x2) =
(
k
2π
)n(Γ )
EkΓ (x1, x2)f (x1, x2, k)+O∞
(
k−∞
)
, (26)
where
(i) EκΓ is a section of Lκ1  L−κ2 → U such that EκΓ = tκΓ over Γ , and for every holomorphic
vector field Z1 of M1 and Z2 of M2
∇(Z1,0)EκΓ ≡ 0 and ∇(0,Z¯ )EκΓ ≡ 02
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∣∣EκΓ (x1, x2)∣∣< 1
if (x1, x2) /∈ Γ ;
(ii) (f (·, k))k is a symbol of S(U) with an asymptotic expansion ∑k−lfl such that
fl = gl over Γ
and (Z1,0).fl ≡ 0 and (0, Z¯2).fl ≡ 0 modulo a function which vanishes to any order along
Γ for every holomorphic vector fields Z1 of M1 and Z2 of M2;
n(Γ ) is a real number. Denote by F(Γ, tκΓ ) the set of Fourier integral operators associated to
(Γ, tκΓ ).
Theorem 5.1. The map F(Γ, tκΓ ) → C∞(Γ )[[h¯]] which sends an operator into its total symbol
is well defined and onto. Its kernel consists of the operators O(k−∞).
The principal symbol of Tk ∈ F(Γ, tκΓ ) is the first coefficient g0 ∈ C∞(Γ ) of the total sym-
bol. If it does not vanish, Tk is said elliptic. In [7], we proved the basic results regarding the
composition properties of this type of Fourier integral operators.
5.2. Toeplitz operators
The first example of Fourier integral operators are the Toeplitz operators. The diagonal Δr is
a Lagrangian submanifold of Mr ×M−r . Denote by tκΔr the flat section of Lκr L−κr → Δr such
that
tκΔr (x, x) = z⊗ z−1 if z ∈ Lκx and z = 0.
Definition 5.2. Fr is the space of Fourier integral operators associated to (Δr, tκΔr ) with n(Δr) =
nr the complex dimension of Mr .
By identifying Δr with Mr , we consider the total symbols of these operators as formal series
of C∞(Mr)[[h¯]]. Our main result in [6] was the following theorem.
Theorem 5.3. Every Toeplitz operator (Tk) of Mr is a Fourier integral operator associated to
(Δr, t
κ
Δr
) and conversely. Furthermore, there exists an equivalence of star-products
E :C∞(Mr)[[h¯]] → C∞(Mr)[[h¯]]
such that if (Tk) is a the Toeplitz operator with contravariant symbol
∑
h¯lfl , then the total
symbol of (Tk) as a Fourier integral operator is E(
∑
h¯lfl).
The same result holds for the Toeplitz operators of M . In the following we use the notations
Δ, tΔ and F corresponding to Δr , tκ and Fr on M .Δr
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Recall some notations of Section 3. The action of θ ∈ Td on M (respectively Lk) is denoted
by lθ (respectively Lθ ). P is the level set μ−1(λ) and p is the projection P → Mr .
Let Λ be the moment Lagrangian
Λ = {(lθ .x, x); x ∈ P and θ ∈ Td}
introduced by Weinstein in [25]. Λ is a Lagrangian manifold of M ×M−. Let tκΛ be the section
of Lκ L−κ → Λ such that
tκΛ(lθ .x, x) = Lθ .z⊗ z−1 if z ∈ Lκx and z = 0.
This is a flat section with constant norm equal to 1.
Definition 5.4. Fλ is the set of Fourier integral operators Tk associated to Λ and tκΛ with n(Λ) =
n− d/2 and such that
L∗θTk = TkL∗θ = Tk, ∀θ
or equivalently Πλ,kTkΠλ,k = Tk .
We will deduce the following result from the fact that the algebra Tλ is isomorphic to the
algebra Tr of Toeplitz operators of Mr (Theorems 4.24 and 4.25).
Theorem 5.5. Fλ is the algebra Tλ of λ-Toeplitz operators.
A similar characterization was given by Guillemin–Sternberg for pseudodifferential operators
in [14]. Their proof starts from the fact that Πλ,k is a Fourier integral operator of Fλ. If Tk is
a Toeplitz operator of M , then the symbolic calculus of Fourier integral operators implies that
Πλ,kTkΠλ,k belongs to Fλ. This follows essentially from the composition of canonical relations
Λ ◦Δ ◦Λ = Λ.
In the same way, we can show that Fλ is a ∗-algebra (cf. Theorem 4.5), define the principal
symbol and prove Theorem 18. The corresponding compositions of canonical relations are
Λ ◦Λ = Λ, Λt = Λ.
The difficulty of this approach is that it uses the properties of composition of the Fourier
integral operators. In addition, the composition of Λ with itself is not transverse. But it has the
advantage to be more general and can be transposed in other contexts.
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Let Θ be the Lagrangian submanifold of Mr ×M−
Θ = {(p(x), x); x ∈ P }.
Recall that Lκr → Mr is the quotient of Lκ → P by the action of Td . If z ∈ Lκx where x ∈ P , we
denote by [z] ∈ Lκr,p(x) its equivalence class. Then define the section tκΘ of Lκr L−κ → Θ by
tκΘ
(
p(x), x
)= [z] ⊗ z−1 if z ∈ Lκx and z = 0.
It is flat with constant norm equal to 1.
Definition 5.6. Fλ,r is the space of Fourier integral operators Tk associated to (Θ, tκΘ) with
n(Θ) = n− 3d/4 and such that
TkL∗θ = Tk, ∀θ
or equivalently TkΠλ,k = Tk .
Theorem 5.7. The Guillemin–Sternberg isomorphism Vk and the unitary operator Uk =
Vk(V∗kVk)−1/2 are elliptic operators of Fλ,r .
This result is coherent with the fact that Uk induces an isomorphism between the algebra of
the λ-Toeplitz operators and the algebra of the Toeplitz operators of Mr . Indeed, observe that
Θ ◦Λ ◦Θt = Δr, Θt ◦Δr ◦Θ = Λ
which corresponds to the equalities
UkTkU∗k = Sk, U∗kSkUk = Tk,
where Tk is a λ-Toeplitz operator and Sk the reduced Toeplitz operator.
To prove Theorems 5.5 and 5.7, we first explain how the spaces Fλ,r , Fλ, Fr of Fourier
integral operators are related by the Guillemin–Sternberg isomorphism. Then we deduce Theo-
rems 5.5 and 5.7 from Theorem 4.24.
5.5. The relations between Fλ, Fλ,r and Fr
Since we consider Fourier integral operators which are equivariant, we need an equivariant
version of Theorem 5.1. Let us consider the same data as in Section 5.1. Let G be a compact Lie
group which acts on M1 × M2 preserving the Kähler structure of M1 × M−2 . Assume that this
action lifts to Lκ1 L
−κ
2 , preserving the Hermitian structure and connection.
Suppose that the Lagrangian manifold Γ and the section tκΓ is G-invariant. Let us denote
by FG(Γ, tκΓ ) the space of Fourier integral operators associated to (Γ, tκΓ ) whose kernel is
G-invariant.
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total symbol map FG(Γ, tκΓ ) → C∞G (Γ )[[h¯]] is onto.
Proof. Let Tk ∈FG(Γ, tκΓ ). Its kernel is of the form (26) on a neighborhood of Γ . Hence,
Tk(x1, x2) =
(
k
2π
)n(Γ )
f (x1, x2, k)t
k
Γ (x1, x2)+O
(
k−∞
)
for every (x1, x2) ∈ Γ . It follows that the total symbol is G-invariant. Conversely, if the total
symbol is G-invariant, we can define a G-invariant kernel of the form (26) with a G-invariant
neighborhood U , a G-invariant section EκΓ and a G-invariant sequence f (·, k). The operator
obtained T′k does not necessarily satisfy
Π1k T
′
kΠ
2
k = T′k.
So we set
Tk = Π1k T′kΠ2k .
Using that Π1k and Π
2
k are Fourier integral operators associated to the diagonal of M1 and M2 re-
spectively, we prove that the kernels of Tk and T′k are the same modulo O∞(k−∞). Consequently
Tk belongs to FG(Γ, tκΓ ) and has the required symbol. 
Corollary 5.9. There is a natural identification between total symbols of operators of Fλ (re-
spectively Fλ,r ) and formal series of C∞(Mr)[[h¯]].
Proof. By Theorem 5.8, the total symbols of the operators of Fλ are the formal series of
C∞(Λ)[[h¯]] invariant with respect to the action of Td ×Td on Λ ⊂ M2. The map
Λ → Mr, (y, x) → p(x),
is a (Td × Td)-principal bundle. So there is a one-to-one correspondence between C∞
Td×Td (Λ)
and C∞(Mr). The proof is the same for the total symbols of the operators of Fλ,r . 
Theorem 5.10. The following maps
Fλ →Fλ,r , Tk → VkTk,
Fλ →Fr , Tk → VkTkV∗k,
are well defined and bijective. Furthermore, if Tk ∈Fλ, the total symbols of VkTk , VkTkV∗k and
Tk are the same with the identifications of Corollary 5.9.
Proof. These properties follows immediately from the definition of the Fourier integral opera-
tors. Indeed consider two operators
Tk :Hλ,k →Hλ,k, Sk :Hλ,k →Hr,k.
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Then Sk = VkTk or equivalently Tk = WkSk if and only if the kernels of Tk and Sk satisfy
Tk =
(
k
2π
)d/4
(pC  Id)∗Sk over PC ×M. (27)
This follows from the definition of Vk (cf. Definition 3.7). Furthermore, by Proposition 4.9, the
kernel of Tk vanishes over P cC × M . So we may recover the kernel of Tk from the kernel of Sk
and conversely. Using this we can directly check that Tk ∈Fλ if and only if Sk ∈Fλ,r .
To do this observe that the data which define the operators of Fλ and Fλ,r are related in the
following way:
(p × Id)−1(Θ) = Λ, (p Id)∗tκΘ = tκΛ.
Using that pC : PC → Mr is a holomorphic map, it comes that
(pC  Id)∗EκΘ = EκΛ.
That Tk → VkTk is well defined, bijective and preserves the total symbols follows easily.
For the second map, we can proceed in a similar way. Let Sk be such that Πr,kSkΠr,k = Sk .
Then computing successively the Schwartz kernels of WkSk , (WkSk)∗, Wk(WkSk)∗ and using(
Wk(WkSk)∗
)∗ = WkSkW∗k,
we obtain that the kernels of Tk = WkSkW∗k and Sk satisfy
Tk(x, y) =
(
k
2π
)d/2
e−kϕ(y)(pC  pC)∗Sk(x, y) over PC × PC,
where the function ϕ has been defined in Proposition 4.8. 
5.6. Proofs of Theorems 5.5 and 5.7
Recall that by Theorem 4.24, there is a bijection from Tλ onto Tr
Tλ → Tr , Tk → W∗kTkWk. (28)
Furthermore, we know that Tr =Fr by Theorem 5.3. In Theorem 5.10, we proved that the map
Fλ →Fr , Tk → VkTkV∗k, (29)
is a bijection. Let us deduce that Tλ =Fλ.
Let Tk belong to Fλ. By (29), VkTkV∗k belongs to Tr . By (28), W∗kWk belongs to Tr . Since
the product of Toeplitz operators is a Toeplitz operator,(
W∗kWk
)(
VkTkV∗k
)(
W∗kWk
)= W∗kTkWk
belongs to Tr . By (28) Tk belongs to Tλ.
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VkTkV∗k =
(
VkV∗k
)(
W∗kTkWk
)(
VkV∗k
)
.
Observe that VkV∗k is the inverse of W∗kWk in the sense of Toeplitz operators, i.e.
Πr,k
(
VkV∗k
)
Πr,k = VkV∗k,(
VkV∗k
)(
W∗kWk
)= (W∗kWk)(VkV∗k)= Πr,k.
Since (W∗kWk) is a Toeplitz operator with a non-vanishing symbol by Theorem 4.24, VkV∗k is a
Toeplitz operator. Consequently VkTkV∗k belongs to Tr and by (29), Tk belongs to Fλ.
Let us prove Theorem 5.7. By Theorem 5.5, Πλ,k belongs to Fλ. So Theorem 5.10 implies
that Vk = VkΠλ,k belongs to Fλ,r . Let us consider now Uk . We have
Uk =
(
W∗kWk
)−1/2W∗k = Vk(Wk(W∗kWk)−1/2W∗k).
As we saw in the proof of Theorem 4.25, (W∗kWk)−1/2 belongs to Tr . So by Theorem 4.24,
Wk(W∗kWk)−1/2W∗k belongs to Tλ =Fλ. And Theorem 5.10 implies that Uk belongs to Fλ,r .
6. Toeplitz operators on orbifold
In this part, we prove the basic results about the Toeplitz operators on the orbifold Mr . We
describe their kernels as Fourier integral operators associated to the diagonal, prove that the set
of Toeplitz operators is an algebra and describe the associated symbolic calculus. Finally we
compute the asymptotic of the density of states of a Toeplitz operator.
6.1. Schwartz kernel on orbifold
Let us introduce some notations and state some basic facts about kernels of operators on orb-
ifolds. Let X be a reduced orbifold with a vector bundle E → X. So every chart (|U |,U,G,πU)
of X is endowed with a G-bundle EU → U . G acts effectively on U . If g ∈ G, we denote by
ag : U → U its action on U and by Ag :EU → EU its lift. If s is a section of E → X, we denote
by sU the corresponding invariant section of EU .
As in the manifold case, we can define the dual bundle of E, the tensor product of two bundles
over X, the orbifold X2 and the bundle E  E∗ → X2. Let δ be a volume form of X. Then
every section T of E  E∗ defines an operator T in the following way. Consider two charts
(|U |,U,G,πU ) and (|V |,V ,H,πV ) of X. Then T is given over |U | × |V | by a (G × H)-
invariant section TUV of EU E∗V . If s is a section of E with compact support in |V |, then
(Ts)U = 1#H
∫
V
TUV .sV δV .
Assume that E is Hermitian and define the scalar product of sections of E by using δ. If T is
an operator which acts on C∞(X,E), vanishing over the orthogonal of a finite-dimensional sub-
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if E has rank one, the trace of T is given by
Tr(T) =
∫
X
Δ∗T δ,
where Δ : X → X2 is the diagonal map. Since Δ is a good map (in the sense of [8]), the pull-
back Δ∗(E  E∗) is well defined. It is naturally isomorphic to E ⊗ E∗ → X. So Δ∗T is a
section of E ⊗ E∗  C. Finally the previous integral is defined with the orbifold convention: if
(|U |,U,G,πU) is a chart of X and Δ∗T has support in |U |, it is given by
1
#G
∫
U
(Δ∗T )UδU .
Note also that it is false that every section of E ⊗ E∗ is the pull-back by Δ of a section
of E E∗. For instance when E is a line bundle, E ⊗ E∗  C has nowhere vanishing sections,
whereas it may happen that every section of EE∗ vanishes at some point (x, x) of the diagonal.
This explains some complications in the description of the kernels of Toeplitz operators.
6.2. The algebra Fr
Recall that (Mr,ωr) is a compact Kähler reduced orbifold with a prequantum bundle Lκr →
Mr whose curvature is −iκωr . Let us consider a family (Tk)k of operators, with Schwartz kernels
Tk ∈ C∞
(
M2r ,L
k
r L−kr
)
, k = κ,2κ,3κ, . . . .
As in the manifold case (cf. Section 5.2), the definition of the operators of Fr consists in two
parts. The first assumption is
Assumption 6.1. Tk is O∞(k−∞) on every compact set K ⊂ M2r such that K ∩Δr = ∅.
The description of Tk on a neighborhood of the diagonal does not generalize directly from the
manifold case, because the definition of the section EκΔr does not make sense. Fortunately we
can keep the same ansatz on the orbifold charts. If (|U |,U,G,πU ) is an orbifold chart of Mr ,
we assume that:
Assumption 6.2. There exists a section T ′k,U of L
k
r,U L
−k
r,U invariant with respect to the diagonal
action of G and of the form
T ′k,U (x, y) =
(
k
2π
)nr
EkΔU (x, y)f (x, y, k)+O∞
(
k−∞
) (30)
on a neighborhood of the diagonal ΔU , where EκΔU and f (·, k) satisfy the assumptions (26)(i)
and (26)(ii) with (Γ, tκΓ ) = (ΔU , tκΔU ), such that
Tk,UU =
∑
g∈G
(Ag  Id)∗T ′k,U . (31)
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support in U :
(TkΨ )U (x) = 1#G
∫
U
Tk,UU (x, y)ΨU(y)δU (y) =
∫
U
T ′k,U (x, y)ΨU(y)δU (y). (32)
This follows from (31) and the fact that ΨU is G-invariant and T′k,U is invariant with respect to
the diagonal action.
Definition 6.3. Fr is the set of operators (Tk) such that
Πr,kTkΠr,k = Tk
and whose Schwartz kernel satisfies Assumptions 6.1 and 6.2 for every orbifold chart (|U |,U,G,
πU).
The basic result is the generalization of the theorem of Boutet de Monvel and Sjöstrand on
the Szegö projector.
Theorem 6.4. The projector Πk is an operator of Fr .
This theorem will be proved in Section 7. Let us deduce from it the properties of Fr . First we
define the total symbol map
σ :Fr → C∞(Mr)[[h¯]],
which sends Tk into the formal series
∑
h¯lgl such that
Tk(x, x) =
(
k
2π
)nr ∑
k−lgl(x)+O
(
k−∞
) (33)
for every x which belongs to the principal stratum of Mr .
Proposition 6.5. σ is well defined and onto. Furthermore, σ(Tk) = 0 if and only if Tk is smooth-
ing in the sense of Section 5.1.1, i.e. its kernel is O∞(k−∞).
Proof. First let us prove that σ is well defined. By (31),
Tk,UU (x, x) =
∑
g∈G
(Ag ⊗ Id)∗T ′k,U (ag.x, x).
Assume that πU(x) belongs to the principal stratum of Mr . So if g = idG, ag.x = x which implies
that T ′k(ag.x, x) = O(k−∞). Consequently (30) leads to
Tk,UU (x, x) =
(
k
)nr
f (x, x, k)+O(k−∞).
2π
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on Mr . Furthermore, since the principal stratum is dense in Mr , these functions are uniquely
determined by the kernel Tk . If Tk is smoothing, they vanish. Conversely, if the functions gl
vanish, T ′k,U is O∞(k−∞) and the same holds for Tk,UU . So the kernel of σ consists of the Tk
such that Tk is O∞(k−∞).
Let us prove that σ is onto. Let
∑
h¯lgl be a formal series of C∞(Mr)[[h¯]]. First we construct
a Schwartz kernel Tk satisfying Assumptions 6.1, 6.2 and (33). To do this, we introduce on every
orbifold chart a kernel T ′k,U of the form (30) where the functions f (·, k) are such that
f (·, k) =
∑
k−lgl,U +O
(
k−∞
)
with the gl,U ∈ C∞(U) corresponding to the gl . The existence of T ′k,U is a consequence of the
Borel lemma as in the manifold case. Furthermore, since the functions gl,U are G-invariant and
the diagonal action of G preserves ΔU and tκΔU , we can obtain a G-invariant section T
′
k,U .
Then we piece together the Tk,UU by using a partition of unity subordinate to a cover of Mr
by orbifold charts. To do this, we have to check that two kernels Tk,U1U1 and Tk,U2U2 on two
orbifold charts
(|U1|,U1,G1,πU1), (|U2|,U2,G2,πU2)
define the same section over |U1| ∩ |U2| modulo O∞(k−∞). Recall that the compatibility
between orbifold charts is expressed by using orbifold charts (|U |,U,G,πU) which embed
into (|Ui |,Ui,Gi,πUi ). Denote by ρi :G → Gi the injective group homomorphism and by
ji :U → Ui the ρi -equivariant embeddings. We have
∀g ∈ Gi,∀x ∈ ji(U), ag.x ∈ ji(U) ⇒ g ∈ ρi(G). (34)
We have to prove that
(ji  ji)∗Tk,UiUi = Tk,UU +O∞
(
k−∞
)
. (35)
By (34), if g ∈ Gi − ρi(G), then ag(ji(U)) ∩ ji(U) = ∅. Since T ′k,Ui is O∞(k−∞) outside the
diagonal, this implies
Tk,UiUi |ji (U)×ji (U) =
∑
g∈ρi(G)
(Ag  Id)∗T ′k,Ui |ji (U)×ji (U) +O∞
(
k−∞
)
.
Furthermore, since j∗i gl,Ui = gl,U , we have
(ji  ji)∗T ′k,Ui = T ′k,U +O∞
(
k−∞
)
.
Both of the previous equation lead to (35) by using that the map ji are ρi -equivariant.
The section Tk obtained is the Schwartz kernel of an operator Tk . We do not have necessarily
ΠkTkΠk = Tk , but only
ΠkTkΠk ≡ Tk (36)
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of (36) is a consequence of Theorem 6.4 and is similar to the manifold case. Actually, if two
operators Rk and Sk satisfy Assumptions 6.1 and 6.2, the kernel Tk of their product is given on a
orbifold chart by
Tk,UU =
∑
g∈G
(Ag  Id)∗T ′k,U ,
where
T ′k,U (x, y) =
∫
U
S′k,U (x, z).R′k,U (z, y) δU (z)+O∞
(
k−∞
)
. (37)
This follows from Eq. (32). 
Theorem 6.6. Fr is a ∗-algebra and the induced product of total symbols is a star-product of
C∞(Mr)[[h¯]]. Every operator of Fr is of the form:
Πr,kMf (·,k)Πr,k +O
(
k−∞
)
, (38)
where f (·, k) is a symbol of S(Mr) and conversely. The map
E :C∞(Mr)[[h¯]] → C∞(Mr)[[h¯]]
which sends the formal series ∑ h¯lfl corresponding to the multiplicator f (·, k) into the total
symbol of the operator (38), is well defined. It is an equivalence of star-products.
Proof. As we have seen in the previous proof, the composition of kernels of operators of Fr
corresponds in a orbifold chart to a composition on a manifold (cf. Eq. (37)). So the proof in the
manifold case [6] extends directly. Let us recall the main steps. We first prove that Fr is a ∗-
algebra and compute the product of the total symbols by applying the stationary phase lemma to
the composition of the kernels. In the same way, we can compute the kernel of the operator (38),
since Πr,k belongs to Fr by Theorem 6.4. As a result of the computation, this operator belongs
to Fr and we obtain that the map E is an equivalence of star-product. From this we deduce that
conversely every operator of Fr is of the form (38). 
6.3. Spectral density of a Toeplitz operator
Let Tk be a self-adjoint Toeplitz operator over Mr . Denote by dk the dimension of Hr,k and
by E1 E2  · · ·Edk the eigenvalues of Tk . The spectral density of Tk is the measure of R
μTk (E) =
dk∑
i=1
δ(E −Ei).
Let f be a C∞ function on R. We will estimate 〈μTk , f 〉. The first step is to compute the operator
f (Tk).
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is the principal symbol of Tk then f (g0) is the principal symbol of f (Tk).
The proof is similar to the manifold case (cf. [6, Proposition 12]). Now we have
〈μTk , f 〉 =
dk∑
i=1
f (Ei) = Trf (Tk).
By the previous theorem, it suffices to estimate the trace of a Toeplitz operator. Recall that
Tr Tk =
∫
Mr
Tk(x, x)δMr (x).
Let us begin with the computation in a orbifold chart (|U |,U,G,πU ). Let η be a C∞ function
of Mr whose support is included in |U |. It follows from Assumption 6.2 that
∫
Mr
η(x)Tk(x, x)δMr (x) =
1
#G
∑
g∈G
I (g,U),
where
I (g,U) =
∫
U
ηU(x)(Ag  Id)∗T ′k,U (x, x)δU (x).
Let Ug be the fixed point set of g,
Ug = {x ∈ U ; ag.x = x}. (39)
Assume that Ug is connected. Then Ug is Kähler submanifold of U . Denote by d(g) its complex
codimension.
Let y ∈ Ug . ag :U → U induces a linear transformation on the normal space Ny =
TyU/TyU
g
. It is a unitary map with eigenvalues
b1(g), . . . , bd(g)(g)
on the unit circle and not equal to 1. Furthermore, Ag acts on the fiber of Lκr,U at y by multipli-
cation by cκ(g), where c(g) is on the unit circle. Since Ug is connected, the complex numbers
bi(g) and c(g) do not depend on y.
Lemma 6.8. The integral I (g,U) admits an asymptotic expansion
I (g,U) =
(
k
2π
)nr−d(g)
c(g)−k
∞∑
k−lIl(g,U)+O
(
k−∞
)
.l=0
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I0(g,U) =
(
d(g)∏
i=1
(
1 − bi(g)
)−1)∫
Ug
ηU (x)f0,U (x)δUg (x),
where f0 is the principal symbol of Tk and δUg is the Liouville measure of Ug .
Proof. Since |T ′k(x, y)| is O(k−∞) if x = y, we can restrict the integral over a neighborhood
of Ug . Let y ∈ Ug . Let (wi) be a system of complex coordinates of U centered at y. Since g is
of finite order, we can linearize the action of ag . So we can assume that
ag : (wi)i=1,...,nr → (w1b1, . . . ,wdbd,wd+1, . . . ,wnr ).
To simplify the notations we denoted by d , bi the numbers d(g), bi(g). In the same way, we can
choose a local holomorphic section sκr of Lκr,U , which does not vanish on a neighborhood of y
and such that
A∗gsκr = c−κ (g)sκr .
Let Hr be the function such that (sκr , sκr ) = e−κHr . Observe that Hr(ag.x) = Hr(x). Denote by tκ
the unitary section eκH/2sκ . Introduce a function H˜r (x, y) defined on U2 such that H˜r (x, x) =
Hr(x) and
(0, Z¯).H˜r ≡ 0 and (Z,0).H˜r ≡ 0
modulo O(|x − y|∞) for every holomorphic vector field Z of U . Using that
∇tκ = κ
2
(∂¯H − ∂H)⊗ tκ
we compute the section EkΔU of (30) (cf. [6, Proposition 1]), and obtain
T ′k(x, y) =
(
k
2π
)nr
e−k(
1
2 (Hr (x)+Hr(y))−H˜r (x,y))f (x, y, k)tkr (x)⊗ t−kr (y).
Consequently the integral I (g,U) is equal to
(
k
2π
)nr
c−k(g)
∫
U
e−kφg(x)f (ag.x, x, k)δU (x),
where φg(x) = Hr(x) − H˜r (ag.x, x). We estimate it by applying the stationary phase lemma.
φg vanishes along Ug . Using that a∗gHr = Hr , we obtain for i, j = 1, . . . , d ,
∂wiφg = ∂w¯i φg = ∂wi ∂wj φg = ∂w¯i ∂w¯j φg = 0
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∂wi ∂w¯j φg = (1 − bi)Hi,j
along Ug for i, j = 1, . . . , d . Furthermore,
δU (x) = det[Hi,j ]i,j=1,...,nr |dw1dw¯1 . . . dwnr dw¯nr |
which leads to the result. 
The next step is to patch together these local contributions. This involves a family of orbifolds
associated to Mr which appears also in the Riemann–Roch theorem or in the definition of orbifold
cohomology groups (cf. the associated orbifold of [19], the twisted sectors of [8], the inertia
orbifold of [20]). The description of these orbifolds in the general case is rather complicated.
Here, Mr is the quotient of P by a torus action, which simplifies the exposition (cf. [15, the
appendix]).
Consider the following set:
P˜ = {(x, g) ∈ P ×Td; lg.x = x}.
To each connected component C of P˜ is associated a element g of Td and a support C¯ ⊂ P such
that C = C¯ × {g}. C¯ is a closed submanifold of P invariant with respect to the action of Td . The
quotient
F := C¯/Td
is a compact orbifold, which embeds into Mr . Since Td does not necessarily act effectively on
C¯, F is not in general a reduced orbifold. Denote by m(F) its multiplicity.
Let (x, g) ∈ C and denote by G the isotropy group of x. Let U ⊂ P be a slice at x of the
T
d
-action. Let |U | = p(U) and πU be the projection U → |U |. Then (|U |,U,G,πU ) is an
orbifold chart of Mr . Introduce as in (39) the subset Ug of U and assume it is connected. Then
Ug = U ∩C¯. Let |Ug| = p(Ug) and πUg be the projection Ug → |Ug|. Then (|Ug|,Ug,G,πUg )
is an orbifold chart of F . So I0(g,U) in Lemma 6.8 is given by an integral over F . Furthermore,
since F is connected, there exists complex numbers
b1(g,F ), . . . , bd(F )(g,F ) and c(g,F )
on the unit circle corresponding to the numbers defined locally, with d(F ) the codimension of F
in Mr . Observe also that F inherits a Kähler structure.
Denote by F the set
F := {C¯/Td ; C¯ × {g} is a component of P˜ }.
For every F ∈ F , let TdF be the set of g ∈ Td such that F = C¯/Td and C¯ × {g} is a compo-
nent of P˜ . The point is that two components of P˜ may have the same support. Since the set of
components of P˜ is finite, the various sets F and Td are finite.F
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be a C∞ function on R. Then 〈μTk , f 〉 admits an asymptotic expansion of the form
∑
F∈F
(
k
2π
)nr−d(F ) ∑
g∈TdF
c(g,F )−k
∞∑
l=0
k−lIl(F, g)+O
(
k−∞
)
,
where the coefficients Il(F,g) are complex numbers. Furthermore,
I0(F,g) = 1
m(F)
(
d(F )∏
i=1
(
1 − bi(g,F )
)−1)∫
F
f (g0)δF ,
where δF is the Liouville measure of F .
Remark 6.10. Each orbifold F ∈ F is the closure of a strata of Mr (cf. [15, the appendix]).
For instance, Mr itself belongs to F and is the closure of the principal stratum of Mr . Note that
T
d
Mr
= {0} and that the other suborbifolds of F have a positive codimension. So at first order,
〈μTk , f 〉 =
(
k
2π
)nr ∫
Mr
f (g0)δMr +O
(
knr−1
)
.
Remark 6.11. Riemann–Roch–Kawasaki theorem gives the dimension of Hr,k in terms of char-
acteristic forms, when k is sufficiently large:
dimHr,k =
∑
F∈F
∑
g∈TdF
1
m(F)
∫
F
Td(F )Ch(Lkr ,F,g)
D(NF ,g)
.
For the definition of these forms, we refer to [19, Theorem 3.3]. Let us compare this with the
estimate of Tr(Πk) given by Theorem 6.9. First, Ch(Lkr ,F,g) ∈ Ω(F) is a twisted characteristic
form associated to the pull-back of Lkr by the embedding F → Mr . At first order
Ch
(
Lkr ,F,g
)= c(g,F )k( k
2π
)nF ω∧nFF
nF ! +O
(
knF−1
)
,
where nF = nr − d(F ) and ωF is the symplectic form of F . D(NF ,g) is a twisted characteristic
form associated to the normal bundle NF of the embedding F → Mr ,
D(NF ,g) ≡
d(F )∏
i=1
(
1 − bi(g,F )
)
mod Ω•2(F ).
Td(F ) ≡ 1 modulo Ω•2(F ) is the Todd form of F . Hence we recover the leading term I0(F,g)
in Theorem 6.9.
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and deduce Theorem 2.3. Denote by P the set of greatest common divisors of the families (pi )i∈I
where I runs over the subsets of {1, . . . , n}. For every p ∈ P , define the subset I (p) of {1, . . . , n}
I (p) := {i;p divides pi}
and the symplectic subspace Cp of Cn
Cp :=
{
z ∈ Cn; zi = 0 if i /∈ I (p)
}
.
Denote by Mp the quotient of P ∩Cp by the S1-action. Then one can check the following facts:
F = {Mp;p ∈ P}, the multiplicity of Mp is p, its complex dimension is #I (p)− 1. Furthermore,
we have
S1Mp =
{
ζ ∈ C∗; ζp = 1 and ∀i /∈ I (p), ζpi = 1},
Note that the S1Mp are mutually disjoint. Theorem 2.3 follows by using that
G =
⋃
p∈P
S1Mp
and if ζ ∈ S1Mp , then c(ζ,Mp) = ζ and the bi(ζ,Mp) are the ζpi with i /∈ I (p).
For example, if (p1,p2,p3) = (2,4,3), then P = {1,2,4,3}. There are four supports: M1 =
Mr , M2 which is 1-dimensional and M4, M3 which consist of one point. The subsets of S1
associated to these supports are
S11 = {1}, S12 = {−1}, S14 = {i,−i} and S13 =
{
eiπ/3, ei2π/3
}
.
7. The kernel of the Szegö projector of Mr
In this section, we prove that the Szegö projector Πr,k of the orbifold Mr is a Fourier integral
operator, which is the content of Theorem 6.4. In the manifold case this result is a consequence
of a theorem of Boutet de Monvel and Sjöstrand on the kernel of the Szegö projector associated
to the boundary of a strictly pseudoconvex domain [5]. We will not adapt the proof of Boutet
de Monvel and Sjöstrand. Instead we will deduce this result from the same result for the Szegö
projector of M , i.e. we will show that
Πk ∈F ⇒ Πr,k ∈Fr .
First we define the algebra Fλ, that we introduced in Section 5 for a free torus action. Then
following an idea of Guillemin and Sternberg (cf. [13, the appendix]), we prove that Πλ,k ∈Fλ.
Then we relate the algebras Fλ and Fr as in Theorem 5.10 and deduce Theorem 6.4. To compare
with Section 5, the proof of Theorem 5.5 was in reverse order, i.e. we showed that Πr,k ∈Fr ⇒
Πλ,k ∈Fλ.
We think that the ansatz we propose for the kernel of Πr,k is also valid for a general Kähler
orbifold, not obtained by reduction. But here, it is easier and more natural to deduce this by
reduction.
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Since the Td -action is not necessarily free, we have to modify the definition of the algebra Fλ.
We consider M as an orbifold and give local ansatz in orbifold charts as we did with the Toeplitz
operators in Section 6.2.
Introduce as in Remark 3.8 an orbifold chart (|U |,U,G,πU ) of Mr with the associated orb-
ifold chart (|V |,V ,G,πV ) of PC. Denote by ag (respectively lθ ) the action of g ∈ G (respectively
θ ∈ Td ) on V . These actions both lift to LκV := π∗V Lκ . We denote them by Ag and Lθ .
Define the data (ΛV , tκΛV ) corresponding to the data (Λ, t
κ
Λ) of Section 5.3.
ΛV :=
{
(θ,0, u, θ ′,0, u) ∈ V 2; θ, θ ′ ∈ Td and u ∈ U},
tκΛV (θ,0, u, θ
′,0, u) := Lθ−θ ′ .z⊗ z−1 if z ∈ LκV,(θ ′,0,u) and z = 0.
Note that tκΛV is well defined because the T
d
-action on V is free. In the definition of an operator
Tk of Fλ, we will assume that the lift Tk,V V of its Schwartz kernel Tk to V 2 satisfies
Assumption 7.1. There exists a section T ′k,V of L
k
V L
−k
V invariant with respect to the action of
T
d ×Td and the diagonal action of G and of the form
T ′k,V (x, y) =
(
k
2π
)n−d/2
EkΛV (x, y)f (x, y, k)+O∞
(
k−∞
) (40)
on a neighborhood of ΛV , where EκΛV and f (·, k) satisfy the assumptions (26)(i) and (26)(ii)
with (Γ, tκΓ ) = (ΛV , tκΛV ), such that
Tk,V V =
∑
g∈G
(Ag  Id)∗T ′k,V .
The whole definition of an operator of Fλ is the following.
Definition 7.2. Fλ is the set of operators (Tk) with Schwartz kernel Tk such that:
• ΠkTkΠk = Tk and L∗θTk = TkL∗θ = Tk , for all θ ∈ Td ;
• Tk is O∞(k−∞) on every compact set K ⊂ M2 such that K ∩Λ = ∅;
• Tk satisfies Assumption 7.1 for every orbifold chart (|V |,V ,G,πV ).
By adapting the proof of Theorem 5.8, we define the symbol map.
Proposition 7.3. There exists a map σ : Fλ → C∞(Mr)[[h¯]] which is onto and whose kernel
consists of smoothing operators.
The following theorem will be proved in the next subsection.
Theorem 7.4. Πλ,k is an elliptic operator of Fλ.
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Πλ,k itself does not vanish when k is sufficiently large, so Hλ,k is not reduced to (0) when k is
large enough. This completes the proof of the Guillemin–Sternberg Theorem 3.3 in the orbifold
case.
In Proposition 6.5, we defined the total symbol map σ :Fr → C∞(Mr)[[h¯]] and prove that
its kernel consists of smoothing operators, without using that Πr,k ∈Fr . We can now generalize
Theorem 5.10.
Theorem 7.6. The map Fλ → Fr which sends Tk into VkTkV∗k is well defined and bijective.
Furthermore, the total symbols of Tk ∈Fλ and VkTkV∗k are the same.
The proof follows the same line as the proof of Theorem 5.10. To every chart (|V |,V ,G,πV )
of M is associated a chart (|U |,U,G,πU). Assumption 7.1 corresponds to Assumption 6.2.
As a corollary of this theorem, the total symbol map σ :Fr → C∞(Mr)[[h¯]] is onto. Further-
more, it follows from the stationary phase lemma that Fr is a ∗-algebra and the induced product
∗r on C∞(Mr)[[h¯]] is a star-product.
Let Π˜r,k be an operator of Fr whose total symbol is the unit of (C∞(Mr)[[h¯]],∗r ).
Lemma 7.7. (WkΠ˜r,kW∗k)(V∗kVk) = Πλ,k + Rk , where Rk is O(k−∞).
Proof. Since W∗kV∗k = Πr,k and V∗kW∗k = Πλ,k , we have
WkΠ˜r,kW∗kV∗kVk = WkΠ˜r,kVk = WkΠ˜r,kVkV∗kW∗k.
By Theorem 7.6, VkV∗k = VkΠλ,kV∗k belongs toFr since Πλ,k belongs toFλ. From the symbolic
calculus of the operators of Fr , it follows that
Π˜r,k
(
VkV∗k
)≡ (VkV∗k)
modulo an operator of Fr whose total symbol vanishes. Applying again Theorem 7.6, we obtain
that
Wk
(
Π˜r,k(VkV∗k)
)
W∗k ≡ WkVkV∗kW∗k
modulo an operator of Fλ whose total symbol vanishes. The left-hand side is equal to
WkΠ˜r,kW∗kV∗kVk and the right-hand side to Πλ,k . This proves Lemma 7.7. 
Denote by (V∗kVk)−1 the inverse of V∗kVk on Hλ,k , that is
Πλ,k
(
V∗kVk
)−1
Πλ,k =
(
V∗kVk
)−1
and(
V∗kVk
)(
V∗kVk
)−1 = (V∗kVk)−1(V∗kVk)= Πλ,k.
Lemma 7.7 implies that
(
V∗kVk
)−1 = WkΠ˜r,kW∗k − Rk(V∗kVk)−1. (41)
346 L. Charles / Journal of Functional Analysis 236 (2006) 299–350By Theorem 7.6, WkΠ˜r,kW∗k belongs to Fλ.
Lemma 7.8. Rk(V∗kVk)−1 is O(k−∞).
Proof. Since WkΠ˜r,kW∗k belongs to Fλ, its kernel is O(kn−d/2). So WkΠ˜r,kW∗k is O(kn−d/2).
Using that Rk is O(k−∞), it follows from (41) that (V∗kVk)−1 is O(kn−d/2). 
We deduce from this that (V∗kVk)−1 ∈Fλ. We have
Πr,k = Vk
(
V∗kVk
)−1V∗k.
Consequently Theorem 7.6 implies that Πr,k ∈Fr .
7.2. The projector Πλ,k
This section is devoted to the proof of Theorem 7.4. We use that Πk ∈ F together with the
following consequence of (16):
Πλ,k(x, x) =
∫
Td
(
(Lθ  Id)∗Πk
)
(x, x)δTd (θ). (42)
The only difficult point is to prove that Πλ,k satisfies Assumption 7.1.
Introduce an orbifold chart (|V |,V ,G,πV ) of M as in the previous section. Denote by
Πλ,k,V V and Πk,V V the lifts of Πλ,k and Πk to V 2. Then
Πλ,k,V V (v, v) =
∫
Td
(
(Lθ  Id)∗Πk,V V
)
(v, v)δTd (θ).
We know that Πk ∈F . So Πk,V satisfies Assumption 6.2 for the orbifold M . Denote by Π ′k,V an
associated kernel such that
Πk,V V =
∑
g∈G
(Ag  Id)∗Π ′k,V .
If we prove that Π ′λ,k,V given by
Π ′λ,k,V (v, v) =
∫
Td
(
(Lθ  Id)∗Π ′k,V
)
(v, v)δTd (θ) (43)
satisfies (40), we are done. So the proof is locally reduced to the manifold case.
Let us relate the section EκΔV and E
κ
ΛV
appearing in (30) and (40). Let
sκ :V → LκV
be a holomorphic Td -invariant section which does not vanish. Introduce the real function H suchC
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EκΔV (v, v) = e−κφΔ(v,v)tκ (v)⊗ tκ (v), EκΛV (v, v) = e−κφΛ(v,v)tκ (v)⊗ tκ (v).
So we have
Π ′k,V (v, v) =
(
k
2π
)n
e−kφΔ(v,v)f (v, v, k)tk(v)⊗ tk(v)+O∞
(
k−∞
)
.
Assumption (26)(i) determines only the Taylor expansion of EκΓ along Γ . Hence, the functions
φΔ and φΛ are unique modulo a function which vanishes to any order along the associated
Lagrangian manifold.
Recall that we introduced a function ϕ in Proposition 4.8. Let ϕ˜(v, v) be a function such that
such that ϕ˜(v, v) = ϕ(v) and
Z¯ϕ˜ ≡ Z.ϕ˜ ≡ 0
modulo O(|v − v|∞) for every holomorphic vector field Z of V . Here Z¯ϕ˜ (respectively Z.ϕ˜)
denote the derivative of ϕ˜ with respect to the vector field (Z¯,0) of V 2 (respectively (0,Z)). We
use the same notation in the following.
Lemma 7.9. We can choose the functions φΛ and φΔ in such a way that
φΔ(v, v) = φΛ(v, v)− ϕ˜(v, v).
Proof. Recall that V = Td × td ×U  (θ, t, u) = v. By Proposition 4.8, we have
H(v) = Hr(u)+ ϕ(t, u). (44)
By reduction, U is endowed with a complex structure (cf. Section 3.2). Introduce a function
H˜r (u,u) such that H˜r (u,u) = Hr(u) and
Z¯H˜r ≡ Z.H˜r ≡ 0 mod O
(|u− u|∞)
for every holomorphic vector field Z of U . Then
φΛ(v, v) := 12
(
H(v)+H(v))− H˜r (u,u) (45)
is a function associated to ΛV . This is easily checked using that
∇tκ = κ
2
(∂¯H − ∂H)⊗ tκ .
Set H˜ (v, v) = H˜r (u,u)+ ϕ˜(v, v). In the same way we get that
φΔ(v, v) := 12
(
H(v)+H(v))− H˜ (v, v)
is a function associated to ΔV . 
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Π ′λ,k,V (v, v) =
(
k
2π
)n−d/2
e−kφΛ(v,v)g(v, v, k)tk(v)⊗ tk(v)+O∞
(
k−∞
)
,
where
g(v, v, k) =
(
k
2π
)d/2 ∫
W
ekφ(θ
′,v,v)f (θ + θ ′, t, u, v, k)|dθ ′|,
W is any neighborhood of 0 in Td and φ(θ ′, v, v) = ϕ˜(θ + θ ′, t, u, v).
Proof. Since L∗θ tk = tk , (43) implies
Π ′λ,k,V (v, v) ≡
(
k
2π
)n
tk(v)⊗ tk(v)
∫
Td
e−kφΔ(θ+θ ′,t,u,v)f (θ + θ ′, t, u, v, k)|dθ ′|
modulo O∞(k−∞). Replacing θ ′ + θ − θ by θ ′, this leads to
Π ′λ,k,V (v, v) ≡
(
k
2π
)n
tk(v)⊗ tk(v)
∫
Td
e−kφΔ(θ+θ ′,t,u,v)f (θ + θ ′, t, u, v, k)|dθ ′|
modulo O∞(k−∞). Since the imaginary part of ΦΔ is positive outside the diagonal of V 2, we
can restrict the integral over any neighborhood W of 0 in Td . Now using Lemma 7.9 and the fact
that φΛ is independent of θ which appears in Eq. (45), we obtain the result. 
To complete the proof of Theorem 7.4, it suffices to prove that g(·, k) admits an asymptotic
expansion in power of k for the C∞ topology on a neighborhood Λ ∩ V 2. We prove this by
applying the stationary phase Lemma [16]. So the result is a consequence of the following lemma.
Lemma 7.11. Let (v0, v0) ∈ Λ∩V 2. Then the Hessian d2θ ′φ at (0, v0, v0) is a real definite positive
matrix. Furthermore, on a neighborhood of (0, v0, v0) in Td × V 2,
φ =
∑
hij (∂θ ′i φ)(∂θ ′j φ),
where the hij are C∞ functions of θ ′, v, v.
Before we prove this lemma, let us state some intermediate results. If h is a function of
C∞(V ), we denote by h˜ a function of C∞(V 2) such that h˜(v, v) = h(v) and
Z¯.h˜ ≡ Z.h˜ ≡ 0 mod O(|v − v|∞) (46)
for every holomorphic vector field Z of V .
Denote by t i the coordinates of t = ∑ t iξi ∈ td . Let us compute the derivatives of h˜ with
respect to the vector fields ∂θj = ξ# and ∂tj = Jξ# acting on the left and the right, respectively.j j
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i∂θj h˜ ≡ ∂tj h˜ ≡ −i∂θj h˜ ≡ ∂tj h˜ ≡
1
2
h˜j mod O
(|v − v|∞),
where hj = ∂tj h.
In particular, we obtain the following relations:
2∂tj t˜ i ≡ δij , 2∂tj t˜ i ≡ δij , 2∂θj t˜ i ≡ −iδij , 2∂θj t˜ i ≡ iδij (47)
modulo O(|v − v|∞).
Proof. Since [Z,∂θj ] (respectively [Z,∂tj ]) is a holomorphic vector field when Z is, the various
derivatives we need to compute satisfy Eq. (46). So we just have to compute their restriction to
the diagonal of V 2. To do this observe that
〈dh˜, ∂θj + i∂tj 〉|(v,v) = 0, 〈dh˜, ∂θj − i∂tj 〉|(v,v) = 0
since ∂θj − i∂tj = ξ#j − iJ ξ#j is holomorphic. Furthermore,
〈dh˜, ∂θj + ∂θj 〉|(v,v) = 0, 〈dh˜, ∂tj + ∂tj 〉|(v,v) = ∂tj .h(v)
since h˜(v, v) = h(v) and h is Td -invariant. 
Proof of Lemma 7.11. Let us write ϕ(v) = 12
∑
t i t j ϕij (v) on a neighborhood of v0. Conse-
quently, we have on a neighborhood of (v0, v0)
ϕ˜ = 1
2
∑
t˜ i t˜ j ϕ˜ij . (48)
It follows from Eq. (47) and Proposition 4.10 that
∂θi ∂θj ϕ˜(v0, v0) = −ϕij (v0) = −2g
(
ξ#i , ξ
#
j
)
(v0).
The first part of the lemma follows. By (48) there exist C∞ functions h1ij such that ∂θi ϕ˜ =∑
t˜ j h1ij on a neighborhood of (v0, v0). Derivating with respect to θ , we obtain
h1ij (v0, v0) = −iϕij (v0).
Hence it is an invertible matrix and there exist functions h2ij such that t˜ i =
∑
h2ij ∂θj ϕ˜ on a
neighborhood of (v0, v0). By (48),
ϕ˜ =
∑
h3ij (∂θi ϕ˜)(∂θj ϕ˜)
for some C∞ functions h3ij on a neighborhood of (v0, v0). The second part of the lemma fol-
lows. 
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