In this article, we present an efficient algorithm to compute the faithful rounding of the l 2 -norm of a floatingpoint vector. This means that the result is accurate to within 1 bit of the underlying floating-point type. This algorithm does not generate overflows or underflows spuriously, but does so when the final result calls for such a numerical exception to be raised. Moreover, the algorithm is well suited for parallel implementation and vectorization. The implementation runs up to 3 times faster than the netlib version on current processors.
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To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2015 ACM 0098-3500/2015/10-ART24 $15.00 DOI: http://dx.doi.org/10.1145/2699469 public version of LAPACK [Anderson et al. 1999] released by netlib 1 essentially compute the l 2 -norm as x × x/ x 2 , where x is max j |x j |. That implementation requires n divisions in total, which is significantly more expensive than the naïve formula would suggest. Spurious exceptions aside, accuracy is also an issue with implementations that rely on accumulation of squares in working-precision arithmetic. In the worstcase scenario, the last log 2 (n) bits of the binary floating point result could be corrupted. Equivalently, the last log 10 (n) digits of the result, when displayed in decimal, could be corrupted. Improving the accuracy of l 2 -norm computation enhances the qualities of the larger computational tasks relying on it. Moreover, a highly accurate l 2 -norm improves the chances of obtaining reproducible numerical results should the l 2 -norm computation be done in parallel, with threads or vector-floating-point (SIMD) instructions 2 . In this article, we present a new division-free l 2 -norm algorithm that is amenable to straightforward parallel implementations. We prove that the algorithm always returns a faithfully rounded result, to be defined rigorously later. For now (and informally) , this means that the result is accurate to within one bit of the underlying floating-point type.
The algorithm also reports overflow and underflow faithfully, a property to be defined later. Loosely speaking, these exceptions are triggered only when the true value x 2 calls for the event. On current processors (with AVX extensions), our implementation runs at least as fast as the netlib version, and up to three times faster when the IEEE754 fused-multiply-add instruction is available.
There are two main features of our algorithm. First, it accumulates the squares, x 2 j , using a pair of floating-point numbers, providing essentially double the underlying floating-point precision. Our technique is similar to the addition operator in the double-double library [Li et al. 2002] but at almost twice the speed by exploiting the nonnegative nature of sum of squares. We provide a rigorous analysis of the accuracy properties of our accumulation process. Second, we eliminate all spurious exceptions by scaling the input data, but without using division. The technique is a "binning" method and is similar to the one proposed in Blue [1978] : the vector elements x j are grouped-that is, binned-into small, medium, and large inputs, such that, after appropriate scaling up or down, their squares in each bin can be computed without spurious overflow or underflow. However, we improve the binning technique in that [Blue 1978] requires three bins and we use only two bins here, resulting in economy of registers usage and performance improvement. The accumulation and binning are amenable to straightforward parallel implementations. Our reference implementation uses data parallelism through SIMD instructions, but adding thread parallelism is straightforward. Our technique does not incur any memory overhead; in particular, each vector element x j is read only once, the same way it would be in other approaches.
We organize the rest of the article as follows. Section 2 defines the key technical terms. We formulate our main problem and state our objectives. We present and establish the main theorem in Section 3. The essence is that, if x 2 2 is computed to enough accuracy as a floating-point pair as "leading"-plus-"correction," then a standard IEEE-conforming square root on the "leading" part yields a faithfully rounded l 2 -norm. Section 4 presents a serial and parallel l 2 -norm algorithm without binning. In the absence of exceptions, we prove the numerical properties of these two algorithms, which will lay the foundation for the actual binned algorithms that provide the spurious-exception-free property. Section 5 presents the binned versions and the proofs of the faithful rounding and spurious-exception-free nature. Section 6 shows numerical and performance test results to corroborate with the theoretical analysis presented. throughout this article. Closely related to F is the set F where no upper limit of the exponent is imposed:
). In particular, numbers x ∈ F where 0 < |x| < 2 e min are also denormalized. For any real number α ∈ R, •(α) is the IEEE round-to-nearest-even function that maps any finite real number to F , • : R → F . The rounding •(α) of a real number α is the number in F that is closest to α, with a tie broken by choosing •(α) to have an even mantissa (least-significant bit being zero). A crucial property of •(α) is best stated in terms of the ulp (units of last place) function defined as follows. For all α ∈ R,
Note that this definition of ulp reflects the floating-point arithmetic properties in the denormalized range. For any real number α and integer k such that both |α| and
, and ulp(α) ≤ 2|α|ε where equality ulp(α) = 2|α|ε holds if and only if log 2 (|α|) is an integer. It is easy to see that •(α) is at worst half a unit of last place away from α: For a real number α, |α| ∈ [2 e , 2 e+1 ], then |•(α) − α| ≤ ulp(α)/2. Note that this holds even for e < e min .
The clipping function clip maps floating-point numbers in
The four basic IEEE arithmetic operations ⊕, , ⊗, can be defined in terms of the rounding and clipping functions:
for any * ∈ {+, −, ×, /} and a, b ∈ F (with b = 0 if the operation " * " is division). Similarly, the IEEE square root function sqrt is defined as sqrt(
The clipping function is not needed here, as √ x ≤ F large . For any α ∈ R, we define α's faithful set of floating-point numbers ♦(α) as follows. ♦(α) is the singleton {α} if α ∈ F . Otherwise, ♦(α) is the set of two numbers in F that are closest to α from below and above. In other words,
Clipping the set ♦(α) is by definition the set consisting of the clipping of each of the elements in ♦(α): clip(♦(α)) = {clip(a)|a ∈ ♦(α)}.
This article presents a parallelizable and division-free algorithm AccuNrm2 such that for all vectors x of practical length, AccuNrm2(x) ∈ clip(♦( x 2 )) where
T , x j ∈ F. We call this numerical property a faithful rounding of x 2 . Note that our definition of faithful rounding is slightly stronger than that in Muller et al. [2010] , differing with it only in the case when x 2 ≥ 2 e max +1 . In this case, our definition requires that +∞ be returned, while the definition in Muller et al. [2010] allows either +∞ or F large to be a faithful rounding.
In addition to computing a faithfully rounded numerical value, AccuNrm2(x) also reports overflow and underflow faithfully in the following sense. Given an implementation G(x) of a function g(x), we say G(x) reports (1) overflow faithfully if: -G(x) never reports an overflow when |g(x)| ≤ F large .
-G(x) always reports an overflow when |g(x)| ≥ 2 e max +1 . (2) underflow faithfully:
e min +1 ε always, -if underflow is unmasked, G(x) reports underflow.
-if underflow is masked and g(x) ∈ F, then G(x) = g(x) and does not report underflow.
We emphasize that achieving faithful rounding is nontrivial. One can show that
is the exact sum of squares (or inner product). This says that the correctly rounded square root of the correctly rounded sum of squares is a faithfully rounded l 2 -norm. Nevertheless, computing the correctly rounded sums of squares is very expensive [Ogita et al. 2005; Rump et al. 2008a Rump et al. , 2008b . On the other hand, examples exist in which •( √ S) / ∈ ♦( x 2 ) for some S ∈ ♦(σ ). That is, computing the σ to only slightly worse than the correctly rounded sum of squares can cause unfaithful rounding. Our algorithm, in essence, computes a floating-point number S ≈ σ very accurately and yet efficiently. Theorem 3.3 gives a condition on the accuracy of S that guarantees •( √ S) to be a faithful rounding of x 2 . The fact •( √ •(σ )) ∈ ♦( x 2 ) alluded to earlier follows trivially from Theorem 3.3 as well. The fundamental task is that of computing σ = j x 2 j accurately. As we will see later, it is possible to transform this computation into a sum without loss of information (no rounding error). The problem is now transformed into the accurate computation of a sum. There is abundant literature about floating-point summation (see Higham [2002, chap. 4] , Knuth [1998] , Ogita et al. [2005] , Rump et al. [2008a Rump et al. [ , 2008b , Rump [2009] , and Hayes [2009, 2010] and references therein). For our purpose, we only need an accurate summation algorithm whose precision is doubled because the entries are nonnegative numbers. For such a precision, a straightforward adaptation of the algorithm Sum2 [Ogita et al. 2005 ] is very efficient since it requires 8(n−1) floating-point operations (flops), where n is the size of the vector. The resulting sum has a relative error no more than on the order of n 2 ε 2 . Another choice is to use the double-double arithmetic presented in Li et al. [2002] . The resulting sum is much more accurate, having a relative error no more than 2nε 2 /(1 − 2nε 2 ). The cost, however, is 20(n − 1) flops. The difference between the two algorithms comes from the "renormalization steps" that are present in the double-double library. As will be shown later, an error bound in the order of nε 2 , as opposed to n 2 ε 2 , is crucial if faithful rounding is to be guaranteed for a general vector length n. Therefore, we devise an algorithm that is faster than, but of comparable accuracy to, the addition operator in the double-double library. Instead of performing two renormalization steps in the addition of two doubledouble numbers, we perform only one renormalization step in a careful manner. The resulting error bound is 3nε 2 /(1 − 3nε 3 ), at a cost of 11(n − 1) flops, which is almost twice as fast as 20(n − 1) flops.
A naïve computation of the l 2 -norm can cause spurious overflow and underflow. The netlib library addresses the overflow issue, but not that of underflow. Spurious underflow can cause significant performance degradation. Blue [1978] uses three bins to eliminate spurious overflows and underflows. Accuracies of the netlib and Blue algorithms are comparable, in which close to log 10 (n) digits can be corrupted in the worst case. In summary, our algorithm is accurate to within 1 binary bit, free from spurious over/underflows, and run fasters than the netlib version.
We state without proofs the following elementary facts about floating-point arithmetic. These facts and notations will be used freely in the subsequent sections.
-Let a, b ∈ F . The absolute error bound
holds for all op ∈ {+, −, ×, /} (excluding division by zero). The relative error bound
holds for op ∈ {+, −}. For op ∈ {×, /}, this relative error bound holds if F small ≤ |a op b| (excluding division by zero).
-Rounding to nearest is monotonic: Given real numbers α, β ∈ R, α ≤ β implies
Furthermore, S and s can be computed from a and b by a sequence of instructions involving ⊕ and (see e.g., Knuth [1998, Theorem B, page 236] and Dekker [1971] ). We encapsulate these facts by the two functions TwoSum(a, b) and FastTwoSum(a, b). They deliver S and s, where S + s = a + b and •(S + s) = S. The former handles general a and b and requires 6 floating-point operations; the latter requires only 3 floating-point operations, but relies on the assumption that |a| ≥ |b|. Mapping a, b to S, s is usually called an error-free transformation, as a + b = S + s exactly. Our algorithm and its implementation use both functions. -Similar to error-free transformations for sum, we have error-free transformations for product. For a, b ∈ F, if |ab| ≥ F small /ε, and
In particular, the value p = a × b − P satisfies the relationship P + p = a × b and •(P + p) = P. P and p can be computed from a and b with the IEEE754-2008 fused multiply-add (FMA) instruction: P := a ⊗ b and p := •(a × b − P). Alternatively, one can use a sequence of ⊕, , and ⊗ instructions, as outlined in Dekker [1971] . We denote the exact product function that returns P and p by TwoProd(a, b). Our implementation uses either the FMA-based sequence or the sequence given in Dekker [1971] , depending on whether the FMA instruction is supported on the available hardware.
MAIN THEOREM
The goal is to compute
Our algorithm is built on the core case, when σ is within the "normal" range of [F small , F large ]. We first compute an accurate floating-point approximation, S, to σ . The IEEE square root (correctly rounded) •( √ S) is returned as the final result. This section shows that if S is accurate to within a specific threshold, the final result is faithful:
PROOF. Let a = •(α ). We first note that a and α are close to one another:
To prove a ∈ ♦(α), we analyze all of the three possibilities of a = α, a < α and a > α.
The case of a = α is trivial because a ∈ F ; therefore, a ∈ {a} = ♦(a) = ♦(α).
Consider the case of a < α. This means that a < 2 e+1 . Hence, a ∈ [2 e , 2 e+1 ) if e ≥ e min , and a ∈ [0, 2 e min ) if e < e min . Regardless, the next floating-point number in F that is bigger than a is a + ulp(2 e ). We have
Therefore, while a < α, the next floating-point number above a is strictly bigger than α. In other words, a = max{y ∈ F # |y ≤ α}. This says that a ∈ ♦(α) by definition. Consider now the final case: a > α. Since a > 2 e , we either have a ∈ (2 e , 2 e+1 ] if e ≥ e min , or a ∈ (0, 2 e min ] if e < e min . In either case, the next number in F that is smaller than a is a − ulp(2 e ).
Therefore, while a > α, the next floating-point number below a is strictly less than α.
In other words, a = min{y ∈ F |y ≥ α}. This says once again that a ∈ ♦(α). The proof is now complete.
PROOF. We will first establish the fact that
. By assumption, 
PROOF. We establish this theorem by showing that √ σ and √ S satisfy the conditions for α and α in Lemma 3.1. The assumption
We derive an upper bound of | √ S − √ σ | as follows.
, by (2)
There is a unique interval of the form [2 2e , 2 2e+2 ) that contains σ . If σ is in the "left" half: 
We accomplish this by using Equation (3) and the simple case analysis tabulated here:
FAITHFUL 2-NORM: CORE CASE
T be the vector in question. The core algorithm considers the case of normal range in the sense that σ = x T x is safely away from overflow and that the least significant bit of each of the x 2 j does not underflow. More formally, we consider vectors x in safe range, defined as (1) σ ≤ F large /2, and (2) for all j, x j is either 0, or in the range F small /ε 2 ≤ x 2 j ≤ F large . We use a data type, double-FP, consisting of two floating-point numbers. We denote them, for example, by A = [A, a] . A is the double-FP variable, and the actual pairs of floating-point numbers are A and a. They have the characteristics •(A + a) = A, which means that a is a "tail" part to add extra precision to A. The mathematical sum of the two components represents a value of at least twice the precision of the underlying floating-point number. Here is the core algorithm for computing the sum of squares j x 2 j . We make the crucial distinction between an assignment operation ":=" in an algorithm and the mathematical equality sign "=". [S, s] returned by SumOfSquares satisfies |(S+s)−σ | < εσ/8, then •( √ S) is a faithful rounding of √ σ = x 2 . Since SumOfSquares is summing n double-FP type, standard error analysis (see, e.g., Chapter 3 of Higham [2002] ) shows that the relative error is bounded by n−1 (δ), where (δ) = δ/(1 − δ) and δ is the relative error bound on the underlying addition operation, which is the SumNonNeg function. Theorem 4.1 shows that this δ is 3ε 2 . From that, we can deduce the length limit of x within which |(S + s) − σ | < εσ/8. 
PROOF. The theorem clearly holds if α or β is zero. Moreover, it is clear that SumNonNeg is insensitive to the order of its two input arguments. It suffices, therefore, to consider α ≥ β > 0. There are only two rounding errors in the entire function: 
Because |a| ≤ ulp(α)/2, |a| ≤ ulp(σ )/2. Similarly, |b| ≤ ulp(σ )/2. Therefore,
and |a + b| ≤ ulp(σ ). But |a + b| = ulp(σ ) only when |a| = |b| = ulp(σ )/2, which implies a + b is representable exactly in F and δ c = 0. When |a + b| < ulp(σ ), we have ulp(a + b) ≤ ulp(ulp(σ/2)). Hence, using basic properties of the ulp function stated in Section 2,
We now show that |δ d | ≤ 2σ ε 2 . Indeed
To complete the estimate on |δ d |, we analyze |c|. There are only two possibilities: either e α ≥ e β + 1 or e α = e β . We show that each situation leads to |δ d | ≤ 2σ ε 2 . Consider the case of e α ≥ e β +1. We have |a| ≤ ulp(σ )/2 and |b| ≤ ulp(σ )/4. Therefore,
Equation (5) implies that
Consider the case of e α = e β . In this situation, we must have e σ = e α + 1 and ulp(α) = ulp(β) = ulp(σ )/2. As a result, |a| + |b| ≤ ulp(σ )/2 and |c| ≤ (1 + ε)ulp(σ )/2, thus
Equations (4), (6), and (7) together show that |δ c | + |δ d | ≤ 3σ ε 2 , and the theorem is proved. THEOREM 4.2. Let n be the length of a vector x in safe range and σ denote j x 2 j . Let SumOfSquares(x) return the result [S, s] . Then
where (δ) = δ/(1 − δ). In particular, if the length n satisfies n < ((24 + ε)ε) −1 , then
PROOF. From Theorem 4.1 and standard error bound on adding n nonnegative floating-point types [Higham 2002 ] with an addition operation of relative error bounded by 3ε 2 ,
is an increasing function in in the range 0 ≤ < 1/δ, for n < ((24 + 3ε)ε)
where L = ((24 + 3ε)ε) −1 .
That maximum vector length bound L = ((24 + 3ε)ε) −1 corresponds to L = 699050 for IEEE754 binary32 and L ≤ 3.76 · 10 14 for IEEE754 binary64. We parallelize SumOfSquares in an obvious manner: partition the input vector x to τ subvectors of roughly equal length. Perform the sum of squares on each subvector in parallel. This parallelism can be realized either at the thread level or data level, the latter using SIMD vector instructions such as SSE or AVX. The partial sums of squares are then accumulated in a serial manner.
function SumOfSquaresP(x) // Parallel SumOfSquares Partition x into τ portions, x (t) , t = 1, 2, . . . , τ // length of each x (t) is no more than m = n/τ . In particular,
PROOF. We document the two stages of errors with the following notations. Let
. . , τ , and σ = τ t=1 σ (t) denote the exact partial and exact complete inner products, respectively. Let
, exact sum of approximate partials, σ = S + s, approximate sum of approximate partials.
For the computed partials, for which we are summing no more than m = n/τ double-FP types, we have
This implies that
Similarly,
Combining Equations (8) through (10),
Equation (11) follows from its preceding line as long as 3ε 2 ≤ (n + m+ 2) −1 , and Equation (12) follows from Equation (11) because (3ε 2 ) + (3ε 2 ) ≤ + (3ε 2 ). Finally, whenever m + τ ≤ n − 1, m+τ (3ε 2 ) ≤ n−1 (3ε 2 ). The proof is now complete.
We remark that the number of threads τ is typically much smaller than the vector length n. In a common scenario, τ equals the number of cores that is in the order of 10 or so. Moreover, threading is beneficial only when there is enough work per thread, implying that m = n/τ is in the order of 100 or more. Thus, m + τ ≈ n/τ , implying that m + τ ≤ n − 1. This says that a parallel sum of squares is, in general, more accurate than the serial version. In particular, as long as n < ((24 + ε)ε) −1 and [S, s] is obtained with SumOfSquares or SumOfSquaresP, an IEEE conforming square root evaluation sqrt(S) produces a faithfully rounded x 2 for x whose elements fall in the core range discussed here.
FAITHFUL 2-NORM: GENERAL CASE
That the simple accumulation of σ = n j=1 x 2 j is susceptible to spurious exceptions can be illustrated by the simple example of n = 8, x j = •(2 F large ) for j ≤ 4 and x j = •( √ F small /2), j > 4. While x 2 is approximately 4 F large , overflows in computing x 2 j for j ≤ 4 leads to a computed σ of +∞, rendering the final computed l 2 -norm completely wrong. This is why general-purpose software such as LAPACK's public release essentially computesx j (x j /x) 2 , wherex = max j |x j |. While this strategy resolves the spurious overflow problem satisfactorily, spurious underflows can still be triggered. If underflow is masked, spurious underflow is harmless to the final numerical results. Nevertheless, these spurious underflows may significantly degrade performance on computing platforms that handle underflow via a trapping mechanism.
We present here an algorithm that returns a value in clip(♦( x 2 )) and reports overflows and underflows faithfully, as defined in Section 2. Let σ = j x 2 j denote the sum of squares. Our algorithm first computes Z, a faithful rounding of a scaled l 2 -norm x 2 = γ −m/2 x 2 , that is, Z ∈ ♦( x 2 ). The factor γ −m/2 is chosen so that γ m is an even power of 2, γ −m/2 ∈ F, and x 2 ∈ [F small , F large ]. We shall describe a way to choose γ and to compute m later. The final result is returned, naturally, as γ m/2 ⊗ Z. Theorem 5.1 establishes rigorously that not only does the numerical value γ m/2 ⊗ Z ∈ clip(♦( x 2 )), but the multiplication also reports overflow and underflow faithfully. The remainder of this section focuses on the computation of Z ∈ ♦( x 2 ). Second, our combination of the binned partial sums of squares are done in a way that guarantees a faithfully rounded scaled l 2 -norm.
The basic idea is to divide the entire input range of |x j | into three "equal" subranges, where sums of squares of data in the middle (interior) subrange does not generate exceptions. Data in the two exterior ranges are scaled into the interior subrange. Now, the specifics. Define the even integer E by E = min{e | 3e ≥ e max − e min − log 2 (ε), e is even}.
From E, we define a scale factor γ = 2 −E and use the following notations.
In particular, γβ hi = β lo . We tabulate the specific values for binary32 and binary64 here. 
By design, β lo ≤ | x j | < β hi for x j ∈ A ∪ B ∪ C. Denote the partial, scaled, sums of squares as
Clearly, the "bin sums" are in the range
by assuming n ≤ 1/ε. Furthermore,
A straightforward implementation can collect all three bins, and invoke the SumOfSquares function (or the parallel version) on each of the bins, followed by some appropriate combination method to arrive at the final result. Our implementation, in fact, keeps and processes only two bins. The observation is that A and C are never needed simultaneously. If A is nonempty, then Equation (13) and the fact that
Neglecting γ 2 σ C altogether incurs a relative error (much) less than ε 2 . A similar estimate shows that keeping σ B is nevertheless necessary in order not to lose too much accuracy.
Briefly speaking, our implementation starts the binning process by keeping the interior (middle) bin and one exterior bin. When the first element belonging to A appears, the existing exterior bin is replaced with that element, and elements from C are never collected from that point onwards. Let us mention that the logic required to decide whether the first element belonging to A has already appeared or not can be implemented using nothing but masks, not requiring branches. Denote the two actually maintained bins by U and V, then
where k = −2 if U corresponds to A, and k = 0 if U corresponds to B. In either case, the "two-bin" sum of squares σ 2 satisfies |σ 2 − σ | ≤ ε 2 σ, and σ 2 ≤ (1 + ε 2 )σ.
To compute σ 2 , the SumOfSquares function is applied to each of the two resulting bins, yielding two double-FP variables U = [U, u] and V = [V, v] . Both U + u and V + v approximate their targets with high relative accuracies:
where (δ) = δ/(1 − δ). Using n instead of n − 1 for simplicity, we have
and
We handle S, s] . Denote by σ the scaled sums of squares σ = γ
PROOF. We group the total errors incurred in computing σ as γ m σ into three stages. In Stage 1, the value σ , which is exactly represented in terms of γ and the three bin sums (Equation (14)), is approximated by σ 2 = γ k ( σ U + γ 2 σ V ). In Stage 2, the two bin sums σ U and σ V are approximated by the double-FP [U, u] and [V, v] . Finally, in Stage 3, Consider the Stage 3 error. There are three possible points of exit in the procedure SumOfSquaresBins. The first point of exit corresponds to a zero Stage 3 error, as there is actually only at one nonempty bin. The second point of exit corresponds to Stage 3 error bounded by ε 2 (1 + ε), as given by Equation (18). If the last point of exit is taken, Stage 3 error consists of one part that is due to a single application of SumNonNeg, which is bounded by 3ε 2 (Theorem 4.1), and one due to possibly dropping the v term, which is bounded by ε 2 (1+ε) (Equation (18)). Thus we bound the error in Stage 3 conservatively by 5ε 2 :
and γ
Stage 1 and Stage 2 errors have already been discussed in Equations (15) through (17). Putting these together, |γ
Consequently,
From Theorems 4.2 and 4.3, n + 3 < ((24 + 3ε)ε) −1 implies that
AccuNrm2 is the straightforward synthesis of the previous discussions. Theorem 5.3 that follows is a formal statement that summarizes the technical results of this article. We implemented and tested our faithfully rounded, division-free l 2 -norm with faithful reporting of underflow and overflow. The implementation referred to as FaithfulNorm closely follows the algorithmic description given in the previous sections.
We used IEEE754 binary64 as working precision and restricted ourselves to an SIMD environment, targeting in particular Intel SSE/AVX units, with or without support for the IEEE754 FMA instruction. Recent versions of SSE and all versions of AVX support IEEE754 binary64 precision. The rationale for the choice of an SIMD environment is twofold: to use an environment most similar to the existing codes to which we compare our algorithm, and to maximize our performance in a typical processor without the use of threads.
To achieve high performance on modern pipelined floating-point units, it is important to avoid branching (when possible) as well as avoid the use of expensive operations such as floating-point division. By design, our l 2 -norm algorithm is division free. We are also able to make our inner-loop branching free based on three observations. First, the SSE/AVX units offer comparison instructions that return their results as masks of all ones or all zeros. Second, logical bit and a floating-point variable with all ones leave the variable unchanged while bit and with all zeros turn it into a floating-point value of zero. As a matter of course, multiplying floating-point zeros and accumulating them is innocuous. Third, discarding the C bin when the first A is found and maintaining in these registers the U bin from that point onward (see Section 5) just means maintaining a binary flag, which can also be implemented as a bit mask.
We shall repeat that our implementation has no memory overhead or memory access overhead: each input vector element x j is read only once and the intermediate values (accumulators and so on) are kept in registers.
We compared the implementation of our faithfully rounded l 2 -norm with implementations for other approaches with respect to both accuracy and performance. To do so, we implemented a naïve l 2 -norm, called NaiveNorm, that plainly uses working precision for squaring the x i and accumulating these squares, without any underflow and overflow avoidance. We further implemented the algorithm found in netlib [Anderson et al. 1999] ; we call this implementation NetlibNorm. Finally, we implemented another faithfully rounded l 2 -norm using the arbitrary precision library MPFR [MPFR 2015 ]. This implementation is simply based on an exact accumulation of the squares x results underflow entries around 1.0 "half-ulp" entries n = 10 3 n = 10 7 n = 10 3 n = 10 7 n = 10 3 n = 10 7 n = 10 3 n = 10 7 accumulator that provides enough precision: using an MPFR variable with precision p = 2 (e max − e min − log 2 ε) + log 2 n is just enough. We refer to it as MPFRNorm. We performed testing on a 4-core Intel Core i7 at 2.67GHz with 4GB of RAM and on an 8-core Intel Xeon E3-1275 v3 at 3.50GHz with 32GB of RAM. All implementations were written in C-using built-ins for access to SIMD instructions-and compiled using gcc version 4.8 and options -std=c99 -O3 -march=native. Timings are given cycles per vector element, obtained using the Read-Time-Step-Counter instruction with serialization, subtracting off the measured overhead for a call to an empty function and dividing by the number of elements.
We used pseudo-random floating-point input vectors in our tests. These pseudorandom values were constructed as follows: we separately generated a uniformly distributed exponent value in range and a uniformly distributed significand for that chosen exponent value. We then constructed a floating-point value out of this exponent and significand value. When generating values for a subdomain [a; b] ⊆ F, we performed that random-generation process for an exponent range completely covering the possible exponents of floating-point values in [a; b] , discarding all generated floating-point values that were outside of [a; b] .
We did accuracy testing with test vectors of various lengths n and input types. The testing results are summarized in Table I .
First, we considered input vectors chosen such that the final l 2 -norm result is a normal floating-point number. Second, we tested the algorithms on input vectors for which the final result gradually underflows. Third, we performed testing on vectors with inputs around 1.0, that is, where underflow or overflow avoidance is not necessary. Finally, we constructed input vectors with x 1 = 1 and subsequent x j s are chosen to be much smaller than 1, but with the contrived property that •(1 + x 2 j ) produces a positive absolute error very close to the "half-ulp" bound of ε. This test case is admittedly artificial, but nonetheless demonstrates a near worst-case error scenario for NaiveNorm and NetlibNorm.
Testing shows that both the NaiveNorm and NetlibNorm implementations fail to provide faithfully rounded results. It demonstrates also that both our FaithfulNorm as well as the MPFRNorm algorithm do yield faithfully rounded results.
In cases when the final l 2 -norm does not overflow, our algorithm FaithfulNorm returns a result with an error well below 1ulp. As expected, the maximum error does not vary with vector length, whereas it does for the netlib l 2 -norm.
Accuracy testing also shows that, with random inputs, netlib l 2 -norm can result in hundreds of ulps of error when the vector lengths n get to be 10 million or more. In deliberately constructed inputs, errors as large as about 0.25 n ulp can be observed.
Turning now to performance testing, Tables II, III , IV, and V summarize our observations. We used vectors of floating-point numbers in various domains of interest. We tested for vectors for which the final l 2 -norm results gradually underflow, overflow, or stay in the range of normal floating-point numbers. Measurements were done for varying vector lengths. Starting with some minimal vector length (a couple of dozen elements), vector length had no influence on computation time per element; therefore, we report only the numbers obtained for vectors of length 10 6 . These performance results speak in favor of our FaithfulNorm implementation. For cases when the final result is a normal floating-point number, our implementation is up to 3 times faster than the netlib implementation. As already explained, this is due to several factors: avoidance of spurious underflow, no use of expensive divisions, and an algorithm that is branch-free in the inner loop. In particular, the relative cost of the divisions and branches in the netlib implementation can be seen in the performance data: on Intel Core i7, which does not yet implement the recent AVX extensions, our algorithm is up to 4.5 times faster than netlib, whereas on Intel Xeon E3-1275, the same SSE codes run equally fast. However, on Intel Xeon E3-1275, AVX and FMA are available, allowing our l 2 -norm to be up to 3 times faster than netlib. It also is worth mentioning that spurious underflow in netlib hurts netlib performance on some processors-such as the Intel Core i7-does not on others, such as the Intel Xeon E3-1285.
We shall mention, however, that our algorithm does have lower performance than the netlib in two cases: first, for inputs when the vector length is (very) short, typically less than a dozen elements. In this case, our algorithm has a much higher static overhead due to the elaborate computations needed in the reduction of the bins and square root. In future work we shall address this problem with a call-out to a specialized l 2 -norm for very small vectors. Second, the netlib norm can be faster on some processors that have a faster floating-point division instruction (with respect to multiplication) and that do not suffer a performance impact due to branching or on subnormal handling. This effect can already be measured on recent Intel Xeons. But we point out that these processors come equipped with the FMA instructions, which FaithfulNorm can exploit. Table V shows that FaithfulNorm regains the speed advantage when it uses the FMA instructions on these processors appropriately.
CONCLUSIONS
In this article, we presented an efficient algorithm to compute the faithful rounding of the l 2 -norm of a floating-point vector. While our algorithm is very accurate, it is also faster than previous algorithms, such as the one of netlib that gives no information about the accuracy of the result. Moreover, our algorithm avoids spurious overflow and underflow. It is also suitable for parallel implementations. We have hitherto focused our implementation on vector parallelism using SIMD instructions. Implementation and testing of our algorithm in a threaded environment as well as formulating the algorithm in terms of auto-vectorizable, auto-parallelizable code, is left to future work.
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