Introduction.
In this paper we continue the work, started in [2] , on generalizations of the Greenberg-Rascle construction of spatially and temporally periodic solutions to quasilinear wave equations. We consider the system of 1-D elasticity equations and, thus, have jump discontinuity in ^ at u = 0. Following the famous papers of Lax [5] and MacCamy and Mizel [6] , researchers have collected a large body of evidence supporting the belief that solutions of systems of conservation laws develop shocks.1 This paper deals with shock-free solutions that have a very remarkable property: they are spatially and temporally periodic! The mathematical importance of having a periodic solution is amplified by the following observation.
Let (v,u) be a bounded, nonconstant, periodic solution of (WEI) and (-3x/,3i/) _ (~xi, 31/) (xi,3ti) (3xi, 3ti)
U -Uq U ---Uq U -Uq (-3xI,ti)//^ \A A/ \A A/ \A(3x/,<7) U 0 (3x/,-</) It is easy to show that all (ve,ue) satisfy the same equation (WEI) and that they constitute a bounded sequence without any strongly converging subsequences. This observation shows, in particular, that the regularity assumption a £ C2 made in DiPerna's compensated compactness result (see [3] ) cannot be relaxed. Greenberg The spatial period of their solution is 4xj and the temporal period is 4tj. The sequence (vE,ue), obtained by applying dilatation (1.2) to the Greenberg-Rascle solution provides important limitations to the conjecture of Serre [4] . Serre has conjectured that the Young Measure associated with the sequence of solutions to certain systems of two conservation laws is a tensor product, vrxt®v™t, in Riemann invariant coordinates r, w. Explicit calculations show that (ve, u£) produces a Young Measure that is not a product measure. The same can be shown about solutions constructed in this paper.
Greenberg and Peszek [2] allowed more complicated interactions than v = x and u = t. They used a hodograph transformation inside the interaction region and regarded x and t as functions of v and u. They proved that for sufficiently small u0 and for any sufficiently small W = 6 l°° there exist a sound speed relation, c, and a one-toone map (v, u) -> (x, i) that defines a smooth solution in the interaction region satisfying
The Greenberg-Peszek result shows that there are sound speed relations other than (1.3) that admit spatially and temporally periodic solutions of Greenberg-Rascle type. However, no attempt was made to characterize the class of wave equations of the form (WEI) that admit such solutions.
We note that the class of all admissible (WEI) is closed with respect to taking the inverse of a. More precisely, if (v,u) is a shock-free solution of (WEI) then U(x,t) = cr(u(t,x)) and V(x,t) -v(t,x) satisfy Ut -Vx = 0, Vt-a~l(U)x = 0.
This "nonlinear 90° rotation" of Greenberg-Rascle solutions produces a class of c's that are continuous, even, positive and satisfy dc/du < 0 for u > 0. In this paper, however, we restrict attention to sound speed functions that satisfy (1.1).
Our goal is to obtain some descriptions of the class of admissible c's. The first result reduces the problem of constructing shock-free spatially and temporally periodic solutions to solving a linear, hyperbolic boundary value problem. We show that if p is defined by then (WE2) admits a Greenberg-Rascle type solution with parameters (xj,ti,ua,vo), where xi = c(0)(t/ + f("" tu(s, 0) ds), u0 is such that v0 = f"" c(s) ds, and v() and tj are as in (1.8). The proof of this result utilizes ideas developed in [2] , We note that the above linear problem is much more complicated than standard hyperbolic initial value problems; in particular, it has a solution only for a certain class of functions p.
Our interest is in determining the class of functions p > 0 for which (1.8) has a solution satisfying (1.9). We assume that p e Cl(R+) is an arbitrarily given function and that p > 6 > 0. Our basic observation is that, for small vq, the solution of (1.8) on the characteristic triangle L, bounded by the lines u = 0,u = v, and u = vo -v. can be uniquely determined from the data t(vo -u,u) = ti(l -t"5 fo ds); 0 < u < vq/2.
(1-10)
Thus, the initial data
is defined uniquely in terms of (1.10). We replace (1.8) with the initial value problem
tv(0,u) =0, 0 < U < Vq and ask whether (1.12) has a solution satisfying (1.9) and t(v0 -u, u) = ti{\ -e~5 Jo Pds)) vo/2<u<vo■ (1-13)
It turns out that in most cases such a solution does not exist; however, one can modify p on the set {vo/2, oo) in such a way that p > 0 and (1.12) has a solution satisfying (1.9) and (1.13). 
Jo
Our main result states that there exist positive parameters Uo and X], and a unique sound speed function c satisfying c(u) = Cg(u) for -1^1/2 < u < «i/2 and such that (WE2) admits a Greenberg-Rascle construction of spatially and temporally periodic solutions with parameters (xi,ti,uo,vo).
Reformulation
of the problem. We assume that the propagation speed function c satisfies (1.1) and is continuous and C1 away from it = 0. In this section we state and prove sufficient conditions for (WE2) to admit a Greenberg-Rascle type construction of spatially and temporally periodic solutions.
We let II denote the primitive function of c, 
2) Jo
We note that II satisfies n,n',n" > o for u > o.
(2-3)
We define a new function In this section we follow the ideas developed in [2] . The basic change from the previous paper is the use of variables (u,v), which will prove more convenient in reformulating the problem. uq is such that vo = f^0 c(s) ds, and uo and tj are as in (2.5).
Proof. To prove the theorem, we assume that ti,vo are given, that t e C1 satisfies (2.5) and (2.6), and that x/ and Uq are as described in the theorem.
Our goal is to construct the interaction between expanding and focusing waves shown in Figure 2 . We have the following lemma.
Lemma 2.1. Suppose (x,t) satisfy (2.9) for (v,u) € fI. If, in addition, t satisfies (2.10) then the map (v, u) -> (x, t) is one-to-one on Q.
Proof of the lemma. Suppose the map is not one-to-one. Then there are points («i, u\) and (v2,U2) in fI with (ui,IZi) ^ (^2,^2) such that t(vi,ui) = t(v2,U2) and x(vi,ui) = x(v2,U2)-Since Q is convex, the identity 0 = t(vi,ui) -t{v2,u2) = («i -v2) / tv(svi + (1 -s)v2, sui + (1 -s)u2)
Jo ds
obtained by integrating the derivative, implies that u\-u2 _ fg tv(sv 1 + (1 -s)v2,su\ + (1 -s)u2) ds
Jo + together with the fact that x satisfies (2.9), implies that I ds 0 = x(v2,U2) -x{vi,U!) = (ui -V2) / ctu{sv\ + (1 -s)l>2, SU\ + (1 -s)u2) I Jo (2.14) and (2.16) and (2.17) provide the desired contradiction. □ We note that the condition (2.10) also implies that the Jacobian of (v,u) -> (x,t) is bounded away from zero on fi and, thus, the map (v,u) -> (x,t) constitutes a C1
diffeomorphism.2
We write x and t in terms of variables (v, u), where u is defined by (2.2). The set fl is now transformed onto a diamond-shaped set fJ7, in the (v, u)-plane, bounded by curves
Finally, we use the inverse hodograph transformation and regard v and u as functions of x and t. The set is now transformed onto a new set which we call fir-We use the notation from Figure 2 . Set fip is bounded by curves ri,r2,r3, and T4 defined by
and simple calculations show that v and u satisfy (WE2) on firAs we will show, fir is the region of interaction between forward and backward simple waves shown in Figure 3 .
The symmetries (i), (ii) guarantee that the triangle
is mapped onto fir fl {(a:, t) : x > 0, t > 0}. We observe that the solution (x,t) -» (v,u) defined on fir and satisfying (i) and (ii) represents the interaction of forward and backward simple waves emanating from points r2 r3 r4 2The fact that the Jacobian is bounded away from zero follows from the compactness of Q.
(-X/, -tj) and (xi,-tj) and reconverging at points (-xi,ti) and (xj,tj) and bounded by the constant states shown in Figure 2 ,(-u0,o), (x,t)ew (see Fig. 3 ). This concludes our construction of (v,u) inside the rectangle Kxi tl.
To construct spatially and temporally periodic solutions we superpose odd and even reflections of the solution defined inside Kxntl (as shown in Figure 1 ). The obtained solution is spatially and temporally periodic with periods 4xj and 4£/. We let 1 r^° fi --T(t)(£,ri) = MO -h{rj) + -J lt(£,rj)d£,drj (3.4) and our goal is to find t such that T{t) = t.
We note that for any t\ and £ C(L)
and, thus, T is a contraction on C(L). Let t be the unique fixed point of T : T(t) = t. Proof. Inequalities (3.19) and (3.18) are a direct consequence of (3.14) once the initial data g in (3.13)3 is replaced by g'. We calculate t^u from (3.16), Our concern is in verifying whether the boundary value problem (2.5) admits a solution satisfying (2.6). We will prove the following. Remarks.
From the definition of T, t satisfies (3.3). The fact that t G Cl(L) follows immediately from (3.3). □
We explain the meaning of the word "unique" used in the above theorem. and let 7 be such as in (4.2). We note that t is a solution of (4. Inequalities (4.29), (4.22), (4.23), and (4.10) imply that Sg(p) < ^-(IMIco + Po) < M.
The inequality Sg(p) > 0 follows from the fact that - §=t9P > \- §^t9P\ which will also imply the bijectivity condition (4.4) . To see that, we apply Corollary 3.1, (4.21)-(4.23), and (4.12) to obtain t">,-vMUM>K-v^PS (43o)
We still need to show that Sg is a contraction on Dm-To do that let p\,p2 £ Dm and _ f.gpi^ ^2 _ £gp2 ancj define w = t1 -t2. We note that w satisfies To prove that function p;y is determined uniquely we let pi and t\ satisfy (4.3) and (4.4), and let pi(u) = Pg{u) for u e [0, vq/2]. We note that t\ has to satisfy (4.16) on L and, thus, t\ = t9Pl. We also note that Corollary 3.1 and conditions (4.8)-(4.12) imply that pi € Bm-4 Thus, p\ € % is a fixed point of Sg. Since Sg is a contraction on Bm, we conclude that p\ =pn■ This observation ends the proof of Theorem 4.1. □ Now we return our attention to elasticity equations (WE2). Assume we have a given cq € C(R) fl C3(R+) satisfying The following is an immediate consequence of Theorems 2.1 and 4.1 and is the main result of this paper. We observe that II# = IIr; as long as IIg < fo/2. Inequalities (4.37) and (4.42) show that II# = IIg for 0 < u < U\/2 and, thus, that c#(u) = cg(w) for -«i/2 < u < ui/2-n We conclude this paper with the following remark. All admissible sound speed relations c# constructed in the above theorem satisfy c# £ C{R) D C1(R+). One can construct (nonuniquely) more regular c# S C{R) fl Cm(R+), 1 < m < oo. We note that the basic obstacle in improving on regularity of c# (away from u = 0) is the fact that the function g constructed in (4.17) has, in general, a singularity in the first derivative at v = 0. One can bypass this problem by redefining g smooth for -e\ < v < E\ and repeating our construction.
This procedure yields smoother c# satisfying c#(m) = cc(u) on a smaller set u £ [-«i/2 -£2, U1/2 +£2], where e2 is such that IIg(w1/2 -£2) = ^ -£1. We note, however, that c# is no longer uniquely defined in terms of cq |[o,u1/2]-
