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Reduced density matrices of oscillator systems
V.V.Dodonov, O.V.Man’ko, V.I.Man’ko
Abstract
We study the evolution of an oscillator interacting via the most general bilinear coupling (with
time-independent coefficients) with an “environment” consisting of a set of other harmonic oscilla-
tors. We are mainly interested in a possibility of using the Fokker-Planck equation to describe this
evolution. Studying different interaction Hamiltonians, we show that unambiguous reduction to the
Fokker-Planck equation is possible only within the framework of the so called rotating-wave approxi-
mation. As special cases we consider in detail the evolution of two coupled oscillators and relaxation
of a charged oscillator in a uniform magnetic field.
1 Statement of the problem
This part is devoted to the multidimensional generalizations of the harmonic oscillator model. As a rule,
these are various systems of interacting oscillators, some of which may be placed in external uniform
electric and magnetic fields. More precisely this class of systems can be characterized by a Hamiltonian
that is assumed to be in the form of the general inhomogeneous quadratic form
Ĥ =
1
2
q̂Bq̂+Cq̂. (1.1)
Here, q is conceived as a 2N -dimensional vector (N being the number of degrees of freedom) whose
components are linear combinations of Cartesian coordinates and momenta conjugated to them. The most
frequent choice is q = (p1, . . . , pN , x1, . . . , xN ), but in the presence of an external magnetic field it is more
convenient to deal not with the canonical momenta pj but with the kinetic momenta πj = pj − eAj(x)/c,
where A(x) is the vector potential. Other choices are also possible, taking into account the concrete
physical applications. For instance, the components of the vector q may be bosonic annihilation and
creation operators constructed from the coordinate and momentum operators, etc. B is a symmetric
2N × 2N matrix, which may depend on time, as also the 2N -dimensional vector C.
Multidimensional systems with Hamiltonian (1.1) were the subject of investigation in numerous pa-
pers: see, e.g., [7, 8], [14]-[16] and the references therein. In the present paper we consider the case where
the multidimensional vector q may be split in two parts: q = (Q, ξ), where the vector Q describes a
small subsystem, whereas the vector ξ is related to a “thermostat”. In the simplest cases the evolution
of a unidimensional harmonic oscillator coupled with a “thermostat” was studied, e.g., in [13],[17]-[38].
We investigate the most general quadratic “interaction Hamiltonians” and compare the results of this
“microscopic” approach with different phenomenological models considered in reviews [13, 39]. Emphasis
is placed on application to the problem of harmonic oscillator relaxation, including the case where a
(charged) oscillator is placed in a uniform magnetic field.
2 Phenomenological Fokker-Planck equation
The evolution of any closed system is governed by the quantum Liouville equation for the statistical
operator ρ̂,
ih¯∂ρ̂/∂t = Ĥρ̂− ρ̂Ĥ. (2.1)
For any quadratic Hamiltonian (1.1) this equation results in the linear equation for the average values of
the 2N -vector q̂:
〈q˙〉 = −ΣB〈q〉 − ΣC, (2.2)
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where 〈q〉 = Tr(ρ̂q̂), and antisymmetric nondegenerate 2N × 2N matrix Σ with c-number coefficients is
defined via the commutation relations between the operators q̂α,
[q̂α, q̂β ] = −ih¯Σαβ , Σ = ‖Σαβ‖ , α, β = 1, 2, . . . 2N. (2.3)
The operator equation (2.1) can be transformed into a partial differential equation upon the choice of
some concrete representation for the statistical operator. For instance, in the coordinate representation
we write q = (p,x), p and x being the N -vectors, and split the matrix B into N ×N blocks:
B =
∥∥∥∥ b1 b2b3 b4
∥∥∥∥ , b1 = b˜1, b2 = b˜3, b4 = b˜4, bj = ∥∥bmnj ∥∥
(the tilde designates a transposed matrix). Then we obtain the following second-order equation for the
density matrix ρ(x, x′):
ih¯
∂ρ
∂t
=
h¯2
2
bmn1
(
∂2ρ
∂x′m∂x
′
n
− ∂
2ρ
∂xm∂xn
)
− ih¯bmn2
(
xn
∂ρ
∂xm
+ x′n
∂ρ
∂x′m
)
+
1
2
bmn4 (xmxn − x′mx′n) ρ− ih¯ρTrb2
− ih¯cm1
(
∂ρ
∂xm
+
∂ρ
∂x′m
)
+ cm2 (xm − x′m) . (2.4)
Here c1 and c2 are N -dimensional components of the vector C = (c1, c2). The disadvantage of Eq. (2.4)
is the broken symmetry between the coordinates and momenta, which is inherent in the Hamiltonian.
This symmetry can be restored if one proceeds from the complex density matrix to the real Wigner
function
W (p,x) =
∫
ρ(x+ ξ/2,x− ξ/2) exp(−ipξ/h¯) dξ, (2.5)
ρ(x,x′) =
∫
W
(
p,
1
2
(x+ x′)
)
exp [ip(x− x′)/h¯] dp/(2πh¯)N . (2.6)
Applying transformation (2.5) to Eq. (2.4) we obtain an equivalent equation that is first order with
respect to all the derivatives :
∂W
∂t
= (pnb
nm
2 + xnb
nm
4 + c
m
2 )
∂W
∂pm
− (pnbnm1 + xnbnm3 + cm1 )
∂W
∂xm
. (2.7)
This equation demonstrates the distinction and the advantage of the Wigner function for the descrip-
tion of quadratic quantum systems (other remarkable features of the Wigner function were discussed,
e.g., in [40]). Eq. (2.7) assumes an especially compact form in terms of the 2N -vector q,
∂W
∂t
=
∂
∂qα
[(ΣBq+ΣC)αW ] . (2.8)
Here the 2N × 2N matrix Σ, in accordance with Eq. (2.3), equals
Σ =
∥∥∥∥ 0 IN−IN 0
∥∥∥∥ , (2.9)
IN being the N ×N unit matrix.
Now let us suppose that we have a given linear equation for the first-order average values
〈q˙〉 = A(t)〈q〉 +K(t), (2.10)
with an arbitrary matrix A(t) and an arbitrary vector K(t). The problem investigated in this section is
whether it is possible to find an equation for the statistical operator or the Wigner function that would
result in the given Eq. (2.10). It is trivial to check that Eq. (2.10) is the consequence of the equation
∂W
∂t
= − ∂
∂qα
[(Aq +K)αW ] . (2.11)
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However, although Eq. (2.11) preserves the normalization of the Wigner function,∫
W (q) dq/(2πh¯)N = 1, (2.12)
it does not agree, in general, with the fundamental quantum mechanical principle of the positive definite-
ness of the statistical operator and (this is almost the same) with the uncertainty relations. Indeed, let
us consider the operator F̂ = αj (q̂j − 〈qj〉) with arbitrary complex coefficients αj . For any stattistical
operator, due to its nonnegative definiteness, the inequality 〈F̂ †F̂ 〉 ≡ Tr
(
ρ̂F̂ †F̂
)
≥ 0 must hold. Taking
into account the structure of the operator F̂ , we arrive at the conclusion on the nonnegative definiteness
of the bilinear Hermitian form
α∗Φα ≡ α∗jΦjkαk, Φjk = 〈(q̂j − 〈qj〉) (q̂k − 〈qk〉)〉 ,
whose matrix Φ is constructed from the centered second-order moments of the operators q̂j , j, k =
1, 2, . . . , 2N . It is convenient to distinguish even and odd parts of the matrix Φ. The symmetric part
consists of the symmetrized second moments (covariances)
Mij =Mji = 1
2
〈q̂j q̂k + q̂k q̂j〉 − 〈qj〉〈qk〉. (2.13)
The antisymmetric part, in accordance with Eq. (2.3), is expressed through the commutator matrix, so
that
Φ =M− ih¯
2
Σ.
The elements of the matrix M are calculated in terms of the Wigner function as follows:
Mij =
∫
qiqjW (q) dq/(2πh¯)
N − q¯iq¯j ,
q¯ = 〈q〉 =
∫
qW (q) dq/(2πh¯)N .
Due to Eq. (2.11), the variance matrix satisfies the equation
M˙ = AM+MA˜. (2.14)
The first-order averages do not influence the variances in the case under study.
If the coefficients αj are chosen in such a way that the commutator
[
F̂ , F̂ †
]
is positive (the simplest
example is F̂ = x̂+ ip̂), then the operator F̂ coincides within a constant factor with a boson annihilation
operator. Choosing the initial state to be the vacuum state for this operator, at the initial instant we
have
Tr
(
F̂ †F̂ ρ̂(0)
)
= α∗Φ(0)α = 0.
Moreover, the matrix equalities Φ(0)α = α∗Φ(0) = 0 hold as well. For the chosen initial state we have at
t > 0, due to Eq. (2.14),
α∗Φ(t)α = α∗
[
M(t)− ih¯
2
Σ
]
α
= α∗
[
A(0)M(0) +M(0)A˜(0)
]
tα+O(t2)
=
1
2
ih¯tα∗
[
A(0)Σ + ΣA˜(0)
]
α+O(t2). (2.15)
For the Hamiltonian systems we have A = −ΣB, A˜ = BΣ, and the linear with respect to time term
disappears. But for an arbitrary matrixA the right-hand side of Eq. (2.15) can be negative. For example,
in the model of a damped oscillator with the equations for the averages
x˙ = p, p˙ = −ω20x− 2γp, (2.16)
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the matrices entering Eq. (2.15) read
A =
∥∥∥∥ −2γ −ω201 0
∥∥∥∥ , AΣ+ ΣA˜ = ∥∥∥∥ 0 −2γ2γ 0
∥∥∥∥ . (2.17)
Then, for the initial vacuum state of operator F̂ = x̂+ ip̂, when α = (i, 1), we obtain from Eq. (2.15)
α∗Φ(t)α = −2h¯tγ +O(t2) < 0.
Consequently, in the general case Eq. (2.11) is unacceptable. Thus we need more complicated gener-
alizations. The simplest possibility is to add terms with second derivatives to the right-hand side of Eq.
(2.11), i.e., to transform this equation into the Fokker-Planck equation:
∂W
∂t
= − ∂
∂qα
[(Aq+K)αW ] +Dαβ
∂2W
∂qα∂qβ
, (2.18)
where the diffusion coefficients Dαβ = Dβα, combined into a symmetric matrix D = ‖Dαβ‖, may depend
on time but do not depend on the coordinates. The new “diffusion” terms do not change the equation
for the average values (2.10), moreover, they preserve the normalization (2.12). But they enable one to
“save” the nonnegative definiteness of the statistical operator. Indeed, considering the evolution of the
bilinear form α∗Φ(t)α, we obtain, instead of Eq. (2.15), the equation
α∗Φ(t)α = tα∗
(
2D+
ih¯
2
[
A(0)Σ + ΣA˜(0)
])
α+O(t2),
since Eq. (2.14) is replaced by
M˙ = AM+MA˜+ 2D. (2.19)
Consequently, the necessary condition of the compatibility of Eq. (2.18) with the principles of quantum
mechanics is the nonnegative definiteness of the matrix
D∗ ≡ D+ ih¯
4
[
AΣ + ΣA˜
]
≥ 0 (2.20)
at any instant of time. Moreover, it can be proved [39, 41] that the condition D∗ ≥ 0 is sufficient as well.
Vector q was defined above as q = (p,x), and the matrix Σ had the explicit form given by Eq. (2.9).
Let us make the time-independent transformation of the variables
q′ = Tq, detT 6= 0, ImT 6= 0.
Then Eqs. (2.10) and (2.18) preserve their forms, provided the matrices A and D are replaced by the
matrices A′ = TAT−1 and D′ = TDT˜. The nonnegative definiteness of the matrix D∗ of Eq. (2.20)
is equivalent to the nonnegative definiteness of the matrix D′∗ = TD∗T˜. The latter has, in turn, again
the form (2.20), if one replaces the matrix Σ by Σ′ = TΣT˜, but this is just the transformation law of
any matrix defined according to Eq. (2.3). This way we arrive at the important conclusion, that all the
formulas containing the matrices A, D, and Σ are valid not only in the case where the components of
the vector q coincide with the canonically conjugate momenta and Cartesian coordinates, but also in
the general case where the components of the vector q are arbitrary Hermitian operators with c-number
commutators, provided the matrix Σ is defined according to Eq. (2.3).
To transform Eq. (2.18) to an operator form that is independent on the concrete representation, one
should take into account the following correspondence relations between the operators q̂ρ̂, ρ̂q̂, and their
Weyl symbols (they result from Eqs. (2.5), (2.6)):
q̂ρ̂↔
(
q− ih¯
2
Σ
∂
∂q
)
W (q), ρ̂q̂↔
(
q+
ih¯
2
Σ
∂
∂q
)
W (q), (2.21)
qW (q)↔ 1
2
(q̂ρ̂+ ρ̂q̂) ,
∂W
∂q
↔ i
h¯
Σ−1 (q̂ρ̂− ρ̂q̂) . (2.22)
Making transformations (2.22) in Eq. (2.18) we arrive at the equation
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∂ρ̂
∂t
=
i
2h¯
[
q̂Σ−1Aq̂ρ̂+ ρ̂q̂A˜Σ−1q̂+ q̂
(
Σ−1A+ A˜Σ−1
)
ρ̂q̂
]
+
i
h¯
[
q̂Σ−1Kρ̂− ρ̂q̂Σ−1K]− 1
h¯2
[q̂Sq̂ρ̂+ ρ̂q̂Sq̂− 2q̂Sρ̂q̂] , (2.23)
where the symmetrical matrix
S = −Σ−1DΣ (2.24)
must satisfy a constraint equivalent to Eq. (2.20):
S∗ ≡ S− ih¯
4
[
A˜Σ−1 +Σ−1A
]
≥ 0. (2.25)
Eqs. (2.21)-(2.25) hold for any vector q with a c-number commutator matrix Σ of (2.3).
Comparison of the elegant equation (2.18) for the Wigner function with the much more cumber-
some equation (2.23) demonstrates once more the advantage of the Wigner representation for describing
quantum systems with linear equations of motion for the averages.
There is an important difference between the quantum Fokker-Planck equation (2.18) and its classical
counterpart. The classical Fokker-Planck equation contains, as a rule, second derivatives only with respect
to momenta. However, such a simple set of the diffusion coefficients is unacceptable in the quantum case
(although sometimes this incorrect equation was considered: see, e.g., [42]). This statement can be easily
demonstrated on the example of system (2.16). Writing the matrix D in the form
D =
∥∥∥∥ Dp DpxDpx Dx
∥∥∥∥
and taking into account Eq. (2.17) we obtain the matrix
D∗ =
∥∥∥∥ Dp Dpx − ih¯γ/2Dpx + ih¯γ/2 Dx
∥∥∥∥ .
The condition of its positive definiteness is given by the inequality [43]-[46]
detD∗ ≡ DpDx −D2px − h¯2γ2/4 ≥ 0, (2.26)
whose violation leads to the violation of the uncertainty relations [43], [47]. For an arbitrary one-
dimensional system (2.10) the condition D∗ ≥ 0 is equivalent to the inequality [41]
detD ≥ h¯2(TrA)2/16. (2.27)
3 Fokker-Planck equation for a subsystem
In the preceding section we have shown that any given equation (2.10)may be considered as a consequence
of some suitable Fokker-Planck equation for the Wigner function. The only problem is to select the set of
diffusion coefficients satisfying the condition D∗ ≥ 0. It is clear that by taking sufficiently large diffusion
coefficients one can always satisfy this condition. The problem of finding “minimal admissible” diffusion
coefficients for some simple systems (such as a one-dimensional harmonic oscillator or a two-dimensional
isotropic oscillator in a uniform magnetic field) was investigated in [39],[48],[49].
Here we investigate the following problem. Suppose we have a large closed quantum system with N
degrees of freedom, described by Hamiltonian (1.1). Let us split the vector q in two parts: q = (Q, ξ),
where the n-dimensional vector Q describes a subsystem, while the vector ξ relates to a reservoir. The
question is: what kind of equation describes the evolution of the subsystem if one performs an averaging
over the variables of the reservoir?
The Wigner function of the whole system is given by the relation
W (q, t) =
∫
G(q,q′, t)W (q′, 0) dq′, (3.1)
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where the propagator G(q,q′, t) satisfies Eq. (2.8) and the initial condition G(q,q′, 0) = δ(q−q′). Since
Eq. (2.8) is first-order with respect to all the variables, its propagator is extremely simple:
G(q,q′, t) = δ (q− q∗(t;q′)) , (3.2)
where the vector
q∗(t;q
′) = R(t) [q′ −∆(t)] (3.3)
is the solution to the classical equation of motion (2.2), satisfying the initial condition q∗(0;q
′) = q′.
Consequently, the 2N × 2N matrix R(t) satisfies the equation
R˙ = −ΣBR ≡ AR, (3.4)
and the initial condition R(0) = I2N . The vector ∆(t) equals zero at t = 0. For t > 0 it is determined
from the equations
∆˙ = R−1ΣC ≡ ΣR˜C. (3.5)
These two forms are equivalent due to the identities
R˜(t)Σ−1R(t) ≡ Σ−1, R(t)ΣR˜(t) ≡ Σ, R−1 ≡ ΣR˜Σ−1, (3.6)
which follow from Eq. (3.4).
It is clear that the Heisenberg equation of motion for the operator q̂ coincides with Eq. (2.2),
provided 〈q〉 is replaced by q̂. The solution to this equation is given by Eq. (3.3) with carets over q
and q′. Therefore, the identities (3.6) mean nothing but the conservation of the commutation relations
(2.3) in time, or, in other words, the canonicity of transformation (3.3) and the unitarity of the evolution
operator.
Now let us proceed to the averaging of the total Wigner function over the reservoir variables ξ. Our
first assumption is that the initial total Wigner function is factorized:
W (q, 0) = W0(q)W1(ξ). (3.7)
The second assumption concerns the initial Wigner function of the reservoir. We assume it to be Gaussian,
W1(ξ) = h¯
M (detF)−1/2 exp
[
−1
2
(ξ − γ)F−1(ξ − γ)
]
, (3.8)
with some symmetric positive definite 2M × 2M matrix F and a 2M -vector γ (M being the number
of degrees of freedom of the reservoir). In particular, it may correspond to a mixed equilibrium state
[8, 16, 50] or to a pure squeezed coherent state [7, 16, 51]. For any physically admissible Gaussian Wigner
function the covariance matrix F must satisfy a set of conditions expressing generalized uncertainty
relations. The simplest among them is the inequality [39, 52] detF ≥ (h¯2/4)M . Moreover, the parameter
µ = (h¯/2)M (detF)−1/2 ≤ 1 (3.9)
characterizes “the degree of quantum mechanical purity” of the Gaussian state:
µ = Trρ̂2 =
∫
W 2(ξ) dξ/(2πh¯)M . (3.10)
To calculate the averaged Wigner function
Wξ(Q, t) =
∫
W (Q, ξ)dξ/(2πh¯)
M
(3.11)
we split the matrix R and the vector ∆ into rectangular blocks in accordance with the decomposition
q = (Q, ξ):
R =
∥∥∥∥ R11 R12R21 R22
∥∥∥∥ , ∆ = ∥∥∥∥ ∆Q∆ξ
∥∥∥∥ . (3.12)
Then Eqs. (3.1), (3.2), (3.7) lead to the integral
Wξ(Q, t) =
∫
δ (Q−R11 [Q′ −∆Q]−R12 [ξ′ −∆ξ])
×δ (ξ −R21 [Q′ −∆Q]−R22 [ξ′ −∆ξ])
×W0(Q′)W1(ξ′)dQ′dξ′dξ/(2πh¯)M (3.13)
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The integration over dξ is trivial: it simply removes the second delta function. To perform the integration
over dξ′ we replace the first delta function with its integral representation (recall that the dimension of
the vector Q is 2n),
δ(x) =
∫
eikx d2nk/(2π)2n. (3.14)
Thus we obtain two Gaussian integrals (the first one over dξ′ and the second over dk) that can be
calculated exactly due to the well-known formula∫ ∞
−∞
dx exp(−xAx+ bx) = [det(A/π)]−1/2 exp
(
1
4
bA−1b
)
. (3.15)
Finally we arrive at the same equation (3.1), but with the variables Q,Q′ instead of q,q′, Wξ(Q, t)
instead of W (q, t), and with the averaged propagator
Gξ(Q,Q
′, t) = (2π)−n [detM∗(t)]−1/2
× exp
[
−1
2
(Q−R11Q′ − δ∗)M−1∗ (Q−R11Q′ − δ∗)
]
, (3.16)
where the symmetric matrix M∗(t) equals
M∗(t) = R12(t)FR˜12(t). (3.17)
Recall that the dimension of the rectangular matrix R12 is 2n× 2M . The vector δ∗(t) equals
δ∗(t) = R12(t)γ −R11(t)∆Q(t)−R12(t)∆ξ(t). (3.18)
Direct inspection shows that the propagator (3.16) (and, consequently, its convolution with any initial
function) satisfies the Fokker-Planck equation (2.18) with the following drift matrix A and vector K,
A = R˙11R
−1
11 , (3.19)
K = δ˙∗ −Aδ∗. (3.20)
The matrix of diffusion coefficients reads
D =
1
2
(
M˙∗ −AM∗ −M∗A˜
)
= sym
[(
R˙12 − R˙11R−111 R12
)
FR˜12
]
, (3.21)
where we have introduced the notation
symA ≡ 1
2
(
A+ A˜
)
. (3.22)
Thus we have proved that the evolution of the Wigner function of any subsystem of a closed quadratic
quantum system is governed by some effective Fokker-Planck equation, provided the initial state of the
“remaining part of the system” is Gaussian. However, the coefficients of the equation obtained in this
way depend, as a rule, on time even for a time-independent Hamiltonian of the closed system.
4 Two coupled oscillators
Let us illustrate the formulas of the preceding section, applying them to a very simple special model,
where both the “subsystem under study” and the “reservoir” are the harmonic oscillators with a single
degree of freedom. This example admits exact solutions, in contrast to the more realistic situation of a
reservoir with a very large number of degrees of freedom, where one has to make various simplifications
and approximations to obtain a closed result that would be easy to analyze. Consider first the free
Hamiltonian
H0 =
p21
2m1
+
1
2
m1ω
2
1x
2
1 +
p22
2m2
+
1
2
m2ω
2
2x
2
2 (4.1)
and the most general quadratic interaction Hamiltonian
Hint = gppp1p2 + gpxp1x2 + gxpx1p2 + gxxx1x2. (4.2)
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We assume all the coefficients to be time-independent. In the notation of the preceding section we should
write
q = (p1, x1, p2, x2) , Q = (p1, x1) , ξ = (p2, x2) .
Then the matrix A = −ΣB (see Eq. (3.4)) reads
A =
∥∥∥∥∥∥∥∥
0 −m1ω21 −gxp −gxx
m−11 0 gpp gpx
−gpx −gxx 0 −m2ω22
gpp gxp m
−1
2 0
∥∥∥∥∥∥∥∥ . (4.3)
Its characteristic equation turns out to be biquadratic:
det(A− iωI) = ω4 − (ω21 + ω22 + 2∆)ω2 + ω21ω22 +∆2 − g = 0, (4.4)
where
∆ = detA12 = gppgxx − gpxgxp, (4.5)
g =
g2xx
m1m2
+
m1
m2
ω21g
2
px +
m2
m1
ω22g
2
xp +m1m2ω
2
1ω
2
2g
2
pp. (4.6)
The solutions of Eq. (4.4) are as follows:
ω± =
1√
2
([
1
2
(
ω21 + ω
2
2
)
+
(
ω21ω
2
2 +∆
2 − g)1/2 +∆] 12
±
[
1
2
(
ω21 + ω
2
2
)− (ω21ω22 +∆2 − g)1/2 +∆] 12
)
(two other solutions are equal to −ω±).
Thus, the evolution of two coupled harmonic oscillators can be described explicitly for quite arbitrary
quadratic interaction Hamiltonians with time-independent coefficients. If both frequences given by Eq.
(4.7) are real, then the particles perform harmonic oscillations. For certain parameters complex normal
frequencies are possible. Then the motion becomes aperiodic. However, since any normal frequency ω+ or
ω− is accompanied by the frequency with the opposite sign, it is impossible to obtain damped oscillations
of either particle. The coordinate and momentum of any oscillator will increase with time.
To illustrate this statement, let us consider first the case (which seems the most natural) of the
interaction via the coordinates, where the only nonzero coefficient in Eq. (4.2) is gxx. Then ∆ = 0, and
for sufficiently strong coupling, when g > ω21ω
2
2 , we have the real frequency ω+ and the pure imaginary
frequency ω−:
ω+ ≡ ω =
{[
g +
1
4
(
ω21 − ω22
)2]1/2
+
1
2
(
ω21 + ω
2
2
)} 12
, (4.7)
ω− ≡ iλ, λ =
{[
g +
1
4
(
ω21 − ω22
)2]1/2 − 1
2
(
ω21 + ω
2
2
)} 12
. (4.8)
Solving Eq. (3.4), we obtain the following formula for the matrix R11(t):
R11 =
∥∥∥∥∥∥
ρ+ cosωt+ ρ− coshλt m1 (−ωρ+ sinωt+ λρ− sinhλt)
1
m1
(ρ+
ω sinωt+
ρ
−
λ sinhλt
)
ρ+ cosωt+ ρ− coshλt
∥∥∥∥∥∥ , (4.9)
where
ρ± =
1
2
± 1
4
(
ω21 − ω22
) [
g +
1
4
(
ω21 − ω22
)2]− 12
. (4.10)
We see that the oscillations of the first particle actually increase. Its energy is derived from the nonpositive
definite potential energy of the whole system, since the whole system turns out to be unstable when
8
g > ω21ω
2
2 . Note that Eq. (4.9) still holds even if gxp 6= 0. If gxx = gxp = 0, but gpp 6= 0 and gpx 6= 0, we
obtain, instead of Eq. (4.9), the expression
R11 =
∥∥∥∥∥∥
ρ+ cosωt+ ρ− coshλt −m1ω21
(ρ+
ω sinωt+
ρ
−
λ sinhλt
)
1
m1ω21
(ωρ+ sinωt+ λρ− sinhλt) ρ+ cosωt+ ρ− coshλt
∥∥∥∥∥∥ , (4.11)
with the same values of ω and λ (provided, of course, g > ω21ω
2
2).
Both frequencies ω+ and ω− have nonzero imaginary parts provided the argument of the first square
bracket in Eq. (4.7) is positive while the argument of the second square bracket is negative. Then the
following inequality must hold:
1
4
(
ω21 − ω22
)2
+∆
(
ω21 + ω
2
2
)
+ g < 0. (4.12)
Assuming for the sake of simplicity that ω1 = ω2 = ω0, we can rewrite it as
(m1m2)
−1
[(
m1gxx +m2ω
2
0gpp
)2
+ ω20 (m1gpx −m2gxp)2
]
< 0. (4.13)
If ω20 > 0, the only possibility for fulfilling this inequality is to assume that the masses have opposite
signs. Of course, such a system is unstable, and it can be considered only as an extremely simplified
model. Nonetheless, sometimes the models of this sort were considered [53]. So we discuss briefly this
case as well. Suppose for simplicity that m1 = 1, m2 = −1. Then g < 0. The square roots in Eq. (4.7)
can be extracted if |g| = 2ω20 |∆|. In this case the imaginary parts of ω± differ from zero, provided ∆ < 0.
Such a situation holds for the following relations between the coupling coefficients:
gxp = gpx, gxx = −ω20gpp. (4.14)
Then
ω± = ω0 ± iγ, γ = |∆|1/2 =
(
g2px + ω
2
0g
2
pp
)1/2
. (4.15)
The explicit form of the matrix R11 reads
R11 = cosh γt
∥∥∥∥ cosω0t −ω0 sinω0tω−10 sinω0t cosω0t
∥∥∥∥ . (4.16)
Consequently, the amplitude of the oscillations increases without bound. The drift matrix A (3.19)
depends on time as follows:
A =
∥∥∥∥ γ tanh γt −ω201 γ tanh γt
∥∥∥∥ . (4.17)
An interesting model described by the Hamiltonian
H = p1p2 + ω
2
0x1x2 + γ (x2p2 − x1p1) (4.18)
was proposed for the first time by Bateman [54]. The Lagrangian
L = x˙1x˙2 −
(
ω20 + γ
2
)
x1x2 + γ (x1x˙2 − x˙1x2) (4.19)
was considered by Morse and Feshbach [55]. This system was investigated, e.g., in [56] (see also [13]).
The equations of motion in this case read
x¨1 + 2γx˙1 +
(
ω20 + γ
2
)
x1 = 0, x¨2 + 2γx˙2 +
(
ω20 + γ
2
)
x2 = 0. (4.20)
Consequently, at the classical level we have damping in the first mode and amplification in the second
mode. Moreover, at the classical level both particles are completely independent due to Eq. (4.20). The
quantum picture is more complicated, since the quantum behaviour is governed not by the second-order
equations of motion, but by the Hamiltonian (4.18), in which the dynamical variables of both particles
are entangled. (The nonunique correspondence between the equations of motion and the Lagrangians or
Hamiltonians leading to them, as well as related ambiguities of quantization, were investigated in detail
in [57]. It can be proved [57, 58] that no Hamiltonian leading to Eq. (4.20) and coinciding with Eq. (4.1)
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for γ = 0 exists.) In particular, the velocity of each particle is determined by the generalized momentum
of the other particle:
x˙1 = p2 − γx1, x˙2 = p1 + γx2.
The two other Hamilton equations read
p˙1 = γp1 − ω20x2, p˙2 = γp2 − ω20x1.
In terms of the blocks of the matrix R these equations can be rewritten as follows:
R˙1k = aR1k + bR2k, R˙2k = bR1k − aR2k, (k = 1, 2) (4.21)
where a and b are 2× 2 matrices,
a =
∥∥∥∥ γ 00 −γ
∥∥∥∥ , b = ∥∥∥∥ 0 −ω201 0
∥∥∥∥ .
Eliminating the matrix R2k we obtain the second-order equation
R¨1k − 2aR˙1k +
(
γ2 + ω20
)
R1k = 0. (4.22)
Seeking its solution in the form R1k = exp(Λt)R0 we obtain the characteristic equation
Λ2 − 2aΛ + (γ2 + ω20) I = 0,
whose solution reads
Λ = a± iω0I.
Taking into account the initial conditions
R11(0) = I, R˙11(0) = a, R12(0) = 0, R˙12(0) = b,
we obtain finally the matrices
R11 = cosω0t
∥∥∥∥ eγt 00 e−γt
∥∥∥∥ , R12 = sinω0t ∥∥∥∥ 0 −ω0eγtω−10 e−γt 0
∥∥∥∥ .
Consequently, after averaging over the state of the second particle we have a system with a damped
coordinate, but with a momentum increasing in time without bound. Moreover, the momentum will no
longer be related to the velocity. The drift matrix (3.19) in the Fokker-Planck equation for the averaged
Wigner function of the first particle depends on time as follows:
A =
∥∥∥∥ ω0 tan(ω0t) + γ 00 ω0 tan(ω0t)− γ
∥∥∥∥ .
We see that the reduction of “Bateman’s mirror model” (4.18) does not lead to a damped quantum
oscillator in the conventional meaning of this term.
5 Oscillator in a thermostat: weak coupling limit
We now proceed to a more realistic model, where the oscillator under study (its frequency will be denoted
by ω0) is coupled to a large number of other oscillators with frequencies ωi. This model was the subject
of investigations in many papers: see, e.g., [17]-[38]. A more comprehensive reference list can be found
in the review [13]. We assume that each oscillator is described by the standard Hamiltonian
Hi =
1
2
(
p2i + ω
2
i x
2
i
)
with unit mass (this can easily be achieved by rescaling the coordinates), while the quadratic interaction
Hamiltonian is chosen in the most general form:
Hint =
∑
i
(zipip0 + vipix0 + uixip0 + gixix0) . (5.1)
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The coupling constants zi, vi, ui, gi are assumed to be time independent.
Equation (3.4) and its initial condition are equivalent to the following equations and initial conditions
for the blocks of the matrix R of (3.12):
R˙11 = A11R11 +A12R21, R11(0) = I, (5.2)
R˙21 = A21R11 +A22R21, R21(0) = 0, (5.3)
R˙12 = A11R12 +A12R22, R12(0) = 0, (5.4)
R˙22 = A21R12 +A22R22, R22(0) = I. (5.5)
The 2×2 matrix A11 and the 2M ×2M matrix A22 (M is the number of oscillators in the reservoir) read
A11 =
∥∥∥∥ 0 −ω201 0
∥∥∥∥ , ∥∥∥∥ 0 −diag (ω21 , . . . , ω2i , . . .)diag(1, . . . , 1, . . .) 0
∥∥∥∥ . (5.6)
The matrices A12 and A21 are rectangular with the dimensions 2× 2M and 2M × 2, respectively:
A12 =
∥∥∥∥ −v1 · · · −vi · · · −g1 · · · −gi · · ·z1 · · · zi · · · u1 · · · ui · · ·
∥∥∥∥ , (5.7)
A21 =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
−u1 −g1
...
...
−ui −gi
...
...
z1 v1
...
...
zi vi
...
...
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
. (5.8)
In this section we consider the case where all the elements of the interaction matrices A12 and A21
are small. Then we may use perturbation theory. In the zeroth approximation we obtain from Eq. (5.2)
R
(0)
11 (t) = exp (A11t) . (5.9)
Putting this expression into the right-hand side of Eq. (5.3) we obtain the first-order solution for the
matrix R21,
R
(1)
21 (t) = exp (A22t)
∫ t
0
exp (−A22τ)A21 exp (A11τ) dτ. (5.10)
Then Eqs. (3.19) and (5.2) lead to the following first-order approximation for the matrix A governing
the evolution of the average values of the subsystem variables according to Eq. (2.18):
A(1) = A11 +A12R(1)21 (t)
[
R
(0)
11 (t)
]−1
. (5.11)
Taking into account Eqs. (5.9) and (5.10) and making the change of variable t−τ = x in the integrand
we arrive at the formula
µ ≡ A−A11 = A12
∫ t
0
exp (A22x)A21 exp (−A11x) dx. (5.12)
The solutions to Eqs. (5.4) and (5.5) in the same approximation read
R
(0)
22 (t) = exp (A22t) , (5.13)
R
(1)
12 (t) = exp (A11t)
∫ t
0
exp (−A11τ)A12 exp (A22τ) dτ. (5.14)
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Then the diffusion matrix of the Fokker-Planck equation (2.18), due to Eqs. (3.21) and (5.4), reads
D = sym
(
A12R(0)22 (t)FR˜(1)12 (t)
)
= sym
{
A12 exp (A22t)F
∫ t
0
exp
(
A˜22τ
)
A˜12 exp
(
−A˜11τ
)
dτ exp
(
A˜11t
)}
. (5.15)
The explicit forms of the matrices R
(0)
11 (t) and R
(0)
22 (t) are as follows:
exp (A11t) =
∥∥∥∥ cosω0t −ω0 sinω0tω−10 sinω0t cosω0t
∥∥∥∥ , (5.16)
exp (A22t) =
∥∥∥∥ diag(cosωit) diag(−ωi sinωit)diag(ω−1i sinωit) diag(cosωit)
∥∥∥∥ , (5.17)
If we choose the thermostat variance matrix to be
F =
∥∥∥∥ diag (ω2i fi) 00 diag (fi)
∥∥∥∥ , (5.18)
(in particular, F may be an equilibrium variance matrix for the thermostat variables), then it describes
the steady-state solution of Eq. (2.14) in the absense of the interaction:
F(t) = exp (A22t)F exp
(
A˜22t
)
= F. (5.19)
Consequently, one may interchange the matrices exp (A22t) and F in Eq. (5.15) in accordance with the
formula
exp (A22t)F = F exp
(
−A˜22t
)
. (5.20)
Then Eq. (5.15) assumes the form (x = t− τ)
D = sym
{∫ t
0
exp (A11x)A12 exp (−A22x) dxFA˜12
}
. (5.21)
The explicit expressions for the matrix elements of 2× 2 matrix µ of (5.12) are as follows:
µ11 =
1
2
∑
i
[
−∆iS(+)i − ω−10 GiS(−)i + κiC(+)i
]
, (5.22)
µ12 =
1
2
∑
i
[
ω0κiS
(−)
i + ω0∆iC
(−)
i +GiC
(+)
i
]
, (5.23)
µ21 =
1
2
∑
i
[
ω−10 κiS
(−)
i − ω−10 ∆iC(−)i − ZiC(+)i
]
, (5.24)
µ22 =
1
2
∑
i
[
−∆iS(+)i − ω0ZiS(−)i − κiC(+)i
]
. (5.25)
We have introduced the notation
S
(±)
i =
sin(ωi − ω0)t
ωi − ω0 ±
sin(ωi + ω0)t
ωi + ω0
, (5.26)
C
(±)
i =
1− cos(ωi − ω0)t
ωi − ω0 ±
1− cos(ωi + ω0)t
ωi + ω0
. (5.27)
Other parameters are the bilinear combinations of the coupling constants:
∆i = gizi − uivi, κi = ωizivi + giui/ωi,
Gi = ωiv
2
i + g
2
i /ωi, Zi = ωiz
2
i + u
2
i /ωi.
(5.28)
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Eq. (5.21) results in the following expressions for the elements of the diffusion matrix D:
D11 =
1
2
∑
i
ωifi
[
GiS
(+)
i + ω0∆iS
(−)
i − ω0κiC(−)i
]
, (5.29)
D22 =
1
2
∑
i
ωifi
[
ZiS
(+)
i + ω
−1
0 ∆iS
(−)
i + ω
−1
0 κiC
(−)
i
]
, (5.30)
D12 =
1
2
∑
i
ωifi
[
−κiS(+)i + (2ω0)−1
(
ω20Zi −Gi
)
C
(−)
i
]
. (5.31)
We see that in the general case both the drift matrix and the diffusion matrix have rather complicated
time dependences. However, under certain conditions the formulas can be simplified, if we proceed to
the continuum limit. This means that we assume the number of oscillators in the reservoir to be very
large and the frequencies ωi to be so close to each other that we may replace the sums by integrals over
dωi ≡ dω. Then we need to calculate integrals of the following type:
σ± =
∫
ϕ(ω)
sin(ω ± ω0)t
ω ± ω0 dω, (5.32)
σ± =
∫
ϕ(ω)
1− cos(ω ± ω0)t
ω ± ω0 dω. (5.33)
From physical considerations it is clear that the elements of the matrices µ and D are determined mainly
by the terms in Eqs. (5.22)-(5.25) and (5.29)-(5.31) that correspond to frequencies near ω0, since the
most effective interactions between the oscillator under study and the thermostat oscillators take place
under resonance condition. Indeed, for a sufficiently smooth function ϕ(ω) and for t≫ ω−10 , only points
belonging to the domain |ω−ω0| ≤ t−1 make a significant contribution to the integrals (5.32) and (5.33),
due to the rapid oscillations of the trigonometric functions outside this domain. Thus, assuming that
ω = ω0 in all the functions except sin(ω + ω0)t, we may evaluate the integral σ+ as follows:
σ+ ≈ ϕ(ω0)
2ω0
∫ ω2
ω1
sin(ω + ω0)t dω =
ϕ(ω0)
2ω0t
[cos(ω1 + ω0)t− cos(ω2 + ω0)t] .
Consequently, we may neglect the value of σ+ at ω0t≫ 1. The same is true for the integral∫
ϕ(ω)
cos(ω + ω0)t
ω + ω0
dω ∼ O
(
1
ω0t
)
.
As concerns the integral σ−, its value does not depend on time for t≫ ω−10 , since making the substitutions
x = ω − ω0, y = xt, we obtain
σ− = ϕ(ω0)
∫
sinxt
x
dx = ϕ(ω0)
∫
sin y
y
dy = πϕ(ω0). (5.34)
To evaluate the integral
∫
ϕ(ω) cos(ω−ω0)tω−ω0 dω we use the Taylor expansion ϕ(ω) = ϕ(ω0) + ϕ
′(ω0)(ω −
ω0) + · · ·, make the substitution x = ω − ω0, and expand the limits of integration from −∞ to ∞. Then
the first integral vanishes, because the function cos(xt)/x is odd. The second integral decreases at least
as 1/t when t→∞. Therefore, we may assume that the integrals δ± do not depend on time at ω0t≫ 1:
δ± =
∫
ϕ(ω)
ω − ω0 dω. (5.35)
In the case of the “minus” sign the principal value of the integral is implied: it is designated with the
symbol
∫ ′
. We arrive at the following expressions for the matrix elements of the matrices µ and D in the
continuum limit:
µ11 = −1
2
πν(ω0)
[
∆(ω0) + ω
−1
0 G(ω0)
]
+
∫ ′ ωκ(ω)ν(ω)
ω2 − ω20
dω, (5.36)
µ12 =
1
2
πν(ω0)ω0κ(ω0) +
∫ ′ ν(ω)
ω2 − ω20
[
ω20∆(ω) + ωG(ω)
]
dω, (5.37)
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µ21 =
1
2
πν(ω0)ω
−1
0 κ(ω0)−
∫ ′ ν(ω)
ω2 − ω20
[∆(ω) + ωZ(ω)] dω, (5.38)
µ22 = −1
2
πν(ω0) [∆(ω0) + ω0Z(ω0)]−
∫ ′ ωκ(ω)ν(ω)
ω2 − ω20
dω, (5.39)
D11 =
1
2
πν(ω0)f(ω0)ω0 [ω0∆(ω0) +G(ω0)]− ω20
∫ ′ ωf(ω)κ(ω)ν(ω)
ω2 − ω20
dω, (5.40)
D22 =
1
2
πν(ω0)f(ω0) [∆(ω0) + ω0Z(ω0)] +
∫ ′ ωf(ω)κ(ω)ν(ω)
ω2 − ω20
dω, (5.41)
D12 = −1
2
πν(ω0)ω0f(ω0)κ(ω0) +
∫ ′ ωf(ω)ν(ω)
ω2 − ω20
[
ω20Z(ω)−G(ω)
]
dω. (5.42)
Here ν(ω) is the density of states function, whereas the functions Z(ω), G(ω), etc. are obvious general-
izations of functions defined in Eq. (5.28).
In principle, the frequency dependences of the coupling constants can be chosen in such a way that
the integrals in Eqs. (5.36)-(5.42) vanish. For instance, this is possible provided the corresponding
combinations of functions κ, ν, f , G, Z, ∆/ω, understood as functions of the argument x = ω2, do not
change their values under the reflection in the point x0 = ω
2
0 , and these functions (or at least the density
of states) decrease sufficiently rapidly with distance from the point x0 in both directions. In such a case
all the coefficients µik and Dik are determined by the values of the aforementioned functions at the point
ω0. Moreover, the diffusion coefficients are proportional to the corresponding elements of the matrix µ:
D11 = −ω20f0µ11, D22 = −f0µ22, D12 = −f0µ12 = −ω20f0µ21. (5.43)
We see that in the continuous weak coupling limit the reduced Wigner function of the oscillator obeys
(under certain conditions) the Fokker-Planck equation (2.18) with time-independent coefficients at times
t≫ ω−10 . Let us check, however, whether condition (2.27) is fulfilled. Since TrA = Trµ, then due to Eq.
(5.43) we must check the inequality
ω20f
2
0µ11µ22 − f20µ212 ≥ h¯2 (µ11 + µ22)2 /16. (5.44)
Taking into account Eqs. (5.36)-(5.39) and Eq. (5.28), we arrive at the inequality (all the functions are
taken at the point ω = ω0)
(4fω/h¯)2
[
2∆2 +∆(ωZ +G/ω)
] ≥ [2∆ + (ωZ +G/ω)]2 . (5.45)
It cannot be satisfied for an arbitrary choice of coupling constants. For instance, it is violated if
∆ = 0, or when any three of four coefficients g, z, u, v vanish.
This result seems paradoxical. Indeed, we started from the exact equation of motion for the density
matrix of a closed system, found the exact solution to this equation, and after this we performed averaging
over the thermostat degrees of freedom. Since the laws of quantum mechanics were not violated at any
step, the reduced density matrix must be positive definite at any time for quite arbitrary coupling
constants. On the other hand, if, for instance, zi = ui = vi = 0, then inequality (5.45) does not hold.
Hence, following the reasonings given in Sec. 2, we could obtain a nonpositive definite density matrix in
the process of evolution!
This apparent contradiction is resolved in the following way. Inequality (2.27) is a necessary and
sufficient condition ensuring that any density matrix that was positive definite at any instant of time
will remain positive definite at all subsequent moments. But in the problem under study we have the
selected instant t = 0: this is just the moment when the interaction with the thermostat was turned on.
Since in the presence of the interaction with the environment the evolution of the oscillator density matrix
is nonunitary, the set of density matrices ρ(t) arising from all initially admissible density matrices ρ(0)
does not coincide with the set of all admissible density matrices. In particular, correct initial density
matrices cannot turn into the specific ones that could become nonpositive definite at some instant of
time in the case of violation of inequality (5.45). Therefore, there is no need to check conditions like
(2.27) or (5.44), (5.45) when the density matrix of the subsystem is obtained by reduction of the exact
density matrix of the closed system: the reduced density matrix (calculated with the proper accuracy)
turns out to be positive definite automatically.
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However, if the goal is the derivation of a self-consistent Fokker-Planck equation on the basis of a
“microscopic” model of the oscillator interacting with a large reservoir, then we have to recognize that
the underlying “microscopic” model cannot be quite arbitrary: its parameters must satisfy rather strong
restriction (5.45), in order to prevent the appearance of the unphysical solutions when this equation is
applied to arbitrary initial states.
Returning to the analysis of Eqs. (5.36)-(5.43), we notice that the matrix
F0 =
∥∥∥∥ ω20f0 00 f0
∥∥∥∥ (5.46)
satisfies, due to Eq. (5.43), the relation
AF0 + F0A˜+ 2D = 0. (5.47)
This means that F0 is the steady state solution to Eq. (2.19) for the oscillator variance matrix, inde-
pendently of the concrete values of the coefficients of the drift matrix µik. In particular, if
f0 =
h¯
2ω0
coth
(
h¯ω0
2kT
)
, (5.48)
then the matrix (5.46) coincides with the equilibrium variance matrix of the oscillator. Consequently, the
steady state solution of the Fokker-Planck equation with the coefficients (5.36)-(5.42) is the equilibrium
Wigner function of the oscillator, if the thermostat itself is in the equilibrium state. Moreover, we may
imagine a situation with
f0 =
h¯
2ω0
n∑
i=0
αi coth
(
h¯ω0
2kTi
)
,
n∑
i=1
αi = 1, αi ≥ 0, (5.49)
Then, the oscillator under study exhibits relaxation to the Gaussian steady state with the variance matrix
given by Eqs. (5.46) and (5.49). Such a situation may be realized when the thermostat consists of several
large independent subsystems possessing their own temperatures (see, e.g., [59]). In this case n is the
number of subsystems, and αi is the “weight” of each subsystem.
We see that the final steady state of the oscillator weakly interacting with a thermostat does not
depend on the concrete values of the coupling constants, provided the thermostat was initially in an
equilibrium or quasi-equilibrium (described by Eq. (5.49) state. Now let us analyze possible forms of the
drift matrix A. Due to the property µ12 = ω
2
0µ21 its characteristic equation det(A− λI) = 0 reads
λ2 − (µ11 + µ22)λ+ ω20 + µ11µ22 − µ12µ21 = 0. (5.50)
The solutions to this equations can be written as λ1,2 = −γ ± iω∗, with
ω∗ =
[
ω20 −
1
4
(µ11 − µ22)2 − µ12µ21
]
, (5.51)
γ = −1
2
Trµ = −1
2
(µ11 + µ22) =
1
4
πν(ω0)
[
2∆0 + ω0Z0 + ω
−1
0 G0
]
. (5.52)
The last formula holds even when the integrals in Eqs. (5.36) and (5.39) are not equal to zero. Assuming
the damping coefficient γ to be positive and comparing Eqs. (5.52) and (5.45), we may rewrite inequality
(5.45) as follows (recall that all functions are taken at ω = ω0):
(4fω/h¯)2∆ ≥ 2∆+ (ωZ +G/ω) = 4γ/[πν(ω)]. (5.53)
In particular, for an equilibrium thermostat at zero temperature (when f = h¯/2ω) we obtain the relation
2∆ ≥ ωZ +G/ω, (5.54)
which due to Eq. (5.28) turns into the inequality
(u+ v)2 + (ωz − g/ω)2 ≤ 0. (5.55)
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Thus we arrive at a striking conclusion: the microscopic model of the interaction between the oscillator
and the equilibrium reservoir at zero temperature, based on the general quadratic Hamiltonian (5.1), leads
to the Fokker-Planck equation with time independent coefficients, valid for any physically admissible
initial states of the oscillator, if and only if the coupling constants at the main oscillator frequency satisfy
the restriction
u0 = −v0, z0 = g0/ω20. (5.56)
In this case Eqs. (5.36)-(5.39) yield
µ11 = µ22, µ12 = µ21 = 0, (5.57)
so we have the unique drift matrix
µ =
∥∥∥∥ −γ 00 −γ
∥∥∥∥ (5.58)
with the damping coefficient
γ = πν(ω0)∆0, ∆0 = u
2
0 + g
2
0/ω
2
0 . (5.59)
Due to Eq. (5.57) the frequency ω∗ in formula (5.51) exactly equals the oscillator eigenfrequency ω0.
The equations of motion for the average values of the coordinate and momentum read
p˙ = −γp− ω20x, (5.60)
x˙ = p− γx. (5.61)
One can see that consistent quantum mechanical consideration do not result in the conventional classical
equations (2.16). To understand the origin of Eqs. (5.60) and (5.61), let us introduce the annihilation
and creation operators
aˆ =
ω0xˆ+ ipˆ√
2h¯ω0
, aˆ† =
ω0xˆ− ipˆ√
2h¯ω0
, (5.62)
which are the most natural for the description of a quantum oscillator. It turns out that precisely Eqs.
(5.60), (5.61) lead to uncoupled equations for aˆ and aˆ†:
˙ˆa = −iω0aˆ− γaˆ, ˙ˆa† = iω0aˆ† − γaˆ†. (5.63)
Denoting the annihilation and creation operators for the thermostat oscillators by cˆi and cˆ
†
i we may
rewrite the interaction Hamiltonian (5.1) (for thermostat oscillators whose frequencies coincide with ω0)
as follows:
Hˆint(ω0) = h¯
∑
ωi=ω0
(
δ0aˆcˆ
†
i + δ
∗
0 aˆ
†cˆi
)
, (5.64)
δ0 = g0/ω0 + iu0, ∆0 = |δ0|2.
Hamiltonian (5.64) was considered in almost every paper devoted to the models of a quantum damped
oscillator (see, e.g., review [13]). But frequently it was chosen only because it is the simplest one. We
have shown in fact that it is the only possible quadratic interaction Hamiltonian ensuring the validity of
the resulting Fokker-Planck equation for any initial states taken at any initial times. This is probably
related to the quantum nature of the interactions between the systems: each act of interaction must
consist in the annihilation of a quantum in one system and its creation in another system. Precisely the
Hamiltonian (5.64) expresses this property in the most distinct form.
Nonetheless we have no sufficient grounds for claiming that other interaction (quadratic) Hamiltonians
should be excluded. But they will result in the Fokker-Planck equation with time-dependent drift and
diffusion matrices describing nonexponential relaxation.
Recall that we assumed the integrals in Eqs. (5.36)-(5.42) to equal zero. What will happen if
we abandon this assumption, but assume instead that the constraints (5.56) hold for all the coupling
constants? In this case we have κ(ω) ≡ 0 at all frequencies. Furthermore, G(ω) ≡ ω2Z(ω) ≡ ω∆(ω).
Consequently, the integral terms “survive” only in the off-diagonal elements of both matrices µ and D:
µ11 = µ22 = −γ,
µ12 =
∫ ′ ν(ω)∆(ω)
ω2 − ω20
[
ω20 + ω
2
]
dω,
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µ21 = −
∫ ′ ν(ω)∆(ω)
ω2 − ω20
dω,
D11 = ω
2
0D22, D22 = γf(ω0), D12 = −
1
π
∫
f(ω)γ(ω) dω (5.65)
(the function γ(ω) is defined by Eq. (5.59) with ω0 replaced by ω).
The presence of nonzero coefficients µ12 and µ21 may be interpreted as some kind of renormalization
of mass and eigenfrequency of the main oscillator due to the interaction with the environment. However,
inequality (2.26) is obviously violated at zero temperature, when f = h¯/2ω, since due to Eq. (5.65)
coefficient D12 is strictly negative for all temperatures (evidently, both functions ν(ω) and f(ω) are
positive). This example shows once more that the self-consistent Fokker-Planck equations with time-
independent coefficients can be derived from microscopic models only in exceptional cases.
6 Oscillator in a magnetic field. Weak coupling with a thermo-
stat
We now consider, within the framework of the same scheme, the case where the subsystem under study is
a two-dimensional isotropic oscillator with eigenfrequency ω0 and mass m placed in a uniform magnetic
field H characterized by the cyclotron frequency
ω = eH/mc. (6.1)
The Hamiltonian of this subsystem reads
Hˆ0 =
1
2m
(
πˆ2x + πˆ
2
y
)
+
1
2
mω20
(
x2 + y2
)
, (6.2)
where πˆx and πˆy are the operators of the kinetic momentum projections, related to the canonical mo-
mentum p and the vector potential A in the usual way:
π = p− (e/c)A(x, y), [πˆx, πˆy ] = ih¯mω. (6.3)
The problem of constructing the Fokker-Planck equation for this subsystem is reduced to that solved
in the previous section, because the Hamiltonian (6.2) can be expressed as a sum of two oscillator
Hamiltonians:
Hˆ0 = h¯ω+
(
aˆ†aˆ+
1
2
)
+ h¯ω−
(
bˆ†bˆ+
1
2
)
. (6.4)
The annihilation operators
aˆ = (2mh¯Ω)−1/2 [πˆx + iπˆy +mω− (yˆ − ixˆ)] , (6.5)
bˆ = (2mh¯Ω)−1/2 [πˆx − iπˆy −mω+ (yˆ + ixˆ)] (6.6)
satisfy the commutation relations[
aˆ, aˆ†
]
=
[
bˆ, bˆ†
]
= 1,
[
aˆ, bˆ
]
=
[
aˆ, bˆ†
]
= 0. (6.7)
The frequencies are defined as follows:
ω± =
1
2
(Ω± ω), Ω = (ω2 + 4ω20)1/2 , ω+ω− = ω20 . (6.8)
In the continuous weak coupling limit the self-consistent equations of motion for the first-order average
values of the operators aˆ and bˆ are given by Eq. (5.63), provided one replaces ω0 with ω+ and ω−.
Furthermore, two different damping coefficients are possible: they are determined by the density of states
and coupling constants at the frequencies ω± (see Eqs. (5.59) and (5.64)):
γ± = πν(ω±)|δ(ω±)|2. (6.9)
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The relations inverse to Eqs. (6.5) and (6.6) read
πˆx = (mh¯/2Ω)
1/2
[
ω+
(
aˆ+ aˆ†
)
+ ω−
(
bˆ+ bˆ†
)]
, (6.10)
πˆy = i(mh¯/2Ω)
1/2
[
ω+
(
aˆ† − aˆ)+ ω− (bˆ− bˆ†)] , (6.11)
xˆ = i(h¯/2mΩ)1/2
[
aˆ− aˆ† + bˆ− bˆ†
]
, (6.12)
yˆ = (h¯/2mΩ)1/2
[
aˆ+ aˆ† − bˆ− bˆ†
]
. (6.13)
The average values of the coordinates and the kinetic momenta obey equations resulting from equations
of the form of (5.63):
π˙x = −απx + ωπy −mω20x+mω20ǫy, (6.14)
π˙y = −ωπx − απy −mω20ǫx−mω20y, (6.15)
x˙ = m−1πx −m−1ǫπy − ηx, (6.16)
y˙ = m−1ǫπx +m
−1πy − ηy. (6.17)
We have introduced the notation
α = (γ+ω+ + γ−ω−) /Ω, η = (γ+ω− + γ−ω+) /Ω, ǫ = (γ− − γ+) /Ω. (6.18)
The second-order equations of motion read
x¨+ (γ− + γ+) x˙− ωy˙ +
(
ω20 + γ−γ+
)
x− (γ−ω+ − γ+ω−) y = 0, (6.19)
y¨ + (γ− + γ+) y˙ + ωx˙+
(
ω20 + γ−γ+
)
y + (γ−ω+ − γ+ω−) x = 0. (6.20)
We see that “one-photon” interaction with a thermostat of the form of (5.64) results in coordinate-
dependent forces perpendicular to the vector r = (x, y) and proportional to the damping coefficients.
The necessity of introducing such forces was shown earlier in [39, 48, 49] within the framework of a
phenomenological approach. As was demonstrated in these papers, if the second-order equations of
motion (for a charged particle or oscillator placed in a uniform magnetic field) contain the term −γr˙,
then it is impossible to satisfy simultaneously Eq. (2.19) with the equilibrium matrix M(T ) for all
temperatures (including T = 0) and condition (2.20), unless a force of the form f = [h× r] is introduced.
Now we have arrived at the same result on the base of the microscopic model. Moreover, the relation
between the velocity and the kinetic momentum becomes much more complicated than in the conservative
case (see Eqs. (6.16) and (6.17).
It is clear from the preceding section that the steady state Wigner function at t→∞ coincides with
the equilibrium distribution that was found in refs. [8, 16]. Since this distribution is Gaussian, it is
completely determined (see Eq. (3.8)) by the equilibrium variance matrix
M(eq) =
∥∥∥∥∥∥∥∥
Mpi 0 0 Ma
0 Mpi −Ma 0
0 −Ma Mρ 0
Ma 0 0 Mρ
∥∥∥∥∥∥∥∥ , (6.21)
Mpi = mh¯Ω
4Q
[(
1 +
ω2
Ω2
)
sinh Ω˜− 2ω
Ω
sinh ω˜
]
, (6.22)
Mρ = h¯ sinh Ω˜
mΩQ
, (6.23)
Ma = h¯
2Q
[ω
Ω
sinh Ω˜− sinh ω˜
]
, (6.24)
where
Q(β) = cosh Ω˜− cosh ω˜, Ω˜ = 1
2
βh¯Ω, ω˜ =
1
2
βh¯ω, (6.25)
and β = 1/kT is the inverse temperature of the thermostat.
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The drift matrix A corresponding to Eqs. (6.14)-(6.17) reads
A =
∥∥∥∥∥∥∥∥
−α ω −mω20 mω20ǫ
−ω −α −mω20ǫ −mω20
m−1 −m−1ǫ −η 0
m−1ǫ m−1 0 −η
∥∥∥∥∥∥∥∥ . (6.26)
Putting this matrix into Eq. (5.47) with the matrix M(eq) instead of F0 we obtain the diffusion matrix
D =
∥∥∥∥∥∥∥∥
Dpi 0 0 Da
0 Dpi −Da 0
0 −Da Dρ 0
Da 0 0 Dρ
∥∥∥∥∥∥∥∥ (6.27)
with the following coefficients,
Dpi =
mh¯
2ΩQ
[(
γ+ω
2
+ + γ−ω
2
−
)
sinh Ω˜− (γ+ω2+ − γ−ω2−) sinh ω˜] , (6.28)
Da =
h¯
2ΩQ
[
(γ+ω+ − γ−ω−) sinh Ω˜− (γ+ω+ + γ−ω−) sinh ω˜
]
, (6.29)
Dρ =
h¯
2mΩQ
[
(γ+ + γ−) sinh Ω˜− (γ+ − γ−) sinh ω˜
]
. (6.30)
In particular, at zero temperature (β =∞) we obtain
D(low)pi =
mh¯
2Ω
(
γ+ω
2
+ + γ−ω
2
−
)
,
D(low)a =
h¯
2Ω
(γ+ω+ − γ−ω−) ,
D(low)ρ =
h¯
2mΩ
(γ+ + γ−) . (6.31)
In the opposite, high-temperature, case (β → 0) we have
D(high)pi = mkTα, D
(high)
ρ =
kTη
mω20
, D(high)a = −kT ǫ. (6.32)
It is noteworthy that all three diffusion coefficients remain nonzero even in the high temperature limit,
which is usually identified with the quasiclassical limit. Recall that in classical statistical mechanics it is
usually implied that the only nonzero diffusion coefficient is Dpi.
Various sets of the diffusion coefficients compatible with inequality (2.20) and leading to an equilibrium
steady state (with the variance matrix (6.21)) in the limit of infinitely small damping were constructed
within the framework of the phenomenological approach in [39]. However, none of them had a structure
similar to that given by Eqs. (6.28)-(6.30).
For example, only the coefficient Dpi was proportional to the temperature in the high-temperature
limit, whereas the other diffusion coefficients decreased as 1/kT , in contrast to Eq. (6.32). This difference
is due to at least two causes. First, it was assumed in [39, 48, 49] that the elements A41 and A32 of the drift
matrix must be zero, although the elements A14 and A23 could be nonzero. Eq. (6.26) shows that within
the framework of the microscopic approach such a choice is impossible, since all these coefficients are
proportional to the parameter ǫ. Furthermore, in the aforementioned papers we admitted the possibility
that some coefficients of the drift matrix (those related to the damping) could depend on temperature.
In principle, such a possibility (i.e., the time dependence of the coupling constants in the interaction
Hamiltonian) is not excluded within the framework of the microscopic approach as well. Then the high
temperature limit of the diffusion matrix coefficients could be quite different from Eq. (6.32).
The expressions (6.26)-(6.30) are simplified in the special case of the equal damping coefficients, when
γ+ = γ− = γ0:
A(0) =
∥∥∥∥∥∥∥∥
−γ0 ω −mω20 0
−ω −γ0 0 −mω20
m−1 0 −γ0 0
0 m−1 0 −γ0
∥∥∥∥∥∥∥∥ , (6.33)
19
D(0)pi =
mh¯γ0
2ΩQ
[(
ω2 + 2ω20
)
sinh Ω˜− ωΩ sinh ω˜
]
, (6.34)
D(0)a =
h¯γ0
2ΩQ
[
ω sinh Ω˜− Ω sinh ω˜
]
, (6.35)
D(0)ρ =
h¯γ0
mΩQ
sinh Ω˜. (6.36)
If coefficient γ− tends to zero sufficiently rapidly as ω− → 0, then the set of diffusion coefficients
(6.28)-(6.30) possesses the finite limit for a free particle in a magnetic field, when ω0 = ω− = 0, Ω = ω,
γ+(ω+ ≡ ω) = γ:
Dpi =
1
2
γmh¯ω coth ω˜, (6.37)
Da =
1
2
γh¯ coth ω˜, (6.38)
Dρ =
γh¯
2mω
coth ω˜, (6.39)
α = γ, η = 0, ǫ = −γ/ω. (6.40)
In this case the operators bˆ and bˆ† become the integrals of motion, whose real and imaginary parts
are connected with the center-of-orbit operators in a uniform magnetic field [60]-[62].
One should remember, however, that the results obtained in this section can be justified only under
rather strong limitations imposed on the interaction Hamiltonian. First, it must be written in the specific
form (5.64) at the resonant frequencies. Secondly, the off-resonance terms must ensure the disappearance
of the integral terms in Eqs. (5.36)-(5.42). In particular, the density of states must decrease sufficiently
rapidly as ω →∞.
All these conditions are violated, for example, in the case where the role of a reservoir is played by a
quantized electromagnetic field coupled to the oscillator by means of the standard interaction Hamiltonian
in the dipole approximation:
Hˆint = −
e
m
(2πh¯)1/2
∑
j,σ
(πˆτj,σ)√
ωj
[
cˆ(kj , σ) + cˆ
†(kj , σ)
]
, (6.41)
where cˆ(kj , σ) is the operator of annihilation of a photon with wave vector kj , frequency ωj = c|kj |, and
polarization σ; τj,σ is the unit polarization vector perpendicular to the vector kj . The density of states
is proportional to ω2 in this case, and the integrals in Eqs. (5.36)-(5.42) diverge. Consequently, in this
case the radiation damping leads to nonexponential relaxation.
References
[1] Malkin I.A., Man’ko V.I. Phys. Lett., A31, 243 (1970).
[2] Malkin I.A., Man’ko V.I. Lebedev Phys. Inst. Preprint N 15 (1971).
[3] Man’ko V.I. In: Coherent States in Quantum Theory, Moscow, Mir Publ., 1972, p. 5 [in Russian].
[4] Malkin I.A., Man’ko V.I. Zhurn. Eksp. Teor. Fiz., 59, 1746 (1970) [Sov. Phys. JETP, 32, 949 (1971)].
[5] Dodonov V.V., Malkin I.A., Man’ko V.I. Teor. Mat. Fiz., 24, 164 (1975).
[6] Dodonov V.V., Malkin I.A., Man’ko V.I. Int. J. Theor. Phys., 14, 37 (1975).
[7] Malkin I.A., Man’ko V.I. Dynamical Symmetries and Coherent States of Quantum Systems. Moscow,
Nauka, 1979 [in Russian].
[8] Dodonov V.V., Man’ko V.I. In: Proceedings of Lebedev Physics Institute, v. 152, Moscow, Nauka,
1983, p. 145 [English translation: v.176 supplemental, Commack, Nova Science, 1988, p.197].
[9] Dodonov V.V., Kurmyshev E.V., Man’ko V.I. In: Proceedings of Lebedev Physics Institute, v. 176,
Moscow, Nauka, 1983, p. 128 [English translation: v.176, Commack, Nova Science, 1988, p.169].
20
[10] Dodonov V.V., Man’ko V.I. In: Modern Nonlinear Optics, Part 3, edited by M.Evans and S.Kielich.
New York, Wiley, 1994 (Advances in Chemical Physics series, vol. LXXXV), p. 499.
[11] Husimi K. Progr. Theor. Phys., 9, 381 (1953).
[12] Stevens K.W.H. Proc. Phys. Soc. London, 72, 1027 (1958).
[13] Dekker H. Phys. Repts., 80, 1 (1981).
[14] Titulaer U.M. Physica, 70, 257 (1973).
[15] Littlejohn R.G. Phys. Repts. 138, 193 (1986).
[16] Dodonov V.V., Man’ko V.I. In: Invariants and Evolution of Nonstationary Quantum Systems, Pro-
ceedings of Lebedev Physics Institute, vol. 183. Moscow, Nauka, 1987, p. 182 [English translation:
Commack, Nova Science, 1989, p.263].
[17] Schwinger J. J. Math. Phys., 2, 407 (1961).
[18] Louisell W.H., Walker R.L. Phys. Rev., B137, 204 (1965).
[19] Ford W.G., Kac M., Mazur P. J. Math. Phys., 6, 504 (1965).
[20] Weidlich W., Haake F. Z. Phys., 185, 30 (1965).
[21] Fain V.M., Khanin Ya.I. Quantum Radiophysics. Moscow, Sovetskoye Radio, 1965.
[22] Ullersma P. Physica, 32, 27 (1966).
[23] Zel’dovich B.Ya., Perelomov A.M., Popov V.S. Zhurn. Eksp. Teor. Fiz., 55, 589 (1968).
[24] Glauber R.J. In: Rend. Scuola Int. Fis. “E.Fermi”, v. XLII. Edited by R.J.Glauber, New York,
Academic Press, 1969, p. 32.
[25] Braun E., Godoy S.V. Physica, A86, 337 (1977).
[26] Razavy M. Nuovo Cimento, B64, 396 (1981).
[27] Caldeira A.O., Leggett A.J. Ann. Phys. (N.Y.), 149, 374 (1983).
[28] Lindenberg K., West B.J. Phys. Rev., A30, 568 (1984).
[29] Pedrosa I.A., Baseia B. Phys. Rev., D30, 765 (1984).
[30] Braun E. Physica, A129, 262 (1985).
[31] Yannouleas C. Physica, A132, 1 (1985).
[32] Riseborough P.S., Ha¨nggi P., Weiss U. Phys. Rev., A31, 471 (1985).
[33] Dekker H. Phys. Rev., A31, 1067 (1985), A33, 2140 (1986); Physica, A133, 1 (1985).
[34] Papadopoulos G.J. J. Phys., A18, 1945 (1985).
[35] Haake F., Reibold R. Phys. Rev., A32, 2462 (1985).
[36] Haake F., Walls D.F. Phys. Rev., A36, 730 (1987).
[37] Pimpale A., Razavy M. Phys. Rev., A36, 2739 (1987).
[38] Ford G.W., Lewis J.T., O’Connell R.F. Phys. Rev., A37, 4419 (1988); Ann. Phys. (N.Y.), 185, 270
(1988); J. Stat. Phys., 53, 439 (1988).
[39] Dodonov V.V., Man’ko V.I. In: Proceedings of Lebedev Physics Institute, vol.167. Moscow, Nauka,
1986, p. 7 [English translation: Commack, Nova Science, 1987, p. 7].
21
[40] Wigner E.P. In: Perspectives in Quantum Theory, edited by W.Yourgrau and A. van der Merwe.
Cambridge, Mass., MIT Press, 1971, p.25; Hillery M., O’Connell R.F., Scully M.O., Wigner E.P.
Phys.Repts, 106, 121 (1984).
[41] Dodonov V.V., Man’ko V.I. In: Proceedings of Lebedev Physics Institute, vol. 176. Moscow, Nauka,
1986, p. 40 [English translation: Commack, Nova Science, 1988, p. 53].
[42] Walls D.F., Milburn G.J. Phys. Rev., A31, 2403 (1985).
[43] Dodonov V.V., Man’ko V.I. In: Group Theoretical Methods in Physics, Proceedings of the Sec-
ond International Seminar, Zvenigorod, 24-26 November 1982, edited by M.A.Markov, V.I.Man’ko,
A.E.Shabad. Chur, Harwood Academic Publishers, 1985, v.1, p.705.
[44] Barchielli A. Nuovo Cimento, B74, 113 (1983).
[45] Dekker H., Valsakumar M.C. Phys. Lett., A104, 67 (1984).
[46] Sa˘ndulescu A., Scutaru H. JINR Rapid Communications, Dubna, JINR, No. 10, p.5 (1985); Ann.
Phys. (N.Y.), 173, 277 (1987).
[47] Alicki R., Messer J. J. Phys., A15, 3543 (1982).
[48] Dodonov V.V., Man’ko O.V. Physica, A130, 353 (1985).
[49] Dodonov V.V., Man’ko O.V. Teoreticheskaya i Matematicheskaya Fizika, 65, 93 (1985).
[50] Akhundova E.A., Dodonov V.V., Man‘ko V.I. Physica, A115, 215 (1982).
[51] Schumaker B.L. Phys. Repts., 135, 317 (1986).
[52] Dodonov V.V., Man’ko V.I. In: Invariants and Evolution of Nonstationary Quantum Systems, Pro-
ceedings of Lebedev Physics Institute, vol. 183. Moscow, Nauka, 1987, p. 5 [English translation:
Commack, Nova Science, 1989, p. 3].
[53] Glauber R.J. In: Group Theoretical Methods in Physics, Proceedings of the International Seminar,
Zvenigorod, 24-26 November 1982, edited by M.A.Markov. Moscow, Nauka, 1983, v.II, p. 165.
[54] Bateman H. Phys. Rev., 38, 815 (1931).
[55] Morse P., Feshbach H. Methods of Theoretical Physics, v.1, New York, McGraw-Hill, 1953.
[56] Tikochinsky Y. J. Math. Phys., 19, 888 (1978).
[57] Dodonov V.V., Man’ko V.I., Skarzhinsky V.D. Hadronic Journal, 4, 1734 (1981); Nuovo Cimento,
B69, 185 (1982); Proceedings of Lebedev Physics Institute, v.176 supplemental, Commack, Nova
Science, 1988, p.49.
[58] Havas P. Nuovo Cimento Suppl., 5, 363 (1957); Santilli R.M. Foundations of Theoretical Mechanics.
I: The Inverse Problem in Newtonian Mechanics. Berlin, Springer, 1978.
[59] Glauber R.J. and Man’ko V.I. Zhurn. Eksp. Teor. Fiz., 87, 790 (1984) [Sov. Phys. JETP, 60, 450
(1984)]; in Proceedings of Lebedev Physics Institute 167, 130 (1987) [translation by Nova Science,
Commack].
[60] Malkin I.A., Man’ko V.I. Zhurn. Eksper. Teor. Fiz., 55, 1014 (1968).
[61] Feldman A., Kahn A.H. Phys. Rev., B1, 4584 (1970).
[62] Johnson B.R., Hirschfelder J.O., Yang K.H. Rev. Mod. Phys., 55, 109 (1983).
22
