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We present he bifurcations diagram of a threshold automaton with memory. This automaton 
has a unique attractor which is periodic if the memory is bounded, periodic or Cantorian if it 
is unbounded. We show that the associated rotation number is an increasing piecewise constant 
function of the threshold parameter. If the memory is unbounded, this function is a devil 
staircase. 
1. Introduction 
Automata theory is often used to modelize lementary properties of the nervous 
system [3, 4, 6, 14-17, 19, 201. Most of these models discretize the nervous ignal 
and then treat only boolean informations. In spite of the simplicity of such an 
assumption, the dynamical behaviour of these models is extremely rich. Hence it is 
necessary to analyze them through difficult mathematical studies. For example, the 
neural model proposed by Culloch and Pitts can simulate very finite automaton __ -- 
LlSJ. 
Caianello et al. [3,4] generalized the above model in order to take into account 
the refractary character of the neural response. They introduced a memory 
associated to the system. More precisely, they proposed to simulate the neural 
response by the following equation: 
x,+~ = 1 8- i a(i)x,_i 
[ i=O 1 
where Xie (0, l), #E IF?, a(i)e R, and 
(0 if z&O, 
I*‘] = (I otherwise. 
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This model is based on an unbounded memory since the convolution between the 
a and x vectors goes from 0 to n and hence uses all the previous tates of the boolean 
automaton. 
The dynamical analysis of this equation has been done in particular cases: a(i) = a; 
a(i) = bi for some O< br 3 [I$, 16,17,19,20]. In the last case the previous equation 
is equivalent to a one-dimensional real recurrence equation [16, 173. In Section 3 of 
this paper we recall basic dynamical properties of this model. However, the bulk of 
our work is devoted to the bounded memory case: 
X~g.1 = 1 Owk~’ a(i)*n_i 
[ - i=O 1 
where Br is a given integer. 
In Section 2, we consider a(i) = b’ ior O< b 5 3. For all k and b, we describe com- 
pletely the bifurcations tructure of this equation when 8 varies. In particular we 
show that, for each value of 8, this recurrence has a unique cycle whose length is 
less than or equal to k + 1. We associate to this cycle a rational rotation number: 
~(0). All these numbers form a Farey sequence of rational fractions. The graph of 
the rotation number Q(@ in function of 8 is then a truncated evil staircase. 
Clearly the results presented inthis paper are only partial analyses of the previous 
equations. They show however the complexity of the dynamical behaviour of such 
a neural model. 
2. Bounded memory model 
Let us consider the iteration with k-steps memory: 
x,+1 = 1 tbk$ b&i 
1 L i-0 1 -I (1) 
where xi E (4 1 }, 8zO,O< b s 3_. Such an iteration will be called A(k, 8, b). 
It is clear that the dynamical hehaviour of A(k, 0, b) depends heavily on the posi- 
tion of 8 with respect to the different partial sums of b’. Since O< br 3, the next 
Lemmas 0 and 1 show that we can reduce the problem to b=+= 
For every b E ]09 31 let us define the function Y$ from E= (4 ilk in IR by: 
k-l 
p&O, x1, ..e, xk- ,) = c bixi. 
i=O 
!?$ is a bijection from E into F= ?P&E). Let us denote by 4 the iexicographical 
order on (0, 1) k. One can easily prove the following result: 
Lemmn 0. ?Q, and ‘yt;’ preserve the order: if x and y belong to E, then 
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It is worthwhile mentioning that this property does not hold for b>+: more 
precisely & must verify ihe following condition: I - 2b + bk r: 0. 
Lemma 1. There exists L 5 0 such that (1) is equivaiezt o 
X,+1 = 1 Avmki’ amiXn,i 
[ 
9 
i=O 1 
i.e., A(k, 0, b)= A(k,il,+). 
Proof. Let a = ((x0, al, . . . . ak_ r) be an element of E= { 0, 1) k such that 
Lemma 0 implies that a exists and is unique. A(k, 0, b) is equivalent to 
1 
X,+1 = 
if (x,,x,_l,=**,xn-k+I)~(a~al,=*.,ak-l), 
0 otherwise. (2) 
Define iz = Cfri 2-‘ai. A direct computation shows that (2) is equivalent o 
A (k A, He 
X,+1 = 1 Aekil 2-‘X,_i’. 
[ 
0 
i=O 1 
(3) 
From now on we assume that S = 9. Let @ denote the psetrdoboolean fttn< &n 
.r. 
‘yl/Z* 
Assume th\at O&kM= Cf$ 2-‘. Let 
a=(aO,aI,..., ak-1) and ~=(hsP,,=dk-1)~ {(hl}k 
be such that 
@(a) = y;;$ (@(YW(Y) = % 
F(B) = ,ih { @(y)/@(y)>9}. 
YE{09 Ilk 
Clearly we have @(a)= 8< @(/3) and 
1 I 1 if @(x)s @(a) 1 ifxea = 0 if @(x)Zz G’(B) = 0 if fl<K 
with X=(X0,X* ,..., Xk.m.1). 
If x belongs to (0, Ilk, we write R the dual of x: x = (&, . . . , &_ t) with 
Xi=l-xiE{O,l}. We define also &-M-8-~, where E=+(@(P)-@). 
a 2. We have 
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Proof. It is sufficient o see that: 
F@(X) = l[M-8-&- C2-‘+ C2_‘xj] 
= I[-(6+~+ C2-‘Xj)] = 1 -Fe(x) 
since (8+&+ Cj=O k-“2-jxj) never vanishes. q 
If 8~0, then there exists a globally attracting fixed point, namely 0. As a d-tal 
consequence, if 82 M, then there exists a globally attracting fixed point, namely 1. 
Hence we shall assume that 8~ [0, M]. Furthermore, Lemma 2 implies that we can 
assume OS&+M= 1 -2-k<l. 
We shall now study the stationary state of A(k, 0, #): the relationship between the 
cycles and the values of k and @. Recall that a T-cycle of A(k, 8,+) is defined as 
follows. 
C = (C(T- l), .*., C(0)) with TZ 1, and 
C(n+l)=F&(n),...,C(n-k+l)), n=O,...,T-1 
where the indices are taken modulo T. We assume that Tz 1 and that T is minimal 
which means that there does not exist T’< T such that C= (C(T’ - 1), .. . . C(0)) is 
a T’-cycle of A(k, 0,+). It is clear that a cycle is defined up to circular permutations. 
Lemma 3. If C is a T-cycle of A(k, $, 3_), then 
VIE (4 . ..) T-l} C(I)C(l+l)=O. 
Proof. If C(I) = 1 for some 1 in (0, . . . . T- l}, then 
0-k$2-‘C(I-i) 
I 
=O since6<1. El 
i=O 
Since 820, 0 is not a fixed point of A(k, 0, +). Hence Lemma 3 implies that 
A(k, 0,3_) does not possess any fixed point. In the remaining, we shall assume that 
T L 2 and write a T-cycle in the following form: 
C= @lo”‘1 l ** lO+l V&&j1 1. 
We shall say that (Q,E~, . . . . +) is a representation of the cycle C. Note that if 
@o,Q, l *a 9 E,,) is a representation, then (&is Ej+ 1, .. . , ej_ 1) is also a representation 
with the indices taken modulo (p + 1). Let (do,dt, . . ..d.) and (SO, 6r, ..a I &) be 
such that 
(441, . . ..d.) 
= max{ (e/p ej+ 1, . . . , Bj_ 1) where (&is Q+ 1, . . . , Q_ 1) is a representation 
of the cycle C and i=O,l,..., p), 
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= min( (&iv &i+ 1, . . . , &i_ 1) where (Ep &i+ 1, .. . , &i_ 1) is a representation 
of the cycle C and i=O,l,..., p}. 
We are ready to introduce the max-min decomposition of C: 
c ma = *-‘l@‘l..* 10dpl Vigdi2 1, 
c min = lQ”“l@‘l  ** 10’p-‘O V&Sir 1. 
Cmax and Cmin are unique and are respectively called the max and the min decom- 
position of C. 
DefStion. C is admissible if there exist k and 8 such that C is a cycle of A(k, 0,+): 
(2i1 2-‘C(j -i- 1) 1 VjE{O,l,..., T-l). i=O 
Lemma 4. C is admissible if and only if &,, > &, where 
cmax = C,,(T-2), . . . . Cm&O) and Cmin = Cmin( T - 2), . . . , Cmin(O). 
Proof. Let k and 0 be such that C is admissible and assume that Cmin 2 emax. Since 
Cmax(0) # Cmin(O) we must have Cmin > emax. Let j be the greatest integer such that 
C,,(j)=0 and C,,(j)=l. 
In order that &,(T- 1) = 0 and Cmi,(T- 1) = 1 we must have 
krT-l-j, 
8< C,,(T-2)+ ... +C,,(j)2-(T-2-j)+ l *-, 
@ZC,i,(T-2)+ ..* +Cmm(j)2-(T-2-i)+ 0.. 
which is impossible since C,,J T - 2) = Cmin( T- 2X . . . , C,,( j + 1) = Cmin( j + 1). 
Assume now that &,> emin. Let k be any integer such that kz T- 1 and let 0 
be such that 
‘f’ 2-iCmin( T- 2 ** i) ~~i’2%~~(T-2-i)_ 
i-n .-” i-n .-- 
Let us show that for every j =0, 1, . . . , T- 1 we have: 
G,(S) = tbk~‘2-‘c,&j-i-I) 
i-_() 1 
where the indices are taken modulo T. 
Case 1: Cmax( j) = 0. 
Case l(d): C,,( j - 1) = 1. In that case we have to show that 
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G&j - 1) G&j -W--C,& -M 
zC,,(T-2)C,,(T-3)*4,,(T-k-1) 
which is equivalent to 
l~l~+ll . . . l~-l-ifJl~lO~~+~ . . . =)43-11041@21 .== 041 
To show the former inequality we shall distinguish two cases: do = 1 and & > 1: 
the first case cannot hold because it contradicts the minimality of C. Hence we must 
have do> 1 and then the inequality follows immediately. 
Case l(b): Cmax( j - 1) = 0. In that case we have 
G&j - 1) Cm& -2)-•C,,( j -k) 
rC,,(T-2) C&T-3)*X,&T-k- r) 
which is equivalent to 
oQl0Eil~+Il l . . lQE’-1-4-~OQl@GlO~~+l ...~@-11@l@21 l a* lod,l@‘“@*=* 
where q s &i_ l - 1. Since &i_ i s do, we deduce that qr do - i. If the strict inequality 
holds, then the inequality follows immediately. Eise using the construction of the 
d,, we repeat he same reasoning for &i and d, and so on until we find a couple 
(&i+m_l,dm) for which we have &i+m_i cd,. If such a couple does not exist, then 
we deduce that (q,Ei,&i+b...,&i_2)=(do,d~,d2, . . . . dp) which concludes the proof of 
Case 1. 
Case 2: Cmax( j)= L In that case we must have Cmax( j - 1) =0, and 
G&j-l)G,(j-2)*C,,(j-k) 
=Cmi,(7’-2) C,i,(T-3)*o*C,i”(T-k- 1) 
which is equivalent to 
The inequality follows from 
(& 4,-‘* 9 ~~)=(Ei,&i+lr**=,&i-*)- q
Remark that we have proven that if the condition holds, then for any value of 
kr T- 1 there exists 8 such that C is a cycle of A(k, 8,+). 
Let C be a T-cycle. C is admissible if and only if 
i, 1 s is T- 2 C,,(i) = C,,,(i). 
ssume that the condition holds. e have 
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cna?t = C,,(T-2)4Z,,(l) 1 
= C,i,(T_2)***C,,(l) 1 > G,i”(T_2)***C~i,(l)O = Cl 
and Lemma 4 implies that C is admissible. 
Let now C be an admissible cycle. Set (do, .. . , dP) = (a,, a,, 1, . . . , ii,_ & for some 
Q E [O,p]. From Lemma 4 we deduce that c’;,, > Cmin which implies 
(8,-1,6,+1,...,6,_l)r(60,6,,...,6,-1) (max-min condition). 
If p = 0, then clearly: Vi, 1 I i 5 T- 2, C,,(i) = C,,,(i) = 0. Assume now that p 2 1. 
If u,-- l,gq+l,..*,~q-1)=(~*,61,**=, &- 1), the conclusion is trivial. If 
(~g-l,gq+,r.~*s~q-1)<(60,61,*.., &- l), it is clear that the theorem does not 
hold. Let us show that this cannot happen: Assume that (+ 1, aq+ 1, .. . , a,_ I) c 
(&dj, l **, iSp- 1). Hence 
6,-1=max6i-lZ5mint$i=c& * maxai=min 6i+l. 
i i i i 
If max 6i = min Si, then Vi, 6i = 60 which contradicts the minimality of T. 
Hence 6, = max 6i = min Si + 1 = 60 + 1. The max-min condition implies that 
s g+l 56,. If this inequality is strict, we have 6,+1 - 60 and 6i = 60 + 1 which is in 
contradiction with a strict inequality in the max-min condition. Hence a,+ i = a,. 
Let us consider two cases. 
Case 1. If6,=&+1=6,,,, we deduce that a0 is always followed by &+ 1. In- 
troduce the following substitution operators: 
WEN ‘c,,$ 
I 
lO’-+O, 10’41, 
lo’+‘+l, *&I: l@+‘-+O* I 
Apply Q_,, l to C and define &in = Q,, ICmin and Smax =Q,, &maxo The max-min 
condition implies that Smax and &in are the max-min decomposition of a cycle S 
and that Smax> &in. Lemma 4 implies that S is an admissible T ‘-cycle with T’ < T. 
Case 2. If SI=&+l=6q+I, we deduce thtit &+ 1 is always followed by 60. 
Apply ~a,.,, 0 to @ and define &in = raoCmax and & = rao,&min* 
The max-min condition implies that Smax and &in are the max-min decomposi- 
tion of a cycle S and that $,ax>&in. Once again S is an admissible T’-cycle with 
T’< T. 
We can repeat he first part -2f the proof to S. The strict inequality in the max-min 
condition on C implies the same strict inequality in the max-min condition on s. 
Repeating this construction we obtain a cycle of the form 10’ for which the in- 
equality is not strict which contradicts the assumption and concludes the proof. cl 
. Theorem 1 has verv important consequences on the dynamical behavious w Of 
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Definition. ILet k be given, Cis k-admitted if there exists 8 such that A(k, 8,+) admits 
c as a cycle. If k and 0 are given, C is (k, @-admitted if A(k, 0,+) admits C as a cycle. 
Recall that C is admissible if there exist k and 8 such that A(k, 0,+) admits C as 
cycle, i.e., k and 8 depend on C. 
Goroliary 1. If C is k-admitted, then vk’ > k, C is k’-admitted. 
Proof. Direct consequence of Lemma 4 and Theorem 1. C 
@oroUary 2. A cycle is k-admitted if and only if it is an admissible T-cycle with 
Trk+l. 
Proof. The “if” part is proven at the end of the proof of Lemma 4. 
Assume that C is a k-admitted T-cycle with T> k + 1. Theorem 1 implies that 
0 = C,,(T- 1) = Fg(C,,(T-2), . . . . Gtlax(T- k- 1)) 
= Fe(Cmin( T- 2), l l s 9 C,,(T-k- 1)) = Cmi,(T- 1) = 1 
which is false. 0 
If C is a binary sequence composed only with 10’ and lo’+‘, recall that r,,,C 
(r E N,SE (41)) is defined to be the binary sequence obtained by replacing each oc- 
currence of 10’+s (respectively o’+‘) by 0 (respectively I). It is clear that z,~ acts 
on C as a renormalization operator. A consequence of the proof of Theorem 1 is 
that 7 and z-l transform admissible cycles into admissible cycles. More precisely 
we have: 
Csrollary 3. (1) If C is a k-admitted cycle different from 0, 
(r,, s,) . . . (rn, s,) such that 
‘cm, S” 0 . . . 0 r,,,,,(C) = 0. 
(2) If C is udmissible, then v(r, s) E hJ x {O, l}, r,-,‘C is admMbble. . 
there exist 
(3) Let Cmax and Cmin be the max.min decomposition of c and let S= q&) 
S max = ?JC~ax)9 S&n = Zr,s(CmiJ if r = 1, and 
S max = ~r,XCminh Smin = fr,s(Crn& if r = 0. 
where &a and &in denote the max-min decomposition of S. 
From the: definition of zf we deduce that an admissible cycle has a structure which 
is almost self-similar (but with a finite number of steps). We shail see that this is 
closely related with exact self-similarity. In fact, if we calI S the infinite sequence 
defined as S= Tim,,, 2,1,” 9 (0), then we have TJS) ==S. Note that S is not cyclic. 
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Moreover, Corollary 3 gives us an algorithm to construct all the k-admitted 
cycles: the cycles r~;~~o-otrT,‘, (0) with length less than k+ 1. 
and the indices are taken module k. 
Proof. Direct consequence of Theorem 1 and the proof of Lemma 4. Cl 
Lenrmrna 5. If C and S are k-admitted cycles uch that &in > Cmin, then 
&n(s) z &x(C)* 
Proof. Let Tc and Ts correspond to C and S and T= min(Tc, Ts). Since 
Gin < Gninr 
&in(Tl- 2)s l ** 9 Smin(Ts- T+2)= Cmi,(Tc-2), . ..gCI(Tc- T+ 1)s 
Theorem 1 implies that CO( Tc - 2}, . . . , Co( 7’Yc - T+ 1) = C,( Tc - 2), . . . , C1(Tc - 
T+ 1). From the monotonocity of @ and Corollary 4 we deduce the result, Cl 
We are now ready to summarize, the above results and study the stationary states 
of A (k, 9, b). 
Theorem 2. Let bS 5_. 
(1) For all i9 and k, A(k, 6, bj admits a unique globally attracting cycle. 
(2) The period of a cycle A(k, 8, b) is less than or equal to k+ 1. 
(3) If p s k + 1, then there exists 8 such that A(k, 0, b) admits a p-cycle. 
Proof. (1) Unicity is a direct consequence of Lemma 5. 
(2) Follows from Corollary 2. 
(3) Let C= 1oP -l. C is k-admitted. El 
From Theorem 2 we know what are the possible periods of a cycle of A(k, S,&) 
and that there exists only one cycle for a given 0. Corollary 3 gives us a way to con- 
struct such cycles. However, we do not know completely the bifurcation structure: 
what is the sequence of the periods as 8 varies? TabIi; 1 shows this structure for k= 8 
and 85 1 (the structure is clearly symmetrical). 
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Table 1. The rotation number is Iisted for increasing values of 8 for 
k=8. 
emax c T e(B) 
0 0 1 0 
b’ 10s 9 l/9 
b6 10’ 8 l/8 
ti 106 7 l/7 
b4 l@ 6 l/6 
ti+b’ 10410-1 9 2/9 
62+b6 103 4 l/4 
b2+6 low 7 2/7 
b+b4+b7 102 3 l/3 
b+b4+b6 1oz1dL10 8 318 
b+b%-b6 lozl0 5 215 
b+b3+d 102( 1oy 7 317 
b+b3+b5+b7 102( 1oy 9 4/9 
1+b%b4+b6 10 2 l/2 
In order to understand the sequence of periods we define the rotation number of 
a cycle. Let C be a cycle of length q and p be the number of l’s in C. The rotation 
number of C is defined to be g(C) =piq. We consider p/q as a fraction but do not 
allow for reduction. If for some value S, A(k, S,b) admits a cycle C, we use e(0) 
instead of Q(C). 
Lempna 6. (1) u C is a q-cycle of A(k, 8, b), then Q(C) =p/q is irreducible. 
(2) Let p/q be an irreducible fraction with qr k + 1. Then there exists a unique 
q-cycle C of A(k, 0, b) such that e(C) =p/q. 
Proof. We shall prove (2) first. We assume without loss of generality that p/q< 3 
and prove it by induction on q. If q = 1, then p= 0 and C= 0. Assume (2) has been 
proved for q’< q. If p = 1, then C= lo@. Let j9 and y be such that: 
q =jJp+y with O< y<p. 
C is a cycle composed only with m (10”‘) and n (10’). Clearly we have 
m*r+n*(r+ 1) = q and m+n =p. 
This implies that r = /? - 1, n = y, m =p - y. Hence C is composed of y packages iOrR 
and p- y packages 10 fl- I. Assume that p - ye y (the equality is impossibie since 
p/q is irredu&ie and the ucrrbr &Uu.l,J a4ha  lrrarca*atq+v leads to the same reasoning). Let p’ = 
p - y and q’ := p. Clearly p'/q' is irreducible and q’ < q. According to our hypothesis 
there exists a unique cycle C’ such that &C’)=p’/q’. Let C = $i,i(C’). C is a 
k-admitted cycle and g(C) =p/q. It is clear that C is unique. If y<p- yt we set 
p’ = y and q’ =p and use $j! I,0 instead of f.ph’,, l to conclude the proof. 
(1) Assume now that p/q is reducible and let 
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6 = gcd(p, q) and let p and y be such that q = flp + y with Or ye p. If y = 0, then 
C = (lOBe l)P which is impossible since C is minimal, unless p = 1 which implies that 
p/q is irreducible. If y + 0, we assume that p - y s y and set p’ =p - y, q’ =p. We 
have gcd(p’, q’) = S. Let C’ = rfl_ !, ,(C). e have Q(C) = p%& 
process we obtain lastly that ,~(C*)=p*/q* with q*= 6~‘. This implies that 
C* = (IV*- 1)6 which contradicts the minimality of C*. Cl 
Lemma 7. Let Cl and Cz correspond to @I and & (C, #C2) and ame that 
S1 = z, ,(Cl) and Sz = 2, &) exist for some r, s E IN *x (41). If S1 and Sz corres- 
pond ;o 91’ and 0& the; 
Proof. Direct consequence of Lemma 5 and Corollary 3. El 
Theorem 3. 0 is a monotone increasing surjection from JR on the set of irreducible 
fractions with denominators not greater than k+ 1. 
Proof. Lemma 6 proves that Q is a surjection. Let us prove that it is monotone in- 
creasing. Let Or < & and let us assume that 
em 
Pl P2 
= -&W2) = Qz’ 
We use an induction proof on ql and q2. If ql, q2s2, then 
PI f&P2 1 -= m=- 
Ql 1 q2 2' 
Assume it is true for q1,q2sQ and let ql,qzsQ+ 1. Define qa =&PI +YI, q2= 
B2p2+ y2 with Osyl<pl and Osy2<p2. 
If fl, z/J2, then Lemma 5 implies that Bp <PI and hence p/q1 <p2&2s 
If B2=Ipl, ylcpl-yl and y2cp2- y2z Consider &=rp-&l) and 
r2 = Q_ ,,*(C2) where C1 and C2 correspond to 0, and 82 and let @i and 8i corre- 
spend to Fl and r2. Lemma 7 implies that 0; < (9;. The recurrence hypothesis im- 
plies that e(ei) > &9i): 
Let US now show that the case /J2= &, y1 cpl- yl and y2> p2- ~2 cannot hdde 
Assume that yl CI p1 - yl and y2> p2 - ~2, then we have: 
yl = number of pack 
p1 - yl = number of packages (lop”) in Cl, 
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y2 = number of packages (lOB-r) in Cz. 
pl - yl = number of packages (lOs) in Cz. 
c 1 mm _ .rwp-: a0 -a p&u ) (10~)(10~-‘)~~(101”)(10~-‘~*2(1n~t..= -- / 
c 2min = (10a-1)(10P)v~(10~~1)(101P)v’(108-1;(10~)v2*~~ 
with cro~a~~ .*. Zcxi>ai+l 2 ... 2 1, 
VOZ Ur 1 l *. 1 Vi> Vi+1 Z’*’ 11. 
Lemma 5 implies that Crmin < C2min which is impossible since (ark >1. 
If yl > pl - yl and y2< p2 - y2, then we have 
I!_>p Pl P2 
Pl 2 1pz’ 
hence -<-. 
Ql q2 
If yl > p1 - y1 and ~2> p2 - ~2, consider & = rb- 1, (Cl) and 4 = q- l, r(C2). Lem- 
ma ‘7 implies that 0;~ 05. The recurrence hypothesis implies that 
&?Vi) 
PI-Yl =- c&9~)=- P2-Y2 ~ &<pz* /-J 
631 P2 41 Q2 
Fig. 1 illustrates Theorem 3 and shows that 8 is a discrete approximation of a devil 
staircase, 
The preceding results give us a way to obtain the bifurcation structure of 
A(k, 8, b). Consider the set of irreducible fractions with denominators not greater 
than k+ 1 and list them in increasing order. We obtain a Farey sequence of order 
k + 1. The list of their denominators is the ordered list of the periods of the attractive 
cycles of A(k, 19, 6). Using their numerators we deduce the values of emax. Hence 
given a value of 8, we can obtain easily the period of the corresponding cycle. 
From a more general point of view, the theorems imply that a simple iteration 
formula can lead to a very rich structure of bifurcations. Remark, however, that the 
length of the cycles is linear in k compared to the 2k possible states. 
Fig. 1. 
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3. Unbounded model 
33 
In order to have a better understanding of the behaviour of A@, 0, b), let us con- 
sider the iteration with an unbounded memory: 
x?l+l =l[ 0. i iYi&j 
i=O .J 
where+E{O,l), WI?, l>b>O. 
The following results have been obtained by Keener [131, Nagumo & Sato [ 171, 
Yoschizawa [20], Yamaguti & Hata [B], . . . . 
Let us introduce first the change of variable yn = 8 - & b’Xk_i. It is not diffi- 
cult to show that yn satisfies: 
Yn+1= 
by,, + (1 - b)B if y&O, 
by,+(l -b)0- 1 if y&O. W 
Conversely, if we apply Milnor and Thurston’s itinerary theory, we can see that 
{xn) is the kneading sequence associated to (4). Hence (2) is equivalent to (4) with 
yo=e. 
Theorem 4, (i) For all b and 8, (2) has a unique gobal attractor which is either a 
cycle or a Cantor set. 
(ii) Let b be fixed. For all positive integers p, there exists 0 such that (2) has a 
p-cycle. 
(iii) Let b be fcxed. The set of 0 values uch that (2) has a Cantor attractor is a 
Cantor set of Lebesgue measure zero. 
Let us consider now the rotation number associated with (4): 
g#)= lim J-‘i* l[y,] = lim L9$x.+1. 
9+aJ qn=o 9+m qn-0 
Theorem 5. (i) For all b and 8, &9) is independent of yO. If ~(8) is a rational p/q, 
then (2) has a globally attracting q-cycle. If ,o@) is irrational, then (2) has a global- 
ly attracting Cantur set. 
(ii) Let b be fixed. @b is a continuous monotone increasing function from m on 
[0, 11, whose derivative is zero almost every where (devil 3 staircase). 
The correspondance b tween 0and e&9) is explicitly given in Yamaguti & 
WI 
&on Theorems 4 and 5, we deduce that (1) can be viewed as a truncation of (2): 
if we consider an unbounded memory we can obtain a c of infinite length (
tor set), but if we restrict he memory to k steps, the peri of the cycle is boun 
by ki- 1. 
e can co iva 
injection of the circle (equation (4)). Conversely if we apply to (4) a coding tech- 
34 M. Cosnard et al. 
nique similar to this used in the itinerary theory [S], we can show that (2) generalizes 
the kneading sequence of (4). 
Finally, equation (4) belcngs to a class of systems tudied by several authors 
[7-9,11,12,18], the logistic model being 
xnc 1 = xn + b sin(2nxJ mod 1. 
Moreover, note that if bz 1. f then (2) admits an attracting fixed point namely 0. 
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