We study the obstacle problem for a class of degenerate parabolic operators with continuous coefficients. This problem arises in the Black-Scholes framework when considering path-dependent American options. We prove the existence of a unique strong solution u to the Cauchy and Cauchy-Dirichlet problems, under rather general assumptions on the obstacle function. We also show that u is a solution in the viscosity sense.
Introduction
We consider a class of second-order differential operators of Kolmogorov type where zZ(x, t)2R NC1 , 1%m%N and b ij 2R for every i, jZ1, ., N. We are mainly interested in degenerate operators (namely for m!N ), which are usually called ultraparabolic, since only first-order derivatives with respect to x mC1 , ., x N appear. We assume the following hypotheses:
H1. The coefficients a ij Za ji and b i are bounded continuous functions for i, jZ1, ., m. Moreover, there exists a positive constant L, such that
a ij ðzÞz i z j % Ljzj 2 ; z 2 R m ; z 2 R NC1 ;
H2. The operator
b ij x i v x j uKv t u ð1:2Þ
is hypoelliptic, i.e. every distributional solution of KuZf is a smooth solution, whenever f is smooth. Hypothesis H2 is equivalent to the classical Hörmander condition (Hörmander 1967) rank Lie ðv x 1 ; .; v x m ; Y ÞðzÞ Z N C 1; cz 2 R NC1 ;
where Lie ðv x 1 ; .; v x m ; Y Þ denotes the Lie algebra generated by the vector fields v x 1 ; .; v x m and
b ij x i v x j Kv t :
We explicitly remark that uniformly parabolic operators satisfy H1 and H2, with mZN. We also recall (cf. Lanconelli & Polidoro 1994 ) that H2 is equivalent to the existence of a basis of R N with respect to which the matrix BZ(b ij ) assumes the following block form:
Ã where a, f and g are bounded continuous functions. The assumptions on the obstacle function f will be specified in H4 in §3: we require that f is locally Lipschitz continuous and satisfies a weak convexity condition with respect to the variables x 1 , ., x m . Apart from their obvious importance in PDE theory, obstacle problems have a natural theoretical interest in stochastic control. Moreover, they appear in several applications in physics, biology and mathematical finance. Specifically, one of the best-known problems in finance is that of determining the arbitrage-free price of American-style options. Precisely, we consider a financial model where the dynamic of the state variables is described by an N-dimensional diffusion process X Z ðX where ðx; t 0 Þ 2 R N !½0; T and W denotes an m-dimensional Brownian motion, m%N. An American option with pay-off f is a contract granting the holder to receive the payment of the sum f(X t ) at a time t2[0, T ], which is chosen by the holder. Then, according to the theory of modern finance (cf., for instance, Peskir & Shiryaev 2006) , the arbitrage-free price, at time 0, of the American option is given by the following optimal stopping problem:
uðx; tÞ Z sup t%t%T E 4 X t;x t À Á Â Ã ; ð1:6Þ
where the supremum is taken over all stopping times t2[t, T ] of X. The main result in (Pascucci in press ) is that the function u in (1.6) is a solution of a problem in the form (1.4), where the obstacle function f corresponds to the pay-off of the option and L is the Kolmogorov operator associated with the diffusion X,
In the uniformly parabolic case mZN, the valuation of American options has been studied starting from the papers by Bensoussan (1984) and Karatzas (1988) using a probabilistic approach based on Snell envelopes and by Jaillet et al. (1990) using variational techniques. However, there are significant classes of American options, commonly traded in financial markets, whose corresponding diffusion process X is associated with Kolmogorov-type operators that are not uniformly parabolic. Two remarkable examples are provided by Asian-style options (cf., for instance, Barucci et al. (2001) ) and by some recent stochastic volatility model with dependence on the past (cf. Hobson & Rogers 1998; Di Francesco & Pascucci 2004; Foschi & Pascucci in press) . A general theory for these financial instruments is not available. Actually, the several papers on American-Asian options available in the literature (cf., for instance, Rogers & Shi (1995) , Barraquand & Pudet (1996) , Barles (1997) , Hansen & Jorgensen (2000) , Meyer (2000) , Marcozzi (2003) , Jiang & Dai (2004) and Dai & Kwok (2006) ) mainly consider numerical issues. The aim of this paper, and of the related work (Pascucci in press), is to develop a rigorous theory for the obstacle problem (1.4) and the optimal stopping problem (1.6). The main results of this paper are the existence of a strong solution to the obstacle problem in a bounded cylindrical domain (cf. theorem 3.2) and in the strip R N !]0, T [ (cf. theorem 4.1). We recall that, even in the standard framework of uniformly parabolic operators, problem (1.4) generally does not admit a solution in the classical sense. Three main approaches are used to tackle the existence problem: these are based on the notion of variational solution (cf. Kinderlehrer & Stampacchia 1980; Bensoussan & Lions 1982) , strong solution (cf. Friedman 1975 Friedman , 1988 and, more recently, viscosity solution (cf. Crandall et al. 1992; Barles 1997) . Since operator (1.1) appears in non-divergence form, we adapt a classical penalization technique to find a unique strong solution to (1.4), obtained as the limit of solutions to a suitable class of nonlinear problems.
Moreover, in theorem 5.2, we show that the strong solutions are viscosity solutions and in Pascucci (in press) it is proved that the function u defined in (1.6) is a strong solution to the obstacle problem (1.4). As a consequence, the solutions to the American option problem provided by means of different methodologies in Barles (1997) , Jiang & Dai (2004) and Dai & Kwok (2006) must coincide.
Concerning the regularity, we emphasize that any strong solution u is Hölder continuous with its first-order derivatives v x 1 u; .; v x m u (see §2). This result, combined with the above remark, improves the regularity of viscosity solutions and solutions of the optimal stopping problem (1.6), obtained by probabilistic techniques. Starting from these results, we aim to investigate the regularity properties of the obstacle problem in a forthcoming study. This paper is organized as follows. In §2 we set the notations and introduce the functional setting suitable for the study of the regularity properties of operator (1.1); specifically, our study is cast in the framework of analysis on Lie groups. The proofs of some of the results stated in this section are postponed to appendix A. In § §3 and 4 we prove the existence and uniqueness of the solution to the obstacle problem in bounded domains and in R N , respectively. The main result of §5 states that the strong solutions are also viscosity solutions.
Functional analysis on Lie groups
Since the works by Folland (1975) , Rothschild & Stein (1976) and Nagel et al. (1985) , it has been known that the natural framework for the study of operators satisfying the Hörmander condition is the analysis on Lie groups. The Lie group structure related to Kolmogorov operators has been first studied by Lanconelli & Polidoro (1994) . The explicit expression of the group law is defined by ðx; tÞ+ðx; tÞ Z ðx C EðtÞx; t C tÞ; ð2:1Þ
where EðtÞZ e b ij x i v x j uðz+zÞKv t uðz+zÞ Z f ðz+zÞ;
for every zZ(x, t), zZ(x, t)2R
NC1
. Moreover, if and only if the blocks ' Ã ' in (1.3) are null, operator K is homogeneous of degree 2 with respect to the dilations defined by
where I m j denotes the m j !m j identity matrix. The number
is a homogeneous Lie group determined only by B.
We also recall the definition of a D(l)-homogeneous norm: for every z 2 R NC1 nf0g, we define kzkZ r if r is the unique positive solution of
and q 1 , ., q N are the integers, such that Next, we state some results extending the usual embedding theorems and a priori interior estimates. In the case of homogeneous Kolmogorov operators, they have been proved in several papers (cf. Bramanti et al. 1996; Manfredini 1997; Manfredini & Polidoro 1998) . In appendix A, we generalize these results to the non-homogeneous case. Hereafter when we claim that a constant depends on L we mean that it depends on N, m, B and the constant L in H1. 
In the sequel, we also use the following Schauder-type estimate, proved by Di Francesco & Polidoro (2006) . 
Obstacle problem on bounded domains
In this section, we prove the existence and uniqueness of a strong solution to the obstacle problem maxfLu C auKf ; 4Kug Z 0; in H ðTÞ dH!0; T½;
where H is a bounded domain in R N and v P H ðTÞ dvH ðTÞnðH !fTgÞ; denotes the parabolic boundary of H(T ). We say that u 2 S 1 loc ðH ðTÞÞh C H ðTÞ is a strong solution to problem (3.1) if the differential inequality is satisfied a.e. in H(T ) and the boundary datum is attained pointwisely. We assume that H(T ) is regular in the sense that at every point of its parabolic boundary, there exists a barrier function. Precisely, H3. For any z 2 v P H ðTÞ, there exists a neighbourhood V of z and a C 2 function
n fzg and w(z)Z0.
Remark 3.1. In §4 we solve the obstacle problem (3.1) in the cylindrical domain H n (T ), for n2N, defined as follows. Let e 1 Z(1,0, ., 0) be the first vector of the canonical basis of R N and denote by B n (x 0 ) the Euclidean ball of R N with centre at x 0 2R N and radius n. We define
and, for every TO0,
For such a domain, a barrier function is defined at every point z of the parabolic boundary v P H n ðTÞ Z ðO n !f0gÞg ðvO n !½0; TÞ:
-if zZ ðx; 0Þ 2 v P H n ðTÞ, then wðx; tÞ Z jx Kxj
is a barrier provided that c 1 and c 2 are sufficiently large; -if zZ ðx; tÞ 2 v P H n ðTÞ, such that tO0, then we set wðx; tÞ Z c 3 e
where ð x; tÞ is the centre of a ball externally tangent to H n (T ) at (x, t) and
A direct computation shows that
If AZ ða ij Þ 1%i; j%N is strictly positive definite, then by choosing suitably large p, c 2 and c 3 , we have that w is a barrier. Under assumption H1, A is generally not uniformly positive definite. However, due to the shape of the cylinder, it is possible to choose x, such that xK x does not belong to the kernel of A so that the same argument shows that w is a barrier.
Next, we state the assumption on the obstacle function f. H4. f is a Lipschitz continuous function on H ðTÞ and there exists a constant C 2 R, such that X m i; jZ1
for any z 2 R m and j 2 C N 0 ðH ðTÞÞ, jR0. We explicitly note that C 2 functions satisfy assumption H4 as well as the Lipschitz continuous function that are convex with respect to the first m variables.
The main result of this section is as follows.
Theorem 3.2. Assume H1-H4. Let g 2 C ðv P H ðTÞÞ, such that gRf, and f ; a 2 C h L N ðH ðTÞÞ. Then, there exists a strong solution u of problem (3.1). Moreover, for every pR1 and O compact subset of H(T ), there exists a positive constant c, depending only on L, O, H(T ), p and on the L N -norms of f, g, f and a, such that kuk S p ðOÞ % c: ð3:4Þ
We prove theorem 3.2 by adapting a standard penalization technique (cf., for instance, Friedman (1982) 
where l is the Lipschitz constant of f. Then, we consider the penalized problem
As a first step, we prove that a classical solution of (3.5) exits. Proof. We use a monotone iterative method. We set
where c is a positive constant, such that jhðz; uÞj% cð1C jujÞ for ðz; uÞ 2 H ðTÞ !R. Then, we recursively define the sequence ðu j Þ j2N by Francesco & Polidoro (2006) . Next, we prove by induction that (u j ) is a decreasing sequence. By the maximum principle, we have u 1 %u 0 : indeed,
and u 1 %u 0 on v P H(T ). Now, for fixed j2N, we assume the inductive hypothesis u j %u jK1 ; then, recalling that l is the Lipschitz constant of h, we have
Moreover, u jC1 Zu j on v P H(T ), so that the maximum principle implies u jC1 %u j . The same argument shows that u j is bounded from below by Ku 0 . In conclusion, 1 We may suitably extend f, a and f by continuity in a neighbourhood of H(T ).
for j2N, we have
Let us denote by u the pointwise limit of (u j ) in H ðTÞ. Since u j is a solution of (3.7) and by the uniform estimate (3.8), we can apply theorems 2.1 and 2.2 to conclude that, for any compact subset O of H(T ) and a2]0,1[,
ðOÞ is bounded by a constant, depending only on L, H(T ), O, a and l. Hence, by the Schauder interior estimate (2.5), we deduce that ku j k C 2;a B ðOÞ is bounded uniformly in j2N. It follows that ðu j Þ j2N admits a subsequence (denoted by itself ) that locally converges in C 2;a B . Thus, passing at the limit in (3.7) as j/N, we have L d u Z hð$; uÞ; in H ðTÞ;
and uj v p H ðTÞ Z g. In order to prove that u 2 C ðH ðTÞÞ, we use the standard argument of barrier functions. For fixed z 2 v P H ðTÞ and 3O0, let V be an open neighbourhood of z, such that jgðzÞKgðzÞj% 3; z 2 V h v P H ðTÞ; and a barrier function w as in H3 is defined. We set v G ðzÞ Z gðzÞGð3 C k 3 wðzÞÞ; where k 3 is a suitably large positive constant, independent of j, such that
since L d w uniformly converges to Lw as d/0, and u j %v C on v(VhH(T )). The maximum principle yields u j %v C on VhH(T ); analogously, we have u j Rv K on VhH(T ) and letting j/N, we get gðzÞK3K k 3 wðzÞ% uðzÞ% gðzÞ C 3 C k 3 wðzÞ; z 2 V h H ðTÞ: 
withc independent of 3 and d. This concludes the proof of (3.9). By the maximum principle, we have
Therefore, using the S p interior estimates, (3.9) and (3.11), we infer that, for every O 33H ðTÞ and pR1, the norm ku 3;d k S p ðOÞ is bounded uniformly in 3 and d. is non-empty. Then, since uORf in D, we have
and uZv on vD. Then, the maximum principle implies uRv in D and we get a contradiction. &
Obstacle problem on unbounded domains
In this section, we prove the existence of a unique strong solution to the obstacle problem maxfLu C auKf ; 4Kug Z 0; in S T dR and that u is a (strong) sub-solution if the conditions (4.2) hold with the inequalities reversed. Finally, u is a strong solution of problem (4.1), if u is superand sub-solution. We assume H5. f is a locally Lipschitz continuous function on S T , such that, for every convex and compact subset M of S T , the convexity condition (3.3) holds with real constant C dependent on M.
Our main result is as follows.
Theorem 4.1. Assume H1, H2, H5 and let a; f 2 C ðS T Þ, with a%a 0 for some a 0 2R and g 2 C ðR N Þ, such that gR 4ð$; 0Þ. If there exists a strong super-solution u of problem (4.1), then there also exists a strong solution u of (4.1), such that u% u in S T .
The existence of a super-solution is ensured, for instance, if g and f are bounded functions and fR0. In this case, we can simply set uðx; tÞ de a 0 t maxfkgk N ; k4k N g.
Proof.
We prove the theorem by solving a sequence of obstacle problems on the regular cylinders defined in (3.2). For every n 2 N, we consider a cut-off function c n 2 C ðR N ; ½0; 1Þ, such that c n (x)Z1 if x 2 O nKð1=2Þ and c n (x)Z0 if x ;O n , and set g n ðx; tÞ Z c n ðxÞgðxÞ C ð1K c n ðxÞÞ uðx; tÞ; ðx; tÞ 2 S T :
By theorem 3.2, for every n 2 N, there exists a strong solution u n of maxfLu C auKf ; 4Kug Z 0; in H n ðTÞ; uj v P H n ðTÞ Z g n ; ( By proposition 3.4, it is straightforward to prove that 4% u nC1 % u n % u; in H n ðTÞ:
In order to conclude, it is sufficient to use the same arguments as in the proofs of theorems 3.2 and 4.1, based on the a priori S p loc interior estimates and the barrier functions. &
Viscosity solutions
In this section, we prove that any strong solution to (4.1) solves the same problem in the viscosity sense as well. This is almost standard to verify using the well-known fact that viscosity solutions pass to the limit under uniform convergence. Adopting the notations of the User's Guide (Crandall et al.
1992), we set
Fðz; u; p; XÞ Z p NC1 KtraceðAðzÞXÞK X N i;jZ1
b ij x i p j KaðzÞu C f ðzÞ; z Z ðx; tÞ;
for p 2 R NC1 (which stands for the gradient in R NC1 with respect to the variables (x, t)), X symmetric (NC1)!(NC1) matrix and 
Theorem 5.2. Any strong solution of (4.1) is also a viscosity solution.
Proof. Since u 2 C ðS T Þ and uRf, it suffices to show that (i) Lu%f on S T in the viscosity sense, that is Fðz; uðzÞ; p; XÞR 0; for all z 2 S T ; ðp; XÞ 2 J 2;K uðzÞ; ð5:4Þ
(ii) LuZf in the viscosity sense on fuO 4g.
To this end, we consider a sequence ðu d n Þ of solutions to the regularized and penalized problem, locally uniformly convergent to u. For fixed z 2 S T and ðp
uðzÞ, we consider a sequence ðz n ; p
and, by (5.1), lim
and this proves (5.4).
Analogously, for fixed z 2 S T , such that uðzÞO 4ðzÞ and ðp
uðzÞ, by lemma 5.1 we may select a sequence ðz n ; p The proof of theorem 2.2 is rather technical and relies on some representation formulae in terms of a parametrix, i.e. of the fundamental solution of a suitable homogeneous operator L z . We first review some known facts regarding the fundamental solution of the homogeneous operator and the related singular integrals. We recall some notations useful in the sequel (for a more comprehensive presentation, we refer to the paper by Lanconelli & Polidoro (1994) ). We denote by B 0 the matrix obtained by replacing every block ' Ã ' in (1.3) with a block matrix of zeros,
The Lie group related to B 0 will be denoted as z$w Z ðy C E 0 ðsÞx; t C sÞ; where E 0 ðsÞ Z e sB 0 ; ðA 2Þ
for every z Z ðx; tÞ; wZ ðy; sÞ 2 R N !R. We define the sets I 0 ; I 1 and I by letting I 0 Z fði; jÞ : q i Z q j g; I 1 Z fði; jÞ : q i ! q j g; and I Z I 0 g I 1 ;
where q 1 , ., q N are the integers introduced in (2.2). Note that the coefficients b ij of the set I 0 are the ones corresponding to the blocks ' Ã ' of the principal diagonal of the matrix B and that the coefficients in I 1 are the ones in the blocks below the principal diagonal. We point out that hy; BDvðwÞi Z hy; B 0 DvðwÞi C X ði;jÞ2I b ij y i v y j vðwÞ: ðA 3Þ
We finally denote by L z the homogeneous operator with the coefficients a ij frozen at z 2 R NC1 , It is known that G z is homogeneous of degree Q with respect to the dilations D(l) lO0 , i.e.
Moreover, the derivative v x j G z ðz; 0Þ is homogeneous of degree KQK q j ; ðj Z 1; .; N Þ and v 2 x j x k G z ðz; 0Þ is homogeneous of degree KQK q j K q k ; ðj; k Z 1; .; N Þ. In the sequel, we rely on some general results about potential estimates and singular integral defined in terms of G z and its derivatives (cf. Folland (1975) ). Let G a denote a homogeneous function of degree aKQK2, with a 2 ½0; QC 2½, and let f 2 L p ðR NC1 Þ for some p21;CN½. If a s0, then the potential
defines a function belonging to L q ðR NC1 Þ, with ð1=qÞZ ð1=pÞKa=ðQC 2Þ, and there exists a positive constant c a , depending on G a and p, such that
ðA 6Þ
If aZ0, we also require that G 0 has the vanishing property ð
In that case, the principal value of the singular integral
is a function in L p ðR NC1 Þ, and there exists a positive constant c 0 Zc
In (A 6) and (A 7), z K1 denotes the inverse of z with respect to the operation '$'. In the sequel, we will use a representation formula in terms of the homogeneous functions v 2 y i y j G z ðy; s; x; tÞ (i, jZ1, ., m) computed at ðy; sÞZ ð0; 0Þ. By the invariance with respect to the translation '$', we have G z ðw; zÞZ G z ðz K1 $w; 0Þ eG z ðz K1 $wÞ; then, for the sake of brevity, in the sequel we will use the following notation:
$ðy; sÞÞj ðy;sÞZð0;0Þ :
Þ is a homogeneous function of degree KQK2 and has the vanishing property (see Bramanti et al. 1996 , theorem 2.2). We next show that the same result holds for v
K1 ÞÞ, for every index ðh; kÞ 2 I 0 . It is easy to see that v
ÞÞ is a homogeneous function of degree KQK2, for any ðh; kÞ 2 I 0 . To prove the vanishing property, we use the same argument used in the proof of theorem 2.2 in Bramanti et al. (1996) : we use the 'polar' change of variables (formula (1.7) in Bramanti et al. (1996) ) and the fact that v
K1 ÞÞ is homogeneous of degree KQK2 and we get
Hence, it is enough to prove that the first integral is zero. The divergence theorem gives
where v h is the hth component of the outer normal to the surface fz 2 R NC1 : kz K1 kZ 3g. Proceeding as in the proof of lemma 2.10 in Di Francesco & Polidoro (2006) and using the fact that v 2 y i y j x k G z ðz K1 Þ À Á n h is homogeneous of degree Q, we see that
does not depend on 3O0. Hence, the first integral in (A 8) equals zero, and this proves the vanishing property of v
Then, the following representation formula holds:
for every z 2 R NC1 and for i; j Z 1; .; m.
Proof. Fix z 2 R NC1 and set vðwÞ duðz+wÞ: By using the invariance of Y with respect to the translation '+', we get L z vðwÞZ gðwÞ, where (also using (A3) To prove (A10), we rely on the usual representation formulae for v and its derivatives
where z K1 denotes the inverse of z with respect to the operation '$'. We also consider the function
It is clear that V 3 ðwÞ/ v x i ðwÞ, as 3/0. Besides, V 3 2 C N and v y j V 3 ðwÞ Z I 1 ð3; z; wÞ C I 2 ð3; z; wÞ C I 3 ð3; z; wÞ; The same argument used in the proof of theorem 2.4 of Bramanti et al. (1996) gives
Moreover, the convergence is uniform with respect to z. We next consider the terms appearing in the sum in I 2 ð3; z; 0Þ, ð We first consider the indices (h,k) in I 0 . Since the integral in (A9) does not depend on 3, we have J 00 2 ð3;zÞ % max
then, by also using the continuity of v, we get J 00 2 ð3;zÞ/0 as 3/0. Moreover, we have already observed that the function v
K1 ÞÞ is homogeneous of degree KQK2 and has the vanishing property. Then PV
We next consider the indices ðh; kÞ 2 I 1 . In this case, the functions v
ÞÞ are homogeneous of degree KQC q k K q h and
On the other hand, ð
then, J 00 2 ð3; zÞ/ 0 and J 000 2 ð3; zÞ/ 0 as 3/0. We finally note that in each of the above limits, the convergence is uniform with respect to z. Hence, also using (A 14), we find lim 3/0 I 2 ð3; z; 0Þ Z X ðh;kÞ2I 0
uniformly with respect to z. This identity accomplishes the proof of the lemma. & Proof of theorem 2.2. We first note that it is sufficient to prove the claim for any suitably small ball B r Z B r ðzÞ dfz 2 R NC1 jkz K1 +zk! rg, i.e. for any h; k Z 1; .; m. By using the above estimate, together with (A 6) and (A 7), in the representation formula (A 10), we find
for some positive constant c 1 . Then, if 3 is suitably small, we have
We finally note that YvZ LvK P m i; jZ1 a ij v x i x j K P m iZ1 b i v x i Kav, and that the coefficients a ij , b i and a are bounded, so that we get X m i; jZ1
for every v 2 C N ðB r ðzÞÞ, with r suitably small, where c 3 is a positive constant that may depend on 3.
We next prove (A15). Consider a function u 2 S p ðB r Þ. For any r20; 1½, we set r 0 Z ð1C rÞ=2 and consider a function h 2 C N ðR NC1 Þ, such that 0% hðzÞ% 1, hðzÞZ 1 if z 2 B rr , hðzÞZ 0 if z 2 B r nB r 0 r and satisfies the following estimates: (e.g. theorem 7.27 of Gilbarg & Trudinger (1977) ). By using the above inequality in (A 18), we get for jZ1,.,m. Note that these formulae are rather general and hold also for nonhomogeneous operators (cf. Lanconelli & Polidoro 1994 ). Aiming to prove (2.3), we recall the following pointwise estimates that have been proved in Di Francesco & Polidoro (2006) (see proposition 2.7). There exists a positive
