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chains has a long history, its connection with Potential Theory is of recent date; see 
Keilson [ 131, and also Kemeny and Snell [ 171, [181. 
This paper comprises five sections, with Section 3 and 4 containing main results. 
Section 1 lists preliminaries on ergodic chains (and ic included for the convenience 
of the reader). Section 2 discusses the auxiliary semi-group and associated ergodic 
potentials; it constitutes the introduction to ergodic potential theory. 
In Section 3 the existence of the fundamental matrix (ergodic potential) is 
proved, under rather mild restrictions, for general unbounded infinitesimal genera- 
tor of the Markov semi-group. Several properties of the ergodic potential of 
charges are discussed. 
Section 4 presents the Riesz decomposition theorem for measures, asserting that 
each bounded measure is the sum of an invariant measure and an ergodic potential 
of a charge (with total charge zero). Consequences of this theorem for ergodic 
potential theory are discussed in detail. 
This section contains also the interpretation of results ir\ the earlier paper on 
Perturbation Models [3 I] in terms of ergodic potential the-dry (as announced in that 
paper). Although perturbation models provide an important application of the 
ergodic potentials, results presented here are of much wider interest. Finally, 
Section 5 lists several illustrative examples. 
Although the matrix notation is used here for convenience, all operations on 
matrices and vectors are taken termwise (and strong operator topology is not used). 
This explains the reason for some assumptions imposed in the paper. As the 
emphasis is on the ergodic potentials, the underlying Markov chain is taken in the 
simplest form. 
1. Ergodic Chain 
1.1. Markov semi-group 
Consider a time-homogeneous Markov chain (M.C.) 
and a continuous parameter, governed by a standard 
with a discrete state space I7 
stochastic transition matrix 
of transition probabilities pii( i, j E 11, 0 s t c a, Let (I) z (tjii)l with qii = - qi, be 
the corresponding conservative matrix of intensities (the infinitesimal generator): 
C qij = qi, i E 1% (1.1) 
j#i 
The resolvent (or the a-potential kernel) of the Markov semi-group is the matrix 
Ua = (u$) defined by 
U” = e-“‘P(t) dt, a >O (1.2) 
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where c(G denotes the Laplace transform of p&). The Markov (semi-group) prop- 
erty is expressed by the Chapman-Kolmogorov equation, namely the resolvent 
equation: 
The backward (EL) and the forward (F) Kolmogorov equations are assumed to 
hold, and they are, in resolvent form, given by: 
I = aU” - Qv”, (B); I = au” - CaQ, (F) (1.4) 
for a>O. 
For properties of MC’s used here see [2], (71, IS]. 
The concise matrix notation will be used for convenience. Measures and 
functions on the state space17 (with a discrete topology) will be represented by row 
and column vectors, respectively. A vector with all its components 1 will be 
denoted by 1. For a measure p = (p(j)) and a function f = (f(i)) on H, expressions 
@(t) and P(r)f are defined on I7 componentwise by: 
luP(tHj )= C CL(i)fij(f)r fYt)fti)= 2: rtj(z)ff j ) w5.l i i 
with summation taken over all states in I7. Similar notation is used for other 
kernels, e.g. gU”, U”f. The inner product of ~1 and f is written as 
Thus, ~1 l 1 denotes the total mass of a measure cc. 
Denote by .& =./4(U) the space of all bounded signed measures on I2 with total 
variation norm: 
The family of all (positive) measures and the family of all probability measures in A 
will be denoted, respectively, by .N+ and &. 
Regarded as operators on .A?{, P(r) and U” are endomorphisms, and for any 
/& E .;I(: 
IIdY~>II~ IIPII~ lIalA.UalJ 6 Ilpll, 0 > 0. WV 
With the norm defined in the usual way: 
IIP(f)jl= 1, IIuall - l/0! fOJ 1y >(I. (l-9) 
Denote by .B = %(I!) the space of all bounded functions on L! with supremum 
norm: 
Ilf II = sup IfWl. 
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The spaces 98 an.d Jdc are connected by the inner product cc l f, and ~1. P(t)f = 
pP(t) l f for ~1, E & fE 48. Note that 
C 14ijls2qi 
i 
(1.10) 
so the matrix Q is in general unbounded. 
In the sequel, use will be made of well known relations connectin 
probabilities with the first passage distributions &(r). In terms of their Laplace 
transforms U: and fi, respectively, these relations are: 
u; =f$.4; (ifj); Us = (Cu + qj)-I( 1 -k)-’ (1.1 I) 
for all ijU& a!>O. 
Denote by mij (for i it j) and mjj E mj the mean first entrance time to j (from i) 
and the mean first return time to j, respectively. Similarly, write rnjf) and mf’ = 
rnt!) for the corresponding second moments. The (B)-equation implies the follow- II 
ing moment equations: 
c4 ikmkj = *- 1 + qjlnjaj, 
k#j 
cs (2) 
k#j 
ikm kj = - 2??Zij +qj??t~‘aip 
(1.12) 
(1.13) 
1.2. Ergodicity 
The basic assumption for this paper is< now imposed, namely that the M.C., or 
actually the transition matrix P(t), is ergodic. This means that all states in I7 are 
positive recurrent, and L! is a single communicating class. The ergodic theorem for 
M.C.‘s shows that the limits 
lim &j(t)= iim cUZ.4~ = ej >O, jE Lf 
t+on U-+0 
(1.14) 
exist for each j, are strictly positive, independent of f and 
c t?j = 1. 
i 
(1.15) 
The probability e= (ej) will be called the ergodic distribution. It is known that e can 
be found from the equation 
eQ=O (1.16) 
and that 
1 
ei =- 7 , W7 
9imj 
(1.17) 
(withO<qi<ooandO<mi<co).Aiso~~-,1 whena+O. 
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The limit matrix 
E = lim P(t)= lim adl” (1.18) 
C4~ a40 
aII rows identical (and equaI to e) and satisfies the relations: 
f2t.P =: LJVZ= E/a, EP(t) = P(t)E = E, (1.19) 
EQ=QE==O, (1.20) 
EE=Ev (1.21) 
El=l. (1.22) 
However, all elements of U = lim,,O Id” are infinite: 
Uij =r pij(t) dt = 00 (1.23) 
for ail & je f7. It is this fact which is the main difficulty in application of the standard 
potential theory to ergodic chains. It is shown in this paper that significant results 
are obtained when U” is replaced by another resolvent 2” whose limit, as cy + 0, is 
finite. 
For any p E 4 in an ergodic chain also pE E Jl, and (by the dominated con- 
vergence theorem): 
lim pp(t)= lim atpU” = pE, 
r*ao a+0 
(1.24) 
lim pP(t)= lim ~J~LJ” = p 
t+O a+= 
(1.25) 
(pointwise). 
Furthermore, a measure  E 44 such that pP(t) = p for all t 2 0, OF equivalently 
a&L'" = lu for all a > 0, is called invariant. Clearly, the ergodic distribution e is 
invariant. For any JL E.&, $5 = (p l 1)e is invariant; it can be shown that any 
invariant measure can be written in the form pE. 
1.3. Condition (M) 
As Q and P(t)Q = QP(t) are usually unbounded, only those measures p E A will 
be considered for which also the inner product of a positve measure IpI= (Ip(j 
and a function 4 = (qj) is finite: 
(1.26) 
It then follows that each matrix product will be a well defined matrix, the elements 
of which are given by absolutely convergent series. This will allow associativity of 
matrix products; cf [9], pages 640,643. 
316 R. @ski / Ergodic potential 
Condition (M) is satisfied by unit measures and by kzeasures with finite support, 
and trivially for every p G JU when qi are bounded. For p E J&, condition (M) has 
the natural probabilistic interpret2 tion. It is known that P l q c 00, so the ergodic 
distribution always satisfies condition (X). Thus, condition (M) is not a heavy 
restriction. 
Observe that Theorem 11.3.1. in [ZJ qAies that under condition (M): 
IlclQii 6 214 9 4, ~lJdx?:)i~~ 44 ’ q (1.27) 
and therefore: 
gQ . P(t) = P l QP(t), Q 8 P(t)1 = QP(t) - 1 = 0. (1.28) 
2. Approach matrix 
2.1. Semi-group 
Suppose that a MC. with the standard stochastic matrix P(t) is ergodic, and let E 
be its ergodic matrix (with properties listed in Section 1.2). The “approach matrix” 
introduced below (with self explanatory name) is the preliminary concept in the 
development of the ergodic potential theory. 
Definition 2.1. The matrix Z(t) = (zij(t)) given by 
Z(t)==P(t)-E, Wt<m (2.1) 
is called the approach matrix 
Evidently, elejnents 
of the ergodic chain. 
Zij(t) s pij(t)u ej (2.2) 
assume values of either sign, and 
-ej s Zij(t)spij(t) 
IZij(t)l s IllaX [pi(t), ej] s 1 l (2.3) 
Apart from signed elements, properties of Z(t) correspond to properties of P(t). 
For example, Z(t) is continuous (pointwise) at t = 0, because P(r) is, and (with 
termwist limits): 
lim Z(t) = Z(0) =: P - E, lim Z(t) = 0 (2.4 
t-4 t-+ao 
but the row sums of Z(t) vanish: 
C Zij(t) s 0 for each i E .I7. (2.5) 
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The matrix Z(t) leads to rather interesting results (although at first its form may 
seem to be artificial). To begin with, observe that the semi-group relation holds: 
Z(t)Z(s)== Z(t+s), tao, sso (2.6) 
in view of (1.19), and (1.2 1) indicates that Z(0) is idempotent: 
2(0)2(O) = Z(0). P*V 
The infinitesimal generator of the semi-group Z(t), t 3 0, coincides with that of 
the Markov semi-group P(t), t 2 0 (pointwise): 
lim z(t)-Z(o)= Q . 
t--O t 
Hence, in view of (1.20), both the (B)- and the (F)-equations hold: 
; z(t)= QJW), (B); $ z(t) = z(t)Q, (F) 
(2.8) 
(2.9) 
with Z(O)= I-E. 
As a matter of fact, one has here a decomposition of the Markov semi-group 
P(t), t 20, into the sum of two semi-groups: 
P(t)= Z(t)+&(t), t 30 
where &(t)= E defines a constant semi-group with the generator identically zero. 
It is of interest o note that for t 2 0, s 2 0: 
Z(t)P(s)= P(s)Z(t)=Z(t+s), 
Z( t)E = EZ( t) = 0, 
QZ(t) = W(t) 
with QZ( t) = Z( t)Q. 
(2.10) 
(2.11) 
(2.12) 
It is clear that the matrix Z(t) is bounded, IlZ(t)il< 2. Consequently, all above 
matrix relations involving Z(t) hold in the same sense as the corresponding rela- 
tions for P(t); all product matrices are well defined with elements given by 
absolutely convergent series. For discussion of the semi-group of matrices (more 
general than stochastic matrices) see [9], page 635. 
Define the norm of Z(t) as 
that 
\3 Zi, t s2 I 01 
I 
(2.13) 
(2.14) 
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so l~Z(l>i/ s 2. However, Q and QZ(t) = Z(t)Q are unbounded, in general. Indeed, 
for Q%(S) one has from (2.12) that 
(2.15) 
Consider now Z(t) as an operator on 44 For any p E JZ, &?(t) is a measure with 
elements: 
a4 &Z( t)E .& for each t 3 0, with 
(2.16) 
Furthermore, the norm of Z(t) as an operator coincides with its matrix norm; cf 191, 
page 636. In the same manner for any f~ Se, also Z(t& 48. Consequently, the 
inner product &Z(t)f is well defined (by absolutely convergent series) and 
pZ(t) l f = p l Z(t)fi In particular, (2.11) implies that eZ(t) = 0. 
However, as Q and C&Z(t) need not be bounded, condition (M) is needed to 
assure that elements of JUQ, pQZ(t) are given by absolutely convergent series. 
Lemma 2.2. For any p E ./cl, let v = IA (- Q). Then, under condition (M), u and aZ( t) 
are in ,&, and FQZ(t) = pZ(t)Q, .vith 
ol=O, uZ(t)l = 0. (2.17) 
Proof: As stated in (1.27), I~c#s 21~1 l 9, so o l 1 = 0 (by Fubini). Moreover, 
iloZ( t)ll s ILlI Th c remaining assertions follow from (2.12), and the corresponding 
properties of P(t); see sub-section 1.3. 
2.3. Resolvent 
The resolvent (or the a-potential kernel) of the approach semi-group Z(tj, t a 0, 
is the Laplace transform of Z(t), defined termwise by: 
Z”= e-*‘(P(t)- E) dt, CY > 0 (2.18) 
with elements 
I 
00 
2; f e-“‘(pij(t)-t+)dt, CY >O. 
0 
It is clear that integrals defining t4 converge for each cy > 0. Hence, 
Z”= Ua-Ej& a!>0 
(2.19) 
(2.20) 
R. Sycki / Ergo&c potential 319 
with elements 
2; = u; - eJa, a>O. (2.2 1) 
Definition 2.3. The resolvent 2” will be called the ergo& resoluent, or the ergodic 
u-potenlial, of the Markov semi-group P(t), t 2 0. 
Although the kernel Z” is not positive, yet it shares many important properties 
with the positive kernels; however, there are also significant difierences. 
Evidently, 2“ 1= 0, and the resolvent equation holds: 
z”-z*=(/3-a)z~za, a>o, /3>0 (2.22) 
with Z”ZB = ZaZu. Th e K 1 0 mogorov equations in resolvent form are (for a > 0): 
I-E= aZ"-QT, (B); I-E=aZ”-Z”Q, (F), (2.23) 
Note that 2” may be regarded as the generalized inverse of al - Q, relative to 
the idempotent Z(0) = I-E, in the same sense as U” is relative to P(0) = I. 
Observe also that for a > 0: 
EZ” = Z”E = 0, (2.24) 
QZ” = QU” (2.25) 
with QZ* = Z”Q. It follows from (2.20), or from (2.14), that 
llZ”ll S 2/a for a > 0. (2.26) 
The following Proposition is stated for use in the sequel. 
Proposition 2.4. For any p E A!, pZ” E At and 
lIPal s w4lIPll~ 
For a = p( - Q j under condition (M), crZ a E &, and 
Ilaz*ll s w~Il~lI s Wa)2lPI l 9 
(2.27) 
(2.28) 
Proof. Computation. 
Note that uZ” l 1 = u l Z” 1 = 0. In particular, eZ” = 0. See also Lemma 3.5 for 
further properties of 2;. Of primary importance is the situation when the t-mite limit 
(pointwise) of Z” as a + 0 exists and coincides with the values of Z” at cy = 0. The 
next section is devoted to this problem. 
3. Fundamental matrix ’ 
3.1. Existence 
Let P(t) be Markov, and let E be its ergodic matrix. The following definition is 
basic for the ergodic potential theory. 
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Definition 3.1. The finite matrix 2 = (Zij) given by 
I 
00 
z= (P(r)-E)dt 
0 
(3.1) 
if it exists, is called the fundamental matrix, or the ergodic potential kernel, of the 
ergodic chain. 
The integral is taken pointwise, with 
Zij = (pi](t)-ej)dt, i, je II. (3. la) 
Clearly, the above integral cannot be written as the difference of two integrals, 
because ach of them diverges for ergodic chains. The sufficient condition given in 
Proposition 3.2 below indicates that 2 exists in most cases of interest. 
Proposition 3.2. Let q be the first return time to a state j in an ergodic ch&, and let 
rn!*) be the second moment of Tn. Z’f or every j E lX, my’ < 00 (and all mq < 00)~ then 
thi fundamental matrix Z exists (and all Zij are finite), and (pointwise): 
lim Z” = Z. 
Or-0 
(3.2) 
Proof. (a) Consider first the case when i = j. From expression (2.21) for zb, using 
the explicit expression for tci given by (1.1 l), one finds (apply L’H6pital twice) that 
lim zz = 4 $ (mj*) - tp*iej), 
ff-+0 .’ 
O-3) 
It is now required to show that this limit coincides with the value of zi at (Y = 0, 
namely zjh Note first that the above limit is strictly positive, hence also z% > 0 in the 
neighborhood of the origin. Moreover, for every fixed 7 > 0, z,y/z$ + 1 as cy + 0, so 
zz is slowly varying ;It cy = 0. Consequently, the Tauberian theorem applies, and 
lim zi = lim ’ Zjj(S) ds. 
(Y-4) ‘-+a0 
Cf [8], pages 269,419, [33], page 187,[9], page 507; also [4]. 
Hence, 
exists, and is finite. 
(b) For i f j, write 
2; = z; -(ui -u;>. 
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Using again explicit expressions for u$, M; given by (I. 1 1 ), one finds that 
lim (Uz - i.4;)” ??li,ei (i fj). 
a+0 
Hence, 
lim 2; = Zjj - t?l#?j (i # j ) (34 a-4 
exists and is finite. Applying the Tauberian theorem to each term separately, it 
follows as before that this limit coincides with the value at a! = 0, namely Zij: 
lim tf = lim ’ Zij(S) ds. 
a-4 t--a0 
C~rollrvy 3.3. Under conditions of Proposition 3.2, zjj is given by (3.3) and zij = 
Zji - mi,+?j for i # j, and 
(a) Zjj > 0 for each j (3.5) 
(b) Czij=O, iEl7 (3.6) 
63 
Proof. Positivity of zjj is immediate. ROW sums zero follow from definition of zij 
(direct verification from explicit expressions for Zij is possible, but tedious). The 
equality in (c) follows from (b), the sum being extended over all those j for which 
z,j 20. The inequality in (c) follows from (b) and the observation that 
c Zjj = ??lijt?p c i jti 
The fundamental matrix 2 is a powerful tool in the study of ergodic chains, and 
has been mentioned in the literature. It was used extensively by Keilson [ 131, [ 151, 
and also by Kemeny and Snell [ 171, [ I8) for discrete chains. See also [ 3 l] for 
applications to perturbation models, and [lo], to mathematical programing. 
The existence proof given here refers to resolvents and uses the Tauberian 
theorem for Laplace transforms. An alternative proof in time domain establishing 
the existence of integrals for Zi, can be based on the Abelian theorem and the key 
renewal theorem; cf [2], pages 33,214, [8], page 421, [9], page 506,[23], page 166. 
lt is clear that for finite chains, the fundamental matrix 2 exists always. For 
bounded Q, it follows from the spectral representation of the resolvent U”, cf [S], 
[9], that 2 exists also. Furthermore, it follows from results of Kingman [ 191, [20] 
that for “exponentially ergodic” chains, the fundamental matrix 2 exists always; cf 
also [32]. 
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Note that assertion (b) in Corollary 3.3 indicates that the matrix 2 can be called 
conservative (in the same sense as the matrix Q), but with diagonal elements 
positive. Moreover, 
need not be finite. Thus, in general, 2 is unbounded, and in this respect behaves 
like matrices Q and (for transient chains) U. 
3.2. Convergence 
With the existence of 2 assured, Proposition 3.2 asserts that 2” --) 2 pointwise, 
as ar + 0. It is immediate that pointwise: 
lim CUZ” = 0, lim 02” = Z(0). (3.9) 
U-+0 a+00 
This subsecticn will discuss 2 as an operator on measures in A?, with emphasis on 
convergence. 
Proposition 3.4. For any measure p E A (pointwise limits): 
lim +Z” = 0, 
a-0 
lim t&Z” = &Z(O). 
a-+aD 
(3.10) 
Proof. The result follows from the dominated convergence theorem, because 
\GZ$G 1 and ]]&oc). 
The situation is more complex for the limits of ~2” because ‘then the dominated 
convergence theorem need not apply. In order to justify the limits under the 
summation sign, it will be now assumed that a measure p E Jcc satisfies the condition 
0 s: C ]/A(i)]mii COO for every jE: AK 
i 
(3.11) 
This condition is suggested by the following lemma; it may be verified that p E 
satisfies condition (s). 
Lizmma 3.5. In an ergodic hain, wltiz. first entrance moments mij: 
(3.12) 
Proof. This is Lemma 1.13 in [3 11. Observe that &I cannot be bounded uniformly 
in i. It is shown in [2] that ui -- uF is always finite for all CY 3 0. 
PHDpOSitiOD 3.6. Let p E A sat&fy W&ktM (s). ‘I;tten (pointwise limits): 
lim &Z” = PZ (3.13) 
a-0 
Proof. Consider for each j: 
Lcz0(j)=Ccc(0~~ i = -Zs(iHli_t;)+(Zp(i))ri. c i 
By Lemma 3.5, 
Hence, by condition (s), the domimted convergence theorem applies to the first 
term, and 
lim -1 p(i)@; - 2:)s -s b(i)(Zdj - Zij)- 
a-d i i 
For the second term, clearly, (# ’ 1 )_tz a(~ l l)Zjp Hence 
Cordlary 3.7. QZ” --, QZ as a v 0 (p&the). (3.14) 
hf. Apply Proposition 3.6 to the Measure e = qi. (for each i), noting that 
condition (s) holds in view of moment equations (see Section 1.1). Hence 
C qikzgj + C qikZkj 
k k 
for each i, j E l7. 
Similarly, it can be verified that (pointvvisc) 
eZ=O 
from which it follows that 
zj, = ( Ljekmkj)ej- 
(3.15) 
Remark. Present assumptions are inadequate to assure that JLZ E Ju. A sufficient 
condition for this purpose would be JNI equivalent of condition (M) of the following 
form: 
(M’) C IP<i>lC IZiji < O”- (3.16) 
i j 
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Then, of course, ll&Zil< a. There is no need, however, to impose this assumption. 
It will be shown in Section 4 that for measures a = p( - Q) always crZ E ..& (and this 
is sufficient for potential theoretic applications). 
4. Potential theory 
This section presents the account of potential theory for ergodic chains. Follow- 
ing J. Keilson [ll], [ 121, [13], the main feature of this theory is the use of the 
fundamental matrix 2 of the ergodic chai.n. It will be shown that 2 determines the 
ergodic potential operator which is the analogue of the Green potential operator in 
transient chains. Discussion here is mainly concerned with ergodic potentials of 
charges, and uses properties of the ergodic potential 2 developed in the previous 
section. The principal [difference between Section 3 and Section 4 is that now 
explicit use of the Kolmogorov equation will lead to Riesz-type decom- 
position theorems. Their consequences will be examined in detail, but with 
emphasis on potentials, other potential-theoretic aspects are of secondary 
importance. 
4.1. Prelimharies 
It is convenient o begin by recalling general terminology and some main results 
from the general Potential Theory for Markov chains, needed in the sequel. For the 
purpose of comparison, the assumption that the M.C. is ergodic is not imposed in 
this sub-section. 
Consider a M.C. with a standard stochastic matrix P(r), conservative intensity 
matrix Q, resolvent U”, and let both the (B)- and (F)-Kolmogorov equations hold 
(see Section 1.1). The discussion will be restricted to the (B)-equation for measures; 
the (F)-equation yields dual results for functions. For the complete account of 
Potential Theory see [ 11, [ 181, [22], [27]. 
A positive measure p on i i is called excessive if @(t) e p for every t 3 0; 
equivalently, if c@” s p for all Q! >O. Under present assumptions, this is 
equivalent o PQ < 0. A signed measure p satisfying the above inequalities is called 
sub-invariant. If the strict equality holds in the above relations, the (signed) 
measure p is called invariant. 
An excessive measure p is called p~trely excessive if lim,,, pP(t) = 0, or 
equivalently if lima,0 cvp U * = 0 (pointwise limits). A measure g on d7 is called a 
potential of a charge a if Jim,,, aU” = (,c. A potential of a positive charge is always 
purely excessive, but under present assumptions both concepts are equivalent. 
Recall that the resolvent U” has been also called the a-potential of the Markov 
semi-group; U is referred to as the Green kernel. The expression a = p( - Q) for a 
charge may be referred to as the gradient of p. 
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The Riesz decomposition theorem (for measures) asserts that any excessive 
measure p on n has the unique decomposition 
where A is invariant, and 7 is purely excessive and a potential of a charge 
a=&Q). 
For the proof see [ 11,161, [22]. It is known that if p is an excessive measure, then 
for an ergodic chain necessarily e >O and p 1 c 00, and p is invariant (in other 
words, the only non-negative potentials are zero potentials). In particular, if g is a 
probability measure, then p = e. WElen a .:hain is transient, then every finite 
excessive measure p is necessarily apotential; however, a transient chain may have 
an infinr0 invariant measure. 
A weaker version of the Kiesz decomposition for signed measures is: 
Theorem 4.1. Any p E Jt satisfying condition (M) from Section 1.3 has the unique 
decomposition : 
&&=A+? (4.1) 
where A = PE is invariant (E being the limit matrix), and q = lim,,” crUa, where 
cr = p( - Q) is a charge (with cr 1= 0) and lim,,o qaU a = 0. 
Furthermore, for the transient chain h = 0 and q = aU is a (Green) potential of a 
charge o; for the ergodic chain A = PE = (p 1 )e (where e is the ergodic distribution). 
Proof. Consider the resolvent form of the (B)-equation: 
p = /u&J” + p( - Q)U”. w 
Since 11~/1< iy> and cuu; G 1, the dominated convergence theorem implies that 
(pointwise): 
Wence, A is invariant and A = 0 for a transient chain and A = (CL 1)e for an ergodic 
#chain. 
Furthermore, jlall G 2ip (q < 00 by (M). Hence 
exists (pointwise), and 
Tju!U” =a(~--A)Un=apUa-A+0 ascu-,O. 
For a transient chain, U is finite and U” decreases with Q(, so by the dominated 
convergence theorem q = oU. 
q for the ergodic chain is 
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The explicit expression for the potential component 
obtained below in Theorem 4.2. 
4.2. Main theorem 
The main result of the Ergodic Potential Theory presented here is the following 
form of the Riesz decomposition theorem for measures. 
Theorem 4.2. For any p E At sak+fying condition (M) from Section 1.3, let A = pE 
be the invariant measure for the ergodic chain, and let o = y ( - Q), with al = 0, 
satisfy conditbn (s) from Section 3.2 Then, p has the unique decomposition 
p=h+CTz. (4-2) 
Proof. The resolvent form of the (Bj-equation yields 
p-pE=apZ” +(-Q)Za=apZa+crZQ. (B) 
As noted in Section 3.2, the dominated convergence theorem implies that (point- 
wise): 
lim apZ” = 0. 
c -+o 
On the other hand, to evaluate lim a-+0 a-Z” condition (s) is needed. Applying 
Proposition 3.6 to CT, and recalling that llall s 21~1 l 9 < m by (M) and that w 9 1 = 0, 
the dominated convergence theorem applies and (pointwise limit): 
lim aZ” = uZ. 
a+0 
The uniqueness of the decomposition is clear. 
In analogy with the potential theoretic terminology, from Section 4. i, the 
measure aZ may be called an ergodic potential of a signed charge U. Then, the 
content of Theorem 4.2 is that a measure p in an ergodic chain can be represented 
as the sum of an invariant measure A and an ergodic potential of a charge w whose 
total charge is zero. 
It is clear that Riesz decomposition in Theorem 4.1 (ergodic case) and in 
Theorem 4.2 are the same. However, Theorem 4.2 provides the explicit expression 
for the potential component q: 
q = lim aU” = lim 0Z” = &. 
a-+0 a+0 
(4.3) 
Thus, in decomposition from Theorem 4.1, the potential component is crU for the 
transient chain and UZ for the ergodic chail. 
It turns out that for ergmdic hains the ergodic potential operator 2 is the natural 
replacement for the Green potential operator U for transient chains. The price for 
using 2 is that some of its elements are negative, and it is essential that the total 
charge be zero. 
As already noted, the rr?e:atst~ b in bcth these theorems need nod: be sub- 
invariant (nor excessive). l[f it is, then A s H and necessarily OU 3 0 (transient) or 
a2 2 0 (ergodic). On the other hand, for the ergodic chain p 1 = h 1 and 02 1 = 0, 
whereas for the transient chaib A c 0 and p I = OU 1 (and al = 0 assures finiteness). 
In most applications, p is a probability measure and A = e the ergodic distribution, 
so the measure 02 “compensates” h for its difference from e. 
Another observation of inpo,tance deduced from Theorem 4.2 is that its asser- 
tion establishes the relaticlrn 
p(-Q)z=pp~) (4.4) 
and taking for p the unit nnass, 9~ obtains the tequation 
(-Q)Z=I-E. (4.5) 
Consequently, a. is a boltsded megsure, and (-Q)Z is a bounded matrix. 
Moreover, this relation indieate$ that for ergo&c chains the operator Q has the 
generalized (right) inverse X relatite to the idempoteat I-E (this is in sharp 
contrast with the usual situation when 6) has no inverse). Relation (4.5) can also 
serve for computation of 2 *(ziJ when both c) and E are given (recall however 
that the matrix Q is singular), 
Since measures pZ and nrat&es Q and 2 are in general unbounded, as dis- 
cussed in Section 3.2, the special ale of measure 0 and the product QZ deserves to 
be stated as: 
Coroilary 4.3. For any p E di saibryibg corrditiorl (M), let CT = p ( - Q) satisfy condi- 
tion (s). Then, c E JU and also &E & with 
(4-M 
Remark 1. Using moment equations (from Section 1 .l), it can be deduced that 
condition (s) for CJ- = p( - 9) is implied by: 
(4.7) 
Remark 2. With additional assumptions (see Remark in Section 3.2) using the 
(F)-equation, one could derive the dual form of (4.9, namely Z( - Q) = I - E, with 
2 as the (left) inverse. 
4.3. Comments 
(1). The main difference between the ergodic po:ential ~2 for general p (in 
Section 3) and for the special cb@e u 5 p( _ a) (in Section 4), lies in the use of the 
(B)-equation, and in the role t,f the idempotent I -E. 
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In a rather informal way, two forms of the (Bj-equation can be expressed in 
symbols as: 
Theorem4.1: I=cwU”+(-QjU”. 
Theorem 4.2: I-E =c aZ” + (- C$Z”. 
In view of relatiolrs (2.20) and (1.20), both forms are equivalent. 
Passage to the limit as a! + 0 gives (in symbols): (- Q)Ua = (- QjZ” + (- Q)Z 
for ergodic case, (- QjU” + (- Q)U for transient case, and 
tXU”+E, aZ”+O. 
Hence, in the ergodic case, one has, respectively: 
Theorem4.1: I=E+(-QjZ. 
Theorem 4.2: I-E = (- QjZ. 
Thus, in Theorem 4.1 the invariant component E corresponding to U” remains, 
whereas in Thcl-rem 4.2 the invariant component corresponding to 2” vanishes. 
Yet, the net resL. is the same. 
Furthermore, for the transient case the invariant component corresponding to 
U” vanishes, and U is finite, Hence, one has the crucial comparison: 
Theorem 4. l-transient: I = (- QjU 
Theorem 4.2-ergodic: I - E = ( - Q )Z. 
As already noted, when a chain is transient, then every finite excessive measure /-c 
is necessarily apotential of a charge: p = aU. Analogously, when a chain is ergodic, 
then every finite measure p(I - E) is necessarily an ergodic potential of a charge: 
p(I-E)=crZ. 
(2) Observing the role of P(0) - I in the definition of an excessive (or sub- 
invariant) measure relative to P(t), it is natural to use Z(0) = I - E to define an 
excessive (or sub-invariant) measure relative to Z(t) by: 
pZ(t)=+Z(O) for every t 20. (4.8) 
Clearly, this is equivalent o pP(t)c p, and nothing new is gained. In particular, 
invariant measures in both senses coincide, and all excessive measures are therefore 
invariant. Moreover, it can be verified that FZ(t) = 0 iff pP(t) = p. Hence, all 
P (t)-invariant measures are therefore Z(t)-nilpotent. 
Proceeding formally, one could look for measures atisfying the inequality 
pZ(t)Sp for every t2=0. (49 
As pZ(t) has total mass zero, the invariant measures in this sense should have 
p l 1= 0 (for p E 4, , only Al. = 0 qualifies), whereas for sub-invariant measures 
p*l50, 
Observe that from Theorem 4.2 one has immediatef; 
which is 1 
(uZ)Z(t) = pZ(t) 
Equivalent to each of the following relations; 
pP(t)-p ‘== (crZ)P(t)-tr%, 
/.&Z(t) - p ‘= (uZ)Z( t) - &?I. 
(4.10) 
(4.11) 
(4.12) 
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On the other hand, Proposition 3.4 asserts that for any p E & (pointwise): 
lim &Z” = lim &Z(f) = 0. 
a+0 t-do 
(4.13) 
This property, which extends pure excessivity, characterizes measures in A. In 
particular, by Corollary 4.3, UZ E .&, so 
(dz)Z(t)+ 0 iFi t + 00. (4.14) 
This corresponds to the fact that potentials of charges are purely excessive. 
4.4. Perturbation models 
This subses&n interprets in potential theoretic language a perturbation 
mechanism described in [31], and explains the role of the compensation measure in 
this framework (fulfilling, thus, a promise of a companion paper). 
Of primary interest is the comparison of Theorem 1.10 and Theorem 1.14 of [ 3 1) 
with Theorem 4.1 and Theorem 4.2, respectively. 
Consider first Theorem 1.10 and Theorem 1.14 in [ 3 11. Expressions (1.2 1) and 
(1.30) in [3 l] indicate that the compensation measure may be regarded as a signed 
charge. Thus Theorem 1.10 asserts that when the original chain is transient, the 
invariant measure A* for the modified chain is actually the Green potential pU of 
the compensation charge p = PC’. Conversely, the signed charge p is the gradient of 
the measure A*. It is important hat the total charge be zero. 
Observe that Theorem 1.10 could be formaily deduced from Theorem 4.1 by 
considering the Riesz decomposition of the measure A* relative to the original 
transient chain (replacing u by p). The finiteness of [l&Jll indicates the compensat- 
ing effect of the charge p (with total charge zero). Recall the remark after Theorem 
1.10. 
Similarly, Theorem 1.14 asserts that when the original chain is ergodic, the 
invariant measure A* for the modified chain has the Riesz decomposition relative to 
the original chain, such that A* is the sum of an invariant measure A (for the 
original chain) and the ergodic potential pZ of the compensation charge p = @I’. 
Conversely, the signed charge p is the gradient of the measure A*. It is 
important that the total charge be zero, and that the auxiliary condition (s) be 
imposed. 
Observe again that Theorem 1.14 could be formally deduced from Theorem 4.2 
by considering the Riesz decomposition of the measure A:‘: relative to the original 
crgodic chain (replacing u by p). The finiteness of IlpZll indicates the compensating 
effect of the charge p (with total charge zero). 
lt should be stressed, however, that Theorem 1.10 and Theorem i .14 have much 
nlorc import than the mere fact that they are Riesz decompositions of a measure 
~:k, ~11~ to the perturbation mechanism, both those theorems have rich structure, 
;IIjcl give specific construction of the measures involved. Thus, the charge p =r PC is 
givcll explicitly in terms of the compc nsation kwnel (involving the modified chain), 
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and A* is invariant for the modified chain, This is caused by the fact that Theorem 
4, i and Theorem 4.2 are deduced from the Kolmogorov equations for a single 
chain, whereas Theorem 1.10 and Theorem 1.14 are obtained from the second 
resolvent equation involving two chains, 
It is the presence of the ergodic potential &, evaluated explicitly, which c 
terizes the compensation aipproach, and makes Theorem 1.14 and Theorem 4.2 the 
basic results in Ergodic Potential Theory. 
In the special case of practical importance, p0 is taken as the initial distribution W, 
SO A*= e* (supported by 5;) and p = WC. For the transient original chain (A = 0), the 
ergodic measure e * is the Green potential pU of the charge p. For the ergodic 
original chain (A = e), the ergodic measure * has the Riesz decomposition relative 
to the original chain, e” =: e + cZ, where CZ is the ergodic potential of the charge 
c = I~C (independent of w), and e is the ergodic distribution for the original chain. 
Remark. In Theorem 1.14 in [3 11, condition (s) imposed on p = A *( - Q) = PC 
reads: 
By Remark 1 in Section (1.2, in view of Proposition 1.15 in [31], it is implied by 
condition 
Observe that condition (s) involves the modified process. It is of interest to note 
that 
Finally, in the special case under condition (D) considered in Section 2 of [31], 
one has from (2.16): 
e*=eR=e+e(R-I) 
so@=e(R-Z)andp=&?=e(R-I)(-Q)=eR(-Q)=e*(-Q). 
4.5. Energy 
Thic q?bsection stays apart from the rest of this paper, and the reason for its 
inclusion is that it exhibits another application of the operators 2” and 2. 
Consider the original M.C. X = (X& 0 6 t < 00) with the standard matrix R(t) and 
with the ergodic distribution e. Take e as the initial distribution. 
For any function fi its dual relative to the ergodic measure e, is a measure f
defined by: 6 = ejfi. For any measure p, its dual relative to the ergodic measure , is 
a function fi detined by: G(i)= p(i)/ei. 
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Let a be a non-negative function on the state space n; a will be called a 
(non-negative) charge. Consider now the charge process (a(X,), 0 s t < 00). Its first 
and the second (joint) moments are: 
E&(X,) = C e,P(t)a, = ea, 
Ea(X,)a(X,+,) = C 1 eiaipij(t)aj = ZP(t)a. 
i j 
The covariance function 4 is shown to be 
4(t)=COv (a(X), a(X,+A)= C C eiai(Pij(t)- ejlaj 
i j 
= &(P(t)- E)a = iZ(t)a. 
Clearly, 4 is a continuous function of t 3 0, and 
4(O)= var a(X,)= Z(I - E)a. 4(m) = 0. 
The a-potential of the charge a (for an ergodic chain) is Z”a, defined by 
Z”#i = 1; Z&Uj iELf, 090. 
i 
There exists an interesting relation between a-potentials of a 
covariance function @5 of the charge process. Indeed, taking the 
of t$: 
r* 
charge a, and the 
Laplace transform 
ewat4( t) d t = C C eiaiz& = 1 e&T aai = ii2 aa, a” 2 0, (4.15) 
i j i 
the series converging absolutely. 
In particular, for cy = 0, 
I 
00 
t$(t)dt = ii: l 2. (4.16) 
0 
The scalar product a” l Za is indeed the integral of an ergodic potential Zu of a 
charge a, taken with respect o the measure Z, the dual of the charge a. But this is 
precisely the classical definition of energy. Hence, 62~ defines the energy of the 
ergodic chain (associated with the charge a), and (4.16) shows that the integral of 
the covariance function for the ergodic chain is equal to :ZE energy of the chain; see 
[Q [W. 
As an example, take for the charge (function) cz the dual of the charge (measure) 
a, i.e., a = 6. Hence 
(1, [t) = aZ( t)G, e#Y =- crZ”G, 
t#J(O) = d(O)G, energy = ~36; 
and this adds another interpretation to Theorem 4.2. 
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5. Examples 
Examples given here refer to well known chains, and are given for illustrative 
purposes. Computation of zij is usually involved, because only in 
explicit expressions for pii are known. It is therefore more ~n~~~i~~t ts u 
which is frequently more easily determined, and pas to the iimit. 
(3.1) and (3.2). Relations (4.5) and (3.15) can also be used. 
. In the case when the state space is the set of non-negative integers, the subtitu- 
tion 
tij = ej kio Yik
P 
is frequently useful, as it leads to a simpler equation for quantities yW 
Example 1. 0-l chain. The classical example of the two-state chain (with qO = A. 
q1 = p) is very illuminating. The ergodic distribution is
and the ergodic potential has the form 
-0 
210 =- 
e0 
211 E- HE.1 A +p’ 
Hence, llZll= 2/h + p max (et), Q). 
Note also that 2; have the same form as above, with A + p replaced by A + p + a. 
Hence 
a IP II 
2 =-- 
4+p+a! 
max (eg, e&2/a 
Example 2. M/M/1 queue. Hereqi,i+l==-h,qi,+l =&.t~d=A +p f~ti=1,2,. . . *and 
qo = A = qol, and qii = 0 otherwise. The ergodic dist&ution fat the queue length is 
ej=(l-p)pj, j=Q, 1,. . . 
wherep=A/ptl. 
The ergodic potential has been found in Example 3 in [3 I]: 
1 p(l’_p)[l-(i+i+l)e,] for j<& Zij = 1 CL(3_-p)(Pi-i-(i+jfl)ei] forjai. 
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One has here xW j~o fii = 0 for all is as it should be. It is easy to check that tjj > 0 for 
aI jv and obviously iI zlJ diverges. 
On the other hand, fov fixed i the number of positive terms z,j is finite. Hence, 
where the nd summation is taken over those j for which zij 2 0. Each term in 
order of magnitude of zi2 which is bounded in i. It then follows that 
liiu@e 3. queue. Were q&i+1 = A, qki-1 = ip, qi = A + ip for i = 1,2, . . . , 
=A, qo, ==A. and qij== 0 otherwise. The ergodic distribution for the queue 
nian with mean A/p. 
The ergodic potential takes on a rather complicated form: 
=9 I 1 tii 40 -e. i - 
30 
c 3 k=i+t Aeke 4 e, for j>i, 
where 
i!%an1@e 4. “BUN tossing”. Here 90 = A\, 9iJ, = Ap, for j = 1,2, . . . , where x;, pj = 
1, and for i=1,2,... only 9io = cc, 9i = p, and 9ij = 0 otherwise. The ergodic 
distribution is: 
The crgodic potential has the form: 
41 Lo, = - - 
A+-P 
for i = 0, 
mar I y . z,p > 0 for aPI j, and 
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Example 5. “Pole climbing”. Here qo = A, qol = A and qi*r+l = A, qio = cc, qi = A + CC 
for i >O; qij = 0 otherwise. The ergodic distribution is
t?j=(l-j3)pi, j=O, 3,. . . 
with p = A(A +&. 
The ergodic potential has the form: 
j-t1 
Q = -- A+/Le’ 
forj<i, 
1 =- 
t?j-i 
j+l 
P 
--ej forjai 
A+P 
and there is only a finite number of positive terms Zig (for each i) determined by the 
inequality j + 1 s l/ei. It can be verified that now 112(1= 2/p. 
With reference to perturbation models in [3 l], take S = (0, 1, . . . , m) ct i permis- 
sible states, and consider the A splacement matrix defined by: 
rij= 1 forj=zO, 
=0, forj=l,...,m 
(fori==m+l,m+2,...). 
Thus, the chain is returned to state 0 whenever it leaves et S. The matrix Q* for 
the modified chain on S has the same element as Q for i, i = 0, 1, . . . , m - 1. and 
fori==m:q*,o=qt= A + p, The modified ergodic distribution istherefore given by 
the simple truncation: 
and (from compensation measure): 
The rcsr)IvCnf is given by the familiar formula: 
Writing for the discrek (jump) chain W = (r,,), R” = ($1), one htls in the matrix 
form: 
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Introduce amatrix T defined by R = E + T with l/T/l c 1. As ET = TE = 0, one has 
R”=E+T”forn==1,2,.... 
Substitution yields: 
as 1 + y 
err+y(I-T) a(y+a) 
Eq as-0 
Jyz*=E= ’ 1 
a 
--E, a>0 
a+y(I-T) y+a 
and therefore 
Here (I-R + E)-’ is the fundamental matrix for the discrete (jump) chain with 
stochastic matrix R, and E is the ergodic matrix for both R and P(t). 
The author wishes to express his thanks to J. Keilson for stimulating discussions, 
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The text is the expanded version of an invited paper presented at the 6th 
Conference on Stochastic Processes and Their Applications, Tel Aviv, June -1976, 
336 R. Syski / Ergodic potential 
[13] J. Keilson, Markov chain models-rarity and exponentiality, Tech. Rept. CS374-01, Dept. of 
Statistics, University of Rochester, Rochester, N.Y. (1974). 
[ 141 J. Keilson and H. Callaert, On Exponential ergodicity and spectral structure for birth-death 
processes, Stochastic Processes Appl. 1 (1973) 187-2 16 and 2 17-236. 
[lS] K. Keilson and S.S. Rao, A process with chain dependent growth rate, J. Appl. Prob., 7 (1970) 
699-7 11. 
[16] J. Keilson and R. Syski, Compensation measures in the theory of Markov chains, Stochastic 
Processes Appl. 2 (1974) 59-72. 
[ 171 J.G. Kemeny and J.L. Snelt, Finite Markov Chains (Van Nostrand, New York, 1960). 
[ 181 J.G. Kemeny, J.L. Snell and A.W. Knapp, Denumerable Markov Chains (Van Nostrand, New 
York, 1966). 
[ 191 J.F.C. Kingman, The exponential decay of Markov transition probabilities, Proc. London Math. 
Sot. 13 (3) (1963) 337-358. 
[?O] J.F.C. Kingman, Ergodic properties of continuous-time Markov processes and their discrete 
skeletons, Proc. London Math. Sot. 13 (3) (1963) 593-604. 
[21] M. Lo&e, Probability Theory (Van Nostrand, New York, 1963). 
[22] P.A. Meyer, Probability and Potentials (Blaisdell, Waltham, MA, 1966). 
[23] N.V. Prabhu, Stochastic Processes (Macmillan, New York, 1965). 
[24] D. Revuz, Markov Chains (North-Holland/American Elsevier Publ. Co., 1975). 
[ZS] F. Spitzer, Principles of Random Walk (Van Nostrand, New York, 1964). 
[26] R. Syski, Markovian queues, in: W.L. Smith and W.E. Wilkinson, eds., Congestion Theory (Univ. 
of North Carolina .Press, Chapel Hill, N.C., 1965) 170-227. 
[27] R. Syski, Potential theory for Markov chains, in: A.T. Bharucha-Reid, ed., Probabilistic Methods 
in Applied Mathematics, vol. 3 (Academic Press, New York, 1973) 214-276. 
[28] R. Syski, Queues and potentials, in: Proc. XX-TIMS (Jerusalem Academic Press, Jerusalem, 1975) 
547-554. 
[29] R. Syski, F nergy of Markov chains, Tech. Rept. TR-75-3, Dept. of Mathematics, University of 
Maryland, College Park, Md. (1974); an abstract in: Adv. Appl. Prob. 7 (1975) 254-255. 
[30] R. Syski, Ergodic potential of a Markov chain, 6th Conf. on Stoch. Proc. Appl., Tel Aviv, 1’476 
(abstract in: Adv. Appl. Prob. 9 (1977) 207-208). 
[3 l] R. Syski, Perturbation models, Stochastic Processes Appl. 5 (1977) 93-l 30. 
1321 J.L. Teugels, Exponential ergodicity in Markov renewal processes, J. Appl. Prob. 5 (1968). 
387-400. 
[33] D.V. Widder, The Laplace Transform (Princeton Univ. Press, 1946). 
