Abstract. A finite set of quantum observables (positive operator valued measures) is called compatible if these observables are marginals of a some observable, called a joint observable of them. For a given set of compatible observables, their joint observable is in general not unique and it is desirable to take a minimal joint observable in the post-processing order since a less informative observable disturbs less the system. We address the question of the minimality of finite-outcome joint observables and prove that any joint observable is lower bounded by a minimal joint observable in the post-processing order. We also give characterizations of the minimality of a joint observable that can be checked by finitestep algorithms and apply them to the case of non-commuting dichotomic qubit observables.
Introduction
An important and intriguing feature of quantum observables is that two observables may not allow a simultaneous measurement, or any other kind of joint implementation. This relation is called incompatibility, and it links interestingly to various other features of quantum theory [1] .
Mathematically speaking, quantum observables are described as positive operator valued measures (POVMs). Two observables A and B are compatible if there exists a third observable C that gives both of them as marginals. In this case, C is called their joint observable. The set of all joint observables of a compatible pair of observables is convex. Therefore, a compatible pair has either a unique joint observable or infinitely many different joint observables. If two observables are compatible and at least one of them is sharp, then their joint observable is unique [2] . Other criteria leading to the existence of a unique joint observable have been studied in [3, 4] . These are, in any case, very special situations and in the generic case there is no unique joint observable.
This raises the question on the possible, physically motivated, hiearchy in the set of all joint observables. As a practical problem, one may ask if some joint observables are more preferred than others.
A possible starting point, adopted in the current investigation, is that one should choose a joint observable that allows least disturbing measurement among all joint observables. As explained in Section 2, this means that we are interested in the post-processing ordering of the set joint observables, and seek minimal elements in that set. Our main result is that any joint observable is lower bounded by a minimal joint observable (Section 3, Theorem 1 and Corollary 1). We also give characterizations of minimal joint observables that can be checked by finite-step algorithms for a given joint observable (Section 4). We apply these characterizations to two non-commutative dichotomic qubit observables and obtain a complete characterization of minimality of joint observables in this case (Theorem 3).
Motivation of the question
2.1. Post-processing minimal observables. In this work we are going to deal with observables with finite number of outcomes. Let H be a complex Hilbert space. We denote by L(H) the set of all bounded operators on H. An observable is a map A : Ω → L(H) such that A(x) ≥ 0 for every x ∈ Ω and x A(x) = 1, where Ω is a finite set of measurement outcomes.
As an introductory example, suppose our aim is to discriminate two orthogonal pure states (i.e. one-dimensional projections) P 1 = |ψ 1 ψ 1 | and P 2 = |ψ 2 ψ 2 | of a, say, 4-dimensional quantum system. One possibility is to complete the set {ψ 1 , ψ 2 } into an orthonormal basis {ψ 1 , ψ 2 , ψ 3 , ψ 4 } and then make a measurement in that basis. The corresponding observable is hence A(x) = |ψ x ψ x |, x = 1, . . . , 4. This kind of measurement, however, disturbs the system more than is necessary. Instead of measuring A, we can, for instance, perform a measurement of a two-outcome observable B, defined as B(1) = |ψ 1 ψ 1 | + |ψ 3 ψ 3 |, B(2) = |ψ 2 ψ 2 | + |ψ 4 ψ 4 |. The observable B discriminates the states P 1 and P 2 , but allows a less disturbing measurement than A. In this exemplary case, we can get B from A by grouping the outcomes. Namely, we have
This sort of relabeling of outcomes is a special type of post-processing.
To recall the general definition of post-processing, let Ω 1 and Ω 2 be finite sets. A map p : Ω 1 ×Ω 2 → R is called a Markov kernel, or Markov matrix, from Ω 2 to Ω 1 if for each x ∈ Ω 1 and each y ∈ Ω 2 , p(x, y) ≥ 0 and x ∈Ω 1 p(x , y) = 1. The set of Markov kernels from Ω 2 to Ω 1 is written as Markov(Ω 1 , Ω 2 ), and it is a compact convex subset of the Euclidean space R Ω 1 ×Ω 2 . Let A : Ω 1 → L(H) be an observable, let Ω 2 be a finite set, and let p ∈ Markov(Ω 2 , Ω 1 ). We define an observable
If an observable B, with an outcome set Ω 2 , can be written as p * A for some p ∈ Markov(Ω 2 , Ω 1 ), then B is called a post-processing of A, and written as B post A. This relation has been studied e.g. in [5, 6, 7] .
The relation post is reflexive and transitive, hence a preorder. A preorder induces an equivalence relation ∼ post and a partial order in the set of equivalence classes. We write A ≺ post B if A post B holds but B post A does not hold. We will say that an observable A is maximal/minimal/greatest/least in a subset X if the corresponding equivalence class [A] has that property in the respective subset of equivalence classes. For instance, we say that an observable A is post-processing minimal (in X) if the following implication holds for every observable B (∈ X):
It is known that an observable A is post-processing minimal in the set of all observables if and only if each of its operator is a multiple of the identity operator 1, while A is post-processing maximal in the set of all observables if and only if each of its nonzero operator is rank-1 [5] . It has been shown in [8] that for two observables A and B, the relation B post A holds if and only if the disturbance related to B is smaller than or equal to the disturbance related to A. The disturbance related to an observable A refers to the set of all quantum channels that arise in some measurement of A. As we may want to perform subsequent measurements, it is desirable to disturb the initial state as little as possible. We thereby take the following as a guiding principle:
Whenever we need to choose an observable that has certain property (e.g. enables discrimination of some states), we should choose it to be minimal in the post-processing preorder in the set of all observables with that property. In a typical case, this guiding principle does not lead to a unique choice. For instance, in the starting example we can also choose B (1) = |ψ 1 ψ 1 | + |ψ 4 ψ 4 |, B (2) = |ψ 2 ψ 2 | + |ψ 3 ψ 3 |, or any convex combination of B and B . In this specific example any two-outcome discriminating observable is post-processing minimal. To see this, we first note that a two-outcome observable C discriminates ψ 1 and ψ 2 if and only if C(i) ≥ P i , i = 1, 2. Let C and C be two-outcome observables that discriminate ψ 1 and ψ 2 and suppose that C post C . We take a Markov kernel p such that C = p * C . Then
Therefore p(1, 1) = p(2, 2) = 1 and hence p(1, 2) = p(2, 1) = 0. Thus C = C . This implies the post-processing minimality of any twooutcome discriminating observable.
2.2.
Minimal joint observables. In our investigation we consider a situation where there are several tasks that we want to perform. We assume that observables A 1 , . . . , A n for the individual tasks have already been chosen and that they are compatible. We recall that observables A 1 , . . . , A n are, by definition, compatible if there exists an observable C such that A post C for all = 1, . . . , n. Clearly, measuring C is then enough to simulate measurements of all A 1 , . . . , A n .
According to our guiding principle, we want to choose a post-processing minimal observable among all observables C that satisfy A post C for all = 1, . . . , n. Our first observation, based on [9] , is that if such C exists, then there also exists an observable G with the outcome set Ω 1 × · · · × Ω n such that G post C and each A is the th marginal of G, i.e.,
. . .
This kind of observable is called a joint observable of A 1 , . . . , A n [10] .
To verify the previous claims, we first recall that A post C means that there exists a Markov kernel p such that
We define
and set
It is straightforward to verify that G is a joint observable of A 1 , . . . , A n . Further, p is a Markov kernel and, thus, (2) means that G post C.
We conclude that when we search for minimal observables C satisfying A post C for all = 1, . . . , n, we can limit our search for joint observables of A 1 , . . . , A n . Namely, any C with the required property is either post-processing equivalent to some joint observable, or strictly greater than some joint observable.
For a finite set of observables {A } n =1 , we denote by
) the set of all their joint observables. The following concept will be our main focus.
Since the post-processing relation is a preorder rather than a partial order, it is often convenient to work with the equivalence classes of observables, and in that case the induced post-processing relation is a partial order. We denote by J min ({A } n =1 )/ ∼ post the partially ordered set of equivalence classes of minimal joint observables.
Order structure of the set of joint observables
In this section {A } n =1 is a fixed set of compatible observables. The condition of minimality for a joint observable is independent of the choice of the post-processing representatives of the marginal observables as shown in the following proposition.
be a set of compatible observables and let {A } n =1 be observables such that A ∼ post A for all . Then there exists a bijection
post G and the minimality of G implies that all of the joint observables G 0 , G 0 and G are post-processing equivalent to G. This shows that G is minimal and post-processing equivalent to G. Hence there exists a mapping f :
in the above discussion, we can also conclude the existence of an injection g :
Then g is the inverse map of f and hence f is a bijection.
The following theorem states that any post-processing monotone net of joint observables has its supremum or infinimum that is also a joint observable.
be a finite set of compatible observables and let
Proof. Let Ω be the outcome set of A and letΩ := Ω 1 × · · · × Ω n .
By assumption, for
By Tychonoff's theorem, the set Markov(Ω,Ω)
) is compact in the product topology. Hence there exists a subnet (G λ (i) ) i∈I such that q λ|λ (i) converges to some q λ ∈ Markov(Ω,Ω) for each λ ∈ Λ and G λ (i) converges to some G ∈ J ({A } n =1 ). For each λ ∈ Λ and each i ∈ I satisfying λ ≤ λ (i), we have
where · denotes the operator norm. This implies
Now we take an observable (B(y)) y∈Ω satisfying G λ post B for all λ ∈ Λ. Then for each λ ∈ Λ there exists r λ ∈ Markov(Ω, Ω ) such that G λ = r λ * B. Since Markov(Ω, Ω ) is compact, there exists a subnet (r λ (j) ) j∈J of (r λ (i) ) i∈I such that r λ (j) converges to somẽ r ∈ Markov(Ω, Ω ). Thus
which is a nonempty compact subset of Markov(Ω,Ω). By assumption, for λ ≥ λ there exists a Markov kernel
By Tychonoff's theorem, the set λ∈Λ K G λ is compact in the product topology, and hence there exists a subnet (G λ (i) ) i∈I such that (q λ (i)|λ ) i∈I converges to some q λ ∈ K G λ for every λ ∈ Λ. For each λ ∈ Λ and each i ∈ I satisfying λ (i) ≥ λ, we have
Hence we may define
By the last equality [ G] is a lower bound of ([G λ ]) λ∈Λ . Now we take an observable (B(y)) y∈Ω satisfying B post G λ for all λ ∈ Λ. Then for each λ ∈ Λ there exists a Markov kernel
This implies B =r * G post G, which completes the proof.
We can easily see that [ G] in Theorem 1 is a supremum or an infinimum of ( 
Thus we obtain Corollary 1. Let {A } n =1 be a finite set of compatible observables. Unlike the minimal joint observables, the set of maximal joint observables does depend on the choice of the post-processing representatives of the marginal observables as the following example demonstrates. Example 1. Let A 1 = A 2 = (1 H ) be the single-outcome trivial observable. Then A 1 and A 2 are compatible and the set J ({A 1 , A 2 }) consists of only one element, the trivial observable (1 H ), which is both minimal and maximal in J ({A 1 , A 2 }).
Clearly, the observables A 1 = A 2 are post-processing equivalent to the two-outcome trivial observable
2, there exists a non-trivial joint observable G ∈ J ({A 1 , A 2 }). Namely, fix an effect 0 = T = 1 and define
This is a joint observable of A 1 and A 2 . From Corollary 1 we conclude that G is upper bounded by a maximal joint observable G ∈ J ({A 1 , A 2 }), which is also non-trivial. Hence there is no one-to-one correspondence between J max ({A 1 , A 2 }) and J max ({A 1 , A 2 }) as in Proposition 1.
Characterization of minimal joint observable
In this section we give an algorithm to determine whether a given joint observable is minimal or not. Throughout this section, we fix a finite set of compatible observables {A } n =1 and a joint observable G ∈ J ({A } n =1 ). Let Ω be the outcome set of A and denoteΩ :
We need a bunch of auxiliary definitions before we can state our results. For any two observables A and B, with outcome sets Ω and Ω , respectively, we define We define
This is the set of those post-processings that are allowed for G so that it is still a joint observable. For p ∈ RΩ ×Ω , we have p ∈ K G if and only if p satisfies the following linear (in)equalities:
where π :Ω → Ω is the canonical projection. Thus, K G is a compact convex polytope on the Euclidean space RΩ ×Ω . It follows that the set of extreme points of K G is finite and can be written as {p 1 , . . . , p N } (see Appendix C). We define
For each ∈ {1, . . . , n}, K(A , G) is also a nonempty compact convex polytope on R Ω ×Ω and the set of extreme points of K(A , G) can be written as {q ,1 , . . . , q ,N }. We define q ∈ K(A , G) by
Finally, for r ∈ Markov(Ω,Ω), r is said to be conditionally independent if there exist Markov kernels r ∈ Markov(Ω ,Ω) ( ∈ {1, . . . , n}) such that
We define (i) G is a minimal joint observable.
(ii) For each x 1 , x 2 , x ∈Ω and each p ∈ K G , if G(x 1 ) and G(x 2 ) are linearly independent then p(x ,
and G(x 2 ) are linearly independent then there exists ∈ {1, . . . , n} such that q (π (x ),
Proof. The equivalences (i) ⇐⇒ (ii), (iii) ⇐⇒ (iv), and (ix) ⇐⇒ (x) follow from Corollary 4 and the definition of the minimality. (i) =⇒ (v), (ii) =⇒ (iii), (v) =⇒ (x), and (vii) =⇒ (vi) are obvious. The equivalence (viii) ⇐⇒ (ix) is immediate from the definition of q * . The equivalence (v) ⇐⇒ (vi) follows from Corollary 4 and that r given by (3) is in K ind
G if and only if r ∈ K(A , G) for each ∈ {1, . . . , n}. (iii) =⇒ (ii). Assume (iii) and take an arbitrary element p ∈ K G . By the finite-dimensional Krein-Milman theorem, p is a convex combination of {p 1 , . . . , p N }, that is, there exists (
From this inequality and the assumption (iii), the condition (ii) follows. (viii) =⇒ (vii) can be shown similarly. (vi) =⇒ (ii). Assume that (ii)
is not true. Then there exist r ∈ K G and x 0 , x 1 , x 2 ∈Ω such that G(x 1 ) and G(x 2 ) are linearly independent and r(x 0 , x 1 )r(x 0 , x 2 ) = 0. We define r ∈ K(A , G) by
Then we have r(x , x) ≤ r (π (x ), x) and hence
Therefore we obtain r (π (x 0 ), x 1 )r (π (x 0 ), x 2 ) = 0 for all ∈ {1, . . . , n}, proving that (vi) is not true.
Theorem 2 gives the following two algorithms to determine whether a given joint observable G is minimal or not. The first one is based on the condition (iii). According to Appendix C, the set extreme points {p 1 , . . . , p N } of K G can be explicitly calculated, so can be p * . The other one is based on the condition (viii) or (ix), which can be explicitly checked by calculating the set of extreme points {q ,1 , . . . , q ,N } of the polytope K(A , F) for each .
At this point, we recall that an observable A with an outcome set Ω is said to be pairwise linearly independent if any pair (A(x 1 ), A(x 2 )), x 1 , x 2 ∈ Ω; x 1 = x 2 , is linearly independent. Every observable is post-processing equivalent to a pairwise linearly independent observable unique up to the permutation of the outcome set [5, 11] . We refer to Appendix B for further details on this property. In the following we develop a method to determine the minimality of a joint observable which is pairwise linearly independent.
Firstly, let G be a joint observable. For u ∈ R Ω ×Ω , let us consider the following system of homogeneous linear (in)equalities:
We denote by C (G) the pointed polyhedral cone on R Ω ×Ω consisting of the solutions of (4), (5), and (6).
Proposition 2. Suppose that G is pairwise linearly independent. Then G is a minimal joint observable if and only if C (G) = {0} for all ∈ {1, . . . , n}.
Proof. Assume that C (G) = {0} for some . Then we can take u ∈ C (G), x 0 ∈ Ω , and x 1 ∈Ω such that u(x 0 , x 1 ) = 0. If x 0 = π (x 1 ), then by (5) there exists another x 1 ∈ Ω satisfying x 1 = x 0 and p(x 1 , x 1 ) = 0. Thus, by also considering (6), we may assume x 0 = π (x 1 ) and
By multiplying a small positive constant if necessary, we may assume
We define r ∈ R Ω ×Ω by
Then from (4), (5), (6), and (7), we have r ∈ K(A , G). Furthermore, we have x 1 = x 2 and
We define r ∈ Markov(Ω,Ω) by
This implies that the condition (ii) of Theorem 2 is not true. Therefore G is not minimal. Assume that C (G) = {0} for all ∈ {1, . . . , n}. Let G ∈ J ({A } n =1 ) be a joint observable satisfying G post G. Then we can take r ∈ Markov(Ω,Ω) such that G = r * G. For each we define r ∈ K(A , G) by
r(x , x),
From r (x , x) ∈ [0, 1] we can easily check that u ∈ C (G). Therefore by assumption we have u = 0 and hence r (x , x) = δ x ,π (x) . If x = x, there exists with π (x ) = π (x). Thus
This implies r(x , x) = δ x,x and hence G = r * G = G. Thus G is minimal.
For each , C (G) is a polyhedral cone and is the conical hull of a finite set {u 1 , . . . , u ,M }, which can be calculated according to Appendix C. Thus Proposition 2 provides a method to determine the minimality of G when G is pairwise linearly independent. Proposition 3. LetΩ 1 := {x ∈Ω | G(x) = 0}. Suppose that (G(x)) x∈Ω 1 is linearly independent. Then G is a minimal joint observable.
Proof. Let G ∈ J ({A } n =1 ) be a joint observable satisfying G post G and let p ∈ Markov(Ω,Ω) be a Markov kernel such that G = p * G.
Thus the linear independence of (G(x)) x∈Ω 1 implies
for all x ∈Ω 1 . By the same discussion as in Proposition 2, we obtain p(x , x) = δ x,x (∀x ∈Ω 1 , ∀x ∈Ω) and hence G = G . Therefore, G is minimal.
Corollary 2. Suppose that G is linearly independent. Then G is both minimal and maximal.
Proof. The minimality of G is immediate from Proposition 3.
Assume
). Since each element of G is a linear combination of G , a dimensional argument yields that G is also linearly independent. (Here we used the finiteness of the outcome setΩ). Hence from the proof of Proposition 3 we obtain G = G . Therefore, G is maximal.
Dichotomic qubit observables
5.1. Compatibility of dichotomic qubit observables. We denote σ = (σ 1 , σ 2 , σ 3 ). A dichotomic qubit observable is of the form
where a ∈ R 3 , α ∈ [0, 2] and a ≤ min(α, 2 − α). All joint observables of a compatible pair (E α,a , E β,b ) are parametrized by two parameters γ ∈ R and g ∈ R 3 in the following way. The joint observable G γ,g is defined as
For G γ,g to be a valid joint observable, these four operators must be positive. This means that the parameters γ, g have to satisfy the following inequalities [12] :
From the previous inequalities one can solve the compatibility condition for E α,a and E β,b , and three equivalent formulations are presented in [12, 13, 14] . For our purposes, we do not need the compatibility condition; we simply assume that E α,a and E β,b are compatible and in the following we analyze the condition for the minimality of joint observable.
5.2.
Minimal joint observables. Now we give a complete characterization of the minimality of G γ,g when the marginal observables E α,a and E β,b are non-commutative, which holds if and only if a and b are linearly independent. We put A 1 := E α,a and A 2 := E β,b and adopt the same notation as in Section 4.
5.2.1. Trivial compatibility. Two dichotomic observables A 1 and A 2 are trivially compatible if one of the orderings [15] . Two compatible dichotomic observables satisfy this kind of trivial condition exactly when they have a joint observable with one element being zero.
Suppose that G γ,g (++) = 0, which is equivalent to A 1 (+) ≤ A 2 (−). In this case, the other elements of G γ,g are determined to be
Analogous equations follow in other cases when G γ,g (+−) = 0, G γ,g (−+) = 0 or G γ,g (−−) = 0. We conclude that in the case of trivial compatibility, a joint measurement has three nonzero elements and it is unique.
5.2.2.
Linearly independent vectors. Secondly, we consider the case when the vectors a, b, g are linearly independent. In this case, we can easily check that G γ,g is linearly independent. Hence Corollary 2 implies that G γ,g is both maximal and minimal.
Linearly dependent vectors.
Thirdly, we consider the case when g can be written as a linear combination g = c 1 a + c 2 b, c 1 , c 2 ∈ R. In order to calculate K(A , G γ,g ) and C (G γ,g ), consider the following homogeneous linear (in)equalities for u ∈ RΩ :
Let C 1,+ be the polyhedral cone on RΩ defined by (12) and (13), and C 2,+ be the one defined by (12) and (14) . Then it can be checked that K(A , G γ,g ) and C (G γ,g ) can be given as follows.
• For p ∈ R Ω ×Ω , p ∈ K(A , G γ,g ) if and only if there exists u + ∈ C ,+ such that p(+, x) = δ +,π (x) +u + (x) and p(−,
) if and only if there exists u + ∈ C ,+ such that v(+, x) = u + (x) and v(−, x) = −u + (x) (x ∈Ω).
The general solution of (12) is u = tw (t ∈ R), where w ∈ RΩ is given by
If G γ,g is pairwise linearly independent (see Appendix B), then by Proposition 2, G γ,g is a minimal joint observable if and only if
, or equivalently, C 1,+ = C 2,+ = {0}. By noting w = 0,
By using the equivalences
valid for x, y ∈ R, we obtain
Similarly we obtain 
Now we consider the case when G γ,g is not pairwise linearly independent. The linear dependence conditions for the pairs of the elements of G γ,g are given as follows.
(i) G γ,g (++) and G γ,g (+−) are linearly dependent if and only if
(ii) G γ,g (++) and G γ,g (−+) are linearly dependent if and only if
(iii) G γ,g (++) and G γ,g (−−) are linearly dependent if and only if
(iv) G γ,g (+−) and G γ,g (−+) are linearly dependent if and only if
Here, the possibility of α = β will be excluded since this implies g = a = b, contradicting the linear independence of a and b. (v) G γ,g (+−) and G γ,g (−−) are linearly dependent if and only if
Here, the possibility of β = 2 will be excluded since this implies a = g = a + b, contradicting b = 0.
(vi) G γ,g (−+) and G γ,g (−−) are linearly dependent if and only if
Here, the possibility of α = 2 will be excluded since this implies
As a conclusion, G γ,g is pairwise linearly independent if and only if neither of the above six conditions holds. We remark that each of the above conditions corresponds to the intersection point of two lines w(x) = 0 and w(x ) = 0 on c 1 -c 2 plane. For example, the condition (17) 
Thus each r ∈ K(A , G γ,g ) ( = 1, 2) can be written as
for some s ≥ 0. We can easily check the condition (vi) of Theorem 2, which implies the minimality of G γ,g . We can similarly check the minimality of
Assume that G γ,g (++) and G γ,g (−−) are linearly dependent. Then α + β = 2 and g = 
5.3.
Unbiased dichotomic qubit observables. Finally, we consider the simple special case α = β = 1. These kind of observables are called unbiased. As shown in [16] , E 1,a and E 1,b are compatible if and only if
If a and b are nonzero different vectors, then we easily see that two unbiased observables E 1,a and E 1,b cannot be trivially compatible. In particular, if a and b are linearly independent, then all elements of G γ,g must be nonzero. 
We also note that 0 < γ < 1 in this case. In fact, if γ = 0, we have For a fixed γ ∈ (0, 1), the region for g = c 1 a + c 2 b corresponding to the conditions 2 and 3 of Corollary 3 is depicted in Fig. 1 . Proposition 4. Let A be a pairwise linearly independent observable with an outcome set Ω and let p ∈ Markov(Ω , Ω) be a Markov kernel from Ω to a finite set Ω . Then the following conditions are equivalent.
(i) p * A ∼ post A.
(ii) For each y ∈ Ω , the finite set {p(y, x) : x ∈ Ω} has at most one nonzero element.
Proof. (i) =⇒ (ii). Assume (i). By assumption there exists a Markov kernel q ∈ Markov(Ω, Ω ) such that (q * p) * A = q * (p * A) = A. From the minimal sufficiency of A follows that (q * p)(x, x ) = δ x,x . Now, assume that there exist y 0 ∈ Ω and x 1 , x 2 ∈ Ω with x 1 = x 2 such that p(y 0 , x 1 )p(y 0 , x 2 ) = 0. We can take x 0 ∈ Ω such that q(x 0 , y 0 ) = 0. Then for i = 1, 2,
This implies x 1 = x 0 = x 2 , contradicting the assumption x 1 = x 2 . Thus the condition (ii) holds.
(ii) =⇒ (i). Assume (ii). Let Ω 1 := {y ∈ Ω | (p * A)(y) = 0} and let B be an observable with the outcome set Ω 1 , obtained by restricting p * A to Ω 1 . Obviously, B is post-processing equivalent to p * A. By the assumption, for each y ∈ Ω 1 there exists a unique element x y ∈ Ω such that p(y, x y ) = 0. Then B(y) = p(y, x y )A(x y ) and hence A(x) = Corollary 4. Let A be an observable with an outcome set Ω and let p ∈ Markov(Ω , Ω) be a Markov kernel from Ω to a finite set Ω . Then p * A ∼ post A if and only if for each y ∈ Ω and each x 1 , x 2 ∈ Ω, if A(x 1 ) and A(x 2 ) are linearly independent then p(y, x 1 )p(y, x 2 ) = 0.
Proof. We take a pairwise linearly independent observable B : Ω 0 → L(H) post-processing equivalent to A. Then there exist q ∈ Markov(Ω, Ω 0 ) and y : Ω → Ω 0 such that A(x) = q(x, z(x))B(z(x)) (x ∈ Ω), q(x, z ) = 0 if z(x) = z , and A = q * B. Hence p * A = (p * q) * B, and p * q(y, z) = 
either C ∩ ∆ J = {0} or C ∩ ∆ J is a 1-dimensional face of C ( [17] , Proposition 3.3.2). Let J := {J ∈ J | C ∩∆ J = {0}}. For each J ∈ J we take y J ∈ (C ∩ ∆ J ) \ {0}. Then A can be given by A = {y J } J∈J .
If J = ∅, we have C = {0}.
