Abstract. In this paper we propose a new model for segmentation of an image under some geometrical constraints in order to detect special regions of interest. Our work is based on the recent work by Gout et al. [Numer. Algorithms, 39 (2005), pp. 155-173 and 48 (2008), pp. 105-133] using geodesic active contours models, by combining it with the idea of a piecewise constant Mumford-Shah model as with the non-selective Chan-Vese segmentation. Numerical tests show that our method is more robust than the previous works.
Introduction
An important problem in image processing is the segmentation of a picture representing a real scene, into classes or categories, corresponding to different objects and the background in the image. In the end, each pixel should belong to one class and only one. In other words, we look for a partition of the image into distinct segments each having some features in common, e.g., intensities, colour or texture. A variety of different techniques have been developed to solve the problem of image segmentation, such as region growing and emerging [1] , watershed algorithms [31] , minimum description length criteria [21] , and Mumford-Shah energy minimization [22] . Recently, PDE-based active contour models [20, 29] for curve evolution have been popular for image segmentation. In our recent work [4] [5] [6] , we have developed effective multilevel algorithms for the ChanVese [14] approach for implementing active contours without edges. In [7, 11] the authors discussed the global minimizers of the snake models.
While the above segmentation models are useful for various applications, however, other imaging problems require the functionality of selectivity, i.e., only segment a particular part among those objects that have the same feature. Such situations are ubiquitous in medical imaging especially in CT images where most objects (organs) have similar intensities. For example, we might like to segment the left kidney only whilst the above methods will give both kidneys mixed other organs. For the simple example in Fig. 3 , it is fairly easy to segment the image to obtain 4 objects together but not separately because these four objects belong to the same intensities-based class. The task of a selective segmentation is how to detect only one of them, given additional information. Following Gout et al. [18] , we consider the case of geometric constraints in terms of a list of given points near the interested objects to aid segmentation.
We remark that geometric constraints are also necessary for normal segmentation methods whenever the interface between objects is not 'clearly' visible due to poor image quality or some occultation. Curve evolution means to evolve deformable contours subject to constraints towards the boundary of the object to be detected. This deformation is made trying to minimize a functional depending on the curve and defined so that a local minimum is obtained at the boundary of the object. Casselles et al. [8] have shown, for example, that setting one of the regularization parameters to zero in the classical active contour model is equivalent to finding a geodesic curve in a Riemann space whose metric depends on the image content [18] , because an edge in an image is the locus of points for which the image gradient rapidly varies. However when data acquisition cannot be performed in an ideal manner, this criterion can no longer be applied. This is the case when two objects, having similar homogeneous intensity or texture etc, are very close to each other. Then it is hard to clearly identify the interface without additional information. Here we consider geometrical constraints consisting of a set of points belonging to the contour of interest. For a medical image, practically, the expert needs to click on the organ under consideration a couple of times.
To proceed, let z(x,y) be the given image defined on a rectangular domain Ω. The geometrical constraints in terms of a set of n 1 points near the boundary of object to be detected are defined by
The aim is to find an optimal contour Γ ⊂ Ω that best approaches the points from the set A while detecting the desire object in an image.
Recently Gout et al. [18] proposed a model based on geodesic active contours for solving this problem. Their model uses image gradient information |∇z|, to stop the contour evolution. If the given image z is very noisy, then the isotropic smoothing Gaussian has to be used, which will smooth the edges in an undesirable manner. While this model can detect objects correctly for many examples, we found that it is sensitive to parameter choice and hence it can fail to work for some images. Here to increase robustness, we modify their model by combining it with the idea from Chan-Vese model [14] , which helps in segmenting noisy images without an isotropic smoothing Gaussian and also helps to segment images with fuzzy boundaries, as verified later.
This paper is organized in the following way. Section 2 contains a review of the ex-isting model of Gout et al. [18] . In Section 3 we present our proposed new model of minimization and derive the Euler-Lagrange equation. In Section 4 we describe a semiimplicit method and an additive operator splitting (AOS) method for solving the PDE. In Section 5 we give some experimental results.
2 An image segmentation model using geodesic active contours and geometrical constraints (M-1)
The model by Gout et al. [18] builds the given geometrical constraints into a geodesic active contour model [8] . The constraints will be represented by a distance function d(x,y) (which is towards zero when near the given points and is towards one elsewhere) and the geodesic model requires an edge detector function g (which is zero on edges and is one at homogenous regions).
In [18] the following edge detector function, a popular choice [8, 13] , is used
Clearly g(|∇z(x,y)|) is zero on edges in an image and is 1 in flat regions. The purpose of the edge detector function g is to stop the evolving curve on edges of the objects. To stop the evolving curve going away from the points from set A, the following distance function d is defined in [18] :
for all (x,y) ∈ Ω and i = 1,2,··· ,n 1 used in [17] ; here we added the scaling factor M = max
Here we mainly use (2.1). Clearly d acts locally and will be approximately 0 in the neighborhood of points of A. The aim of their model is to find a contour Γ such that g ≃ 0 in the vicinity of d ≃ 0, by minimizing the following energy
Here the contour Γ will stop where g ≃ 0 (near object boundaries) in the neighborhood of points for A where d ≃ 0.
Level Set Formulation of the Model. To extend the domain of the integral in (2.2) to the whole image other than Γ, the level set approach [25, 26, 28] is the best option. Let φ : Ω → R be a Lipschitz continuous function whose zero level set is Γ, i.e., Γ = {(x,y) ∈ Ω : φ(x,y) = 0}, with φ < 0 inside Γ and φ > 0 outside Γ. In terms of the level set formulation, equation (2.2) becomes
where H is the one-dimensional Heaviside function and Ω |∇H(φ(x,y))|dxdy is the length of Γ. Thus we have the following minimization problem
F(φ(x,y)).
Since the Heaviside function is not differentiable at the origin, we consider the regularized version of H denoted by H ǫ and is given by [14, 15, 25] :
Thus the minimization problem becomes
where
Minimization with respect to φ(x,y) leads to the following Euler-Lagrange equation
Gout et al [18] considered the following equation with artificial time step t:
with the boundary condition
where n is the outward unit normal to the boundary ∂Ω. Clearly the quantity
∂φ(x,y,t) ∂t
tends to 0 when a local minimum is achieved. In other words if the model converges and the curve will not evolve any more since a steady state has been reached. Replacing δ ǫ (φ(x,y,t)) by |∇φ(x,y,t)|, a motion is applied to all level sets and it makes the flow independent of the scaling of φ [2, 34] ; more details can be found in [17, 18] . The following evolution problem was considered
with φ(x,y,0)=φ 0 (x,y), where φ 0 (x,y) is the initial value of the desirable φ(x,y). To speed the convergence of the model they added an extra term αd(x,y)g(|∇z(x,y)|) known as a "balloon term" [16] to the evolution equation of a level set, where α is any constant. This term prevents the curve from stopping on a non significant local minimum and is also of importance when initializing the process with a curve inside the object to be detected. Thus the evolution problem becomes
with φ(x,y,0) = φ 0 (x,y). The above equation can be written as
Further an AOS method [23, 32] was used to solve (2.8).
We remark that this model is based on geodesic active contours in which an edge detector plays a major role. However such detectors use only local information of the boundary (gradient and curvature information) to detect the boundary itself which inevitably runs into difficulties when dealing with fuzzy edges and discrete edges. Furthermore because of the local attributes and the dependence on gradients, geodesic active contours are heavily affected by noisy inputs; it is hard to detect objects from a noisy image. One can use isotropic Gaussian smoothing, but this will smooth the edges too. Below we propose a new model where an added stopping term is based on Mumford and Shah segmentation techniques [14, 22] . With this new model we can detect objects in noisy images without using isotropic Gaussian smoothing.
A modified selective segmentation model (M-2)
The Chan-Vese (CV) model [14] is a special case of the piecewise constant Mumford and Shah model [22] when restricted to only 2 phases. The CV model is not based on the gradient of the image z(x,y) for the stopping process. It can detect contours both with and without gradients. Also there is no need to smooth the image in the case of a noisy image. To take the advantages of the CV model [14] for selective segmentation, we add with
where µ is a positive parameter. Clearly if λ 1 = λ 2 =0 this minimization problem reduces to minimization problem (2.2). Thus we consider the following minimization problem
using the level set formulation of (3.2)
where H is again the Heaviside function. Further using the regularized Heaviside function H ǫ , we consider the following minimization problem
Keeping φ(x,y) fixed and minimizing with respect to c 1 and c 2 we have the following equations for computing c 1 and c 2 :
if Ω H ǫ (φ(x,y))dxdy > 0 (i.e. if the curve has a nonempty interior in Ω), and ,y) ))dxdy
if the curve has a nonempty exterior in Ω). Now keeping c 1 and c 2 fixed, we minimize (3.6) with respect to φ(x,y). To minimize F ǫ we use the Gâteaux derivatives of the functional F ǫ
where ψ is a test function of the same type as φ. From Green's Theorem we have
where n is the unit normal vector to the boundary of Ω. Hence taking
Thus Eq. (3.9) becomes
Further the following form holds
for all test functions ψ. Hence we have the following Euler-Lagrange equation for φ:
The above PDE may be considered as the steady state form of the following evolution equation 12) with φ(x,y,0) = φ 0 (x,y).
To prevent the curve from stopping on a non-significant local minimum and to initialize the iteration process with a curve inside the object to be detected [16, 18] , a balloon term αG(x,y)|∇φ| is now added to speed up the convergence of the evolution equation as done in M-1, where α is a constant. Thus Eq. (3.12) with the balloon term can be written
with φ(x,y,0) = φ 0 (x,y). Existence and uniqueness of the solution can be proved along similar lines to [18] .
Numerical methods
We now present two numerical methods for solving the nonlinear parabolic PDE (3.13).
Semi-implicit method
First write the PDE (3.13) as
Using the differences △ x + ,△ x − ,··· given by,
and a semi-implicit scheme, the discretized form of equation (4.1) is:
We usually use h 1 = h 2 = 1, so we have
if we denote by
As the coefficients D i−1,j , D i,j and D i,j−1 has been freezed at k, Eq. (4.2) gives a linear system of equations which can be solved by an iterative method. The semi-implicit method can allow large time steps but the main drawback is the computational cost of the associated linear systems [33] for large images. Hence we shall develop an AOS method as done in [23, 32] to solve the PDE (3.13) which will be our preferred method for M-2.
An additive operator splitting method
Consider Eq. (3.13) in the form
The AOS scheme [23, 32] splits the m-dimensional spatial operator into a sum of m onedimensional space discretizations. Therefore we consider the first of two one-dimensional problems .5) i.e., φ
After we solve the system of equations (4.6) in the x-direction, we then solve a similar system in the y-direction before averaging the two solutions. In matrix notation the process can be written as
and
where I is the identity matrix and A l for l = 1,2 are tridiagonal matrices derived from (4.6).
Experimental results
In this section we present some simulation results illustrating the old method M-1 and the new method M-2. We shall observe that M-2 is better in terms of robustness, quality and speed. Firstly we present some simple examples when M-1 does not work well. Secondly we show that our model M-2 works fine on these examples and we also test our model on real images. Lastly we give evidence that our model M-2 is faster than M-1 in convergence in terms of number of iterations (and CPU time as the complexity per iteration of both model is similar).
Performance of M-1
The performance of M-1 is strongly influenced by the initial contour. When it is selected to be close to the final solution, the result of M-1 is very good as shown in Fig. 1 where the left plot shows the initial circle chosen to be quite close to the final contour of the rectangle which is segmented on the right plot correctly by M-1. In a simple test, M-1 is found not to converge properly if the radius of the initial contour is halved (in comparison M-2 would work for either initial contour). The same observation has been made on other test images; in Fig. 2 we show similar initial contour and segmented results for a realistic CT image -here again starting from a smaller circle would fail M-1 (but not M-2).
Heavy noise in a given image can also affect the quality of segmentation by M-1, even if the initial contour is chosen quite close. In Fig. 3 , we show such an example of a synthetic noisy image to detect the rectangle in it with 4 markers shown in the figure in red dots. M-1 clearly fails to detect the rectangle when the initial contour is quite close. There, the left figure is the original image with initial data (red dots are the markers), the middle is the result after 1000 iterations (hardly any improvement) and the far right is the and σ =4, α = −0.00151, △t =1. To improve the result, in Fig. 4 , M-1 is tested on the same image, where the image is filtered first. The initial condition is φ 0 = (x−x 0 ) 2 +(x−y 0 ) 2 − 25, where x 0 ,y 0 are the averages of x,y-components of the markers. We show on the plot the original image with initial contour, the result after 800 iterations in the middle plot and the result after 16000 iterations on the right. Clearly the final result is not satisfactory.
Here filtering can improve on segmentation by M-1 but excessive filtering (smoothing) can smear edges (as seen in Fig. 4 ). In Fig. 5 , M-1 is tested on an artificial image. Here with only partial success, it only detects the outer boundary of the letter O using the parameters are µ = (size of z) 2 /1400, 
Improved performance of M-2
In Fig. 6 , M-2 is tested on the artificial image of Fig. 5 , using the same parameters, where M-1 did not do very well. We set the initial condition as above in Fig. 5 . In particular, φ 0 = (x−x 0 ) 2 +(x−y 0 ) 2 −r 0 where x 0 ,y 0 are defined as above and r 0 = min y x−y where x = (x 0 ,y 0 ) and y ∈ A. Clearly the object is segmented successfully. In Fig. 7 our model M-2 is tested on an artificial image to detect the object X with 3 markers. The object X is segmented successfully. In Fig. 8 , M-2 is tested on synthetic noisy image with 4 markers and parameters µ = 100, α = −0.001, λ 1 = 0.1, λ 2 = 0.1 and σ = 4. The left plot is the original image with initial data and the middle is the result after 15 iterations. Again the required object (shown on the right plot) is successfully detected.
In Fig. 9 , it is shown that if the markers are not exactly on boundary, the object can be detected. The same data are used as in Fig. 6 .
In Fig. 10 , we show results where M-1, M-2 fail to segment the image if the initial guess φ 0 is far from the markers (away from the object to be detected).
In Fig. 11 our model is tested on a real brain MRI image to detect a tumor with 4 markers. The other parameters used are µ = (size of z) 2 /1000, λ 1 = 0.001, λ 2 = 0.001, α = −1.51×10 −3 and σ = 4. The correct segmentation is obtained after 200 iterations.
In Fig. 12 , we test the model on real knee MRI image with 3 markers (also work with 2 markers) and the following parameters µ = (size of z) 2 /10, λ 1 = λ 2 = 0.000051, α = −1.51×10 −3 and σ = 4. The correct segmentation is obtained after 120 iterations as shown on the right plot. Finally in Figs. 13 and 14 , we show the correctly segmented results of two further real images (right plots) by M-2, starting from the initial contours (left plots). We remark that the same results can be obtained by M-1, only if the initial contours are enlarged to be as close as to the final solutions (although M-1 cannot work with the initial contours of Figs. 13 and 14) .
Speed comparison of M-1 and M-2
Lastly, we compare results of M-1 and M-2 by number of iterations as each iteration of either method, of AOS type, has a comparable complexity. In Fig. 15 , the successful segmentation of a disc in an artificial image is obtained in 500 iterations by M-1. The same test is repeated in Fig. 16 and clearly M-2 converges faster. Further development of even faster solvers [4, 9] for both methods will be carried out in the near future.
Conclusions
In this paper we proposed a new variational model for selective image segmentation based on geodesic active contours and the Chan-Vese model. Our new model (without using Gaussian filter) is particularly good for noisy images. From testing the new model on real images, we observe that it is also faster than the existing model in term of number of iterations. The new model works even if the markers are not on the desired boundary as long as the initial contour is contained within the markers, as shown by the numerical experiments.
