Our purpose is to investigate properties for processes with stationary and independent increments under G-expectation. As applications, we prove the martingale characterization to G-Brownian motion and present a decomposition theorem for generalized G-Brownian motion.
The process { B t } is very important in the theory of G-expectation, which shows, in many aspects, the difference between probability space and G-expectation space. For example, we know that in probability space continuous local martingales with finite variation are trivial processes. However, [P07] proved that in G-expectation space all processes in form of T ) ), are G-martingales with finite variation and continuous paths, which are a class of nontrivial and very interesting processes. [P07] also conjectured that any G-martingale with finite variation should have such representation. Up to now, some properties of the process { B t } remain unknown. For example, we know that for any s < t, σ 2 (t − s) ≤ B t − B s ≤ σ(t − s), but we don't know whether { In probability space, a continuous local martingale {M t } with the quadratic variation process M t = t is a standard Brownian motion. However, it's not the case for G-Brownian motion since its quadratic variation process is only an increasing process with stationary and independent increments. How can we give a characterization for G-Brownian motion?
In this article, we shall prove that if A t = 
{ d ds
This article is organized as follows: In section 2, we recall some basic notions and results of G-expectation and the related space of random variables. In section 3, we give characterizations to processes with stationary and independent increments. In section 4, as applications, we prove the martingale characterization to G-Brownian motion and present a decomposition theorem for generalized G-Brownian motion. In section 5, we present some properties for G-martingales with finite variation.
Preliminary
We recall some basic notions and results of G-expectation and the related space of random variables. More details of this section can be found in [P06, P07, P08a, P08b, P10] .
Definition 2.1
Let Ω be a given set and let H be a vector lattice of real valued functions defined on Ω with c ∈ H for all constants c. H is considered as the space of random variables. A sublinear expectationÊ on H is a functionalÊ : H → R satisfying the following properties: For all X, Y ∈ H, we have (Ω, H,Ê) is called a sublinear expectation space. Definition 2.2 Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sublinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ). They are called identically distributed, denoted by
is the space of real continuous functions defined on R n such that
where k and C depend only on ϕ.
Definition 2.3 In a sublinear expectation space (Ω, H,Ê) a random vector
whereX is an independent copy of X. Here the letter G denotes the function
1 2 |A|σ 2 implies that there exists a bounded, convex and closed subset Γ ⊂ S
we call the G-normal distribution non-degenerate. This is the case we consider throughout this article.
Definition 2.5 i) Let
be endowed with the supremum norm and {B t } be the coordinate process. Set H
T , the conditional expectation defined by(there is no loss of generality, we assume t = t i )
T with respect to the norm · 1,G and therefore can be extended continuously to the completion 
is a process with independent increments if for any 0 < t < T and
is a process with independent increments w.r.t. the filtration if for any 0 < s < T and
there is no loss of generality, we assume ξ ≥ 0.
,Ê) be a process with stationary and independent increments and let c =Ê(
(ii) {X t } is a process with stationary and independent increments w.r.t. the filtration;
Remark 2.9 i) Clearly, the coordinate process {B t } is a (symmetric) G-Brownian motion and its quadratic variation process { B t } is a process with stationary and independent increments (w.r.t. the filtration).
ii) [P07] gave a characterization for the generalized G-Brownian motion: Let {X t } be a generalized G-Brownian motion. Then
where (ξ, η) is G-distributed(see, e.g., [P08b] for the definition of G-distributed random vectors). In fact, the characterization presented a decomposition of generalized G-Brownian motion in the sense of distribution. In this article, we shall give a pathwise decomposition for the generalized G-Brownian motion.
Let H 0 G (0, T ) be the collection of processes of the following form: for a given
where
Definition 2.10 For every η ∈ H 0 G (0, T ) with the form
we define
By B-D-G inequality(see Proposition 4.3 in [song11a] for this inequality under G-expectation), the mapping
and thus can be continuously extended to
Theorem 2.12([DHP08])
There exists a tight subset P ⊂ M 1 (Ω T ) such that
P is called a set that representsÊ.
Remark 2.13 i) Let (Ω 0 , F 0 , P 0 ) be a probability space and {W t } be a d-dimensional Brownian motion under P 0 . Let F 0 = {F 0 t } be the augmented filtration generated by W. [DHP08] proved that
is a set that representsÊ, where Γ 1/2 := {γ 1/2 |γ ∈ Γ} and Γ is the set in the representation of G(·) in the formula (2.0.1).
ii) For the 1-dimensional case, i.e.,
where σ 2 =Ê(B 2 1 ) and
. We say A ∈ B(Ω T ) is a polar set if c(A) = 0. If an event happens except on a polar set, we say the event happens q.s..
Characterization of processes with stationary and independent increments
In what follows, we only consider the
Proof. The proofs of the two cases are similar. Here we only prove the second case. Our proof starts with the observation that for any ζ, ζ
By the definition of space M 1 G (0, T ), we know that for every ζ ∈ M 1 G (0, T ), there exists a sequence of processes {ζ n } with
It is easily seen that for every n,
Thus we get
. The second inequality follows from (3.0.3). Combining (3.0.4) and (3.0.5), first letting ε → 0, then letting n → ∞, we have
be a process with stationary and independent increments (w.r.t. the filtration). Then we have h ≡ c for some constant c.
Consequently, from the condition of independence of the increments and their stationarity,
So by Lemma 3.1, letting n → ∞, we have c = c. Furthermore, we note that
The second equality is due to the independence of increments of M w.r.t. the filtration.
So {M t } is a symmetric G-martingale with finite variation, from which we conclude that M t ≡ 0, hence that A t = ct. Proof. By arguments similar to that in the proof of Theorem 3.2, we have
The right side of the first inequality is only the sum of the odd terms. Summing up the even terms only, we have
Combining the above inequalities, we have
Thus by Lemma 3.1, letting n → ∞, we haveÊ(A T ) +Ê(−A T ) = 0, which means that A T is symmetric.
For n ∈ N, define δ n (s) in the following way:
In [Song10c] we proved that lim n→∞Ê (
In the following, we shall use some notations introduced in Remark 2.13.
For every P ∈ P M and t ∈ [0, T ], set A t,P := {Q ∈ P M | Q |F t = P |F t }. Proposition 3.4 in [STZ11] gave the following result:
. Then η =Ê t (ξ) if and only if for every P ∈ P M η = ess sup
where ess sup P denotes the essential supremum under P. Proof. For the readability, we divide the proof into several steps:
Step 1. Set K t := t 0 h s ds. We claim that K T is symmetric.
Step 1.1. Let µ =Ê(A T )/T and µ = −Ê(−A T )/T . First, we shall prove that
Actually, for any 0 ≤ s < t ≤ T , we havê
where the inequality holds due to θ s ≤ σ 2 , q.s.. 
since A t − µt is nonincreasing. Sô 
we haveÊ
Step 1.2.1. We now introduce some notations: 
Step 1.2.2.
Actually, we have, P η -a.s.,
By similar arguments we have that
Let's compute the following conditional expectations:
, and
By (3.0.6) and (3.0.7)(noting that η and s, t are all arbitrary), we conclude that
Noting that
Then, P η -a.s., we have
First letting n → ∞, then letting m → ∞, we have E P η n (ξ|F s ) → E P η * (ξ|F s ), P η -a.s.. So combining Step 2.3 and Step 2.4, we have
We have
In fact, Step 1.2.2-Step 1.2.3 proved the following fact: If (3.0.6), (3.0.7) hold for some σ, σ ′ ∈ [σ, σ], then (3.0.8) holds for
. So by repeating the Step 1.2.2-Step 1.2.3, we get the desired result.
Step 1.2.5. For any simple process η ∈ L 2 } be the filtration generated by X j,ε . Then
Noting that
by Step 1.2.4, we have E P η (
Step 2. h ≡ λ.
As is mentioned in the introduction, [P07] 
} is a process with stationary and independent increments w.r.t. the filtration, We know that
By uniqueness of the G-martingale decomposition theorem, we get L ≡ 0 and h ≡ λ.
Characterization of the G-Brownian motion
A version of the martingale characterization for the G-Brownian motion was given in [XZ09] , where only symmetric G-martingales with Markovian property were considered. Here we shall present a martingale characterization in a quite different form, which is a natural but nontrivial generalization of the classical case in a probability space.
Theorem 4.1(Martingale characterization of the G-Brownian motion)
Let {M t } be a symmetric G-martingale with M T ∈ L α G (Ω T ) for some α > 2 and { M t } a process with stationary and independent increments (w.r.t. the filtration). Then {M t } is a G-Brownian motion; On the other hand, if
By the above arguments, we have M t = c B t for some positive constant c.
and H = {a ∈ H|λ[a = 0] = 0}, where λ is the Lebesgue measure.
Lemma 4.2 Let {L t } be a process with absolutely continuous paths. Assume that there exist real numbers c ≤ c such that
we have that {L t } is a process with stationary and independent increments such
its distribution is determined by c, c.
Proof. It suffices to prove the Lemma for the case c < c. For any a ∈ H, let
By assumption,Ê On the other hand, by Theorem 2.12, there exists some weak compact subset
which means that there exists P a ∈ P such that
By the assumption for {L t }, we have
The converse inequality is obvious. Thus {L t } is a process with stationary and independent increments such that
Lemma 4.3 Let {L t } be a G-martingale with finite variation and
Proof. By Theorem 4.5 in [Song11a] , we know {L t } has the following decomposition
where {M t } is a symmetric G-martingale and {K t } is a non-positive, non-increasing G-martingale. Since both {L t } and {K t } are processes with finite variation, we get
Theorem 4.4 Let {X t } be a generalized G-Brownian motion with zero mean. Then we have the following decomposition:
where {M t } is a symmetric G-Brownian motion, and {L t } is a non-positive, nonincreasing G-martingale with stationary and independent increments.
Proof. Clearly {X t } is a G-martingale. By Theorem 4.5 in [Song11a] , we have the following decomposition
where {M t } is a symmetric G-martingale, and {L t } is a non-positive, non-increasing
for any 1 ≤ β < 3 by Theorem 4.5 in [Song11a] .
In the sequel, we first prove that {L t } is a process with stationary and independent increments. Noting thatÊ(−L t ) =Ê(−X t ) = ct for some positive constant c since {X t } is a process with stationary and independent increments, we claim that −L t − ct is a G-martingale. To prove this, it suffices to show that for any t > s,
Noting that {X t } is a process with independent increments(w.r.t. the filtration),
Combining this with Lemma 4.3, we have
On the other hand, for any a ∈ H, noting that {M t } is a symmetric G-martingale, we haveÊ
Since {X t } is a process with stationary, independent increments, we havê
where C(a(s)) is defined as in Lemma 4.2 with c = 0, c = −c. By Lemma 4.2, {L t } is a process with stationary and independent increments. Now we are in a position to show that {M t } is a (symmetric) G-Brownian motion. To this end, by Theorem 4.1, it suffices to prove that { M t } is a process with stationary and independent increments (w.r.t. the filtration). For n ∈ N, let
and
Observing that Ω is a process with stationary and independent increments (w.r.t. the filtration). Noting that M t = X t , M t is also a process with stationary and independent increments (w.r.t. the filtration). So {K t } is a process with stationary and independent increments and its distribution is determined by c.
Just like the conjecture by Shige Peng for the representation of G-martingales with finite variation, we guess that any G-martingale with stationary, independent increments and finite variation should have the form of (5.0.9). At the end we present a characterization for G-martingales with finite variation.
Proposition 5.2 Let {M t } be a G-martingale with M T ∈ L β G (Ω T ) for some β > 1. Then {M t } is a G-martingale with finite variation if and only if { f (M t )} is a Gmartingale for any non-decreasing f ∈ C b,lip (R).
Proof. Necessity. Assume {M t } is a G-martingale with finite variation. By Lemma 4.3, we know that {M t } is non-increasing. By Theorem 5.4 in [Song11b] , there exists a sequence {η
