In this paper, conventional validity indexes are reviewed and the shortcomings of the fuzzy cluster validation index based on intercluster proximity are examined. Based on these considerations, a new cluster validity index is proposed for fuzzy partitions obtained from the fuzzy c-means algorithm. The proposed validity index is defined as the average value of the relative intersections of all possible pairs of fuzzy clusters in the system. It computes the overlap between two fuzzy clusters by considering the intersection of each data point in the overlap. The optimal number of clusters is obtained by minimizing the validity index with respect to c. Experiments in which the proposed validity index and several conventional validity indexes were applied to well known data sets highlight the superior qualities of the proposed index.
Introduction
Fuzzy clustering algorithms partition a data set into c homogeneous fuzzy clusters. Of the fuzzy clustering methods developed to date, the fuzzy c-means (FCM) algorithm [1] is the most widely used. The FCM method requires the number of clusters as an input, and the analysis result can vary greatly depending on the value chosen for this variable. However, in many cases the exact number of clusters in a data set is not known. In such cases, we can use a range of c values and then devise a validation index to determine the optimal number of clusters.
For this evaluation process, referred to as cluster validity, numerous validity indexes have been developed [1] - [7] , [15] . Most of these indexes measure intra-cluster compactness and inter-cluster separation using cluster centroids. However, interpretation of inter-cluster separation of these indexes is problematic because such indexes quantify cluster separation based on the distance between cluster centroids only [15] .
Recently, Kim et al. [15] proposed a fuzzy cluster validation index (v P ) based on inter-cluster proximity. Their index focuses on the degree to which pairs of clusters are separated by measuring the degree of overlap between clusters. Compared to conventional validity measures, the index of Kim et al. [15] showed superior performance when ap- plied to a variety of well known data sets. However, it still suffers from the monotonic decreasing tendency with an increasing number of clusters. Moreover, it is sensitive to the choice of model parameters, and therefore determination of appropriate values for those parameters is crucial to the reliability of the index. In this paper, the problems associated with conventional validity indexes are reviewed and their shortcomings are studied. Taking the problems of existing algorithms into account, a new cluster validity index for FCM is proposed that quantifies the relationship between each pair of clusters by calculating the relative intersection of two fuzzy sets. In this method, the intersection between two fuzzy clusters is computed by considering the degree of sharing of each datum in the overlap. Finally, the performance of the new validity measure is tested by applying it to well known data sets and comparing the results with those obtained using conventional validity indexes.
The remainder of this paper is organized as follows: Section 2 provides background information of fuzzy clustering and discusses previous work in cluster validity; Section 3 describes the formulation of the proposed validity index; Section 4 gives the results of experiments on a variety of data sets; and Section 5 presents our concluding remarks.
Fuzzy Cluster Validity Index

Fuzzy c-Means Algorithm
Fuzzy clustering algorithms generate a fuzzy partition given as a fuzzy partition matrix U = [µ i j ], where µ i j = µF i (x j ) is the membership value of the data x j belonging to the fuzzy clusterF i . Fuzzy clustering algorithms are less prone to falling into local minima than crisp clustering algorithms because they make soft decisions at each iteration through the use of membership functions [8] - [12] .
The most widely used fuzzy clustering algorithm is the FCM algorithm proposed by Bezdek [1] . This algorithm classifies a collection of data X into c homogeneous groups. The objective of FCM is to obtain a fuzzy cpartitionF = {F 1 , . . . ,F c } for the given number of clusters c and the given data X = {x 1 , . . . , x n } by minimizing the evaluation function J m ,
where V = (v 1 , . . . , v c ) is a vector of the centroids of the 
Conventional Cluster Validity Indexes
Cluster validity indexes are used to establish which partition best explains the unknown cluster structure in a given data set [16] . FCM is run over a range of c values, 2, . . . , c max , and the resulting fuzzy partition is evaluated with the validity indexes to identify the optimal number of clusters. Usually, c max ≈ √ n is used [4] . Bezdek proposed two cluster validity indexes for fuzzy clustering [2] , [3] . These indexes, which are referred to as the Partition Coefficient (v PC ) and Partition Entropy (v PE ), are defined as
The optimal fuzzy partition is obtained by maximizing v PC (or minimizing v PE ) with respect to c = 2, . . . , c max .
Xie and Beni proposed a validity index (v XB ) that focuses on two properties: compactness and separation [5] . v XB is defined as
In this equation, the numerator is the sum of the compactness of each fuzzy cluster and the denominator is the minimal separation between fuzzy clusters. The optimal fuzzy partition is obtained by minimizing V XB with respect to c = 2, . . . , c max . v XB decreases monotonically as c → n. Kwon extended v XB to eliminate this decreasing trend [6] by adding a penalty value to the numerator of v XB . Kwon's index (v K ) is given as
Rezaee combined a measure of the average scatter of c clusters, Scat(c), with the distance functional, Dist(c) [7] . Rezaee's validity index (v CWB ) is defined as
where σ(v i ) is the fuzzy variance of the i-th cluster, and σ(X) represents the variance of the data set X. D max and D min are the maximum and minimum distances between the cluster centroids respectively. As recently pointed out by Kim et al. [15] , most validity indexes focus only on the compactness and the variation of the intra-cluster distance [5] - [7] . Some indexes, for example v XB , v K and v CWB , use the strength of separation between clusters; however, interpretation of these indexes is problematic because they quantify cluster separation based only on the distance between cluster centroids [15] . The problem addressed by Kim et al. is demonstrated in Fig. 1 , which shows two different fuzzy partitions (U (a) , V (a) ) and (U (b) , V (b) ) with the same distance between cluster centroids for some data. In this figure, even though (U (b) , V (b) ) provides a better partitioning than (U (a) , V (a) ), conventional validity indexes cannot discriminate between these two fuzzy partitions because they only use distance between the cluster centroids.
To tackle this problem, Kim et al. proposed a new validity index that exploits the geometric properties of fuzzy clusters [15] . Their approach is based on an inter-cluster proximity index (v P ) between fuzzy sets. v P is defined as follows,
δ(x j , µ :F p ,F q ) determines whether two clusters are proximate at the membership degree µ for data x j . It returns a proximity of 1.0 when the membership degrees of both clusters are greater than µ, and returns 0.0 otherwise. ω(x j ) ∈ [0.0, 1.0] is a weight function that is selected to give more weight to vague data and less weight to clearly classi- fied data. In the experiments of Kim et al. [15] , ω(x j ) was assigned a value of 0.1 (µF
for anyF i ∈F; otherwise, ω(x j ) was assigned a value of 1.0.
The Proposed Validity Index Using Relative Intersection
Motivation
The validity index v P uses the proximity between fuzzy clusters, and determines this proximity based on the similarity between fuzzy clusters. It focuses on the extent to which the clusters in each cluster pair are separated by measuring the degree of overlap between clusters. Furthermore, by using ω(x j ) for each datum, v P can concentrate more on highly overlapped data in the computation of the validity index. The optimal number of clusters is obtained by minimizing v P with respect to c = 2, . . . , c max . When applied to well known test data sets, v P showed an excellent ability to find the optimal number of clusters and to be more reliable than other indexes [15] .
Although v P has shown its superior validation performance to other indexes, it has two shortcomings: (1) a monotonic decreasing tendency for larger values of c, and (2) the choice of weight function, ω(x j ).
Let us consider the first issue. Like the problems of the conventional validity indexes pointed out by Pal [4] and Kwon [6] , the proximity index v P still suffers from the monotonic decreasing tendency when c approaches to larger values. This is because v P is sensitive to the choice of µ. As seen in Eq. (7), the proximity of two fuzzy clusters is calculated in each µ level where {µ} is not explicitly formulated [15] .
When {µ} is an infinite set like µ ∈ (0.0, 1.0], v P = ∞ for all c values and the fuzzy cluster validation does not give a meaningful result. When {µ} is an finite set like {µ} = {1/d, 2/d, . . . , d/d} where d is a discretization unit, the proximity of two fuzzy clusters can be rewritten from Eq. (7),
where the floor function τ gives the largest integer less than or equal to τ. Let us define µ max1 (x j ), µ max2 (x j ) and µ rest (x j ) as follows:
Hence, v P can be rewritten as
Because the FCM algorithm is a probabilistic clustering algorithm [16] , the membership values are assigned relative to each other. This means that as c increases, µ rest (x j ) tends to increase. Hence we see from Eq. (9) that, for a finite level set {µ}, v P tends to decrease as the value of c increases. This tendency becomes very marked for level sets with higher resolutions (i.e., larger values of d), as will be 
seen in Sect. 4 (see Tables 2, 4 and 7) .
Another shortcoming of v P lies on the choice of the weight function, ω(x j ). Kim et al. [15] used the following simple step function in their experiments:
However, this type of fixed ω(x j ) does not reflect the dependency of µF i (x j ) on different c values discussed above. Thus a systematic way of weighting technique for fuzzy partitions obtained from different c values is required.
Relative Intersection of Two Fuzzy Clusters
To solve the addressed problems, in the present study we exploit two notions: a relative intersection and an entropy. Firstly, to eliminate the monotonic decreasing tendency for increasing c values, we employ the notion of relative intersection that is defined as the weighted sum of the relative intersection for all data. Secondly, to calculate the weights of data clustered for different c values, we use an entropy function instead of the simple step function. Then, we propose a new validity index (v RI ) that is defined as the average value of the relative intersections of all possible pairs of fuzzy clusters in the system.
A relative intersection of two fuzzy clusters at each datum x j is calculated before computing the total relative intersection of two fuzzy clusters. LetF p andF q be two fuzzy clusters belonging to a fuzzy partition (U, V) and c be the number of clusters. Then the relative intersection of two fuzzy clustersF p andF q at x j is defined as
In Eq. (11), the numerator is the intersection ofF p and F q at x j , indicating min(µF p (x j ), µF q (x j )), and the denominator is the average membership value of x j over c fuzzy clusters. Use of the relative intersection in validating fuzzy partitions makes it possible to observe the relative quality of two fuzzy clusters at the viewpoint of the whole partition.
Since
From Eqs. (11) and (12), we can see that although µF p (x j ) ∧ µF q (x j ) tends to decrease (i.e., µ rest (x j ) increases) for larger number of clusters, the value of I R is compensated by the number of clusters c. Thus, the relative intersection I R can avoid the monotonic decreasing tendency as the number of clusters increases. When assessing fuzzy clusters, it is of importance to use information regarding how vaguely (unclearly) the datum x j is classified over c different clusters. The more clearly classified data the fuzzy clusters have, the better the quality of the fuzzy partition. To quantify how clearly the datum x j is classified, the entropy of x j is exploited in the present study, which is defined as
Here, E(x j ) is the entropy of datum x j and µF i (x j ) is the membership value with which x j belongs to clusterF i . By the properties of entropy, the greater the vagueness of the classified datum x j , the greater the entropy of x j . By considering this entropy, vague data are given more weight than clearly classified data when assessing fuzzy clusters. Unlike ω(x j ) used in v P [15] , E(x j ) reflects the dependency of µF i (x j ) with respect to different c values. This approach makes it possible to focus more on the highly-overlapped data in the computation of the validity index than other indexes do.
Definition 1:
LetF p andF q be two fuzzy clusters belonging to a pattern matrix U. Let I R (x j :F p ,F q ) be a relative intersection at datum x j betweenF p andF q . And let E(x j ) be an entropy of x j in fuzzy clusters. Then, the relative intersection of fuzzy clustersF p andF q is defined as
I R (F p ,F q ) is formulated as the weighted summation of I R (x j :F p ,F q ) for all data in X. E(x j ) means the degree of vagueness for each datum x j . A small value of I R (F p ,F q ) indicates thatF p has little intersection withF q , and therefore, two fuzzy clustersF p andF q are well-classified.
The Proposed Validity Index
Now we propose a new validity index based on the relative intersection. The proposed validity index is the average value of the relative intersections of all possible pairs of fuzzy clusters in the system.
Definition 2:
LetF p andF q be two fuzzy clusters belonging to a fuzzy partition (U, V) and c be the number of clusters. Let I R (F p ,F q ) be the relative intersection of two fuzzy clusters. Then the proposed validity index v RI is defined as
Thus, v RI is defined as the average value of the relative intersections of
pairs of clusters, where the relative intersection of each cluster pair is defined as the weighted sum of the relative intersection at x j of two clusters in the pair. Hence, the less overlap there is in a fuzzy partition, and the less vague the data points in that overlap, the lower the value of v RI (c, U). The optimal number of clusters is obtained by minimizing v RI (c, U) over the range of c values, 2, . . . , c max . The procedure for finding the optimal number of clusters (or the optimal fuzzy partition) obtained through the FCM algorithm using v RI is described above.
Algorithm 1 Find the optimal number of clusters
Input:
data X = {x 1 , . . . , x n }, maximum clusters c max termination criterion , fuzziness m Output: the optimal number of clusters c opt Procedure:
for (c ← 2; c < c max ; c + +) do 3: t ← 1; 4: Initialize the cluster centroids V(t); 5: Compute the pattern matrix U(t); 6: while |J(t) − J(t − 1)| > do 7: t ← t + 1; 8: Update the cluster centroids V(t); 9: Update the pattern matrix U(t); 10: end while 11: Compute the validity index v RI (c, U); 12: end for 13: Find the optimal c: c opt ← arg c min v RI (c, U);
Experiments
To test the performance of v RI , we used it to determine the optimal cluster numbers in seven well known data sets and compared the results with those obtained using v PC , v PE , v XB , v K , and v P with three different level sets (v 0.1 P with µ ∈ {0.1, 0.2, . . . , 1.0}, v 0.01 P with µ ∈ {0.01, 0.02, . . . , 1.0} and v 0.001 P with µ ∈ {0.001, 0.002, . . . , 1.0}). The data sets used for these experiments were X30 [14] , Bensaid [13] , AD-2 (2-clusters), AD-9 (9-clusters), AD-3D (4 clusters in 3D), a superset of Starfield [5] , [15] , and Iris [4] . The raw (unscaled) data were used without normalization. The parameters of the FCM were set as follows: termination criterion = 0.001, weighting exponent m = 2.0, and Euclidean norm. Initial centroids were selected randomly. For the evaluation of validity indexes, c max ≈ √ n was used [4] . The data points of the X30 [14] are arranged in three compact and well-separated clusters, each containing 10 points. For the X30, all of the validity indexes except v K correctly identified the optimal number of clusters (Table 1) .
For the Bensaid data set [13] , which consists of 49 data points that are distributed in three compact and wellseparated clusters containing different numbers of points (see scatter plot in Fig. 4 show the tendency to decrease with increasing c ( Table 2) . As pointed out in the previous section, v P is sensitive to the choice of the level set {µ}.
The third data set is the AD-2 data set, which consists of 400 data points that are distributed in two separated clusters. Figure 5 shows the scatter plot of this data, each cluster contains 200 data points. The validation results of the indexes for c = 2, 3, . . . , c max = 17 are listed in Table 3 failed to detect the optimal number of clusters. It is observed that v P showed the tendency to decrease with increasing c (Table 3) .
The fourth data set, the AD-9, was constructed by generating 20 data points with a normal distribution and then creating nine copies of this cluster of 20 points and placing these copies at adjacent positions. Figure 6 shows the scatter plot of this data, which is distributed into nine clusters. The validation results of each index for c = 2, 3, . . . , c max = √ n ≈ 13 are listed in Table 4 showed the tendency to decrease with increasing c (Table 4 ). Figure 7 shows the AD-3D data set in which ten data points were generated randomly in three-dimensional space and then copied to four positions in a diagonal arrangement. Three of the clusters were placed adjacent to each other, and one cluster was separated from them. Table 5 shows the results obtained using the various validity indexes with respect to c = 2, 3, . . . , c max = √ n ≈ 6. Only v
and v RI successfully detected the optimal number of clusters. In contrast, v PC , v PE , v XB , and v K determined the optimal value to be c = 2, and v CW B yielded optimal partitions at c = 3. v XB and v K could not detect the optimal number of clusters because they use only the distance between centroids to measure the separation: the maximum separation is obtained when the number of clusters is two. Figure 8 shows the scatter plot of a superset of the Starfield data set [5] , [15] . The data set has 66 data points that can be assigned to 9 clusters by reasonably optimal partitions [15] . Table 6 , and v RI correctly specified the optimal number of clusters as 9. v PC and v PE considered two clusters to be a natural structure, and v K points to c = 3 clusters as the optimal partition.
Iris data set is known to have 3 clusters; however, two of the clusters are highly overlapped [4] . In view of the geometric structure of Iris data, discussed previously by Pal and Bezdek [4] , we took the optimal number of clusters for this data set as 2. Table 7 both failed to detect the optimal number of clusters, and also show the tendency to decrease with increasing c. Once again, the sensitivity of v P to the choice of the level set causes this index to fail. Table 8 summarizes the results obtained when each validity index was applied to the seven data sets. The column c opt gives the optimal number of clusters for each data set, and the other columns show the optimal cluster numbers obtained using each index. The proposed index v RI is the only index that correctly recognizes the number of clusters for all data sets. v P also shows the superior performance to other indexes at µ ∈ {0.1, 0.2, . . . , 1.0}; however, its performance is dependent on the choice of the level set, {µ}. , it was also problematic when applied to the AD-2 data set. v XB correctly identifies the optimal c in all data sets except AD-3D. v PC and v PE incorrectly identify the optimal as c = 2 for the AD-9, AD-3D, Starfield data sets. The index v K fails to recognize c opt in the X30, AD-3D, Starfield data sets, while v CWB shows correct validation results in three of the seven data sets.
Discussion and Conclusions
In this paper, the problems of conventional validity indexes are reviewed and two of the shortcomings of the validity index of Kim et al. [15] (v P ) are examined. A new cluster validity index for the FCM algorithm is proposed. This validity index is defined as the average value of the relative intersections of all possible pairs of fuzzy clusters in the system. It computes the overlap of each pair of fuzzy clusters by considering the intersection of each data point in the overlap. The optimal number of clusters is obtained by minimizing the validity index. Finally, the performance of the proposed validity index was tested by applying it to well known data sets and comparing the results with those obtained using several other validity indexes. The results indicate that the proposed validity index is very reliable.
However, the proposed approach is not without drawbacks. Like every other validity index for FCM, the proposed index depends on results obtained using the FCM algorithm. If FCM falls into local optima, the evaluation of validity indexes is useless. The data sets considered here were limited to hyper-spherical shapes because FCM uses a centroid prototype. Since the proposed validity index does not explicitly rely on the centroid prototype, we plan to apply the proposed validity index to other fuzzy clustering algorithms in the future.
