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ABSTRACT
The optimal distribution of jobs among hosts in distributed
environments is an important factor to achieve high perfor-
mance. The optimal strategy depends on the application.
In this paper we present a new online scheduling strategy
for distributed EDI converter system. The strategy is based
on the Bin-Stretching approach. The original algorithm
has been enhanced to satisfy the business goals of meet-
ing deadlines, priority processing, low response time and
high throughput. The algorithm can be flexible adapted to
different objective goals due to its two-stage strategy. We
show by simulation and measurements on a real system that
the modified Bin-Stretching approach fulfills the objective
goals while requiring only low computational effort.
KEY WORDS
Load Balancing, Task Scheduling, Parallel/Distributed
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surements
1 Introduction
Electronic data interchange is an important part of the im-
plementation of business processes. The exchange of data
between heterogeneous systems requires support for dif-
ferent data formats (EDIFACT, XML, etc.). Enterprises
use different proprietary in house formats. So the incom-
ing and outgoing messages must be converted from the in-
bound format to the in-house format, as well as from the
in-house format to the outbound format. The volume of
data each enterprise delivers and receives will grow rapidly
in the next years. This leads to growing demands on per-
formance of EDI converter systems.
This problem was the motivation to investigate in the
project POEM (Parallel Processing Of Voluminous EDI-
FACT Documents) the question building performant paral-
lel converter system, based on the typical infrastructures
currently available in large enterprises. Possible system
configurations range from one-processor machines to clus-
ters of different machines with different performance char-
acteristics. This requires a flexible and effective scheduling
mechanism for distributing the incoming messages on the
available computing resources.
1.1 Overview of the paper
In Section 2 we give more details on the application we are
addressing and we will state the scheduling problem. In
Section 3 an overview of existing approaches to scheduling
is given and the Bin-Stretching strategy underlying our ap-
proach to scheduling is introduced. Section 4 describes the
scheduling strategy for the converter system and introduces
the modified Bin-Streching scheduling algorithm. The al-
gorithm is analysed and compared to other algorithms in
Section 5. In Section 6 we report on the measurements that
were performed for the POEM system and which confirm
the theoretically obtained results. Finally Section 7 gives
conclusions and an outlook on future work.
2 Application Background
In the banking sector large EDI messages containing trans-
action information need to be converted from an inbound
format to the formats of in-house systems. The goal of the
system architecture is to achieve reliability, scalability and
high throughput.
To satisfy these requirements a parallel architecture is
used. The system can be built from different host types,
allowing the use of existing hardware and the incremental
extension of the system with new hardware. The generic
architecture of the system is shown in Figure 1. Since the
system architecture is based both on the use of distributed
machines and parallel machines the scheduling has to be
performed at two different levels.
The global scheduling is the first level. At this level
the incoming messages are distributed to the available ma-
chines considering the following goals and constraints:
• Meeting of deadlines: All messages which arrive
within a given arrival time will be processed till the
next deadline.
• Priority messages: EDIFACT messages can have a
priority flag. The processing of these messages must
start within a short time range.
• Low response times: The total time to process a mes-
sage must be as low as possible.
• High throughput: The number of processed messages
must be as high as possible.
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Figure 1. System architecture
In our processing model a job is defined as the con-
version of a part or of a complete message, as shown in
Figure 1. So it is possible to distribute the conversion of
a message over several hosts. In our system model a job
can only be assigned to one machine to avoid moving pro-
cessing information and data among the machines as this
is prohibitively expensive. The only exception to that is a
machine failure.
A job should normally not be preempted because this
requires too much control and communication overhead be-
tween the scheduling levels. The only exception we con-
sider is the arrival of a message with priority flag. In this
special case the processing must start with as little delay as
possible.
In the described scenario the problems (jobs) arrive
at an unknown future time. So scheduling has to be done
with the partial knowledge available at runtime. Therefore
we have an online scheduling problem. The schedules have
to be updated every time a new message arrives.
The local scheduler controls the execution of tasks
and the distribution of the tasks to the processors on the
different hosts. The local scheduler is tightly coupled with
the operating system. Hence in the following we are focus-
ing on the scheduling of jobs at the global level.
A more detailed description of the architecture and
the processing steps can be found in [1].
3 Selection of a Scheduling Strategy
The selection of an appropriate scheduling strategy is im-
portant for the performance of the EDI converter system.
Scheduling algorithms and load balancing algorithms
are extensively studied for different applications. General
overviews regarding scheduling are given, e.g., in [2] and
[3] and for load balancing, e.g., in [4] and [5]. Even if both
research areas are overlapping in the following we put our
focus on scheduling. Load balancing puts the main empha-
sis on the goal of achieving balanced system load rather
than optimized response times and throughput.
Online scheduling algorithms have been thoroughly
analyzed in the literature, see e.g. [6]. Non-preemptive
online scheduling algorithms have first been evaluated by
Graham [7]. His list scheduling algorithms have been im-
proved in [8][9] to give better results for problems with
large number of machines. An alternative approach has
been taken by Albers [4], who uses a load threshold for
scheduling decisions. A similar strategy has been devel-
oped by Azar et al.. His Online Bin-Stretching strategy [10]
will be the starting point for our algorithm and is described
and extended in Section 4.
The objective function for most of the online algo-
rithms is to shorten the makespan. Other goals like dead-
lines or response time are less frequently considered. For
those objective functions mostly list scheduling algorithms
are adapted, e.g. Shortest Deadline First (SDF) [2][3].
Scheduling with deadline constraints is also considered for
real time systems. But these systems often have periodic
tasks with precedence constraints [11][12].
Results for scheduling in specific application areas are
most frequently found in the areas of operating systems
(e.g. [13][14]) and production systems (e.g. [2]). Those
application-specific algorithms are not applicable for our
scheduling problem in a distributed message converter sys-
tem as their goals and constraints are very application spe-
cific.
None of the algorithms we looked at could satisfy
the requirements that we had identified for the scheduling
problem that we have identified for the EDI converter sys-
tem directly. Therefore we had to develop a new schedul-
ing algorithm. For that, we were using the Online Bin-
Stretching strategy as point of departure, because from [10]
it is know that the strategy gives short makespans indepen-
dent of the number of machines. In addition it requires only
little computational power and it can be easily adapted to
different goals.
4 Scheduling Strategy
The scheduling problem for distributed EDI converter sys-
tem has to be partitioned into several sub problems, for
which different scheduling strategies apply. 2 shows the
decision tree for the global scheduler.
After arrival of a new job the global scheduler selects
a suitable scheduling strategy depending on the priority of
a job. All other jobs go to the normal processing. A mod-
ified version of Bin-Stretching [10] is used for the normal
processing. Its two stage scheduling strategy selects first an
appropriate host for the job. In the second step the jobs are
sorted on the assigned host by a list scheduling algorithm
(s.a. [2][7]), e.g. FCFS, SDF.
Global scheduler
Priority Processing
Normal Processing
Modified Bin-Stretching
List
Scheduling Priority ProcessingSDF
Figure 2. Scheduling sub problems
4.1 Online Bin-Stretching
The idea of the original ‘Online Bin-Stretching’ algorithm
presented in [10] is to pack a sequence of items into a
fixed number of bins. Each bin represents one host. Bin-
Stretching is somewhat related to the bin-packing problem.
In both cases all the items are to be packed in bins of a cer-
tain size. In bin-packing the goal is to minimize the number
of bins where the bin size is fixed while in Bin-Stretching
the number of bins is fixed and the goal is to minimize the
stretching factor of the bins. The original algorithm as-
sumes that the optimal job load of a bin, the sum of the
processing times of all waiting jobs in that bin, is known in
advance. As of the dynamic nature of the scheduling prob-
lem that additional information is not available. Other re-
strictions of the original algorithm are that it does not con-
sider other goals like deadlines and that it does not allow
the changing of the execution order and that the hosts must
be identical.
4.2 Modified Bin-Stretching
We describe now the modified Bin-Stretching algorithm
that we are using. The extensions concern the following
points:
• The optimal load of the host (=bin) must not be known
in advance.
• The execution order of jobs can be changed after
scheduling.
• Additional goals are taken into account, e.g. deadlines
and priorities.
• Non-identical hosts are considered.
The modified Bin-Stretching algorithm assigns a job
in two steps. The first step is to select an appropriate host
such that the load of all hosts is balanced. The second step
is to reorder the execution queue of the host. Hence it is
possible to consider secondary goals, e.g. the deadlines.
This can be done by specifying a priority order on the ex-
ecution queue of each host. A priority order for the global
scheduler is in decreasing priority as follows:
1. Priority jobs
2. Suspended jobs which have to meet the next deadline
3. Pending jobs which have to meet the next deadline
4. All other suspended jobs
5. All other pending jobs
To describe the modified Bin-Stretching algorithm we
have to introduce first some definitions.
Hosts
k = number of hosts
M = {m1, . . . ,mk} with s1 ≥ s2 ≥ . . . ≥ sk
sl : speed factor of host ml (usually compared to the
slowest host); l = 1, . . . , k
Jobs
j = (f, e): j defines a job with the following properties:
f : estimated flow time
e : execution flag
e = 0 : job is not executed
e > 0 : the job is currently executed or the
execution is finished
f(j) : returns the estimated flow time of job j
measured on a reference host
e(j) : returns the execution flag of job j.
rt(j, t) : remaining runtime time of job j at time t
measured on a reference host
rt(j, t) =


f(j) if job j is not started
Remaining
Runtime
if job j is not finished
0 otherwise
J={ j1, . . . , jn } ; n=number of jobs; the indices of the jobs
reflect the order in which they arrived at the system.
Jl : All jobs assigned to host ml ; l=1 ,. . . , k
In addition miscellaneous functions are required. In
the following definitions p with 1 ≤ p ≤ n represents al-
ways an index to an individual job in J or J l with l =
1, . . . , k.
Maximum flow time of the jobs j1 . . . jp:
Fmax(p) = max
i≤p
{f(ji)} (1)
Maximum flow time of the jobs ji ∈ Jl with i ≤ p:
Fl(p) = max
i≤p∧ji∈Jl
{f(ji)} (2)
Job load of host ml at time t with ji ∈ Jl with i ≤ p:
Ll(p, t) =
∑
i≤p∧ji∈Jl
rt(ji, t)
sl
(3)
Maximum load of all hosts in M :
Lmax(p) = max
l≤k
{Ll(p)} (4)
A host is said to be short if its load is at most α ·
Lmax(p). Otherwise, it is tall. The value of α can range
between 0 and 1. It determines the threshold among a short
and tall host. The value of α influences the quality of the
resulting schedule. An analysis regarding the optimal value
of α can be found in Section 5.
When a job jp arrives the disjoint sets S1, S2 and S3
are defined as
S1 =
{
1 ≤ l ≤ k|Ll(p− 1) + f(jp)sl≤ α · Lmax(p− 1)
}
(5)
S2 =


1 ≤ l ≤ k|
Ll(p− 1) ≤ α · Lmax(p− 1),
α · Lmax(p− 1) < Ll(p− 1) + f(jp)sl
≤ α · Lmax(p− 1) + Fmax(p−1)sl


(6)
S3 = M\(S1 ∪ S2) (7)
S1 contains all hosts that job loads are short or remain
short if the current job is placed on them. S2 is a set of hosts
that job loads are short but become tall if the job is placed
on them. The job load of the hosts in S2 is stretched at
most to α ·Lmax(p− 1)+ Fmax(p−1)sl . S3 contains all hosts
which current job load is over α · Lmax(p− 1) or needs to
be stretched over α ·Lmax(p− 1) + Fmax(p−1)sl if the job is
placed on them. Examples for the different sets are shown
in Figure 3.
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Figure 3. Examples for sets S1, S2 and S3
In the next step of the algorithm a host must be se-
lected from the three sets.
• Put the job on the currently fastest non-empty host
from the set S1. If S1 contains only empty hosts then
put the job on the currently fastest empty host.
• If S1 = ∅ then put the job on the least loaded machine
after assignment (= min
l∈S2
{
Ll(p− 1) + f(jp)sl
}
) from
the set S2.
• If S1 = S2 = ∅ then put the job on
the least loaded machine after assignment (=
min
l∈S3
{
Ll(p− 1) + f(jp)sl
}
) from the set S3.
After assigning the new job jp to the selected host, the
job is stored in the waiting queue of the host. The queues
are ordered according to the sorting criteria given before.
The secondary goals are not optimally achieved from
the global viewpoint, because they are only considered at
the individual hosts. In the worst case it is possible, that, for
example, all jobs for the next deadline are scheduled to one
host and the other hosts contain only jobs for later dead-
lines. If such case occurs the algorithm can be extended in
a way that it checks at the cut-of-time (arrival time of all
messages, which have to be processed till the next dead-
line) if there exists any host, which can keep the next dead-
line. Afterwards the jobs, which will miss the deadline, are
moved to hosts where they can meet the deadline. The re-
sulting unbalances of the system can be rescheduled in a
similar way as described in the next Section.
4.3 Priority Processing
The goal for the processing of priority jobs is to start the
processing with a short delay and keep the response time
as short as possible. When a new priority job arrives the
strategy is as follows:
• If one or more underloaded hosts are available, assign
the job to the fastest one.
• If no underloaded host is available, select the fastest
host, which is not processing a priority job. One of
the running jobs on that host must be suspended.
• If all hosts are processing priority jobs, then put the
job into the waiting queue. It can be scheduled like
any other job with the Bin-Stretching algorithm de-
scribed in Section 4.2. The ordering of the waiting
queue ensures that all priority jobs are processed first.
This strategy ignores the other scheduling strategies
and unbalances the system. So we have to reschedule the
pending jobs. The following possibilities exists:
• No rescheduling: If the priority jobs were rather small
compared to the other jobs the unbalances are also be
very small. This will be compensated after the arrival
of the next jobs
• Rescheduling of a similar job: The rescheduling is
done for a job, similar to the priority job on the se-
lected host. This requires only one rescheduling oper-
ation. The result can be suboptimal because it is not
always possible to find a similar job.
• Rescheduling of all jobs: This can be time intensive
but gives better result.
To achieve a good trade off among effort and optimal-
ity, the combination of all three possibilities can be used. If
the priority jobs are very small then no rescheduling will
be done. For huge jobs the rescheduling of a similar job is
suitable. Only if no similar job exists a complete reschedul-
ing of all jobs is performed.
5 Analysis
In this Section the modified Bin-Stretching algorithm is an-
alyzed with respect to its behavior for different scenarios
corresponding to different message distributions. The sim-
ulations used for the analysis have been performed with
the scheduling simulator introduced in [1]. It can simulate
different scheduling algorithms on different host configura-
tions. It can use different strategies for generating jobs, e.g.
random or using realistic distributions. The generated jobs
can also be stored for repeating tests with the same data.
The test scenario used consists of 95% small mes-
sages with 38 sec average processing time and 5% large
messages with 3459 sec average processing time. The ex-
pected processing times are based on measurement of a real
system with a single processor (s.a. Section 6). The test
scenario represents a typical message distribution for the
processing of EDI messages in the banking sector.
5.1 Simulation results
The first analysis refines the initial results reported in [1].
There we have shown that the algorithm gives good results
in the two machine case with a six and two processor host.
The second analysis complements these results with an ad-
ditional host configuration consisting of two hosts with six
processors and one host with two processors. The modi-
fied Bin-Stretching algorithm will be compared to the ‘First
Come First Serve’ strategy (FCFS). The test scenarios as-
sume a fully loaded system. Hence non-optimal schedules
increase the number jobs, which miss the deadline.
The charts in Figure 4 and Figure 5 show histograms
of the differences in the response time and lateness of jobs
between modified Bin-Stretching and FCFS. Each bar rep-
resents the sum of job complexities belonging to one late-
ness class. Hence large jobs have more impact on the
bar size then small jobs. This reflects the importance of
large messages over small messages for the banks. Pos-
itive time differences indicate better performance for the
Bin-Stretching strategy, while negative values indicate bet-
ter performance for FCFS. The chart also contains a com-
parison for different α values.
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Figure 4. Response time comparison
With Bin-Stretching most jobs have the same or
shorter response times than with FCFS. This can be seen
in Figure 4. It can also be seen that the correct selection
of the threshold value αs important for the algorithm. For
large values the algorithm behaves more like FCFS. Small
values give better results. Hence in Section 5.2 a method is
described to determine the correct threshold. We also an-
alyzed how the jobs keep the deadline and found similarly
positive results.
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As the algorithm requires an estimation of the pro-
cessing time it is important to know how it reacts if the
real processing times deviate from the estimated times.
Measurements on the real message converter system have
shown that the processing time estimation can differ from
the real processing time up to 20% . Hence for the next
simulations we vary the real processing time in the range
of ±20%. Figure 5 shows the result. It can be seen that
the differences are wider spread but the positive effect of
Bin-Stretching remains the same. The peaks at the extreme
ratios indicate that there exist much more jobs outside the
examined range. This also shows the benefit of the algo-
rithm because these peaks are rather high compared to the
previous case with no estimation error.
5.2 Selection of the optimal threshold
Next we performed simulations to find the right threshold
α for the modified Bin-Stretching algorithm. The test sce-
nario used is the same as in the previous analysis.
As one important goal of the scheduler is to keep the
deadlines this objective is used to select the optimal thresh-
old. The scenario is executed with several threshold values.
The results can be seen in Figure 6.
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The figure shows the summed processing times of all
jobs, which missed the deadline. The simulations have
been done with a processing time variation of 20%. In ad-
dition the same simulations have been done for the FCFS
strategy. The modified Bin-Stretching performs up to 10%
better for threshold values 0.1 < α < 0.4. As the value
of 0.5 is to near the upper bound and the good result can
be an exception from the general trend we select 0.3 as the
threshold value.
The good performance of Bin-stretching remains also
if the message distribution is varied. The results are shown
in Figure 7. It shows the benefit for the modified Bin-
Stretching compared to FCFS and Round Robin. The sim-
ulations have been done again with a processing time error
of 20%. The results for the modified Bin-Stretching are in
minimum 5% better for all messages distribution except for
100% small messages. In this case all algorithms behave in
the same way because only small jobs have to be distributed
which gives the greatest flexibility for the distribution.
6 Performance measurements
This section describes the performance testing on a real
system at IT Innovation Centre, which provides indepen-
dent verification of the theoretical analysis of the modified
bin-stretching scheduler.
Testing has been conducted to address a number of
objectives. These are listed below.
• To find the maximum saturated throughput of the sys-
tem to give a useful guide to the system’s perfor-
mance.
• To investigate the sensitivity of the system to variation
of the message population.
• To investigate the sensitivity of the system to different
scheduling algorithms, and to verify that the modified
Bin-Stretching algorithm produces the optimal sched-
ule.
To this end, a number of different tests using differ-
ent test data and system configurations were conducted. A
number of parameters were varied, mainly: scheduling al-
gorithm and message distribution. Other parameters, such
as software and hardware configuration were varied to give
dimension and a reference point for the results.
Two hardware systems were used. These are listed
below.
• An IBM F50 host (named “bluenun”). This is a 4-
processor machine and has the POEM system and the
database installed, both locally.
• A cluster of a 4-processor IBM F50 (“bluenun”) and
a 2-processor IBM F50 (“concorde”). This is config-
ured as a master-slave arrangement The master (Blu-
enun) has the database and the server components of
the POEM system.
6.1 Single Host Tests
This used the host ‘bluenun’ and aimed to investigate the
system’s response to different message distributions to give
a baseline to compare multiple-host results against. The
message distribution was varied by changing the ratio of
small messages to large messages. Hence the following
message populations are used:
• 0% small messages, 100% large messages – 0 small
messages, 5 large messages;
• 50% small messages, 50% large messages – 5 small
messages, 5 large messages;
• 95% small messages, 5% large messages – 95 small
messages, 5 large messages;
• 100% small messages 0% large messages – 95 small
messages, 0 large messages.
The measurements show that the highest performance
is where there is the greatest amount of work. This is in the
case where there are no small messages. For a single host
machine, large packets of work are the most efficient. The
results for processing are as follows:
Run #PAYMULS Test Trans/h
1 3 0% small, 100% large 193133
1 3 50% small, 50% large 192885
1 3 95% small, 5% large 173595
1 3 100% small, 0% large 57000
Table 1. Single host results
6.2 Distributed System Tests
The tests in this Section investigate the distribution of pro-
cessing on a heterogeneous cluster. This is the “bluenun
and concorde” system referred to previously. The main
aims of the tests were to verify the scheduling algorithms,
and to find the maximum throughput of the system as a
whole. Messages were distributed as described in the pre-
vious section.
All available scheduling algorithms were tested.
These are listed below.
• Round Robin – simple distribution based on a circular
pattern.
• First Come First Served – first available host gets the
next scheduled item of work.
• Random (also known as fuzzy) – random distribution
of work.
• Bin-Stretching - the modified Bin-Stretching algo-
rithm described in this paper.
The test sets described in Section 6.1 were applied
to the system using each scheduling algorithm, and the
throughput of the system was measured. A summary of
all results is shown in Figure 8.
The round robin scheduler was tested first. This was
not expected to be optimal because it ignores the relative
performance of the two hosts. The maximum throughput
attainable using this scheduling algorithm is 225K transac-
tions / hour. This is for the case where there are no small
files. This is to be expected since the system is highly
loaded. However, the greatest performance increase over
a single host occurs when there are 95% small files and 5%
large files, even though this does not produce the greatest
throughput. This is mainly because the small files may be
processed by two packers (the bottleneck) and ‘fill in gaps’
of processing where on a single host system there are none.
The results for the FCFS scheduler show that there is
a considerable improvement using this algorithm compared
to the round robin algorithm. Here, a maximum throughput
of 264K transactions / hour is attainable.
Results using the fuzzy (random) scheduling algo-
rithm were of slightly lower performance than the FCFS
results. This scheduler is not expected to be optimal by
its random nature and the nature of the test data. Were the
test data to have a random distribution over an infinite time,
then the random nature of the scheduler may suit it better.
Given the coarse grain of the test data used, the heteroge-
neous hardware platform and the finite time of the test, it
was not expected to perform well.
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Figure 8. Effect of Different Scheduling Algorithms
The modified bin-stretching scheduler shows a signif-
icant performance gain, and the overall throughput were
greater than that demonstrated by the FCFS algorithm. The
maximum throughput was 272K trans / hour, where there
were no small files.
The conclusion of these experimental benchmarks
was as follows:
1. The modified bin-stretching algorithm does produce
the best overall performance of all the schedulers.
2. This advantage is most apparent for mixed message
loads, which are typical of the load likely to be seen
in an operational system.
3. However, the benefits from this scheduler do require
a reasonably accurate estimate of the relative speed of
the available machines in a heterogeneous computing
environment.
These results confirm the theoretical predictions de-
scribed in this paper, but highlight the need for realistic
models of the available platforms to support a rugged, load-
balancing scheduling method.
7 Conclusion and outlook
In this paper we have presented an enhanced version of the
Bin-Stretching algorithm as a distribution strategy of jobs
among hosts. The algorithm satisfies the business-driven
requirements of a distributed message converter system like
meeting of deadlines, priority processing, low response
times and high throughput. The modified Bin-Stretching
respects different host speeds and gives good results inde-
pendent from the number of machines.
The algorithm behavior has been analyzed in differ-
ent scenarios corresponding to different message distribu-
tions. The simulation results shows that the modified Bin-
Stretching strategy gives in general better results then the
well know FCFS strategy.
The general behavior has been verified on the real
converter system. Also in this case the modified Bin-
Stretching algorithm produces the best overall performance
of all tested schedulers.
From the analysis arises further question that need to
be addressed in the future to improve the algorithm. As
scheduling results depend on the processing cost estima-
tion further work should be done in this area, e.g. by using
more sophisticated models. Further work can also be done
at the algorithm itself. The additional configuration steps
could be omitted if the algorithm would determine the opti-
mal threshold itself during runtime. This would also make
the algorithm more insensitive to changes of the message
distribution.
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