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Finally, style and presentation. The very great economy of space and the mathe- 
matical nature of much of the text make this book difficult to read. Matters are not 
helped in this regard by the style of writing which, I regret to say, I frequently 
found to be graceless and unclear. The presentation is further marred by a number 
of misprints in the mathematical formulae. 
To summarise. Arbib’s book collects together a wealth of mathematical results 
and neurological findings pertaining to the processing of information by intelligent 
organisms. It is an economical book, guided by a sharply focused vision of the 
application of mathematical techniques to its subject matter. It furnishes the reader 
with a galaxy of important references from all of the contributing fields, as well as 
a useful compendium of theorems and proofs. The discussion of neural networks 
in particular has considerable merit in this regard. Unfortunately, the impression 
created by much of the book is that the mathematics discussed is of little use in 
understanding information processing in intelligent biological systems. In that 
respect, I am unconvinced of the book’s central message. But even if my lack of 
conviction is justified, it is a more informed lack of conviction than it would have 
been witbout Arbib’s book. In that respect, I have reason to be grateful. 
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The monitor-construct, a tool for indirect process-interaction, has since it was 
proposed in the early seventies, been adopted in many programming languages. 
Examples are Modula, Concurrent Pascal, Concurrent Euclid and Pascal Plus. This 
book provides an introduction to monitor-based design of concurrent programs. 
The book begins by giving a motivation and an introduction to central concepts. 
Emphasis is put on modular program decomposition. Then the modular design is 
gradually transformed into monitor-based programming notation. The algorithms 
are implemented in Pascal Plus, a language originally developed by two of the 
authors. 
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The program construction is done in a non-formal way. Only informal correctness- 
arguments are presented, and specifications, when they are given, are expressed in 
English. According to the authors, formal methods are not considered; partly because 
of the space required to describe the various concepts, notations and basic mathe- 
matics involved, and partly because the methodology is not sufficiently well- 
developed to cope easily with the definition of the systems discussed. 
The bulk of the book, except for Chapters 5 and 11, demonstrates the usefulness 
of the monitor-construct through a large number of examples. Techniques for 
handling communication and resource management are presented in a systematic 
way. Then the developed techniques are applied to inherently concurrent fields: 
Discrete event simulation, real time-systems and operating systems are treated in 
three separate chapters. 
Traditional “after the code is finished debugging” is the subject of Chapter 5. 
Both ordinary sequential test-techniques and methods for testing the interaction sf 
processes in monitors are included. 
Finally, in Chapter 11, alternative programming notations like Boolean variables, 
semaphores, conditional critical regions and constructs for direct interaction are 
reviewed and briefly discussed. The principal characteristics of other languages like 
Ada, Concurrent Pascal, Concurrent Euclid and Modula 2 are described. 
The book can be highly recommended as an introduction to monitor-based 
programming. The techniques are developed gradually, and the argumentation is 
easy to follow. It can also be viewed as an introduction to Pascal Plus for people 
already familiar with Pascal. A definition of Pascal Plus is included as an appendix. 
However, considered as a textbook in modular program development, I am less 
enthusiastic. The strategies given are too vague and informal. To eliminate bugs 
one has to rely on testing after the code is finished, and the proposed debugging- 
methods implies enormous amounts of work. The index is short, and therefore it is 
difficult to look up passages already read. 
The reader is supposed to have some earlier coding-experience with a Pascal-like 
programming language. Mathematical background or knowledge of logic is not 
required, nor is any former experience with concurrent programming assumed. A 
number of exercises (with answers) are included, and the book is well suited for 
self-study. 
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