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Abstract-As a mathematical model for batch grinding we consider an integrodifferential equa- 
tion of Volterra type (see (l),(2) below). Under appropriate conditions we investigate generalized 
solutions to this equation and semidiscretize it using a Galerkin method. We prove convergence of 
the semidiscretization &d of the fully discretized scheme. We also investigate mass conservation and 
preservation of nonnegativity of the numerical solutions. @ 1998 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Several problems in industry like batch grinding can be described by the following partial inte- 
grodifferential equation of Volterra type: 
wx, 4 s XM ~ = -S(x)v(x, t) + at S(Y)& YMY, t) dy, t E (O,Tl, x 
v(x, 0) = vo(x), 2 E [Xm,XMl. (2) 
Here v : [Xm,XMj X [O,Tl -+ W is the unknown mass density function of the particles, vo : 
[X,,XM] -+ W the initial function to v, further 5’ : [X,, X,] -+ IIt is the selection function 
(giving the fraction per unit of x-size particles which break) and b : H + R is the breakage 
function defined on 
H := {(X,Y), x E [Xm, XI%417 xm < Y E [x,xMl)r 
which, for every fixed particle size y gives the density in 2 of the broken particles. Finally, X, 
and XM are the smallest and largest particle size, respectively, and T is the grinding time. 
We will normalize the minimal and maximal sizes to X, = 0 and XM = 1. 
Concerning earlier work in this direction, we mention Hilgers et al. [l] and Kuttler et al. [2] who 
treated a modified form of the equation (1) assuming special functions S(x) and b(x, y). They 
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proved that under certain conditions the equation has a unique solution in Lz(O, l), in Ll(O, l), 
and in the space of bounded and Lebesgue measurable functions. They showed also that the 
solution is nonnegative and conserves the total volume. 
Mih61yk6 [3,4] investigated equation (1) for general functions S(z) and b(z, y) and considered 
the approximation of the solution in spaces of continuously differentiable functions (or of piece- 
wise continuously differentiable functions) as well as qualitative properties of the approximative 
solution. He also constructed discrete approximations to the solution using special quadrature 
formulae. These approximations preserve the nonnegativity and the discrete conservation law, 
but they provide only second-order approximation of the exact solution. 
In this paper, we consider solutions in Sobolev spaces in Section 2 and the stability and 
convergence of semidiscretization and full discretization in Section 3. These results include high- 
order approximation in the space variable for sufficiently smooth solutions. In Section 4, we 
investigate maSs conservation and nonnegativity. Finally, in Section 5, some numerical results 
are given illustrating the theoretical part. 
2. GENERALIZED SOLUTIONS 
Let C 2 0 and introduce, for functions w E Xe(O, l), the usual Sobolev space of functions with 
square integrable C th derivatives, the following operator: 
Ww)(x> = -S(x)w(x) + J’ f+, y)wb) dy, x E (0,l). 
I 
Here K(z, y) := S(y)b(z, y) is the kernel. We rewrite equation (1) as 
Let (s, .)o denote the Lz(O, 1) scalar product and 11 . 110 the corresponding norm. 
LEMMA 1. Let S be measurable and bounded, (S(z)1 I S,,,, CE E (0, l), and resume 
T,2 := K2(x,y) dydx < co. 
Then JC is a linear mapping from L2 (0,l) into itself satisfying 
IIJwlo I c1II4Io and Ill 5 c2I/4I~, 
where cl := &?(S,,,,, + To) and c2 := S,,, + To, 
PROOF. We have 
lP4l~ = 1’ [ -S(s)w(z) + /’ Wz, y)w(y) dy] 2 dx 
0 2 
(3) 
(4 
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Similarly, 
REMARK 1. It is easy to see that in general the operator C is, with respect to the Lz(0, 1) scalar 
product, neither symmetric nor positive definite. 
REMARK 2. Similarly as in the lemma, one can prove that C is a bounded operator in He(O, l), 
f! 2 1, if along with the assumptions of Lemma 1 the following conditions are satisfied: 
s E Hl(O, l), 
and 
Q) WXI Y) 2 
dXl 
dydx < co. 
REMARK 3. In the special case (see [5,6]) 
S(Y) = kYq, b(x, y) = pxp-ly-p, 
,m<e-1, 
(5) 
with given constants q > 0, k > 0, and p > 0 which is often considered in practice, the conditions 
of Lemma 1 are satisfied if p > l/2 and q > 0; the conditions of Remark 2 about mappings in He 
hold in case p > e + l/2 and q > l?. 
Under the assumptions of Lemma 1 or Remark 2, the operator C is linear, hence Lipschitz 
continuous, and equation (4) is then an ordinary differential equation in the Hilbert space He, 
f? 2 0. By classical results, the solution v E He(O, 1) exists and is unique. This solution may be 
called generalized in the sense that its time derivative v’ is not necessarily a continuous function. 
3. SEMIDISCRETIZATION AND FULL DISCRETIZATION 
For e 2 0, let He(O, 1) =: V. Instead of (4), to prepare for the application of the Galerkin 
method, we consider the following variational equation: 
(v’(t), 2010 = (h w)o + (f, w)o, O<tiT, (6) 
(4OLw)o = (00, m), for all w E V, (7) 
in which ’ denotes time differentiation. In (6), f E 0 when solving (4), and then (6) is equivalent 
to (4), but 0 # f = f(t) E V is of interest for the latter investigation. 
Using techniques from [7], we first show the O-stability of (6),(7). We select w = v(t) and find 
(ll’(%rJ)o = ~-&II; = IIwllo-$w(t)llo = (hv)o + (f,v)o 
I c2llWll~ + Ilf(t>lloll~(t)llol 
where cz is the constant from Lemma 1. Hence, 
i (e-czt llWl0) I emczt IV(t) 110, 
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and from here there follows 
Il4t)ll0 I eCZtl143110 + J t eca(t-q)llf(dllo dv. (8) 0
This estimate shows the stability of the solution of (6),(7) with respect to variations in the initial 
or right-hand data. 
Since in general the analytical solution of (4) or (6),(7) is not available, we now construct an 
approximate solution by discretization with respect to the space variable z. For this aim we use 
the Galerkin version of the finite element method. Let {cpi(z)}$, be a suitable system of finite 
element basis functions in V = He(O, 1) where e 2 0 (e.g., spline functions), and let 
K :=sP~{cpl,...,cpn). 
We consider functions v,, of t and x which for every t are elements of V, c V, i.e., 
t&&(t) = &&)ipi. (9) 
i=l 
By P, we denote the Lz-orthogonal projection connected with the given basis which maps V 
into V,. 
Along with (6),(7), we now also consider the semidiscretized equation: 
(v;(t), %)o = (J% %)o + (f, %)O> forallut,EV,, O<t<T. (10) 
(G(O), %)o = (210, ‘wn)o, for all zvn E V,. (11) 
In other words, the initial function for the semidiscretized equation is ~~(0) = P,vo with vs 
from (2). 
For the solution 21, of this semidiscretized equation, the same estimate (8) holds. The error 
w(t) - vn(t) = (v(t) - P,v(t)) + (P,v(t) - v*(t)) =: e,(t) + un(t) (12) 
of the approximate solution vun can be estimated in three steps. 
(1) The first part e, is connected with the quality of approximation of v(t) in V,, and the 
estimates 
lb(t) - Pn~(t)llo I c~%(t)lle (13) 
are well known for 2, E He and for appropriately chosen basis functions, e.g., spline func- 
tions of degree e - 1 (see [8,9]). Th ese estimates hold for the time derivative v’(t), too, 
since according to Lemma 1, Remark 2, and the differential equation, we have v’ E V 
under the appropriate conditions on C. 
(2) For the second part u,(t) E V,, from 
0 = (w’ - Lv - v; + Lu,, wn)O = (ek - Le, + 24; - Lu,, w,)o 
for any wn E Vn, we obtain the following equation: 
(&(t),w)o - (k(t),wdo = -((eL - kJ(tLwd0. 
Applying the stability estimate (8) in conjunction with (13), we find 
J t lbn(t)l10 I eC~tll~n(0)l10 + ecz(t--17)Il(e~ - kd(~)llo drl 0 
J t 5 eCZtllun(0)l10 + ecz@+ (Il4(rl)Ilo + IILII IMd Ild dv 0
J t 5 const he (llv’(v)lle + Ildrl)lle)dv 0 
Here we have also used that Us (0) = 0 according to (11) and (12). 
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(3) Finally, the triangle inequality is applied to e,(t) + un(t) to estimate v(t) - vn(t): 
Ilw(t) - wn(t)Ilo 5 const he W(?-r>lle + lM~)lle>d~ . 
To get a computational procedure, from the semidiscretized equation (lO),(ll) we derive 
the fully discretized one. For this aim let 7 := T/m be the time step (with m 2 1 integer) 
and 
W T := {tj := Jo, j = O,l,. . . ,m} 
the time grid. Corresponding to the time level t = tj, we introduce ?J: to approximate w(tj) 
and use the e-scheme: 
j$+l _ 3 
n n,W, 
7- > (15) 
(;is”,, uJ,)o = (VO, %)OT for all wn E V,. (16) 
Here 8 E [0, 11 influences the accuracy: in case B = 1, we obtain the implicit Euler method 
being first-order accurate in time, and for 6’ = l/2 we get the Crank-Nicolson scheme 
which is second-order accurate in time (see below). In (15) we have also used the notation 
fj+e for f(.. tj + 87). 
To fix notations, we give now first the matrix form of the semidiscretized and the fully dis- 
cretized equation; later we derive a stability estimate and, based on this, investigate the accuracy 
of the fully discretized equation. 
Referring to our basis {cpi} and to (9), for the initial condition of the semidiscretized equation 
(lO),(ll) we can write 
Q(O) := P,wo = &o’pi. (17) 
i=l 
For the determination of the coefficients (Yi = ai of (9), we obtain the following system of 
ordinary differential equations (where (Y = a(t) denotes the vector of the coefficients a?i, and cr” 
is the vector of the coefficients given in (17)): 
Mg = Kc%(t), t E (O,Tl, (18) 
a(0) = a”. 
Here M E R”‘” is the Gram matrix of the basis of V,, 
M := (mij), mij := (cPj,cpi)o = I o1 Vj(z)cPi(x) dz, 
and K := (Icij) is the n x n matrix with entries 
kij := (Lpj, vi)0 = -S(z)Vj (x) + 1’ K(x, Y)Vj (Y) dy Vi(x) dx. 
I 1 
As usual, due to the independentness of the functions ~1,. . . , pn, the symmetric matrix M is 
positive definite, hence nonsingular, and therefore (18) can also be written as 
da 
- = M-+&r(t), 
dt t E (O,Tl, 
a(O) = a0 = M-%J!J~, 
(19) 
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where 
$O = ((~O,(Pl)O, . . T . , (uoug, Y&)0) * (20) 
For the fully discretized equation we write 
The b-scheme leads to the following equations for the coefficients 4: 
&+’ __$ 
= 
r 
ikFK(e~~+~ + (I - e)d), j=0,1,..., m-l, 
(21) 
$ = ,e. 
Now we prove a stability result for the fully discretized equation. 
THEOREM 2. For sufficiently small r, the following inequality holds for the solution 3; of the 
B-scheme (15),(16), j = 0,. . . ,m: 
Il~illo L cod ll~,ll0 + C~llf II 
( --o (111 k+B ;)‘I’). (22) 
PROOF. The estimate is obtained using techniques as in [lo]. We select w, = r($i + zi+l) 
in (15) and obtain 
]]%+r]]$ - ]]$$ = r(L (I@;+~ + (1 - ep7;) ,T: +7$+ljo + T(fj+B,~; + *+ljo 
L ~ll~llo(ll~~+‘llo + ll$Lllo)2 + w+ello(ll~;+lllo + IlqJlo, 
I ?- 2llLllo + 5 
( ‘1 
(ll$&+lll; + Ilv;llg) + .llfj+qg. 
Setting ci~ = 2]]L]]o + l/2 and requiring c.c~ I 0.9, we get 
(1 - w)ll~:+lllg I (1 + co7)p;(lg + 7llP+q;, 
< e‘htj+l 
- Il;ii”lli + k w+ell~ . 
k=O 
Here, the last step follows from the elementary inequality (1 + ccr)/(l - ~07) < e4’07 being true 
for 0 5 cc7 5 0.957504.. . . I 
The estimate (22) is essential for the investigation of the accuracy of the fully discretized 
scheme (15),(16). W e consider in detail the case of the Crank-Nicolson scheme, 6 = l/2. 
THEOREM 3. The solution v,, of the Crank-Nicolson scheme (15),(16), 8 = l/2, approximates 
the solution u of (6),(7) on the time grid w, with second order, if the following conditions are 
satisfied: 
?? the basis functions are at least of degree 1; 
?? the conditions of Theorem 2 hold; 
?? the solution v of (6),(7) has the properties v(t), v’(t) E H2(0, 1) and w”(t), d”(t) E Lz(O, 1). 
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Then there is a constant C such that the following estimate is true for j = 0,. . . , m: 
j-l 
IlW - $lllo I c ~411~(tM + h4 ~wtk+1,2)11; + h4 
k=O s 
Ot’ ll~‘(~)ll~ dv 
(23) 
+ r4 
s 
t’ [Il~“(~)ll; + ll~“‘(dll~] dv 
w 
. 
0 
PROOF. Similarly as for the error of the semidiscretized equation, we write 
w(tj) - 5; = (w - P,w)(tj) + (P,w(tj) - Ei) =: e,(tj) +Ei, 
and obtain the following equation for VA: 
c jjjj+l __jj~j 73 n,W, \ 7 > 0 = f (L: (d’” + 57;) , wJo + (Rj,, w,)o, 
(@&Jo = 0, for all wn E V,. 
Here 
Rj, := P, w(tj+l) - w(tj) _ Lp w@j+l) + w(tj) n 
7 2 i=l 
where we have decomposed the defect term Rj, as follows: 
4 := (P, - I) w(tj+l) - w(tj) 7 
T$ I= (W'- tW)(tj+l/z; = 0, 
rj2 := w(tj+l) - w(tj) 
7 
- w'(tj+l/2), 
T{ := W(v - EJ))(tj+l/Z), 
Tjs := CP, 
( 
w(tj+l/2) - 
w(tj+l) + w(tj) 
2 >- 
According to our stability result (22), we have to estimate llR~11~. For this we start with 
and continue with 
T; = 1 J 
%+I 
7 t, 
(Pnw - 4’ (v) drl, (~“1)~ 5 ; 1’“’ ((P,w - w)‘)~ drj, 
2 7 [[r:[j; I $l;k+l II(Pnv - 4’11: dv = i’:‘. II(Pnv - 4’11: dv 
k=O 
5 const h4 
s 
ti+1 
ll~‘(dll~ dv. 
0 
Further, 
(24) 
(25) 
(26) 
79; = /‘j” [W’(q) - W’(tj+l/z)] dq = J”“’ 1” (7 - e)v”‘(O) dOd7 
G tj t,+1/z 
J tj+l/2 1 J t,+1 1 = t, ,(tj - Q)~w"'(v) dq + b+w T(tj+l - v)~w”‘(v) dvt 
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and here 
(J tj+l’a 2 tj ;(tj _ q)2v”‘(q) dq 5 i l;j+1’2(t, - q)4 dq /‘j+,, (v”‘(q))’ dq t3 
75 
J 
tj+l/2 
=- 
640 tj (v”‘(v))’ dv 
A similar estimate holds for the second integral. Hence 
Further, 
Ilrj4llo I Il~lloll(~ - m)(~j+l/2Nlo 5 co~t~211~(~j+1/2)l12. 
Proceeding similarly with an estimate of (v(tj+i) + w(tj))/:! - v(tj+i/z), we find finally for ]]d]]c 
(taking into account also 11% 110 = 1) 
Prom these estimates and from (22) and (24) follows (23). I 
REMARK 1. If (13) holds for the specific basis with 4 1 1, and V, v’ E He, then the accuracy of 
the Crank-Nicolson method is O(T~ + he). 
REMARK 2. If (13) holds with f? = 2 for the basis functions chosen, then for the implicit Euler 
method (0 = 1 in (15)), the following estimate holds for j = 0,. . . , m: 
(27) 
4. MASS CONSERVATION AND NONNEGATIVITY 
As equation (1) should provide a reasonable model of the batch grinding process, w(x, t) should 
be nonnegative and s,’ ZI(Z, t) dx = 1. These properties are true indeed and proved in [3] assuming 
S and b to be nonnegative and satisfying # 6(x, y) dx = 1 for any y E (0, 11. 
Clearly, the approximate solution fi,,(x, t) should have the same properties. The following 
theorems are connected with this expectation. 
THEOREM 4. Assume 
J 
Y 
b(x,y) dx = 1, for any y E (0, 11, (28) 
0 
moreover, s,’ vc (x) dx = 1, and take a basis {cpi} satisfying 
&i(X) = 1, 
i=l 
for any 2 E (0,l). (29) 
Then 
J 1 J 1 v,(z, t) dx = 1 and for any t E w,, Un(x, t) da: = 1. 0 0 
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PROOF. By (17) and (19), 
If (29) is satisfied, then (ws,l)e = (vn(0), l)o, that is, s 0 1 s 0 1 
q,(x) dx = vn(x, 0) dx = 1. 
Introducing e = (1. . . . , l)T, we have 
1 = (wn(0), l)c = k(wn(0), cpi)e = eTMa(0) = eTMao. 
i=l 
If (28) is true, then it is easily verified that for the integral operator C, V(X) = V(‘)(X) E 1 is a 
left eigenvector with corresponding eigenvalue 0, i.e., 
0 = (20, L*?J(qo = (Cw, w(l))o, for all w E V 
Then under our assumptions there also holds 
(eTK)j = k(Lpj, cpi)o = (L1pj, w(~))~ = 0. 
i=l 
(30) 
Therefore, from (18) it follows that 
0 = eTKa = eTM$ = dT% = d (dTa) ---z---l 
where we have introduced d := Me. Similarly, multiplying (21) by dT := eTM, we have that 
0 = dT 
,j+1 _ $ 
7 
= i ((d’&j”) _ (dT$)) . 
Hence 
and therefore 
and 
dTa(t) = dTa(0), for all t, dT$ = dT&’ , for all j, 
1 = eTMcro = eTMa(0) = dTCy(0) = dTa(t) 
s 
1 
1 =dT$ =dTzj =eTMz(tj)= 5,(x:,$) dx. 
0 
The equality s,’ v~(x, t) dx = 1 can be proved in the same way. I 
In what follows, for the system {cpi} we consider, specifically, B-splines of order C (i.e., of degree 
.! - 1) on the nonequidistant grid 
Th : 0 = X0 < x1 < *. * < x, = 1, hi := xi+1 - xi. 
In the case C = 1, the B-splines are piecewise constant functions on Th,, and by the theorems of 
Section 3 we then have first-order convergence; in the case C = 2, the B-splines are the well-known 
hat functions assuring second-order convergence. 
B-splines of any order are known [ll] to satisfy (29). Therefore, from Theorem 4 we have the 
following conclusion. 
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COROLLARY 5. If (28) is true and s,’ V,J(Z) dx = 1, then in case of a B-spline basis {vi}, for all 
t E [O,T], there holds 
J 1 1 vn(z,t) da: = 1 and for all t E w, : J Vn(x, t) dz = 1. I 0 0
Hence, mass conservation is ensured for any order l, and so is nonnegativity of the scalar 
products in (20), by the well-known nonnegativity of the B-splines. However, nonnegativity of 
our approximate solutions is guaranteed for L = 1 only. We first give the positive statement. 
THEOREM 6. Assume VO, S, and b to be nonnegative and (28) to hold. Then for the piecewise 
constant B-spline basis (i.e., C = 1) and for sufficiently small 7, the function ;iin( ., t) is nonnegative 
for all t E w,. 
PROOF. It is enough to prove that for j = 0, 1, . . . the vector Zj is nonnegative. In the case 
j = 0, this follows from the fact that ‘is, is nonnegative and M-l = diag (hi’). The cases 
j = 1,2,... can be proved using Ici,j 2 0 for all i # j which is due to cp;(~) . vj (x) = 0 and to 
the nonnegativity of S and b. Similarly, 
because of the assumptions on S and b. Further, 
D := I - ;M-‘K )-l (I + ~M-‘K) = 2 (i (I + ~M-‘K))‘, 
j=l 
showing that all elements of D are nonnegative for sufficiently small 7 (I 2/S&&. Together 
with (21), this means that the ZF~ are nonnegative for all j. We conclude the proof with the 
remark that nonnegativity of v,(x, t) for all t E [0, T] can be proved in a similar way. I 
With respect to preservation of nonnegativity, we come now to the negative part. 
LEMMA 7. Assume S and b to be positive and (28) to hold. Then for the second order B-splines, 
i.e., piecewise linear basis functions, neither the semidiscretization (18) nor the fully discretized 
method (21) do preserve nonnegativity. 
PROOF. One checks immediately that in our case the Gram matrix is 
M = f tridiag (hi-l, 2(hi_l + hi), hi); 
and hence, it is irreducibly tridiagonal with D-‘MD being an M-matrix for D := diag ((-l)i). 
Therefore all elements of DM-lD-’ are positive, and the elements pij of M-l satisfy sgn (pij) = 
(_l)i+j. 
Next we observe that K is of Hessenberg form, i.e., especially there holds kil = 0 for i > 2. 
Taking into account (30), we have k21 + kll = 0. Now a short computation gives (M-‘K)il = 
(-l)i+‘(I~i~I + IPi2l)k 11. Hence, both M-l and M-‘K contain negative off-diagonal elements. 
Employing the negative elements in M-‘, one can construct a nonnegative initial function vo 
such that Z” = a0 = M-~~!JO (see (20)) is not nonnegative. 
Furthermore, employing the negative elements in M-‘K, one can construct a nonnegative 
initial function VO, such that even if ?X? is nonnegative, E1 has negative components, hence neither 
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is F~(z, t) nonnegative. Finally, for the semidiscretized method (19) the presence of negative off- 
diagonal elements in M-lK and a classical result in [12] prove that o(t) will not be nonnegative 
in any case, and this carries over to ~~(2, t), representing the linear interpolant of the components 
of the vector o(t). I 
REMARK 1. The case f? = 2 (hat functions as basis functions) is not a singular one. For higher 
order B-splines, even on an equidistant grid {Q}, there is little hope that the semidiscretiza- 
tion (18) or the fully discretized method (21) do preserve nonnegativity. Indeed, denoting the 
ith B-spline of order !? (degree C - 1) by &e(z), from relation (4.4) in [13], one can derive that 
I &m(~Pjm(~) dx = f4,2m(~+m)t -co 
i.e., Gram matrices of B-splines of order m are-up to the factor h, the grid spacing--collocation 
matrices of B-splines of order 2m. Therefore, we can invoke the theorem of Karlin on total 
positivity of the latter matrices [14,15] and obtain as a corollary the result that the inverses of 
Gram matrices of B-splines have a checkerboard-like sign pattern. 
Employing the negative off-diagonal elements in M-r, one can proceed as in the proof of 
Lemma 7. 
REMARK 2. Instead of the B-spline basis one could take, say, orthogonal polynomials. Then 
trivially the Gram matrix is inverse monotone-but then the problem is only shifted to another 
place: the scalar products (20) of the initial function and the orthogonal polynomials would not 
preserve nonnegativity (excluding, once more, the scalar product with the constant polynomial). 
REMARK 3. In a different situation, for the numerical solution by discretization in time of or- 
dinary differential and evolution equations, an order barrier connected with the preservation of 
nonnegativity is well known and investigated, see e.g., [16-181. 
5. NUMERICAL RESULTS 
We illustrate the accuracy of our methods by some examples connected with the special case (5). 
We take p = q because then the exact solution to (l),(2) is known: 
v(z, t) = e--IPt VI)(Z) + t . p. xp-l $JoW). 
Table 1 contains the deviation of exact and approximate solution (computed with the Crank- 
Nicolson scheme) and in the discrete Lz norm for some values p = q in case of piecewise constant 
basis functions (pi defined on an equidistant grid of step length h. Since for appropriate p and q 
the order of convergence is O(h + -r2), see Remark 1 to Theorem 3, we have chosen r = h1i2. 
Table 1. Deviation between the exact and numerical values, in the discrete Lz norms 
for piecewise constant vpi (and Ic = 1, vo(z) E 1, T = 1). 
1 p=q= 0.5 1 1.68. IO-’ 1 1.43. 10-l 1 1.32’10-’ 1 1.24’10-1 1 
I- ~~~ p=q=l I- 1.17. 10-l 1 6.74. 1O-2 1 3.67. 1O-2 1 1.91. 1T2 I 
p=q=2 7.82. 1O-2 4.52. 1O-2 2.46. 1O-2 1.30 10-Z 
p=q=3 7.30 ’ 10-Z 4.23. 1O-2 2.30. 1O-2 1.20 10-Z 
Table 2 contains the deviation of computed and exact solution in the discrete Lz norm, for 
piecewise linear cpi. Since the order of convergence is O(h2 + TV) by Theorem 3, we have chosen 
7 = h. Observe that the poor results in case p = q = l/2 are due to the singularity in the kernel 
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Table 2. Deviation between the exact and numerical values, in the discrete Lz norm 
for piecewise linear cpi (k = 1, vo(z) = 1, T = 1). 
h=T= 
1 1 1 1 
iii Zi 40 so 
p = q = 0.5 2.43.10-l 2.42.10-l 2.44.10-r 2.44.10-l 
p=q=l 1.87. 1O-3 4.82. 1O-4 1.22.10-d 3.07.10-s 
p=q=2 3.83. 1O-3 9.76. 1O-4 2.46. 1O-4 6.17. 1O-5 
p=q=3 3.77 10-z 9.48. 1O-4 2.38. 1O-4 5.96 10-s 
and the solution which does not belong to H1, compare Remark 3 to Lemma 1 and Remark 1 to 
Theorem 3. 
Next, in Table 3 we illustrate that nonnegativity cannot be preserved for piecewise linear cpi. 
Now p = q = 2, Ic = 1, T = h = hi = 0.1, and vo is piecewise constant (a case which is interesting 
in practice): 
1. J.W. Hilgers and R.J. Spahn, A perturbation method for solving a quadratic evolution equation, Quart. 
Applied Math. 41, 343 (1983). 
2. 
3. 
K.L. Kuttler, J.W. Hilgers and T.H. Courtney, The solution of an evolution equation describing certain 
types of mechanical and chemical interaction, Applicable Anal. 19, 75 (1985). 
Cs. Mihllyko, Analytical and numerical investigation of a mathematical model of a grinding process, Thesis, 
ELTE University, Budapest, (1995). 
4. Cs. Mihhlyko, On an implicit numerical method for the grinding equation, Annales Univ. Sci. Budapest, 
Sect. Comp. 15, 201 (1995). 
5. L.G. Austin, A review introduction to the mathematical description of grinding ss a rate process, Powder 
‘2’ech. 5, 1 (1971/72). 
6. 
7. 
P.C. Kapur, Self-preserving size spectra of cornminuted particles, C/rem. Eng. Sci. 27, 425 (1972). 
V. Thomee, Galerkin finite element methods for parabolic equations, Lecture Notes in Mathematics fO54, 
Springer-Verlag, Berlin, (1984). 
8. P. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, Amsterdam, (1978). 
9. W. Hackbusch, Theotie und Numerik Elliptiacher Diflerentialgleichungen, Teubner, Stuttgart, (1986). 
0, if 0 < x < 0.1, 
Q(X) := 10, if 0.1 5 2 5 0.2, 
0, if 0.2 < x 2 1. 
Table 3. Values of the fully discretized approximation of u(z, t) at different t and z, 
for piecewise linear Cpi. 
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