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Рассматривается возможное при-
менение эволюционного алгоритма
оптимизации в имитационном мо-
делировании сложных систем.
Представлены результаты иссле-
дований о влиянии значений пара-
метров алгоритма на эффек-
тивность поиска оптимальных
решений.
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Введение. В последние годы широкое раз-
витие получили подходы к исследованию и
проектированию сложных стохастичеких
систем, базирующихся на методологии эво-
люционных вычислений (Evolutionary Com-
putation) [1].
В основе парадигмы эволюционных вы-
числений лежит концепция эволюции попу-
ляции потенциальных решений для исследу-
емой проблемы. Это, как правило, реализу-
ется следующим образом: популяцию орга-
низовывают (представляют) как множество
хромосомо-подобных структур, а их эволю-
ция (поиск оптимального решения) осуще-
ствляется как процесс последовательной
смены поколений за счет многократного
применения операторов отбора (селекции),
рекомбинации и мутации над элементами
(генами) структуры (по аналогии с биологи-
ческими системами). Потенциальная воз-
можность участия каждой особи – решение
текущего поколения популяции в генерации
последующих поколений определяется с
помощью fitness-функции (аналога функции
цели в классических методах оптимизации),
оценивающий степень приемлемости данно-
го решения по сравнению с другими реше-
ниями для процесса репродукции. Степень
приемлемости конкретного гена-решения по
сравнению с другими решениями для про-
цесса репродукции оценивается с помощью
fitness-функции, которая является аналогом
функции цели классических методов опти-
мизации.
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Согласно устоявшейся терминологии известными типами таких алгоритмов
являются:
- генетические алгоритмы (genetic algorithms);
- эволюционные стратегии (evolution strategies);
- генетическое программирование (genetic programming);
- эволюционное программирование (evolution programming).
Исторически сложилось, что генетические алгоритмы и эволюционные
стратегии являются базовыми в области эволюционных вычислений [1 – 3].
Общую схему генетических алгоритмов проще понять на примере задачи без-
условной оптимизации max{ ( ) | {0,1} },nf i i наиболее распространенными
примерами которых являются задачи размещения, стандартизации и др.
Стандартный генетический алгоритм начинает свою работу по формирова-
нию начальной популяции  0 1 2, ,..., sI i i i – конечного набора допустимых ре-
шений задачи. Данный начальный набор решений может быть сформирован
случайным образом или с помощью вероятностных жадных алгоритмов. Обыч-
но выбор начальной популяции не имеет значения для сходимости процесса
в асимптоматике, однако в значительной степени влияет на время достижения
глобального оптимума.
Постановка задачи и цель исследования. Цель исследования – повышение
эффективности процессов исследования и проектирования сложных стохастиче-
ских систем на основе использования высокопроизводительных платформ вычи-
слительной техники, технологий оптимизационно-имитационной интеграции,
методов и средств интелектуального анализа данных. Указанное особенно акту-
ально в условиях востребованности средств поддержки принятия решений сис-
тем требующих больших объемов моделирования (бизнес-процессы, коммерче-
ская деятельность, финансовая сфера, маркетинг, экономика, логистика, транс-
портные системы, военные приложения и др.) и для которых время принятия
ответственных проектных или управленческих решений является критичным.
Методы исследования – системный анализ, оптимизационно-имитацион-
ная интеграция, эволюционные методы оптимизации, планирование экспери-
ментов, распределенное имитационное моделирование на кластерных архитек-
турах, методы интеллектуального анализа данных.
Методы оптимизации в имитационных экспериментах. Наличие в со-
временных системах имитационного моделирования средств для поиска опти-
мальных решений в множестве допустимых альтернатив является практически
стандартом [1]. При выборе средств оптимизации следует учитывать, что ими-
тационная модель исследуемой системы представляет собой «черный ящик», на
вход которому подается вектор значений ограниченного множества параметров
(входных факторов), а на выходе можно наблюдать вектор значений множества
выходных параметров (откликов) модели [2 – 4]. На основе анализа откликов
модели лицо, принимающее решение (ЛПР), делает выводы о том, какие из
входных векторов обеспечили системе более «оптимальное» функционирование
согласно определенному ЛПР критерию (или множеству критериев).
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Основные характеристики рассматриваемых альтернатив, задаваемых как
множество факторов, относящихся к классу входных переменных имитационной
модели, исследуются в эксперименте  1 2, ,..., ,i nA x x x где n – количество фак-
торов. Вместе с количественными и качественными факторами в множество Ai
могут входить факторы, которые являются признаками структуры исследуемой
системы. Именно оценка эффективности различных комбинаций значений для
всех управляющих факторов составляет задачу оптимизационно-имитационных
экспериментов.
Множество значений, которые являются допустимыми для отдельного дис-
кретного фактора Fi, задают определенное количество уровней квантования qi.
Если фактор определяет элементы структуры системы или качественные харак-
теристики ее поведения, то его возможные состояния также кодируются с по-
мощью множества дискретных значений. Если фактор является непрерывной
величиной, он, как правило, может принимать значения из ограниченного (воз-
можно, достаточно большого) интервала. В этом случае, для уменьшения коли-
чества допустимых альтернатив, интервал разбивают на конечное множество
подинтервалов (не обязательно одинаковой длины), и в качестве альтернатив-
ных вариантов (уровней квантования) рассматривают принадлежность выбран-
ного на интервале значения одному из подинтервалов. Таким образом, альтерна-
тивы, которые необходимо оценить на соответствие установленным критериям,
отличаются образованными комбинациями уровней факторов. Все возможные
комбинации допустимых уровней факторов образуют допустимое пространство
поиска альтернатив.
Сложные системы состоят из множества составных частей, на которые, как
правило, оказывают влияние внешние случайные возмущения, поэтому отклики
модели являются случайными величинами. Учитывая стохастический характер
поведения имитационных моделей и отсутствие прямой и явной зависимости
откликов от множества факторов, для использования в качестве средства опти-
мизации сложных систем подходит достаточно ограниченный круг алгоритмов.
В 1990-х – 2000-х гг. в Институте кибернетики имени В.М. Глушкова НАН
Украины была создана система распределенного имитационного моделирования
NEDISOPT_D, в которой в модуле ОПТИМИЗАТОР был реализован эволюци-
онный алгоритм [5 – 6].
Согласно концепции, положенной в основу идеи эволюционных стратегий
поиска оптимальных решений, вектор переменных (факторов), которые влияют
на эффективность функционирования моделируемой системы, можно рассмат-
ривать как хромосому, состоящую из генов (отдельных переменных-
факторов) [7 – 9]. Группа таких векторов-хромосом образует популяцию воз-
можных решений. Каждой хромосоме соответствует определенное значение
fitness-функции (функции цели), которое зависит от откликов модели. При из-
менении значения одной или нескольких входных переменных, то есть при при-
менении операции мутации генов, соответственно будут изменяться значения
откликов модели и, соответственно, значение fitness-функции. Можно также
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создавать новые решения путем комбинирования значений для каждой перемен-
ной из разных хромосом, уже оцененных в процессе поиска оптимальных реше-
ний. Такая процедура порождения новых хромосом соответствует скрещиванию
двух или более различных особей в природе.
Применяя операции скрещивания и мутации в популяции решений, можно
создавать новые и новые поколения новых хромосом-решений, которые, потен-
циально, могут быть лучше уже существующих [7].
После порождения новых хромосом-решений необходимо получить для каж-
дой из них значение fitness-функции путем прогона имитационной модели ис-
следуемой системы с новыми значениями входных параметров, соответствую-
щих значениям генов в хромосоме.
В системе NEDISOPT_D параметры, которые управляют работой эволюци-
онного алгоритма и влияют на его эффективность, были разбиты на две группы:
- первая группа – параметры, которые непосредственно влияют на эффек-
тивность и качество поиска оптимальных решений;
- вторая группа – параметры, предоставляющие информацию о допустимом
пространстве поиска решений, а именно о типе данных факторов (переменных)
задачи оптимизации и возможных значениях для каждого фактора.
Следует отметить, что оператор скрещивания отвечает за сохранность гене-
тического материала, который накоплен в популяции (обращаем внимание на то,
что размер популяции ограничен), а оператор мутации позволяет вести поиск
нового генетического материала во всем пространстве допустимых значений. На
практике основной задачей, которая требует значительных усилий, является
поиск баланса между параметрами, которые определяют влияние операторов
скрещивания и мутации на эффективность процесса поиска оптимальных реше-
ний (процесс эволюции). В частности, такими параметрами являются: вероят-
ность применения операторов, тип скрещивания, тип мутации, количество генов
для мутации и т. п. Например, если определенное преимущество будет на сторо-
не скрещивания, значительная часть элитных хромосом в популяции может дол-
го находиться где-то рядом с локальным экстремумом fitness-функции и далеко
от глобального (или глобальных) оптимума. С другой стороны, если вообще от-
казаться от скрещивания и разрешить одновременную мутацию всех генов в
хромосоме, мы получим классический метод Монте-Карло случайного поиска.
Кроме того, эффективность процесса поиска также существенно зависит от
размера популяции и размера хромосомы-решения, от состава исходной популя-
ции, от типа факторов и количества их допустимых значений, от исследуемой
модели и предлагаемой fitness-функции [10].
В процессе создания модуля ОПТИМИЗАТОР системы NEDISOPT_D
на этапе тестирования было проведено исследование, целью которого было
оценить эффективность алгоритма поиска оптимальных решений в зависимости
от значений параметров алгоритма.
Описание первой группы параметров и их допустимые значения приведены
в табл. 1.
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ТАБЛИЦА 1. Перечень, допустимые значения и описание параметров
реализованного эволюционного алгоритма
Параметр Допустимыезначения Краткое описание
1 2 3
Размер
хромосомы ≤ 50
Количество факторов, для которых исследуется их
влияние на эффективность функционирования слож-
ной системы
Размер
популяции 20-200
Количество хромосом-решений, принимающих
участие в процессе эволюции
Элитная часть
популяции [ 0,4 ; 0,85 ] Доля элитных хромосом в популяции
Признак форми-
рования началь-
ной популяции
1 или иное
Если значение равно 1, то состав начальной популя-
ции задает исследователь. При всех остальных значе-
ниях формирование начальной популяции осущест-
вляется автоматически
Вероятность
скрещивания [ 0; 1 ]
Вероятность применения оператора скрещивания при
порождении новой хромосомы
Тип
скрещивания { 1, 2, иное}
Если значение равно 1, то применяется одноточечное
скрещивание, при значении 2 – двухточечное скре-
щивание, при любом ином значении осуществляется
равномерное скрещивание
Вероятность
мутации [ 0; 1 ]
Вероятность применения оператора мутации к хромо-
соме, при условии, если она сформирована примене-
нием скрещивания. В остальных случаях вероятность
мутации равна 1 (мутация применяется обязательно)
Количество
генов
для мутации
≤ 50 % раз-
мера
хромосомы
Максимально возможное количество одновременно
мутирующих генов при применении оператора
мутации
Признак мутации
(одновременная
мутация неско-
льких генов)
1 или иное
При значении 1 одновременно мутирует ровно то ко-
личество генов, которое указано в предыдущем пара-
метре. При любом другом значении одновременно
может мутировать от 1 до максимально допустимого
количества генов
Тип мутации
(пропорциональ-
но количеству
генов или уров-
ней квантования)
1 или иное
При значении 1 вероятность выбора конкретного гена
для мутации пропорциональна количеству уровней
квантования данного гена. При остальных значениях
вероятность выбора любого гена одинакова для всех
генов
Максимальное
количество уров-
ней квантования
для одного
фактора
≤ 160
Максимально допустимое количество возможных для
исследования значений (или ограниченных интерва-
лов значений) одного гена (фактора)
Тип экстремума 1 или иное
При значении 1 алгоритм ищет решения с макси-
мальными значениями fitness-функции. При любом
значении, отличном от 1, алгоритм ищет решения
с минимальными значениями fitness-функции
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Окончание табл. 1
1 2 3
Количество смен
поколений
на одном этапе
эволюции
[ 2 ; 15 ]
Определяет количество обновлений не элитной части
на протяжении одного этапа эволюции
Максимальное
количество
этапов эволюции
Не ограни-
чено
Критерий
остановки
алгоритма
1 или иное
При значении 1 работа алгоритма может быть оста-
новлена ранее достижения заданного количества
этапов, если будет выполнено заданное условие оста-
новки. При любом другом значении алгоритм работа-
ет заданное количество этапов
Планирование и проведение экспериментов. Для тестирования и оценива-
ния работы реализованного эволюционного алгоритма были созданы несколько тес-
товых функций с разным количеством переменных и несколькими локальными и
глобальными минимумами. В двух функциях присутствовали также локальные и
глобальные максимумы для тестирования параметра «Тип экстремума».
При реализации тестовых функций требовалось максимально приблизить их
характеристики к поведению модели сложной системы. Поэтому важными ха-
рактеристиками этих функций являлись:
- стохастический характер fitness-значения: к точно вычисляемой функции
добавлялась одна или несколько случайных величин с нормальным или равно-
мерным распределением, причем с разными вариантами параметров;
- наличие одного или нескольких глобальных «экстремумов» значения ко-
торых для одной функции могут отличаться при нескольких прогонах, и не-
скольких локальных «экстремумов»;
- все «экстремумы» разбросаны по всей допустимой области случайным об-
разом, не пересекаясь значительно областями притяжения;
- функции определены (вычислимы) на всей допустимой области, но, в за-
висимости от типов своих входных данных, могут быть оценены (вычислены)
в конечном множестве точек.
На примере одной из таких функций ниже представлен анализ результатов
экспериментов. Функция имеет следующие свойства:
- всего 24 переменных-факторов, из них
- 13 дискретных, 11 непрерывных;
- 4 заданы множествами констант, 10 заданы интервалами с шагом кван-
тования, 10 заданы только интервалами;
- 6 переменных не влияют значительно на fitness-значение, в сумме
вклад всех этих переменных сравним по порядку величины со случайными «до-
бавками»;
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- 3 глобальных минимума (с учетом стохастичности), fitness ≈ 380 – 405;
- 6 локальных минимумов, fitness ≈ 600 – 730;
- 4 локальных минимумов, fitness ≈ 930 – 980.
Перечень управляющих параметров реализованного эволюционного алго-
ритма, которые тестировались на эффективные «оптимальные» настройки, ин-
тервалы их допустимых значений, шаги квантования и количество возможных
уровней представлены в табл. 2. Количество уровней квантования дискретных и
непрерывных переменных, для которых не был задан шаг квантования, полага-
лось равным 100 во всех экспериментах.
ТАБЛИЦА 2. Допустимые значення параметров для проведения исследования,
направленого на повышение эффективности эволюционного алгоритма
Параметр алгоритма
Интервал
допустимых
значений
Шаг кванто-
вания
Количество
уровней
Размер популяции решений [60; 160] 10 11
Элитная часть популяции решений [0,45; 0,85] 0,05 9
Тип скрещивания [0; 2 1 3
Вероятность скрещивания [0; 1] 0,1 11
Вероятность мутации после скрещива-
ния [0; 1] 0,1 11
Максимальное количество генов, кото-
рые могут мутировать одновременно
(всего генов – 24)
12 1 12
Одновременная мутация [0; 1] 1 2
Тип мутации [0; 1] 1 2
Общее количество всех возможных комбинаций допустимых уровней фак-
торов равно 1724 976. Для проведения сравнительных тестовых испытаний были
составлены 100 различных векторов-хромосом значений управляющих парамет-
ров алгоритма, которые составили планы экспериментов [11 – 12].
В качестве основного критерия (fitness-значения) для оценки эффективности
оптимального поиска при конкретном наборе значений факторов было взято
среднее арифметическое значение тестовой функции для двух лучших найден-
ных эволюционным алгоритмом хромосом посля оценки в ходе работы алгорит-
ма приблизительно 20 000 хромосом-решений для тестовой функции.
В качестве вспомогательного критерия рассматривалось количество рас-
смотренных альтернатив до нахождения в процессе эволюции хотя бы одного
глобального минимума.
Для оценивания эффективности  выбранных 100 планов-хромосом
использовалась островная модель эволюционного алгоритма без обмена хромо-
сомами между популяциями [8, 13]. Для проведения исследования исполь-
зовался кластерный комплекс Института кибернетики имени В.М. Глушкова
НАН Украины.
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Эксперимент заключался в одновременном запуске 10 или 20 параллельных
процессов (числа 10 и 20 были выбраны для удобства), в каждом из которых был
реализован эволюционный алгоритм со своим планом эксперимента, подлежа-
щим оценке. Для большей устойчивости/достоверности результатов для каждого
плана было осуществлено по 12 репликационных экспериментов и в качестве
конечной оценки эффективности набора было использовано среднее арифмети-
ческое fitness-значений 10 средних прогонов (без наилучшего и наихудшего).
Анализ результатов. Проведение экспериментов по нахождению наиболее
эффективных значений параметров эволюционного алгоритма проводились в
два этапа. На первом этапе было получено среднее fitness-значение для каждой
из 100 хромосом-планов. Заметим, что при этом не принималось во внимание,
был ли найден в процессе оптимизации тестовой функции хотя бы один гло-
бальный минимум, а бралась только оценка лучших найденных хромосом в по-
пуляции по завершению работы алгоритма.
Далее все рассматриваемые хромосомы были отсортированы согласно
своим fitness-значениям (от меньшего к большему), и для дальнейшего анализа
были рассмотрены по 20 лучших и 20 худших хромосом с целью поиска воз-
можных закономерностей в значениях как отдельных параметров, так и их соче-
таниях друг с другом. В результате анализа были сделаны следующие выводы
относительно каждого из исследуемых параметров.
Размер популяции решений. Существенно не влияет на эффективность и
больше зависит от количества глобальных экстремумов и размера хромосомы.
Некоторое преимущество имеют популяции среднего размера (60 – 100 особей
для функции от 24 переменных), что обеспечивает более быструю смену
поколений.
Элитная часть популяции решений. Лучшие результаты показали значения
в интервале [ 0,45; 0,60].
Тип скрещивания. Для исследованных функций оказался несущественным.
Вероятность скрещивания. Лучшие результаты были получены для значе-
ний в интервале [ 0,50; 0,80].
Вероятность мутации после скрещивания. Поскольку при отсутствии опе-
рации скрещивания при порождении новой хромосомы мутация применялась с
вероятностью 1, то при условии применения скрещивания более целесообразно
задавать невысокую вероятность мутации в интервале [ 0,10; 0,40], чтобы лучше
сохранялся накопленный в популяции генофонд.
Максимальное количество генов, мутирующих одновременно. Зависит от
количества генов-факторов (размера хромосомы) и количества уровней факто-
ров, но не рекомендуется устанавливать более 10 – 20% от размера хромосомы.
Мутация должна применяться точечным образом.
Одновременная мутация. Рекомендуется значение «Ложь» (не равно 1).  Как
было отмечено в предыдущем пункте, мутация должна иметь точечный харак-
тер. Если одновременную мутацию нескольких генов осуществлять при каждом
применении оператора мутации с равной вероятностью для значений от 1 до
максимально допустимого количества (< 20 % размера хромосомы), это позво-
лит сбалансировать консервативную и агрессивную стратегии мутации.
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Тип мутации. Существенно не влиял на эффективность поиска, особенно
при большом количестве рассмотренных альтернатив, когда каждый уровень
каждого фактора несколько раз попадал в исследуемые хромосомы. Небольшое
преимущество для исследованных функций показала стратегия мутации про-
порционально количеству генов, а не общему количеству их уровней.
На втором этапе исследований с учетом результатов первого этапа для каж-
дого параметра были предложены уточненные допустимые значения, которые
представлены в табл. 3.
ТАБЛИЦА 3. Допустимые значення управляющих параметров эволюционного алгоритма
для второго этапа исследований
Параметр алгоритма
Интервал
допустимых
значений
Шаг кван-
тования
Количество
уровней
Размер популяции решений [60; 120] 10 7
Элитная часть популяции решений [0,45; 0,60] 0,05 4
Тип скрещивания [0; 2] 1 3
Вероятность скрещивания [0,5; 0,8] 0,1 7
Вероятность мутации после скрещивания [0,1; 0,4] 0,05 7
Максимальное количество генов, которые
могут мутировать одновременно (всего ге-
нов  24)
6 1 6
Одновременная мутация [0; 1] 1 2
Тип мутации [0; 1] 1 2
Количество всех возможных альтернативных комбинаций для новых значе-
ний составило 98784. На этом этапе были сформированы новые 70 хромосом-
планов, и эксперимент был повторен аналогично первому этапу.
Результаты работы алгоритма на втором этапе оказались значительно луч-
ше, чем на первом. Средние fitness-значения для новых векторов параметров
стали меньше, и чаще стали находится глобальные минимумы. При анализе
результатов второго этапа для допустимых значений управляющих параметров
алгоритма были сделаны следующие уточнения.
Размер популяции решений. Подтвержден оптимальный размер в 60 – 90
особей при 24 переменных.
Вероятность мутации после скрещивания. Лучшие результаты достигались
на интервале значений [0,05; 0,30].
Максимальное количество генов, мутирующих одновременно. При 24 пере-
менных допустимые значения от 1 до 4 (17 %).
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Выводы. В работе представлены результаты исследований, направленных
на повышение эффективности поиска оптимальных решений при помощи эво-
люционного алгоритма за счет изменения значений управляющих параметров.
Проведенные эксперименты показали наличие существенной зависимости каче-
ства работы алгоритма от того, какие значения принимают его параметры. Ана-
лиз полученных результатов позволил определить те диапазоны значений для
каждого из исследуемых параметров, при которых достигается максимальная
эффективность алгоритма.
В.Б. Бігдан, О.О. Криковлюк, В.А. Пепеляєв, Ю.М.Чорний
УПРАВЛІННЯ ЕВОЛЮЦІЙНИМИ АЛГОРИТМАМИ ОПТИМІЗАЦІЇ
В ІМІТАЦІЙНИХ ЕКСПЕРИМЕНТАХ
Розглядається можливе використання еволюційного алгоритму оптимізації в імітаційному
моделюванні складних систем. Представлені результати досліджень щодо впливу значень
параметрів алгоритму на ефективність пошуку оптимальних рішень.
V.B. Bigdan, O.O. Krykovliuk, V.А. Pepeliaev, Yu.М. Czornyy
MANAGEMENT OF EVOLUTIONARY OPTIMIZATION ALGORITHMS IN SIMULATION
EXPERIMENTS
We consider the possible use of the evolutionary optimization algorithm in the complex systems
simulation. The influence of the parameter values of the algorithm on the efficiency of the search
for optimal solutions is investigated.
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