The structure of receptive elds in the visual cortex is believed to be shaped by unsupervised learning. A simple variant of unsupervised learning is the extraction of principal components. In this paper, we derived analytically the form of the principal components of natural images. An assumption is made that only small circular regions of the images are being used as training patterns. The derivation relies on results about the correlation function of natural images (Field, 1987) . Our results predict both the shapes and the phases of the receptive elds. We also compared these resluts to previous simulation results (Hancock et al., 1992) . Finally, the biological relevance of our results is discussed.
Introduction
It is generally believed that the shape of the receptive elds in the visual cortex is determined by some form of unsupervised learning. Hebb's postulate (Hebb, 1949) is the cornerstone of most unsupervised learning models in neural networks. The naive Hebbian rule, however, is unstable. This problem is often overcome by adding constraints to this rule. One such constraint is adding a decay term to this rule. It has been proven that a neuron with Hebbian learning rule plus a proper decay term can perform a principal component extraction (Oja, 1982) . Furthermore, a neural network with proper lateral inhibition can perform the extraction of several principal components simultaneously (Sanger, 1989; Oja, 1992, eg:) .
There are several computational reasons for extracting principal components. First, in order to compress images, they are the optimal linear projections for minimizing the mean squared reconstruction error (Fukunaga, 1990) . Furthermore, it has been argued that a decorrelated representation is important for spotting novel correlations (Barlow, 1989) , and principal components neurons indeed eliminate pairwise correlations.
Appeared in Network: Computation in Neural Systems Vol 5(2) 1994 Since the principal components of a set of inputs depend on their covariance matrix, it is reasonable that given this matrix, they can be calculated analytically. A known example is Linsker's multilayered network (Linsker, 1986; Linsker, 1988) , which is trained with random noise. The form of the covariance matrix in these models, results from the existence of the Arbor functions between the random input layer and the rst layer. This induced correlation was used by several investigators to give an analytic explanation of Linsker's result (Kammen and Yuille, 1988; Yuille et al., 1989; Tang, 1989; MacKay and Miller, 1990a; MacKay and Miller, 1990b) 1 .
As has been seen in many experiments (Imbert and Buisseret, 1975; Braastad and Heggelund, 1985, etc.) , the plasticity in the visual cortex lasts after the animal opens its eyes. In a normal reared animal, the population of sharply tuned neurons increases monotonically, whereas for dark reared animal it initially increases, but then falls back to the initial level. This implies that the shapes of the receptive elds, in the mature animal, depend on the nature of the environment to which the animals are exposed. Therefore, we believe it is important to model the environment with natural scenes, rather than with arti cial environments such as random noise, bars, edges, etc. .
In the model we analize, we assume that the neuron is exposed only to a small circular part of the images. This seems sensible since it restricts the total length of the connections between the image plane and the neuron. This also forces the solutions to be localized. It is important to notice that the results derived here depend on this choice of a circular window. The choice of a circular window, though, seems more biologically plausible than a square window. Furthermore, since the correlation matrix of natural scenes, is nearly radially symmetric, it seems natural to impose a circular boundary, rather than a square boundary which will arti cially break this symmetry.
When the input environment is not random, the properties of the correlation function depend on the nature of the environment, and on the preprocessing performed by the visual pathway. However, in this paper, we have simpli ed the problem by neglecting the e ects of this preprocessing, as a rst step towards a more complete mathematical understanding of the receptive eld structure of neurons in the visual cortex. This approach is di erent from that undertaken in some of the previous analysis of similar learning rules, (Tang, 1989; MacKay and Miller, 1990a; MacKay and Miller, 1990b, etc.) in that it tires to explain post eye opening plasticity, and therefore uses the correlation function of natural scenes, rather than the arti cial correlation functions assumed to be appropriate for explaining prenatal plasticity.
The nature of the correlation function of natural images was investigated by Field (Field, 1987) . He found that the spectrum of the correlation function is proportional to the inverse of the square of the frequency. In section 2, we shall use Fields' results to derive analytically the form of the localized principal components. In section 3, we shall show, that under the assumption that the correlation function spectrum has a small non-rotationally symmetric correction, the solutions have a de nite phase.
These results partially explain simulation results of Hancock et al. (Hancock et al., 1992) , in which the authors used a network of the type proposed by Sanger (Sanger, 1989) to extract principal components from natural scenes. In their simulations, though, they used a smooth Gaussian window, rather than the hard circular window we used, thus altering some of the properties of the resulting receptive elds. When simulation results (Hancock et al., 1992 ) are compared to our results, we nd a good qualitative agreement.
It is clear that the receptive elds obtained here are not identical to the receptive eld structures 1 This model is in principle similar to principal components, although it has some additional terms.
obtained experimentally in the visual cortex. Does this imply that neurons in the rst layers of the visual cortex are not principal component analyzers? We shall address this issue in the discussion.
The Rotationally Symmetric Solution
The principal components are the eigen-vectors of the covariance matrix. Therefore the equation we try to solve is the eigenvalue problem, i.e., the eigen-equation, which has the form X j C ij W j = W i ;
where W i are eigen-vectors, is the eigenvalue, and C ij is the covariance matrix which is de ned as C ij = E (I i ? E I i ])(I j ? E I j ])] for input pattern fI i g. Since we are dealing with two dimensional space, the index i really denotes a point in the two dimensional space, so it is more convenient to rewrite the covariance matrix in the form C(r i ; r 0 j ), which we shall call correlation function. Due to translational invariance, C(r i ; r 0 j ) = C(r i ? r 0 j ). In the continuous limit, the summation will become an integral over r 0 , thus the eigen-equation becomes Z C(r ? r 0 ) (r 0 )d
in which (r) is the continuous limit of the eigen-vectors W i .
Since the correlation function is radially symmetric, all solutions to the eigen-equation 2 c is a constant (Field, 1987) . Hereafter we shall set c = 1 for convenience, thus C(r) satis es r 2 C(r) = ? (r);
which can be readily proven by taking Fourier transformation on both side of this equation. In principle, a gauge g(r) which satis es r 2 g(r) = 0, can be added to C(r). But the only such gauge, which is radially symmetric, is a constant (denoted as b). This constant will only a ect the nature of the radially symmetric, or m = 0, solutions. It is important to note that the solution to the set of equations 2, and 3, depends on the boundary condition imposed on them. Imposing a square boundary results in a di erent set of solutions from those we derive for a circular boundary.
We have chosen to represent the correlation function and receptive elds in the normalized Bessel-Fourier set W m (k m i r) which is zero on the boundary r = a (Jackson, 1975, etc.) . The receptive elds are, therefore, a superposition of these functions, i.e., (r , not only do they have undetermined phases , but also are degenerate, i.e., both have the same eigenvalues. In this section we shall show that if the correlation function is not completely radially symmetric, this degeneracy will be broken, and that the value of the phase will be determined. The assumption, that the correlation function is not radially symmetric, is not arbitrary, since an inspection of Fields results (Field, 1987 , gure 7) reveals that this is indeed the case. These results also explain the feature in the simulation results (Hancock et al., 1992) , in which the phases seem to always take the value zero, and the 1 mi solution has a di erent eigenvalue from the 2 mi solution. Dependence of the receptive eld structure on the unisotropy has also been demonstrated by Baddeley and Hancock (Baddeley and Hancock, 1991) for and arti cial environment in which the unisotropy can be systematically varied.
Hereafter, we assume this perturbation term has, in k space, the form
In order to calculate this perturbation, the representation of this perturbation in the two degenerate eigen-functions 
which is the Fourier expansion of T( k ). The representation of the perturbation matrix with respect to the two degenerate eigen-functions has the form (C 0 ( ;m;ij ;m;i) ) ( =1;2j =1;2) = (
in which = 2 mi + 2m 2m and g mi = 2 t 2m R U(k)jf mi (k)j 2 kdk: Since the two eigen-functions are degenerate, any linear combination of these two eigen-functions is an eigen-function of C. Therefore, all we have to do is to nd a linear combination of them which diagonalizes the perturbation matrix, i.e., to nd the eigenvalues and eigen-vectors of the matrix in equation 9, which are cos( =2) sin ( Hancock used images which were tilted by 45 degrees before being scanned, the preferred axis of the receptive elds was found to be 45 degrees. Again this is predicted by equation 11, because the symmetry axis of the correlation function spectrum also gets rotated by 45 degrees due to the rotated images, i.e., = 45 , and thus the solutions also get rotated by 45 degrees.
Discussion
We have derived analytically the forms of the localized principal components of natural images, based on the result about the correlation function of natural scenes (Field, 1987) . These receptive elds are shown in gure 1. We have also shown that a non-rotationally symmetric perturbation can break the degeneracy and give a de nite phase which only depends on the properties of the real world correlation function.
This technique can be generalized to environments with other correlation functions. We are currently using this method for deriving the localized principle components of natural scenes, after they have been passed through a center-surround lter, which corresponds to a retinal preprocessing.
When comparing the receptive elds predicted here, with the receptive elds of neurons in the visual cortex, two major di erences stand out. The rst is that some of the receptive elds predicted, such as the radially symmetric ones, do not exist in the visual cortex. This di erence may be due, at least in part, to the absence of a retinal preprocessing from the model we have analyzed. Another di erence, is that for each of the non-radially symmetric receptive elds predicted, only two orientations are necessary to form a complete set. This feature is a property of any method which extracts complete orthogonal sets, and is clearly in contradiction to the near-continuum of orientations found biologically. We shall rewrite this correlation function in terms of the normalized Bessel-Fourier basis W mi .
These functions are zero on the boundary and take the form (Jackson, 1975, etc.) W m (kr) = 
Since these functions are set to be zero on a circular boundary of radius a, thus the solutions for k are quantized, which take discrete values k m i where i denotes the ith zero of the function. Since we can rewrite J l (k 0 n r)e il = B Acknowledgments
