Abstract. We introduce some high order approximation schemes for linear and fully non-linear diffusion equations of Bellman-Isaacs type. Although they are not monotone one can prove their convergence to the viscosity solution of the problem. Effective implementation of these scheme is discussed and they are extensively tested.
1. Introduction. We are interested in a classical stochastic control problem whose value function is solution of the following Hamilton Jacobi equations:
+c a (t, x)v(t, x) + f a (t, x) = 0 in Q
where Q := (0, T ] × R d , A is a complete metric space. σ a (t, x) is a d × q matrix and so σ a (t, x)σ a (t, x)
T is a d × d symmetric matrix, the b a and f a coefficients are functions defined on Q with values respectively in R d and R. Let's introduce an R d -valued controled process X x,t s defined on a filtered probability space (Ω, F, F, P) by T )] with respect to the control a. Several approaches exist to solve this problem:
• The first approach is the generalized finite differences method developed by Bonnans Zidani [1] where the derivatives are approximated taking some non directly adjacent points. Directions are chosen such that the operator is consistent and it is monotone. Barles Souganidis framework [2] can be used to prove that the scheme converges to the viscosity solution of the problem.
• The second is the semi-Lagrangian approach developed by Camilli Falcone for example [3] , generalized by Munos Zidani [4] and studied in detail by Debrabant Jakobsen [5] . In this approach, the scheme is discretized in time with a step h, the brownian motion is discretized taking two values of the order of √ h. The scheme still follows the Barles Souganidis framework.
• The third approach is based on Monte Carlo techniques and the resolution of a Second Order Backward Stochastic Differential Equation.
Initially developed by Fahim, Touzi, Warin [6] for two particular schemes, it has been generalized for degenerated HJB equations by Tan [7] . The convergence of the scheme to the viscosity solution is still given by the Barles Souganidis framework. We will look at the use of semi-Lagrangian schemes for solving the control problem (1.1). These schemes have been studied in detail recently by Debrabant and Jakobsen [5] but for a low degree interpolator (typically linear) that gives a monotone operator. Under an assumption of CFL type, they show that the schemes are converging to the viscosity solution of the problem and using the method of shaking coefficients [8] , they provide an estimate of the rate of convergence. Finally, they develop a higher order scheme but without proof of convergence to the viscosity solution of the problem. In this note, we will look at non monotone approximations of higher degree. We show the convergence of such schemes to the viscosity solution of the problem and give an estimate of the error based on the fineness of the mesh. The structure of the paper is as follows: In the first part, we give the notations and some classical results of existence and uniqueness of the solution of (1.1). After time discretization, we show for some general approximations the convergence of the discrete solution to the viscosity solution of the problem if we can solve the optimization problem obtained at each time step. We explain why the monotony is not necessary to obtain convergence toward the viscosity solution: a scheme converging under certain assumptions always converges to the viscosity solution.
In the second part we develop several Lagrange interpolators, spline interpolators, and approximations based on Bernstein polynomials converging. The last part, the techniques to properly treat the boundary conditions and parallelization methods are developed so that problems of dimension greater than 2 can be tackled. On different test cases, we show that the developed schemes are effective even in cases where the theory gives no evidence of convergence (unbounded control).
Notation and regularity results.
For an approximation in dimension d, P d N will match the space of polynomials of total degree at most N meaning that f belongs to
N will correspond to the polynomials with partial degrees lesser than or equal to N meaning that f belongs to
We denote by | | the Euclidean norm of a vector. For a bounded function w, we set
|w(s, x) − w(t, y)| |x − y| + |t − s| 1 2 and |w| 1 = |w| 0 + [w] 1 . C b (Q) denote the space of bounded functions on Q and C 1 (Q) will stand for the space of functions with a finite | | 1 norm. For t given, we denote
We use the classical assumption on the data of (1.1) for a givenK:
The following proposition [5] gives us the existence of a solution in the space of bounded Lipschitz functions Proposition 2.1. If the coefficients of the equation (1.1) satisfy (2.1), there exists a unique viscosity solution of the equation (1.1) belonging to C 1 (Q). If u 1 and u 2 are respectively sub and supersolution of equation
A spatial discretization length of the problem ∆x being given, thereafter (i 1 ∆x, .., i d ∆x) withī = (i 1 , ..., i d ) ∈ Z d will correspond to the coordinates of a mesh Mī defining a hyper-cube in dimension d. For an interpolation grid (ξ i ) i=0,..N ∈ [− 1, 1] N , and for a meshī, the point yī ,j withj = (j 1 , ..,
. We denote (yī ,j )ī ,j the set of all the grids points on the whole domain. We notice that for regular mesh with constant volume ∆x d , we have the following relation for all x ∈ R d :
Finally, from one line to the other constants C may be changed.
3. General discretization. The equation (1.1) is discretized in time by the time scheme proposed by Camilli Falcone [3] for a time discretization h.
where (σ a ) i is the i-th column of σ a . We note that it is also possible to choose other types of discretization in the same style as those defined in [4] . In order to define the solution at each date, a condition on the value chosen for v between 0 and h is required. We choose a time linear interpolation once the solution has been calculated at date h:
We denote v h the discrete solution obtained for a discretization with a time step h. Proposition 3.1. The solution v h of equations (3.1) and (3.2) is uniquely defined and belongs to C 1 (Q). We check that if h ≤ (16 sup a |σ a |
Moreover, there exists C independent of h such that
Proof. The existence of a solution in C 1 (Q) is an application of the proposition 8.4 in [5] . We note that with our notations the CFL of [5] is automatically satisfied where c a is positive. In fact specializing the Lemma 4.1 of [5] to the case of Camilli Falcone's work, we see that in order to represent the scheme as a Markov chain a lesser strict CFL condition is given by 2 h + c a ≥ 0 which is satisfied by the hypothesis on h. The error estimate corresponds to the theorem 7.2 in [5] . The existence of a Lipschitz constant uniform in x and the uniform bound are given by the corollary 8.3 in the same article. It is assumed throughout this section for simplicity that N is fixed. For a function v from R d to R, we denote the set of all the values taken by v on the grids (yī ,j )ī ,j by (vī ,j )ī ,j . We define the operator T h,∆x,N with values in
is an approximation of v (not necessarily an interpolation). In the sequel we still note T h,∆x,N the operator defined on the set of function v from
. We consider the HJB equation discretized at the grids points:
with a linear interpolation between 0 and h following (3.2). We denoteṽ h,∆x,N (t) = T h,∆x,N ((vī ,j h,∆x,N (t)) (ī,j) ) the reconstructed solution in C(R d ). We will now describe the approximation operator so that the scheme converges to the viscosity solution. We will extend the notion of weight developed by [5] .
and that the functions w h i,j (f ) are positive weights functions depending on f , h and the support Mī.
Remark 3.1. The previous operator is more general than the one defined by [5] :
• A priori it depends on h. It allows us to accept some reconstructed solutions even if small oscillations are present.
• We don't impose w h i,j (f )(yk ,l ) = δīkδj ,l such that the approximation operator is not necessarily an interpolation operator. The following theorem shows that any approximation operator satisfying the above assumptions converges to the viscosity solution if the optimization problem can be solved at each time step. Theorem 3.2. Suppose T h,∆x,N satisfies the assumptions 1. We consider a sequence
Let's build a solutioñ v hp,∆xp,N of (3.6) for all p, thenṽ hp,∆xp,N converges to the viscosity solution of (1.1). Moreover for h p small enough there exists C independent on h p , N , ∆x p such that
Proof. Choose h ≤ 1 and satisfying the hypothesis of proposition (3.1). We directly estimateṽ h,∆x,N − v h . Introduce
Using the fact that the data in (1.1) belong to C 1 (Q), such that
and using the fact that |v h | 1 is bounded independently on h, one gets the estimate
Using the fact that |f a | 1 , |c a | 1 are bounded independently of a:
By combining the above equation with (3.10):
so there existsĈ such that
Moreover applying the previous iteration at the first time step :
and by using the definition of v h,∆x,N on [0, h] given by (3.2)
Using the discrete Gronwall lemma
Moreover by using |ṽ hp,∆xp,N − v hp | 0 ≤ |ṽ hp,∆xp,N − v hp | 0 + |v hp − v| 0 and the proposition (3.1) we get the final result. Remark 3.2. The weight functions do not necessarily correspond to the quadrature weights of a quadrature method.
Remark 3.3. The suppositions on the weight function assure that the scheme is a nearly monotone one. The approximation of the function leads to a global scheme which is the perturbation of a monotone one and it is not surprising that ist is converging towards the viscosity solution (see remark 2.1 in [2]) 4. Some approximating operators. In this section we first develop some methods based on Lagrange interpolators and splines. We examine in particular the Lagrange interpolators using the Gauss Lobatto Legendre and Gauss Lobatto Chebyshev quadratures associated to some truncation. We will also consider the case of cubic splines and monotone cubic splines used by [5] which have the characteristic of not requiring truncation. In the last section, we will detail some polynomial approximation of Bernstein type that also do not require truncation and provide a monotone scheme.
Truncated Lagrange interpolators.
For more information on the Lagrange interpolators and their properties, one can refer to Appendix (6.1). In this section, we suppose that a Lagrange interpolator with quadrature points 
has the following properties:
Proof. The first assertion is obtained by definition of the truncation. The second assertion can be deduced from (6.2): if there is no truncation in x
If there is truncation in x, for example a truncation to the maximum value, we note yk ,l the point where f (yī ,j ) is maximum and we suppose for instance that f (yī ,j ) ≥ 0. We have the relation:
Of course the same result can be obtained with a minimum truncation.
Proposition 4.2. The interpolatorÎ
satisfies the assumptions (1) so thatṽ h,∆x,N converges to the viscosity solution. Moreover
Proof. Because of the truncation for each point x of a mesh Mī, we have
Then choose the weight functions above associated to the points with values associated to the extremal points vī,vī and take a weight equal to 0 for other points. The final estimation is obtained by proposition (3.1) and theorem (3.2). Remark 4.1. Due to this estimation the truncation should be such thatK h = h ) and at best in
Proof. Let v be the solution of (1.1) that we suppose regular. Defining
we get
For the first part the consistency error is in O(h). The interpolation error is given by (6.1) when no truncation is achieved. When the truncation is effective, it means for example that the non truncated interpolator gives a value which is above all the values at the quadrature point of the mesh. So I
v(x) and the approximation has an error in between O(h 2 ) and O(h N +1 ).
Then the consistency error with this term is at least the one obtained by the linear interpolator.
Cubic spline interpolators.
It is clear that the interpolator satisfies the assumptions (1) and that we satisfy the assumptions of theorem (3.2). As before, the consistency order depends on the fact the truncation has been performed or not. converges to the viscosity solution v and the convergence rate is given by:
Monotone cubic spline ([5]).
It is possible to modify the cubic spline algorithm to obtain a monotone interpolation by direction (but not globally monotone) so that the interpolated function is C 1 . It is achieved by modifying the estimated derivatives used by the spline following the Eisenstat Jackson Lewis algorithm [10] (derived from the Fritsch-Carlson algorithm). This ensures the monotony of the interpolated function. Debrabant and Jakobsen have modified this algorithm by relaxing the continuity of the derivative so that the interpolation is reduced to a local problem on the mesh and adjacent cells. This interpolation is of order 4 in the mesh if the interpolated function is monotone. By tensorization, we define a non-monotone interpolation operator in dimension d that can be written:
where the support of w
It is clear that the interpolator satisfies assumption (1) and the assumptions of theorem (3.2). As shown in [5] In fact it is shown in [11] that when the data is non monotone, the Fritsch-Carlson type algorithm (which has been modified to get the Eisenstat Jackson Lewis algorithm) is only clipping the solution to the maximum of the interpolated points so is equivalent to a truncation withK h = 0. So the local consistency error is similar to the one obtained by the other scheme developed when truncation is achieved.
Approximation with Bernstein polynomials.
The weights associated to Bernstein polynomials are positive (Appendix (6.2)), independent on the function. Their sum is equal to one and we get nearly all the assumptions used by [5] except the fact that this is not an interpolator. By using the results given in appendix (6.2) we deduce that Proposition 4.8. The scheme with Bernstein approximation B N of degree N (in each dimension) converges to the viscosity solution of (1.1) with
and the consistency error is of order O(h + ∆x 2 N h ). 5. Some numerical results. In this section we focus on techniques for effective implementation of Semi Lagrangian algorithms. We will focus on fully explicit schemes that do not pose problems for high order schemes. We are interested in any special treatment of the boundary conditions that can avoid problems with this kind of algorithm. The parallelization strategy is investigated and on numerical examples, we calculate the rate of convergence of the different methods on conventional tests from [5] and [4] . We eventually use numerical tests with unbounded controls to show that the methods work even outside the theoretical framework of convergence. We insist that in our tests any meshes are taken: in particular, the discretizations do not respect the monotony of functions and discretization parameters are not chosen so that the approximation points are inside the domain. If the value of a function must be estimated outside the domain, the scheme is amended as indicated in the following paragraph. If no change is possible we truncate the solution projected on the edge of the domain. The order of the estimate may be lower than the theoretical one or the one given by [5] but closer to a real use of the schemes.
5.1. Boundary conditions. The boundary conditions are often problematic for PDEs and their treatment by the Semi Lagrangian methods exacerbates the problem. Indeed, if for example we solve a problem with b and σ constant for simplicity and if x is a mesh point near the edge then x + bh + √ hσ can be out of the domain resolution. This problem occurs if a point is too close to the edge and if the volatility is too large or the time steps too small. A first possibility which is quite natural is to interpolate the solution outside the domain or to set it to a given value. The interpolation is to be avoided as much as possible because it causes oscillations that can explode during resolution. The first trick is to modify the schema. You can often avoid fetching points outside the area by changing the points sought by the interpolation. In Figure (5.1) we show how a 1D scheme starting from a point x may need a point out of the domain. The points used can be modified (respecting 'mean' and 'variance'). We denote dX − Fig. 5.1 . Modification of the scheme for boundary conditions the difference between x + bh and the point reached by below and dX + the distance with the point reached by above. If the scheme is not modified, dX + = dX − = σ √ h and the 'probability' to reach these points are P − = P + = 1 2 . If a value has to be interpolated outside the domain, new weights and new interpolation points inside the domain are calculated respecting
In the general case this modification of the "probabilities" force us to modify the interpolation point in the other directions. In the corners of the domain the modification thus can be impossible and some kind of extrapolation has to be used. Remark 5.1. The Bonnans Zidani method has the same flaw: when the scheme needs some points outside the domain, the consistency or the monotonicity has to be relaxed.
Parallelization technique.
In order to solve a stochastic control problems in high dimension (3 or above) parallelization techniques are required. One explains on a case in dimension 2 how parallelization can be achieved to get nearly a linear speed up and to be able to size up. Of course thread parallelization can be easily added to this techniques. Suppose that we have 4 processors and that the grid of points is split between processor ( figure (5.2) ). At the initial date, each processor has its own data (the initial solution). At the first time step, each processor needs some data owned by other processors : some values needed by the interpolation. The control being bounded one can determine the envelop of the points needed by the processor. On figure (5.2) , we give the data needed by processor 3 for its optimization. Then some MPI communications are realized once at each time step.
Some test cases.
In this section we give some results for the explicit scheme with polynomial approximation of Bernstein type (BERN i where i is the degree of the polynomial), with linear interpolation (LIN), with Chebyshev interpolation (TCHEB i), with Legendre interpolation (LEGEND i), with cubic splines (CUBIC), with monotone cubic splines (MPCSL following the name given by [5] ). The first 3 are taken from the literature, but by extending the domain of resolution to get highly non-monotone solutions. The two last do not fit into the framework of the theory because the condition given by equation 2.1 is not verified. They are however interesting because the methods developed are effective. Unlike [5] , we chose to set the same time step, and set the same control discretization for all the methods and all the space discretization in a given test case. By converging in space very thinly we should get some residual errors due to these fixed discretizations. All truncation are achieved with K h = 0. In the tables, NbM correspond to the number of mesh per direction, Err the error with respect to the analytical or reference solution, Time correspond to the CPU times for the resolution, and Rate to the order of convergence numerically calculated: if Err(n) is the error obtained with n meshes per direction, the order of convergence with 2n meshes is given by log(Err(n))−log(Err(2n)) log2
. 5.3.1. First test case without control [5] . Coefficients are: We take β = 0.1 and solve the problem on
The analytical solution is u(t, x) = (2 − t) sin x 1 sin x 2 . The number of time steps is equal to 2000. Considering the results in table (5.1), we can conclude that on a regular linear problem:
• The order of convergence of the linear approximation is roughly 2, for CUBIC, MPCSL, TCHEB, LEGEND it is roughly 3 independently on the order of the interpolator.
• The cost of Chebyshev is twice the cost of the Legendre polynomials: a analysis shows that this is due to trigonometric functions that are costly in time.
• The use of monotone spline is not superior to classical spline approximation with truncation.
• Bernstein polynomial are not competive • The three most effective schemes are the CUBIC, MPCSL and LEGEND with degree 2.
5.3.2.
A second test case without control [5] . Its solution is not regular
2 , the number of time step is equal to 2000. Our previous results are confirmed and here Lagrange polynomial of degree two are the most effective. Note that CUBIC and MPCSL give the same results for these discretizations (it is not true for more coarse discretizations not given here).
5.3.3.
Control problem with a regular solution [5] , [4] . The regular solution is given by Coefficients are given by
2 and the number of time steps is equal to 1000, the number of control equal to 4000. CPU times are given for a number of core equal to 192. Once again the quadratic approximation Legend 2 is the most effective.
One dimensional optimization problem with unbounded control.
The theory is developed for bounded controls. One may wonder if we are able to solve problems with unbounded control. We are interested in a stochastic target problem where we want to drive a portfolio towards the value 1 at T with a given probability x where κ represents the volatity of the underlying asset. The minimal value of the initial portfolio to reach the target with probability x at date t is solution of (1.1) with :
The set of controls depends on the solution. Numerically a is bounded so that the diffusion coefficients don't explode. We use the solution calculated at the previous time step u(t − h, x) to estimate A(u(t, .)) A(u(t − h, .)). A pseudo analytic solution can be calculated by Fenchel transform.
The solutions obtained for the various schemes are given in Table ( 5.4). The controls are bounded to 16, the number of controls tested is equal to 8000 and the number of time steps is taken equal to 1600. CPU times are given for 48 cores used. All the methods have similar convergence rate but for very coarse meshes high order schemes are far more effective. On the finer meshes used, LEGEND 2, CUBIC and MPCSL still give the best results considering the error versus the computing time.
5.3.5. A 2D dimensional control problem. We use here the stochastic target problem from [12] . Coefficients are given by:
The initial condition for a European call with strike K is given by:
The value function u is convex in x 2 . Its Legendre-Fenchel transform u * can be estimated by Monte Carlo method and we numerically calculate our reference solution u = u * * with Similarly to the previous case, the higher order scheme are not superior to the LINEAR scheme in term of rate of convergence but for coarse meshes the higher order schemes are clearly superior. It is important to notice that it is not an interpolation. Only points 0 and 1 are interpolated. By tensorization [19] B N1,..,N d (f )(x 1 , ..,
...
By introducing the modulus of continuity The weights associated to this approximation are positive and independent on the function so this operator is monotone. It is known that it preserves the convexity. Many other approximations with similar properties can be developed [20] .
