On the identification of a class of linear models by Jin Tian
On the Identiﬁcation of a Class of Linear Models
Jin Tian
Department of Computer Science
Iowa State University
Ames, IA 50011
jtian@cs.iastate.edu
Abstract
This paper deals with the problem of identifying direct causal
effects in recursive linear structural equation models. The pa-
per provides a procedure for solving the identiﬁcation prob-
lem in a special class of models.
Introduction
Structural equation models (SEMs) have dominated causal
reasoning in the social sciences and economics, in which in-
teractions among variables are usually assumed to be linear
(Duncan1975;Bollen 1989). This paperdeals with one fun-
damental problem in SEMs, accessing the strength of linear
cause-effect relationships from a combination of observa-
tional data and model structures.
The problem has been under study for half a century, pri-
marily by econometricians and social scientists, under the
name “The Identiﬁcation Problem”(Fisher 1966). Although
many algebraic or graphical methods have been developed,
the problemis still farfrombeingsolved. Inotherwords, we
do not have a necessary and sufﬁcient criterion for deciding
whetheracausaleffectcanbecomputedfromobserveddata.
Most available methods are sufﬁcient criteria which are ap-
plicable only when certain restricted conditions are met.
In this paper, we show that the identiﬁcation problem is
solved in a special class of SEMs. We present a procedure
thatwill decidewhethereachparameterin themodelisiden-
tiﬁed or not and, if the answer is positive, the procedurewill
express the parameter in terms of observed covariances.
We begin with an introduction to SEMs and the identi-
ﬁcation problem, and give a brief review to previous work
before presenting our results.
Linear SEMs and Identiﬁcation
A linear SEM over a set of random variables V =
{V1,...,V n} is given by a set of structural equations of the
form
Vj =

i
cjiVi +  j,j =1 ,...,n, (1)
where the summation is over the variables in V judged to
be immediate causes of Vj. cji, called a path coefﬁcient,
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X =  x
W = aX +  w
Z = bX +  z
Y = cW + dZ +  y
Cov( x,  z) =0
Cov( w,  y) =0
Figure 1: A linear SEM.
quantiﬁes the direct causal inﬂuence of Vi on Vj,a n di sa l s o
called a direct effect.  j’s represent “error” terms and are as-
sumedto havenormaldistribution. Inthis paperwe consider
recursive models and assume that the summation in Eq. (1)
is for i<j ,t h a ti s ,cji =0for i ≥ j. The set of variables
(and the corresponding structural equations) are considered
to be ordered as V1 <V 2 < ... < V n. We denote the co-
variances between observed variables σij = Cov(Vi,V j),
and between error terms ψij = Cov( i,  j). We denote the
following matrices, Σ=[ σij], Ψ=[ ψij],a n dC =[ cij].
Without loss of generality, the model is assumed to be stan-
dardized such that each variable Vj has zero mean and vari-
ance 1.
The structural assumptions encoded in the model are the
zero path coefﬁcient cji’s and zero error covariance ψij’s.
The modelstructure can be representedby a directedacyclic
graph (DAG) G with (dashed) bidirected edges, called a
causal diagram (or path diagram), as follows: the nodes
of G are the variables V1,...,V n; there is a directed edge
from Vi to Vj in G if Vi appears in the structural equation
for Vj,t h a ti s ,cji  =0 ; there is a bidirected edge between
Vi and Vj if the error terms  i and  j have non-zero corre-
lation (ψij  =0 ). Figure 1 shows a simple SEM and the
corresponding causal diagram in which each directed edge
is annotated by the corresponding path coefﬁcient.
The parameters of the model are the non-zero entries in
the matrices C and Ψ. Fixing the model structure and given
parameters C and Ψ, the covariance matrix Σ is given by
(see, for example, (Bollen 1989))
Σ=( I − C)
−1Ψ(I − C)
T −1
. (2)
Conversely,in the identiﬁcationproblem,giventhe structure
of a model, one attempts to solve for C in terms of the given
1284Figure 2: A typical instrumental variable
covariance Σ. If Eq. (2) gives a unique solution to some
path coefﬁcient cji, independent of the (unobserved) error
correlations Ψ, that path coefﬁcient is said to be identiﬁed.
In other words, the identiﬁcation problem is that whether
a path coefﬁcient is determined uniquely from the covari-
ance matrix Σ given the causal diagram. If every parame-
ter of the model is identiﬁed, then the model is identiﬁed.
Note that the identiﬁability conditions we seek involve the
structure of the modelalone, not particular numericalvalues
of parameters, that is, we insist on having identiﬁcation al-
most everywhere, allowing for pathological exceptions (see,
for example, (Brito & Pearl 2002a) for formal deﬁnition of
identiﬁcation almost everywhere).
Previous Work
Many methods have been developed for deciding whether a
speciﬁc parameter or a model is identiﬁable. For example,
the well-known instrumental variable (IV) method (Bowden
& Turkington 1984) require search for variables (called in-
struments) that are uncorrelated with the error terms in spe-
ciﬁc equations. A typical conﬁguration of the IV method
i ss h o w ni nF i g .2 ,i nw h i c hZ serves as an instrument for
identifying the causal effect b as
b = σZY/σZX. (3)
Traditional approaches are based on algebraic manipula-
tion of the structural equations (Fisher 1966; Bekker, Mer-
ckens, & Wansbeek 1994; Rigdon 1995). Recently graphi-
calapproachesforidentifyinglinearcausaleffectshavebeen
developed,andsomesufﬁcientgraphicalconditionswerees-
tablished (McDonald 1997; Pearl 1998; Spirtes et al. 1998;
Pearl 2000; Tian 2004). The applications of these methods
are limited in scope, and typically some special conditions
have to be met for these methods to be applicable.
One principled approach for the identiﬁcation problem is
to writeEq.(2)foreachtermσij ofΣ usingWright’smethod
of path coefﬁcients (Wright 1934). Wright’s equations con-
sist of equating the (standardized) covariance σij with the
sum of productsof parameters (cji’s and ψji’s) along all un-
blocked paths between Vi and Vj. A path is unblocked if
there is no node X such that both edges connected to X
in the path have an arrow at X (→ X ←). A path coefﬁ-
cient cij is identiﬁed if and only if Wright’s equationsgive a
uniquesolutionto cij, independentof errorcorrelations. For
example, the Wright’s equations for the model in Fig. 2 are
σZX = a
σZY = ab (4)
σXY = b + ψXY
Based on Wright’s equations, a number of sufﬁcient graph-
ical criteria for model identiﬁcation have been developed
(Brito & Pearl 2002c; 2002b; 2006), which establish con-
ditions for all the parameters in the model to be identiﬁed.
Recently, another principled approach for the identiﬁca-
tion problem is presented in (Tian 2005), which is similar to
Wright’smethodbutisbasedonexploitingpartialregression
coefﬁcients. In this paper, we will use the partial regression
coefﬁcients method to solve the identiﬁability problem in a
special class of SEMs, determining whether each individual
parameter in the model is identiﬁable or not. First we intro-
duce the method.
Partial regression equations
For a set S ⊆ V ,l e tβij.S denote the partial regression co-
efﬁcient which represents the coefﬁcient of Vj in the linear
regressionof Vi on Vj and S. (Notethat the orderof the sub-
scripts in βij.S is essential.) Partial regression coefﬁcients
can be expressed in terms of covariance matrices as follows
(Cramer 1946):
βij.S =
ΣViVj − ΣT
ViSΣ
−1
SSΣVjS
ΣVjVj − ΣT
VjSΣ
−1
SSΣVjS
, (5)
where ΣSS etc. represent covariance matrices over corre-
sponding variables.
Let Sjk denote a set
Sjk = {V1,...,V j−1}\{ Vk}. (6)
(Tian 2005) derived an expression for the partial regression
coefﬁcient βjk.Sjk, for each pair of variables Vk <V j,i n
terms of the model parameters (path coefﬁcients and error
covariances) given by
βjk.Sjk = cjk + αjk −

k+1≤l≤j−1
βlk.Slkαjl,
j =2 ,...,n, k=1 ,...,j− 1, (7)
whereαjk’s are deﬁnedduringthe processof “orthogonaliz-
ing” the set of error terms to obtain a new set of error terms
{  
1,...,   
n} that are mutually orthogonalin the sense that
Cov(  
i,   
j)=0 , for i  = j. (8)
The Gram-Schmidt orthogonalization process proceeds re-
cursively as follows. We set
  
1 =  1 (9)
For j =2 ,...,n,w es e t
  
j =  j −
j−1 
k=1
αjk  
k (10)
in which
αjk =
Cov( j,   
k)
Cov(  
k,   
k)
. (11)
The set of equations given by (7) are called the partial
regression equations. As an example, the partial regression
1285Figure 3: A P-structure
equations for the model shown in Figure 1 are given by
βWX = a (12)
βZW.X =0 (13)
βZX.W = b + αZX (14)
βYZ . WX = d (15)
βYW . XZ = c + αYW (16)
βYX . WZ = −βWXαYW (17)
which happen to be linear with respect to all the parameters.
It is not difﬁcult to solve these equations to obtain that the
path coefﬁcients a, d,a n dc are identiﬁed.
Given the model structure (represented by zero path co-
efﬁcients and zero error correlations), some of the cjk’s and
αjk’s will be set to zero in Eq. (7), and we can solve the
identiﬁability problem by solving Eq. (7) for cjk’s in terms
of the partial regression coefﬁcients. This provides a princi-
pled method for solving the identiﬁability problem. A path
coefﬁcient cij is identiﬁed if and only if the set of partial re-
gressionequationsgivea uniquesolutionto cij, independent
of error correlations.
The partial regression equations are linear with respect to
path coefﬁcient cjk’s and parameter αjk’s, but may not be
linear with respect to ψij’s. αjk’s are nonlinear functions of
ψij’s and may not be independent with each other. In this
paper, we will identify a class of SEMs in which we can
treat αjk’s as independent free parameters and thus for this
classofSEMsthepartialregressionequationsbecomelinear
equations.
P-structure-Free SEMs
Deﬁnition 1 (P-structure) For j>k>i , if there is a bidi-
rected edge between Vj and Vi, and a bidirected edge be-
tween Vi and Vk, then we say that there is a P-structure in
the causal diagram under the variable order V1 <...<V n
(see Fig. 3). Equivalently, in terms of model parameters, we
say that for j>k>i ,i fψji  =0and ψki  =0 , then there is
a P-structure in the SEM.
This deﬁnition of P-structure depends on the order of the
variables. In general we could rearrange the order of the
variables as far as they are consistent with the topological
order of the causal diagram. For example, the variables in
Figure 1 can be ordered as X<W<Z<Yor as X<
Z<W<Y. It is possible that there is a P-structure in one
order of the variables but not in another.
Deﬁnition 2 (P-structure-free Model) We will say that a
SEM (or causal diagram) is P-structure free if there exists
an ordering of the variables that is consistent with the topo-
logical order of the causal diagram such that there is no
P-structure in the causal diagram under this order.
In this paper we will consider P-structure-free SEMs and
assume that the variables are ordered V1 < ... < V n such
that there is no P-structure under this order.
First we show that in a P-structure-free SEM, αjk’s can
be treated as independent free parameters of the model.
Lemma 1 In a P-structure-free SEM
αjk =
ψjk
Cov(  
k,   
k)
(18)
Proof sketch: Proof by induction. Assume Eq. (18) holds
for all αjk such that j  <j ,a n df o ra l lαjk such that k  <
k.T h e n
αjk =
Cov( j,   
k)
Cov(  
k,   
k)
=
ψjk − c
k−1
l=1 αklCov( j,   
l)
Cov(  
k,   
k)
=
ψjk − c
k−1
l=1 ψklψjl/Cov(  
l,   
l)
Cov(  
k,   
k)
(induction hypothesis)
Now since there is no P-structure either ψkl or ψjl has to be
zero. Therefore Eq. (18) holds. 
Corollary 1 In a P-structure-free SEM αjk =0if and only
if ψjk =0 . Graphically speaking, αjk =0if and only if
there is no bidirected edge between Vj and Vk.
From Lemma 1 it is clear that αjk’s can be treated as inde-
pendent parameters in place of ψjk’s in the set of equations
given by (7). The identiﬁcation problem is reduced to that
solving Eq. (7) for cjk’s in terms of the partial regression
coefﬁcients βjk.Sjk’s, and a path coefﬁcient cjk is identi-
ﬁed if and only if the set of partial regression equations (7)
give a unique solution to cjk that is independent of αjk’s.
The difﬁculty of solving these linear equations lies in that
the coefﬁcients of these equations, the partial regression co-
efﬁcients, are not independent free parameters. The partial
regression coefﬁcients are related to each other in a compli-
cated way, and it is difﬁcult to decide the rank of the set of
linearequationssinceit isnoteasytodeterminewhethercer-
tain expressionsof partial regression coefﬁcients will cancel
out each other and become identically zero. To overcome
this difﬁculty, next we show that the partial regression coef-
ﬁcients that appear in Eq. (7) can be expressed in terms of
the free parameters cjk’s and αjk’s.
1286Figure 4: An active path between Vk and Vj given Sjk
We know that Wright’s equations express covariance σij
in terms of the sum of products of parameters of the edges
alongpathsbetweenVi andVj. Herewewill derivea similar
result for the partial regression coefﬁcients in a P-structure-
free causal diagram. We assume that each directed edge
Vj ← Vk is associated with the path coefﬁcient cjk and
each bidirected edge Vj ↔ Vk is associated with the param-
eter αjk. Next we show how a partial regression coefﬁcient
βjk.Sjk is related to the parameters along paths between Vj
and Vk in a causal diagram. First, we deﬁne some graphical
notations.
A path between two nodes X and Y in a causal diagram
consists of a sequence of consecutive edges of any type (di-
rected or bidirected). A non-endpoint node Z on a path is
called a collider if two arrowheads on the path meet at Z,
i.e. → Z ←, ↔ Z ↔, ↔ Z ←, → Z ↔; all other non-
endpoint nodes on a path are non-colliders,i . e . ← Z →,
← Z ←, → Z →, ↔ Z →, ← Z ↔.
Deﬁnition 3 (Active Path) A path between two nodes X
and Y is said to be active given a set of nodes Z if
(i) every non-collider on the path is not in Z, and
(ii) every collider on the path is in Z.
Lemma 2 In a P-structure-free SEM, every node Vl on an
active path between Vk and Vj given Sjk where k<jmust
be a collider and is ordered between Vk and Vj, Vk <V l <
Vj (see Figure 4).
The proof of Lemma 2 is ignored due to space constraints.
For a path p,l e tT(p) represent the product of the pa-
rameters along path p. For example, let p be the path
V1 → V2 → V6 ↔ V8 in Figure 5. Then T(p)=c21c62α86.
Lemma 3 In a P-structure-free SEM,
βjk.Sjk =

p:active path given Sjk
(−1)|p|−1T(p), (19)
in which the summation is over all the active paths between
Vj and Vk given Sjk and |p| represent the number of edges
on p.
Proof idea: Proof by induction using Eq. (7) and Lemma 2.

As a corollary of Lemma 3 we have that βjk.Sjk =0if
there is no active path between Vj and Vk given Sjk,w h i c h
essentially says that βjk.Sjk =0if Vj is conditionally inde-
pendent of Vk given Sjk (see (Spirtes et al. 1998)).
Next, we show how to solve the set of partial regression
equations given by Eq. (7) in a P-structure-free SEM.
Identifying P-structure-free SEMs
In a P-structure free SEM, to decide the identiﬁability of
the path coefﬁcients associated with a variable Vj, cjk’s,
all we need to do is to solve the j − 1 equations in (7),
k =1 ,...,j− 1,f o rcjk’s in terms of βjk.Sjk’s, and cjk is
identiﬁedif and only if the set of equationsgive a unique so-
lution to cjk. Each of the equation expressesthe active paths
between Vj and a variable and we will name each equation
after the correspondingvariable as
(Vk):βjk.Sjk = cjk + αjk −

k+1≤l≤j−1
βlk.Slkαjl. (20)
Consider the case that there is a directed edge from Vk to
Vj, Vk → Vj, in the causal diagram. The path coefﬁcient
cjk only appears once in this j − 1 equations, that is, in the
equation (Vk). We can express cjk in terms of αji’s,
cjk = βjk.Sjk − αjk +

k+1≤l≤j−1
βlk.Slkαjl. (21)
Therefore cjk is identiﬁable if none of the αji’s appears in
this equation or all the αji’s appearing in the equation are
identiﬁable.
Next, we consider the rest of equation (Vk)’s given by
(20)wherethereis nodirectededgefromVk to Vj andthere-
fore cjk =0 .L e tΓj denote this set of linear equations, in
which αji’s are the variables. In general Γj may have more
equations than variables, or more variables than equations.
A common approach to represent the structures of systems
of equations is using bipartite graphs. A bipartite graph is
an undirected graph G =( N,E) in which the set of nodes
N can be partitioned into two sets N1 and N2 such that all
edges in E go between the two sets N1 and N2.Amatch-
ing in a bipartite graph is a set of edges that do not share
nodes. A matching is maximal if it is not properly contained
in any other matching. A node X is matched by matching
M if some edge in M is incident on X,o t h e r w i s eX is un-
matched. We use a bipartite graph to represent the relations
between equations and variables as follows. Let each node
in N1 represent an equation, each node in N2 represent a
variable, and each edge in E represent that the variable ap-
pears in the corresponding equation. For example, Figure 6
shows the bipartite graph representation for the set of equa-
tions (25) to (28).
LetBGbethebipartitegraphrepresentingthesetofequa-
tions Γj.L e tM be a maximal matching in BG.L e tΔj be
the set of equationsthat are matchedby the matchingM and
Δ 
j be the set of equations that are unmatched by M.T h e
equations in Δ 
j are redundant considering only the struc-
tural information of the equation system. The number of
equations in Δj is no more than the number of variables in
Δj. For any set of equations S,l e t|S| denote the number of
equations in S,a n dl e tnS denote the number of variables in
S.
Deﬁnition 4 (Non-over-constrained System) As y s t e mo f
equationsS is non-over-constrainedif anysubsetof k ≤| S|
equations of S contains at least k different variables.
Lemma 4 Δj is non-over-constrained.
Proof: Any subset of k equations of Δ contains at least
the k variables that match the subset of equations in the
matching M. 
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is using Simon’s causal ordering algorithm (Simon 1953),
extended in (Lu, Druzdzel, & Leong 2000). The algorithm
works by successively solving self-contained set of equa-
tions. A non-over-constrained set of equations S is self-
contained if |S| = nS. A self-contained set is minimal if
it does not contain any self-contained subsets.
Next we present the causal ordering algorithm as de-
scribed in (Lu, Druzdzel, & Leong 2000). The algorithm
starts with identifying the mininal self-contained subsets in
the input system K.T h e n w e solve these subsets, remove
the equations in those subsets from K,a n dsubstitute the
values of solved variables into remaining equations. The re-
maining set of equations is called the derived system.W e
keep applying identifying, solving, and substitution opera-
tions on derived system until either the derived system D is
empty, which means that K is self-contained, or there are
no more self-contained subsets that can be identiﬁed, which
means that the set of remaining variables in D can not be
solved and D is called a derived strictly under-constrained
subsets.
The following lemma shows that we can always solve a
self-contained subset of Δj, and therefore the causal order-
ing algorithm can be used to solve Δj.
Lemma 5 The set of equations in any self-contained subset
A of Δj, or in a derived self-contained subset of Δ, are lin-
ear independent. That is, A can be solved for unique values
of the set of variables in A.
Proof idea: Let the set of equations be {(Z1),...,(Zm)}.
Assume that each equation(Zi) matchesthe variableαVjAi.
Then for every node Zi, there is an active path pi between
Zi and Vj that includes the edge Ai ↔ Vj by Lemma 3.
The determinant of the coefﬁcient matrix of the set of
equations will contain the term

i T(pi). This term can not
be cancelled out by any other term because any active path
between Zl and Vj that includes the edge Ai ↔ Vj must
contain an edge that does not appear in any of p1,...,p n.
Note that the proof is similar to the proof for Theorem 1 in
(Brito & Pearl 2006). 
After applying the causal ordering algorithm to solve Δj,
if the derived system D is empty, then every αjk is iden-
tiﬁed. If the derived system D is a derived strictly under-
constrained subsets, then the set of variables in D can not
be identiﬁed. Therefore this procedure will tell which αji’s
are identiﬁable, and which αji’s are not identiﬁable. Then
the identiﬁability of the path coefﬁcients cjk’s can be deter-
mined by Eq. (21). Although the equations in Δ 
j are redun-
dant in the sense that they are not useful for determining the
identiﬁability of parameters, they lead to constraints on the
covariance matrix implied by the SEM. Finally, to decide
the identiﬁability of every path coefﬁcients in the model, we
apply this procedure for each j from 2 to n.
The following theorem state the conditions for the model
identiﬁcation.
Theorem 1 A P-structure-free SEM is identiﬁed if and only
if Δj is self-contained for every j.
Figure 5: A SEM
Figure 6: The bipartite graph representation of equations
An example
We illustrate the procedure we presented by applying it to
the model given in Figure 5. Assume that we would like
to decide the identiﬁability of the path coefﬁcients associ-
ated with V8. First we express c87, c86, c85 in terms of
α87,α86,α85:
c87 = β87.S87 − α87 (22)
c86 = β86.S86 − α86 + β76.S76α87 (23)
c85 = β85.S85 − α85 (24)
Thenwe give the set of equationscorrespondingto variables
V1,V 2,V 3,V 4:
V4 : β84.S84 = −β54.S54α85 (25)
V3 : β83.S83 = −β53.S53α85 − β63.S63α86 (26)
V2 : β82.S82 = −β52.S52α85 − β62.S62α86 (27)
V1 : β81.S81 =0 (28)
The bipartite graph representation of these set of equations
is shown in Figure 6, which also shows a maximum match-
ing in which (V3) and (V2) are matched. Equations (V3)
and (V2) form a minimal self-contained set, and they can be
solved to obtain a solution for α85 and α86
α85 =
β82.S82β63.S63 − β83.S83β62.S62
β53.S53β62.S62 − β52.S52β63.S63
(29)
α86 =
β83.S83β52.S52 − β82.S82β53.S53
β53.S53β62.S62 − β52.S52β63.S63
(30)
α87 does not appear in any equations and therefore is not
identiﬁable. Equations (V1) and (V4) are unmatched and
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Figure 7: A SEM model
lead to constraints implied by the model. More speciﬁcally,
equation (V1) represents the conditional independence con-
straints that V8 is conditionally independent of V1 given all
other variables. Substituting the value of α85 into equation
(V4) leads to the following constraints
β84.S84 = −β54.S54
β82.S82β63.S63 − β83.S83β62.S62
β53.S53β62.S62 − β52.S52β63.S63
(31)
Finally, substituting the solutions for α85 and α86 into Eqs.
(22) to (24) we conclude that c85 is identiﬁed as
c85 = β85.S85 −
β82.S82β63.S63 − β83.S83β62.S62
β53.S53β62.S62 − β52.S52β63.S63
(32)
and that c86 and c87 are not identiﬁable.
Conclusion and Discussions
Theidentiﬁcationproblemhasbeenalongstandingproblem
in the applications of linear SEMs. Given a SEM, we would
like to know which parameters in the model are uniquely
determined by the observed covariances and which param-
eters are not, and we would like to know what constraints
are implied by the modelstructure on the covariancematrix.
In this paper, we provide a procedure for answering these
questions in a special class of SEMs.
The applications of this result may be broadened by com-
bining it with a model decomposition technique given in
(Tian 2005), which shows that a model can be decomposed
into a set of submodels such that the identiﬁcation problem
can be solvedindependentlyin each submodel. It is possible
that a model which is not P-structure-free may be decom-
posed into submodels all of which are P-structure-free. For
example, the model in Figure 7(a) is not P-structure-free.
However (Tian 2005) shows that the identiﬁcation problem
canbesolvedindependentlyinthetwomodelsinFigure7(b)
and (c). Now the modelin Figure 7(c)is P-structure-freeun-
der the order W<Z<X<Y . Hence, we conclude that
the identiﬁcation problem in the modelin Figure 7(a) can be
solved by the procedure given in this paper.
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