Monte Carlo Test Assembly for Item Pool Analysis and Extension
Dmitry I. Belov, Law School Admission Council Ronald D. Armstrong, Rutgers, The State University of New Jersey A new test assembly algorithm based on a Monte Carlo random search is presented in this article. A major advantage of the Monte Carlo test assembly over other approaches (integer programming or enumerative heuristics) is that it performs a uniform sampling from the item pool, which provides every feasible item combination (test) with an equal chance of being built during an assembly. This allows the authors to address the following issues of pool analysis and extension: compare the strengths and weaknesses of different pools, identify the most restrictive constraint(s) for test assembly, and identify properties of the items that should be added to a pool to achieve greater usability of the pool. Computer experiments with operational pools are given. Index terms: stochastic search, linear test assembly, item response theory, item pool analysis, item pool extension, item pool design.
and van der Linden (2000); Ariel, Veldkamp, and van der Linden (2004) ; and van der Linden, Veldkamp, and Ariel (in press ). The central issue with CAT is to create item pools, used for CAT administrations, from a large item bank; van der Linden et al. (in press ) created a pool composed of a given number of nonoverlapping forms assembled to satisfy constraints on item exposure and ability distribution. As a side effect of the item pool design, guidelines for item bank extension can be obtained. The problem of item bank design for linear testing was addressed by van der Linden, Veldkamp, and Reese (2000) . The authors used the mixed-integer programming (MIP) approach to build a blueprint of an item bank providing a given number of tests (the blueprint design for a CAT pool was considered by . The objective function minimized an estimated cost of item construction. Item categories were established, and the desired number of items from each category was obtained from an MIP solution. By comparing the composition of existing items against the blueprint, the problem of item bank extension can be explored. One of the objectives of this article is also to guide item construction, but a different approach is taken. A new Monte Carlo test assembler generates frequency data for each item based on the relationship between given test assembly constraints and an item pool. The frequency data are used for identifying item types to add to the pool to acquire more nonoverlapping tests, which increases usability of the pool.
Since the early 1990s, testing organizations have shown an increased interest in automated test assembly. Most practical test assembly problems are NP-hard (basically, this means that the running time of the solver, in the general case, depends exponentially on the size of the problem; see a precise definition in Nemhauser & Wolsey, 1988) . However, the assembly of a single linear test is not difficult in practice. Test specifications (test assembly constraints) considered in this study include content constraints (cognitive skills, correct answer key, topics, word count, diversity, item position, item enemies, and mean score) and item response theory (IRT) constraints (the test section information and characteristic curves [Lord, 1980] must be within a specified range at designated ability points, e.g., between −3 and +3 sampled with a certain step). Any combination of items meeting test assembly constraints yields an acceptable test. A typical item pool would give rise to a large number of ways to combine items to make a test (Armstrong, Jones, & Kunce, 1998; Luecht, 1998; Luecht & Hirsch, 1992; Theunissen, 1985; van der Linden, 1998) . The problem can be formulated as an MIP problem (Nemhauser & Wolsey, 1988) and solved with a commercial software package (Armstrong & Belov, 2003) .
MIP is the most popular approach for test assembly (Fletcher, 2000) , but it does have an important disadvantage. An MIP solver produces feasible solutions (tests) biased by an objective function and, therefore, cannot produce a uniform sample of tests. However, uniform sampling is essential for solving Problems 1 to 3 because it allows making statistically correct inference about combinatorial properties of all tests available from the given pool. As shown below, these properties provide solutions to Problems 1 to 3.
Adaptive stochastic search (Spall, 2003) , including simulated annealing (Kirkpatrick, Gelatt, & Vechhi, 1983) ; genetic algorithms (Mitchell, 1996) ; tabu search (Glover, Taillard, & de Werra, 1993) ; Monte Carlo methods (Liu, 2001) , including random search (Spall, 2003) ; and Markov chain simulation (Gilks, Richardson, & Spiegelhalter, 1996) are being successfully used for various practical optimization problems. This success is due to easy implementation and adaptation to the complex problems. This article employs random search with elements of tabu search to assemble linear standardized tests in which the properties of the constraints are used to guide the search.
The following platform was used for all computer experiments: CPU Pentium 4, 1.80 GHz, RAM 1GB, and Microsoft Windows 2000 operating system. The item pool was saved in a Microsoft Access 97 database.
The rest of this article is organized into the following sequence: presenting the main principles for reducing the search region, making it tractable for using random search for the test assembly, describing strategies for assembling multiple tests, solving Problems 1 to 3, and discussing results.
Monte Carlo Test Assembler
The concept behind assembling a single test with a Monte Carlo approach is straightforward:
Step 1: Generate a random sequence of items.
Step 2: Check if this sequence satisfies all the test constraints and, if it does, save it as a new test; otherwise, go to Step 1.
The major challenge of the Monte Carlo technique is to avoid generating many ''useless'' sequences in Step 1. Consider two sets A and B ⊂ A (see Figure 1) , where set A (search region) consists of all possible unique combinations of items, and its subset B consists of all combinations of items resulting in a test. The pure random search is based on uniform distribution and converges to a test with probability
where || denotes cardinality of a set. Thus, if set A is shrunk without losing many combinations from B, then p will increase, and consequently, the Monte Carlo test assembly will converge to a solution faster. In this study, three major methods are developed to shrink set A.
Method 1
A test consists of sections, and a section consists of passages, where each passage introduces a group of items. These items can be further grouped (by cognitive skills, for example). The size of a search region can be substantially reduced by using this hierarchical structure of a test, the corresponding test constraints, and a ''divide and conquer'' principle. The original ''hard'' problem is decomposed into smaller ''easy'' subproblems, and a merger of the subproblem solutions provides a solution to the original problem (see more details in Aho, Figure 4) where each node has constraints for a particular part of a test. The root has constraints for the test as a whole (e.g., allowed number of items in the test, mean score). Any other node has constraints for a section or its part. Each constraint belongs to only one node, and the test is a result of concatenation of the items selected in terminal nodes (leaves). 
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Stage 2: Assembly starts from the terminal nodes: Items corresponding to each leaf are selected. In a nonterminal node, the parts from its sons are concatenated and then checked against the node's constraints, resulting in success or failure. In case of success, the concatenation result is sent up to the node's father (going up); otherwise, sons violating the constraints are forced to reassemble their parts (going down). The process is repeated up and down along the tree until a success occurs at the root, resulting in a test.
Method 2
Consider a set R = r 1 , r 2 , . . . , r m f g , where each r j , j = 1, . . . , m is a specified integer range r j = [u j , v j ]. Given R and integer scalar n, a function f (R, n) returns all vectors with integer coordinates (e 1 , e 2 , . . . , e m ) such that 
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In a test assembly application, the set of integer ranges R and integer scalar n correspond to content constraints. A vector returned from f (R, n) allows the selection of items such that they will satisfy constraints given by R and n. When a large number of such vectors exist, another function g(R, n) returns a random vector satisfying (2). Consider a simplified (nonrealistic) example of the method:
Number of items per test: n = 10 (3) Number of sections in a test: m = 2 (4) Allowed number of items in a first section:
(5) Allowed number of items in a second section:
Constraints (4-6) are given by a two-element set R = fr 1 , r 2 g. The calculation of f (R, n) produces a set of vectors S = (4, 6), (5, 5), (6, 4), (7, 3) f g . The resulting set S reduces the size of a search region: A randomly selected vector (e 1 , e 2 ) from S reduces the search region to all tests consisting of two sections having number of items e 1 and e 2 , respectively, which immediately satisfies constraints (3-6).
Method 3
A simple greedy heuristic exploiting some principals of tabu search was developed. The original method and its applications, along with implementation issues, are discussed in Glover et al. (1993) . The idea is to use a special set (tabu region) of items from random combinations that do not satisfy constraints. A Monte Carlo trial has exactly two outcomes:
1. success-a random item combination satisfies the constraints, and then this feasible combination goes to the next assembly stage;
2. failure-the random item combination does not satisfy the constraints, and then items of this combination are moved from the pool to the tabu region.
These trials are repeated until a feasible combination of items is found or until the pool is exhausted (see Figure 5 ). In the latter case, items from the tabu region are returned to the item pool, and the trials are repeated again. This method shrinks both A and B, and the probability of convergence (1) increases when A shrinks faster than B.
Coming back to the previous example with constraints (3-6), assume that randomly selected vector (e 1 , e 2 ) from S is equal to (4, 6), reducing the search to finding two sections consisting of four and six items, respectively. Consider a subproblem of assembling the first section S 1 consisting of four discrete items from the corresponding subpool P 1 = f1, 2, 3, 4, 5, 6, 7, 8, 9g . For the sake of simplicity, take into account only the word count constraint:
where w(i) is a number of words of the passage of item i, and u and v are corresponding lower and upper bounds. Then the following demonstrates how Method 3 works for (7):
Step 1: Tabu region H = ∅.
Step 2: Form a random item combination S 1 from P 1 , for example, S 1 = f2, 4, 5, 8g.
Step 3: If S 1 satisfies (7), then go to Step 6; otherwise, H = H ∪ S 1 and P 1 = P 1 \S 1 .
Step 4: If |P 1 | < 4, then P 1 = P 1 ∪ H and H = ∅.
Step 5: Go to Step 2.
Step 6: Return S 1 (section satisfying (7) is assembled).
The above three methods were combined to assemble a test in the following way. Method 1 handles the tree, Method 2 enumerates constraints in each node of the tree (the enumeration is dynamic: A coordinate of a selected vector satisfying (2) for the current node is used as n for the function f (R, n) in the corresponding son), and in each node, Method 3 assembles parts of the test. Based on this combination, the automated test assembly was implemented in C++/STL (Musser, Derge, & Saini, 2001) , and results of solving Problems 1 to 3 are presented below.
Strategies for Assembling Multiple Tests
Often of interest is not only the assembling of one linear test from an item pool but also the assembling of multiple tests from the same pool. If two assembled tests have passages/items in common, they are called overlapping; otherwise, they are called nonoverlapping. In practice, the goal is to find multiple (or, ideally, the maximum number of) nonoverlapping tests available from the item pool. The commonly used sequential approach for obtaining multiple nonoverlapping tests is to assemble tests sequentially while removing any previously used items and passages from the pool. The sequential approach was generalized to assemble multiple tests (test sections) such that each item can be used in a test only a limited number of times:
Algorithm 1(K, N), where K is the number of tests to be assembled, and N is the limit for each item to be used (when N = 1, all assembled tests are nonoverlapping): Assemble K tests (test sections), where each test (section) is a unique combination of items, and each item can be used no more than N times.
The sequential technique does not guarantee the maximum number of nonoverlapping tests because removal of items from the pool can block further assembly of nonoverlapping tests. This article presents a new approach that does not have this disadvantage. The main idea of this approach is that if a large number of tests from the given pool (with many of the tests overlapping) are first assembled, then a maximum subset of nonoverlapping tests can then be identified. The identification of such a subset for given tests (sections) can be formulated as the following 0-1 program:
where n is the number of overlapping tests (sections), m is the number of passages, variable y j = 1 when the jth test (section) is included in the solution and y j = 0 otherwise, and a ij = 1 if the jth test (section) contains the ith passage and a ij = 0 otherwise. Problem (8) is a maximum set-packing problem, known to be NP-hard (Nemhauser & Wolsey, 1988) , and for a pool of usual size, it is intractable. However, even a suboptimal solution (Armstrong & Belov, 2003) provides almost twice the number of nonoverlapping tests as the sequential approach. The following presents the new approach:
Algorithm 2:
Step 1: For each section type used in a test, repeat the following:
Step 1.1: Assemble many overlapping sections satisfying the constraints.
Step 1.2: Extract the maximum number of nonoverlapping sections from the sections assembled in Step 1.1.
Step 2: Combine the nonoverlapping sections identified in Step 1 to create a complete set of overlapping tests using these sections.
Step 3: Extract the maximum number of nonoverlapping tests from the set created in Step 2.
When a test consists of only one section, Algorithm 2 reduces to the following:
Algorithm 3:
Step 1: Assemble many overlapping sections satisfying the constraints.
Step 2: Extract the maximum number of nonoverlapping sections from the sections assembled in Step 1.
Constraint Difficulty and Relaxation
Due to the flexibility of random search, it is easy to keep a record of the violation of selected constraints. Computer experiments with several operational item pools showed (see next paragraph) that the most difficult constraints to satisfy relate to the target information function and target test characteristic curves (information and test characteristic targets, respectively), both of which are IRT constraints. Of these two constraint types, satisfying information targets was more difficult (cf. Figures 7 and 9) . Figure 6 shows the information targets and the total information function for one randomly selected combination of items. For each ability level, the violation, if any, was determined as a vertical distance to the violated target curve: lower or upper (see Figure 6 ). While assembling multiple overlapping sections, for each ability level, if there was a violation of the lower (upper) target, then the corresponding element of the lower (upper) integer array was incremented by 1 (see Figure 6 ). This information can be accumulated for a large number of assemblies (see Figures 7 and 9 ). Further experiments were conducted on a pool with items for a certain section type. Consider a pool P with 1,830 items. Algorithm 3 extracted 33 nonoverlapping sections (843 items), which corresponds to 46.07% item usability for pool P. The items contained in these sections were then removed from the pool, resulting in new pool P 0 with 987 items. No additional section was found after 10 hours of assembly attempts with the new pool. In pool P 0 , the random search found 250,000 different item sequences within a few minutes such that each sequence satisfied all constraints except IRT constraints (see Figures 7-9 ). This result demonstrates that the IRT constraints are the most difficult to satisfy, and this was verified for other section types and several operational pools. Figure 10a ( Figure 10b ) shows a scatter plot of items in pool P(P 0 ) based on θ max (the θ value, where the item information function is maximized; see details in Lord, 1980, p. 152 ) and information at θ max . Virtually all high-information items below θ max = −1 have been used in assembly from pool P. The same conclusion can be made from looking at Figure 9 , although it shows the relationship (number of violations) between item combinations satisfying content constraints and information targets. Also, Figure 9 demonstrates redundancy of items with high information at high θ max .
The analysis of violations in Figure 8 and Figure 9 suggests ways to relax the information targets to obtain more nonoverlapping sections.
First method. Figure 8 has two curves formed by the average violations: [lower target − mean lower violation] and [upper target + mean upper violation]. Those curves could be used as new information targets (see Figure 11 ). Applying these new targets and Algorithm 3 to the original pool P resulted in 53 nonoverlapping sections (1,377 items), which corresponds to 75.25% item usability for pool P.
Second method. The maximum number of violations occurred in ability range [ −3, −1.2] for the lower target (see Figure 9) . Thus, lowering this target in the lower range of ability may allow for the assembly of more sections. Indeed, after lowering the target (see Figure 12) for the ability within [ −3, −1.2], one more section (see Figure 13 ) was assembled by Algorithm 1(1, 1) from pool P 0 in 4.38 minutes.
Testing organizations are reluctant to modify test assembly constraints because the parallelism across administrations may be jeopardized. The next section of this article considers extending the pool to increase its usability while keeping current constraints unchanged. 7  1696  1759  482  785  644  660  492  352  1772  1368  1216  1168  1212  1173  1433  450  1334  1210  381  1452 
Item Pool Extension
Intuition suggests that for a given pool, not all items will be equally usable for test assembly. Since the random search treats all items equally, it allows the verification of this conjecture. Consider pool P from the previous section. Algorithm 1(1,000, 1,000) assembled 1,000 different overlapping sections. Then, for each item, the number of sections containing this item (usage frequency) was calculated. The resulting graph is shown in Figure 14 , where items are sorted by their frequency. A histogram of the distribution of items by usage frequency is shown in Figure 15 .
One can see that the usage frequency is not distributed uniformly, despite the fact that a uniform distribution was used for selecting the items to assemble a test section. This result was replicated for several operational pools for different types of sections (see Figure 16) . Low (high) usage frequency of an item is caused by a small (large) number of feasible item combinations from subset B (see Figure 1) containing this item. Thus, characteristics of an item with low (high) frequency are represented strongly (weakly) in the pool. Based on these results, one can identify the properties of items needed for obtaining more nonoverlapping tests. Consider an abstract example of a pool (see Figure 17) consisting of five items (circles), where there are only three tests (segments) available. Usage frequency f is calculated for each item. This pool is not fully usable because only two nonoverlapping tests are available (e.g., (a, b), (d, e)). If new item b 0 possesses the same characteristics as item b (having maximum usage frequency), then three nonoverlapping tests can be assembled; otherwise, the pool is not fully usable.
Item writers and test specialists should concentrate on creating new items with properties of items having high usage frequency. On the other hand, items that have characteristics similar to the least used items should not be added to the pool. Test developers can reasonably control item characteristics, such as cognitive skill, correct answer position, number of words, and so on, but cannot so easily control the statistical characteristics. (The only statistical characteristics used in this study are the IRT parameter estimates.) However, an experienced item writer working with test specialists can, to some degree, approximate the difficulty and discriminatory power of an item.
Consider pool P 0 and add two items from the original pool P having high usage frequency (see Figure 14) . One more section was assembled (Algorithm 1(1, 1) ) within 3.4 minutes, and this new section included both added items. The IRT parameters of these items were as follows: Consider pools P 0 and P from the previous section. A new (pseudo-) item was built as follows:
Step 1: Choose the IRT parameters (see Figure 18 ) to be exactly equal to those of the most frequently used item after generating 100,000 overlapping sections from pool P. Notice the value of ability where the information curve has a maximum, and compare with Figure 9 where the number of violations is shown.
Step 2: Remove the IRT constraints from the problem and generate 100,000 overlapping sections from pool P 0 . Choose the non-IRT parameters as those found in the most frequently used item in the assemblies of this step.
Once the new item was added to pool P 0 , one more section was assembled in 11.3 minutes. Both examples prove the benefit of exploiting usage frequencies for guiding the development of new items. Another important advantage is that only a few new items (with identified properties) had to be developed to obtain a complete new section. 
Comparison of Two Different Pools
Due to the nature of random search, its rate of convergence characterizes the strengths and weaknesses of a given pool in relation to the test assembly constraints. The larger the number of potential tests (see Figure 1) , the faster the random search finds tests. Thus, the performance time of Monte Carlo test assembly can be used to compare and evaluate different item pools.
Further experiments were conducted with assembly of the Law School Admission Test (LSAT). The test is composed of four scored sections: two in Logical Reasoning (LR), one in Analytical Reasoning (AR), and one in Reading Comprehension (RC). All tests have a fixed number of items. The AR and RC sections are set based with four passages in each section. LR sections are composed of discrete items.
Consider two pools: Pool 1 has 1,077 passages (80 AR passages, 85 RC passages, 912 LR passages) and 2,418 items (747 AR items, 759 RC items, 912 LR items); Pool 2 has 1,077 passages (88 AR passages, 83 RC passages, 906 LR passages) and 2,492 items (805 AR items, Note. Notice the value of ability where the information curve has a maximum (cf. Figure 9 ). 781 RC items, 906 LR items). Notice that the composition of both pools is similar. However, the following results show differences between those pools. The total time spent on assembly (Algorithm 1(4, 1) was used) of the four nonoverlapping LSATs was 4.61667 minutes for the first pool and 3.28333 minutes for the second one. The assembly time spent for each test is shown in Figure 19 . Also, the number of times when Monte Carlo failed to find a section within the given number of trials was as follows: for Pool 1, 1 for AR, 0 for RC, and 6 for LR; for Pool 2, 0 for AR, 0 for RC, and 4 for LR. Although the number of LR items in the first pool was larger than in the second pool, the Monte Carlo assembled LR sections faster for the second pool (number of failures was less than for the first pool).
When trying to assemble a fifth LSAT, the difference between the two pools becomes even more dramatic. For the first pool, the Monte Carlo search could not find a new AR section after 120 minutes of trials and thus failed to find a fifth test. For the second pool, the assembler found a fifth test in 84.4 minutes.
To identify similarities and differences between the two pools, 250,000 overlapping sections of each type were assembled, where each section satisfies only content constraints. The results of violations of information targets for Pool 1 are presented in Figure 20 and for Pool 2 in Figure 21 . One can see that the maximum number of violations for the AR section of Pool 2 was less than for Pool 1. For the RC section at the same time, Pool 1 seems to be more usable than Pool 2. Violations of LR targets behave almost identically for both pools.
Discussion
A new test assembly algorithm has been developed based on stochastic search techniques. The algorithm exploits the ''divide and conquer'' principle and the properties of test assembly constraints. It has several important advantages. First, the speed of its convergence measures the quality of the given item pool with respect to the given constraints. Second, the algorithm can easily be adapted to more complex constraints, including nonlinear ones. Third, while searching for a feasible solution, the Monte Carlo approach produces frequency data that can be exploited to evaluate the usability of the items and the difficulty of the test assembly constraints.
The results of this article have great value for testing organizations. It is important for testing organizations to evaluate their item pools and assess future needs. The analysis presented here allows testing organization administrators to direct the development of new items and, if necessary, to modify test assembly constraints. The methods illustrated in this article can provide testing organizations with tools to effectively increase the usability of existing item pools and decrease the number of new items to be developed.
Based on methods described in this article, the software has been developed, and it is currently used for assembling the LSAT, extracting multiple nonoverlapping LSATs, and determining the characteristics that new items to the pool should have to obtain additional nonoverlapping LSATs from the pool.
