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a b s t r a c t
Accurate prediction of corporate financial distress is very important formanagers, creditors
and investors to take correct measures to reduce loss. Many quantitative methods have
been employed to develop empiricalmodels for predicting corporate bankruptcy. However,
there is so much information disclosed in the companies’ financial statements, what
information should be selected for building the empirical models with objective to
maximize the predictive accuracy. In this study, more than 20models based on six features
ranking strategies are tested on North American companies and Chinese listed companies.
The experimental results are helpful to develop financial models by choosing the proper
quantitative methods and features selection strategy.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The financial crisis happened in 2007 caused many financial institutions to suffer a lot of loss. Consequently, to develop
accurate financial distress predictionmodels (FDPMs) has becomemore important now than any other time in recent history
for financial institutions. Since the economic significance of the accurate FDPMs, there is a great deal of research concerning
about developing models with good predictive ability.
There are mainly two strands of research on developing FDPMs: (1) the data-fitting based empirical research which
develops FDPMs by statistical search or data mining on a set of training samples including distressed firms and non-
distressed firms; (2) the theoretical researchwhich focuses on developing FDPMs in terms of corporate bankruptcy theories.
Scott [1] reviews and integrates above two strands of research and finds a substantial amount of overlap which is imperfect.
When discussing the relationship between the two strands, he concludes that it may be possible to improve predictive
accuracy by using the variables and functional forms suggested by bankruptcy theory, at the same time, empirical work can
help determine which bankruptcy theories are the most powerful. The main disadvantage of empirical models is that they
lack the underpinning of an explicit and well-developed theory which is based on classical finance and accounting theory.
However, predictive ability is the goal of the model for many applications, this goal is entirely appropriate [2].
Most of the prior research focuses on exploring models with highly predictive ability. Many techniques from traditional
statistics and emerged artificial intelligence have been employed. Altman et al. [3] made a comparison between traditional
statistical methodologies, i.e. linear discriminant (LDA) with neural networks (NN) and the experimental results did not
show the superiority of NN to LDA on predictive ability. Wilson and Sharda [4] also compared the predictive capabilities
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Fig. 1. Development processes of empirical financial distress prediction models.
for corporate bankruptcy of neural networks and classical multivariate discriminant analysis and their study indicates that
neural networks perform significantly better than discriminant analysis at predicting firm bankruptcies. Jo et al. [5] used
three different techniques, i.e. multivariate discriminant analysis (MDA), case-based forecasting and NN, to predict Korean
bankrupt and non-bankrupt firms. The results show that NN performs better than other two methods. Min and Lee [6]
applied support vector machines (SVMs) to the bankruptcy prediction problem and the experimental results show that
SVM outperforms MDA, logistic regression analysis (Logit) and back-propagation neural networks (BPNN). Ravi Kumar and
Ravi [7] presented a comprehensive review of the work during the 1968–2005, in the application of statistics and intelligent
techniques for the bankruptcy prediction problem. Most of the recent research on FDPMs focuses on ensemble models
and hybrid models. The main idea of the ensemble model is to combine a set of weak models, in order to obtain a model
with better performance than a single model. Ensemble models are very effective mainly due to the phenomenon that
various types of classifiers have different ‘‘inductive biases’’ [8]. Many studies have demonstrated that ensemblemodels can
improve prediction performance [9–13]. The hybridmodel is to combine two ormore techniques to overcome the limitation
from one single technique, such as fuzzy case-based reasoning [14], domain knowledge and data mining [15], evolutionary
programming based SVM ensemble model [16], Case-based reasoning and genetic algorithms [17], etc.
Although most of the prior research on empirical models for financial distress prediction reports the predictive ability
of the models, the reported performance of models derived from the same method is different since experiments are based
on different training and testing samples or different model parameters. From an operational point of view of models
development, it is important to knowbenchmarking performance of various FDPMson the basis of the same training samples
and testing samples. In addition, empirical models are actually data-fitting exercises. The process of their development is
shown in Fig. 1. From Fig. 1, it can be observed that the performance of models is not only dependent on the selection of
methods from statistics or data mining, but also the samples selection and features selection or weighting. The process of
FDPMs development is a complex process including several steps. For some emerged artificial intelligence techniques, such
as neural networks, support vectormachines, themodels are always ‘‘black-box’’, whichmake the step of interpretation and
knowledge management difficult.
In this study, an empirical study of more than twenty models on two datasets is conducted. The models are derived
from different techniques, such as linear discriminant analysis, quadratic discriminant analysis, linear regression, logistic
regression, probit regression, decision tree, k-nearest neighbor, Bayes classifiers, Adaboost, neural networks and support
vectormachines. In addition, different features rankingmethods are employed, such as information gain (IG), gain ratio (GR),
symmetrical uncertainty (SU), t-test, receiver operating characteristic (ROC) curve and random ranking. The performance
of the models is evaluated with common measures.
The contribution of this paper is three-fold. One, we investigate an extended features spacewith 26widely used financial
ratios for corporate financial distress prediction and introduce features ranking strategies to select the efficient features. The
experimental results suggest that the performance of models is mainly dependent on the quality of input features instead
of quantity of input features. Two, more than 20 FDPMs based on various widely used methods and techniques are tested
on two datasets with companies selected from USA and China separately. These two countries have different economic and
business environments and the definition of financial distress is also different. AdaBoost, a popular ensemble model but
receiving little attention in financial distress prediction, is shown to keep good performance in the test on both datasets.
Three, this paper collects and uses an expanded China database with 290 distressed firms to investigate FDPMs, while most
of the financial distress prediction research on China companies contains at most 100 distressed firms.
The rest of this paper is organized as follows. Section 2 introduces variables selection to form the sample data in terms of
literature review. In addition, six features rankingmethodswill be presented. In Section 3, empirical studywill be conducted
on two datasets to verify the performance of more than 20 different models and 6 features selection methods. Section 4
includes a short conclusion and discussion.
2. Variables selection and features ranking
Almost all the FDPMs predict bankruptcy or financial distress in terms of the firm’s financial statements. Moreover, some
models add macroeconomic variables [18]. However, there is always so much information disclosed in a firm’s financial
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Table 1
Description of variables.
No. Description Cited times
R1 Net income/total assets (ROA) 30
R2 Current ratioa 22
R3 Retained earnings/total assets 19
R4 Working capital/total assets 21
R5 EBIT/total assets 20
R6 Sales/total assets 20
R7 Quick ratiob 9
R8 Cash flow/total debt 7
R9 Current assets/total assets 7
R10 Quick assets/current liabilities 7
R11 Total debt/total assets 7
R12 Market value of equity/total debt 11
R13 Cash/current liabilities 7
R14 Cash/total assets 10
R15 Quick assets/total assets 5
R16 Total assets 5
R17 (Total borrowings+ bonds payable)/total assets 5
R18 Market value of equity/book value of debt 4
R19 Net income/stockholders’ equity 7
R20 Current liabilities/total assets 7
R21 Net income/sales 4
R22 Inventories turnover 4
R23 Size 3
R24 Quick assets/sales 3
R25 Sales/cash 3
R26 Working capital/sales 3
R27 Dividend 3
R28 Total loans and leases/total assets 3
R29 Financial expenses/sales 3
R30 Fixed assets/(stockholder’s equity+ long-term liabilities) 3
R31 Ordinary income/total assets 3
R32 Stock holders’ equity/total assets 3
a Current ratio= current assets/current liabilities.
b Quick ratio = (cash and cash equivalent + marketable securities + accounts
receivable)/current liabilities.
statements, so, what information derived from the firm’s financial statements directly or indirectly is good indicators for
predicting the firm’s financial distress is very important. Many researchers from finance and accounting have explored
different ratios or variables that are powerful to predict a firm’s financial crisis.
Alfaro et al. [19] lists three criteria to select financial ratios (FRs) for failure prediction: (1) FRs should be commonly used
in the failure prediction literature; (2) the information needed to calculate these FRs should be available; (3) the researchers’
own decisions based on their experience in previous studies or on the basis of the preliminary trials. In this study, above
criteria are to be followed except that the third criteria is conducted by features ranking methods from data mining. The
financial ratios or variables with company information from the year prior to the moment of failure are collected from the
literature [7,19–21]. However, there are more than 500 different variables or ratios that have been listed in [7] from 128
papers. It is impossible to select all the variables to construct the model. In this study, the ratios or factors that appear more
than 3 times from the 128 reviewed papers by Ravi Kumar and Ravi [7] will be selected. The description of the selected
variables is shown in Table 1.
According to criteria for selection of variables proposed by [19], the next step of selection is dependent on the availability
of the data. Different countries may have different accounting policies and different firms from different industry sectors
have different types of financial statements, so, usually, not all of the variables listed in Table 1 are available for all companies
in a dataset.
After the selection of variables in terms of Table 1 and available items in the dataset, the preliminary analysis on the
variables should be conducted to rank the features in terms of their discriminant ability on distressed and non-distressed
firms. The variables or financial ratios obtained from the literature reviewcanbe taken as theoretical variables selection, then
the features ranking on a specified data samples can be taken as empirical variables selection. Features selection is to identify
some features in the dataset as important, and discard any other features as irrelevant and redundant information [22]. In
addition, features selection reduces the dimensionality of the data and enables learning algorithms to operate faster and
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more effectively without loss of the performance and even in some case it can improve the predictive ability of the model.
We use the followingmethods for features ranking: information gain (IG), gain ratio (GR), symmetrical uncertainty (SU) [23],
t-test, receiver operating characteristic (ROC) curve based feature ranking methods and random ranking.
Suppose Y is the dependent variable, and X = (X1, . . . , Xm)T is a set of potential explanatory variables, there are vectors
of N observations. The kth observation is denoted by {Xk, Yk}, where Xk = (Xk1, . . . , Xkm)T , Yk ∈ {+1,−1}. The algorithms
of IG, GR, and SU evaluate features using the information theory measure ‘‘entropy’’ defined as following:
H(Y ) = −

y∈Y
p(y) log2(p(y)) (1)
where p(y) is the marginal probability density function for the random variable Y = y. If the observed Y in training dataset
are partitioned according to the value of a second feature X , then the entropy of Y after observing X is
H(Y |X) = −

x∈X
p(x)

y∈Y
p(y|x) log2 (p (y|x)) (2)
where p(y|x) is the conditional probability of y given x. Then the five entropy based features measures for ranking is defined
as follows.
(1) Information gain (IG)
Information gain is a measure that reflects additional information about Y provided by X causing the amount of entropy
decreased. This measure is given as follows:
IG = H(Y )− H(Y |X) = H(X)− H(X |Y ) = H(Y )+ H(X)− H(X, Y ). (3)
The information gain is a symmetricalmeasure, whichmeans that the information gain about Y after observing X is equal
to the information gained about X after observing Y . One obvious characteristics of IG is that it prefers input attributes with
many values over attributes with less value.
(2) Gain ratio (GR)
The gain ratio is to ‘‘normalize’’ the information gain and is defined as follows:
GR = H(Y )− H(Y |X)
H(X)
= IG
H(X)
. (4)
Due to normalization, the GR value always fall in the range [0, 1]. A value of GR = 0 mans that there is no relation
between Y and X , and GR = 1 indicates that the knowledge of X completely predicts Y .
(3) Symmetrical uncertainty (SU)
The symmetrical uncertainty measure is defined as follows:
SU = 2× H(Y )− H(Y |X)
H(Y )+ H(X) = 2×
IG
H(X)+ H(Y ) . (5)
(4) t-test based features ranking (t-test)
Suppose v+1j = var(xij|yi = +1), v−1j = var(xij|yi = −1), where var(·) is the variance of a group of values,
m+1j = mean(xij|yi = +1), m−1j = mean(xij|yi = −1), where mean(·) is the mean of a group of values, features weighting
strategy based on t-test on the training dataset is defined as following [24]:
zj =
m+1j −m−1j 
v+1j /n+ + v−1j /n−
. (6)
(5) ROC based features ranking (ROC)
The idea of ROC based features ranking is to rank the features in terms of area under the convex hull of the ROC curve.
The ROC curve can be easily constructed by sweeping the threshold and computing percentages of wrong and correct
classifications over the available training feature vectors [25].
3. Empirical study
3.1. USA data
3.1.1. Data description
The samples are obtained from Compustat North America, WHARTON RESEARCH DATA SERVICE. In this study, only non-
financial firms are selected and the prediction uses financial data released just one year before the year concerned. The initial
samples are drawn from financial years of 1992 to 2007 with observed financial status from 1993 to 2008. The distressed
company is defined as those whose reason for deletion is marked with ‘‘bankruptcy’’ or ‘‘liquidation’’ in the original dataset.
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Fig. 2. The number of sample distributions versus years in USA samples.
In terms of the variables listed in Table 1 and the availability of data items in the dataset, 26 variables R1–R11, R13–R16,
R19–R22, R24–R27, R30–R32 are selected. If a company has no corresponding financial items for calculating these variables
from the beginning of the observation, then it will be removed. There are some techniques to fill in themissing value, such as
resampling methods and multiple imputation methods [26]. Schneider [27] employed the expectation–maximization (EM)
algorithms for the estimation of mean values and covariance matrices from incomplete datasets and for the imputation
of missing values. However, since companies always differ a lot from each other, the missing value in a company’s time
series data is always filled with the most recently observed value from the same company instead of imputation with value
derived from other companies. Hence, in this study, the missing value for financial items for a company in a year will be
filled with the most recently observed one of this company. There are 417 distressed companies which are included in the
final samples. It is obvious that most bankrupt firms have significantly longer delays in releasing financial information or
do not release complete information about their financial status. Then 417 non-distressed companies are drawn randomly
from the original dataset with the same sample number distribution versus years as distressed firms. Each sample contains
the financial ratios disclosed just one year before the observed year. The number of sample distributions versus years in
the final samples space is shown as Fig. 2. Although financial crisis happened in 2007 in USA, there is only one distressed
company in this sample data, one reason is that the process of bankruptcy needs a long time. The firms are always marked
as bankruptcy with more than 1 or 2 years delay in the Compustat research dataset.
3.1.2. Experimental settings
The quantitative methods for construction of the models are as follows: Linear regression (LR), logistic regression
(LOGR), probit regression (PR), linear discriminant analysis (LDA), diagonal linear discriminant analysis (DLDA), quadratic
discriminant analysis (QDA), diagonal quadratic discriminant analysis (DQDA), Linear programming (LP), k-nearest neighbor
methods (KNN), Decision tree: C4.5 [28], and CART [29], NBTree [30] which is a hybrid of decision-tree classifiers and Naive
Bayes classifiers,multilayer perceptron neural network (MLP), probabilistic neural network (PNN) developed by Specht [31],
support vectormachines (SVM) approach proposed byVapnik [32], least squares support vectormachines (LSSVM)proposed
by Suykens et al. [33], and theAdaboost algorithm, ameta-learning algorithm, proposed by Freund and Schapire in 1995 [34].
A short description about these methods can be found in [35].
LDA, QLDA, QDA, DQDA, LR, LOGR, PR, PNN, LP are non-parametric approach and there are no parameter tuning issues for
them. The structure ofMLP neural network is designed by trial and error. The number of iterations in training theMLP neural
network is set to be 200. Two types of transfer functions are used in the MLP neural network: Satlins and Tan-Sigmoid. The
correspondingMLPmodels are denoted byMLPSat andMLPSig. Both of the twoMLPmodels have three layers: an input layer,
a hidden layer and an output layer. The number of nodes in MLPSig, in the hidden layer, is 4; in MLPSat it is 3. The Bayesian
classifier from Statistical Pattern Recognition Toolbox [36] (available on http://cmp.felk.cvut.cz/cmp/software/stprtool/) is
applied and no parameters need to be tuned. Adaboost is implemented with AdaboostM1 [34]. The LSSVM proposed by
Suykens et al. [33] (available on http://www.esat.kuleuven.be/sista/lssvmlab/) is employed. The parameters in SVMs are
optimized by the direct search method, with a fitness function defined on classification accuracy of 5-fold cross validation
on the training dataset. For the k-NNopkmodel, it uses 70% of training data to construct the k-NNmodel and 30% to validate
the performance for selecting the optimal k. KNN10 sets the k to be 10, and KNN50 sets the k to be 50. If the size of the
training dataset is less than k, then the value of k is set to the minimum of training samples size and preselected k. The
decision tree C4.5 (DTC45), CART (DTCart) and NBTree models are implemented as J48, SimpleCart and NBTree in Weka
which is available on http://www.cs.waikato.ac.nz/ml/weka/. All other models without specification are from Matlab and
are implemented with the default setting.
Four common performance measures as follows are selected.
(1) Sensitivity (Sen) = TPTP+FN .
(2) Specificity (Spe) = TNTN+FP .
(3) Accuracy (Acc) = TP+TNTP+FN+TN+FP
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Table 2
Spearman correlation coefficients of five features ranking methods for USA data.
IG GR SU t-test ROC
IG 1.0000 0.8133 0.8133 −0.2697 0.3532
GR 0.8133 1.0000 1.0000 −0.1576 0.5036
SU 0.8133 1.0000 1.0000 −0.1576 0.5036
t-test −0.2697 −0.1576 −0.1576 1.0000 −0.0721
ROC 0.3532 0.5036 0.5036 −0.0721 1.0000
where TP: positive classified as positive, FN: positive classified as negative, TN: negative classified as negative, FP:
negative classified as positive.
(4) Area under ROC curve (AUC): ROC graphs are two-dimensional graphs in which Sensitivity is plotted on the Y axis
and 1-Specificity is plotted on the X axis. An ROC graph depicts relative trade-off between benefits (true positives)
and costs (false positives), which is useful for organizing classifiers and visualizing their performance especially in the
domains with skewed class distribution and unequal classification error costs. The AUC of a classifier is equivalent to
the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative
instance [37]. ROC is widely used inmachine learning community; however, it needs ranking the output of the classifier
to get some points by setting various thresholds for drawing the curve. For the classifiers that are designed to produce
only a class decision it is difficult to yield conditional probability or a score for ranking which represents the degree to
which an instance is a member of a class, such as decision tree, KNN and PNN. The calculation of scores for decision
tree and KNN can be found in [38]. For PNN, it is difficult to choose a score and its ROC curve just contains three points
including (0, 0) and (1, 1).
The procedure of the experiment is as follows.
(1) The samples space is split into testing samples and training samples. For example, suppose testing samples are all in
year 2007, and then all samples with observed result in 2006 and before 2006 consist of the training samples.
(2) Use different features ranking methods to rank all the features; since in most models of previous studies, the number of
significant independent variables is in the range of 5–10, in this study, two scenarios are analyzed with selection of top
5, 10 features.
(3) Train the models with the selected features.
(4) Test the performance of the models with the testing samples and analyze the experimental result.
3.1.3. Experimental results
The bankruptcy forecasting for year 2003–2008 with corresponding financial data in the previous year is conducted
separately. With different training samples, the results of features ranking methods are different. To show the correlation
of these six features ranking methods except the random ranking, based on samples from 1992–2006, the 26 variables are
ranked; then the Spearman correlation coefficients are calculated as shown in Table 2. It can be observed that IG, GR and SU
are highly correlated.
There are a total of 45 distressed firms, and 45 non-distressed firms in the testing samples with data in year 2002–2007.
The weighted results of predictive accuracy for year 2003–2008 from 21 models are listed in Table 4. Since the highly
correlation among IG, GR and SU features ranking methods, and the experimental results are almost the same from them,
thus only the results from SU are demonstrated. The average results listed in Table 3 are sample weighted average values,
which can reflect the overall performance of each model on the prediction for year 2003–2008. For the random ranking, the
listed results are the average of 10 runs.
Tomake a comparison among these classifiers and features selectionmethods,Wilcoxon Signed-Ranks Test and Friedman
tests are employed, because they do not assume normal distributions or homogeneity of variance as student test and ANOVA
do, and empirical results suggest that they are also stronger than the other tests especially in comparison of a pair of
classifiers [39]. Since AUC is considered as the best performance indicator in the area of classification, statistical comparisons
of classifiers and features selection methods in terms of AUC are conducted in this study. Table 4 shows the results of
Wilcoxon Signed-Ranks Test on AUC between each pairs of features ranking methods. As shown by the underlying number,
for each features rankingmethod, the difference of AUCbetween the selection of top5 and top10 features is significant at 0.10
significance level. t-test based ranking with top10 features gets the maximum average AUC, and this value is significantly
different from SU and ROCmethods, but is not significantly different from the random rankingmethod. We also test models
with all features as input and the AUC performance has no significant difference from the models with selected 5 or 10
features.
To make a comparison among the classifiers, the data from different features selection methods are regarded as
different datasets and 2003–2008 years’ AUC performances of these different datasets are listed in rows for each of the 21
classifiers. Friedman test is conducted with rows representing blocks and classifiers representing treatments. The p-value
is approximately equal to 0 so the null hypothesis that all the classifiers are equivalent is rejected. Nemenyi test is used
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Table 3
Average performance for year 2003–2008 of USA data.
Models SU t-test
Top5 Top10 Top5
Sen Spe Acc AUC Sen Spe Acc AUC Sen Spe Acc AUC
LDA 0.511 0.711 0.611 0.641 0.711 0.644 0.678 0.732 0.733 0.600 0.667 0.686
QLDA 0.467 0.800 0.633 0.669 0.756 0.578 0.667 0.688 0.689 0.644 0.667 0.697
QDA 0.289 0.933 0.611 0.767 0.822 0.422 0.622 0.797 0.667 0.756 0.711 0.823
DQDA 0.289 0.933 0.611 0.750 0.844 0.400 0.622 0.773 0.911 0.400 0.656 0.807
LR 0.222 0.800 0.511 0.539 0.178 0.844 0.511 0.643 0.978 0.089 0.533 0.628
LOGR 0.422 0.667 0.544 0.573 0.733 0.556 0.644 0.628 0.622 0.600 0.611 0.670
PR 0.133 0.867 0.500 0.519 0.822 0.400 0.611 0.608 0.311 0.822 0.567 0.561
MLPSig 0.622 0.711 0.667 0.710 0.600 0.689 0.644 0.706 0.600 0.533 0.567 0.671
MLPSat 0.622 0.622 0.622 0.665 0.667 0.711 0.689 0.733 0.622 0.600 0.611 0.682
PNN 0.600 0.489 0.544 0.544 0.756 0.333 0.544 0.544 0.622 0.489 0.556 0.556
DTC45 0.711 0.578 0.644 0.678 0.844 0.600 0.722 0.735 0.578 0.644 0.611 0.633
DTCart 0.733 0.600 0.667 0.716 0.756 0.644 0.700 0.705 0.578 0.600 0.589 0.585
NBTree 0.800 0.644 0.722 0.709 0.756 0.644 0.700 0.754 0.600 0.667 0.633 0.671
KNNopk 0.533 0.711 0.622 0.663 0.578 0.667 0.622 0.640 0.511 0.733 0.622 0.678
KNN10 0.578 0.622 0.600 0.639 0.667 0.600 0.633 0.643 0.556 0.733 0.644 0.613
KNN50 0.556 0.733 0.644 0.674 0.578 0.689 0.633 0.665 0.533 0.733 0.633 0.693
AdaBoost 0.644 0.733 0.689 0.715 0.711 0.778 0.744 0.811 0.644 0.667 0.656 0.715
Bayes 0.289 0.911 0.600 0.710 0.822 0.333 0.578 0.714 0.667 0.733 0.700 0.775
LSSVMlin 0.511 0.711 0.611 0.641 0.711 0.644 0.678 0.732 0.733 0.600 0.667 0.686
LSSVMrbf 0.667 0.622 0.644 0.664 0.711 0.644 0.678 0.713 0.622 0.600 0.611 0.653
LP 0.022 0.978 0.500 0.716 0.978 0.133 0.556 0.665 0.911 0.089 0.500 0.616
Mean 0.487 0.732 0.610 0.662 0.714 0.569 0.642 0.697 0.652 0.587 0.620 0.671
Models t-test ROC
Top10 Top5 Top10
Sen Spe Acc AUC Sen Spe Acc AUC Sen Spe Acc AUC
LDA 0.800 0.644 0.722 0.730 0.622 0.667 0.644 0.676 0.756 0.489 0.622 0.636
QLDA 0.800 0.467 0.633 0.721 0.756 0.511 0.633 0.711 0.756 0.378 0.567 0.657
QDA 0.844 0.333 0.589 0.768 0.889 0.244 0.567 0.693 0.844 0.356 0.600 0.780
DQDA 0.933 0.267 0.600 0.810 0.489 0.533 0.511 0.691 0.889 0.200 0.544 0.768
LR 0.667 0.578 0.622 0.669 0.244 0.844 0.544 0.540 0.156 0.867 0.511 0.580
LOGR 0.689 0.600 0.644 0.653 0.333 0.867 0.600 0.656 0.578 0.556 0.567 0.582
PR 0.400 0.733 0.567 0.597 0.289 0.867 0.578 0.663 0.756 0.356 0.556 0.556
MLPSig 0.667 0.622 0.644 0.688 0.578 0.711 0.644 0.719 0.689 0.689 0.689 0.686
MLPSat 0.667 0.667 0.667 0.735 0.689 0.667 0.678 0.721 0.689 0.711 0.700 0.697
PNN 0.667 0.333 0.500 0.500 0.800 0.556 0.678 0.678 0.867 0.444 0.656 0.656
DTC45 0.711 0.667 0.689 0.760 0.733 0.733 0.733 0.749 0.644 0.733 0.689 0.720
DTCart 0.600 0.667 0.633 0.688 0.778 0.733 0.756 0.755 0.600 0.667 0.633 0.695
NBTree 0.667 0.689 0.678 0.764 0.800 0.689 0.744 0.742 0.667 0.689 0.678 0.731
KNNopk 0.511 0.733 0.622 0.664 0.689 0.711 0.700 0.736 0.600 0.578 0.589 0.680
KNN10 0.600 0.733 0.667 0.633 0.644 0.733 0.689 0.610 0.733 0.644 0.689 0.596
KNN50 0.533 0.711 0.622 0.667 0.689 0.733 0.711 0.734 0.600 0.578 0.589 0.671
AdaBoost 0.667 0.689 0.678 0.781 0.667 0.756 0.711 0.756 0.689 0.689 0.689 0.722
Bayes 0.844 0.289 0.567 0.713 0.889 0.200 0.544 0.635 0.844 0.267 0.556 0.734
LSSVMlin 0.800 0.644 0.722 0.731 0.622 0.667 0.644 0.676 0.756 0.489 0.622 0.629
LSSVMrbf 0.689 0.644 0.667 0.708 0.733 0.689 0.711 0.759 0.711 0.689 0.700 0.680
LP 0.978 0.111 0.544 0.699 0.933 0.089 0.511 0.695 0.956 0.089 0.522 0.618
Mean 0.702 0.563 0.632 0.699 0.660 0.629 0.644 0.695 0.704 0.531 0.617 0.670
Models Random
Top5 Top10
Sen Spe Acc AUC Sen Spe Acc AUC
LDA 0.702 0.596 0.649 0.685 0.697 0.573 0.635 0.668
QLDA 0.726 0.560 0.643 0.688 0.747 0.585 0.666 0.723
QDA 0.918 0.291 0.604 0.767 0.914 0.333 0.623 0.791
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Table 3 (continued)
DQDA 0.916 0.260 0.588 0.757 0.944 0.279 0.612 0.783
LR 0.532 0.563 0.548 0.577 0.518 0.587 0.553 0.636
LOGR 0.665 0.617 0.641 0.668 0.656 0.635 0.645 0.690
PR 0.689 0.560 0.624 0.641 0.644 0.590 0.617 0.625
MLPSig 0.594 0.724 0.659 0.706 0.591 0.760 0.676 0.728
MLPSat 0.596 0.731 0.664 0.713 0.587 0.770 0.679 0.734
PNN 0.662 0.515 0.589 0.589 0.768 0.362 0.565 0.565
DTC45 0.754 0.573 0.664 0.691 0.759 0.603 0.681 0.714
DTCart 0.743 0.588 0.665 0.685 0.806 0.576 0.691 0.716
NBTree 0.759 0.571 0.665 0.718 0.784 0.579 0.681 0.734
KNNopk 0.548 0.677 0.612 0.654 0.571 0.650 0.610 0.653
KNN10 0.569 0.689 0.629 0.614 0.588 0.687 0.637 0.627
KNN50 0.559 0.678 0.619 0.663 0.588 0.652 0.620 0.665
AdaBoost 0.587 0.781 0.684 0.740 0.600 0.827 0.714 0.777
Bayes 0.918 0.277 0.597 0.737 0.915 0.309 0.612 0.750
LSSVMlin 0.705 0.592 0.649 0.683 0.698 0.557 0.628 0.665
LSSVMrbf 0.624 0.675 0.650 0.677 0.618 0.725 0.672 0.718
LP 0.749 0.280 0.514 0.669 0.917 0.139 0.528 0.667
Mean 0.691 0.562 0.626 0.682 0.710 0.561 0.635 0.697
Table 4
Wilcoxon Signed-Ranks Test on AUC from pairs of features selection methods.
SU t-test ROC Random
Top5 Top10 Top5 Top10 Top5 Top10 Top5 Top10
SU Top5 1.0000 0.0051 0.2513 0.0087 0.0273 0.1924 0.0298 0.0015
Top10 1.0000 0.0355 0.7151 0.8484 0.0096 0.0680 0.7151
t-test Top5 1.0000 0.0420 0.2172 0.6639 0.3945 0.0420
Top10 1.0000 0.5663 0.0096 0.0325 0.7151
ROC Top5 1.0000 0.0792 0.1698 0.9584
Top10 1.0000 0.2172 0.0041
Random Top5 1.0000 0.0087
Top10 1.0000
Figures in bold indicate significant at 0.10 significance level.
to compare all classifiers with each other. The performance of two classifiers is significantly different if the corresponding
average ranks differ by at least the criteria difference
CD = qα

k(k+ 1)
6N
where qα is the critical value for two-tailed Nemenyi test with significance level α;
k is the number of classifier
N is the number of datasets.
At α = 0.05, CD is 9.04. The average ranks (AR) for all 21 classifiers are shown in Table 5. All classifiers whose average
rank is greater than the best classifier (with minimum average rank) by 9.04 are labeled with ∗. From Table 5, we can see
that the average ranks of QDA, DQDA and AdaBoost are less than 5 on 12 groups of data. However, there is no significant
difference on AUC performance among QLDA, QDA, DQDA, MLPSig, MLPSat, DTC45, DTCart, NBTree, AdaBoost, Bayes, and
LSSVMrbf.
3.2. China data
3.2.1. Data description
The definition of distressed companies in China data is different from that defined in Compustat dataset. In April 1998,
in order to protect the interests of investors in stock markets and indicate the risk of default of the listed companies, China’s
Securities Regulatory Commission (CSRC) began to differentiate firms in financial difficulties by launching a new policy to
offer special treatment (ST) by setting a daily stock price limitation of 5% instead of 10% for common companies. The ST firms
include:
(1) company whose net profit in recent two fiscal years shown in auditing results is negative;
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Table 5
Comparisons of average rank on AUC among 21 classifiers.
Classifiers AR
LDA 11.6
QLDA 10.7∗
QDA 2.3
DQDA 3.1∗
LR 18.5
LOGR 17.3
PR 19.8
MLPSig 8.4∗
MLPSat 9.0∗
PNN 19.4
DTC45 7.5∗
DTCart 9.0∗
NBTree 5.6∗
KNNopk 14.2
KNN10 17.5
KNN50 12.1
AdaBoost 3.3∗
Bayes 7.7∗
LSSVMlin 12.1
LSSVMrbf 9.9∗
LP 12.4
Fig. 3. The number of sample distributions against years in China samples.
(2) company whose auditing results of most recent fiscal year show that its share holders’ equity is less than the registered
capital;
(3) company that Certified Public Accountants cannot express an opinion or negative opinions on its financial statements
for the most recent fiscal year.
The samples are taken from listed companies with data for fiscal years 1999–2006 in Chinese ShenZhen and Shanghai
stockmarkets. The same26 variables as that for USAdata are selected. If a companyhave no corresponding financial items for
calculating these variables from the beginning of the observed period, then it will be removed. Otherwise the missing value
for some items in a year will be filled with the most recently observed one. The final samples consist of 290 ST companies
and 290 Non ST companies. The number of sample distributions versus years in the final samples space is shown in Fig. 3. In
these samples, financial statements for a fiscal year are always disclosed in April in the next year, for example, financial data
for fiscal year 2006 is disclosed in 2007. The financial status (ST or Non-ST) is the observed result in 2008 when the financial
statements for fiscal year 2007 were released. There are 40 observed ST companies and Non-ST companies in 2008, and the
explanatory variables are the financial ratios derived from financial statements for fiscal year 2006 which was disclosed in
2007.
3.2.2. Experimental settings
The experimental setting for China data is the same as that for USA data.
3.2.3. Experimental results
The bankruptcy forecasting for year 2003–2007 with corresponding financial data of the previous year is conducted
separately. With different training samples, the results of features ranking methods are different. To show the correlation
of these six features ranking methods except the random ranking, based on samples from 1992–2006, the 26 variables are
ranked, then the Spearman correlation coefficients are calculated as shown in Table 6. It can be observed that IG, GR and SU
are highly correlated.
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Table 6
Spearman correlation coefficients of five features ranking methods for China data.
IG GR SU t-test ROC
IG 1.0000 0.9389 0.9389 0.2741 0.2302
GR 0.9389 1.0000 1.0000 0.3779 0.2546
SU 0.9389 1.0000 1.0000 0.3779 0.2546
t-test 0.2741 0.3779 0.3779 1.0000 −0.0165
ROC 0.2302 0.2546 0.2546 −0.0165 1.0000
Table 7
Average performance for year 2003–2007 of China data.
Models SU t-test
Top5 Top10 Top5
Sen Spe Acc AUC Sen Spe Acc AUC Sen Spe Acc AUC
LDA 0.980 0.682 0.831 0.949 0.955 0.773 0.864 0.923 0.980 0.707 0.843 0.954
QLDA 0.975 0.702 0.838 0.958 0.939 0.768 0.854 0.945 0.985 0.722 0.854 0.958
QDA 0.924 0.859 0.891 0.964 0.919 0.879 0.899 0.970 0.919 0.894 0.907 0.959
DQDA 0.965 0.909 0.937 0.977 0.960 0.909 0.934 0.979 0.965 0.904 0.934 0.974
LR 0.980 0.682 0.831 0.949 0.955 0.773 0.864 0.923 0.980 0.707 0.843 0.954
LOGR 0.965 0.955 0.960 0.984 0.965 0.955 0.960 0.985 0.965 0.955 0.960 0.984
PR 0.965 0.955 0.960 0.983 0.965 0.955 0.960 0.983 0.965 0.955 0.960 0.983
MLPSig 0.949 0.944 0.947 0.964 0.808 0.949 0.879 0.947 0.934 0.949 0.942 0.943
MLPSat 0.965 0.960 0.962 0.974 0.944 0.955 0.949 0.975 0.753 0.955 0.854 0.862
PNN 0.975 0.889 0.932 0.932 0.949 0.586 0.768 0.768 0.975 0.884 0.929 0.929
DTC45 0.944 0.980 0.962 0.962 0.944 0.939 0.942 0.944 0.944 0.975 0.960 0.958
DTCart 0.944 0.980 0.962 0.957 0.949 0.970 0.960 0.949 0.944 0.970 0.957 0.955
NBTree 0.949 0.970 0.960 0.969 0.949 0.949 0.949 0.968 0.949 0.975 0.962 0.980
KNNopk 0.985 0.793 0.889 0.751 0.828 0.798 0.813 0.764 0.975 0.843 0.909 0.730
KNN10 0.970 0.909 0.939 0.637 0.889 0.848 0.869 0.530 0.975 0.904 0.939 0.651
KNN50 0.985 0.788 0.886 0.795 0.823 0.813 0.818 0.778 0.975 0.843 0.909 0.762
AdaBoost 0.970 0.949 0.960 0.983 0.949 0.939 0.944 0.984 0.965 0.955 0.960 0.983
Bayes 0.924 0.859 0.891 0.948 0.919 0.879 0.899 0.934 0.914 0.894 0.904 0.948
LSSVMlin 0.980 0.677 0.828 0.950 0.955 0.773 0.864 0.924 0.980 0.707 0.843 0.954
LSSVMrbf 0.965 0.929 0.947 0.972 0.944 0.909 0.927 0.971 0.960 0.909 0.934 0.976
LP 1.000 0.081 0.540 0.866 1.000 0.096 0.548 0.874 0.990 0.157 0.573 0.857
Mean 0.965 0.831 0.898 0.912 0.929 0.829 0.879 0.903 0.952 0.846 0.899 0.902
Models t-test ROC
Top10 Top5 Top10
Sen Spe Acc AUC Sen Spe Acc AUC Sen Spe Acc AUC
LDA 0.924 0.773 0.848 0.929 0.985 0.641 0.813 0.951 0.949 0.722 0.836 0.910
QLDA 0.919 0.763 0.841 0.938 0.995 0.667 0.831 0.981 0.960 0.758 0.859 0.946
QDA 0.884 0.929 0.907 0.959 0.960 0.808 0.884 0.959 0.934 0.843 0.889 0.965
DQDA 0.924 0.924 0.924 0.975 0.965 0.899 0.932 0.972 0.960 0.894 0.927 0.971
LR 0.924 0.773 0.848 0.929 0.985 0.641 0.813 0.951 0.949 0.727 0.838 0.906
LOGR 0.960 0.949 0.955 0.984 0.965 0.955 0.960 0.983 0.965 0.949 0.957 0.983
PR 0.965 0.949 0.957 0.983 0.970 0.934 0.952 0.982 0.955 0.955 0.955 0.972
MLPSig 0.626 0.899 0.763 0.926 0.970 0.944 0.957 0.975 0.823 0.879 0.851 0.935
MLPSat 0.833 0.667 0.750 0.867 0.970 0.949 0.960 0.978 0.591 0.939 0.765 0.919
PNN 0.965 0.303 0.634 0.634 0.970 0.884 0.927 0.927 0.960 0.581 0.770 0.770
DTC45 0.944 0.975 0.960 0.958 0.960 0.960 0.960 0.962 0.949 0.949 0.949 0.953
DTCart 0.944 0.975 0.960 0.960 0.944 0.975 0.960 0.960 0.944 0.970 0.957 0.955
NBTree 0.939 0.955 0.947 0.959 0.955 0.975 0.965 0.964 0.949 0.975 0.962 0.980
KNNopk 0.596 0.854 0.725 0.792 0.985 0.869 0.927 0.711 0.778 0.854 0.816 0.757
KNN10 0.753 0.742 0.747 0.615 0.970 0.939 0.955 0.705 0.899 0.823 0.861 0.543
KNN50 0.596 0.859 0.727 0.795 0.985 0.864 0.924 0.727 0.773 0.848 0.811 0.781
AdaBoost 0.965 0.944 0.955 0.985 0.949 0.949 0.949 0.978 0.965 0.944 0.955 0.981
Bayes 0.884 0.929 0.907 0.937 0.960 0.808 0.884 0.950 0.934 0.848 0.891 0.938
LSSVMlin 0.924 0.773 0.848 0.929 0.985 0.641 0.813 0.951 0.949 0.717 0.833 0.910
(continued on next page)
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Table 7 (continued)
LSSVMrbf 0.955 0.924 0.939 0.979 0.970 0.929 0.949 0.979 0.955 0.914 0.934 0.977
LP 0.995 0.212 0.604 0.866 1.000 0.126 0.563 0.903 0.990 0.162 0.576 0.884
Mean 0.877 0.813 0.845 0.900 0.971 0.827 0.899 0.907 0.911 0.822 0.866 0.898
Models Random
Top5 Top10
Sen Spe Acc AUC Sen Spe Acc AUC
LDA 0.829 0.736 0.782 0.867 – – – –
QLDA 0.807 0.739 0.773 0.859 0.882 0.771 0.827 0.913
QDA 0.916 0.699 0.808 0.907 – – – –
DQDA 0.924 0.684 0.804 0.901 0.943 0.758 0.850 0.938
LR 0.746 0.747 0.746 0.857 0.800 0.776 0.788 0.898
LOGR 0.854 0.849 0.852 0.907 0.938 0.901 0.919 0.956
PR 0.856 0.826 0.841 0.897 0.932 0.901 0.917 0.956
MLPSig 0.850 0.752 0.801 0.838 0.782 0.758 0.770 0.811
MLPSat 0.822 0.776 0.799 0.860 0.809 0.798 0.803 0.847
PNN 0.894 0.533 0.714 0.714 0.906 0.365 0.635 0.635
DTC45 0.859 0.923 0.891 0.894 0.921 0.952 0.937 0.933
DTCart 0.874 0.906 0.890 0.900 0.929 0.947 0.938 0.941
NBTree 0.868 0.890 0.879 0.906 0.920 0.934 0.927 0.952
KNNopk 0.770 0.681 0.725 0.745 0.715 0.622 0.668 0.723
KNN10 0.796 0.726 0.761 0.588 0.742 0.688 0.715 0.625
KNN50 0.770 0.662 0.716 0.751 0.709 0.591 0.650 0.725
AdaBoost 0.901 0.872 0.887 0.933 0.938 0.919 0.929 0.968
Bayes 0.916 0.698 0.807 0.873 0.930 0.745 0.838 0.908
LSSVMlin 0.829 0.736 0.783 0.867 0.917 0.740 0.829 0.914
LSSVMrbf 0.897 0.830 0.864 0.916 0.938 0.872 0.905 0.958
LP 0.821 0.344 0.583 0.826 0.922 0.263 0.593 0.828
Mean 0.848 0.743 0.795 0.848 0.873 0.754 0.813 0.867
Table 8
Wilcoxon Signed-Ranks Test on AUC from pairs of features selection methods for China data.
SU t-test ROC Random
Top5 Top10 Top5 Top10 Top5 Top10 Top5 Top10
SU Top5 1.0000 0.1060 0.1137 0.0680 0.7943 0.0420 0.0010 0.0019
Top10 1.0000 0.7943 0.8484 0.2891 0.1305 0.0010 0.0022
t-test Top5 1.0000 0.7412 0.9308 0.4781 0.0015 0.0019
Top10 1.0000 0.2471 0.5202 0.0008 0.0003
ROC Top5 1.0000 0.1698 0.0015 0.0033
Top10 1.0000 0.0010 0.0025
Random Top5 1.0000 0.0126
Top10 1.0000
Figures in bold indicate significant at 0.10 significance level.
There are a total of 198 ST companies, and 198 non-ST companies in the testing samples with data in year 2002–2006.
Since the high correlation among IG, GR and SU features ranking methods, only results of SU will be presented for these
three features ranking methods. The average performance of the 21 classifiers with different features ranking methods is
shown in Table 7.
In the random features rankingmethods,when the selected features are highly correlated, itwill cause thematrix singular
or ill conditioned, then LDA and QDA cannot generate the reliable solutions.
Table 8 shows the results of Wilcoxon Signed-Ranks Test on AUC between each pair of features ranking methods. As
shown by the underlying number, only for random features ranking method, the difference of AUC between the selection of
top5 and top10 features is significant at 0.10 significance level. The SU rankingmethodwith top5 features gets themaximum
average AUC. The AUC performance of SU, t-test and ROC features ranking methods all are significantly different from those
from Random rankingmethods. In addition, themodels with all features as input are also compared with thesemodels with
selected 5 or 10 features, there is no significant difference on AUC performance between the models with all features and
the models with only 5 or 10 input features.
The average ranks for all 21 classifiers are shown in Table 9. Since Random features ranking cause the failure of LDA and
QDA classifiers, 10 groups of datasets are considered. All classifiers whose average rank is greater than the best classifier
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Table 9
Comparisons of average ranks on AUC among 21 classifiers.
Classifiers AR
LDA 13.6
QLDA 10∗
QDA 7.6∗
DQDA 5.0∗
LR 14.9
LOGR 1.4∗
PR 3.4∗
MLPSig 10.9∗
MLPSat 8.4∗
PNN 18.1
DTC45 10∗
DTCart 9.7∗
NBTree 7∗
KNNopk 19.7
KNN10 21
KNN50 18.6
AdaBoost 2.1∗
Bayes 13.7
LSSVMlin 13.1
LSSVMrbf 5.3∗
LP 17.5
(with minimum average rank) by 9.9 are labeled with ∗. From Table 9, we can see that the average ranks of LOGR, AdaBoost
are less than 3. However, there is no significant difference on AUC performance among QDA, DQDA, LOGR, PR, MLPSig,
MLPSat, DTC45, DTCart, NBTree, AdaBoost, and LSSVMrbf.
For the 80 companies with financial statements disclosed in 2007, LOGR, PR, MLPSig, MLPSat, DTC45, DTCart, NBTree,
AdaBoost and LSSVMrbf can obtain more than 90% prediction accuracy on their financial status in 2008.
It is obvious that all classifiers have better performance on China data thanUSA data. Itmay due to the different definition
of distressed companies. In China stock market, any company with negative net profit in two continuous years will receive
special treatment indicating financial distress. Therefore, a company that has reported negative net profit in a year will
have higher probability to receive special treatment in the second year. The financial distress forecasting for this group of
companies may become easier.
4. Conclusion
In this study, six features ranking techniques are employed to select features for financial distressmodels construction, 21
quantitativemodels with different features selection techniques are tested on two datasets consisting of firms fromUSA and
China. The experimental results show that no features ranking methods can improve classifiers’ performance consistently,
but they can reduce model complexity without loss of performance. IG, GR and SU ranking methods show high correlation
in both of the two experimental datasets. Although a large part of the classifiers has no significant difference on the AUC
performance on the two datasets, AdaBoost has the consistently good performance and keeps in the top 3 in terms of the
average ranking on AUC performance for both datasets. From the experiments, it can be observed that all models are time-
sensitive that they cannot stably keep good performance in every tested year.
This study only uses the absolute financial data of a company. Can the forecasting performance be improved by the
introduction of financial ratios relative to competitors in the same industry or performance of previous years? Do the
macroeconomic data have any effect on the performance of the quantitative models? Since most distressed companies
did not disclose some items in their financial reports, is there any significant correlation betweenmissing value on financial
reports and a company’s financial distress? These problems will be our future research.
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