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BILINEAR LITTLEWOOD-PALEY FOR CIRCLE AND
TRANSFERENCE
Parasar Mohanty and Saurabh Shrivastava
Abstract
In this paper we have obtained the boundedness of bilinear
Littlewood-Paley operators on the circle group T by using appro-
priate transference techniques. In particular, bilinear analogue of
Carleson’s Littlewood-Paley result for all possible indices has been
obtained. Also, we prove some bilinear analogues of de Leeuw’s
results concerning multipliers of Rn.
1. Introduction
Let m be a bounded measurable function defined on R2n. Consider
the bilinear operator T associated with the symbol m
(1) T (f, g)(x) =
∫
Rn
∫
Rn
fˆ(ξ)gˆ(η)m(ξ, η)e2piix.(ξ+η) dξ dη,
defined for functions f and g belonging to the Schwartz space S(Rn).
We say that m is a bilinear multiplier on Rn for the triplet (p1, p2, p3),
where 1 ≤ p1, p2 ≤ ∞ and 1p1 + 1p2 = 1p3 , if the operator T extends to a
bounded operator from Lp1(Rn)× Lp2(Rn) into Lp3(Rn), i.e.
(2) ‖T (f, g)‖p3 ≤ c‖f‖p1‖g‖p2 ,
where c is a constant independent of functions f and g. In a similar
fashion we can define bilinear multipliers on the n-dimensional torus Tn.
After Lacey and Thiele’s work [14], [15] on bilinear Hilbert trans-
form, where m(ξ, η) = −i sgn(ξ − η) for ξ, η ∈ R, the study of bilinear
multipliers got lot of attention. The set of all bilinear multipliers on Rn
for the triplet (p1, p2, p3) will be denoted by M
p3
p1,p2(R
n). For p3 ≥ 1,
Mp3p1,p2(R
n) becomes a Banach space under the operator norm, whereas
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for 0 < p3 < 1 it forms a quasi Banach space. For details we would like
to refer the interested reader to the article of Grafakos and Torres [12].
In the theory of linear multipliers, the smooth and non-smooth Lit-
tewood-Paley square functions play important roles. Let us first recall
some classical results concerning square functions from linear multiplier
theory.
Let {In}n∈Z be a sequence of disjoint intervals in R. Then the asso-
ciated non-smooth Littlewood-Paley square function is defined as
T f(x) :=
(∑
n∈Z
|TIn(f)(x)|2
) 1
2
, f ∈ S(R),
where TIn is the linear multiplier operator given by T̂Inf(ξ) = χIn(ξ)fˆ(ξ).
The smooth analogue of the operator T is defined by considering com-
pactly supported smooth functions φn instead of χIn . It is well-known
that the Lp boundedness properties of the operator T can be derived
from boundedness of a suitable smooth square function with some vec-
tor valued arguments. The celebrated result of Littlewood and Paley [10]
states that if In = (−2n+1,−2n]∪ [2n, 2n+1), n ∈ Z, then for 1 < p <∞
and f ∈ S(R), we have
(3)
∥∥∥∥∥∥
(∑
n∈Z
|TIn(f)|2
) 1
2
∥∥∥∥∥∥
Lp(R)
∼= ‖f‖Lp(R).
Here the notation ‘A ∼= B’ means that there are two constants c1,
c2 such that c1A ≤ B ≤ c2A. Later, in the year 1967, Carleson [5]
considered the Littlewood-Paley square function associated with the se-
quence In = [n, n + 1), n ∈ Z, and proved that for 2 ≤ p < ∞, there
exists a constant Cp such that for all f ∈ S(R), we have
(4)
∥∥∥∥∥∥
(∑
n∈Z
|TIn(f)|2
) 1
2
∥∥∥∥∥∥
Lp(R)
≤ Cp‖f‖Lp(R).
In the year of 1985, Rubio de Francia [18] proved above inequality (4)
for the case of arbitrary sequence of disjoint intervals in R. In both the
previous results p ≥ 2 is an optimal condition.
Our interest here is to study some bilinear analogues of these questions
on the circle group T. Lacey [13] introduced the bilinear Littlewood-
Paley square function. Let {Il}l∈Z be a sequence of disjoint intervals
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in R. Then the associated non-smooth bilinear Littlewood-Paley opera-
tor is defined as
(5) S(f, g)(x) :=
(∑
l∈Z
|SIl(f, g)(x)|2
) 1
2
, f, g ∈ S(R),
where SIl is the bilinear multiplier operator associated with the sym-
bol χIl(ξ−η). The smooth version is defined naturally replacing χIl(ξ−
η) by smooth function φl(ξ − η). We are interested in Lp boundedness
properties of these bilinear square functions. We say that the operator S
is bounded for triplet (p1, p2, p3) satisfying Ho¨lder condition
1
p1
+ 1p2 =
1
p3
,
if
‖S(f, g)‖p3 ≤ C‖f‖p1‖g‖p2.
Lacey [13] proved the boundedness of a bilinear analogue of smooth
Carleson’s Littlewood-Paley operator on R for p3 = 2. Later, Mohanty
and Shrivastava [17] extended Lacey’s results for p3 >
4
3 and p1, p2 > 2.
The problem for non-smooth version was addressed by Bernicot [1]. He
proved the boundedness of a version of non-smooth bilinear Littlewood-
Paley operator. In particular, he obtained the bilinear analogue of
Carleson’s Littlewood-Paley inequality (4) on R in the local L2 case,
i.e. 2 < p1, p2, p
′
3 <∞.
In §2 we have considered bilinear Littlewood-Paley square functions
on circle group T. Let {I˜l}l∈Z be a sequence of disjoint intervals in Z
and S˜l(f, g) be the bilinear multiplier operator associated with the sym-
bol χI˜l(n−m), i.e., for f, g ∈ P(T), trignometric polynomials on T,
(6) S˜l(f, g)(x) =
∑
n,m
fˆ(n)gˆ(m)χI˜l(n−m)e2piix(n+m).
The bilinear Littlewood-Paley square function associated with this se-
quence is given by
(7) S˜(f, g)(x) =
(∑
l∈Z
|S˜l(f, g)(x)|2
) 1
2
, x ∈ T.
Observe that in the linear case Carleson’s theorem on T is trivial as the
interval [n, n + 1) is just singleton {n}. In this case the linear opera-
tors T˜n satisfy, T˜n(f)(x) = (χI˜n fˆ )ˇ(x) = fˆ(n)e
2piinx, for x ∈ T. Then the
associated Littlewood-Paley square function T˜ becomes(∑
n∈Z
|T˜n(f)(x)|2
) 1
2
=
(∑
n∈Z
|fˆ(n)|2
) 1
2
= ‖f‖2.
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Hence, for 2 ≤ p, ∥∥∥∥∥∥
(∑
n∈Z
|T˜n(f)|2
) 1
2
∥∥∥∥∥∥
p
= ‖f‖2 ≤ ‖f‖p.
But this is no longer true in the bilinear setting. As in the bilinear case
one can easily see that for I˜l = {l}, we have following description of the
associated bilinear operator
S˜l(f, g)(x) = e
2piilx(e−2piil.f ∗ g)(2x).
Like the linear case by estimating the L2(T) norm of bilinear Carleson’s
Littlewood-Paley square function directly and using the nested property
of Lp(T) spaces (see §2 for precise arguments), we can prove boundedness
of this square function only for exponents satisfying 2 ≤ p1, p2, p′3 ≤
∞. So, for other exponents bilinear Carleson’s Littlewood-Paley square
function becomes an interesting object. In §2 we prove the boundedness
of this operator for all possible exponents. Also, we prove a bilinear
analogue of Bernicot’s result [1] on T. We have used suitable vector
valued transference techniques to obtain these results.
In §3 and §4 we continue with the transference techniques and prove
some bilinear analogues of de Leeuw’s results concerning transferring
linear multipliers among Euclidean groups. In order to state one of de
Leeuw’s result we first provide the definition for Besicovitch spaces of
almost periodic functions. For 0 < p <∞, Besicovitch space is denoted
by Bp(R) and is defined as the closure of trigonometric polynomials with
respect to the semi-norm
‖f‖Bp(R) = lim
T→∞
(
1
2T
∫ T
−T
|f(x)|p dx
) 1
p
.
Note that there are non-zero functions f with ‖f‖Bp(R) = 0. So one has
to quotient out these functions to get a norm for 1 ≤ p <∞ and a quasi
norm for 0 < p < 1. We shall use the same notation ‖.‖Bp(R) for this
norm and quasi norm as well. When p = ∞, we use B∞(R) to denote
the corresponding space and it is defined as the closure of trigonometric
polynomials with respect to the L∞(R) norm. For an almost periodic
function f , its Bohr transform at the point λ ∈ R is defined as
fˆ(λ) = lim
T→∞
1
2T
∫ T
−T
f(x)e−2piiλx dx.
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Note that here we are using the same notation for Bohr transform and
Fourier transform.
We say that a bounded function m(t, s) is an almost periodic bilinear
multiplier for the triplet (p1, p2, p3) if the operator B initially defined for
the trigonometric polynomials f and g by
(8) B(f, g)(x) =
∑
finite
∑
finite
m(t, s)fˆ(t)gˆ(s)e2pii(t+s)x
extends to a bounded operator form Bp1(R)×Bp2(R) into Bp3(R), i.e.
(9) ‖B(f, g)‖Bp3(R) ≤ C‖f‖Bp1(R)‖g‖Bp2(R).
Let Mp3p1,p2(R) denote the space of all almost periodic bilinear multi-
pliers for the triplet (p1, p2, p3).
In [7] de Leeuw proved that multipliers on Lp(R) are precisely the ones
which are multipliers on Bp(R) and vice versa. The bilinear analogue
of this has been addressed by Blasco [2], but with the condition p3 ≥ 1.
However the methods employed by Blasco do not extend to the case p3 <
1. We extend this result to the full possible range of exponents and our
method is significantly different from [2].
In the same paper de Leeuw proved that if a continuous function m
is an Lp(Rn) multiplier, then m|Rk is an Lp(Rk) multiplier for k < n.
A bilinear analogue of this result is proved by Diestel and Grafakos [8]
for p3 ≥ 1. Again, in §4, we have extended this result to the entire range
of the exponents.
2. Bilinear Littlewood-Paley square functions on T
In this section we address bilinear Littlewood-Paley square functions
on T. Let {I˜l}l∈Z be a sequence of disjoint intervals of equal lengths
in Z. Suppose I˜l = [al, bl) and bl − al = L for all l ∈ Z. For f, g ∈ P(T),
consider
S˜l(f, g)(x) =
∑
n,m
fˆ(n)gˆ(m)χI˜l(n−m)e2piix(n+m)
=
L−1∑
j=0
∑
m
fˆ(m+ al + j)gˆ(m)e
2piix(2m+al+j)
=
L−1∑
j=0
e2piix(al+j)Fl,j(x),
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where Fl,j(x) = (f(.)e
−2pii(al+j). ∗ g)(2x).
‖S˜(f, g)‖22 =
∫ 1
0
∑
l∈Z
|S˜l(f, g)(x)|2 dx
=
∫ 1
0
∑
l∈Z
|
L−1∑
j=0
e2piix(al+j)Fl,j(x)|2 dx
≤
L−1∑
j=0
(∫ 1
0
∑
l∈Z
|Fl,j(x)|2 dx
) 1
2
2
=
L−1∑
0
(∑
l∈Z
∑
n∈Z
|fˆ(n+ al + j)gˆ(n)|2
) 1
2
2
≤ (L‖f‖2‖g‖2)2 .
Here we have used Minkowski’s inequality and Plancherel theorem. Now
using the fact that ‖.‖Ls(T) ≤ ‖.‖Lt(T) for 1 ≤ s ≤ t ≤ ∞, we get
(10) ‖S˜(f, g)‖p3 ≤ L‖f‖p1‖g‖p2,
where 2 ≤ p1, p2 ≤ ∞ and 1 ≤ p3 ≤ 2. In particular, bilinear analogue
of Carleson’s Littlewood-Paley result is obtained for 2 ≤ p1, p2 ≤ ∞
and 1 ≤ p3 ≤ 2, as mentioned in the Introduction.
At this point there are two issues. The first one is to get boundedness
of bilinear Carleson’s Littlewood-Paley square function for remaining ex-
ponents, i.e. for p3 > 2 and the second is to get rid of the dependency on
the length L in inequality (10). The first issue is resolved completely by
transferring a result of Mohanty and Shrivastava [17] concerning smooth
bilinear square function on R to T. The second issue is dealt with for
the sequences of intervals which are of equal lengths and equi-distant,
by transferring Bernicot’s [1] non-smooth bilinear square functions on R
to T. For both these purposes we use the suitable transference techniques
adapted to vector valued bilinear settings.
2.1. Transference. Using Khintchine’s inequality, observe that an
equivalent formulation for the boundedness of the square functions can
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be given with the following expression
(11)
∥∥∥∥∥∑
k
rkS˜k(f, g)
∥∥∥∥∥
L
p3
Lp3 [0,1]
(T)
≤ C‖f‖Lp1(T)‖g‖Lp2(T),
where rk’s are Radamacher functions and C is a constant independent
of f and g. This formulation of the problem motivates us to look for
the following vector valued transference result. The linear version of
this result can be found in [9]. Since the proof of this theorem is very
similar to the original proof of general transference theorem of Coifman
and Weiss [6], we skip the proof here.
Theorem 2.1. Let G be a locally compact amenable group. Let X1,
X2, X3 and X˜3 be Banach spaces such that X1X2 ⊆ X3. Let k be a
compactly supported function in L1
B(X3,X˜3)
(G). Assume that there exist
strongly continuous representations R1, R2, R3 and R˜3 of the group G
such that
(1) For every u ∈ G, we have Riu ∈ B(Xi) for i = 1, 2, 3, and R˜3u ∈
B(X˜3).
(2) There exists C > 0 such that ‖Riu‖B(Xi) ≤ C, i = 1, 2, 3, and
‖R˜3u‖B(X˜3) ≤ C for all u ∈ G.
(3) R3 and R˜3 intertwine k in the sense that
R˜3vk(u)(x3) = k(u)R
3
v(x3), u, v ∈ G, x3 ∈ X3.
(4) For u, v, w ∈ G, x1 ∈ X1 and x2 ∈ X2
R3w(R
1
ux1R
2
vx2) = R
1
wux1R
2
wvx2.
Suppose that the bilinear operator
T (f, g)(v) =
∫
G
k(u)(f(vu−1)g(vu)) du
is bounded from Lp1X1(G)×L
p2
X2
(G) into Lp3
X˜3
(G) for Ho¨lder related triplet
(p1, p2, p3) with p3 ≥ 1. Then the transferred operator
Tk(x1, x2) =
∫
G
k(u)(R1u−1x1R
2
ux2) du
is bounded from X1 ×X2 into X˜3. Moreover the operator norm of the
transferred operator Tk satisfies
(12) ‖Tk‖ ≤ CNp1,p2,p3(k),
where Np1,p2,p3(k) is the operator norm of the original operator T .
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We will use the above transference theorem to address both the issues
described earlier.
Take G = R, Xi = L
pi(T) for i = 1, 2, 3 and X˜3 = L
p3
Lp3 [0,1](T).
For u ∈ R, define Riu on Lpi(T) by Riu(fi)(e2piix) = Ru(fi)(e2piix) =
fi(e
2pii(u+x)) for fi ∈ Lpi(T), i = 1, 2, 3 and R˜3u on Lp3Lp3 [0,1](T) by
R˜3ug(e
2piix) = g(e2pii(u+x)) for g ∈ Lp3Lp3 [0,1](T). It can be easily ver-
ified that Ri and R˜3 are uniformly bounded representations of R on
the respective spaces, as these are just the translation operators. Thus
conditions (1), (2) and (4) of Theorem 2.1 are satisfied in this setting.
Let kj ∈ L1(R) have compact support. For u ∈ R define K(u)f =
(
N∑
j=1
rj(.)kj(u))f . With this definition of K we observe that
R˜3vK(u)f(e
2piix) = K(u)f(e2pii(x+v)) = K(u)R3vf(e
2piix), u, v ∈ R.
Thus, condition (3) of Theorem 2.1 is also satisfied.
For F,G ∈ S(R) consider the operator
N∑
j=1
rj(.)Skˆj (F,G)(x) =
N∑
j=1
rj(.)
∫
R
∫
R
Fˆ (ξ)Gˆ(η)kˆj(ξ−η)e2piix(ξ+η) dξ dη.
Then the transferred operator will look like
N∑
j=1
rj(.)S˜kˆj |Z(f, g)(x) =
N∑
j=1
rj(.)
∑
n
∑
m
fˆ(n)gˆ(m)kˆj(n−m)e2piix(n+m).
As an application of the Theorem 2.1 one can prove that if
(13)
∥∥∥∥∥∥
N∑
j=1
rjSkˆj (F,G)
∥∥∥∥∥∥
L
p3
Lp3 [0,1]
(R)
≤ C‖F‖Lp1(R)‖G‖Lp2(R),
then
(14)
∥∥∥∥∥∥
N∑
j=1
rjS˜kˆj |Z(f, g)
∥∥∥∥∥∥
L
p3
Lp3 [0,1]
(T)
≤ C‖f‖Lp1(T)‖g‖Lp2(T).
Further, one can get inequality (14) from inequality (13) for nor-
malized symbols mj in place of kˆj by using standard approximation
techniques (see [6]). A bounded measurable function m is said to be
normalized if
mn(x) = m ∗ 1
2n
(χ[−n,n] ∗ χ[−n,n])∧(x)→ m(x) ∀ x ∈ R as n→∞.
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For normalized symbols mj , we define k
n
j = hn ∗ mˇnj , where hn ∈
C∞c (R) with hˆn(x) → 1 as n → ∞ and ‖hn‖1 = 1. Observe that
knj ∈ L1(R) with compact support. Hence applying Theorem 2.1 we get
that if
(15)
∥∥∥∥∥∥
N∑
j=1
rjSkˆnj
(F,G)
∥∥∥∥∥∥
L
p3
Lp3 [0,1]
(R)
≤ C‖F‖Lp1(R)‖G‖Lp2(R).
Then, we get the transferred inequality
(16)
∥∥∥∥∥∥
N∑
j=1
rjS˜kˆnj |Z
(f, g)
∥∥∥∥∥∥
L
p3
Lp3 [0,1]
(T)
≤ C‖f‖Lp1(T)‖g‖Lp2(T),
where C is the same constant as in inequality (15).
As p3 > 1, by applying duality and dominated convergence theorem
we can conclude that
(17)
∥∥∥∥∥∥
N∑
j=1
rj S˜mj |Z(f, g)
∥∥∥∥∥∥
L
p3
Lp3 [0,1]
(T)
≤ C‖f‖Lp1(T)‖g‖Lp2(T).
Now we will prove bilinear Carleson’s theorem on T for p3 > 2 by
transferring the bounds from the following known result.
Theorem 2.2 ([17]). Let m ∈ S(R). For l ∈ Z, define ml(ξ) = m(ξ− l)
and let Sml be the bilinear multiplier operator associated with ml. Then
for 2 < p1, p2 ≤ ∞ and 4/3 < p3 ≤ ∞ satisfying 1p1 + 1p2 = 1p3 , we have
(18)
∥∥∥∥∥∥
(∑
l∈Z
|Sml(f, g)|2
)1/2∥∥∥∥∥∥
Lp3(R)
≤ C‖f‖Lp1(R)‖g‖Lp2(R).
We now choose function m suitably to get the desired conclusion.
For this let m be a C∞c (R) function such that m = 1 on [− 14 , 14 ] and
suppm ⊆ [− 12 , 12 ]. Define ml(ξ) = m(ξ− l). Observeml’s are normalized
functions. So, we can get bilinear Carleson’s theorem on T for p3 > 4/3
from Theorem 2.2 with the above choice of ml by using transference
techniques discussed above. Combining this with earlier observation
for 1 ≤ p3 ≤ 2 we have the following.
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Theorem 2.3. For 2 ≤ p1, p2 ≤ ∞ satisfying 1p1 + 1p2 = 1p3 , there is a
constant c such that for all functions f, g ∈ P(T)
(19)
∥∥∥∥∥∥
(∑
l∈Z
|S˜l(f, g)|2
) 1
2
∥∥∥∥∥∥
p3
≤ c‖f‖p1‖g‖p2,
where S˜l is the bilinear multiplier operator on T associated with χI˜l
for I˜l = [l, l+ 1), l ∈ Z.
As in the case of R, we also show that for the above inequality (19)
to hold, p1, p2 ≥ 2 is a necessary condition.
Proposition 2.4. For the conclusion of Theorem 2.3 to hold; p1, p2 ≥ 2
is a necessary condition.
Proof: Let I˜l = [l, l+ 1). Then for g ≡ 1 we have
S˜l(f, g)(x) =
∑
n,m
fˆ(n)gˆ(m)χI˜l(n−m)e2piix(n+m)
= fˆ(l)e2piilx.
This implies that for x ∈ T, we have
S˜(f, g)(x) = ‖f‖2.
Assuming the inequality (19), we get
‖f‖2 ≤ c‖f‖p1.
This would imply that 2 ≤ p1 ≤ ∞. Similarly, by changing the role of f
and g we get that p2 also satisfies 2 ≤ p2 ≤ ∞.
Thus the first issue has been resolved. Now for the second issue we
apply transference techniques to the following result of Bernicot on R.
Theorem 2.5 ([1]). Let Il = [al, bl] be a sequence of disjoint intervals
in R with bl − al = bl−1 − al−1 and al+1 − bl = al − bl−1 for all l ∈ Z.
Then for exponents 2 < p1, p2, p
′
3 <∞ satisfying 1p1 + 1p2 = 1p3 , there is
a constant C = C(p1, p2, p3) such that for all functions f, g ∈ S(R)
(20)
∥∥∥∥∥∥
(∑
l∈Z
|Sl(f, g)|2
) 1
2
∥∥∥∥∥∥
p3
≤ C‖f‖p1‖g‖p2 .
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Observe that here symbols χIl , where Il’s are intervals, are not nor-
malized functions. Nevertheless, by considering following modification
we can treat them as normalized functions. Consider intervals Il =
(al − 14 , bl + 14 ) ⊆ R and functions k̂l on R defined as follows
k̂l(ξ) =

1, ξ ∈ Il;
1/2, ξ = al − 14 , bl + 14 ;
0, elsewhere.
Hence using the same arguments as earlier we get the following result.
Theorem 2.6. For 2 < p1, p2, p
′
3 < ∞ satisfying 1p1 + 1p2 = 1p3 , where
p′3 is the conjugate index of p3, there is a constant C = C(p1, p2, p3) such
that for all functions f, g ∈ P(T)
(21)
∥∥∥∥∥∥
(∑
l∈Z
|S˜l(f, g)|2
) 1
2
∥∥∥∥∥∥
p3
≤ C‖f‖p1‖g‖p2 ,
where the intervals I˜l satisfy the same hypothesis as in Theorem 2.5.
3. Relation between Bp(R) and Lp(R) multipliers
In this section we address the bilinear analogue of de Leeuw’s re-
sult which establishes the connection between Lp(R) multipliers and
Bp(R) multipliers. Our method of the proof basically lies in obtain-
ing pointwise estimates for both the operators. For this we will use the
ideas developed in [11], adapted to our setting. We would like to re-
fer the reader to [4], [2], [3], [8] for some work related to transference
techniques in the bilinear settings.
We begin by considering the following lemmas which will be used
to prove the main result of this section. The first lemma is an analogue
of [19, Lemma 3.9, p. 261] for almost periodic functions, while the second
lemma tells us that for given an Lp(R) function we can associate with
it some periodic functions whose Bp(R) norms and the Lp(R) norms are
related.
Lemma 3.1. For f ∈ B∞(R), we have
(22) lim
→0

∫
R
f(x)G1,(x) dx = lim
T→∞
1
2T
∫ T
−T
f(x) dx,
where G1,(x) = e
−pi2x2 .
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Proof: The proof follows using the same arguments as in [19, Lemma 3.9,
p. 261] along with the fact that trigonometric polynomials are dense
in B∞(R).
As an easy application of the above lemma we have the following
observation which will be needed at a later stage.
Lemma 3.2. Let P be a trigonometric polynomial. For 0 < p,  < ∞,
define f(x) = P (x)Gp,(x), where Gp,(x) = e
−pi
2x2
p , then we have
(23) lim
→0

1
p ‖f‖Lp(R) = ‖P‖Bp(R).
Proof: For the trigonometric polynomial P and 0 < p,  <∞, note that
‖f‖pLp(R) =
∫
R
|P (x)Gp,(x)|p dx
=
∫
R
|P (x)|pG1,(x) dx.
Hence applying the Lemma 3.1 to the function |P (x)|p, we obtain the
desired result.
Lemma 3.3. Let f ∈ Lp(R), 0 < p < ∞. For N ∈ N, let fN denote
the truncated function fχ[−N/2,N/2]. Consider the N periodic extension
of fN given by f
]
N (x) =
∑
n∈Z
fN(x + nN). Then
(24) ‖f‖Lp(R) = lim
N→∞
N
1
p ‖f ]N‖Bp(R).
Proof: Consider
‖f ]N‖Bp(R) = limT→∞
(
1
2T
∫ T
−T
|f ]N(x)|p dx
) 1
p
= lim
k→∞
(
1
kN
k−1∑
i=0
∫ (−k+2(i+1))N2
(−k+2i)N2
|f ]N(x)|p dx
) 1
p
= N−
1
p ‖fN‖Lp(R).
Thus we obtain the desired result.
Now we are in position to prove the main result of this section.
Theorem 3.4. Let m(t, s) be a bounded continuous function. Then
m ∈ Mp3p1,p2(R) if and only if m ∈ Mp3p1,p2(R), where 1 ≤ p1, p2 ≤ ∞
with 1p1 +
1
p2
= 1p3 and the values of p3 could be lower or bigger than one.
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Proof: Let eλi(x)=e
2piiλix, λi∈R, i=1, 2 and set fi,(x)=eλi (x)Gpi,(x),
where Gpi,(x) = e
−pi
2x2
pi . Note that fˆi,(ξ) =
√
pi
−1e−pipi
(ξ−λi)
2
2 . Now
consider
T (f1,, f2,)(x) =
∫
R
∫
R
fˆ1,(ξ)fˆ2,(η)m(ξ, η)e
2piix(ξ+η) dξ dη
=
√
p1p2
−2
∫
R
∫
R
e−pip1
(ξ−λ1)
2
2 e−pip2
(η−λ2)
2
2
×m(ξ, η)e2piix(ξ+η) dξ dη,
and
B(eλ1 , eλ2)(x) = m(λ1, λ2)e
2piix(λ1+λ2).
We shall estimate the following.
B(eλ1 , eλ2)(x)Gp3,(x)− T (f1,, f2,)(x)
= m(λ1, λ2)e
2piixλ1e
−pi
2x2
p1 e2piixλ2e
−pi
2x2
p2 − T (f1,, f2,)(x)
=
√
p1p2
−2
∫
R
∫
R
(m(λ1, λ2)−m(ξ, η))
× e−pip1 (ξ−λ1)
2
2 e−pip2
(η−λ2)
2
2 e2piix(ξ+η) dξ dη
=
√
p1p2
∫
R
∫
R
(m(λ1, λ2)−m(ξ + λ1, η + λ2))
× e−pip1ξ2e−pip2η2e2piix(ξ+λ1+η+λ2) dξ dη.
Using the Lebesgue dominated convergence theorem we obtain
(25) lim
→0
‖B(eλ1 , eλ2)(x)Gp3 ,(x) − T (f1,, f2,)(x)‖∞ = 0.
In fact the above estimate is valid for general trigonometric poly-
nomials Pi , i = 1, 2 and in this case the functions fi, are given by
fi,(x) = Pi(x)Gpi,(x), i = 1, 2. Using (22) we have
‖B(P1, P2)‖p3Bp3(R) = lim→0 
∫
R
|B(P1, P2)(x)Gp3,(x)|p3 dx
= lim
→0
∫
R
|B(P1, P2)(x/)Gp3,1(x)|p3 dx.
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We write the right hand side as J and for R > 0 which will be chosen to
be large enough later, we decompose it into JR and J
R where,
JR = lim
→0
∫
|x|<R
|B(P1, P2)(x/)Gp3,1(x)|p3 dx
and
JR = lim
→0
∫
|x|>R
|B(P1, P2)(x/)Gp3,1(x)|p3 dx.
Now we will estimate JR and J
R separately. Consider
JR = lim
→0
∫
|x|>R
|B(P1, P2)(x/)Gp3,1(x)|p3 dx
≤M
∫
|x|>R
(Gp3,1(x))
p3 dx,
where M = ‖B(P1, P2)‖∞. For fixed δ > 0 choose R large enough
say R0, such that.
JR0 ≤ δ
2
.
Now consider
JR0 = lim
→0
∫
|x|<R0
|B(P1, P2)(x/)Gp3,1(x)|p3 dx
= lim
→0

∫
|x|<
R0

|B(P1, P2)(x)Gp3,(x)|p3 dx
≤ lim
→0

∫
|x|<
R0

|B(P1, P2)(x)Gp3,(x)− T (f1,, f2,)(x)|p3 dx
+ lim
→0

∫
|x|<
R0

|T (f1,, f2,)(x)|p3 dx
≤ R0 lim
→0
‖B(P1, P2)(.)Gp3,(x) − T (f1,, f2,)(.)‖p3∞
+ lim
→0

∫
R
|T (f1,, f2,)(x)|p3 dx.
Here we have used that p3 < 1. For p3 ≥ 1 also, it can be done with a
constant depending on p3. Using (25) we obtain,
(26) JR0 ≤
δ
2
+ lim
→0

∫
R
|T (f1,, f2,)(x)|p3 dx.
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As δ is arbitrarily small, putting all this together we obtain
‖B(P1, P2)‖Bp3(R) ≤ lim
→0

1
p3 ‖T (f1,, f2,)(x)‖p3
≤ C lim
→0

1
p1 ‖f1,‖p1
1
p2 ‖f2,‖p2
= C‖P1‖Bp1(R)‖P2‖Bp2(R).
Here in the last step we have used Lemma 3.2. This proves the sufficient
part.
Converse. Let f, g ∈ S(R) be compactly supported functions. With-
out loss of generality we can assume that the supports of f and g are
contained in [−N/2, N/2] for some large N ∈ N. Let f ]N and g]N be the
N periodic extensions of f and g respectively. Note that fˆ ]N and gˆ
]
N are
supported in 1NZ and satisfy
fˆ ]N
( n
N
)
=
1
N
fˆ
( n
N
)
, gˆ]N
( n
N
)
=
1
N
gˆ
( n
N
)
.
T (f, g)(x) =
∫
R
∫
R
fˆ(ξ)gˆ(η)m(ξ, η)e2piix(ξ+η) dξ dη
= lim
N→∞
1
N2
∑
n,k∈Z
fˆ
( n
N
)
gˆ
(
k
N
)
m
(
n
N
,
k
N
)
e2piix
n+k
N
= lim
N→∞
∑
t,s
fˆ ]N(t)gˆ
]
N (s)m(t, s)e
2piix(t+s)
= lim
N→∞
B(f ]N , g
]
N )(x).
Note that for each N , B(f ]N , g
]
N ) is an N periodic function. Hence
for 0 < p <∞ we have
‖B(f ]N , g]N )‖pBp(R) = N−1
∫ N/2
−N/2
|B(f ]N , g]N )(x)|p dx.
It suffices to prove that for large L > 0∫ L
−L
|T (f, g)(x)|p3dx ≤ C‖f‖p3p1‖g‖p3p2
516 P. Mohanty, S. Shrivastava
with a constant C independent of the parameter L. Consider∫ L
−L
|T (f, g)(x)|p3 dx ≤ lim inf
N→∞
∫ L
−L
|B(f ]N , g]N)(x)|p3 dx
≤ lim inf
N→∞
N‖B(f ]N , g]N)‖p3Bp3(R)
≤ C lim inf
N→∞
N‖f ]N‖p3Bp1(R)‖g]N‖p3Bp2(R)
= C‖f‖p3p1‖g‖p3p2.
Last equality is obtained by using Lemma 3.3. Hence the result fol-
lows.
4. Restriction from Rn to Rk
In this section, we prove the bilinear analogue of a result due to
de Leeuw, regarding restriction of multipliers from Rn to Rk for k < n.
For p3 ≥ 1, it has been proved by Diestel and Grafakos [8]. The authors
used duality to prove their result, but for p3 < 1 duality arguments
are not permissible. We extend this result to the entire range of the
exponents p1, p2 and p3 by using a different idea.
Let m(ξ1, ξ2, . . . , ξn, η1, η2, . . . , ηn) be a bounded continuous function
defined on Rn×Rn. Let k<n, for fixed ξk+1, . . . , ξn, ηk+1, . . . , ηn ∈ R con-
sider the function mk(ξ1, . . . , ξk, η1, . . . , ηk) = m(ξ1, . . . , ξn, η1, . . . , ηn).
Then we have the following theorem
Theorem 4.1. Let m ∈ Mp3p1,p2(Rn) be a continuous function. Then
mk ∈Mp3p1,p2(Rk) defined as above. Moreover, ||mk|| ≤ ||m||.
To avoid notational complications, we will prove the above theorem
for n = 2 and k = 1. The general case follows similarly. We will first
prove the following lemma.
Lemma 4.2. Let m(ξ1, ξ2, η1, η2) ∈ Mp3p1,p2(R2). For ξ0, η0 ∈ R and
t > 0 consider the functions m0(ξ1, ξ2, η1, η2) = m(ξ1, ξ0+ξ2, η1, η0+η2)
and mt(ξ1, ξ2, η1, η2) = m(ξ1, tξ2, η1, tη2). Then m0,mt ∈ Mp3p1,p2(R2)
with ‖m0‖ = ‖mt‖ = ‖m‖.
Proof: Let T0, Tt be the operators associated with m0 and mt respec-
tively. Note that for f, g ∈ S(R2),
(27) T0(f, g)(x, y) = e
2piiy(ξ0+η0)T (M0,ξ0f,M0,η0g)(x, y),
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where Mξ,ηf(x, y) = e
2pii(xξ+yη)f(x, y) and
(28) Tt(f, g)(x, y) = T (D1,tf,D1,tg)(x, y/t),
where Ds,tf(x, y) = f(sx, ty).
Hence the lemma follows.
Proof of Theorem 4.1: For fixed ξ0, η0 ∈ R, write ξ = (ξ1, ξ0) and η =
(η1, η0). For f, g ∈ S(R) consider
‖Tm1(f, g)‖p3p3
=
∫
R
∣∣∣∣∫
R2
fˆ(ξ1)gˆ(η1)m(ξ, η)e
2piix(ξ1+η1) dξ1 dη1
∣∣∣∣p3 dx
= pi−
1
2
∫
R2
e−piy
2
∣∣∣∣∫
R2
fˆ(ξ1)gˆ(η1)m(ξ, η)e
2piix(ξ1+η1) dξ1 dη1
∣∣∣∣p3 dx dy
= pi−
1
2
∫
R2
∣∣∣∣∫
R2
fˆ(ξ1)gˆ(η1)m(ξ, η)e
2piix(ξ1+η1)e
−piy2
p3 dξ1 dη1
∣∣∣∣p3 dx dy.
Let F (x, y) = f(x)e
−piy2
p1 and G(x, y) = g(x)e
−piy2
p2 , then
‖Tm1(f, g)‖p3p3≤pi−
1
2 lim
t→0
∫
R2
|
∫
R4
Fˆ (ξ1, ξ2)Gˆ(η1, η2)
×m0,t(ξ, η)e2pii(x(ξ1+η1)+y(ξ2+η2))dξ¯ dη¯|p3 dx dy,
wherem0,t(ξ, η) = m(ξ1, ξ0+tξ2; η1, η0+tη2) and dξ¯ dη¯ = dξ1 dξ2 dη1 dη2.
Using Lemma 4.2, we see that m0,t ∈Mp3p1,p2(R2) and ‖m0,t‖ = ‖m‖.
‖Tm1(f, g)‖p3p3 ≤ pi−
1
2 ‖m‖p3‖F‖p3p1‖G‖p3p2 .
This completes the proof.
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