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Abstract. We study the Ruderman-Kittel-Kasuya-Yosida interaction between
two magnetic impurities connected to the edges of zigzag-terminated MoS2 flakes.
When the impurities lie on the edges of the flake, the effective exchange interaction
exhibits sizable noncollinear Dzyaloshinskii-Moriya character that competes with
a strong Ising coupling. We analyze the characteristic decay exponent for doping
levels inside the band gap of the infinite layer, corresponding to edge states
of the flake at the Fermi level. The characteristic exponents show sub-two-
dimensional (sub-2D) behavior for these band fillings, with decays much slower
than quadratic. The Ising interaction has effectively one-dimensional (1D) long
range, while the noncollinear component that grows for short impurity separation
becomes comparable in magnitude. The resulting tunable exchange interaction
on these systems opens the way for the study of interesting phases of impurity
arrays with long-range stable helical order.
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1. Introduction
Layered transition-metal dichalcogenides (TMDs) [1, 2]
have been receiving great attention due to their unique
electronic and optical properties. These materials
can be exfoliated down to a stack of three atomic
layers, in which one layer of transition metal atoms
is sandwiched between two layers of chalcogen species.
Each material (e.g. MoS2, WS2, among others) has
different electronic structure and properties, such as
strong photoluminescence, large spin-orbit coupling
(SOC) [3, 4, 5], and either direct or indirect band
gap depending on the number of layers [6]. These
properties make TMDs very promising for applications
and devices [7].
One important topic of study that remains some-
what unexplored, however, is the presence of mag-
netic dopants in TMDs and how they interact among
each other, giving rise to interesting magnetic proper-
ties driven by the TMD substrate. The combination
of strong SOC and the presence of magnetic dopants
could render these materials good candidates for spin-
tronics applications [8]. The magnetic dopants, or im-
purities, can be incorporated during the sample pro-
duction process or can be introduced extrinsically af-
terwards. Recently, substitutional Mn [9, 10, 11, 12],
Cr [11] and Co [13, 14] impurities have been success-
fully incorporated in experiments with MoS2. Density
functional theory (DFT) studies have proposed that
impurities of Mn [15, 16, 17, 18], Fe [15, 16, 17, 18, 19],
Co [15, 16, 17, 20], Ni [15], Cr [21], V [21] and sev-
eral other transition metals [22], would be stable when
hybridized into TMD monolayers. On the other hand,
impurities such as Cr, Mn, Fe and Co, have been pro-
posed to be stable near the edges of a monolayer, with
either metal or sulfur termination [23]. And very re-
cent experiments have shown that Co impurities bind
to vacancies at MoS2 sulfur-edges [13, 14]. Most of
these recent predictions and experimental observations
of magnetic dopants show a rapidly growing trend of
research with a promising future for possible spintron-
ics applications. Therefore, it becomes important to
understand the interaction between the electronic de-
grees of freedom and localized magnetic moments em-
bedded in TMDs. We focus here on the role that ro-
bust states localized near flake edges in these materi-
als play, providing effective long range interactions be-
tween such magnetic impurities hybridized near crys-
tallite borders.
Magnetic species in a metallic sample can
interact effectively via the conduction electrons by the
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction
[24, 25, 26]. In conventional metals, the interaction
can be written as ∝ [2kF r]d cos (2kF r) [27, 28],
the superposition of an oscillatory component and
a decaying envelope ([2kF r]
d, d < 0), where r is
the distance between impurities, kF is the Fermi
momentum and |d| is the dimensionality of the host
electron system. The first component describes
how the interaction changes between ferromagnetic
(FM) and antiferromagnetic (AFM) alignment of the
magnetic moments (with characteristic scale given by
half the Fermi wavelength). However, the spin and
orbital content of the conduction states involved can
result in unusual interaction features. For instance,
in graphene, the interaction is found to decay as r−3
at the Dirac point, while in doped or spin-polarized
graphene it decays as r−2 [29], as in conventional 2D
materials. As we will see, TMD edges result in unusual
decay with |d| < 2, which we call sub-2D behavior.
Many TMDs are semiconducting materials, but
can be doped with electrons and/or holes. This allows
one to reach energy sectors in which the SOC has
strong influence in the band structure. It is well
known that SOC can introduce anisotropic interactions
between magnetic moments [30], which can give rise
to helical spin assembly structures. In TMDs the
band splitting due to SOC is much larger near the
valence band maximum (VBM) than close to the
conduction band minimum (CBM), so that the p-
doped case is more attractive for studying the RKKY
interaction between localized magnetic impurities, and
find possible ways of tuning the interaction for further
use. The RKKY interaction on p-doped TMD 2D-
bulk monolayers has been studied in previous works,
considering only the bands near the Brillouin zone
corners K and K ′ [31, 32], and with the inclusion
of the important valence band at the Γ point, whose
maximum lies close in energy to those at the K,K ′
valleys [33].
Although analyzing the case of infinite layers
is essential, the process of exfoliation often pro-
duces nanoscale samples with different shapes–often
triangular–and boundaries [34, 35, 36]. Finite samples
often have richer properties than the bulk counterparts,
with characteristics that depend on the shape and
termination. For instance, MoS2 zigzag nanoribbons
exhibit unusual ferromagnetic properties [37, 38, 39],
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probably due to the presence of edge states [40]. In-
trinsic magnetism also arises in triangular MoS2 films,
depending on the type of edge termination [36, 41].
TMD zigzag edges have also been proposed to host
Majorana fermions when in proximity to superconduc-
tors [42, 43], and MoS2 triangular flake edges to host
collective plasmon-like excitations with strong optical
response [44].
Using an effective three-orbital tight-binding
model [45] for MoS2, we present here a systematic
study of the interaction decay between magnetic
impurities along the edges of flakes, where carriers
in such localized states mediate the interaction. We
analyze the features of the exchange, including the
appearance of a noncollinear component due to the
strong SOC, and focus on the decay exponent of
the interactions as the chemical potential sweeps
the midgap states, reached experimentally by gating
or doping [35, 46]. We find that the exponent
signals general sub-2D behavior, with the Ising
component dominating over the in-plane components,
especially at larger separations. Moreover, the
noncollinear Dzyaloshinskii-Moriya (DM) component
increases gradually with separation, before reaching
a strength the competes with the Ising interaction.
Although we had found 2D behavior for the interaction
between impurities in the interior of flakes before
[47], and some evidence of long range interaction
for hybridization near the edges [48], we present
here the full systematics. We find that indeed
whenever the Fermi level is midgap, the sub-2D
behavior dominates the effective exchange interaction,
with unusual long-range characteristics. These
results suggest that whenever magnetic impurities lie
at/near the edges of TMD flakes, the long-ranged
interaction with strong noncollinear character may
give rise to interesting helically ordered impurity
assemblies with stable phases. As the Fermi level and
impurity separation may be tunable via doping and
manipulation, respectively, these systems may provide
interesting new playground to explore the behavior
of 1D magnetic ensembles. Although such helical
structures have been recently shown controllable in
metallic systems [49, 50, 51], our predictions on TMDs
would have interesting advantages, since several TMDs
have similar band gaps, large SOC strengths, and well-
defined crystallite edges, suggesting the exploration of
long-range interaction would be supported by stable
and accessible structures, less susceptible to quantum
or thermal fluctuations.
2. Model and Approach
We consider triangular zigzag-terminated MoS2
nanoflakes [35], with two magnetic impurities hy-
bridized to different lattice sites, as shown in figure
1. A suitable approximation is to describe the system
Panoramic view of triangular MoS2 flake 
Panoramic view of 3O-TB model 
Molybdenums 
 
Sulfurs 
 
Magnetic adatoms 
Figure 1. Views of the flake and effective tight-binding model
with three Mo d-orbitals considered. Two magnetic impurities
are connected to the edge of the flake, shown as yellow and
brown arrows. Impurity 1 is held fixed while impurity 2 changes
location along the zigzag edge, as shown by the dashed-brown
trajectory.
by a lattice of only Mo atoms (see figure 1) since at
low energies (near the optical gap) three Mo d -orbitals
(dz2 , dxy and dx2−y2) contribute the most to the states,
with almost no p-orbital weight from the chalcogens.
The Hamiltonian is given by H = H3OTB +HI, where
H3OTB describes the triangular TMD lattice and HI
is the Hamiltonian for the magnetic impurities inter-
acting with the charge carriers in the host. The MoS2
tight-binding Hamiltonian can be written as H3OTB =
Ho +Ht +HSOC, with
Ho =
Nsites∑
l
∑
s=↑,↓
∑
α,α′
εαα′,sd
†
α,l,sdα′,l,s, (1)
where dα,l,s (d
†
α,l,s) annihilates (creates) a spin-s
electron in orbital α ∈ {dz2 , dxy, dx2−y2} on site l =
l1a1 + l2a2; a1 = a(1, 0), a2 = a(1/2,
√
3/2) are lattice
vectors of the triangular Mo lattice, with a = 3.19 A˚.
The nearest-neighbor hopping Hamiltonian is given by
Ht =
∑
l,aj
∑
s=↑,↓
∑
α,α′
t
(aj)
αα′ d
†
α,l,sdα′,l+aj ,s + H.c., (2)
where t
(aj)
αα′ are hopping parameters in three different
directions, j = 1, 2, 3, with a3 = a2 − a1. There
are 27 hopping parameters, 9 for each direction. For
direction a1, they are taken from [45] (Table II),
while for directions a2 and a3 they are calculated
from symmetry transformations (see e.g. Eqs. (4-6)
in [52]). The SOC is approximated by considering
the onsite Mo contributions as HSOC = λLzSz, where
Lz is the z component matrix of the orbital angular
momentum, Sz is the spin Pauli matrix, and λ is the
SOC strength. This results in different orbital mixing
within the same site, εdxydx2−y2 ,↑ = εdx2−y2dxy,↓ = iλ
and εdxydx2−y2 ,↓ = εdx2−y2dxy,↑ = −iλ. We use 2λ =
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150 meV, in good agreement with DFT calculations
[5, 45] and experimental values (152 meV [53], 138 meV
[54] and 145 meV [55]). With this Hamiltonian and the
right choice of boundaries, one can construct a flake like
the triangle we consider [48, 47, 52]. Others TMDs can
be similarly modeled, taking the onsite, hopping and
SOC parameters from Tables II and III in [45].
In the infinite 2D MoS2 monolayer, the first
Brillouin zone has two inequivalent K and K ′ points,
with a sizable spin-splitting around the VBM due
to SOC [see figure 2(a)]. There is a direct band
gap (∼ 1.6 eV) between the VBM and the CBM
at these two points, with definite spin-valley relation
due to the absence of inversion symmetry in the
unit cell. On the other hand, for finite systems the
electronic spectrum [see figure 2(b)] shows both bulk-
and edge-like states. The latter, coming from both the
valence and conduction bands, appear into the 2D bulk
gap, signaling the presence of 1D-like extended states
localized near the borders of the sample [40, 56, 57].
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Figure 2. (a) Band structure for bulk MoS2 monolayer in the
3OTB model. The gap is shown as a light blue area. The VBM
at K is shifted to zero energy. (b) Discrete energy levels for a 50-
row flake, showing midgap energy levels. Midgap state typical
distribution is shown in the red inset, where degeneracies due to
spin and threefold symmetry are evident.
The Hamiltonian for the magnetic impurities
connected to specific sites of the TMD lattice is
given by HI = Jα
∑
i=1,2 S
I
i · Sα(li), where Jα is
the exchange coupling between the localized magnetic
moment (either i = 1, 2) and the conduction electrons
at lattice site li and orbital α (dz2 , dxy or dx2−y2). S
I
i is
the spin operator for the local magnetic moment i, and
Sα(li) is the electron spin operator at site li for orbital
α. When J is small, the electronic degrees of freedom
can be integrated out (using second order perturbation
theory, for example) in the bulk 2D crystal, yielding an
effective exchange interaction of the form
HRKKY = JXX
(
SI1xS
I
2x + S
I
1yS
I
2y
)
+
JZZ S
I
1zS
I
2z + JDM
(
SI1 × SI2
)
z
, (3)
where the J ’s are proportional to the static spin
susceptibility tensor of the electron gas [24, 25, 26].
The total effective interaction is a competition between
in-plane JXX(= JY Y ), Ising JZZ , and Dzyaloshinskii-
Moriya JDM terms. In TMDs the Ising and DM terms
are generated by the SOC; their competition has been
recently discussed for bulk samples [31, 33] and flakes
[48, 47]. To calculate the effective J ’s in our finite
sample, we take the difference of triplet and singlet
configurations of impurities in the electronic ground
state [58, 59] as
Jαα
′
ββ′ =
E(↑β , ↑β′)− E(↑β , ↓β′)
2S2
. (4)
with S = 1/2 in our case. β, β′ represent the
spin projection (x, y, z) for magnetic impurities. For
instance, J
dz2dx2−y2
XY (XY = DM throughout the text)
is the interaction strength between impurities when the
spin of the first points along the x direction and is
hybridized to a dz2 orbital in the lattice, while the
spin of the second points along y and is hybridized
to a dx2−y2 orbital. This non-perturbative approach
has been proved to be valid even for large values of
local Jα and is capable of generating results for any
separation between impurities [59]. The ground state
energy of the system, including both impurities, is
calculated from the eigenvalue spectrum of the full
Hamiltonian up to the Fermi energy F, as E(S
I
1,S
I
2) =∑
i,s≤F;s=↑,↓ i,s, where the i,s are obtained by exact
numerical diagonalization of the full Hamiltonian,
given here by a matrix of 6Nsites × 6Nsites.
3. Results
We present here results for triangular flakes of 50 rows,
with a total of 1275 Mo atoms (≈ 160 A˚ on edge),
within the range of sizes of real flakes that go from
just a few sites [36] to several micrometers on edge
[35]. This flake, large enough to yield experimentally
relevant results, is shown schematically in figure 1.
We study the RKKY interaction for doping levels
lying inside the optical gap [see figure 2(b)]. In this
case, nearly 100 energy states have been brought from
the bulk bands into the gap, with dominating dz2
character. As such, midgap levels correspond to p-
dopings from 1.82 × 1012 to 9.08 × 1013 holes/cm2.
Such MoS2 p-doping can be achieved by substituting
Mo with Nb [60, 61], and are also predicted for different
dopants [15, 22, 62], including P implantation [63].
Two magnetic impurities are hybridized to an edge
of the flake, keeping one fixed and moving the second
one along the zigzag edge, as shown schematically in
figure 1. We fix the first impurity at the 10th row
from the flake tip (yellow impurity 1 in figure 1),
and move the second one from the 11th row onwards
(brown impurity 2 in figure 1). The location of the
impurities here is arbitrary but the results exhibit
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the main qualitative behavior, characterized by the
impurity separation. We set Jα = 0.3 eV, and
consider both impurities to be hybridized to Mo dz2
orbitals, since they are dominant on the edge states
[48, 56]. This value of Jα is a choice in accordance
with predictions that range from a few meV to a couple
hundred meV [18, 19, 21, 64], even at the edges[23]. In
general, microscopic calculations could provide input
for specific material-impurity pairs.
As mentioned, all midgap levels have wave
functions entirely localized at/near the edges of the
flake. Notice that energy levels fall into groups
of six nearly-degenerate states, with wave function
modulations along the edge, due to finite size effects.
For instance, the first 6 midgap states closest to the
VBM [see inset of figure 2(b)] show one antinode
located in the middle of the flake edge, while the
last 6 midgap states have 15 antinodes with a 3-
site period along the flake edge. The interaction
J
dz2dz2
ββ′ between magnetic impurities hybridized to
these modulated wave functions on the edges, is
largely dependent on the energy doping [48], since
different states close to a given Fermi level carry
different information on spin/spatial structure. This
gives rise to complex oscillation patterns on the
interaction between impurities. Effective RKKY
interactions between impurities hybridized to other
orbitals, dxy and dx2−y2 , are also possible on the
edges, but are found to have smaller strength than for
dz2 hybridization, given their correspondingly smaller
contribution to the states. However, those interactions
show the same separation dependence and relative
strength of different exchange terms.
In what follows, the positive (negative) values
of these J
dz2dz2
ββ′ correspond to AFM (FM) alignment
between impurities (we will omit the superindex labels
from now on). Figure 3 shows two RKKY interaction
profiles, for Fermi levels fixed at two different p-
doped levels in the optical gap, with 82 and 22 holes,
respectively. These two Fermi levels are indicated in
the inset of figure 2(b). The results show typical
oscillating RKKY behavior for all midgap energy
levels. The three components (Ising, XX, and DM)
oscillate between AFM and FM behavior, and have
different oscillation pattern for different doping levels,
as one would expect (see below). These oscillations
are closely related to the dz2-orbital distribution along
the flake edge of the wave function near the Fermi
level, which shows similar spatial pattern of antinodes,
as the characteristic Fermi wavelength dominates the
resulting J . More importantly, the DM interaction
is quite sizable, giving rise to a strong noncollinear
interaction.
The Ising JZZ and in-plane interactions JXX (=
JY Y ) both decay with impurity separation, with JXX
decaying faster than JZZ . The DM component JDM
is seen to increase with distance, and reach larger
amplitudes at the antinodes located after r/a ' 10.
The weaker JDM at short separation can be understood
in terms of the finite size of the spin precession length
induced by SOC, so that for close separations the host
carrier scattering has not undergone significant spin
rotation to generate a DM coupling. Clearly, the onset
for DM interaction would depend on the strength of
the SOC in the underlying band structure.
The strong DM interaction would be expected
to yield a helical ground state for an assembly of
multiple impurities. This tendency is exemplified in
the lower panels of figure 3, where we schematically
show the (classical) ground-state configuration of two
impurities from different viewpoints (front, top and
side). The first impurity is shown as a yellow arrow,
while the second is shown in brown. The first impurity
is fixed at an arbitrary orientation (θ1 = pi/4 and
φ1 = pi/2), and the orientation of the second impurity
that minimizes the energy at every r/a, is shown in
the lower panels. Taking as input the parameters of
the RKKY interaction strength shown in the upper
panels of figure 3, the lowest energy configuration for
the second magnetic moment is given by tan(φ2−φ1) =
JDM/JXX , and tan θ2 = J
−1
ZZ
√
J2DM + J
2
XX tan θ1.
The orientation of the second impurity is seen to twist
gradually as r/a increases with respect to the first
impurity, a clear manifestation of the effect of the
increasing DM interaction. If DM were not present,
either in an Ising+XX model or a Heisenberg model,
the relative orientation of the impurities will remain in
just one plane.
We will now analyze the RKKY interaction
for other midgap doping levels. Considering the
same trajectory along the flake edge and dz2 -orbital
hybridization as before, figure 4 shows two-dimensional
maps of the Ising [panel (a)] and the DM [panel (b)]
components of the RKKY indirect exchange, as a
function of doping level, represented by the number of
holes in the sample (horizontal axis), and as a function
of the impurity separation r/a (vertical axis). The
two doping levels shown in figure 3 (82 and 22 holes)
are indicated at the top of the panels by magenta and
cyan arrows, respectively. We can observe that at all
doping levels the interaction is oscillatory between FM
(in orange) or AFM (in violet), changing sign along
the trajectory, with oscillation frequency that increases
with higher Fermi energy (to the right on figure 4),
associated with the shorter Fermi wavelength. Notice
also that as the Fermi level moves up towards the
edge of the conduction band, the overall magnitude
of the interaction decreases, although oscillations are
still visible. This drop in the effective exchange
components is expected as the states higher in energy
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Figure 3. RKKY interaction profiles shown as Jββ′ vs impurity separation r/a (a is the lattice constant), with dz2 -orbital
hybridization for both impurities, and for two different midgap energy levels (see figure 2): (a) 82 holes and (b) 22 holes. AFM
(FM) alignment between both impurities is shown in light violet (light orange). The antinode structure of the wave function along
the flake edge for states near the Fermi energy is seen to modulate the values of the different J ’s. Insets show the log-log maxima of
each antinode with separation, so that slopes give the decay exponent d for the RKKY interaction, as shown by dotted lines. Lower
panels represent different views of the classical ground state configuration for two impurities, considering the interactions shown in
upper panels. The first impurity (yellow arrow) is fixed at r/a = 0 with arbitrary orientation, while the second impurity (brown
arrow) is shown at every location r/a ≥ 1. The effect of the increasing DM interaction is clearly seen, especially in side views, where
the second impurity tends to twist towards the xy plane as r/a increases.
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Figure 4. (a) Ising and (b) Dzyaloshinskii-Moriya components of the RKKY interaction profiles, for various doping levels inside
the optical gap, with orbital hybridization dz2 for both impurities. On the horizontal axis, zero corresponds to the VBM, and as the
energy level index increases, one approaches the conduction band. Positive (violet) values correspond to AFM impurity alignment,
while negative (orange) values correspond to FM impurity alignment. Doping levels in figure 3 are indicated by magenta and cyan
arrows at the top.
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have a decreasing component of the dz2 orbital, have
an overall lower density of states, and are increasingly
more bulk-like–which moves the state into the bulk of
the crystallite and away from the edges. Regions of
weak interaction, for doping such as between 24 and 30
(or 54 and 60), are the result of the first impurity being
hybridized near a node of the dz2 orbital component at
that Fermi level, suppressing the overall value of all
J ’s. The in-plane JXX interaction terms (not shown)
show the same qualitatively behavior as JZZ , but are
seen to decay much more rapidly with separation, as
illustrated by the cases shown in figure 3. Indeed,
for small separations (r/a . 20) the general trend
is JZZ ≈ JXX = JY Y , and weak JDM , signaling a
Heisenberg-like interaction; but for larger separations
(r/a & 20), we see |JXX |  |JZZ |, while JDM has
become comparable to the Ising component. Hence,
control of the doping levels throughout the optical gap
provides a real tool for tuning the indirect exchange
between impurities, being able to select non-collinear
or isotropic, weak or strong, and AFM or FM behavior.
We now study the different spatial decay expo-
nents for all the midgap doping levels. In order to
extract the decay exponent for each term of the effec-
tive interaction, Jββ′ ' rd, we plot the antinodes of
each interaction curve vs impurity separation. Exam-
ples of such plot, in a log-log scale are shown in the
insets to each panel in figure 3, with a simple linear
fit at large separations indicated by the dotted black
lines. Notice that both JZZ and JXX have negative
slopes in the insets, as expected, while JDM has a pos-
itive slope (reflecting the fact that this term increases
initially with separation, as discussed above). Figure
5 shows the evolution of the envelope d -exponent as a
function of the midgap energy levels for each effective
interaction term, Jββ′ ∼ rd. For the Ising and XX in-
teractions, d has an ever more negative if slightly oscil-
lating value for higher Fermi energy. JZZ has an expo-
nent d predominantly between −1/2 and −1, showing
that a rather long-range Ising interaction is present for
all midgap states. In contrast, JXX is seen to quickly
reach d ' −2, so that JZZ clearly dominates at larger
distances for all midgap dopings. The DM d value os-
cillates around zero, as that interaction appears to not
have yet reached the fully asymptotic regime for these
flake sizes. It is also clear that the DM interaction is
of the same general magnitude as the Ising component,
giving rise to strong non-collinear relative alignment of
impurities.
The unusual long range interaction between
impurities reported here (d & −1) can be seen to
arise mainly from the confinement of the edge/midgap
states, which results in their effective 1D behavior,
extended along the crystallite edge. This reduction
in dimensionality is further aided by the finite size of
the flake. This is evident in the overall modulation
of the states deeper in the gap, with an effective
wavelength along the edge limited by the size of the
flake. It is remarkable that this modulation enhances
the effective range of the indirect exchange interaction
even for states closer to the conduction band (figure
5), although eventually d ' −1 for the Ising term.
Notice that the envelope is further affected by the
presence of antinodes in the edge states close to the
Fermi level, as seen in figure 4. Although we had seen
evidence of unusually long-range interaction on edges
of triangular MoS2 flakes before [48], this was studied
only for two midgap states, and we thought the effect
fragile. However, as we now see, the long range is
rather robust to shifts in the Fermi level and for rather
large flakes. This should facilitate its experimental
study without the need for fine tuning, and allow for
simple gating STM studies, as reported recently [46].
We should also comment on the transferability
of these results to other TMDs. We have performed
explicit calculations for WS2, and found qualitatively
similar results (not shown). That is, we find slow
decay of the envelope function–as well as oscillations–
with the same general features as discussed for MoS2.
As the structure features of these two materials are
rather similar, it is not surprising that the indirect
exchange results agree even quantitatively for Ising and
XX terms. However, the stronger SOC coupling results
in relatively larger DM terms. Other materials would
exhibit the same qualitative behavior.
Finally, we note that the bulk/edge correspon-
dence of the interaction has been previously reported
in other 2D materials, such as graphene[59, 65] and
silicine[66]. For impurities on graphene nanoribbon
edges, both zigzag[59] and armchair[65], the decay has
been found to be slower than r−2 but only for small im-
purity separations, while for larger separations there is
an exponential decay; for impurities interacting in the
bulk of the nanoribbon the r−2 decay is naturally re-
covered. Silicine shows a topological insulator phase,
and when impurities sit on zigzag edges, the interaction
decays as r−1 and is much stronger than in the bulk
[66]. No unusually long range is reported for graphene
or silicine, however. An interesting and different re-
duction of dimensionality in RKKY was also recently
reported across graphene PN junctions [67].
4. Conclusions
We have studied the indirect interaction between
magnetic impurities on the edges of a zigzag-
terminated MoS2 and WS2 flakes. We focused on
the role that edge states play on the interaction
between impurities. We find that the 1D character of
these states changes the dimensionality of the effective
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Figure 5. RKKY decay exponent d for midgap energy levels, J ' rd. On the horizontal axis, zero corresponds to the VBM,
and as the energy level index increases, one approaches the conduction band. Decay exponents for (a) Ising, (b) XX, and (c)
Dzyaloshinskii-Moriya components. The vertical bars show the uncertainty when fitting the slopes.
exchange interaction. This gives rise, especially, to long
ranged Ising interactions that could be tuned via the
deposition of magnetic impurities on the flake edges,
and the selection of midgap states through doping.
All midgap states localized on the edges are shown
to exhibit sub-2D decay behavior. However, the in-
plane component (XX) exhibits 2D behavior, especially
at high doping. The non-collinear Dyaloshinskii-
Moriya interaction is seen to gradually rise with
separation, reaching an amplitude comparable to the
Ising component after a separation of nearly ten lattice
constants. All this behavior would suggest probing
the tunable interaction between impurities near the
edges of such TMD flakes, which would further result in
stable helical structures for many-impurity assemblies
which could be examined by local probes, such as spin-
polarized STM [49, 50, 51]. Given the electronic and
structural similarity of several TMDs, stable and well
defined phases in these systems may open the door
to interesting spintronic applications in these versatile
material systems. We hope our predictions would
motivate experiments with STM probes in the near
future.
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