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We present several sequences involving harmonic numbers and the central binomial coefficients.
The calculational technique is consists of a special summation method that allows, based on proper
two-valued integer functions, to calculate different families of power series which involve odd har-
monic numbers and central binomial coefficients. Furthermore it is shown that based on these series
a new type of nonlinear Euler sums that involve odd harmonic numbers can be calculated in terms
of zeta functions.
PACS numbers:
I. INTRODUCTION
The central binomial coefficients are closely related to the so called Catalan numbers. Many facts about these
coefficients and Catalan numbers can be found, for example, by Koshy1. A variety of identities involving central
binomial coefficients has been collected by Gould2. Also Riordan presents a large list of references on Catalan
numbers in his book3. Further identities involving central Binomial coefficients can be found in4. We focus here
on families of power series which involve odd harmonic numbers and central binomial coefficients. Earlier papers
which focused on similar power series were published by Zucker, Lehmer, Boyadzhiev and others5–10. In this work
we introduce four families of power series involving inverse powers in combination with central binomial numbers as
well as series involving inverse powers multiplied by odd harmonic numbers in combination with central binomial
coefficients.
II. A FIRST KIND OF INVERSE POWER SERIES WITH CENTRAL BINOMIAL COEFFICIENTS
The first family of series is defined by the following equation:
s(n) =
∞∑
k=1
1
kn
(
2k
k
)
1
4k
, (1)
with n ∈ N.
As an example, for n=1 and 2 the series are known from literature9. It follows:
∞∑
k=1
1
k
(
2k
k
)
1
4k
= 2ln(2) (2)
∞∑
k=1
1
k2
(
2k
k
)
1
4k
= ζ(2)− 2 (ln(2))2 . (3)
To be able to compute the corresponding series for higher n values we need two identities in form of proper valued
integer series.
2A. Lemma 1
The following identity holds:
f(k) =
∞∑
i=1
1
i+ k
(
2i
i
)
1
4i
=
1
k
(
2k
k
)
−1
4k − 1
k
(4)
B. Proof of Lemma 1
For k=0 the result can be obtained from the following generating function9:
∞∑
i=1
1
i
(
2i
i
)
xi = 2ln
(
2
1 +
√
1− 4x
)
. (5)
With x = 14 one has f(0) = 2ln(2). For the case k=1 we start with:
f(1) =
∞∑
i=1
1
i+ 1
(
2i
i
)
1
4i
=
∞∑
i=2
1
i
(
2i− 2
i− 1
)
1
4i−1
= 2
∞∑
i=1
1
2i− 1
(
2i
i
)
1
4i
− 1 (6)
This way it remains to compute the last expression. We define:
u(i) =
∞∑
i=1
h(i)
2i− 1
(
2i
i
)
1
4i
(7)
with h(i) an arbitrary integer function. It follows first:
u(i) = 2
∞∑
i=1
h(i)
i
(
2i− 2
i− 1
)
1
4i
=
1
2
∞∑
i=0
h(i+ 1)
i+ 1
(
2i
i
)
1
4i
(8)
With the identity
1
i+ 1
(
2i
i
)
= 2
(
2i
i
)
−
(
2i+ 1
i+ 1
)
(9)
we get
u(i) =
∞∑
i=0
h(i+ 1)
(
2i
i
)
1
4i
− 1
2
∞∑
i=0
h(i+ 1)
(
2i+ 1
i+ 1
)
1
4i
=
∞∑
i=0
h(i+ 1)
(
2i
i
)
1
4i
− 2
∞∑
i=1
h(i)
(
2i− 1
i
)
1
4i
3= h(1) +
∞∑
i=1
(h(i+ 1)− h(i))
(
2i
i
)
1
4i
(10)
. With h(i) = 1 it follows u(1) = 1 and with this f(1) = 1. Now we calculate
f(2) =
∞∑
i=1
1
i+ 2
(
2i
i
)
1
4i
= 4
∞∑
i=2
1
i+ 1
(
2i− 2
i− 1
)
1
4i
=
2
3
∞∑
i=1
1
2i− 1
(
2i
i
)
1
4i
+
2
3
∞∑
i=1
1
i+ 1
(
2i
i
)
1
4i
− 1
2
(11)
with the result f(2) = 56 . Repeating this procedure k-times we end up with the following equation:
f(k)− 2k − 2
2k − 1f(k − 1) =
1
k(2k − 1) . (12)
This is a inhomogeneous difference equation of first order with a non-constant coefficient. The solution of the homo-
genous equation is:
f(k) =
1
2k
(
2k
k
)
−1
4k (13)
and a special solution of the inhomogeneous equation results to:
f(k) =
1
2k
(
2k
k
)
−1
4k
k∑
i=1
2i
i(2i− 1)
(
2k
k
)
1
4k
=
1
k
(
2k
k
)
−1
4k
(
1−
(
2k
k
)
1
4k
)
. (14)
Thus Lemma 1 is proved.
C. Lemma 2
It holds
f(k) =
∞∑
i=1
1
(i + k)2
(
2i
i
)
1
4i
=
(
1
k2
− 2ln(2) 1
k
+
2hk
k
− Hk
k
)(
2k
k
)
−1
4k − 1
k2
, (15)
with k ∈ N.
D. Proof of Lemma 2
For k=0 the result can be obtained from Boyadzhiev9. It follows:
∞∑
i=1
1
i2
(
2i
i
)
1
4k
= ζ(2)− 2 (ln(2))2 . (16)
4For the case k=1 we start with:
f(1) =
∞∑
i=1
1
(i+ 1)2
(
2i
i
)
1
4k
= 4
∞∑
i=2
1
i2
(
2i− 2
i− 1
)
1
4k
= 2
∞∑
i=2
1
i(2i− 1)
(
2i
i
)
1
4k
= 4
∞∑
i=2
1
2i− 1
(
2i
i
)
1
4k
− 2
∞∑
i=2
1
i
(
2i
i
)
1
4k
− 1 = 3− 4ln(2) . (17)
Repeating this procedure k-times we end up with the following inhomogeneous difference equation:
f(k)− 2k − 2
2k − 1f(k − 1) =
4
(2k − 1)2 −
1
k2
− 2
(2k − 1)2
∞∑
k=1
1
k + n− 1
(
2k
k
)
1
4k
, (18)
where the solution of the homogeneous equation is known from the proof of lemma 1. Thus it follows:
f(k) =
1
2k
(
2k
k
)
−1
4k
k∑
i=1
(
4
(2i− 1)2 −
1
i2
− 2
(2i− 1)2
∞∑
n=1
1
n+ i− 1
(
2n
n
)
1
4n
)
2i
(
2i
i
)
1
4i
. (19)
For k=1 the sum results to f(1) = 3− 4ln(2). It is advantageous to start the summation with the index k=2 and to
add the first term in its explicit form. It follows then:
f(k) =
1
2k
(
2k
k
)
−1
4k
[
3− 4ln(2) +
k∑
i=2
(
4
(2i− 1)2 −
1
i2
− 2
(2i− 1)2
∞∑
n=1
1
n+ i− 1
(
2n
n
)
1
4n
)(
2i
i
)
2i
4i
]
=
1
2k
(
2k
k
)
−1
4k
[
3− 4ln(2) +
k−1∑
i=1
(
4
(2i+ 1)2
− 1
(i+ 1)2
− 2
(2i+ 1)2
∞∑
n=1
1
n+ i
(
2n
n
)
1
4n
)(
2i
i
)
2i+ 1
4i
]
=
1
2k
(
2k
k
)
−1
4k
[
3− 4ln(2) +
k−1∑
i=1
(
4
(2i+ 1)2
− 1
(i+ 1)2
− 2
i(2i+ 1)2
((
2i
i
)
−1
4i − 1
))(
2i
i
)
2i+ 1
4i
]
=
1
2k
(
2k
k
)
−1
4k
[
3− 4ln(2) +
k−1∑
i=1
(
4
(2i+ 1)
− 2i+ 1
(i+ 1)2
+
2
i(2i+ 1)
)(
2i
i
)
1
4i
− 2
k−1∑
i=1
1
i(2i+ 1)
]
=
1
2k
(
2k
k
)
−1
4k
[
3− 4ln(2) +
k−1∑
i=1
2
i
(
2i
i
)
1
4i
− 1
2
k−1∑
i=1
1
i+ 1
(
2i+ 2
i+ 1
)
1
4i
− 2
k−1∑
i=1
1
i(2i+ 1)
]
=
1
2k
(
2k
k
)
−1
4k
[
3− 4ln(2) + 1− 2
k
(
2k
k
)
1
4k
− 2
k−1∑
i=1
1
i(2i+ 1)
]
=
1
2k
(
2k
k
)
−1
4k
(
3− 4ln(2) + 1− 2Hk + 4hk +
2
k
− 4
)
− 1
k2
5=
(
1
k2
− 2ln(2) 1
k
+
2hk
k
− Hk
k
)(
2k
k
)
−1
4k − 1
k2
. (20)
Thus lemma 2 is proved.
Having finished the proof for lemma 2 we can start to compute the corresponding series for n-values higher than 2.
It follows first for n=3:
1
i(k + i)2
=
1
k2
1
i
− 1
k2
1
k + i
− 1
k
1
(k + i)2
. (21)
Now we write:
∞∑
i=1
1
i
(
2i
i
)
1
4i
∞∑
k=1
1
(k + i)2
(
2k
k
)
1
4k
=
1
2
∞∑
k=1
1
k2
(
2k
k
)
1
4k
∞∑
i=1
1
i
(
2i
i
)
1
4i
− 1
2
∞∑
k=1
1
k2
(
2k
k
)
1
4k
∞∑
i=1
1
k + i
(
2i
i
)
1
4i
=
1
2
∞∑
k=1
1
k2
(
2k
k
)
1
4k
∞∑
i=1
1
i
(
2i
i
)
1
4i
− 1
2
∞∑
k=1
1
k2
(
2k
k
)
1
4k
1
k
((
2k
k
)
−1
4k − 1
)
= ln(2)ζ(2)− 2 (ln(2))3 − 1
2
ζ(3) +
1
2
∞∑
k=1
1
k3
(
2k
k
)
1
4k
= 2
∞∑
k=1
hk
k2
−
∞∑
k=1
Hk
k2
+ ζ(3)− 2ln(2)ζ(2)−
∞∑
k=1
1
k3
(
2k
k
)
1
4k
. (22)
From literature11,12 it follows:
∞∑
k=1
Hk
k2
= 2ζ(3) , (23)
and
∞∑
k=1
hk
k2
=
7
4
ζ(3) , (24)
and with this
∞∑
k=1
1
k3
(
2k
k
)
1
4k
= 2ζ(3)− 2ln(2)ζ(2) + 4
3
(ln(2))
3
. (25)
In the case that n=4 we start with the following expression:
1
i2(k + i)2
=
1
k2
1
i2
− 2
k3
1
i
+
2
k3
1
k + i
+
1
k2
1
(k + i)2
. (26)
Now we write:
∞∑
i=1
1
i2
(
2i
i
)
1
4i
∞∑
k=1
1
(k + i)2
(
2k
k
)
1
4k
−
∞∑
k=1
1
k2
(
2k
k
)
1
4k
∞∑
i=1
1
(k + i)2
(
2i
i
)
1
4i
=
∞∑
k=1
1
k2
(
2k
k
)
1
4k
∞∑
i=1
1
i2
(
2i
i
)
1
4i
−
∞∑
k=1
2
k3
(
2k
k
)
1
4k
∞∑
i=1
1
i
(
2i
i
)
1
4i
+
∞∑
k=1
2
k3
(
2k
k
)
1
4k
∞∑
i=1
1
i+ k
(
2i
i
)
1
4i
. (27)
6The left side of equation (27) is zero. So we can write:
∞∑
k=1
2
k3
(
2k
k
)
1
4k
∞∑
i=1
1
i+ k
(
2i
i
)
1
4i
=
∞∑
k=1
2
k4
(
2k
k
)
1
4k
((
2k
k
)
−1
4k − 1
)
= 4ln(2)
(
2ζ(3)− 2ln(2)ζ(2) + 4
3
(ln(2))
3
)
−
(
ζ(2)− 2 (ln(2))2
)2
(28)
Thus we get after elementary manipulations:
∞∑
k=1
1
k4
(
2k
k
)
1
4k
=
9
4
ζ(4)− 4ln(2)ζ(3) + 2 (ln(2))2 ζ(2)− 2
3
(ln(2))4 (29)
This procedure works analogously for higher n values, where for odd powers of n the following harmonic series are
needed:
∞∑
k=1
Hk
k2n
, (30)
and
∞∑
k=1
hk
k2n
. (31)
These series are known from literature13. As a consequence the corresponding type of inverse power series can be
calculated for all n ∈ N recursively in terms of zeta functions and natural logarithms. As an example the series for
n=5,6,7 are shown below.
∞∑
k=1
1
k5
(
2k
k
)
1
4k
= 6ζ(5)− 2ζ(2)ζ(3)− 9
2
ln(2)ζ(4) + 4 (ln(2))2 ζ(3)− 4
3
(ln(2))3 ζ(2) +
4
15
(ln(2))5 (32)
∞∑
k=1
1
k6
(
2k
k
)
1
4k
=
79
16
ζ(6)− 12ln(2)ζ(5) + 4ln(2)ζ(2)ζ(3)− 2 (ζ(3))2 + 9
2
(ln(2))2 ζ(4)− 8
3
(ln(2))3 ζ(3)
+
2
3
(ln(2))4 ζ(2)− 4
45
(ln(2))6 (33)
∞∑
k=1
1
k7
(
2k
k
)
1
4k
= 18ζ(7)− 79
8
ln(2)ζ(6)− 6ζ(2)ζ(5) + 12 (ln(2))2 ζ(5)− 9
2
ζ(3)ζ(4)− 3 (ln(2))3 ζ(4)
+ 4ln(2)ζ(3)2 − 4 (ln(2))2 ζ(2)ζ(3) + 4
3
(ln(2))4 ζ(3)− 4
15
(ln(2))5 ζ(2) +
8
315
(ln(2))7 (34)
It remains here to mention that for all powers in n ∈ N the corresponding series can be explicitly calculated by
combinations of zeta functions and logarithmic functions.
7III. A SECOND KIND OF INVERSE POWER SERIES WITH CENTRAL BINOMIAL COEFFICIENTS
The second family of inverse power series is defined as follows:
l(n) =
∞∑
k=1
1
(2k + 1)n
(
2k
k
)
1
4k
, (35)
with n ∈ N. For n ≤ 3 the series are known from literature7
∞∑
i=1
1
(2i+ 1)
(
2i
i
)
1
4i
=
pi
2
− 1 (36)
∞∑
i=1
1
(2i+ 1)2
(
2i
i
)
1
4i
=
pi
2
ln(2)− 1 (37)
∞∑
i=1
1
(2i+ 1)3
(
2i
i
)
1
4i
=
pi
8
ζ(2) +
pi
4
(ln(2))2 − 1 (38)
To be able to compute the corresponding series for higher n values we need the following identity.
IV. THEOREM 1
It holds:
∞∑
k=1
1
(2k + 1)n+1
(
2k
k
)
1
4k
=
(−)n
n!
∫ pi/2
0
(lnsin(x))
n
dx− 1 (39)
A. Proof of Theorem 1
We start with the Taylor series:
1√
1− x2
=
∞∑
k=0
(
2k
k
)
1
4k
x2k (40)
and integrate this series in the interval [0,1]:
∫ 1
0
1√
1− x2
= arcsin(1) =
pi
2
. (41)
From this we get:
∞∑
k=1
1
(2k + 1)
(
2k
k
)
1
4k
=
pi
2
− 1 . (42)
Analogously it follows:
∞∑
k=1
1
(2k + 1)2
(
2k
k
)
1
4k
=
∫ 1
0
arcsin(x)
x
dx− 1
=
∫ pi
2
0
zcot(z)dz =
pi
2
ln(2)− 1 . (43)
8Therefore it follows:
∞∑
k=1
1
(2k + 1)3
(
2k
k
)
1
4k
=
∫ 1
0
dy
y
(∫ y
0
arcsin(x)
x
)
− 1 . (44)
Substituting x=sin(z) and y = sin(p) gives us:
∫ 1
0
dy
y
(∫ y
0
arcsin(x)
x
)
=
∫ pi
2
0
(lnsin(p))
′
dp
∫ p
0
z (lnsin(z))
′
dz . (45)
By partial integration it follows first:∫ 1
0
dy
y
(∫ y
0
arcsin(x)
x
)
= −
∫ pi
2
0
p lnsin(p) (lnsin(p))
′
dp =
= −1
2
∫ pi
2
0
[
(lnsin(p))
2
]
′
dp . (46)
A second partial integration results in:∫ 1
0
dy
y
(∫ y
0
arcsin(x)
x
)
=
1
2
∫ pi
2
0
(lnsin(p))
2
dp , (47)
thus we have:
∞∑
k=1
1
(2k + 1)3
(
2k
k
)
1
4k
=
1
2
∫ pi
2
0
(lnsin(p))2 dp− 1 . (48)
Choosing n=3 in Eq. (39) we can write:
∞∑
k=1
1
(2k + 1)4
(
2k
k
)
1
4k
=
∫ 1
0
dz
z
∫ z
0
dy
y
∫ y
0
dx
x
arcsin(x)
x
dx − 1
Substituting x=sin(z), y = sin(t) and z = sin(p) and performing three partial integrations we get:
∞∑
k=1
1
(2k + 1)4
(
2k
k
)
1
4k
= −1
6
∫ pi
2
0
(lnsin(p))3 dp− 1 . (49)
In order to calculate the n+1 order for the corresponding power series one has to perform n successive partial
integrations on the expression
∞∑
k=1
1
(2k + 1)n+1
(
2k
k
)
1
4k
=
∫ 1
0
dx1
x1
∫ x1
0
...
∫ xn
0
dxn
xn
arcsin(xn)
xn
dxn − 1
Thus the theorem is proved.
The integral on the right side is known for all n14,15. For example, it follows from15:
Ls4(pi) = −
∫ pi
0
[
ln
(
2sin
(x
2
))]3
dx , (50)
with
Ls4(pi) =
3
2
piζ(3) . (51)
Substituting x = 2p it follows:
3
2
piζ(3)−
∫ pi
2
0
[ln (2sin (p))]
3
dp =
9−2
∫ pi
2
0
[ln(2) + lnsin (p)]
3
dp . (52)
Therefore we get:
∫ pi
2
0
[lnsin (p)]3 dp = −3
4
piζ(3)− pi
3
8
ln(2)− pi
2
(ln(2))3 , (53)
and the corresponding power series follows to:
∞∑
k=1
1
(2k + 1)4
(
2k
k
)
1
4k
=
pi
8
ζ(3) +
pi3
48
ln(2) +
pi
12
(ln(2))
3 − 1 (54)
As a further example we obtain for n=4:
∞∑
k=1
1
(2k + 1)5
(
2k
k
)
1
4k
=
19pi
128
ζ(4) +
pi
8
ln(2)ζ(3) +
pi3
96
(ln(2))2 +
pi
48
(ln(2))4 − 1 . (55)
V. A THIRD KIND OF INVERSE POWER SERIES WITH CENTRAL BINOMIAL COEFFICIENTS
AND ODD HARMONIC NUMBERS
The third family of series is defined as follows:
v(n) =
∞∑
k=1
hk
kn
(
2k
k
)
1
4k
, (56)
with n ∈ N.
For n=1 the series is known from literature9:
∞∑
k=1
hk
k
(
2k
k
)
1
4k
=
3
2
ζ(2) . (57)
A. Lemma 3
To be able to compute the corresponding series for higher n values we need a new identity again in form of a proper
valued integer series.
g(k + 1) =
∞∑
i=1
1
2k + 2i+ 1
(
2i
i
)
1
4i
=
pi
2
(
2k
k
)
1
4k
− 1
2k + 1
. (58)
B. Proof of Lemma 3
For k=0 the series is known. Based on g(1) we can calculate for k=1 the corresponding value of g(2). The result is:
∞∑
k=1
1
2k + 3
(
2k
k
)
1
4k
=
pi
4
− 1
3
. (59)
Repeating the calculation k-times again an inhomogeneous difference equation of first order can be formulated. This
procedure has been introduced to prove lemma 1. It follows:
g(k + 1)− 2k − 1
2k
g(k) =
1
2k(2k + 1)
. (60)
10
The general solution of the inhomogeneous equation results to:
g(k + 1) = a
(
2k
k
)
1
4k
+
(
2k
k
)
1
4k
k∑
i=1
1
2i(2i+ 1)
(
2i
i
)
−1
4i , (61)
with an integer constant a. This constant follows from the boundary condition g(1) = pi2 −1. The finite sum appearing
in the inhomogeneous part of the solution is known. It follows with16:
k∑
i=1
1
2i(2i+ 1)
(
2i
i
)
−1
4i = 1− 1
2k + 1
(
2k
k
)
−1
4k . (62)
From the boundary conditions we get:
a =
pi
2
− 1 , (63)
and with this it follows:
g(k + 1) =
pi
2
(
2k
k
)
1
4k
− 1
2k + 1
. (64)
Thus the lemma is proved.
Now we are able to calculate the corresponding series v(2). It is advantageous to start with g(k) instead with
g(k+1). It follows:
g(k) =
pik
2k − 1
(
2k
k
)
1
4k
− 1
2k − 1 . (65)
First we calculate the expression
∞∑
k=1
1
(2k − 1)2
∞∑
i=1
1
2i+ 2k − 1
(
2i
i
)
1
4i
= pi
∞∑
k=1
k
(2k − 1)3
(
2k
k
)
1
4k
−
∞∑
k=1
1
(2k − 1)3
=
pi
2
∞∑
k=0
k + 1
(2k + 1)3
(
2k + 1
k + 1
)
1
4k
− 7
8
ζ(3)
=
pi
2
∞∑
k=1
1
(2k + 1)2
(
2k
k
)
1
4k
− 7
8
ζ(3) +
pi
2
=
pi
2
∞∑
k=1
1
(2k + 1)2
(
2k
k
)
1
4k
− 7
8
ζ(3) +
pi
2
=
pi
2
(pi
2
ln(2)− 1
)
− 7
8
ζ(3) +
pi
2
=
pi2
4
ln(2)− 7
8
ζ(3) . (66)
On the other hand it follows:
∞∑
k=1
1
(2k − 1)2
∞∑
i=1
1
2i+ 2k − 1
(
2i
i
)
1
4i
=
∞∑
i=1
(
2i
i
)
1
4i
∞∑
k=1
1
(2k − 1)2(2i+ 2k − 1)
11
=
1
2
∞∑
i=1
1
i
(
2i
i
)
1
4i
∞∑
k=1
1
(2k − 1)2 −
1
2
∞∑
i=1
1
i
(
2i
i
)
1
4i
∞∑
k=1
1
(2k − 1)(2i+ 2k − 1)
=
3
4
ln(2)ζ(2)− 1
2
∞∑
i=1
1
i
(
2i
i
)
1
4i
∞∑
k=1
1
(2k − 1)(2i+ 2k − 1) . (67)
With
∞∑
k=1
1
(2k − 1)(2i+ 2k − 1) =
hi
2i
, (68)
where this identity follows immediately from the following partial fraction decomposition:
∞∑
k=1
1
(2k − 1)(2i+ 2k − 1) =
1
2i
∞∑
k=1
(
1
2k − 1 −
1
2k + 2i− 1
)
. (69)
We get:
∞∑
k=1
1
(2k − 1)2
∞∑
i=1
1
2i+ 2k − 1
(
2i
i
)
1
4i
=
3
4
ln(2)ζ(2)− 1
4
∞∑
i=1
hi
i2
(
2i
i
)
1
4i
. (70)
Comparing both sides and rearranging the different terms it follows:
∞∑
k=1
hk
k2
(
2k
k
)
1
4k
=
7
2
ζ(3)− 3ln(2)ζ(2) . (71)
the corresponding series for higher n values can be obtained by calculating the following expression:
∞∑
k=1
1
(2k − 1)n
∞∑
i=1
1
2i+ 2k − 1
(
2i
i
)
1
4i
(72)
As an example the series for n = 3, 4 and 5 have been calculated explicitly:
∞∑
k=1
hk
k3
(
2k
k
)
1
4k
=
15
4
ζ(4)− 7ln(2)ζ(3) + 3(ln(2))2ζ(2) (73)
∞∑
k=1
hk
k4
(
2k
k
)
1
4k
=
31
2
ζ(5)− 15
2
ln(2)ζ(4)− 13
2
ζ(2)ζ(3) + 7 (ln(2))
2
ζ(3)− 2 (ln(2))3 ζ(2) (74)
∞∑
k=1
hk
k5
(
2k
k
)
1
4k
=
399
32
ζ(6)− 31ln(2)ζ(5) + 15
2
(ln(2))
2
ζ(4) + 13ln(2)ζ(2)ζ(3)− 7 (ζ(3))2 − 14
3
(ln(2))
3
ζ(3)
+ (ln(2))
4
ζ(2) (75)
VI. A FOURTH KIND OF INVERSE POWER SERIES WITH CENTRAL BINOMIAL COEFFICIENTS
AND ODD HARMONIC NUMBERS
The fourth family of series defined as follows:
z(n) =
∞∑
k=1
hk
(2k − 1)n
(
2k
k
)
1
4k
, (76)
12
with n ∈ N. For n=1 we use Eq. (10). The result is:
∞∑
k=1
hk
2k − 1
(
2k
k
)
1
4k
=
pi
2
. (77)
For higher n values the calculational scheme is as follows. Starting with Eq. (68) we write:
∞∑
i=1
1
(2i− 1)2
(
2i
i
)
1
4i
(
∞∑
k=1
1
(2k − 1)(2k + 2i− 1)
)
=
1
2
∞∑
i=1
hi
i(2i− 1)2
(
2i
i
)
1
4i
=
∞∑
k=1
1
2k − 1
(
2k
k
)
1
4k
(
∞∑
i=1
1
(2i− 1)2(2k + 2i− 1)
(
2i
i
)
1
4i
)
=
pi
2
ln(2)− 1
4
∞∑
k=1
1
k2(2k − 1) +
1
4
∞∑
k=1
1
k2(2k − 1)2
(
pik
(
2k
k
)
1
4k
− 1
)
= piln(2)− pi + 3
4
ζ(2) . (78)
The term on the right side of Eq. (78) can be calculated by partial fraction decomposition, and from this we get:
∞∑
k=1
hk
(2k − 1)2
(
2k
k
)
1
4k
= piln(2)− pi
2
. (79)
As an example for n=3 and n=4 it follows:
∞∑
k=1
hk
(2k − 1)3
(
2k
k
)
1
4k
=
3
4
pi (ln(2))2 − piln(2) + pi
2
, (80)
∞∑
k=1
hk
(2k − 1)4
(
2k
k
)
1
4k
=
pi
16
ζ(3) +
pi
8
ln(2)ζ(2) +
pi
3
(ln(2))
3 − 3
4
pi (ln(2))
2
+ piln(2)− pi
2
. (81)
VII. AN APPLICATION TO NONLINEAR EULER SUMS
In this section we present an application to nonlinear Euler sums which can be explicitly calculated in terms of the
third kind of power series which we have introduced in section V. These nonlinear Euler sums are defined as follows:
w(n) =
∞∑
k=1
h2k
k2n
, (82)
for n ∈ N. A new identity is needed here:
A. Lemma 4
The following identity holds:
hk
k
=
(
2k
k
)
1
4k
∞∑
k=1
hi
i+ k
(
2i
i
)
1
4i
. (83)
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B. Proof of Lemma 4
We start the proof with the calculation of the following expression:
∞∑
i=1
hi
i+ 1
(
2i
i
)
1
4i
=
∞∑
i=1
hi+1
i+ 1
(
2i
i
)
1
4i
−
∞∑
i=1
1
(i + 1)(2i+ 1)
(
2i
i
)
1
4i
= 4
∞∑
i=2
hi
i
(
2i− 2
i− 1
)
1
4i
−
∞∑
i=1
1
(i+ 1)(2i+ 1)
(
2i
i
)
1
4i
= 2
∞∑
i=1
hi
2i− 1
(
2i
i
)
1
4i
−
∞∑
i=1
1
(i+ 1)(2i+ 1)
(
2i
i
)
1
4i
− 1. (84)
Using Eq.(10) with h(i) = hi it follows:
∞∑
i=1
hi
2i− 1
(
2i
i
)
1
4i
= 1 +
∞∑
i=1
1
2i+ 1
(
2i
i
)
1
4i
, (85)
and therefore we get:
∞∑
i=1
hi
i+ 1
(
2i
i
)
1
4i
= 2 (86)
Now we perform the following calculation:
∞∑
i=1
hi
i+ 1
(
2i
i
)
1
4i
=
∞∑
i=0
hi+1
i+ 2
(
2i+ 2
i+ 1
)
1
4i+1
=
1
2
∞∑
i=0
(2i+ 1)hi+1
(i+ 1)(i+ 2)
(
2i
i
)
1
4i
=
∞∑
i=1
hi
i+ 2
(
2i
i
)
1
4i
− 1
2
∞∑
i=1
hi
(i+ 1)(i+ 2)
(
2i
i
)
1
4i
+
1
2
∞∑
i=0
1
(i + 1)(i+ 2)
(
2i
i
)
1
4i
. (87)
Rearranging the different terms we find:
∞∑
i=1
hi
i+ 2
(
2i
i
)
1
4i
=
2
3
∞∑
i=1
hi
i+ 1
(
2i
i
)
1
4i
− 1
3
∞∑
i=0
1
(i + 1)(i+ 2)
(
2i
i
)
1
4i
+
2
3
. (88)
The analogous calculation for k=3 results in:
∞∑
i=1
hi
i+ 3
(
2i
i
)
1
4i
=
4
5
∞∑
i=1
hi
i+ 2
(
2i
i
)
1
4i
− 2
5
∞∑
i=0
1
(i + 1)(i+ 3)
(
2i
i
)
1
4i
+
2
5
. (89)
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Repeating this procedure k times again a inhomogeneous difference equation can be formulated:
o(k) − 2k − 2
2k − 1o(k − 1) = p(k) , (90)
where the solution of the homogeneous solutions results to:
oh(k) =
1
k
(
2k
k
)
−1
4k . (91)
The inhomogeneity results by partial fraction decomposition and use of lemma 1 to:
p(k) =
2
2k − 1 −
1
2k − 1 +
1
k(2k − 1)
(
2k
k
)
−1
4k − 1
k(2k − 1) −
k − 1
k(2k − 1)
=
1
k(2k − 1)
(
2k
k
)
−1
4k . (92)
Therefore the solution of the corresponding difference equation is:
p(k) =
1
k
(
2k
k
)
−1
4k
k∑
i=1
i
(
2i
i
)
1
4i
1
i(2i− 1)
(
2i
i
)
−1
4i
=
hk
k
(
2k
k
)
−1
4k . (93)
Thus lemma 4 is proved.
Now we are able to calculate the nonlinear Euler sum for n=1. We start with the expression:
∞∑
k=1
h2k
k2
=
∞∑
k=1
hk
k
(
2k
k
)
1
4k
∞∑
i=1
hi
i+ k
(
2i
i
)
1
4i
=
∞∑
i=1
hi
(
2i
i
)
1
4i
∞∑
k=1
hk
k(i+ k)
(
2k
k
)
1
4k
=
∞∑
i=1
hi
i
(
2i
i
)
1
4i
∞∑
k=1
hk
k
(
2k
k
)
1
4k
−
∞∑
i=1
hi
i
(
2i
i
)
1
4i
∞∑
k=1
hk
i+ k
(
2k
k
)
1
4k
. (94)
Thus it follows:
∞∑
k=1
h2k
k2
=
(
∞∑
k=1
hk
k
(
2k
k
)
1
4k
)2
=
9
8
(ζ(2))2
=
45
16
ζ(4) . (95)
For higher n values we calculate the following expression:
∞∑
k=1
hk
k(2n−1)
(
2k
k
)
1
4k
∞∑
i=1
hi
i+ k
(
2i
i
)
1
4i
(96)
For example, for n=2 and 3 it follows:
∞∑
k=1
h2k
k4
=
315
32
ζ(6)− 49
8
ζ(3)2 , (97)
∞∑
k=1
h2k
k6
=
315
8
ζ(8)− 217
4
ζ(3)ζ(5) +
49
4
ζ(2)ζ(3)2 . (98)
Thus for all even powers of k in the denominator the concerning Euler sums can be calculated explicitly and purely
in terms of zeta functions.
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VIII. OUTLOOK
For odd powers the situation seems to be similar as we have:
A. Lemma 5
∞∑
k=1
h2k
k3
=
7
4
ζ(2)ζ(3)− 31
16
ζ(5) . (99)
This is different from the case where hk appears in the nominator instead of h
2
k. Here it holds
13:
∞∑
k=1
hk
k3
= −53
8
ζ(4) + 7ln(2)ζ(3)− 2 (ln(2))2 ζ(2) + 1
3
(ln(2))
4
+ 8Li4
(
1
2
)
, (100)
where the Polylogarithm function appears.
B. Proof of Lemma 5
Eq. (99) is obtained with the help of the following two equalities which are known from literature17:
∞∑
k=1
HkH2k
(2k)3
=
307
128
ζ(5)− 1
16
ζ(2)ζ(3) +
1
3
(ln(2))
3
ζ(2)− 7
8
(ln(2))
2
ζ(3)− 1
15
(ln(2))
5
− 2ln(2)Li4
(
1
2
)
− 2Li5
(
1
2
)
, (101)
where Lin denotes the Polylogarithm function. The second equality holds:
∞∑
k=1
(−1)k−1H
2
k
k3
=
2
15
(ln(2))
5 − 11
8
ζ(2)ζ(3)− 19
32
ζ(5) +
7
4
(ln(2))
2
ζ(3)− 2
3
(ln(2))
3
ζ(2)
+ 4ln(2)Li4
(
1
2
)
+ 4Li5
(
1
2
)
. (102)
From Eq. (101) it follows by decomposing the corresponding sum in even and odd contributions:
∞∑
k=1
Hkhk
k3
=
279
16
ζ(5)− 7 (ln(2))2 ζ(3) + 8
3
(ln(2))3 ζ(2)− 8
15
(ln(2))5 − 16ln(2)Li4
(
1
2
)
− 16Li5
(
1
2
)
. (103)
Now we write
∞∑
k=1
H2k
k3
−
∞∑
k=1
(−1)k−1H
2
k
k3
=
1
4
∞∑
k=1
H22k
k3
. (104)
From this equality we obtain by rearranging the different terms:
∞∑
k=1
h2k
k3
=
15
4
∞∑
k=1
H2k
k3
− 4
∞∑
k=1
(−1)k−1H
2
k
k3
−
∞∑
k=1
Hkhk
k3
=
7
4
ζ(2)ζ(3)− 31
16
ζ(5) . (105)
Thus Lemma 5 is proved, and as a consequence we suppose that the corresponding Euler sums with higher odd powers
of k in the denominator can also be expressed purely in terms of zeta function.
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IX. SUMMARY
We have introduced a special summation method that allows, based on proper two-valued integer functions, to
calculate explicitly in terms of natural logarithms and zeta functions a variety of power series that involves central
binomial numbers and in addition odd harmonic numbers. With the help of these series we have shown that a special
type of nonlinear Euler sums, where explicitly inverse power sums of even degree are combined with odd harmonic
numbers of second degree, can be calculated explicitly and purely in terms of zeta functions.
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