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5Abstract
The interest for digital models in the building industry is growing rapidly. These cen-
tralize all the information concerning the building and facilitate communication between
the players of construction: cost evaluation, physical simulations, virtual presentations,
building lifecycle management, site supervision, etc. Although building models now tend
to be used for large projects of new constructions, there is no such models for existing
building. In particular, old buildings do not enjoy digital 3D model and information
whereas they would beneﬁt the most from them, e.g., to plan cost-eﬀective renovation
that achieves good thermal performance. Such 3D models are reconstructed from the
real building.
Lately a number of automatic reconstruction methods have been developed either
from laser or photogrammetric data. Lasers are precise and produce dense point clouds.
Their price have greatly reduced in the past few years, making them aﬀordable for
industries. Photogrammetry, often less precise and failing in uniform regions (e.g. bare
walls), is a lot cheaper than the lasers. However most approaches only reconstruct a
surface from point clouds, not a semantically rich building model. A building information
model is the alliance of a geometry and a semantics for the scene elements.
The main objective of this thesis is to deﬁne a framework for digital model production
regarding both geometry and semantic, using point clouds as an entry.
The reconstruction process is divided in four parts, gradually enriching information,
from the points to the ﬁnal digital mockup.
First, we deﬁne a normal estimator for unstructured point clouds based on a robust
Hough transform. It allows to estimate accurate normals, even near sharp edges and
corners, and deals with the anisotropy inherent to laser scans.
Then, primitives such as planes are extracted from the point cloud. To avoid over-
segmentation issues, we develop a general and robust statistical criterion for shape
merging. It only requires a distance function from points to shapes.
A piecewise-planar surface is then reconstructed. Planes hypothesis for visible and
hidden parts of the scene are inserted in a 3D plane arrangement. Cells of the arrangement
are labelled full or empty using a new regularization on corner count and edge length. A
linear formulation allow us to eﬃciently solve this labelling problem with a continuous
relaxation.
Finally, we propose an approach based on constrained attribute grammars for 3D
model semantization. This method is entirely bottom-up. We prevent the possible
combinatorial explosion by introducing maximal operators and an order on variable
instantiation.
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7Résumé
La maquette numérique de bâtiment est un outil nouveau et en plein essor dans les
métiers de la construction. Elle centralise les informations et facilite la communication
entre les acteurs : évaluation des coûts, simulations physiques, présentations virtuelles,
suivis de travaux, etc. Si une maquette numérique est désormais utilisée pour les grands
chantiers de bâtiments nouveaux, il n’en existe pas en revanche pour la plupart des
bâtiments déjà construits. Or, avec le vieillissement du parc immobilier et le développement
du marché de la rénovation, la maquette numérique serait une aide considérable pour des
bâtiments anciens.
Des techniques de reconstruction plus ou moins automatique ont été développées
ces dernières années, à base de mesures laser ou de photogrammétrie. Les lasers, précis
et denses, sont chers mais restent abordables pour les industriels, tandis que la photo-
grammétrie, souvent moins précise et moins ﬁable dans les zones uniformes (p.ex. les
murs), est beaucoup plus bon marché. Mais la plupart des approches s’arrêtent à la
reconstruction de surfaces, sans produire de maquettes numériques. À la géométrie doit
cependant s’ajouter des informations sémantiques décrivant les éléments de la scène.
L’objectif de cette thèse est de fournir un cadre de reconstruction de maquettes
numériques, à la fois en ce qui concerne la géométrie et la sémantique, à partir de nuages
de points.
Pour cela, plusieurs étapes sont proposées. Elles s’inscrivent dans un processus
d’enrichissement des données, depuis les points jusqu’à la maquette numérique ﬁnale.
Dans un premier temps, un estimateur de normales pour les nuages de points est
déﬁni. Basé sur une transformée de Hough robuste, il permet de retrouver correctement
les normales, y compris dans les zones anguleuses et s’adapte à l’anisotropie des données.
Dans un second temps, des primitives géométriques sont extraites du nuage de
points avec leur normales. Aﬁn d’identiﬁer les primitives identiques existantes en cas
de sur-segmentation, nous développons un critère statistique robuste et général pour
l’identiﬁcation de formes, ne requérant qu’une fonction distance entre points et formes.
Ensuite, une surface planaire par morceaux est reconstruite. Des hypothèses de plans
pour les zones visibles et les parties cachées sont générées et insérées dans un arrangement.
La surface est extraite avec une nouvelle régularisation sur le nombre de coins et la
longueur des arêtes. L’utilisation d’une formulation linéaire permet, après relaxation
continue, d’extraire eﬃcacement une surface proche de l’optimum.
Enﬁn, nous proposons une approche basée sur des grammaires attribuées avec
contraintes pour l’enrichissement sémantique de modèles 3D. Cette méthode est bottom-
up : nous partons des données pour construire des objets de complexité croissante. La
possible explosion combinatoire est gérée eﬃcacement via l’introduction d’opérateurs
maximaux et d’un ordre pour l’instanciation des variables.
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1.1 Maquettes numériques et enjeux du BIM
1.1.1 Le BTP
Le secteur du bâtiment et des travaux publics (BTP) est acteur majeur de l’économie
française. En 2011, plus de 1.3 millions de personnes travaillent pour une entreprise du
BTP 1. Les postes sont très variés, des métiers de la maçonnerie à ceux de l’administration
en passant par les diﬀérents bureaux d’études et d’architectes. Cette variété dans les
métiers se retrouve aussi dans le proﬁl des entreprises. Si des entreprises comme Bouygues
ou Vinci sont mondialement connues, et emploient près de 300 000 personnes, la grande
majorité des entreprises sont de petites entreprises : 93% des 498 000 entreprises de BTP
françaises ont moins de 10 salariés.
Le BTP est un secteur où la concurrence est rude. Pour être en position favorable sur
un marché, il faut être capable de fournir rapidement une estimation des coûts et des
délais de réalisation. La précision de cette estimation est cruciale, une surévaluation se
soldant par une perte de marché, et une sous-évaluation par un déﬁcit sur le projet. La
vitesse de réalisation des ouvrages est aussi un critère important pour les clients. Ceci
implique la mobilisation d’une grande quantité de main d’œuvre, de diﬀérents métiers
sur un même chantier. Dans ce cadre, la coordination de toutes les forces de production,
de l’architecte au peintre, est d’une importance cruciale. C’est pour répondre à ce besoin
que le BIM (Building Information Model), ou maquette numérique de bâtiment, a été
développé.
1.1.2 Building Information Model
La construction ou la rénovation d’un bâtiment font appel à de nombreux corps
de métiers, souvent d’entreprises diﬀérentes avec des modes de fonctionnement variés.
Ces dernières années, le développement de l’informatique a transformé les modes de
conception des bâtiments. Cependant les diﬀérents formats de données des logiciels dits
métiers (logiciels spécialisés) tendent à rendre diﬃcile la communication entre les acteurs
du chantier. Pour faciliter les échanges, il est évident qu’un objet unique contenant toutes
les informations du chantier est un avantage. En eﬀet, si toutes les informations sont
uniﬁées, les acteurs ont accès aux mêmes données. Les erreurs de retranscription sont
alors plus rares et les malfaçons dues auparavant à un manque de communication sont
traitées en amont lors d’étapes de conception plutôt que découvertes en cours de chantier.
De ce constat est né le Building Information Model (BIM). Le BIM d’un bâtiment est
un concept numérique représentant le bâtiment. L’idée est de concentrer un maximum
d’informations sur le bâtiment à l’intérieur d’un unique document, de sa structure (poutres,
murs...) aux réseaux (électriques, hydrauliques, téléphoniques...) qui le composent. Le
BIM est aussi appelé maquette numérique ou simplement Maquette.
Outre les formats des logiciels propriétaires, les IFC (Industry Foundation Classes)
sont aujourd’hui le format de référence pour le BIM. A l’initiative de Building Smart 2,
les IFC sont un format libre. Ils font l’objet d’un développement actif, notamment de la
1Données chiffrées de l’Observatoire des métiers du BTP, http://www.metiers-btp.fr/
2Building Smart, précédemment International Alliance for Interoperability, http://www.
buildingsmart.org
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Figure 1.1 – Exemples de maquettes numériques de bâtiments.
part d’institutions telles que le Centre Scientiﬁque et Technique du Bâtiment (CSTB) 3,
en vue d’étendre leurs applications et la richesse de leur représentation.
Bien qu’une grande majorité des chantiers soit encore traitée de manière conventionnelle,
avec des plans papiers, le BIM se développe notamment sur les projets d’envergure, où la
somme des plans rend la gestion diﬃcile et sujette à erreurs. Les avantages du BIM sont
multiples. Son format numérique en fait un objet modiﬁable et facilement diﬀusable. De
plus comme le concept de BIM ne ﬁxe pas a priori de limites aux types de données qu’il
peut contenir, tous les corps de métiers peuvent y incorporer leurs données. Les simulations
thermiques, acoustiques et les calculs de structures peuvent être eﬀectués directement à
partir du modèle. Il est ainsi plus facile de détecter les zones de conﬂits (canalisations
traversant des conduits de ventilation...). Enﬁn, si on ajoute des informations temporelles,
il est possible de coordonner les tâches de chantier voire de maintenance directement sur
le BIM, et d’optimiser le cycle de vie du bâtiment. La ﬁgure 1.1 montre quatre exemples
de BIM pour diﬀérents bâtiments. Sur les images, certaines parties ont été cachées aﬁn
de rendre compte de la construction intérieure du BIM. La ﬁgure 1.2, présente le détail
d’une porte issue d’une maquette avec les informations qui lui sont rattachées.
3CSTB, http://www.cstb.fr/
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1.2 Cas particulier de l’existant
Le marché de la rénovation est en pleine expansion. Les nouvelles normes, notamment
thermiques, le vieillissement du parc immobilier ainsi que les incitations ﬁscales aux
travaux d’amélioration sont favorables au développement de ce marché.
Si pour les nouveaux bâtiments, l’utilisation du BIM peut se faire depuis la phase
de conception jusqu’à la réalisation et l’exploitation, la plupart des bâtiments existants
ne disposent pas d’une maquette numérique et les seules données disponibles sont les
plans de construction (lorsqu’ils existent et avec des degrés de ﬁabilité très variables)
et le bâtiment lui-même. De plus, même lorsque les plans existent, ils ne reﬂètent pas
toujours les travaux eﬀectués dans le bâtiment au cours de sa vie.
Lors d’une rénovation, comme lors d’une construction, une maquette s’avère un
outil important pour un gain de temps et de performance. Il faut donc être capable
de construire une maquette à partir de l’existant, à peu de frais. Cette capacité est
aussi un atout pour la construction neuve, où la création de la maquette en cours de
construction permet de suivre le déroulement des travaux et la conformité entre la réalité
et la maquette initiale.
Vouloir reconstruire à partir de l’existant implique de capturer les positions des
diﬀérents objets dans l’espace. Pour ce faire, plusieurs systèmes sont aujourd’hui à notre
disposition :
• La photogrammétrie : technique basée sur de multiples prises de photos. Les
appareils photos étant aujourd’hui relativement abordables, la photogrammétrie
est une technique peu coûteuse, mais qui demande une certaine maîtrise de la
photographie et un très grand nombre de prises de vues.
• Les capteurs de mouvement : le plus connu est sans doute le Kinect de Microsoft.
Le système est peu coûteux et simple d’utilisation, mais aujourd’hui peu précis et
sensible aux conditions de prise de vue car le capteur infrarouge peut être aveuglé
par la lumière solaire.
• Le laser : les lasers sont des outils de grande précision qui permettent de scanner
de grandes surfaces très rapidement et avec une très grande précision. Leur coût
est beaucoup plus élevé que les appareils précédents, mais les récentes baisses de
prix les rendent accessibles aux industriels.
Le chapitre 2 développe ces diﬀérents modes d’acquisition de données, leurs points
communs et leurs spéciﬁcités.
En pratique, pour des opérations de reconstruction, c’est aujourd’hui le laser qui a la
préférence des industriels. Des entreprises proposent aujourd’hui un service de création
de maquettes numériques pour l’existant à partir de relevés laser.
1.3 Reconstruction automatique
Actuellement les entreprises proposant des services de reconstruction de maquettes
numériques pour de l’existant utilisent généralement des données issues de laser.
Une visite chez l’un de ces prestataires a permis d’apprécier le niveau de détail et
la précision des bâtiments reconstruits. Il apparaît que le processus de création de la
maquette sémantisée est manuel, long et fastidieux. En eﬀet, reconstruire le bâtiment
revient à le redessiner, dans ses moindres détails, en accord avec les données acquises sur
le terrain. Les outils utilisés sont manuels ou semi-automatiques, et laissent une grande
latitude au reconstructeur.
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1.3.1 Niveau de détail
Les prestataires pour la reconstruction de maquette recréent un objet proche du BIM
pour les construction neuves : géométrie très ﬁable et sémantique poussée. Cependant
le niveau de détail de la maquette fournie n’est pas toujours en adéquation avec les
applications pour lesquelles elle a été créée. Le niveau de précision requis varie du tout
au tout. Même si ”qui peut le plus peut le moins”, créer une maquette extrêmement
détaillée uniquement pour calculer un diagnostic de performance énergétique qui ne
prend principalement en compte que les surfaces vitrées, les surfaces extérieures et leurs
matériaux et le mode de chauﬀage, est une perte de temps. De même, la volonté de faire
un rendu graphique (pré-projet, jeux vidéos...) ne nécessite souvent pas un niveau de
détail très haut, l’impression de réalisme étant donnée principalement par la lumière
et les textures plaquées sur le modèle. D’un autre côté, des simulations acoustiques ou
d’accessibilité aux personnes handicapées vont nécessiter de connaître avec précision
l’ensemble des pièces, la largeur des portes voire même la hauteur du mobilier ou des
serrures.
Il est évident que le niveau de détail de la maquette doit correspondre à celui de la
tâche la plus exigeante. La ﬁgure 1.4 illustre les diﬀérents niveaux de précision nécessaires
suivant l’application.
À gauche, uniquement la structure générale, les fenêtres et les portes, pour une
simulation thermique. À droite, le mobilier est modélisé pour simuler, par exemple,
l’accessibilité.
Figure 1.4 – Deux niveaux de détail pour une même maquette [KIT, site].
1.3.2 Automatisation
De nombreuses constructions répondent à des standards aisément identiﬁables :
immeubles de bureaux, logements collectifs ou individuels. Leur époque de construction
comme les matériaux utilisés imposent des codes qui se retrouvent dans l’architecture
de ces bâtiments. Reconstruire une à une toutes les pièces d’une barre d’immeubles des
années 1980 est répétitif et coûteux en temps, surtout lorsque celles-ci sont des formes
géométriques simples et qu’elles sont toutes identiques.
Par exemple, une grande quantité de bâtiments de bureaux répondent à ce que l’on
appelle l’hypothèse du monde Manhattan. Sous cette hypothèse, on considère qu’un
bâtiment est constitué de pièces dont tous les murs sont planaires et orientés uniquement
selon deux directions orthogonales. La ﬁgure 1.5 présente un ensemble de pièces suivant
les règles du monde Manhattan.
Plus les tâches sont répétitives et les géométries sont simples, plus il est naturel de
vouloir les automatiser. Cela vaut pour la géométrie mais aussi pour la sémantique. Si
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Figure 1.5 – Vue d’une maquette répondant aux règles du monde Manhattan.
discerner les propriétés physiques ou le matériau demande des connaissances supplémen-
taires, la détection des classes d’objets comme les murs ou les sols doit pouvoir être
réalisée automatiquement.
De même, il est concevable que pour certaines tâches une main experte puisse être
nécessaire. Ce serait particulièrement le cas pour des reconstructions d’une précision
extrême, ne répondant pas à des règles particulières, statues, frises gravées, éléments
très déformés... Mais les cas nécessitant cette précision sont rares et la reconstruction
automatique peut donc répondre à une grande quantité de besoins.
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La reconstruction de maquettes numériques se base sur des nuages de points 3D. Il
existe diﬀérents dispositifs et techniques pour acquérir des points dans l’espace. L’objectif
de ce chapitre est de présenter les dispositifs et méthodes d’acquisition de nuages de
points ainsi que les particularités des nuages qui en sont issus.
2.1 Photogrammétrie
La photogrammétrie est une technique utilisant des photographies pour retrouver la
position 3D des points du modèle. Peu coûteuse, elle a fait l’objet d’une étude poussée
dans la littérature. Ses résultats, dépendants de la qualité des photographies, peuvent
être arbitrairement précis.
La ﬁgure 2.1 montre le principe de la reconstruction 3D par stéréo-photogrammétrie,
reconstruction à l’aide de deux images.
Soit p (respectivement p′) un point de l’image I (resp. I ′). p est aussi un point 3D
dans le plan image de la caméra de centre optique C. Alors le point P de l’objet réel,
dont p est la projection sur l’image, est sur le rayon
−→
Cp.
Si maintenant p′ est aussi l’image de P , mais cette fois-ci dans l’image I ′, alors P est
à l’intersection de [C, p) et de [C ′, p′).
Figure 2.1 – Principe de reconstruction par stéréo photogrammétrie.
Les diﬃcultés de la reconstruction multi-vues sont nombreuses. Parmi elles, on compte
:
• la recherche de correspondances ﬁables entre points saillants détectés dans l’image,
• l’estimation des paramètres internes des caméras,
• l’estimation robuste et précise des transformations liant les placements relatifs des
caméras.
La technique se base sur la recherche de points d’intérêt dans les images, ce sont
ceux-ci qui vont être mis en correspondance. La qualité de la reconstruction est donc
liée à la capacité à trouver des points d’intérêt dans les images et à identiﬁer les points
identiques d’une image à l’autre. Ces points servent à calibrer le système, ils sont en
général peu nombreux. Le nuage de points ﬁnal est un nuage densiﬁé. La transformation
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entre les caméras étant connue, de nouvelles correspondances entre points dans les images
sont recherchées. Cependant l’identiﬁcation de points dans les zones uniformes est très
diﬃcile. Il en résulte un nuage de densité très disparate, manquant crucialement de points
dans les zones uniformes telles que les murs dans les scènes d’intérieur. C’est, par exemple
le cas sur la ﬁgure 2.2 où très peu de points sont présents sur les zones peu texturées,
comme le tableau ou le plafond.
Figure 2.2 – Exemple de nuage de points photogrammétrique pour une salle de réunion.
2.2 Capteurs de profondeur
Les capteurs de profondeur, dont le plus connu est sans doute le Kinect de Microsoft,
sont des appareils qui détectent la distance du capteur aux objets placés devant lui. Cette
donnée de profondeur est en général associée à une information de couleur.
Le Kinect utilise une lumière structurée infrarouge pour estimer une image de profon-
deur. Un motif connu est projeté sur la scène, ensuite c’est l’observation des déformations
de ce motif qui permet de récupérer l’information de profondeur. Cette projection est faite
dans l’infrarouge pour ne pas être dépendante des conditions lumineuses et colorimétriques
de la scène. La ﬁgure 2.3 illustre ce fonctionnement.
Le format est une image RGBD (Red Green Blue Depth, soit couleur + profondeur).
L’information de couleur est en fait ajoutée à l’information de profondeur via une caméra
supplémentaire placée sur l’appareil.
Contrairement à la photogrammétrie, un tel capteur est eﬃcace même dans les zones
uniformes, ce qui est en fait un outil utilisable pour la reconstruction de scènes d’intérieur.
La ﬁgure 2.4 présente un nuage de points acquis via Kinect, c’est l’une des scènes du
dépôt NYU,[Silberman et al., 2012].
Alors que la précision de la photogrammétrie dépend de la qualité des images, les
données issues de capteurs de profondeur sont à précision ﬁxe. Pour le Kinect, l’erreur
est de l’ordre de quelques centimètres. Cette erreur est accentuée par la discrétisation
interne des valeurs de profondeur. La ﬁgure 2.5 montre cet eﬀet de discrétisation. Pour
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métriques et les informations de positions. (ﬁgure 2.6)
Figure 2.6 – Exemple de décalage entre couleurs et géométrie. Les couleurs de l’écran
se projettent sur le mur, celles de la chaise sur la table.
2.3 Laser
Le laser est l’appareil le plus précis mais aussi le plus onéreux. Cependant, ces dernières
années ont vu le prix des scanners laser décroître fortement, ils sont désormais accessibles
à des industriels et des entreprises dont le corps de métiers n’est pas directement la
création de maquettes numériques.
2.3.1 Principe du laser
Les lasers utilisés dans le cadre de la télémétrie utilisent principalement deux types
de technologie, le temps de vol et le décalage de phase.
Temps de vol
Un laser mesurant par temps de vol envoie une pulsation lumineuse vers l’objet à
mesurer. La vitesse de la lumière dans l’air étant connue, la distance est calculée à partir
du temps mis par la lumière pour faire l’aller retour entre le laser et l’objet. La ﬁgure 2.7
illustre ce principe.
Décalage de phase
Un laser à décalage de phase émet une onde lumineuse dont le ﬂux lumineux est
modulé sinusoïdalement. Celle-ci se réﬂéchit sur l’objet et on mesure le décalage entre les
phases des deux signaux (ﬁgure 2.8).
Supposant que le signal d’émission est de la forme Ae sin(ω t) alors le signal de retour
est : Ar sin(ω (t+ dt)). En multipliant les signaux, on a un nouveau signal :
AeAr
2
(cos(ω dt)− cos(2ω t+ ω dt))
En utilisant un ﬁltre passe bas, on récupère la composante constante cos(ω dt) dont
on extrait le temps de vol dt puis la distance entre l’émetteur et l’objet.
Les lasers à décalage de phase sont en général plus précis que ceux qui utilisent le
temps de vol mais leur portée est moindre.
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La vitesse de propagation de l’onde étant connue, la distance d est déduite du temps
t2 − t1.
Figure 2.7 – Principe de fonctionnement de la mesure par temps de vol.
Figure 2.8 – Principe de fonctionnement de la mesure par décalage de phase.
2.3.2 Les données
Les données laser sont très précises, de l’ordre du millimètre pour une acquisition
à 10 mètres. Les lasers récents sont capables d’acquérir plusieurs millions de points en
seulement quelques minutes. Ils sont généralement placés sur des trépieds et l’acquisition
est eﬀectuée depuis une position ou un ensemble de positions statiques. Contrairement
à la photogrammétrie et aux capteurs de profondeur, il est diﬃcile de déplacer le laser
dans de multiples positions pour capturer tous les recoins d’une scène.
Acquisition sphérique
Les données laser utilisées dans cette thèse sont issues de laser à décalage de phase,
dont l’acquisition est sphérique. En coordonnées sphériques, le laser eﬀectue une rotation
autour de l’axe vertical avec un pas constant ∆θ. Pour chaque longitude, il eﬀectue
une rotation en colatitude à pas constant ∆φ, de la verticale jusqu’à un angle donné,
déﬁnissant un cône d’invisibilité sous le scanner. La présence de ce cône d’invisibilité
sous le scanner est due à des contraintes physiques, d’encombrement de l’appareil. La
ﬁgure 2.9 illustre ce fonctionnement.
Les pas constants en longitude et en colatitude produisent une géométrie d’acquisition
spéciﬁque, une image laser. Dans cette image, chaque pixel représente une direction, sa
valeur étant les coordonnées du point touché. Ce format est aisément transformable en
une image de profondeur, en calculant la norme du vecteur liant l’origine du scanner au
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Figure 2.9 – Mode d’acquisition d’un laser ﬁxe sur trépied.
point scanné. Cette image est une projection de la sphère sur un plan 2D, les lignes droites
y sont déformées. La ﬁgure 2.10a montre un nuage de points laser et la ﬁgure 2.10b,
l’image laser correspondante. Dans l’image, le niveau de gris représente l’absorption de la
surface. Ce format structuré est un avantage dans le traitement des données, il est aisé de
récupérer les voisins de chaque point dans le nuage de points en utilisant la connectivité
des pixels. C’est un des avantages sur les nuages issus de photogrammétrie, où l’accès
aux voisins est eﬀectué via des structures de données particulières telles que les kd-trees.
(a) Nuage de points. (b) Image laser.
Figure 2.10 – Acquisition laser d’une salle de réunion.
Anisotropie
Le mode d’acquisition sphérique par balayage présente une grande disparité de densités
de rayons. Au niveau du pôle, la densité de rayons lancés est de plusieurs ordres de
grandeur plus grande que celle à l’équateur. La ﬁgure 2.11 montre cette variation de
densité, avec un schéma et des zones colorées en fonction de leur densité (ﬁgure 2.11a) et
les zones correspondantes sur une scène laser(ﬁgure2.11b).
Pour des pas de discrétisation ∆θ et ∆φ constants, la densité de points par stéradian
(unité de surface sur la sphère unité), wsphérique est donnée par la relation suivante :
wsphérique(x) = ∆θ∆φ sin(φ) (2.1)
où x est le point de coordonnées sphériques (r, θ, φ).
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(a) Diﬀérence de densité entre pôle et équa-
teur.
Équateur
Pôle
(b) Scène laser.
Figure 2.11 – Variations de densité entre le pôle et l’équateur.
Cette variation de densité dans l’acquisition ne suﬃt pas à expliquer la forte anisotropie
dans les nuages de points laser. À cette anisotropie globale (variation d’échantillonnage)
s’ajoute une anisotropie locale : dans le voisinage d’un point la densité de points varie
suivant la direction d’observation. La ﬁgure 2.12 montre ce phénomène sur un nuage laser.
L’angle d’incidence ψ ∈ [0, π/2], du laser sur la surface, joue un rôle important. Lorsque ψ
est faible, la surface associée au point est faible (ﬁgure 2.13 à gauche). A l’inverse lorsque
ψ est grand, l’aire de la surface associée se déforme et est plus importante (ﬁgure 2.13 à
droite). De plus, l’aire est d’autant plus importante que la surface touchée est loin de
l’origine O du scanner.
Le laser frappe le mur (en blanc) quasi-orthogonalement tandis qu’il touche le sol (en
gris) tangentiellement.
Figure 2.12 – Illustration sur un nuage de point laser de l’anisotropie due à l’incidence
du laser.
L’angle ψ est accessible via le calcul de la normale à la surface (partie I). L’aire associée
au point x, notée waniso(x), est donnée par la relation suivante :
waniso(x) = d2∆θ∆φ
sin(φ)
cosψ
(2.2)
où d est la distance de x à l’origine du scanner et ψ, l’angle d’incidence en x.
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L’angle ψ est l’angle entre la surface au point touché par le rayon et ce rayon. La surface
verte représente la surface associée à ce point.
Figure 2.13 – Surface associée à un point en fonction de l’orientation locale de la surface.
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Chapitre 3
Processus de reconstruction
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Les travaux de cette thèse se focalisent sur la reconstruction automatique de ma-
quettes numériques de bâtiments existants. Les données en entrées sont des nuages de
points recalés, c’est-à-dire positionnés les uns par rapport aux autres. Des informations
supplémentaires telles que les plans des bâtiments ne sont pas considérées ici.
3.1 Vers l’abstraction
Un ensemble de points 3D, aussi précis soit-il, ne constitue pas une maquette. Les
points sont des informations de très bas niveau : trois coordonnées dans l’espace (avec
potentiellement un ou plusieurs points de vue). Ils ne contiennent pas d’information
sémantique et l’information géométrique qu’ils représentent est très limitée. Un point est
un échantillon sur une surface. Par conséquent, en faisant abstraction du bruit dans les
données, la seule chose que l’on sait est que la surface voulue passe par ce point.
Figure 3.1 – Echantillonnage
En ce qui concerne la géométrie, notre but est de reconstruire une surface à partir
de points. Il n’existe pas une unique surface correspondant à un ensemble de points. Il
faut donc faire des hypothèses sur la surface, pour restreindre l’ensemble des surfaces
possibles et être à même de choisir la surface la plus probable.
Par exemple, la ﬁgure 3.1 présente trois surfaces S1, S2 et S3 correspondant au même
nuage de points. Si on décide de faire une reconstruction planaire par morceaux, le choix
logique sera la surface S1. Imposer une surface régulière lisse (sans angles) pourra mener
au choix de la surface S2.
Et ici encore, une surface n’est pas une maquette, il faut la comprendre. Comme
précédemment, en utilisant des a priori forts sur la surface, comme le fait qu’elle représente
un bâtiment, il est possible d’enrichir la géométrie avec des données sémantiques.
L’idée générale de cette thèse est de partir des points (information bas niveau), de
créer une surface et de l’enrichir avec de nouvelles informations aﬁn de produire une
maquette numérique complète (informations haut niveau).
3.2 Pipeline de reconstruction
Les travaux présentés dans ce document s’inscrivent dans une logique d’enrichissement
progressif des données de bas niveau, les points. La ﬁgure 3.2 présente les étapes de la
reconstruction :
• l’estimation de normales,
• l’extraction de primitives géométriques,
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La méthode que nous proposons est une nouvelle approche. Elle prend pour base une
transformée de Hough robuste (Chapitre 4). La distribution des normales possibles est
estimée en remplissant un accumulateur (tableau), la normale retenue est le maximum
de cette distribution (chapitre 5). L’exploration des normales possibles est régie par des
bornes statistiques robustes, et les eﬀets liés à la discrétisation sont gérés en ajoutant
de l’aléatoire sur l’orientation des accumulateurs. L’algorithme est capable de retrou-
ver correctement la normale des points dans les zones anguleuses et s’accommode de
l’anisotropie locale et du bruit pouvant être présents dans les données.
La performance de cette méthode a été mesurée par diﬀérentes expériences, qui
montrent qu’elle est au moins aussi précise et robuste au bruit que l’état de l’art tout en
étant plus rapide. Ce compromis peut être modiﬁé, des variantes sont proposées. Au prix
d’un temps de calcul un peu plus long, l’anisotropie des voisinages des points peut aussi
être gérée.
La ﬁgure 3.3 montre l’estimation des normales au niveau d’une zone anguleuse pour
deux estimateurs diﬀérents. A gauche, une régression linéaire tend à produire une normale
lissée. A droite, la méthode proposée ici retrouve les normales attendues, y compris pour
les points proches de l’angle.
Figure 3.3 – Deux comportements possibles d’estimateurs de normales au niveau d’une
zone anguleuse : à gauche, régression linéaire, à droite, notre méthode.
3.3.2 Recherche de primitives géométriques
Les nuages de points sont parfois très volumineux et il est nécessaire de regrouper
ceux-ci en ensembles cohérents qui vont aussi servir de base à la constitution de surfaces
complexes. Des primitives géométriques simples oﬀrent l’avantage d’être faciles à mani-
puler. La recherche de primitives dans les nuages de points est un problème classique
en géométrie algorithmique. Une grande quantité de méthodes ont été développées pour
extraire diverses primitives (lignes, cercles, ellipses... en 2D ; plans, cylindres, sphères ...
en 3D). Cette partie est décomposée en deux chapitres : l’un consacré à la reconnaissance
de primitives, l’autre à la fusion de primitives identiques (ﬁgure 3.4).
Le chapitre 6 présente le principe de deux méthodes parmi les plus utilisées pour
résoudre ce problème :
• RANdom SAmple Consensus (RANSAC) [Schnabel et al., 2007]
• La croissance de régions [Bughin et al., 2010; Chauve et al., 2010]
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3.3.3 Reconstruction de surface
La partie III est consacrée à la reconstruction de la surface planaire par morceaux,
basée sur les plans préalablement détectés dans le nuage. Du point de vue de la maquette
numérique, ce choix s’explique par le fait que les environnements créés par l’homme sont
majoritairement planaires par morceaux, ou constitués de formes géométriques pouvant
être approximées par un ensemble de plans.
De nombreux algorithmes de reconstruction ont été développés pour estimer une surface
à partir d’un ensemble de points. La reconstruction de Poisson [Kazhdan et al., 2006] fait
partie des algorithmes visant à créer une surface sans simpliﬁcation. Ici notre objectif est
l’idéalisation de la surface : nous recherchons une surface simple, planaire par morceaux.
Le but et la méthode sont proches de ceux proposés par Chauve et al. [2010].
L’algorithme que nous proposons fournit une surface étanche, orientable et sans bords
qui correspond aux observations. C’est un maillage polygonal reconstruit à partir des
plans visibles de la scène. Avec pour objectif de reconstruire une surface réaliste, y
compris dans les parties invisibles de la scène, des hypothèses de plans supplémentaires
sont générées. L’extraction de la surface est ensuite posée sous la forme d’un problème
d’optimisation discrète. Trois critères de régularisation sont proposés : une minimisation
de l’aire de la surface reconstruite, hypothèse déjà utilisée dans la littérature, mais aussi
la minimisation de la longueur des arêtes et celle du nombre de coins. Ces deux derniers
critères se traduisent par des potentiels d’ordre supérieur à deux. Nous introduisons une
formulation linéaire pour ce problème. La résolution du problème est rendue possible
grâce à une relaxation continue, aﬁn de le traiter comme un problème linéaire à variables
réelles. La solution calculée est alors une solution approchée, mais qui expérimentalement
est de bonne qualité. Au travers des expérimentations eﬀectuées sur des intérieurs de
bâtiments, la longueur des arêtes et le nombre de coins s’avèrent de meilleurs critères de
minimisation que l’aire.
Figure 3.6 – Exemple de reconstruction de surface. À gauche le nuage de points, à droite
la géométrie reconstruite.
3.3.4 Création de la sémantique
Pour l’ajout de données sémantiques sur un modèle géométrique, la partie IV propose
une nouvelle approche basée sur les grammaires attribuées avec contraintes.
La reconnaissance d’éléments dans une scène complexe est en plein essor depuis quelques
années. Les grammaires sont des outils utiles pour décrire les scènes avec une structure
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hiérarchique, comme les façades en 2D [Teboul et al., 2010] ou les temples doriques en
stéréo multi-vues [Mathias et al., 2011].
Ces grammaires allient une description hiérarchique de la scène avec des contraintes
d’assemblage. L’objectif est de partir d’un certain nombre de règles simples, dictées
par le contexte (bâtiment de type Haussmanien, bureaux...) et de reconnaître dans le
modèle les instances de chaque élément décrit par ces règles. Les résultats sont donnés
sous la forme d’un arbre décrivant la hiérarchie constructive du bâtiment. Pour ne pas
s’exposer à une explosion combinatoire, les opérateurs maximaux sont déﬁnis et utilisés
pour réduire l’espace d’exploration. Il est possible d’envisager plusieurs interprétations
pour une même scène, toutes les interprétations sont calculées de concert, sous la forme
d’une forêt (ensemble d’arbres). Les expériences montrent que des structures complexes
comme des escaliers de formes variables sont reconnues.
Figure 3.7 – Exemple d’enrichissement sémantique sur un modèle géométrique de
bâtiment. À gauche, la géométrie non sémantisée (soupe de polygones) et à droite, le
modèle sémantisé automatiquement, avec une couleur par type d’élément.
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Chapitre 4
Transformée de Hough aléatoire
et robuste
4.1 Introduction
La reconnaissance de formes est un problème classique en vision par ordinateur. En
2D (images) comme en 3D (nuages de points), la compréhension d’une scène à haut niveau
(objets, structures...) impose souvent l’extraction de primitives géométriques simples, par
exemple, des lignes, des cercles ou des ellipses dans les images, des plans, des cylindres
ou des sphères dans les nuages de points. Par exemple, pour rechercher un mur dans un
nuage de points, une approche est d’en extraire en premier lieu les zones planes puis de
choisir parmi celles-ci les bonnes candidates (taille, verticalité...). De même, en chimie,
pour vériﬁer la présence ou non de bulles dans une solution transparente, l’extraction de
cercles et d’ellipses dans des photos est une possibilité.
Avec le développement des moyens d’acquisition 3D (laser, Kinect...) et l’utilisation de
techniques de photogrammétrie toujours plus poussées, les images et les nuages de points
à traiter sont toujours plus volumineux. Aujourd’hui, traiter plusieurs millions de points
est une tâche commune. Pour être eﬃcace, il est nécessaire de condenser ces données. Une
manière d’y parvenir est d’extraire des formes géométriques simples et de remplacer les
points concernés par ces formes, codées par un faible nombre de paramètres. De plus la
représentation des nuages de points par un ensemble de primitives géométriques facilite
souvent un travail ultérieur visant à retrouver des objets ou des structures particulières.
Dans un premier temps, ce chapitre présente brièvement les diﬀérentes méthodes de
reconnaissance de primitives géométriques avant de se focaliser plus particulièrement sur
la transformée de Hough [Hough, 1962]. La partie II revient sur le cas plus particulier de
la recherche de primitives dans un nuage de points en trois dimensions.
La suite de ce chapitre est une extension de la transformée de Hough aléatoire
(Randomized Hough Transform, RHT) présentant une borne sur le nombre d’échantillons
à utiliser pour la détection ainsi qu’un critère d’arrêt lorsqu’on recherche un nombre
précis d’occurrences de la forme.
4.2 Méthodes de reconnaissance de formes
La détection de formes a beaucoup été étudiée ces dernières années. D’abord étudiée
dans les images, elle s’est ensuite généralisée dans des espaces de plus grandes dimensions.
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Certaines des méthodes évoquées ici seront détaillées dans le cas de l’extraction de
surfaces en trois dimensions dans la partie II.
RANSAC L’une des méthodes les plus utilisées est sans-doute le Random SAmple
Consensus (RANSAC), introduite par Fischler and Bolles [1981]. Le principe est de
sélectionner des hypothèses de formes et de les vériﬁer avec les données si l’hypothèse
est justiﬁée. Si celle-ci est retenue, alors les éléments associés à cette forme sont mis
de côté et on réitère l’algorithme sur les données restantes. Le RANSAC a, depuis son
introduction, bénéﬁcié de multiples améliorations et spécialisations. Il a au départ été
utilisé pour extraire des cylindres dans des images de profondeurs [Fischler and Bolles,
1981], et plus tard dans des nuages de points [Chaperon and Goulette, 2001]. En 1993,
Roth and Levine [1993] ont proposé un algorithme pour des formes variées. Le RANSAC
de Schnabel et al. [2007] permet l’extraction robuste et rapide de primitives géométriques
dans des nuages de points non structurés en trois dimensions. Des améliorations ont aussi
été proposées pour améliorer la robustesse du RANSAC, au travers de méthodes comme
MSAC [Torr and Zisserman, 1998], MLESAC [Torr and Zisserman, 2000], ou encore la
vitesse d’exécution [Nistér, 2005].
Méthodes a contrario Les méthodes a contrario ont aussi été utilisées pour la détec-
tion de segments dans les images [von Gioi et al., 2008, 2010] ou, plus récemment [Akinlar
and Topal, 2011]. Bughin [2011] a proposé une détection de plans dans des images de
profondeur basée sur un critère a contrario. L’idée des méthodes a contrario est d’estimer
l’hypothèse selon laquelle la conﬁguration des données a été générée par du bruit. Si la
conﬁguration a peu de chances d’être due au bruit, on considère alors avoir découvert
une structure digne d’intérêt.
J-linkage Toldo and Fusiello [2008] ont proposé une méthode appelée J-linkage. Elle
est construite sur une combinaison entre le RANSAC et la transformée de Hough (décrite
pas la suite). Le J-linkage se base sur le tirage d’hypothèses à la manière d’un RANSAC
et sur un changement d’espace (comme dans une transformée de Hough) aﬁn de ne retenir
que celles souhaitées. Au contraire d’un RANSAC qui agit de manière gloutonne (repérer
un modèle, retirer les points lui correspondant et recommencer), le J-linkage permet de
détecter plusieurs modèles à la fois.
Transformée de Hough La transformée de Hough, introduite par Hough [1962], a été
d’abord utilisée pour détecter des lignes et des arcs dans les images. Dès [Duda and Hart,
1972], les accumulateurs sont utilisés pour représenter un espace de recherche discrétisé.
La transformée de Hough s’accompagne d’un changement d’espace pour la représentation
des données, l’espace d’arrivée étant plus propice à la détection des formes souhaitées.
L’objectif est de créer un espace tel que les formes proches s’accumulent en un point de
l’espace [Illingworth and Kittler, 1988]. En deux dimensions, d’autres primitives telles
que les cercles et les ellipses ont ainsi pu être détectées [Tsuji and Matsumoto, 1978]
de même que des coins [Davies, 1988; Shen and Wang, 2002]. Avec la transformée de
Hough généralisée, [Ballard, 1981] étend la détection à des formes non paramétriques
dans les images. La transformée de Hough a depuis aussi été utilisée pour la détection
et la classiﬁcation [Barinova et al., 2010, 2012; Gall and Lempitsky, 2009; Lowe, 2004;
Okada, 2009].
La transformée de Hough a aussi été appliquée pour des dimensions supérieures à
deux. Elle a été particulièrement utilisée en trois dimensions pour la segmentation et la
reconnaissance de formes [Knopp et al., 2010; Pham et al., 2011]. L’algorithme original
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est en pratique peu utilisable car très gourmand en ressources. Kiryati et al.[Kiryati et al.,
1991] ont proposé une version probabiliste, ils n’observent qu’une partie des données pour
réduire le temps de calcul. La transformée de Hough aléatoire a été déﬁnie par Xu et al.
[Xu and Oja, 2009; Xu et al., 1990]. Dans la version originale, on tire un point puis on
vote dans l’accumulateur pour l’ensemble des formes auxquelles il pourrait appartenir.
Ici, on génère un modèle possible à partir des données (par exemple, on tire trois points
3D pour générer un plan) puis on vote dans la case correspondante de l’accumulateur.
Que ce soit pour la transformée de Hough ou sa version aléatoire, le critère pour
arrêter de tirer des primitives est un paramètre ﬁxe et arbitraire déﬁni par l’utilisateur.
4.3 Principe de la transformée de Hough
Cette section présente les principes de la transformée de Hough et de sa variante
aléatoire (Randomized Hough Transform, RHT). Les explications sont données par l’étude
de l’exemple de l’extraction de lignes dans une image en 2D.
4.3.1 Transformée de Hough
Soit P = p1, p2, . . . , pn un ensemble de n points en deux dimensions. Le but est de
rechercher les droites représentant ces points. Une droite en 2D est donnée par une
équation du type:
L(a, b, c) =
¶
(x, y) ∈ R2, ax+ by + c = 0
©
(4.1)
avec (a, b, c) ∈ R3. L’idée principale de la transformée de Hough est de trouver un espace
où les lignes vont être représentées par un point. Ainsi, une accumulation d’occurrences
de la même ligne se traduira par un amas de points localisés dans la même zone de
l’espace.
Choix de l’espace
L’utilisation du vecteur (a, b, c) ∈ R3 pour décrire la droite n’est pas une bonne
solution car une droite n’est pas déﬁnie de manière unique. Elle est déﬁnie à multiplication
des coordonnées par un réel près. Les trois coordonnées n’étant pas indépendantes, on
souhaite représenter la droite par deux coordonnées. Si on impose ||(a, b)||2 = 1, (a, b) est
sur le cercle unité, et peut être représenté par un angle θ ∈ [0, π], angle entre la normale
orientée et l’axe des abscisses. Le deuxième paramètre est alors ρ ∈ R, la distance signée
de l’origine à la droite.
Une droite est représentée de façon unique par un couple (ρ, θ) ∈ [0, π]×R (ﬁgure 4.1).
Figure 4.1 – Espace (ρ, θ)
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Représentation des points
Soit p = (x, y), (x, y) ∈ R2 un point de l’espace usuel (espace de départ). L’ensemble
des droites passant par ce point est :¶
(a, b, c) ∈ R3, ax+ by + c = 0
©
(4.2)
ou encore en utilisant la description de la droite dans l’espace (ρ, θ) :
{(ρ, θ) ∈ [0, π]× R, cos(θ)x+ sin(θ)y − ρ = 0} (4.3)
Ainsi un point de R2 est représenté par une courbe dans l’espace (ρ, θ) (ﬁgure 4.2):
ρ = cos(θ)x+ sin(θ)y (4.4)
La courbe décrit l’ensemble des droites passant par (x, y).
Figure 4.2 – Représentation des points
Algorithme
Pour chaque point de l’espace initial, il suﬃt de tracer la courbe correspondante dans
l’espace (ρ, θ). Lorsque plusieurs points sont alignés les courbes se coupent au même
endroit. Les points correspondant à l’intersection de nombreuses courbes sont alors les
droites principales du nuages de points initial. En pratique, l’espace d’arrivée est discrétisé
pour faciliter le décompte du nombre de courbes.
L’algorithme 1 résume la démarche pour l’extraction de droites dans une image en
deux dimensions. En ﬁn d’algorithme, la procédure "est un maximum local" pour le choix
des lignes à retenir. Cette procédure varie suivant les algorithmes. Par exemple, il est
possible de regarder directement le voisinage d’une case dans l’accumulateur, ou encore
de faire une régression sur les cases voisines de la case considérée.
La ﬁgure 4.3 est un exemple d’extraction de lignes. Les points considérés sont les
pixels noirs de l’image de départ. Pour remplir le tableau, tous les points ont été utilisés.
L’image de droite donne la forme de l’accumulateur une fois rempli. Plus la couleur est
foncée, plus la zone a reçu un nombre important de votes. On observe quatre zones de
densité très élevée correspondant aux quatre segments de l’image.
4.3.2 Transformée de Hough Aléatoire
La transformée de Hough aléatoire (RHT) a été introduite par [Xu and Oja, 2009; Xu
et al., 1990]. Appliqué à la détection de droites, le principe n’est plus de prendre un point
et d’envisager toutes les droites passant par ce point, mais d’utiliser des droites plausibles.
Pour ce faire, il suﬃt de tirer deux points et d’incrémenter la case de l’accumulateur
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Algorithme 1 Transformée de Hough
Paramètre: nρ # Discrétisation en ρ
Paramètre: nθ # Discrétisation en θ
Paramètre: nmin # Nombre minimal de pixels pour une droite
L← ∅
Θ = { iπ
nθ
, i ∈ [[1, nθ]]}
T ← Tableau vide de taille nρ × nθ
pour tout p = (x, y) ∈ P faire
pour tout θ, iθ ∈ Θ faire
ρ = cos(θ)x+ sin(θ)y
iρ = indice de la cellule correspondant à ρ dans T
T [iρ, iθ]← T [iρ, iθ] + 1
ﬁn pour
ﬁn pour
pour tout (iρ, iθ) faire
si T [iρ, iθ] > nmin et T [iρ, iθ] est un maximum local alors
L← L ∪ {(ρ, θ)}
ﬁn si
ﬁn pour
Figure 4.3 – Exemple avec quatre segments dans une image (à gauche). A droite, allure
de l’accumulateur une fois rempli. Les points utilisés sont les pixels noirs de l’image de
gauche.
correspondant à la droite passant par ces deux points. Le principal avantage est la
réduction du temps de calcul, il n’y a plus l’ensemble de l’espace des droites passant par
un point à balayer.
De plus, comme le montre la ﬁgure 4.4, les droites envisagées se limitent à des droites
plausibles. Les maxima locaux sont mieux déﬁnis, l’accumulation est plus franche. Il est
donc plus aisé de repérer les droites principales. La simulation a été eﬀectuée avec 400000
tirages de couples de pixels noirs, nombre arbitrairement ﬁxé.
4.4 Une borne robuste sur la taille des échantillons
Dans le cas d’une transformée de Hough aléatoire, le nombre de tirages possibles peut
s’avérer très grand. Par exemple, lors d’une recherche de ligne dans une image, si Np
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Figure 4.4 – Comparaison de la forme de l’accumulateur pour la transformée de Hough
(à gauche) et la RHT (à droite).
est le nombre de pixels éligibles à l’appartenance à une ligne, le nombre de paires est
O(N2) ; pour une recherche de plans déﬁnis par 3 points ce nombre devient O(N3). On
conçoit donc aisément qu’envisager tous les tirages est une stratégie qui ne passe pas à
l’échelle. Les méthodes présentées précédemment reposent sur le choix d’un nombre de
tirages souvent renseigné par l’utilisateur. Le succès de la segmentation est dès lors lié à
l’expérience de l’utilisateur sur le type de données qu’il tente de segmenter.
Réduire au maximum le nombre de tirages est nécessaire, mais une réduction trop
drastique entraîne une mauvaise estimation des niveaux de votes dans chaque case de
l’accumulateur. Il faut donc trouver un compromis entre le nombre de tirages et la
précision de l’estimation. Nous voulons de plus que cette borne sur le nombre de tirages
soit indépendante de la forme recherchée, pour rester le plus général possible.
4.4.1 Objectif
Plus formellement, soit M le nombre de cases de l’accumulateur. Chaque case de
l’accumulateur suit une loi de Bernouilli de paramètre pm, p ∈ {1, . . . ,M}. Une bonne
estimation de la distribution des tirages dans chaque cellule revient à approcher au mieux
chacun des pm, inconnus.
Soit T le nombre de tirages eﬀectués, notons {Xm,t, m ∈ {1, . . . ,M}, t ∈ {1, . . . , T}}
les variables aléatoires indépendantes et identiquement distribuées associées à chaque
couple (case, tirage). Xm,t = 1 si le tirage d’indice t vote dans la case m, 0 sinon.
Notons pˆm la moyenne empirique obtenue pour chaque cellule :
pˆm =
T∑
t=1
Xm,t (4.5)
ou encore :
pˆm =
nombre de votes dans la case m
nombre total de tirages
(4.6)
L’objectif est d’estimer le nombre T ∗, minimal, tel que pˆm et pm soient proches. Soient
δ la distance maximale autorisée entre pˆm et pm, et α ∈]0, 1[ le niveau de conﬁance voulu
sur l’estimation, alors l’objectif est de trouver T ∗ tel que :
P( max
m∈{1,...,M}
|pˆm − pm| < δ) ≥ α (4.7)
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4.4.2 Borne inférieure pour le nombre de tirages
Théorème 1.
T ∗ ≥ 1
2δ2
log
Å
2M
1− α
ã
(4.8)
est une condition suﬃsante pour que l’équation 4.7 soit vraie.
Démonstration. Comme les Xm,t sont iid, l’inégalité de [Hoeﬀding, 1963] s’applique :
∀m ∈ {1, . . . ,M},P(|pˆm − pm| ≥ δ) ≤ 2 exp
Ç
− 2δ
2T ∗2∑T ∗
t=1(at − bt)2
å
où at et bt sont les bornes d’un intervalle tel que Xm,t soit à valeurs dans [at, bt]. Ici
on prend at = 0 et bt = 1. La relation devient :
∀m ∈ {1, . . . ,M},P(|pˆm − pm| ≤ δ) ≤ 2 exp
Ä
−2δ2T ∗
ä
.
Cette relation est vraie quel que soit m ∈ {1, . . . ,M}, ainsi :
P( max
m∈{1,...,M}
|pˆm − pm| ≥ δ) = P(∃m ∈ {1, . . . ,M}, |pˆm − pm| ≥ δ)
≤
M∑
m=1
P(|pˆm − pm| ≥ δ)
≤ 2M exp
Ä
−2δ2T ∗
ä
il vient :
P( max
1,...,M
|pˆm − pm| < δ) = 1− P( max
1,...,M
|pˆm − pm| ≥ δ)
≤ 1− 2M exp
Ä
−2δ2T ∗
ä
Considérant maintenant l’équation 4.7 :
α ≤ 1− 2M exp
Ä
−2δ2T ∗
ä
et en isolant T ∗ :
T ∗ ≥ 1
2δ2
log
Å
2M
1− α
ã
En pratique T ∗ est un entier, et il ne peut pas être plus grand que le nombre de tirages
correspondant à l’estimation exacte de la distribution, c’est-à-dire, le nombre de tirages
possibles, Tmax. On choisira donc :
T ∗ = min
Å°
1
2δ2
log
Å
2M
1− α
ã§
, Tmax
ã
(4.9)
4.5 Recherche de la forme la plus probable
La section 4.4 donne une borne sur le nombre de tirages à eﬀectuer pour que l’ensemble
de la distribution sur l’accumulateur soit correctement estimée. Cependant, dans le cas
où on ne cherche qu’une forme, la forme la plus probable, cette borne peut sembler être
surestimée.
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Considérons l’exemple suivant. Nous cherchons une ligne, dans un nuage de points
2D. Les points à notre disposition pour eﬀectuer les tirages sont en fait alignés, hormis
quelques points aberrants. Pour peu que nous ayons choisi un accumulateur ﬁn (beaucoup
de cases), un niveau de conﬁance fort et une distance faible, le nombre de paires à tirer
peut être grand. Or, lorsque nous tirons les paires, nous votons presque tout le temps
dans la même cellule. Il est légitime de vouloir arrêter les tirages lorsque nous ”savons”
quelle est la case la plus probable.
4.5.1 Objectif
Le but est de trouver, avec un niveau de conﬁance donné, la case de l’accumulateur
correspondant au maximum de la distribution de probabilité :
m∗ = argmax
m∈{1,...,M}
pm (4.10)
4.5.2 Un critère d’arrêt pour la recherche du maximum
Considérons les moyennes empiriques pˆmi , i ∈ {1, . . . ,M}, classées par ordre décrois-
sant. À chacune de ces moyennes est associé un intervalle de conﬁance. Plus le nombre
de tirages eﬀectués est grand, plus cet intervalle est petit. Pour déterminer le maximum
de la distribution sur l’accumulateur, il suﬃt que les intervalles de conﬁance des deux
cases ayant reçu le plus de votes ne s’intersectent pas.
Théorème 2. Soit α un niveau de conﬁance. Notant m1 et m2 les indices des deux cases
de l’accumulateur ayant reçu le plus de votes, T est le nombre de tirages eﬀectués et z(α)
est tel que l’intégrale de la densité gaussienne centrée réduite entre −x et x est α :
pˆm1 − pˆm2 >
z(α)√
T
(4.11)
est une condition suﬃsante, pour le niveau de conﬁance α, pour que les intervalles de
conﬁance de m1 et m2 ne s’intersectent pas.
Démonstration. D’après le Théorème de la Limite Centrale :
pˆm − pm»
pm(1− pm)/T
converge en distribution vers la loi normale centrée réduite N (0, 1).
L’intervalle de conﬁance, au niveau α, associé à pm est alors :
pˆm − z(α)
 
pm(1− pm)
T
≤ pm ≤ pˆm + z(α)
 
pm(1− pm)
T
de plus comme pm ∈ [0, 1], pm(1− pm) ≤ 14 , et :
pˆm − 12
z(α)√
T
≤ pm ≤ pˆm + 12
z(α)√
T
Pour que les intervalles de conﬁance associés aux cases d’indice m1 et m2 ne s’inter-
sectent pas, il faut que :
pˆm2 +
1
2
z(α)√
T
< pˆm1 −
1
2
z(α)√
T
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Chapitre 5
Estimation robuste de normales
5.1 Introduction
Supposant que des points soient des mesures eﬀectuées sur une surface, l’estimation
de normales est l’association à chaque point d’un vecteur (la normale) représentant
l’orientation de la surface sous-jacente en ce point. Ce problème s’avère diﬃcile car
très localisé : deux points très proches spatialement peuvent avoir des normales très
diﬀérentes. De plus, les données sont très partielles : on ne connaît que les points. Il faut
donc tenter d’interpoler et d’ajouter des a priori sur la surface pour estimer correctement
les normales.
La ﬁgure 5.1 montre trois surfaces possibles pour un même ensemble de points. Pour
pouvoir estimer une normale cohérente, il est nécessaire de faire des suppositions sur
la forme de la surface. Par exemple, la surface peut être régulière (S2) ou planaire par
morceaux (S1).
Figure 5.1 – Plusieurs surfaces possibles pour un même ensemble de points.
L’estimation de normales pour les nuages de points est un problème crucial en géométrie.
Nombre d’algorithmes traitant de nuages de points prennent en entrée des couples points-
normales. Les applications de ces algorithmes sont diverses, par exemple le rendu à partir
de nuages de points [Rusinkiewicz and Levoy, 2000] et ﬁgure 5.2, la reconstruction de
surfaces [Öztireli et al., 2009] ou de surfaces planaires par morceaux [Chauve et al., 2010]
ou encore l’extraction de primitives géométriques dans les nuages de points [Schnabel
et al., 2007]. La qualité des sorties de ces algorithmes dépend beaucoup de la qualité
de ses entrées : points et normales. Il est donc important de fournir des normales bien
estimées, ou du moins les mieux adaptées aux besoins de l’algorithme.
Toutes les méthodes d’estimation de normales se basent à un moment ou à un autre sur
l’observation des points dans le voisinage de la zone où l’on souhaite estimer la normale.
La compréhension de l’allure locale de la surface permet de calculer sa normale.
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(a) Masque de Jules César [aim@shape, 2006],
à gauche, rendu original, à droite, les normales
bruitées donnent une impression de granularité.
(b) Nuage de points sur une sphère. À gauche,
les normales sont correctes. À droite les nor-
males sont celles d’un cube, donnant ainsi l’im-
pression d’une zone anguleuse à la surface de
la sphère.
Figure 5.2 – Exemple de rendu à partir de nuages de points, et inﬂuence de la normale
sur la perception visuelle de la forme. La position des points est ﬁxe, seule la normale
varie.
Par ailleurs, un bon estimateur de normales doit remplir plusieurs critères (ﬁgure 5.3):
• être robuste au bruit (ﬁgure 5.3a),
• être insensible aux points aberrants (ﬁgure 5.3b),
• retrouver la normale près des angles sans lisser (ﬁgure 5.3c),
• s’accommoder de l’anisotropie locale, densité de points variable à l’échelle du
voisinage d’un point (ﬁgure 5.3d),
• être rapide.
L’anisotropie est un problème réel, tant dans les nuages photogrammétriques que dans
les nuages laser. La ﬁgure 5.4 illustre des cas courants d’anisotropie. Les détails mis en
exergue illustrent les variations de densité au niveau des arêtes vives. La densité dépend
de l’angle d’incidence du rayon laser. Les normales y ont été estimées avec l’algorithme
développé dans ce chapitre.
Ce chapitre présente un nouvel estimateur de normales pour les nuages de points non
structurés. Après avoir donné la déﬁnition d’une normale (section 5.2) et présenté les
travaux existants sur l’estimation de normales (section 5.3), nous proposons dans la
section 5.4 un estimateur de normales basé sur la transformée de Hough robuste du
chapitre 4. La section 5.5 est consacrée aux résultats. Les performances de notre méthode
sont mesurées sur plusieurs expériences, qui montrent qu’elle est au moins aussi précise
et robuste au bruit que l’état de l’art tout en étant plus rapide.
5.2 Notations et déﬁnitions
Déﬁnition 1. Un point de la surface est dit régulier lorsque la surface admet un plan
tangent.
Pour une surface usuelle, tous les points sont réguliers hormis ceux qui se trouvent
sur une arête ou un coin (Figure 5.5).
Déﬁnition 2. Pour un point P régulier de M, la normale en P est la direction orthogo-
nale au plan tangent.
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(a) Inﬂuence du bruit.
(b) Inﬂuence de points aberrants.
(c) Eﬀet de lissage
(d) Inﬂuence de l’anisotropie.
Figures de gauche, estimations possibles et erronées. Figures de droite, estimations
correctes recherchées.
Figure 5.3 – Exigences pour un bon estimateur de normales.
Dans le cas d’un paramétrage (u, v), C1 :
M(u, v) = (x(u, v), y(u, v), z(u, v))
C’est-à-dire où x,y et z sont C1, la normale est donnée par :
n(u, v) =
∂M
∂u
∧ ∂M
∂v
Si la surface est déﬁnie par une équation cartésienne f(x, y, z) = 0, avec f C1. La
normale est le gradient. Un point est régulier si le gradient est non nul.
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Amélioration de normales. Une autre approche est de partir d’une première es-
timation des normales et de la raﬃner. Certains algorithmes estiment implicitement
la surface représentée par le nuage de points, parmi eux on compte les Moving Least
Squares (MLS) de [Alexa et al., 2001] et une version adaptative [Pauly et al., 2003]
ou encore le robust Local Kernel Regression [Öztireli et al., 2009]. Ici, comme dans la
régression, tous les points sont considérés comme réguliers, la normale est alors la valeur
du gradient en chaque point. Cependant du fait que la surface peut avoir des zones de
forte courbure, ces méthodes trouvent des normales au voisinage des points anguleux. Le
principal inconvénient de ces méthodes est de nécessiter une normale initiale assez ﬁable,
et parfois orientée. De même, le ﬁltre bilatéral pour les normales par Jones et al. [2004]
permet de détecter les zones anguleuses tout en lissant les régions régulières. Cependant
cette méthode peut être lente et dépend aussi grandement de la qualité de la première
normale.
Diagramme de Voronoï. Une approche originale est celle de Dey and Goswami [2006]
qui construit le diagramme de Voronoï et choisit une normale alignée avec la direction
principale de la cellule. Cette construction permet de retrouver les points anguleux mais
n’est pas robuste au bruit. Une variation dans la position des points peut grandement
changer la forme de la cellule et perturber la direction principale. [Alliez et al., 2007] ont
proposé une variante robuste au bruit, qui ne se base plus seulement sur la cellule de
Voronoï du point considéré, mais aussi sur celles de ses voisins.
RANSAC. Pour traiter à la fois le bruit et les points anguleux, [Li et al., 2010] ont
utilisé une méthode alliant une estimation robuste du bruit et la recherche de plans
tangents basée sur un RANSAC. Ce RANSAC se base sur le niveau de bruit détecté, ce
qui en fait une méthode adaptative et eﬃcace. Cependant, cette méthode n’est pas très
rapide, environ une demi-heure pour 1.5 million de points. De plus elle ne prend pas en
compte l’anisotropie pouvant être présente dans les données.
Le tableau 5.1 résume les diﬀérentes propriétés de quelques algorithmes d’estimation
de normales. Aucune des méthodes citées n’est en mesure de répondre à tous les critères
mis en exergue.
Robustesse
Bruit
Points Points
Anisotropie Rapidité
à . . . aberrants anguleux
Régression
planaires
X X
Régression
Jet
X X
NormFet
(Dey et al.)
X X X
RANSAC
(Li et al.)
X X X
Table 5.1 – Résumé des capacités de quelques algorithmes.
5.4 Méthode
L’algorithme présenté ici a pour but d’estimer une normale en un point, étant donnés
les points de son voisinage. Basé sur la transformée de Hough aléatoire et robuste du
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Figure 5.7 – Trois accumulateurs diﬀérents.
Le nombre de couronnes de l’accumulateur est 2k + 1. L’ouverture angulaire d’une
couronne est φ′, déﬁni par :
φ′ =
π
2k
, k ∈ N
Figure 5.8 – Angles pour l’accumulateur de Borrmann et al. [2011].
Les couronnes aux pôles ont une ouverture de φ
′
2 (ﬁgure 5.8). Les couronnes sont
repérées par l’indice i ∈ {0, . . . , 2k}, les couronnes 0 et 2k correspondant aux pôles.
Soit li, i ∈ {1, . . . , 2k − 1}, le nombre de cases de l’accumulateur pour la couronne
d’indice i.
Pour tout i ∈ {1, . . . , 2k − 1}, l’aire de la couronne est donnée par :
Acouronnei = 4π sin(iφ′) sin
φ′
2
(5.1)
Où iφ′ est l’angle φ médian pour la couronne (ﬁgure 5.8).
On souhaite diviser chaque couronne en cases d’aires identiques. De plus, l’échelle de
l’accumulateur, l’objectif est d’avoir des cases d’aire similaire.
A l’équateur, pour avoir des cases les plus isotropes possibles, on veut la même
ouverture angulaire en φ et en θ :
lk =
2π
φ′
= 4k (5.2)
Et l’aire d’une case à l’équateur :
ak =
π sin φ
′
2
k
(5.3)
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Comme l’objectif est d’avoir des cases les plus similaires possibles, on prend :
li =
®
1 si i ∈ {0, 2k}
⌊4k sin
Ä
iπ
2k
ä
⌉ sinon 1 (5.4)
Pour une direction (φ, θ) et pour k données, les coordonnées de la case dans le tableau
sont : 

(0, 0) si φ < π4k
(2k, 0) si φ > π − π4kÄ
i =
ö
2k
π
− 12
ù
,
ö
θ li
2π
ùä
sinon
(5.5)
Lors du calcul des normales, celles-ci ne sont pas orientées. Seule la moitié du tableau
est alors utilisée.
5.4.2 Algorithme
Soit p un point du nuage de point P , pour générer des hypothèses de normales, nous
générons aléatoirement des triplets dans le voisinage de p. Le voisinage Np de p est soit
l’ensemble des points dans une boule de rayon R centrée en p, soit les K plus proches
voisins de p. Pour cet ensemble, nous utilisons un kd-tree.
L’utilisation de la transformée de Hough aléatoire et robuste du chapitre 4 donne le
nombre de tirages en fonction du nombre de cases de l’accumulateur (équation 4.9):
T ∗ = min
Å°
1
2δ2
log
Å
2M
1− α
ã§
, Tmax
ã
(5.6)
Le nombre de cases de l’accumulateur est donné, en fonction de k dans le tableau 5.9.
k 4 5 7 10 12
M 23 82 171 290 441
Figure 5.9 – Nombre de cases de l’accumulateur en fonction de k.
Comme l’objectif est de trouver la normale la plus probable, la relation 4.11 est
appliquée pour stopper les tirages lorsque le maximum est identiﬁé avec une forte
probabilité, c’est-à-dire dès que :
pˆm1 − pˆm2 >
z(α)√
T
(5.7)
où m1 et m2 sont les nombres de votes des deux cases ayant reçu le plus grand nombre
de votes, et T le nombre de tirages eﬀectués.
L’algorithme 2 présente le procédé général d’estimation de normales. Les deux pro-
cédures triplet(.) et normale(.), produisent respectivement un triplet de points étant
donné un ensemble de points et une normale étant donné un ensemble de vecteurs. Ces
procédures sont décrites en détail dans les sections 5.4.3 et 5.4.4. L’utilisation de plusieurs
rotations, menant à la création de plusieurs normales sera elle aussi discutée dans la
section 5.4.4.
5.4.3 Tirage des triplets de points
Soit p un point et Np l’ensemble des points du voisinage de p. Un plan est généré par
le tirage aléatoire d’un triplet de points dans Np (procédure triplet(.) de l’algorithme 2).
Nous ne nous limitons pas à la création d’un doublet auquel viendrait s’ajouter le point
p. En eﬀet, si la position de p est bruitée, utiliser p dans tous les cas créerait une normale
erronée.
Trois manières de sélectionner ces triplets sont proposées.
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Algorithme 2 Estimation de normales par transformée de Hough randomisée.
Paramètre: P # Nuage de points
Paramètre: kφ # Discrétisation en φ
Paramètre: nrot # Nombre de rotations de l’accumulateur
Paramètre: R ou K # Taille du voisinage
T ∗ ← Résultat équation 5.6
# Génération des rotations
Rinit ← nrot rotations générées aléatoirement
# Boucle principale
pour tout p ∈ P faire
R← Rinit
Np ← voisinage de p
T ← 0
Acc← nrot tableaux vides
# initialisation des mémoires pour les cases ayant reçu le plus de votes.
pour tout r ∈ R faire
m1[r]← 0, m2[r]← 0
ﬁn pour
# Remplissage des accumulateurs
tant que T < T ∗ faire
pl = (p1, p2, p3) ← triplet(Np) # Génération de triplets de points (sec-
tion 5.4.3)
npl ← normale au plan support de pl
pour tout r ∈ R faire
nr ← r npl
Acc[r](nr)← Acc[r](nr) + 1 # Incrémentation dans l’accumulateur
Mise à jour de m1[r] et m2[r]
si pˆm1 − pˆm2 > z(α)
»
1
T
alors
R← R \ {r}
ﬁn si
ﬁn pour
T ← T + 1
ﬁn tant que
# Sélection de la normale
N ← ∅
pour tout r ∈ Rinit faire
N ← N ∪ {n(m1[r])}
ﬁn pour
n(p)← normale(N ) # Génération de la normale ﬁnale à partir des hypothèses
de normales (section 5.4.4)
ﬁn pour
Tirage sur les points
Le plus immédiat pour sélectionner des points aléatoirement dans Np est un tirage
uniforme sur les points. Cette approche est très rapide, cependant les zones plus denses
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sont plus fréquemment tirées. De ce fait, elles ont une inﬂuence plus importante sur le
résultat que celles qui regroupent moins de points. Cette méthode de tirage n’est pas
robuste à l’anisotropie.
Tirage quasi uniforme dans la boule
Pour être robuste à l’anisotropie, il faut être capable de tirer les points des zones
moins denses avec une probabilité non biaisée par le nombre de points. Pour ce faire,
on souhaite tirer un point q uniformément dans la boule du voisinage de p. Nous allons
premièrement tirer un point uniformément sur la sphère unité avant d’obtenir q en tirant
un rayon. Comme expliqué par [Weisstein, site], il existe plusieurs manières de tirer des
points aléatoirement sur la sphère. Parmi elles, celle de [Cook, 1957] a l’avantage de ne
pas nécessiter le calcul d’une racine carrée.
Soient U0, U1, U2, U3 trois variables aléatoires indépendantes de loi uniforme sur
[−1, 1]. Notant u0, u1, u2, u3 les valeurs prises lors d’un tirage.
Pour tout quadruplet tel que :
u20 + u
2
1 + u
2
2 + u
2
3 < 1
La variable XS = (X,Y, Z), prenant les valeurs (x, y, z) où :
x =
2(x1x3 + x0x2)
u20 + u
2
1 + u
2
2 + u
2
3
(5.8)
y =
2(x2x3 − x0x1)
u20 + u
2
1 + u
2
2 + u
2
3
(5.9)
z =
u20 + u
2
3 − u21 + u22
u20 + u
2
1 + u
2
2 + u
2
3
(5.10)
a une distribution uniforme sur la sphère.
Soit RNp le rayon de la boule centrée en p correspondant au voisinage Np. RNp est
soit R si Np est déﬁni par un rayon de recherche, soit la distance entre p et le point de
Np le plus éloigné de p si Np comme les K plus proches voisins de p.
Soit d la distance au centre tirée aléatoirement.
P(d < RNp) = 1
On souhaite une répartition uniforme des points dans la boule. Pour r ∈ [0, RNp ], et
notant V (r) le volume de la boule de rayon r :
P(d < r) = V (r)
V (RNp)
=
Ç
r
RNp
å3
Soit U une variable aléatoire de loi uniforme sur [0, RNp ], et soit R tel que :
R = RNp U
1
3 (5.11)
Alors R a la loi souhaitée pour le tirage du rayon.
Ainsi XB, variable aléatoire ayant pour loi la loi uniforme dans une boule de rayon
RNp , est décrite par :
XB = RNp U
1
3 XS (5.12)
Les points dans la boule sont tirés avec ce procédé.
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Le recours à plusieurs accumulateurs fournit plusieurs normales. Il faut maintenant
sélectionner la normale ﬁnale. Trois alternatives sont proposées.
• La normale retenue peut être une moyenne des normales fournies par tous les
accumulateurs. Ceci à l’avantage d’être simple à calculer. Cependant au niveau des
arêtes, si les accumulateurs ont fait des choix très diﬀérents, la normale est lissée.
• Ou bien la normale ayant reçu le plus de votes est retenue. Les normales près
des arêtes et des angles sont alors bien estimées mais les surfaces planes peuvent
apparaître granuleuses lorsque du bruit est présent.
• Alternativement, les normales proches peuvent être regroupées et moyennées pour
fournir la normale ﬁnale. Cette fusion des deux points précédents est un bon
compromis entre régularisation dans les parties planes et détection des angles.
5.5 Résultats
Cette partie, consacrée aux résultats, résume dans un premier temps les diﬀérents
paramètres de l’algorithme. Ensuite la méthode est confrontée à l’état de l’art à l’aide de
quatre méthodes représentatives :
• [Hoppe et al., 1992], pour la regression, qui est aussi la méthode la plus couramment
utilisée.
• [Cazals and Pouget, 2005], une autre méthode de régression plus précise que la
précédente.
• [Dey and Goswami, 2006], l’estimation de normales à l’aide d’un diagramme de
Voronoï (NormFet).
• [Li et al., 2010], une méthode basée sur RANSAC donnant de bons résultats sur
les points anguleux.
Ces comparaisons sont eﬀectuées sur des données synthétiques pour avoir accès à la
surface soujacente. Enﬁn, des visuels sur des scènes réelles, créés à l’aide d’un laser ou
par photogrammétrie sont présentés.
Pour les données synthétiques, le bruit ajouté est un bruit gaussien isotrope avec un
écart type exprimé en pourcentage de la boîte englobante du modèle avant bruitage.
5.5.1 Les paramètres
L’estimation de normale présentée ici se base sur plusieurs paramètres :
• K ou R, respectivement le nombre de voisins ou le rayon de la boule à utiliser pour
calculer le voisinage du point considéré.
• TR ou (α, δ), respectivement le nombre de triplets à tirer ou la paire (niveau de
conﬁance, distance) permettant de calculer le nombre de triplets.
• k la discrétisation selon la colatitude φ, c’est le paramètre régissant la taille de
l’accumulateur.
• nrot, le nombre de rotations de l’accumulateur.
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• c ou Runif , respectivement la taille de la grille de voxels pour l’utilisation des cubes,
ou le rayon de recherche après tirage dans la boule dans le cas du tirage quasi
uniforme.
• a, la tolérance angulaire utilisée pour le regroupement des directions données par
les multiples accumulateurs.
Bien que nombreux, ces paramètres sont faciles à estimer et peuvent être réutilisés. Dans
toutes nos expériences, sauf mention contraire, les paramètres utilisés sont TR = 700 (ce
qui correspond pour α = 0.95 à δ = 0.08), k = 7, nrot = 5, c = 4 ou Runif = 1/4 et a = π4 .
Il reste la taille du voisinage qui est le paramètre classique des méthodes d’estimation
de normales autres que celles reposant sur un diagramme de Voronoï. Dans le cas des
données synthétiques, nous utilisons K = 500, et pour les données réelles, nous ﬁxons
soit K = 500, soit le rayon de recherche est précisé.
Les tailles de voisinage utilisées pour les comparaisons varient d’un algorithme à
l’autre. Pour les méthodes de regression ([Cazals and Pouget, 2005; Hoppe et al., 1992]),
K = 80 est un bon compromis entre eﬀet de lissage et sensibilité au bruit. Pour [Li et al.,
2010], qui est la méthode se rapprochant le plus de celle présentée ici, le voisinage est de
K = 500.
Les trois variantes présentées à la section 5.4.4 sur les problèmes liés à la discrétisation
sont présentées séparément :
• RRHT_Points est l’échantillonage direct sur les points,
• RRHT_Unif est l’échantillonage quasi uniforme par tirage dans la boule de
voisinage,
• RRHT_Cubes correspond à l’utilisation de la voxélisation de la boule.
5.5.2 Temps de calcul
La ﬁgure 5.13 présente l’évolution du temps de calcul en fonction du nombre de
points (calculs eﬀectués avec 2 processeurs Intel(R) Xeon(R) X5472 3.00GHz, 4 threads
chacun). Les points, échantillonnés uniformément sur une sphère, ont été bruités à 0.2%.
Ces résultats ont été obtenus en désactivant le critère d’arrêt basé sur les intervalles de
conﬁance. Les courbes RRHT sont donc ici des bornes supérieures du temps de calcul
nécessaire à l’estimation des normales.
Les deux versions les plus rapides de notre algorithme RRHT_points et RRHT_cubes
ont un temps de calcul comparable avec la méthode de jet ﬁtting et celle de Dey, basée
sur un diagramme de Voronoï (Normfet). Celles-ci sont plus rapides que la méthode par
RANSAC (Li & al) d’un ordre de grandeur, avec la même taille de voisinage. RRHT_Unif
est quant à elle beaucoup plus lente, mais elle a l’avantage supplémentaire d’être robuste
à l’anisotropie (voir la partie 5.5.6 sur l’anisotropie).
Tous les algorithmes ont une complexité proche de O(n logn) où n est la taille du
nuage d’entrée. Le facteur en logn est dû aux recherches dans un Kd-tree, cette opération
étant répétée pour chacun des points du nuage. Les constantes multiplicatives par contre
varient grandement. Il faut cependant garder à l’esprit que le cas présenté ﬁgure 5.13
est en quelque sorte le pire des cas, le temps de calcul se réduisant avec l’utilisation des
intervalles de conﬁance.
La ﬁgure 5.14 montre le temps que l’on peut espérer gagner en utilisant la relation 5.7.
Pour plusieurs modèles géométriques et le modèle dragon [S3DR, 2005], sont présentés
les rapports du temps de calcul avec le critère sur les intervalles de conﬁance et sans
les intervalles de conﬁance. On observe que l’utilisation du critère réduit grandement
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Figure 5.13 – Temps de calcul en fonction du nombre de points, pour diﬀérentes
méthodes, sur une sphère avec 0.2% de bruit.
le temps de calcul. Dans la mesure où le bruit a pour eﬀet d’aplatir les distributions,
on observe eﬀectivement que le bénéﬁce du critère diminue avec un bruit croissant. Le
modèle utilisé a aussi une grande importance. Lorsque le modèle a peu de zones planes
ou régulières mais beaucoup de points anguleux ou de parties à forte courbure, le temps
nécessaire pour identiﬁer le pic principal de la distribution est plus long.
Figure 5.14 – Ratio du temps de calcul avec et sans utilisation des intervalles de conﬁance
pour estimer la normale, en fonction du bruit et pour diﬀérentes formes géométriques et
le modèle dragon [S3DR, 2005].
Le tableau 5.2 donne les temps de calculs pour des modèles réels. Comme il n’y a
pas de bruit dans les données, la taille de voisinage est réduite à K = 100. Ici encore,
l’utilisation du critère sur les intervalles de conﬁance est particulièrement utile pour les
modèles avec de grandes zones planes comme la salle de réunion scannée avec un laser.
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TR=700 TR=300
nrot = 5 nrot = 2
sans avec sans avec
Modèle (# points) interv. interv. interv. interv.
Armadillo (173k) 21 s 20 s 3 s 3 s
Dragon (438k) 55 s 51 s 8 s 7 s
Buddha (543k) 1.1 1 10 s 10 s
Circular Box (701k) 1.5 1.3 13 s 12 s
Omotondo (998k) 2 1.2 18 s 10 s
Statuette (5M) 11 10 1.5 1.4
Salle de réunion scannée (6.6M) 14 8 2.3 1.6
Lucy (14M) 28 17 4 2.5
RRHT_points avec une taille de voisinage K = 100 points, avec et sans inter-
valles de conﬁance, pour deux jeux de paramètres (TR, nrot). Sauf mentionné
explicitement, les temps sont en minutes.
Table 5.2 – Temps de calcul sur des données réelles.
5.5.3 Mesures d’erreur
Une mesure commune de l’erreur est la valeur eﬃcace. Soit P un nuage de points,
np,ref la normale de référence au point p (la normale théorique) et np,est la normale
estimée. La valeur eﬃcace (Root Mean Square en anglais) est déﬁnie par :
RMS =
Ã
1
|P |
∑
p∈P
np,refnp,est
∧2
(5.13)
Cette mesure tend à favoriser les algorithmes minimisant le carré de l’erreur angulaire
entre les normales. Cependant cette erreur ne reﬂète pas forcément une erreur « visuelle ».
Dans le cas d’une arête vive, l’œil humain va être beaucoup plus sensible à un eﬀet de
lissage qu’à quelques points de part et d’autre de l’arête ayant reçu la normale de la face
opposée. Dans cette optique, la valeur eﬃcace seuillée, RMS_τ est déﬁnie par :
RMS_τ =
Ã
1
|P |
∑
p∈P
v2p (5.14)
où :
vp =
®
np,refnp,est
∧
si np,refnp,est
∧
< τ
π
2 sinon
Figure 5.15 – Illustration des coûts de la RMS et de la RMSτ . Pour la RMSτ , dès que
l’angle est supérieur à τ , la pénalité est maximale.
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favorise la précision au prix d’un temps de calcul plus long que le second. Selon nos
expérimentations, changer le modèle change aussi les pentes, mais l’allure générale ne
varie pas.
T
*
=300
n
rot
=2
T
*
=700
n
rot
=5
T
*
=300
n
rot
=2
T
*
=700
n
rot
=5
Le niveau de bruit est de 0.1% (à gauche) et 0.5% (à droite). Les courbes en trait plein
représentent un nrot constant et un TR variable, tandis que les courbes en pointillés
représentent un TR constant et une rrot variable.
Figure 5.18 – RMS (à gauche) et RMSτ=10 (à droite) en fonction du temps de calcul
pour un nuage de points de 50000 points sur un cube.
D’autres expériences montrent que le temps de calcul varie d’un facteur d’ordre 2 à
2.5 quand la taille de la grille c varie de 2 à 10 pour un gain de 25 à 30 centièmes de
radian en RMS. De même, alors que k doit être le plus grand possible pour une précision
accrue, la robustesse est plus importante si k est petit. Pour un k variant de 2 à 12, le
temps de calcul double. Pour les modèles testés, le k optimal se situe dans cette plage
(ﬁgure 5.19). Dans toutes les expériences présentées ici, c a été ﬁxé à 4, et k à 7.
Figure 5.19 – Précision pour diﬀérents modèles en fonction de k, à autres paramètres
ﬁxés.
La ﬁgure 5.20 montre le résultat du calcul de normales pour un détail du modèle
Statuette. Les temps de calculs sont donnés dans le tableau 5.2. Pour (nrot = 2, TR = 300),
l’aspect est plus granuleux, moins lissé dans les zones régulières, et les angles sont moins
nets (pas assez de rotations pour découvrir le vrai maximum).
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(a) Tirage uniforme sur les
points du voisinage.
(b) Tirage quasi uniforme
dans la boule du voisinage.
(c) Discrétisation de la boule
du voisinage.
Le modèle est un coin, échantillonné avec 20000 points. Les densités de points par faces
sont 1, 5 et 10.
Figure 5.23 – Trois manières diﬀérentes pour tirer les triplets de points. Les points en
rouge sont ceux pour lesquels la normale est mal estimée.
Tirets, RRHT_mean. Points, RRHT_best. Trait plein, RRHT_cluster.
Figure 5.24 – Évolution de la RMS et de la RMSτ=10 pour un coin dont les faces sont
échantillonnées avec des densités diﬀérentes (ﬁgure 5.23).
puis on ajoute 100% de points aberrants (ﬁgure 5.25), ceux-ci étant tirés aléatoirement
à une distance au plus R = 0.3% de la diagonale de la boîte englobante. R est aussi le
rayon de recherche de voisinage. Cette limitation pour les points aberrants s’explique
par le fait qu’un point situé à une distance de plus de R des points du nuage n’aura pas
d’incidence sur l’estimation de la normale pour les points du nuage.
La mesure RMS avec 0.2% de bruit et aucun point aberrant est de 0.39 radian.
Lorsqu’on ajoute 100% de points aberrants, elle augmente de 0.04 radian. Ce chiﬀre
passe à 0.15 radian lorsque l’ajout de points aberrants passe de 100% à 300%. Les points
du modèle les plus dégradés sont les zones anguleuses, ceci s’explique par le proﬁl de
la distribution en ces points. Celle-ci est moins piquée que dans une zone plane et un
grand nombre de points aberrants introduit un bruit sur la distribution englobant ses
principaux pics.
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Chapitre 6
Extraction de primitives
6.1 Introduction
La géométrie d’une maquette numérique est une version abstraite de la réalité. Hormis
pour quelques objets aux formes compliquées et représentés par des maillages, les éléments
d’une maquette sont construits à l’aide de formes géométriques simples.
Pour de nombreux algorithmes, l’extraction de primitives géométriques simples, telles
que les plans, les sphères, les cylindres, etc. est une première étape en vue de reconstruire
une surface idéalisée. C’est par exemple le cas dans [Lafarge and Alliez, 2013; Li et al.,
2011]. Cette première étape est cruciale et conditionne généralement les résultats des
algorithmes utilisés pour la reconstruction de la surface.
De plus, avec les développements des dispositifs d’acquisition et de la puissance de
calcul, les nuages de points créés sont de plus en plus volumineux. La découverte de
primitives permettant de remplacer des ensembles de points cohérents est une manière
de compresser les données. De telles primitives sont décrites par peu de paramètres,
les mémoriser est moins coûteux que de retenir la position de tous les points qu’elles
représentent.
Dans cette thèse, les algorithmes de détection de primitives dans des nuages de
points sont des outils. Les primitives détectées seront par la suite fusionnées en cas de
sur-segmentation (chapitre 7) et utilisées pour reconstruire des surfaces planaires par
morceaux (partie III). Ce chapitre présente principalement les deux méthodes que nous
employons dans les chapitres suivants : le RANSAC et la croissance de régions.
6.2 RANSAC
Le RANSAC ou RANdom SAmple Consensus est l’une des méthodes les plus utilisées
pour la sélection de modèles (section 4.2). Il a été appliqué à une vaste gamme de pro-
blèmes, de la détection de primitives géométriques [Schnabel et al., 2007] à la calibration
de caméras [Moulon et al., 2012].
L’idée générale du RANSAC est de construire un ensemble d’hypothèses de formes,
par exemple, des plans, et d’évaluer le nombre de points qui sont à une faible distance
(inférieure à un seuil) de la forme. Ensuite, la forme correspondant à l’ensemble de points
de plus grand cardinal est considérée comme la meilleure. D’abord utilisé par Fischler
and Bolles [1981] pour rechercher une unique forme dans les données, RANSAC a ensuite
servi à y détecter plusieurs occurrences du modèle.
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Pour extraire plusieurs primitives, le RANSAC séquentiel ([Kanazawa and Kawakami,
2004; Vincent and Laganière, 2001]) est simplement basé sur la répétition de l’algorithme
précédent. La meilleure hypothèse est sélectionnée par RANSAC. Puis les points qui lui
sont associés sont retirés et on réitère l’opération sur les données restantes. La ﬁgure 6.1
illustre ce procédé.
Tirage de deux points dans le nuage (à gauche). Au centre, détection des points validant
le modèle de la ligne, c.-à-d. à distance inférieure à la tolérance δ. Si cette ligne est la
meilleure, les points concernés sont retirés du nuage (à droite) avant de réitérer
l’opération.
Figure 6.1 – Illustration du principe de l’algorithme RANSAC séquentiel sur l’exemple
de l’extraction de lignes.
Cependant cette approche gloutonne n’assure pas une bonne détection dans tous les
cas. Pour la détection de plans en 3D, il est possible de retenir des hypothèses de plan
erronées. En eﬀet, il arrive que des hypothèses de plans non-souhaitables regroupent
plus de points que les plans voulus. Or, une fois retirés, les points ne peuvent plus être
réattribués, exposant l’utilisateur non seulement à de mauvaises détections, mais aussi à
des détections manquantes. La ﬁgure 6.2 illustre ce cas. Quatre lignes sont échantillonnées
avec une densité plus importante dans la zone centrale. Du fait de cette variation de
densité, le meilleur candidat n’est pas une des lignes échantillonnées.
Nuage de points échantillonnant quatre lignes verticales, avec une densité variable. La
meilleure hypothèse pour le nombre de points est une ligne quasiment horizontale.
Figure 6.2 – Illustration d’une mauvaise détection possible.
Pour pallier cet inconvénient majeur, plusieurs solutions ont été proposées. Zuliani et al.
[2005] estiment plusieurs modèles à la fois mais cela implique de connaître préalablement
le nombre de primitives à extraire. Zhang and Kosecká [2006] proposent une méthode
pour évaluer ce paramètre.
Rabin et al. [2010] utilisent le RANSAC a contrario de [Moisan and Stival, 2004]
associé à un critère de validation statistique permettant de détecter plusieurs groupes à
la fois. Développé pour la détection d’objets similaires entre deux images, il ne prend en
compte qu’un faible nombre de points d’intérêt détectés dans les images. La méthode
n’est pas adaptée pour des nuages de points beaucoup plus volumineux.
Pour traiter ces gros ensembles de données, Forlani et al. [2003] se basent sur le
fait que des points voisins sont généralement associés à la même primitive. Après une
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croissance de régions (section 6.3) pour obtenir un ensemble de points pouvant appartenir
à la même primitive, RANSAC est appliqué sur les points de chaque région.
Schnabel et al. [2007] utilisent aussi cette notion de voisinage. Des triplets de points
(dans le cas de plans) sont sélectionnés dans un même voisinage, réduisant ainsi le nombre
de tirages à eﬀectuer pour obtenir une hypothèse valide. De plus, comme dans [Labatut
et al., 2009], les points y sont associés à une information de normale. L’angle ainsi que la
distance à la primitive sont pénalisés aﬁn de ne conserver que des points dont l’orientation
locale est cohérente.
Méthode utilisée
La variante de RANSAC utilisée dans la suite de ce document est celle de Schnabel
et al. [2007]. Cet algorithme s’applique à tous types de nuages de points 3D. Il permet
de détecter une grande variété de primitives géométriques telles que des plans, des
cylindres, des cônes ou des sphères. Il oﬀre une bonne robustesse au bruit tout en
garantissant une grande vitesse d’exécution. Celle-ci est atteinte en réduisant l’espace
de recherche en favorisant les points voisins pour la création des hypothèses de surface.
La ﬁgure 6.3 montre le résultat de l’extraction de plans et de cylindres sur des modèles
photogrammétriques.
Figure 6.3 – Résultat de segmentation en plan par RANSAC [Schnabel et al., 2007] sur
deux nuages de points créés par photogrammétrie.
6.3 Croissance de régions
La croissance de régions est une méthode générale pour la création d’ensembles
connexes dont les éléments partagent des caractéristiques communes.
Généralement, la segmentation souhaitée des données par l’utilisateur est composée
d’ensembles connexes. C’est, par exemple, le cas lors de la segmentation d’objets dans des
images où un objet apparaît en un bloc (occlusions mises à part). L’idée de la croissance
de régions est de partir d’un élément des données, la graine, en accord avec un modèle
(couleur, géométrie ...) et d’étendre, de proche en proche, la région dans le voisinage de
la graine.
La ﬁgure 6.4 illustre le principe de la méthode. La région est représentée en vert
clair. La frontière (les points en orange sur la ﬁgure) correspond aux points qui ont été
précédemment observés et déclarés comme correspondants au modèle, mais dont on n’a
pas encore observé le voisinage pour étendre la région. Sur cette région un point est choisi
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(en rouge) et son voisinage est calculé. Les points de ce voisinage qui n’ont pas encore
été traités sont testés par rapport au modèle. S’ils passent le test, ils sont ajoutés à la
frontière et la région s’étend. Sinon, ils sont écartés.
En bleu, la graine. En vert, les points observés inclus dans le modèle. En orange la
frontière active (les points validant le modèle dont on n’a pas encore étudié le voisinage).
En rouge, le point courant. En blanc cerclés de noir, les points observés ne validant pas
le modèle.
Figure 6.4 – Principe de la croissance de régions. Sur la frontière active, un point est
choisi (au centre), dans son voisinage les points validant le modèle sont ajoutés à la
régions, les autres sont écartés (à droite).
La croissance continue jusqu’à ce qu’aucun point ne puisse plus être ajouté à la région
(c.-à-d. que la taille de la frontière soit nulle). La conformité de la région (nombre
d’éléments, aspect ...) est alors testée pour décider de son rejet ou non. Les points sont
alors retirés du nuage, et l’algorithme est relancé sur les données restantes.
La croissance de régions a été particulièrement utilisée en segmentation d’images dont
[Hojjatoleslami and Kittler, 1998; Shih and Cheng, 2005; Trémeau and Borel, 1997] ne
sont que des exemples. Sur les images, le voisinage d’un pixel est aisément accessible,
rendant les algorithmes rapides.
Initiée par Besl and Jain [1988], la croissance de régions pour la segmentation des
images de profondeur s’est vu appliquée à diﬀérentes scènes et modèles. Sur de telles
images, les voisinages sont directement accessibles, comme dans le cas des images usuelles.
Fitzgibbon et al. [1997] utilisent la courbure locale pour choisir les graines. C’est aussi le
cas en 3D dans [Digne et al., 2010] qui utilisent la connectivité d’une triangulation pour
segmenter des maillages.
Dans [Poppinga et al., 2008; Pu and Vosselman, 2006], les régions recherchées sont
planaires et c’est la distance au plan de régression, calculé sur l’ensemble des points de
la région, qui est le critère d’arrêt.
Bughin et al. [2010] estiment le niveau de bruit de chaque région au fur et à mesure
de la croissance, pour déterminer automatiquement le critère d’arrêt. Une idée similaire
se retrouve dans la reconstruction de villes de Poullis and You [2009] où, de plus, une
information de locale de normale est prise en compte.
Chauve et al. [2010] reconstruisent une surface planaire par morceaux. L’extraction
de plans dans le nuage de points non structuré y est eﬀectuée par croissance de régions.
Pour ce faire, le voisinage des points est calculé en utilisant un kd-tree.
Méthode utilisée
Les acquisitions laser par balayage horizontal et vertical présentent une structure
proche des images de profondeur précédemment citées. La diﬀérence réside dans la surface
de reprojection des données, une sphère pour les premières, un plan pour les secondes.
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Le calcul du voisinage de chaque point étant immédiat, cela favorise un algorithme
de segmentation très rapide. Dans la suite, nous utilisons la 8-connectivité de l’image de
profondeur.
Nous utilisons une méthode proche de celles précédemment décrites. Les graines peuvent
être générées de deux manières. Soit elles sont tirées aléatoirement, soit elles sont classées
d’après la planarité du voisinage (le plan de régression étant calculé via analyse en
composantes principales).
Des exemples de croissances de régions sur des images laser sont donnés ﬁgure 6.5.
Figure 6.5 – Exemple de croissance de régions : vue du nuage 3D (en haut) et image
laser (en bas), une couleur diﬀérente par segment.
De plus, pour éviter la propagation d’une région dans une zone d’orientation diﬀérente,
nous utilisons un seuil sur l’angle entre la normale au point et le plan. La ﬁgure 6.4
illustre la nécessité de cette limitation, particulièrement dans le cas des acquisitions laser
où de nombreux points se retrouvent alignés.
(a) Sans seuil. (b) Avec Seuil.
Figure 6.6 – Nécessité du seuil sur l’angle entre la normale et la primitive.
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6.4 Autres méthodes
Il existe d’autres méthodes d’extraction de primitives 3D. Elles sont, en général, des
adaptations d’algorithmes développées pour la reconnaissance de formes dans des images
2D. Le chapitre 4 sur la transformée de Hough présente une partie de ces algorithmes.
La présente section, reprend la liste de ces méthodes dans une optique 3D.
Transformée de Hough
Introduite par Hough [1962], elle a connu un développement important au ﬁl des années,
pour détecter diﬀérentes formes dans les images. En 3D, elle est utilisée principalement
pour l’extraction de primitives telles que les plans [Borrmann et al., 2011], des éléments
sphériques [Han et al., 1987], ou encore en reconnaissance de formes 3D [Knopp et al.,
2010; Pham et al., 2011].
Dans un contexte plus spécialisé, Overby et al. [2004]; Vosselman and Dijkman [2001]
utilisent la transformée de Hough pour extraire les toits des bâtiments dans des images
aériennes de profondeur.
Borrmann et al. [2011] proposent un résumé des variantes de transformée de Hough
ainsi qu’une présentation des diﬀérents accumulateurs.
J-linkage
Le J-linkage [Toldo and Fusiello, 2008] est une méthode de séparation en ensembles
cohérents. Comme la transformée de Hough, le J-linkage recherche plusieurs formes à la
fois. Des hypothèses valides sont générées à la manière d’un RANSAC et sont agrégées
pour ne retenir que les clusters prépondérants. Toldo and Fusiello [2008] l’ont utilisé
pour la détection de lignes et de plans dans des nuages de points non structurés. Cette
méthode a ensuite été reprise pour divers modèles et applications, comme par exemple la
détection de plans dans des paires d’images [Fouhey et al., 2010].
Approche a contrario
Bughin [2011] couple une croissance de régions avec un critère a contrario pour la
détection de plans dans des images de profondeur.
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Chapitre 7
Fusion statistique de surfaces
7.1 Introduction
De nombreux algorithmes de reconstruction de surfaces à partir de nuages de points
ont été développés au cours de ces dernières années. [Chauve et al., 2010; Lafarge and
Alliez, 2013; Li et al., 2011] n’en sont que quelques exemples. Une grande partie de
ces algorithmes se basent sur une étape de détection de formes géométriques simples,
généralement des plans mais aussi parfois des cylindres, des sphères ou des cônes. Comme
présenté aux chapitres 6 et 4, il existe plusieurs familles d’algorithmes d’extraction de
primitives, dont les plus utilisées sont le RANSAC [Schnabel et al., 2007], la transformée
de Hough [Hough, 1962; Knopp et al., 2010; Pham et al., 2011] et la croissance de régions
[Bughin et al., 2010; Chauve et al., 2010].
Cette étape d’extraction est, en général, une brique importante de l’algorithme et la
qualité des primitives inﬂuence directement le résultat ﬁnal ainsi que le temps de calcul.
L’utilisateur doit souvent trouver un compromis sur le nombre de segments à extraire.
Un grand nombre de segments favorisant la précision tandis qu’un nombre réduit de
primitives est synonyme de temps de calcul décru. De plus, une détection ﬁne s’accompagne
fréquemment d’une sur-segmentation.
Ce phénomène apparaît aussi dans le cas de la croissance de régions où les segments
sont des ensembles connexes. Si la primitive est constituée de plusieurs composantes
connexes, il en résulte plusieurs segments. La ﬁgure 7.1 montre le résultat d’une croissance
de régions sur un nuage laser. Les ﬂèches blanches pointent sur des segments diﬀérents
mais appartenant à un même plan.
Ainsi l’extraction de primitives est souvent suivie d’une étape de fusion visant à
regrouper les segments appartenant à la même primitive.
Figure 7.1 – Croissance de régions et sur-segmentation. À gauche, image laser, à droite
résultat de la croissance de régions (une couleur par segment détecté).
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Les critères de fusion sont généralement très dépendants du type de primitives utilisées
(plans, cylindres...) et diﬃcilement généralisables à plusieurs sortes de surface sans une
multiplication des paramètres. Ce chapitre étudie une nouvelle approche pour la fusion de
primitives basée sur des tests statistiques. Notre méthode traite de surfaces quelconques
et s’applique aux nuages de points non structurés. Son principal avantage est de limiter
au maximum la connaissance des surfaces : seule une fonction distance est requise.
7.2 Travaux précédents
La plupart des travaux réalisés jusqu’à présent se concentrent sur la fusion de plans.
Les plans sont les primitives les plus communément utilisées car les plus élémentaires (à
une certaine échelle, toute surface régulière peut être approximée par un ensemble de
plans).
Vosselman et al. [2004] fusionnent des plans d’après la similitude de leurs équations.
Cela se ramène à la comparaison des normales de chaque plan et des distances respectives
des plans à un point de l’espace donné (généralement l’origine). Pour les plans, ceci
met en jeu deux paramètres, un angle et une distance. Cette méthode s’étend à toute
surface paramétrique, mais lorsque ces surfaces sont complexes, il peut y avoir un grand
nombre de paramètres. Ceci rend l’algorithme diﬃcile à régler, particulièrement lorsque
les paramètres ne représentent pas les mêmes grandeurs physiques.
Pour gérer le problème de paramètres, Bughin [2011] propose une méthode a contrario
pour décider si un ensemble de points peut être interprété comme un plan. Cependant,
cette méthode est spéciﬁque aux plans et aux images de profondeur.
Aspert et al. [2002] comparent tous types de surfaces, tels que des maillages. Pour ce
faire, ils utilisent la distance de Hausdorﬀ, qui repose sur un unique paramètre. Cependant,
les points aberrants, potentiellement loin des surfaces, peuvent grandement inﬂuer sur le
résultat. De plus, déterminer rapidement le maximum des distances entre chaque surface
n’est pas chose aisée et peut s’avérer coûteux en temps de calcul, d’autant plus lorsque
les nuages sont volumineux.
7.3 Présentation de la méthode
Aﬁn d’être robuste aux points aberrants, il est possible d’utiliser des tests non-
paramétriques issus des statistiques robustes. De telles approches ont déjà été utilisées
pour de la segmentation d’images [Fiorio and Nock, 2000; Nock and Nielsen, 2005; Wolf
et al., 2006].
Les tests de Mann-Whitney [Mann and Whitney, 1947; Wilcoxon, 1945] et de
Kolmogorov-Smirnov [Kolmogorov, 1933; Smirnov, 1948] seront utilisés ici pour la fusion
de surfaces. Ces tests se basent sur la comparaison des distributions de distances aux pri-
mitives. Ils utilisent deux paramètres et une fonction distance pour chacune des surfaces
observées (seule connaissance préalable à l’utilisation des tests).
Pour accélérer le calcul, l’inégalité de Dvoretsky-Kiefer-Wolfowitz [Dvoretzky et al.,
1956] permet de déterminer le nombre minimal de points nécessaires pour estimer
correctement les distributions de distances.
Enﬁn, les tests pouvant rejeter des fusions que l’utilisateur voudrait accepter, un
paramètre supplémentaire, homogène à une distance, est introduit pour permettre le
réglage du niveau d’acceptation de la fusion.
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7.4 Objectif
Soient deux ensembles de points P1 et P2 associés respectivement à deux surfaces S1
et S2. L’objectif est de dire si les deux surfaces sont identiques avec un certain risque α.
Plus précisément, la probabilité que S1 et S2 soient identiques mais qu’on ne les considère
pas comme identiques est α. Un petit α aura donc tendance à identiﬁer plus facilement
deux surfaces, tandis qu’un grand α sera plus exigeant pour les identiﬁer.
7.5 Tests statistiques 1
Soient X1, . . . , Xm et Y1, . . . , Yn deux échantillons tels que les Xi, i ∈ {1, . . . ,m}
soient indépendants et identiquement distribués, de distribution DX et de fonction de
répartition FX , et les Yj , j ∈ {1, . . . , n} soient i.i.d. de distribution DY et de fonction de
répartition FY .
FX(t) = P (X < t), t ∈]−∞,+∞[l (7.1)
En pratique FX et Fy sont inconnues. Les données auxquelles nous avons accès sont
les x1, . . . , xm et les y1, . . . , yn, qui sont les observations associées aux variables aléatoires
X1, . . . , Xm et Y1, . . . , Yn.
Soient Fˆx et Fˆy les fonctions de répartition empiriques correspondant aux observations
:
FˆX(t) =
1
m
m∑
i=1
1xi<t, t ∈ R (7.2)
L’objet des tests présentés ici est de décider si FX et FY sont les mêmes pour un
risque α. On veut tester l’hypothèse H0 : FX = FY .
Deux tests classiques pour comparer deux distributions sont présentés par la suite :
le test de Kolmogorov-Smirnov et le test de Mann-Whitney.
7.5.1 Test de Kolmogorov-Smirnov
Le test de Kolmogorov-Smirnov [Kolmogorov, 1933; Smirnov, 1948] (test KS) mesure
la distance entre deux distributions. Il va principalement rejeter H0 du fait des diﬀérences
de formes entre les deux distributions.
Soit DX,Y la distance maximale entre les fonctions de répartition empiriques :
DX,Y = sup
t∈R
|FˆX(t)− FˆY (t)| (7.3)
En pratique pour calculer DX,Y , on crée la séquence z1, . . . , zm+n en fusionnant et
en triant dans l’ordre croissant les deux ensembles x1, . . . , xm et y1, . . . , yn. Soit Sk une
valeur associée à zk, telle que :
Sk =
{
1
m
zk ∈ {x1, . . . , xm}
− 1
n
zk ∈ {y1, . . . , yn}
(7.4)
Alors la distance DX,Y peut s’écrire :
1Les notions mathématiques utilisées dans cette section sont issues du livre de cours « Statistique et
Analyse de Données » 2010-2011 de l’École des Ponts ParisTech
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DX,Y = max
1≤k≤m+n
|
k∑
i=1
Sk| (7.5)
L’hypothèse H0 est rejetée lorsque DX,Y > a où a est indépendant de FX et FY .
Lorsque m+ n est petit (inférieur à 50) les valeurs de a sont tabulées pour diﬀérentes
valeurs de α.
Pour les grandes valeurs de m+ n, on rejette H0 si :
DX,Y > c(α)
 
m+ n
mn
(7.6)
La valeur de c(α) dans l’équation (7.6) est ﬁxée à partir de tables de la distribution
de Kolmogorov-Smirnov. Le tableau 7.1 montre quelques valeurs de c(α) pour diﬀérentes
valeurs de α.
α 0.10 0.05 0.025 0.01 0.005 0.001
c(α) 1.22 1.36 1.48 1.63 1.73 1.95
Table 7.1 – c(α) pour des valeurs classiques de α.
7.5.2 Test de Mann-Whitney
Le test de Mann-Whitney [Mann and Whitney, 1947; Wilcoxon, 1945] (test MW)
mesure en particulier la distance entre les moyennes des distributions. Comparé au test
précédent, il va plus particulièrement repérer les diﬀérences de positionnement dans
l’espace.
Soit UY,X la statistique de Mann-Withney, de loi U(n,m) :
UY,X =
∑
1≤i≤m
1≤j≤n
1{Yj>Xi} (7.7)
Soit Un,m de loi U(n,m), si min(m,n) −→∞, alors ζm,n déﬁnie par :
ζm,n =
Um,n − mn2√
mn(m+n+1)
12
(7.8)
converge en loi vers la loi normale centrée réduite N (0, 1).
Sous l’hypothèse, H1 = {P(Yj > Xi) 6= 12}, avec m → +∞, n → +∞ et mn → l ∈
]0,+∞, la statistique tend presque sûrement vers −∞ ou +∞. La région de rejet est de
la forme ]−∞,−a[∪]a,+∞[. Pour un test de rejet de la loi H0 au niveau α, on utilise
pour a = z(α/2) le quantile de la loi normale centrée réduite d’ordre 1− α2 .
Comme dans le cas du KS-test, pour un calcul rapide UY,X , on fusionne et on ordonne
les x1, . . . , xm et les y1, . . . , yn, pour former une séquence z = z1, . . . , zm+n.
Notant Sj le rang de yj dans Z, c.-à-d. Sj = argmin
k
(zk = yj), on calcule la somme
des rangs pour Y :
RY =
n∑
j=1
Sj (7.9)
et :
UY,X = RY − n(n+ 1)2 . (7.10)
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Finalement, UY,X est comparée à z(α/2), quantile de la loi normale centrée réduite
d’ordre 1− α2 . Si UY,X > z(α/2), le test rejette l’hypothèse H0.
Les valeurs de z(α/2) sont accessibles via les tables de la distribution normale centrée
réduite. Le tableau 7.2 montre quelques valeurs de z(α/2) pour diﬀérentes valeurs de α.
α 0.10 0.05 0.025 0.01 0.005
z(α/2) 1.65 1.96 2.24 2.58 2.81
Table 7.2 – z(α/2) pour des valeurs classiques de α.
7.6 Critères pour les surfaces
Soit d(p,S) la distance d’un point p à la surface S. Deux cas sont envisagés ici.
7.6.1 Comparaison de surfaces
Étant donnés deux surfaces S1 et S2 et des ensembles de points correspondants P1
et P2, nous cherchons à utiliser les résultats de la section 7.5 pour comparer S1 et S2.
Pour cela, nous cherchons X et Y tels que si S1 = S2 alors les tests déﬁnis précédemment
retiennent l’hypothèse H0.
Une première formulation pourrait être :
X = {d(p1,S1), p1 ∈ P1} (7.11)
Y = {d(p2,S2), p2 ∈ P2} (7.12)
Cependant rien ne garantit que la distribution des points de P1 autour de S1 et
celle des points de P2 autour de S2 soient identiques. Si elles sont diﬀérentes, les tests
précédents peuvent rejeter H0 du fait des formes des distributions, même dans le cas où
S1 = S2. La ﬁgure 7.2 illustre ce cas.
Figure 7.2 – Cas où S1 = S2, X et Y sont déﬁnis par les équations (7.11) et (7.12). Les
tests rejettent l’hypothèse H0.
Pour éviter ce problème, il faut symétriser les ensembles X et Y :
X = {d(p1,S1), p1 ∈ P1} ∪ {d(p2,S2), p2 ∈ P2} (7.13)
Y = {d(p1,S2), p1 ∈ P1} ∪ {d(p2,S1), p2 ∈ P2} (7.14)
Ici, si S1 = S2 alors X = Y et les tests retiennent H0.
Il est important de noter que pour créer les ensembles X et Y seules les fonctions
distances relatives à chaque surface sont nécessaires. Il n’y a donc pas de restriction sur
le type de surface utilisable (plan, cylindre,...) pourvu que la distance soit calculable. La
96 CHAPITRE 7. FUSION STATISTIQUE DE SURFACES
ﬁgure 7.3 montre l’allure des distributions X et Y déﬁnies par l’équation (7.14) pour
trois paires de surfaces (S1,S2). Les surfaces sont des lignes parallèles plus ou moins
éloignées.
Figure 7.3 – Allures des distributions X et Y déﬁnis par l’équation (7.14) pour trois
paires de surfaces (S1,S2).
7.6.2 Surface de fusion
Les tests déﬁnis précédemment valident ou non l’hypothèse d’identité des surfaces S1
et S2. Cependant, il est possible de vouloir tester l’adéquation non pas de S1 à S2 mais
de S1 et S2 à une troisième surface S3. Ce serait par exemple le cas lors de la fusion de
deux plans en un troisième, plan de régression pour le nuage de points P1 ∪ P2. On se
pose la question de savoir si cette troisième surface S3 est un bon consensus pour P1 ∪P2.
Étant donnée une fonction distance pour S3, on déﬁnit l’ensemble Y par :
Y = {d(p1,S3), p1 ∈ P1} ∪ {d(p2,S3), p2 ∈ P2} (7.15)
L’ensemble X reste celui de la section précédente.
Exemple Soient deux droites S1 et S2 pour les ensembles de points P1 et P2. Il est
aisé de calculer la droite de régression S3 pour P1 ∪ P2. Les tests doivent alors décider si
la distribution des points autour de S1 et S2 est proche de celle des mêmes points autour
de S3. La ﬁgure 7.4 illustre ce procédé. Elle présente les droites S1, S2 et S3 et les points
de P1 et P2, ainsi que les proﬁls des distributions pour X et Y (pour les équations (7.14)
et (7.15)).
Figure 7.4 – Exemple d’utilisation de la droite de régression pour P1 ∪ P2.
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7.7 Taille des échantillons
La taille des échantillons, notée n, inﬂuence le temps de calcul et la qualité des tests
de Kolmogorov-Smirnov et de Mann-Withney
D’un côté les calculs des statistiques des tests KS et MW se basent sur le calcul de la
distance pour chaque point de l’échantillon et le tri de ces distances. Ainsi une taille des
échantillons accrue augmente le temps de calcul.
D’un autre côté, n déﬁnit aussi implicitement la qualité d’estimation des distributions.
Plus le nombre de points est important, mieux les distributions de X et Y sont estimées.
Une faible diﬀérence entre les distributions pourra conduire au rejet de H0 d’autant plus
sûrement que n est grand.
Ainsi, la taille de X et Y apparaît un paramètre possible pour contrôler l’acceptation
des tests. Cependant le réglage de ce paramètre dans cette optique est très diﬃcile. Il
n’est pas directement relié à une grandeur physique comme la distance entre deux plans
parallèles. Nous choisissons de ﬁxer n de sorte à avoir des garanties sur la qualité des
estimations des distributions. Le réglage de l’acceptation des tests sera développé dans la
section 7.8.
Borne inférieure pour la taille des échantillons
La méthode présentée ici est similaire à celle du chapitre 4, section 4.4 mais dans un
espace continu.
Soient X1, . . . , Xn, n variables aléatoires indépendantes et identiquement distribuées.
On note F la fonction de répartition de leur distribution et Fˆn leur fonction de répartition
empirique.
Soit β ∈ ]0, 1[, une probabilité qui représente le niveau de conﬁance pour l’estimation
des distributions. Soit ǫ > 0 un seuil de tolérance pour la distance entre deux distributions.
L’objectif est d’estimer le cardinal n minimal de X tel que F et Fˆn soient à distance
inférieure à ǫ, avec probabilité β :
P(sup
t∈R
|Fˆn(t)− F (t)| ≤ ǫ) ≥ β (7.16)
Théorème 3.
n ≥ 1
2ǫ2
ln(
2
1− β ) (7.17)
est une condition suﬃsante pour que l’équation 7.16 soit vraie.
Démonstration. Le pendant de l’inégalité de Hoeﬀding [Hoeﬀding, 1963] (cas discret,
chapitre 4) pour le domaine du continu est l’inégalité de Dvoretzky-Kiefer-Wolfowitz
(DKW) [Dvoretzky et al., 1956] :
P(sup
t∈R
|Fˆn(t)− F (t)| > ǫ) ≤ 2e−2nǫ2 (7.18)
Ainsi :
P(sup
t∈R
|Fˆn(t)− F (t)| ≤ ǫ) ≥ 1− 2e−2nǫ2 (7.19)
En y insérant l’équation (7.16), on obtient pour n la borne inférieure suivante :
n ≥ 1
2ǫ2
ln(
2
1− β ) (7.20)
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• Deux plans parallèles à une distance h.
• Deux cylindres parallèles de rayon identique r dont les axes sont à distance h≪ r.
• Deux sphères de rayon identique r dont les centres sont à distance h≪ r.
• Deux plans sécants avec un angle θ ≪ π/2, la distance h est la distance moyenne
des points au plan auquel ils ne sont pas associés.
Ici a ≪ b signiﬁe 10a < b. La situation est identique à un facteur d’échelle près. C’est
pourquoi il suﬃt d’expérimenter pour les cylindres et les sphères avec r = 1.
La ﬁgure 7.6 présente les résultats de simulations pour les quatre conﬁgurations sus-
citées. Pour chacune d’entre elles, nous représentons par un niveau de couleur le taux
d’acceptation en fonction de la distance spéciﬁque étudiée h et et du niveau de bruit σ
ajouté aux données. Comme attendu plus le niveau de bruit est important, plus le taux
d’acceptation est lui-aussi élevé.
Sur chaque graphique, la droite noire représente la droite de régression pour le niveau
à 50% de test positif. On note son coeﬃcient directeur λ0.5. Les droites blanches sont
respectivement les droites au niveau d’acceptation à 95% et 5% dont les coeﬃcients
directeurs sont notés respectivement λ0.95 et λ0.05.
On observe que le niveau de bruit à ajouter pour un taux d’acceptation donné croît
linéairement en fonction de la distance étudiée, quelle que soit la conﬁguration.
Soit δ, la distance moyenne entre les points d’une surface et l’autre surface, nous
avons une relation du type :
σ = λ δ (7.22)
où λ est un facteur multiplicateur qui dépend peu de la conﬁguration choisie.
Pour les expériences de la section 7.10, nous ajoutons un bruit gaussien d’écart type
σ déﬁni par un paramètre de distance δ selon l’équation (7.22). Le λ utilisé est celui des
plans parallèles. Ce choix est conservatif pour les surfaces non planaires. Du point de
vue de l’utilisateur, δ est la distance maximale à laquelle deux plans parallèles vont être
fusionnés.
7.9 Algorithme de fusion de primitives
La fusion des segments est eﬀectuée de manière gloutonne. Premièrement, on calcule
la statistique pour chaque paire de primitives. Les deux primitives ayant la statistique la
plus faible fusionnent puis on recalcule les statistiques pour toutes les paires impliquant
la surface nouvellement créée. On répète l’opération jusqu’à ce qu’aucune paire ne valide
le test. L’algorithme 3 résume l’opération.
Pour des raisons de commodité, nous déﬁnissons deux fonctions : KS stat et MW stat .
Soient (S1, P1) et (S2, P2) les couples surface-points à comparer, alors :
KS stat((S1, P1), (S2, P2)) = DX,Y ∗
…
n
2
(7.23)
et
MW stat((S1, P1), (S2, P2)) = UX,Y (7.24)
où X et Y sont les ensembles déﬁnis par les équations (7.13) et (7.14) ou (7.15).
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Algorithme 3 Algorithme de fusion de primitives.
Paramètre: nmin # Nombre de points pour l’estimation de la statistique
Paramètre: δ # Seuil d’acceptation
Paramètre: Prims # Ensemble de primitives + points issus de la segmentation.
Paramètre: c(α) # Seuil d’acceptation du KS-test
T ← ∅
pour tout q ∈ Prims× Prims faire
T [q]← KS stat(q) # Mémorisation de la statistique
ﬁn pour
tant que ∃q ∈ T, T [q] < c(α) faire
qmin = ((S1, P1), (S2, P2))← argmin
q
T [q]
Pqmin = P1 ∪ P2 # Union des nuages de la paire qmin
Sqmin ← Surface de régression pour Pqmin
# Mise à jour de Prims
Prims ← Prims \ {(S1, P1), (S2, P2)}
Prims ← Prims ∪ {(Sqmin , Pqmin)}
# Mise à jour de T avec les primitives fusionnées
Suppression des entrées contenant (S1, P1) ou (S2, P2) dans T
pour tout s ∈ Prims faire
q ← (s, (Sqmin , Pqmin))
T [q]← KS stat(q)
ﬁn pour
ﬁn tant que
7.10.2 Fusion de segments planaires pour un nuage laser
L’utilisation pratique des critères de fusion sur une scène complète est décrite dans
cette partie. L’étape d’extraction de primitives à partir du nuage de points est décrite
dans le chapitre 6. On considère avoir en entrée un ensemble de primitives géométriques
associées à des ensembles de points. Sur les exemples de scènes laser, c’est la croissance
de régions qui est utilisée.
Évolution de la fusion pour diﬀérents δ
Le résultat d’une fusion progressive des primitives dans un nuage laser est donné
ﬁgure 7.8. Le résultat est présenté pour trois δ diﬀérents. Un δ plus élevé génère plus de
fusion, mais même pour un grand δ les fusions eﬀectuées sont pertinentes.
On observe aussi que pour δ = 0, aucune des primitives ne fusionne. Ceci est dû à la
très grande précision du laser (erreur de l’ordre du millimètre). A cette échelle la moindre
variation de l’orientation ou de la position relative des plans est rejetée par le test.
Fusion sur plusieurs acquisitions
Il est aussi possible d’utiliser le critère sur plusieurs acquisitions. En eﬀet les nuages
de points laser étant généralement lourds (plusieurs millions de points), il est intéressant
de traiter les points de chaque acquisition séparément, puis seulement à la ﬁn, de les
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(a) Résultat de la croissance de région.
(b) Fusion interne à l’acquisition.
(c) Fusion à l’échelle des trois acquisitions.
Figure 7.9 – Processus de fusion de segments pour plusieurs acquisitions laser.
7.10.3 Comparer des torchons et des serviettes
Une des grandes forces de la méthode de fusion présentée ici est de ne nécessiter
qu’une connaissance limitée des surfaces à comparer, à savoir être capable de calculer la
distance d’un point à la surface. On peut donc appliquer le critère à des surfaces simples
(plans, sphères...) mais aussi à n’importe quelle surface.
La formulation des ensembles X et Y (équation (7.14) et (7.15)) n’impose pas la
similarité des surfaces S1, S2 et S3. Il est donc possible de comparer des surfaces de
diﬀérentes natures.
Pour illustrer ce type de comparaison, la ﬁgure 7.10 montre une scène laser sur
laquelle a été appliqué un RANSAC [Schnabel et al., 2007] pour la recherche de plans
et de cylindres. Le RANSAC est un algorithme glouton. Une fois la primitive détectée,
les points associés à celle-ci sont écartés pour ne pas être réutilisés. Comme la primitive
n’est jamais remise en cause, il est possible d’avoir détecté un plan comme un fragment
de cylindre.
Comme il est généralement plus simple de manipuler des plans plutôt que des cylindres,
nous souhaitons remplacer des cylindres par des plans. Nous nous posons ici la question
de savoir si le plan de régression pour chaque segment associé à un cylindre est une bonne
primitive, auquel cas il remplacera le cylindre.
La ﬁgure 7.10a montre le résultat de la segmentation (une couleur par primitive) et
la ﬁgure 7.10b leur type (vert pour un cylindre, rouge pour un plan).
On observe que certains plans naturels, comme une porte ou une partie du plafond
ont été détectés comme des cylindres.
Pour chacun des segments associés à un cylindre, le plan de régression est calculé et
est comparé au cylindre pour δ = 0.01 (c.-à-d. 1cm). Si le test est positif, le segment
n’est plus considéré comme un cylindre mais comme un plan, déﬁni comme son plan
de régression. La ﬁgure 7.10c présente les types de primitives après les tests. On peut
observer que les points associés à tort à un cylindre sont désormais des plans. Les seuls
éléments cylindriques restants sont une colonne, ainsi que les dossiers et assises de chaises.
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(a) Segmentation par RANSAC.
(b) Types de primitives.
(c) Types après réassignation.
Figure 7.10 – Comparaison de plans et de cylindres.
7.10.4 Données photogrammétriques
Les données photogrammétriques sont plus bruitées et localement moins régulièrement
échantillonnées sur la surface. On observe aussi des points aberrants dus à des erreurs de
mise en correspondance, notamment dû au fait de reﬂets ou de manque de texture. Pour
les expériences, l’entrée est un nuage de points reconstruit à partir de multiples photos,
les poses des caméras sont estimées en utilisant OpenMVG [site] [Moulon et al., 2013] et
les points obtenus via la chaîne ImagineMVS [Vu et al., 2009].
La croissance de régions est légèrement diﬀérente de celle utilisée pour les images
laser, où l’extension des primitives exploitait la 8-connectivité des pixels de l’image de
profondeur. Ici, le voisinage d’un point est calculé à l’aide d’un KD-tree. Un voisin est
ajouté au segment si la déviation de sa normale avec le point est faible. Il en résulte des
segments potentiellement courbes.
Pour chaque segment, sont calculés le plan de régression et un cylindre à la manière de
RANSAC (en tirant plusieurs couples de points et en gardant le meilleur cylindre). Ensuite,
nous appliquons une méthode proche de celle de la section 7.10.3. Nous choisissons la
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surface qui correspond le mieux aux données (au sens de la distance moyenne des points à
la surface). Si celle-ci est le cylindre, nous testons l’adéquation avec le plan de régression
grâce au test KS et le remplaçons par le plan si le test est positif. Enﬁn l’algorithme 3
est appliqué pour fusionner les primitives identiques.
La ﬁgure 7.11 présente les résultats de cette opération sur le Pavillon de l’Aurore, à
Sceaux. Le nuage de points contient 1.6 millions de points. On observe notamment que
le cylindre central est correctement identiﬁé et fusionné.
(a) Nuage de point (b) Type de primitives. (c) Primitives après fusion
Figure 7.11 – Fusion sur des données photogrammétriques.
7.11 Conclusion
Ce chapitre présente deux variantes d’une méthode générale de décision pour la
fusion de primitives. Basée sur des tests statistiques, elle repose sur un nombre limité
de paramètres et sur une connaissance minimale des surfaces à fusionner ou à comparer.
L’utilisation d’une inégalité statistique permet de limiter au maximum le nombre de
points à traiter tout en rendant les tests insensibles à la taille des nuages, limitant ainsi le
temps de calcul. Aﬁn de rendre l’utilisation plus facilement paramétrable, un paramètre
δ, homogène à une distance et aisément réglable, a été introduit.
Les expériences illustrent les possibilités de l’approche au travers de la fusion des
primitives ou de leur comparaison. L’algorithme 3 est proposé en illustration, c’est un
algorithme glouton dont les performances peuvent-être largement améliorées.
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Chapitre 8
Reconstruction de surfaces
8.1 Introduction
Les modèles 3D de bâtiments basés sur des données réelles sont utilisés dans de
nombreuses applications : le BIM pour des rénovations, la navigation virtuelle dans
les bâtiments ou encore les simulations physiques telles que l’éclairage, les propriétés
acoustiques ou les calculs d’accessibilité, etc. La reconstruction de tels modèles touche à
des secteurs économiques aussi divers que la sauvegarde et la valorisation de patrimoine,
la construction, l’industrie du cinéma ou le jeu vidéo.
Les applications qualitatives, nécessitant un très haut niveau de détail, comme pour
un rendu visuel très précis, utilisent généralement des maillages ﬁns. Cependant pour des
applications quantitatives, le besoin de précision est limité et des modèles idéalisés sont
généralement employés, mieux adaptés aux très grandes scènes. De plus pour l’attribution
d’information sémantique pour la création de BIM ou de modèles de villes (par exemple
CityGML), une géométrie simple est un atout.
Comme exposé dans la partie d’introduction, un marché s’est développé sur la
reconstruction de surfaces. Les bâtiments sont communément recréés manuellement à
partir de nuages de points laser ou photogrammétriques, en ajoutant itérativement des
primitives géométriques simples. Cette méthode est coûteuse tant ﬁnancièrement qu’en
temps de production.
La reconstruction automatique est un domaine très étudié depuis ces dernières années.
Ce chapitre se focalise en particulier sur les surfaces planaires par morceaux qui sont les
surfaces les plus courantes dans le cadre des bâtiments et plus généralement dans des
environnements créés par l’homme. Les données utilisées sont des images de profondeur
laser.
Une méthode de reconstruction eﬃcace doit s’accommoder des inconvénients du laser.
Les lasers sont généralement placés sur un trépied (position ﬁxe), et le nombre de
stations par zone est limité. De nombreuses zones de la scène sont invisibles, soit par
concavité, soit par occultation. Même en augmentant le nombre d’acquisitions pour la
scène, certaines parties restent cachées (dessous de table, arrière des piliers...), ceci est dû
aux contraintes de placement du laser. Il faut donc être capable d’interpoler les surfaces
dans l’invisible.
Enﬁn, il est nécessaire de gérer l’anisotropie locale et les diﬀérences de densités
produites par le laser. L’angle d’incidence du laser ainsi que la distance des surfaces à
l’origine du capteur inﬂuent sur la densité d’échantillonnage. De plus ce mode d’acquisition
peut produire des zones très denses aux pôles (à la verticale du laser).
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8.2 Travaux précédents
La reconstruction de surfaces à partir de nuages de points a été un sujet d’intérêt ces
dernières années. Un très grand nombre de méthodes de reconstruction sont listées dans
[Berger et al., 2014].
En 2006, Kazhdan et al. [2006] utilisent une formulation de Poisson pour reconstruire
la surface. Dey and Goswami [2006] ont utilisé une triangulation de Delaunay en 3D.
Les points aberrants inﬂuant beaucoup sur la qualité des surfaces reconstruites,
[Avron et al., 2010; Chazal et al., 2011; Song, 2010; Sotoodeh, 2006] ont développé des
méthodes robustes, basées sur la détection de points aberrants, ou encore des normes ou
des distances robustes.
Les méthodes adaptatives comme les Moving Least Squares (MLS) de Wang et al.
[2009], ou les algorithmes de Mellado et al. [2012]; Unnikrishnan et al. [2010], modiﬁent
le niveau de lissage en fonction du bruit local. Elles permettent une reconstruction ﬁdèle
dans les zones de faible bruit tout en évitant une surface granuleuse là où le bruit est
important. Elles améliorent ainsi les résultats des reconstructions où le paramètre de
lissage est global.
Les nuages de points avec des zones manquantes sont fréquents. Pour gérer ce problème,
les méthodes précédentes ferment les surfaces parfois en créant une sorte de bulle (c’est le
cas de la reconstruction de Poisson). Shalom et al. [2010] utilisent les cônes de visibilité
pour avoir une information de volume vide. Plus récemment, Giraudot et al. [2013]
reconstruisent la surface en estimant le signe (intérieur ou extérieur) d’un ensemble de
points dans l’espace puis déﬁnissent une fonction régulière dont les zéros sont la surface
souhaitée.
Les méthodes ci-dessus font l’hypothèse d’une surface sans angle ou arête vive, et
le résultat est un maillage, et non un modèle idéalisé. Les approches qui recherchent
des modèles idéalisés détectent des primitives dans le nuage de points [Fayolle and
Pasko, 2013; Schnabel et al., 2007] et partie II, puis reconstruisent les points anguleux à
l’intersection de celles-ci. La création d’une intersection est souvent liée à la proximité
des primitives et à la présence de points proches de l’intersection [Chen and Chen, 2008;
Jenke et al., 2008; Lafarge and Alliez, 2013; Li et al., 2011]. La notion de proximité est
un frein à la complétion de larges zones invisibles, ou peu denses. Arikan et al. [2013];
Chen and Chen [2008] pallient cet inconvénient en autorisant l’utilisateur à intervenir
pour déterminer les plans à prolonger.
Les approches qui anticipent la présence de grandes zones invisibles utilisent des
connaissances fortes sur la surface à reconstruire. Dans [Castellani, 2002], les primitives
sont prolongées jusqu’à l’intersection d’un mur ou d’un sol préalablement détecté. Ce-
pendant, cette méthode agit sur les polygones détectés et ne garantit pas de surface
étanche.
Schnabel et al. [2009] calculent une coupe de graphe sur un graphe aligné sur une
grille régulière en 3D, proche des primitives détectées. Cette méthode ne reconstruit
que les parties visibles, avec une possibilité d’artefact de discrétisation. L’hypothèse de
monde Manhattan, utilisée dans de nombreuses publications [Budroni and Böhm, 2010;
Furukawa et al., 2009a,b; Vanegas et al., 2012], suppose que tous les plans sont orientés
selon l’une des trois directions du trièdre orthonormé. Cette hypothèse forte produit
de très bons résultats pour des scènes simples, mais s’avère trop restrictive pour des
scènes complexes. C’est par exemple le cas pour des scènes d’intérieur, avec beaucoup de
mobilier et d’objets.
Dans [Chauve et al., 2010], les régions planaires peuvent s’étendre dans les zones
cachées. Les plans détectés sont utilisés dans un complexe polyédral pour partition-
ner l’espace. Les cellules sont étiquetées pleines ou vides et la surface est l’interface
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entre l’espace vide et l’espace plein. La surface est par déﬁnition fermée et sans auto-
intersection. De plus pour que la complétion dans l’invisible soit plausible, des hypothèses
de plans supplémentaires, des « plans fantômes », sont générées. Les régions détectées
sont simpliﬁées pour être représentées par des polygones et, pour certaines arêtes de ces
polygones, des plans passant par celles-ci sont générés. L’idée sous-jacente est que dans
un environnement humain, une arête est l’intersection de plans qui sont le plus souvent
orthogonaux. Cependant, Chauve et al. [2010] utilisent des α-shapes pour construire les
polygones. Or les α-shapes sont sensibles à l’anisotropie et au bruit des données. Il en
résulte des hypothèses de plans fantômes trop nombreuses et/ou fausses. Pour déterminer
la surface dans l’invisible, la régularisation utilisée est une pénalisation de l’aire totale de
la surface. Cette mesure de simplicité de la surface est inadaptée dans un environnement
intérieur où existent des objets de faible volume mais avec une grande surface (tables,
portes...).
8.3 Méthode
L’algorithme présenté ici n’a pas pour but de reconstruire une scène avec la plus
grande précision possible, mais de produire une approximation planaire par morceaux à
une échelle de précision σ donnée. La tolérance σ exprime le niveau de détail souhaité. Il
est dicté par le type d’application. Par exemple, un σ de l’ordre de 5 cm ne considèrera
pas des détails tels que des cadres de porte, des plinthes, des interrupteurs ou autres
éléments ﬁns.
Pour gérer l’anisotropie et les diﬀérences de densité dans les acquisitions, une nor-
malisation des données est requise. Cette normalisation aﬀecte une inﬂuence moindre
aux points des zones denses, et un poids plus important lorsque la densité est plus faible.
(Cette normalisation est à bien distinguer de l’estimation du degré de conﬁance dans la
reconstruction qui, au contraire, est plus important dans les zones denses et plus faible
dans les zones peu ou irrégulièrement échantillonnées.) Une approche courante pour
prendre en compte l’anisotropie est de discrétiser l’espace selon une grille régulière de
voxels [Chauve et al., 2010]. Cependant cette solution possède plusieurs inconvénients.
Premièrement cela peut introduire des artefacts lorsque la surface reconstruite suit la
grille de voxels. Ensuite, la taille des voxels est un nouveau paramètre qui inﬂuence le
niveau de détail et la complexité des calculs. Enﬁn, si la taille des voxels est trop petite,
des trous apparaissent dans les primitives contenant des zones à faible densité de points.
Les données traitées étant des images laser, le mode d’acquisition et la structure en
image de profondeur sont exploités. Chaque point se voit attribuer un poids similaire à
celui déﬁni chapitre 2, pondéré par l’orientation de la surface en ce point.
Étapes de la méthode
Bien que chaque étape diﬀère de [Chauve et al., 2010], le déroulement global de
l’algorithme est similaire.
• Caractérisation des points. Les normales sont calculées en chaque point (cf.
chapitre 5), ainsi que le poids de normalisation de chaque point.
• Détection de primitives Des plans sont extraits dans le nuage de points
(cf. chapitre 6) et fusionnés si nécessaire en utilisant les critères statistiques du
chapitre 7.
• Création des primitives fantômes. Les bords des primitives sont extraits
sous forme de polygones dans l’image laser, puis les arêtes des polygones sont
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classiﬁées pour déterminer celles qui donneront naissance à un plan fantôme. De
plus, des plans parallèles à la primitive détectée sont aussi générés, permettant
ainsi de reconstruire des objets ﬁns et plats (portes, plateaux de tables, etc.) dont
les surfaces matérialisant l’épaisseur n’ont pu être détectées à l’étape d’extraction
de primitives.
• Construction du complexe polyédral. Un complexe polyédral est créé par
insertion successive des plans détectés et des fantômes. La convexité de chaque
cellule est garantie par construction.
• Déﬁnition d’une énergie. A chaque cellule est attribuée une variable binaire (de
valeur 0 ou 1), déﬁnissant l’état de la cellule, vide ou pleine. La surface reconstruite
est l’interface entre le plein et le vide. Une énergie est déﬁnie sur ces variables
binaires qui pénalise l’écart aux points détectés ainsi que la complexité de la surface
(aire, longueur des arêtes ou nombre de coins).
• Optimisation. Le problème de minimisation entière de cette énergie est trans-
formé en problème linéaire. La surface ﬁnale est extraite d’une solution au problème
relaxé. Celle-ci s’avère proche de la solution optimale.
Contributions
Les principales contributions portent sur les diﬀérents aspects de l’algorithme.
• Normalisation. Tirant proﬁt du type d’acquisition, une pondération des points
est utilisée sans décimation ou perte de précision.
• Primitives fantômes. Nous déﬁnissons de nouveaux procédés pour la création
de polygones et la génération de plans fantômes, pour notamment reconstruire des
objets ﬁns.
• Régularisation. Trois types de régularisation sont proposés. L’approche classique
consistant à minimiser l’aire de la surface reconstruite, notamment pour faire des
reconstructions plausibles dans l’invisible, mène à des potentiels d’ordre 2, qu’il
est possible de résoudre par coupe de graphe. La minimisation de la longueur des
arêtes vives et du nombre de coins de la surface, requiert des potentiels d’ordres
supérieurs, respectivement 4 et 8. De telles contraintes d’ordres supérieurs ont
été utilisées dans des simpliﬁcations gloutonnes de maillages mais pas pour des
approches de minimisation globale. Notre algorithme a des points communs avec
les algorithmes 2D de Schoenemann et al. [2009]; Shekhovtsov et al. [2012], où une
régularisation d’ordre supérieur a été utilisée. Plus particulièrement, Schoenemann
et al. [2009] découpent aussi l’espace en un ensemble de cellules convexes et utilisent
une formulation en programme linéaire pour l’étiquetage des cellules. Cependant le
problème résolu n’est pas le même, et la méthode ne se généralise pas directement
à la 3D.
• Minimisation de l’énergie. L’énergie du problème discret est eﬃcacement
minimisée via la relaxation du problème sous forme de problème linéaire.
8.4 Hypothèses de surfaces
Le problème d’extraction de surface est formulé sous la forme d’un problème d’éti-
quetage binaire de volume. La surface est l’interface entre les volumes avec l’étiquette
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« plein »et ceux avec l’étiquette « vide ». Ce type de formulation assure une surface fermée
et sans auto-intersection.
Les volumes sont créés en partitionnant l’espace avec des plans pour former un
complexe polyédral (section 8.4.1). Les hypothèses de plans sont générées à partir du
nuages de points (section 8.4.2). Pour assurer une reconstruction plausible dans l’invisible,
des plans supplémentaires sont proposés, basés sur les plans détectés précédemment
(section 8.4.3). Dans le but de limiter la complexité du complexe polyédral, l’extension
des plans fantômes est spatialement limitée (section 8.4.4).
8.4.1 Complexe polyédral
Pour la reconstruction 3D, deux approches ont principalement été utilisées : une grille
régulière de voxels et une triangulation de Delaunay 3D.
La complexité de la première croît cubiquement en fonction du niveau de détail désiré
et induit un biais dans l’estimation de la surface ainsi que de l’aliasing (ﬁgure 8.1a). De
plus, l’utilisation de voxels est incompatible avec l’idée de régularisation sur la longueur
des arêtes et le nombre de coins.
Lorsqu’il y a du bruit dans les données, la triangulation de Delaunay produit une
surface bruitée qui n’est pas parfaitement planaire (ﬁgure 8.1b). Lafarge and Alliez [2013]
pallient ce problème en enlevant les points proches des plans et en rééchantillonnant
uniformément le plan, garantissant ainsi que les facettes correspondant aux plans visibles
soient présentes dans la triangulation. L’intersection des primitives est traitée par un
critère de proximité, ce qui interdit la prolongation de celles-ci loin dans l’invisible.
(a) Reconstruction d’une sphère avec des voxels.
(b) Surface planaire obtenue avec une triangula-
tion de Delaunay d’un nuage de points bruités.
Figure 8.1 – Inconvénients liés à l’utilisation de voxels ou d’une triangulation de
Delaunay.
L’approche utilisée ici est celle de [Chauve et al., 2010]. L’espace est partitionné en un
complexe polyédral en utilisant un arrangement de plans.
Les plans sont insérés itérativement dans l’arrangement. Chaque plan coupe l’espace
en deux demi-espaces, il en résulte un ensemble de cellules (volumes), toutes convexes
par construction. La ﬁgure 8.2 illustre la création d’un arrangement. L’arrangement ﬁnal
est indépendant de l’ordre d’insertion des plans. Pour des raisons pratiques, le graphe
d’adjacence entre cellules est maintenu et mis à jour durant l’insertion des plans. Il
permet un temps d’accès constant à tous les voisins d’une cellule donnée. L’ensemble des
cellules est noté C, celui des facettes (interface entre cellules) est F , celui des arêtes est E
et celui des sommets est V.
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La construction est indépendante de l’ordre d’insertion des droites. Toutes les cellules
créées sont convexes.
Figure 8.2 – Création d’un arrangement de lignes 2D par insertions de trois droites
dans une boîte englobante.
8.4.2 Primitives visibles
Les primitives visibles sont détectées dans le nuage de points laser (chapitre 6). Les
méthodes les plus communes de détection de primitives sont le RANSAC ([Schnabel
et al., 2007]) et la croissance de régions (chapitre 6).
La croissance de régions est employée ici pour tirer parti de la structure des acquisitions
laser. L’exploitation de la 8-connectivité de l’image de profondeur permet une croissance
rapide tout en gérant les eﬀets d’anisotropie. Contrairement à Chauve et al. [2010], qui
regroupent les points dans des voxels pour ré-échantillonner régulièrement le nuage de
points, tous les points du nuage sont utilisés.
Les primitives sont ensuite fusionnées en utilisant les critères statistiques déﬁnis au
chapitre 7 pour regrouper les segments appartenant aux mêmes plans.
8.4.3 Primitives fantômes
Les primitives fantômes sont des hypothèses de plans non détectés dans le nuage de
points. Du fait des occultations et des contraintes de placement des lasers, un grand
nombre de primitives ne sont pas vues lors de l’acquisition, comme le dessous des tables
et les côtés invisibles des meubles. Les primitives trop ﬁnes, comme les bords de fenêtres
et des tables, sont ignorées par l’étape de détection de primitives.
Ces plans sont cependant nécessaires à la reconstruction d’une surface plausible.
Ils sont classés en deux catégories, les plans orthogonaux à des plans détectés, qui
correspondent aux bords des primitives identiﬁées, et les plans fantômes parallèles
déﬁnissant l’épaisseur des objets.
Fantômes orthogonaux
Les plans fantômes orthogonaux prennent appui sur les bords des primitives détectées,
qu’il faut déterminer. Les primitives détectées ont initialement un contour indéﬁni (c’est
seulement un ensemble de points). Le but est ici de créer un polygone correspondant aux
bords du segment de points.
La ﬁgure 8.3 illustre ce procédé. La primitive P1 est détectée dans le nuage de points,
ses bords sont ensuite extraits et des fantômes sont générés (Fantôme1 et Fantôme2).
α-shapes : Une méthode pour produire un polygone correspondant à un ensemble de
points est d’utiliser les α-shapes. C’est l’approche utilisée dans [Chauve et al., 2010],
avec α = σ2. Les points sont projetés sur le plan associé à la primitive puis l’α-shape est
calculée pour les nouveaux points en 2D. S’en suit une étape de simpliﬁcation par fusion
gloutonne jusqu’à une déviation de niveau σ.
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Figure 8.3 – Génération de fantômes orthogonaux à la primitive détectée dans le nuage
de points pour modéliser des surfaces invisibles (en rose et vert).
Le principal inconvénient de cette approche est la création de plusieurs composantes
connexes (isolation des points) lorsque l’écart entre les points est supérieur à
√
α. Ceci
est typiquement le cas lorsque l’incidence du laser est grande et que les primitives sont
lointaines ou étendues. La ﬁgure 8.4 illustre ce phénomène. Le contour obtenu (en trait
plein) n’est pas le contour souhaité (en pointillés). Augmenter α permet de récupérer
les points isolés mais induit une perte de précision dans l’estimation du contour dans
les zones denses. Une solution pourrait-être d’utiliser un α adaptatif, en fonction de
l’incidence du laser et de l’orientation de la primitive.
En vert, les triangles dont le cercle circonscrit est de rayon r <
√
α sont inclus dans
l’α-shape. Les autres, en rouge sont rejetés.
Figure 8.4 – Construction du contour polygonal par α-shapes lorsqu’il y a de l’anisotropie
dans les données.
Travail dans l’image laser : La solution que nous retenons pour gérer le problème
d’anisotropie et de variation de densité est de travailler directement dans l’image de
profondeur. Les contours des primitives sont des chaînes de pixels. Les petites régions sont
écartées pour des raisons de robustesse au bruit et aux objets non désirés. Les polygones
à trous sont ensuite créés par simpliﬁcation des contours, ce qui gomme l’aliasing (eﬀet
de discrétisation), eﬀet dominant par rapport au bruit pour les nuages laser. Pour cela,
les arêtes sont itérativement fusionnées. Considérant deux segments d’arc ab et bc dans
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Algorithme 4 Simpliﬁcation des polygones.
Paramètre: V # Ensemble des sommets ordonnés du polygone
# Initialisation de la mémoire des sommets après simpliﬁcation
Mem ← ∅
pour tout i ∈ {1, . . . , |V |} faire
Mem(V [i], V [i+ 1])← ∅ # V [|V |+ 1] = V [1]
ﬁn pour
# Simpliﬁcation
tant que ∃ i ∈ {1, . . . , |V |}, tq (V [i], V [i+ 1], V [i+ 2]) non observé faire
a← V [i], c← V [i+ 2]
# Changement d’espace vers la sphère unité
A← vers_sphere(a)
C ← vers_sphere(c)
# Ensemble des points à observer
Points_pour_dist ← Mem(V [i], V [i+ 1]) ∪Mem(V [i+ 1], V [i+ 2]) ∪ {V [i+ 1]}
OK_simpliﬁcation ← Vrai
pour tout b ∈ Points_pour_dist faire
B ← vers_sphere(b)
B′ ← proj
AˆC
(B) # Projection de B sur l’arc AC
b′ ← vers_image(B′) # Changement d’espace vers l’image 2D
si ||b b′||2 > δ alors
OK_simpliﬁcation ← Faux
ﬁn si
ﬁn pour
si OK_simpliﬁcation alors
V ← V \ V [i+ 1] # Mise à jour de V
Mem(a, c)← Points_pour_dist
ﬁn si
ﬁn tant que
l’image de profondeur et si la projection d’au moins un point de P est proche de
P ′ (respectivement un point de P ′ est proche de P ).
2. la majorité des points la constituant dans l’image de profondeur est proche de
points situés derrière la primitive.
La ﬁgure 8.7 est le résultat de la création de polygones sur une scène laser. Le choix
du type de bord est déterminé en observant l’ensemble des pixels correspondant au bord
du polygone. Pour chaque pixel de bord, nous observons son voisinage (une fenêtre) et
déterminons si c’est un pixel d’adjacence, caché ou cachant. Enﬁn, le statut du segment
est déterminé en fonction de la proportion de pixel cachant. Comme attendu, les marches
dont on voit le plateau et la contremarche ne génèrent pas de plan fantôme (arêtes en
bleu). Lorsqu’on s’élève dans l’escalier, le plateau devient invisible, il est alors généré par
une arête occultante de la contremarche (en rouge).
Dans [Chauve et al., 2010], les fantômes sont générés pour chaque arête du polygone
associé à la primitive, sauf si celle-ci est considérée comme adjacente à une autre primitive
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Figure 8.6 – Les diﬀérents types de segments pour les bords des primitives.
À gauche, les primitives. A droite, le résultat de la création de polygones et de la
décision de génération de primitives fantômes. Les segments rouges génèrent un fantôme,
les bleus, non.
Figure 8.7 – Fantômes orthogonaux générés pour une scène d’escalier.
(à distance inférieure à σ d’une autre primitive). Comparée au rejet des segments
d’adjacence et des segments cachés, cette approche mène à la génération de nombreux
fantômes inutiles. Cependant, l’algorithme de Chauve et al. [2010] a été développé pour
la photogrammétrie et pour des nuages de points non structurés. Le classement en trois
catégories est dès lors beaucoup plus diﬃcile que dans le cas du laser (nuage structuré).
Fantômes parallèles
Les scènes d’intérieur contiennent de nombreuses zones cachées et des objets planaires
ﬁns (portes, fenêtres, tables...). En général, les points ne décrivent qu’un côté de ces objets
et leur épaisseur est trop faible pour être détectée comme une primitive. Pour reconstruire
correctement l’objet, un fantôme parallèle à la primitive détectée et à distance égale à
l’épaisseur de l’objet doit être généré. L’épaisseur de l’objet est estimée par extrusion
de la primitive dans la direction opposée à sa normale. Plusieurs épaisseurs sont testées,
et l’épaisseur retenue est celle pour laquelle il y a violation des conditions de visibilité
(intersection avec le cône de visibilité de l’acquisition) pour un nombre suﬃsant de rayons
du centre de l’acquisition vers les points détectés. Les épaisseurs sont testées par ordre
croissant avec un pas constant. (Figure 8.8)
8.4.4 Optimisation et ordre d’insertion
En dimension 3, la complexité d’un arrangement de plans est cubique en le nombre
de plans insérés. L’algorithme utilisé pour la construction de l’arrangement est celui de
Edelsbrunner et al. [1986].
Pour limiter le nombre de cellules construites et ainsi la complexité de la construction,
il faut se limiter à l’insertion de plans qui ont une chance raisonnable d’être utilisés dans
la reconstruction. De plus, il est possible de limiter l’extension des plans, en utilisant
les plans déjà présents dans l’arrangement comme limitation. Cependant, utiliser cette
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Figure 8.8 – Génération d’une primitive fantôme parallèle à la primitive détectée dans
le nuage de points.
limitation crée un biais dans l’ordre d’insertion et peut rendre inaccessible la surface
souhaitée (ﬁgure 8.9).
(a) Segments sur un exemple synthétique. (b) arrangement construit sans limitation des
plans. (c) arrangement avec limitation, insertion dans l’ordre les segments horizontaux,
verticaux et obliques. (d) arrangement avec limitation, insertion dans l’ordre les
segments verticaux, horizontaux et obliques
Figure 8.9 – Diﬀérences d’arrangements suivant l’ordre d’insertion des primitives.
Chauve et al. [2010] proposent une solution dépendante du type de données pour
limiter les plans. Pour les données aériennes, les plans horizontaux sont vraisemblablement
les primitives détectées avec le plus de précision et en plus grand nombre. Ces plans sont
insérés en premier, puis les plans verticaux limités par les premiers. Enﬁn, tous les autres
plans sont ajoutés dans l’arrangement, limités par les primitives horizontales et verticales.
Pour les nuages de points créés à partir du sol, ce sont les plans verticaux qui sont insérés
en premier, suivis des horizontaux et des obliques.
La ﬁgure 8.10 montre la diﬀérence entre les deux modes d’insertion dans l’arrangement
pour la méthode de Chauve et al. [2010]. On observe que les deux reconstructions sont
particulièrement diﬀérentes. C’est principalement dans l’invisible que les variations sont
observables puisque la reconstruction dans les parties visibles repose essentiellement
sur les primitives eﬀectivement détectées, qui sont toujours présentes en totalité dans
l’arrangement.
La stratégie d’insertion que nous proposons est moins contraignante. Pour garder une
indépendance sur l’ordre d’insertion des primitives observables, les plans générés à partir
de celles-ci sont des plans traversants (sans limitation) pour l’arrangement. Seules les
primitives fantômes sont limitées, mais uniquement par la primitive qui les a générées. Le
seul ordre à respecter est alors de ne pas insérer une primitive après les fantômes qu’elle
a créés.
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À gauche, les plans horizontaux sont insérés en premier, à droite les primitives verticales
ont la priorité.
Figure 8.10 – Illustration de l’inﬂuence de l’ordre d’insertion des primitives pour
l’algorithme de Chauve et al. [2010].
Si nous pouvons nous permettre d’insérer des plans sans limitations pour les primitives,
contrairement à ce que font Chauve et al. [2010], c’est parce que nous avons un moins
grand nombre (mais de meilleures) d’hypothèses de plans grâce à notre méthode de
détermination des bords de primitives, plus régulière et plus robuste que les α-shapes.
8.5 Reconstruction de surface
8.5.1 Objectif
Le but est de reconstruire une surface qui se conforme au mieux aux données dans les
parties visibles, tout en étant simple et plausible dans les zones invisibles. La conformité
aux données signiﬁe que la surface doit passer près des points observés du nuage (ou tout
du moins près des points participant à une primitive extraite) tout en n’intersectant pas
le cône de visibilité de l’acquisition.
8.5.2 Déﬁnition du problème
La reconstruction de surface est un problème d’étiquetage binaire (plein ou vide) de
l’ensemble des cellules de l’arrangement de plans déﬁni à la section 8.4. La surface est
l’interface entre les cellules avec l’étiquette vide et celles avec l’étiquette plein. C’est le
sous-ensemble des facettes F , tel que chaque élément soit adjacent à une cellule vide et à
une cellule pleine. Cette déﬁnition garantit une surface étanche et sans auto-intersection.
Soit xc ∈ {0, 1} la variable discrète associée à la cellule c ∈ C. 0 représente une cellule
vide, 1 une cellule pleine. Soit x = (xc)c∈C le vecteur d’occupation des cellules. Chaque x
représente une surface possible.
La solution du problème est le vecteur x minimisant une énergie de la forme :
E(x) = Edata(x) + Eregul(x) (8.1)
Cette énergie est composée de deux termes, Edata et Eregul. Edata pénalise un écart
aux données observées. Eregul, quant à elle, traduit les a priori sur la scène, à savoir un
environnement humain. Elle agit principalement dans les parties cachées.
Notations Les notations suivantes seront utilisées.
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Chaque point p ∈ P, où P est le nuage de points, est associé à une primitive Πp. La
primitive Πp est soit un plan Pp, soit un ensemble de points à l’inﬁni, noté Π∞, soit un
ensemble de points à coordonnées ﬁnies mais n’appartenant pas à une primitive, noté
Π0. Π∞ correspond par exemple aux rayons du laser passant à travers des fenêtres. Π0
inclut entre autres les points échantillonnés sur de petits objets, n’ayant pas généré de
primitives visibles. Enﬁn, il est possible que des points soient considérés comme à l’inﬁni,
dû au matériau de l’objet touché. Ces points sont généralement isolés dans le nuage, ils
sont exclus de P.
Un point p est associé à une facette fp du complexe polyédral. C’est la facette issue
de Pp, contenant le projeté orthogonal de p sur Pp.
Pour une facette f ∈ F , sont notés f+ et f− les côtés de f , déﬁnis par la normale au
plan auquel appartient f . Lorsque le nuage de points contient un unique point de vue,
il est toujours possible de faire correspondre f+ avec le côté visible et f− avec le côté
caché.
Les cellules correspondant à f+ et f− sont notées respectivement cf+ et cf− et nous
notons xf+ = xcf+ , xf− = xcf− .
8.5.3 Attache aux données
Pour obtenir une surface conforme aux observations, l’attache aux données Edata
pénalise deux types d’écart aux données. Edata est la somme de deux termes, Eprim,
l’attache aux primitives, et Evis pénalisant les violations de visibilité :
Edata(x) = Eprim(x) + Evis(x) (8.2)
Attache aux primitives. Eprim pénalise les points qui n’appartiennent pas à la surface
reconstruite. Une pénalité est donnée à un point si sa facette correspondante fp ne fait
pas partie de la surface reconstruite, c.-à-d. si xf+ = xf− (que la valeur soir 0 ou 1).
Comme il peut y avoir du bruit dans les mesures et des erreurs dans l’estimation des
points, une tolérance autour de Pp est prise en compte. Soit σ cette tolérance, les cellules
contenant les extrémités du segment de droite orthogonal à P de longueur 2σ et centré
sur la projection de p sur Pp sont notées cσ
−
p et c
σ+
p , suivant l’orientation de Pp. Soient
xσ
−
p et x
σ+
p les variables correspondantes. La pénalité est déﬁnie de la manière suivante :
|1− xσ+p − xσ
−
p |
qui vaut 0 lorsqu’il y a une transition, 1 autrement. Il est à noter que les cellules entre cσ
−
p
et cσ
+
p sont ignorées. En pratique, il n’est pas nécessaire d’imposer une unique transition
entre cσ
−
p et c
σ+
p , c’est la régularisation qui entre en jeu pour éviter la création de surfaces
complexes. La ﬁgure 8.11 illustre la construction de Eprim pour un exemple avec trois
droites.
Pour prendre en compte l’anisotropie et les variations de densité de l’acquisition laser,
l’inﬂuence de chaque point est pondérée. Le poids est proche de celui déﬁni dans le
chapitre 2. Il mesure l’aire relative que représente chaque point du nuage pour la surface
sous-jacente par rapport à la densité locale d’acquisition des points. Ce poids est sans
dimension, homogène à un nombre d’unités d’aire rapporté à l’échelle σ2. On peut le voir
aussi comme le nombre de σ2 que représente le point.
Ce poids dépend de la densité locale de points sur la surface, et de l’orientation de la
surface au point p considéré. Comme au chapitre 2, l’acquisition est supposée sphérique.
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Terme d’arête
Earete(x) pénalise la longueur des arêtes de la surface reconstruite. Une arête e ∈ E
est un objet de dimension 1, elle correspond au bord d’une facette. Dans la plupart
des cas, une arête est adjacente à quatre cellules, mais il arrive qu’elle soit adjacente à
seulement trois d’entre elles, lorsqu’il y a limitation d’un plan par un autre (ﬁgure 8.13).
Cas d’adjacence à quatre cellules (à gauche) et à trois cellules à droite.
Figure 8.13 – Calcul des poids ν(c, e) et de la fonction he(x).
Pour modéliser les deux cas, la fonction s décrit le signe d’une cellule par rapport à
un plan donné :
s(c, P ) =


+1 si c est du côté positif de P
−1 si c est du côté négatif de P
0 si c est de chaque côté de P
(8.8)
Dans le complexe, une arête qui a quatre cellules adjacentes est une arête "matérielle"
(une arête pénalisée) de la surface reconstruite si et seulement si :
• une seule des cellules est vide (arête entrante)
• une seule des cellules est pleine (arête saillante)
• chaque cellule est adjacente via une facette uniquement à des cellules d’étiquette
opposée
Les conﬁgurations sont dessinées sur la ﬁgure 8.14. Les possibilités non représentées sont
obtenues par inversion des étiquettes volumiques plein/vide. Une arête ayant trois cellules
adjacentes est une arête matérielle uniquement si les deux cellules qui sont du même côté
du plan ont des étiquettes diﬀérentes.
Dans les deux cas, l’existence d’une arête matérielle e s’exprime via :
he(x) =
∑
c∈Adjc(e)
ν(c, e)xc où ν(c, e) =
∏
P∈AdjP (e)
s(c, P ) (8.9)
où Adjc(e) est l’ensemble des cellules adjacentes à e et AdjP (e) l’ensemble des plans
adjacents à e. Ces ensembles sont accessibles en temps constant, du fait de la mémorisation
des graphes d’adjacence (cf section 8.4.1). ν(c, e) est un signe associé à chaque cellule en
fonction des plans adjacents (ﬁgure 8.14).
La valeur absolue |h(e)| est nulle lorsqu’il n’y a pas d’arête matérielle et 1 ou 2
lorsque l’arête matérielle existe. |h(e)| est indépendante de l’assignation de l’orientation
des plans.
Le cas « quatre-cellules »correspond à un potentiel d’ordre de 4 dans le contexte de
MRFs, et dans le cas « trois-cellules »à un potentiel du second ordre (l’une des variables
étant toujours nulle du fait d’un facteur nul ν(c, e)).
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Les conﬁgurations pénalisées sont sur fond rouge, les autres sur fond vert. Les coûts
associés sont situés en bas à droite de la ﬁgure correspondante. Les conﬁgurations
manquantes sont obtenues par rotation et inversion des labels.
Figure 8.14 – Conﬁgurations possibles pour une arête adjacente à quatre cellules, et les
coûts associés à chacune d’entre elles.
Nous déﬁnissons Earete de la manière suivante :
Earete(x) =
∑
e∈E
|he(x)|
Lemme 1. Ces potentiels d’ordre 4 ne peuvent pas être régularisés au sens de Kolmogorov
and Zabih [2004].
a b
c d
(a) Conﬁguration.
E( ) + E( )− E( )− E( ) > 0
(b) Contre-exemple à la régularité de E.
Démonstration. On considère le cas de l’énergie de la conﬁguration à quatre cellules de
la ﬁgure 8.15a :
E = E(a, b, c, d)
E est régulière au sens de Kolmogorov and Zabih [2004] si toutes les projections à deux
variables sont régulières ([Kolmogorov and Zabih, 2004], Déﬁnition 5.1). Autrement dit,
en ﬁxant deux variables parmi a, b, c et d, l’énergie E˜ des deux variables restantes doit
être régulière :
E˜(0, 0) + E˜(1, 1)− E˜(0, 1)− E˜(1, 0) ≤ 0
Pour montrer que E n’est pas régulière, il suﬃt de trouver une projection violant cette
régularité. Fixant b = 0 et c = 1 :
E˜(a = 0, d = 0) + E˜(1, 1)− E˜(0, 1)− E˜(1, 0) = 1 + 1− 0− 0 = 2 > 0
Ce contre-exemple est illustré visuellement sur la ﬁgure 8.15b.
En pratique les arêtes sont pénalisées par :
Earete(x) =
∑
e∈E
we|he(x)| (8.10)
où we est un poids associé à e. we est proportionnel à la longueur de l’arête, le, pour rendre
la longueur totale d’arêtes de la scène indépendante de l’ajout d’un plan supplémentaire
dans l’arrangement. Par ailleurs la longueur le est mesurée en nombre de σ pour en faire
une quantité sans dimension.
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Il est aussi possible de pénaliser l’angle αe entre les plans constituant e, en fonction
d’une distribution souhaitée. Par exemple, dans un environnement créé par la main
humaine, il est envisageable de favoriser les angles droits. On considère deux paramètres
: A, le coût d’un angle très diﬀérent de 90◦, et ρ l’écart type de l’angle à pénaliser par
rapport à l’angle droit. Le poids angulaire est alors :
wang(α) = A+ (1−A) exp(−(α− π/2)
2
2ρ2
) (8.11)
Le poids wang(α) est égal à 1 si l’angle est droit et est très proche de A dès que la
déviation est plus grande que ρ.
Enﬁn we est déﬁni par :
we =
le
σ
wang(αe) (8.12)
Terme de coin
Ecoin(x) pénalise le nombre de coins de la surface ﬁnale. Un sommet v ∈ V dans
le complexe est le point d’intersection de trois plans. Il est en général adjacent à huit
cellules, mais peut avoir six ou quatre voisins du fait de la limitation des plans fantômes.
Avec une déﬁnition similaire à celle de l’arête matérielle, l’existence d’un coin matériel
est exprimée par :
hv(x) =
∑
c∈Adjc(v)
ν(c, v)xc où ν(c, v) =
∏
P∈AdjP (v)
s(c, P ) (8.13)
où ν(c, v) est un signe utilisé comme poids linéaire associé à chaque cellule. |hv(x)| est
égal à 0 lorsqu’il n’y a pas de coin matériel, à 1 pour un coin simple et jusqu’à 4 dans les
cas plus compliqués (ﬁgure 8.16).
Les conﬁgurations pénalisées sont sur fond rouge, les autres sur fond vert. Les coûts
associés sont situés en bas à droite de la ﬁgure correspondante. Les conﬁgurations
manquantes sont obtenues par rotation et inversion des labels.
Figure 8.16 – Conﬁgurations possibles pour un coin adjacent à huit cellules, et les coûts
associés à chacune d’entre elles.
Il faut noter que le point selle (le second cas de la deuxième ligne des cas non pénalisés)
n’est pas pénalisé. D’un point de vue de la complexité, cela se justiﬁe. Par exemple,
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placer deux parallélépipèdes en contact (le bord d’une table contre un mur) ne doit pas
être considéré comme plus compliqué que s’ils ne sont pas en contact. Ainsi le point selle
que ce contact peut créer ne doit pas être pénalisé (ﬁgure 8.17).
Figure 8.17 – Présence ou non de point selle. À gauche, aucun contact entre la table et
le mur et à droite, la table est collée au mur, créant ainsi deux points selles.
Nous déﬁnissons Ecoin de la manière suivante :
Ecoin(x) =
∑
v∈V
|hv(x)|
Comme pour les arêtes, les |hv(x)| ne dépendent pas des conventions d’orientation prises
pour les plans. Ils correspondent à des potentiels allant jusqu’à l’ordre 8 (cas sans
limitation) dans le contexte des MRFs. Les coins sont en fait pénalisés avec :
Ecoin(x) =
∑
v∈V
wv|hv(x)| (8.14)
où wv est un poids associé à l’angle. En eﬀet, il est possible de décourager les coins formés
par des plans qui ne sont pas deux à deux orthogonaux. Les trois angles entre les plans
sont notés (αv,i)i∈{1,2,3}. Comme dans le cas des arêtes, la pénalité est fonction de deux
paramètres A et ρ :
wang(α1, α2, α3) = A+ (1−A) exp(−
∑
i∈{1,2,3}(αi − π/2)2
2ρ2
) (8.15)
qui est indépendant de l’ordre donné aux angles et aux plans. Finalement :
wv = wang(α1, α2, α3) (8.16)
Comme Eaire et Earete, Ecoin est une quantité sans dimension.
8.5.5 Résolution
La surface est estimée par minimisation de l’énergie E(x). Il est possible de le faire
avec une méthode basée sur la formulation MRF, avec des potentiels d’ordres supérieurs
(jusqu’à 8). Cependant, ces potentiels sont connus pour être diﬃciles à résoudre pour la
plupart des méthodes d’inférence sur les MRFs.
Pour les potentiels d’ordre 2, des méthodes eﬃcaces de résolution telles que les coupes
de graphe peuvent être utilisées. Cependant, cela restreint l’utilisation au terme d’attache
aux données et à la régularisation sur l’aire, comme pour [Chauve et al., 2010].
Nous avons expérimenté le cas général (avec des potentiels d’ordre jusqu’à 8), grâce
à des méthodes de résolutions de la librairie OpenGM [Andres et al., 2012] telles que
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« Tree Reweighted Belief Propagation »(TRBP) et « Lazy Flipper ». Ces expériences ont
produit de mauvais résultats, tant en terme de temps de calcul qu’en terme de valeur
ﬁnale de l’énergie et de la qualité de la surface reconstruite.
Optimisation linéaire mixte en nombres entiers
Plutôt que d’utiliser une formulation sous forme de MRF, le problème est exprimé
comme un programme linéaire. L’idée principale est de reformuler chaque valeur absolue
|a| de l’énergie comme un programme linéaire via l’utilisation d’une variable continue b :
|a| = min
b
b s.c. − b ≤ a ≤ b (8.17)
Basé sur cette idée, un ensemble de variables continues y est introduit, une variable
pour chaque facette, arête et sommet de l’arrangement, ainsi qu’un ensemble de contraintes
sur ces variables C :
(x,y) ∈ C ⇔


∀f ∈ F , −yf ≤ hf (x) ≤ yf
∀e ∈ E , −ye ≤ he(x) ≤ ye
∀v ∈ V, −yv ≤ hv(x) ≤ yv
(8.18)
Il est possible de reformuler la minimisation de E(x) comme la minimisation d’une
fonction linéaire sur les deux ensembles de variables x et y. Le problème devient linéaire
mixte en nombres entiers. L’énergie à minimiser prend la forme suivante :
E′(x,y) = ζ +
∑
c∈C
τcxc +
∑
f∈F
τfyf +
∑
e∈E
τeye +
∑
v∈V
τvyv (8.19)
et
min
x
E(x) = min
(x,y)
E((x,y)) s.c.
® ∀c ∈ C, −xc ∈ {0, 1}
(x,y) ∈ C (8.20)
Optimisation par utilisation d’une relaxation linéaire
Résoudre un programme en nombres entiers est NP-diﬃcile en général. Une approche
classique est de relâcher le problème pour que toutes les variables soient réelles, moyennant
des contraintes sur leur valeur. Ici, les xc sont autorisées à prendre une valeur dans [0, 1].
Grâce à cette relaxation, le problème devient linéaire vis-à-vis de x et peut être résolu
eﬃcacement par des solveurs utilisés comme boîte noire :
min
x
E(x) = min
(x,y)
E((x,y)) s.c.
® ∀c ∈ C, −xc ∈ [0, 1]
(x,y) ∈ C (8.21)
Pour les expériences, Mosek c© a été utilisé avec succès.
Dans le cas où seule la pénalisation sur l’aire est utilisée, le problème entier est un
problème de coupe minimale pouvant être résolu par coupe de graphe. La solution du
programme linéaire et la solution du programme entier sont alors confondues. (La matrice
déﬁnissant le programme linéaire est totalement unimodulaire, le théorème de Hoﬀman
and Kruskal [1956] s’applique.)
Dans le cas des potentiels d’ordres supérieurs à deux, ce qui est le cas pour les
pénalisations sur la longueur des arêtes et le nombre de coins, les xc peuvent prendre
après résolution des valeurs fractionnaires et doivent être arrondis. Cet arrondi introduit
un biais vis-à-vis de la solution optimale du problème linéaire, et rien ne garantit que la
solution entière obtenue est proche de l’optimal du problème entier. La stratégie d’arrondi
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utilisée ici est la plus simple, les xc sont arrondis à l’entier le plus proche sans tenir
compte du voisinage de la cellule.
Pour estimer la déviation à l’optimal après arrondi, le problème est résolu à nouveau
en forçant les xc à leur valeur entière pour estimer la fonction objectif. Expérimentalement,
l’augmentation due à l’arrondi reste faible, avec une déviation maximale de l’ordre de
8% pour la pénalisation sur les coins uniquement, et de l’ordre de 6% en pénalisant la
longueur des arêtes. On peut donc penser que les solutions entières obtenues par arrondi
sont presque aussi bonnes que l’optimum.
Pour toutes les expériences, la méthode de résolution utilisée est celle du dual simplexe
de Mosek c©. La méthode « branch & bound & cut »du même logiciel a aussi été testée,
mais l’amélioration est faible, pour un temps de calcul plus important.
8.6 Résultats
La méthode est évaluée sur des scènes d’intérieur acquises par laser. Les acquisitions
ont été décimées (les tailles des nuages sont disponibles dans la section 8.6.2).
Elle est comparée à l’algorithme général de reconstruction planaire par morceaux de
[Chauve et al., 2010] à la même échelle σ.
La comparaison n’a de sens qu’avec des méthodes planaires par morceaux et essayant
de reconstruire dans les parties cachées. C’est pourquoi les reconstructions de Poisson
ne sont données qu’à titre indicatif. Les méthodes basées sur l’hypothèse de monde
Manhattan ne sont pas non plus utilisées car elles présentent des artefacts évidents.
Pour toutes les expériences, les même paramètres ont été utilisés. Premièrement, σ est
ﬁxé à 10 cm. Ensuite, lorsque les régularisations sont utilisées séparément, les poids relatifs
à Edata sont les suivants : λaire = 10−4, λarete = 10−3 et λcoin = 10−2. Pour l’utilisation
conjointe de la longueur des arêtes et du nombre de coins, λarete est ﬁxé à 5 × 10−2
et λcoin à 10−2. L’idée, derrière ces poids, est de favoriser en priorité une réduction du
nombre de coins, mais pour deux solutions, l’une et l’autre avec le même nombre de
coins, c’est la solution qui a la longueur totale d’arêtes la plus faible qui sera préférée.
Un coin est alors échangeable contre une réduction de σλcoin/λarete = 2 m d’arêtes. Ce
choix de paramètres pour la régularisation se rapproche d’un ordre lexicographique. Par
ailleurs, les coeﬃcients assignés aux régularisations sont négligeables vis-à-vis du terme
d’attache aux données. Cela signiﬁe que la régularisation inﬂuence peu ou pas la surface
reconstruite dans la partie visible ou fait conﬁance aux observations. Seule la partie
invisible est contrôlée par la régularisation.
8.6.1 Visuels
La ﬁgure 8.18 montre les reconstructions pour diﬀérents modèles et pour la méthode
de [Chauve et al., 2010], et avec notre méthode pour les trois termes de régularisation
utilisés séparément. On observe sur l’image correspondant à [Chauve et al., 2010] (8.18b),
que les primitives distantes du point d’acquisition ne sont pas correctement reconstruites,
du fait de l’anisotropie de l’acquisition. Modiﬁer la valeur de σ dégrade les résultats,
un σ plus petit augmente l’eﬀet de l’anisotropie, et une échelle plus grande cause une
perte de détail. Ce phénomène est présenté ﬁgure 8.19 où la scène est reconstruite pour
diﬀérentes valeurs de σ.
Sur les images 8.18c, 8.18d et 8.18e la reconstruction est robuste à l’anisotropie.
Cependant la pénalisation de la surface (8.18c) introduit des artefacts non désirés comme
des trous dans les parties invisibles (sous la table ou sous le laser) car ils permettent de
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réduire la surface totale. Les régularisations sur les arêtes (8.18d) et sur les coins (8.18e)
produisent de bien meilleurs résultats, les trous disparaissent car ils sont constitués de
coins et d’arêtes inutiles.
(a) Nuage de points.
(b) [Chauve et al., 2010]. (c) Aire.
(d) Longueur des arêtes. (e) Nombre de coins.
Figure 8.18 – Reconstructions pour la salle de réunion 1 (a) avec la méthode de [Chauve
et al., 2010] (b), et avec notre méthode en utilisant les pénalisations sur l’aire (c), la
longueur des arêtes (d) et le nombre de coins (e).
Les pénalisations sur la longueur des arêtes et sur le nombre de coins donnent des
reconstructions proches. La diﬀérence se joue principalement au niveau des détails. Sur
la ﬁgure 8.20, les coins de la table sont coupés pour réduire la longueur des arêtes,
mais créent des coins supplémentaires. Cet artefact disparaît avec l’objectif de réduire le
nombre de coins (à droite).
Il est aussi possible d’utiliser les régularisations conjointement. La ﬁgure 8.21 fournit
un exemple pour lequel il est utile de limiter la longueur des arêtes et le nombre de coins.
Les ﬁgures 8.22 et 8.23 montrent d’autres reconstructions. Malgré quelques erreurs
dues à la présence d’objets, les surfaces principales sont bonnes, même pour les éléments
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(a) σ = 0.02
(b) σ = 0.05
(c) σ = 0.1
(d) σ = 0.2
(e) σ = 0.5
Figure 8.19 – Évolution de la reconstruction avec la méthode de Chauve et al. [2010] en
fonction de l’échelle de reconstruction σ. Insertion prioritaire des plans verticaux (colonne
de gauche) et horizontaux (colonne de droite).
ﬁns tels que les tables et les cadres de fenêtres.
Il faut aussi noter que les acquisitions laser ont été eﬀectuées d’un point de vue diﬀérent
de celui des images de reconstruction représentées. Par exemple sur la ﬁgure 8.22, il n’y
a pas de points sous la table. Sur la ﬁgure 8.23, il n’y pas de données sur le dessus des
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Deux reconstructions de scène extérieure sont proposées ﬁgure 8.24. Deux nuages de
points laser du même bâtiment ont été acquis depuis le sol. Les nuages de points n’ont pas
été fusionnés, nous avons produit une reconstruction pour chacun des nuages (ﬁgures 8.24a
et 8.24b). On observe que le bâtiment est correctement reconstruit à l’exception de
certaines zones décrites ci-dessous. Pour la plupart des fenêtres, les fantômes orthogonaux
et parallèles sont générés et utilisés, il en résulte des ouvertures de bonne qualité et même
dans certains cas la création d’un intérieur de pièce derrière l’ouverture (ﬁgure 8.24b, à
gauche).
Les principaux artefacts observables sont d’une part une ouverture verticale allongée
(ﬁgure 8.24a, à droite) et des fenêtres non dessinées (ﬁgure 8.24a, à gauche et ﬁgure 8.24b,
à droite).
L’ouverture allongée est due à la présence d’un lampadaire lors de l’acquisition. Celui-
ci a été retiré lors de la sélection des points correspondant au bâtiment à reconstruire.
Cette étape de nettoyage du nuage n’est pas de notre fait, nous avons utilisé les données
telles que fournies. Dans notre implémentation actuelle, les points manquants dans l’image
laser sont considérés comme étant à l’inﬁni, ce qui explique la création d’une ouverture à
cet endroit.
Les bords inexistants sur certaines fenêtres sont en fait cachés par l’avancée du
bâtiment au centre de la façade. Or, pour générer un plan fantôme, il faut avoir détecté
une arête. Ce cas de ﬁgure traduit un nouveau besoin : la détection de régularité dans le
modèle. La présence de fenêtres proches et visibles peut être une source d’informations
pour la reconstruction des ouvertures partiellement visibles.
8.6.2 Temps de calcul
La taille des nuages de points traités et les temps d’exécution sont présentés dans la
table 8.1. Les surfaces sont reconstruites en quelques minutes sur un ordinateur muni de 2
processeurs Intel(R) Xeon(R) X5472 3.00GHz. Bien que le système puisse gérer plusieurs
millions de points, il est plus pratique de réduire la taille des images laser (d’un facteur
de l’ordre de 10 à 25). En eﬀet, la qualité des reconstructions varie peu pour un temps de
calcul moindre (pour le σ choisi). Les opérations concernant les points individuellement
(l’estimation de normales, l’assignation des points aux facettes ou les tests de visibilité)
sont rapides mais doivent être eﬀectuées pour chaque point. Ainsi, un nuage de taille
raisonnable améliore le temps de calcul.
De plus, le goulot d’étranglement de la méthode est la construction de l’arrangement.
L’insertion d’un plan supplémentaire et plus coûteuse en temps et en espace que l’insertion
du précédent, ce qui impose de limiter le nombre de plans à insérer. A ceci s’ajoute le
fait que les tests de visibilité sont aussi inﬂuencés par la complexité de l’arrangement
(dans la table 8.1 le temps des tests de visibilité est inclus dans le temps de calcul de
l’arrangement).
Le nombre de variables dans l’optimisation est lui aussi indépendant de la taille du
nuage et ne dépend que de la structure de l’arrangement.
Scène #points Normales Détection Fusion Fantômes Arrang. Optimisation Total
Salle réunion 1 st. 1 658 k 18 s 0 s 72 prim. 2 s 39 prim. 27 s 344 plans 54 s coin 52 s 153 s
Salle réunion 1 st. 2 642 k 24 s 1 s 48 prim. 1 s 27 prim. 23 s 211 plans 57 s coin 50 s 156 s
Salle réunion 1 st. 3 663 k 22 s 1 s 52 prim. 1 s 26 prim. 23 s 276 plans 32 s coin 16 s 95 s
Salle réunion 1 st. 4 667 k 23 s 2 s 56 prim. 1 s 26 prim. 24 s 230 plans 52 s coin 42 s 144 s
Salle réunion 2 1054 k 49 s 2 s 36 prim. 1 s 21 prim. 34 s 232 plans 64 s coin 18 s 168 s
Escaliers 680 k 18 s 0 s 51 prim. 1 s 40 prim. 26 s 160 plans 47 s coin 45 s 137 s
Table 8.1 – Temps de calcul des diﬀérentes étapes de reconstruction pour diﬀérentes
scènes.
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8.7 Conclusion et perspectives
Ce chapitre a présenté une méthode eﬃcace pour la reconstruction de surfaces
planaires par morceaux. L’algorithme complète les parties manquantes de la surface en
utilisant des a priori ordinaires d’orthogonalité et de simplicité pour des scènes d’intérieur
créées par l’homme.
En comparaison de [Chauve et al., 2010], l’approche présentée n’a pas les artefacts
dus à l’utilisation d’une grille de voxels. De plus, elle gère la présence d’anisotropie dans
les données ainsi que des objets ﬁns dans la scène.
Les expériences montrent que les régularisations sur le nombre de coins et sur
la longueur des arêtes matérielles sont supérieures à la régularisation basée sur la
minimisation de l’aire dans les parties invisibles. La formulation du problème pour ces
régularisations est résolue eﬃcacement via une relaxation linéaire pour atteindre un
résultat proche de l’optimum.
Il faut aussi noter que ces régularisations et leur optimisation ne se limitent pas
aux images de profondeur acquises par laser, elles peuvent être utilisées dans d’autres
contextes, comme par exemple, en photogrammétrie [Chauve et al., 2010]. Seul notre
pré-traitement concernant les bords des primitives nous contraint à des expériences sur un
scan laser plutôt qu’un nuage de points issu de photogrammétrie. (Notre implémentation
actuelle ne gère pas non plus de multiples points de vue.)
Bien que la méthode soit capable de gérer des nuages de plusieurs millions de points,
elle n’est pas adaptée au traitement des centaines de scans nécessaires à la reconstruction
d’un bâtiment complet. Le goulot d’étranglement se situe au niveau de l’arrangement de
plans qui fonctionne pour quelques centaines de plans, mais ne passe pas à l’échelle de
plusieurs milliers. Le déﬁ est maintenant d’être en mesure de combiner les reconstructions
partielles de chaque point de vue, tout en garantissant la consistance géométrique et en
restant proche de l’optimum global.
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9.1 Introduction
Ce chapitre est consacré à l’enrichissement de modèles géométriques. L’objectif est
d’ajouter des informations sémantiques aux polygones qui forment la surface du modèle.
Avec les avancées dans le domaine de la photogrammétrie et le récent développement de
moyens d’acquisitions bon marché de données trois dimensions, tel que le Kinect [site] ou
dans une moindre mesure les lasers, la production de données 3D s’est démocratisée. Les
modèles géométriques résultant de ces acquisitions sont devenus nombreux et très variés.
Les algorithmes disponibles pour reconstruire des surfaces sont nombreux (cf partie III).
À ces modèles s’ajoutent des géométries purement synthétiques. Il est désormais accessible
et aisé de construire des modèles 3D, grâce notamment à des logiciels de conception
assistée par ordinateur (CAO) comme SketchUp [site] ou FreeCAD [site].
La compréhension de modèles 3D est un problème ancien en géométrie, toujours
considéré comme diﬃcile. L’ajout d’informations sémantiques sur les géométries nues
s’avère utile pour des applications variées.
Dans de larges dépôts de modèles comme aim@shape [2006] ou 3D-Warehouse [site],
les informations sémantiques pourraient être utiles pour augmenter les performances et
la pertinence des recherches.
Parmi les applications de la sémantisation de géométrie, on compte aussi le jeu vidéo,
le design d’intérieur, le design de produit pour la fabrication [Attene et al., 2009], etc.
L’annotation sémantique manuelle est longue, fastidieuse et sujette à erreur. De plus, la
taille de certaines scènes ou dépôts est trop grande pour envisager des actions manuelles,
l’automatisation de la tâche en ce cas est requise.
L’industrie de la construction utilise de plus en plus de maquettes numériques sé-
mantisées durant tout le cycle de vie du bâtiment, depuis les esquisses et la conception
jusqu’à la construction mais aussi pendant l’exploitation et le démantèlement. La sé-
mantique permet un travail plus rapide et moins coûteux. Si des bâtiments nouveaux
sont maintenant construits à l’aide d’une maquette numérique créée au préalable, pour
les bâtiments plus anciens, les maquettes sont inexistantes. Avec le développement du
marché de la rénovation, le besoin de construction de modèles numériques basés sur
l’existant est de plus en plus pressant. Les maquettes de bâtiments existants, quand
elles sont produites, sont reconstruites sur la base d’acquisitions laser du bâtiment. Le
processus de reconstruction est principalement manuel, long, fastidieux et coûteux.
Le challenge est donc de reconstruire des modèles 3D de bâtiments, contenant à la fois
la géométrie et les informations sémantiques, comme les sols, les murs, les fenêtres, etc.
Nous proposons dans cette partie une méthode innovante pour retrouver la sémantique
d’un géométrie 3D. La sémantique produite reﬂète la décomposition hiérarchique du
modèle. L’entrée est un modèle géométrique, constitué de polygones, et la sortie est un
ensemble d’informations sémantiques attachées à ces mêmes polygones.
Les architectes peuvent aussi faire usage d’un tel outil après avoir créé une esquisse
rapide d’un bâtiment pour présentation à des clients, avant de produire des plans et des
maquettes détaillés. Bien que les outils de CAO permettent souvent de faire un rendu
graphique, ils s’avèrent souvent inadaptés aux grands projets. Les architectes passent
par une étape de graphisme pour obtenir des vues spectaculaires de leur projet. Pour ce
faire, ils doivent fournir l’ensemble des informations sémantiques au graphiste. Ceci est
généralement fait en associant aux éléments géométriques une couleur qui sera ensuite
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remplacée par les textures adéquates. L’objet de ce chapitre est de faire cet étiquetage
automatiquement.
A une autre échelle, dans l’industrie du jeu vidéo, les concepteurs de niveaux ont
tendance à se focaliser sur la géométrie, transmettant peu d’informations aux graphistes,
qui doivent souvent peindre séparément chaque élément de la scène.
9.2 Travaux précédents
Nombre de travaux ont été menés sur la segmentation sémantique et la classiﬁcation.
La plupart des méthodes concernant les objets complexes sont basées sur l’analyse de
graphes.
Les graphes peuvent être générés soit à partir des squelettes volumiques [Biasotti
et al., 2003] ou de décompositions de surfaces, soit à partir d’une géométrie « parfaite »[El-
Mehalawi and Miller, 2003], soit de nuages de points [Schnabel et al., 2007] ou encore
de maillages [Pascucci et al., 2007]. Ils peuvent être automatiquement appris à partir
d’exemples [Tangelder and Veltkamp, 2008] ou créés « à la main »[Schnabel et al., 2008].
Les algorithmes de mise en correspondance de graphes (graph matching) sont ensuite
utilisés pour retrouver des objets précis dans une scène, avec la possibilité d’autoriser
une mise en correspondance incomplète : sous-graphe commun de taille maximale, mise
en correspondance avec une distance d’édition [Gao et al., 2010], etc.
Bien que ces problèmes de mise en correspondance de graphes soient NP-diﬃciles,
des algorithmes basiques et des heuristiques sont utilisables, pourvu que le graphe ne
soit pas trop grand.
Or, nous nous intéressons ici à des objets, par exemple des bâtiments, qui sont
complexes :
1. Ce sont des objets à haut degré de structuration hiérarchique, c-à-d qu’ils se
décomposent hiérarchiquement en un grand nombre de composants.
2. Le nombre d’éléments constituant les objets est variable et a priori inconnu.
3. Les relations entre les diﬀérentes parties peuvent être complexes, elles ne se limitent
pas à l’adjacence ou à la position relative.
L’objectif est ici de reconnaître non seulement des objets mais aussi leur décomposition.
Pour ce genre d’objets, la structure sous-jacente adéquate semble être une grammaire de
forme :
1. Chaque règle de production représente un niveau de décomposition diﬀérent dans
la hiérarchie.
2. Des règles récursives expriment un nombre arbitraire d’éléments.
3. Les grammaires peuvent exprimer des contraintes représentant les relations com-
plexes entre les composants.
De plus, les grammaires sont naturellement modulaires et se veulent intuitives. Elles
permettent la conception et la maintenance de larges spéciﬁcations, contrairement à
des approches qui codent des règles en dur et qui requièrent une connaissance en
programmation [Martinović et al., 2012].
Les grammaires de formes ont été utilisées pour la génération procédurale de modèles
[Müller et al., 2006], mais rarement inversées pour analyser la scène, ou alors en se
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limitant à la 2D, notamment pour l’analyse de façades [Müller et al., 2007; Ripperda and
Brenner, 2007; Teboul et al., 2011].
Les modèles génératifs en 3D ont peu servi pour l’analyse, et ont été restreints à des
tâches spéciﬁques et codées en dur telles que la détection de toitures [Huang et al., 2011]
et de bâtiments avec hypothèse de monde Manhattan [Vanegas et al., 2010, 2012].
Récemment, la modélisation procédurale a été utilisée pour l’analyse en multi-vues
3D [Simon et al., 2012]. Cependant, l’utilisation de la 3D se limite à l’ajout d’un terme
de profondeur dans une énergie 2D. La 3D n’est pas calculée à partir de l’analyse. De
plus l’espace de recherche est particulièrement grand. Le passage à l’échelle de modèles
volumineux ainsi qu’à la 3D pure n’est pas immédiat.
Contrairement aux méthodes citées précédemment qui ont une approche de haut
en bas (top-down), du modèle abstrait vers les données, les approches de bas en haut
(bottom-up) partent des données pour construire le modèle abstrait correspondant. Han
and Zhu [2009]; Wu and Zhu [2011] s’en sont servis avec l’ajout de composants top-
down pour prédire les parties manquantes ou cachées. Cependant, ils se sont limités à
l’utilisation d’images et de primitives simples, par exemple, des projections de rectangles
et de cercles en 3D.
Mathias et al. [2011] ont utilisé une variante multi-vues de l’approche top-down, avec
des parties spéciﬁques à certains types d’objets dont une partie est codée en dur, et ont
employé des recherches exhaustives de compatibilité entre formes, sans propagation de
contrainte. Ils obtiennent de bons résultats sur la reconstruction de temples doriques.
En 3D, une approche grammaticale a été utilisée par Toshev et al. [2010]. Les règles
sont appliquées dans un ordre spéciﬁque ce qui rend la spéciﬁcation diﬃcile à écrire, à
mettre au point et peu modulaire. Elle ne peut pas être généralisée à n’importe quel jeu
de règles grammaticales.
9.3 Approche proposée
La méthode d’étiquetage présentée dans cette partie est entièrement bottom-up
bien qu’il soit possible d’y inclure des éléments de prédiction des parties manquantes
(top-down).
Cette approche se base sur l’utilisation de grammaires attribuées avec contraintes,
associées à des prédicats géométriques spéciﬁques (section 9.4).
Les terminaux, composants de base, sont des primitives 3D (polygones). Ils sont com-
binés via des règles de production pour créer des non-terminaux, éléments de complexité
plus élevée (ﬁgure 9.1).
Figure 9.1 – Terminaux et non-terminaux
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Ce mode de production, qui consiste à envisager les diﬀérents non-terminaux qu’il est
possible de créer, peut mener à une explosion combinatoire. Pour endiguer ce phénomène,
notre algorithme utilise une propagation de contraintes pour réduire l’espace de recherche
au maximum. Il repose en particulier sur l’utilisation de prédicats inversibles. Les
grammaires attribuées avec contraintes ont été utilisées par le passé, mais dans une
version beaucoup plus restreinte, sans propagation de contraintes et avec une unique
interprétation, pour l’analyse de formules mathématiques [Pagallo, 1998].
Les contributions de ce chapitre sont :
• La déﬁnition des grammaires attribuées avec contraintes pour des objets complexes,
y compris en 3D.
• L’utilisation d’un formalisme pratique, aisément paramétrable, et accessible à des
personnes non issues du domaine de l’informatique, par opposition aux descriptions
bas niveau de méthodes basées sur les graphes ou codées en dur qui nécessitent des
connaissances en programmation. Ceci permet la conception et la modiﬁcation de
spéciﬁcations de gros ensembles.
• L’introduction d’opérateurs maximaux, pour réduire l’espace de recherche.
• Le calcul eﬃcace d’une forêt d’analyse (ensemble d’arbres d’analyse) pour une
grammaire et un ensemble de terminaux (polygones) donnés.
• L’évaluation de la méthode sur un ensemble de modèles de bâtiments, synthétiques
ou reconstruits à partir de données réelles.
L’objet de la thèse étant la reconstruction automatique de maquettes numériques de
bâtiments, les tests sont eﬀectués sur des données de ce type. Cependant, il faut noter
que ce formalisme peut s’appliquer à d’autres objets, tant que ceux-ci sont décomposables
de manière hiérarchique.
9.4 Grammaires attribuées avec contraintes
Les grammaires décrivent des objets complexes qui se décomposent hiérarchiquement.
Un des principaux domaines d’application des grammaires formelles est la segmentation
et la compréhension de textes. La partie gauche de la ﬁgure 9.2 montre la décomposition
d’une phrase en un sujet, un verbe et un complément. Les éléments constitutifs du
sujet sont aussi représentés : un article, un adjectif et un nom. Cette décomposition est
hiérarchique, elle peut se représenter sous la forme d’un arbre dont la racine est le nœud
de plus grande complexité, phrase.
La partie droite de la ﬁgure 9.2 illustre comment une telle décomposition hiérarchique
peut être adaptée à l’analyse de bâtiments. Ici, le bâtiment (très sommaire) est constitué
de façades, d’un toit et d’un plancher. Une des façades se décompose elle-même en un
mur et une fenêtre.
Cependant, une décomposition telle que présentée précédemment n’est pas suﬃsante
pour rendre entièrement compte de la complexité de la phrase. En eﬀet, ici les sous-arbres
issus du nœud phrase sont indépendants les uns des autres, ce qui n’est pas vrai. Comme
le montre la ﬁgure 9.3, le verbe s’accorde avec le sujet, ce qui traduit une interaction
entre le nœud sujet et le nœud groupe verbal. Il en est de même pour le bâtiment où le
mur et le toit doivent être adjacents.
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Phrase
Sujet GroupeTverbal Complément
Nom Adjectif
Les nains avides creusent sous la montagne 
Bâtiment
Façade Toit Plancher
Fenêtre MurArticle
Figure 9.2 – Décomposition hiérarchique d’une phrase et d’un bâtiment.
Phrase
Sujet GroupeTverbal Complément
Nom Adjectif
Les nains avides creusent sous la montagne 
Bâtiment
Façade Toit Plancher
Fenêtre MurArticle
accordT(pluriel)
adj
Figure 9.3 – Décomposition avec contraintes.
Si une décomposition hiérarchique simple peut être exprimée sous la forme d’une
grammaire attribuée, elle ne suﬃt pas à rendre compte des relations complexes entre les
éléments. C’est pourquoi, nous utilisons des grammaires attribuées avec contraintes, qui
régissent les interactions entre éléments.
9.4.1 Déﬁnitions
Une grammaire G est un quadruplet :
G = (T,N, P, S) (9.1)
où :
• T est un ensemble de terminaux. Les terminaux correspondent aux primitives
géométriques de la scène, par exemple, des polygones à trous.
• N est un ensemble de non-terminaux. Cet ensemble est disjoint de T . Un non-
terminal représente un objet complexe, qui se décompose par G en un ensemble de
non-terminaux et/ou de terminaux.
• P est un ensemble de règles de production. Une règle de production déﬁnit la
décomposition d’un non-terminal en ses sous-éléments.
• S est un ensemble de symboles de départ, ou racines de la décomposition hiérar-
chique. Ce sont les objets ﬁnaux souhaités. On a S ⊂ N .
Les sections suivantes décrivent le formalisme des règles de l’ensemble P , en partant
des règles simples jusqu’aux formes plus complexes qui manipulent des collections d’objets.
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9.4.2 Règle basique
La forme la plus simple d’une règle de production r est :
r = Y → X1, . . . , Xk (9.2)
r exprime la décomposition de Y ∈ N en {X1, . . . , Xk} ∈ (N ∪ T )k, pour k ≥ 1. En
pratique dans le cadre d’utilisation de ce chapitre, nous appliquons les règles de bas en
haut, dans le sens inverse de la production ordinaire : étant donnés X1, . . . , Xk, nous
créons Y .
Par exemple, si les données en entrée incluent des polygones, nous créons un terminal
de type Polygon pour chacun d’eux. Par exemple, la règle :
Tread → Polygon
déﬁnit la création des éléments non-terminaux du type Tread (une marche) à partir d’un
élément de type Polygon (un polygone).
La ﬁgure 9.4 donne un autre exemple simple pour la construction d’un bloc-marche
d’escalier. Ici le bloc-marche est généré à partir d’une marche et d’une contre-marche. Un
des blocs-marche possibles est coloré en orange et rouge. Cependant d’après la déﬁnition
de la règle de production, toutes les paires contre-marche/marche peuvent former un
bloc-marche. Le bloc-marche coloré est donc un bloc-marche dans un grand ensemble de
possibilités.
Contre-marche
Marche
Marche ?
Contre-marche ?
Règle : Step → Tread, Riser
Figure 9.4 – Exemple de construction de bloc-marche.
La barre verticale est utilisée pour la disjonction :
Y → X1|X2 ⇐⇒
{
Y → X1
Y → X2
9.4.3 Contraintes
Pour obtenir des blocs-marche plausibles, il est nécessaire d’ajouter des contraintes.
Par exemple il est naturel d’imposer une condition d’adjacence ou d’orthogonalité entre
le plateau et la contre-marche.
Contrairement aux grammaires 1D et aux grammaires de découpage de forme (split
grammars), une règle r = Y → X1, . . . , Xk n’exprime que la domination de Y sur
les Xi et non un ordre sur les Xi. Pour gérer la 3D, les contraintes entre les Xi pour
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i ∈ {1, . . . , k} sont regroupées dans une condition C attachée à la règle r. La notation
utilisée est r 〈C〉. De plus comme il peut y avoir plusieurs occurrences du même élément
de grammaire parmi les Xi (cas où Xi = Xj), chaque occurrence reçoit un nom de
variable diﬀérent :
Y y → X1 x1, . . . , Xk xk 〈C〉 (9.3)
La condition agit sur les variables ainsi déﬁnies.
Par exemple, sur la ﬁgure 9.4, si on impose l’adjacence via une arête entre la contre-
marche et la marche, la règle devient :
Step s→ Tread t,Riser r 〈edgeAdj(t, r)〉
9.4.4 Attributs
Chaque élément de grammaire possède des attributs qui décrivent la géométrie de
l’élément, qu’il soit un polygone ou un objet complexe. Un attribut peut être une valeur :
un entier, un réel, un booléen... ou encore un élément de la grammaire. Par exemple, il
est possible d’accéder à l’aire de chaque polygone, ou le volume de la boîte englobante de
chaque objet, ou encore son orientation. Lorsqu’un attribut est un élément de grammaire,
c’est en général un des constituants de l’objet, dont il est alors possible d’atteindre à son
tour les attributs.
Les grammaires considérées ici sont en fait des grammaires attribuées :
G = (T,N, P, S,A) (9.4)
où A est un ensemble de noms d’attributs disponibles pour être utilisés dans une condition.
Une condition peut donc porter sur les (xi)i∈{1,...,k} mais aussi sur les (xi.a)i∈{1,...,k},a∈A.
Les attributs peuvent être des scalaires, des vecteurs ou des objets représentés par un
terminal ou un non-terminal.
Sur l’exemple du bloc-marche d’escalier, il est possible d’écrire une règle du type :
Step s→ Tread t,Riser r 〈edgeAdj(t, r), t.len == r.len〉
où len désigne la plus grande dimension de la boîte englobante orientée.
Les attributs considérés ne sont que des attributs hérités. Les attributs d’un non-
terminal en partie gauche de règle de production sont les noms des variables indiquées
en partie droite, qui permettent d’accéder aux attributs spéciﬁques de chaque élément
en partie droite, ainsi que les des attributs géométriques généraux qui donnent des
informations sur l’objet composite complexe. En pratique, ces attributs généraux peuvent
être calculés à la volée pour toute application de règle. Dans une règle Y → X1, . . . , Xk,
les attributs de Y sont déterminés par les attributs de X1, . . . , Xk mais les attributs des
Xi ne dépendent pas de Y ni des autres (Xj)j 6=i.
Certains attributs sont calculés pour chaque forme, comme par exemple la boîte
englobante minimale orientée, la largeur, la longueur et la profondeur. Ces attributs sont
résumés dans la table 9.1.
Plus généralement, une règle peut s’écrire alors de la forme :
Y y → X1 x1, . . . , Xk xk 〈C〉 {E} (9.5)
où E, optionnel, est un ensemble de règles pour la création de nouveaux attributs à partir
de ceux des xi.
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Attribut Type Signiﬁcation
area Scalaire Aire (pour un polygone)
nbHoles Scalaire Nombre de trous du polygones (pour un polygone)
length Scalaire Longueur de la boîte englobante orientée
lengthVector Vecteur Direction principale de la boîte englobante orientée
breadth Scalaire Largeur de la boîte englobante orientée
breadthVector Vecteur Second direction de la boîte englobante orientée
depth Scalaire Profondeur de la boîte englobante orientée
depthVector Vecteur Plus petite direction de la boîte englobante orientée
bbx Scalaire Dimension de la boîte englobante non orientée suivant x
bby Scalaire Dimension de la boîte englobante non orientée suivant y
bbz Scalaire Dimension de la boîte englobante non orientée suivant z
size Scalaire Taille (pour une collection)
Table 9.1 – Liste des attributs.
9.4.5 Prédicats
Une condition C est une conjonction de prédicats s’appliquant sur les variables xi de
la règle. Un prédicat pose une question dont la réponse est un booléen.
Les prédicats expriment notamment des conditions géométriques, mais peuvent plus
généralement représenter n’importe quelle contrainte sur les objets ou leurs attributs.
La plupart des attributs concernent à la fois les terminaux et les non-terminaux. Les
principaux prédicats utilisés dans ce chapitre sont :
• Adjacence : l’adjacence générale entre deux instances est le prédicat adj(x, y).
L’adjacence via une arête edgeAdj(x, y), via une arête et par un trou intEdgeAdj(x, y),
via une arête et un bord extérieur extEdgeAdj(x, y) ou via un sommet vertAdj(x, y)
sont des spécialisations de adj(x, y).
En pratique, le graphe d’adjacence est construit pour les terminaux. L’adjacence des
non-terminaux est calculée en observant celle des terminaux dont il est composé.
• Orientation : pour un système de coordonnées donné, les prédicats d’horizontalité
horizontal(x) et de verticalité vertical(x) sont déﬁnis. Ils s’appliquent aux vecteurs.
• Orientation relative. : des prédicats permettent de déﬁnir la conﬁguration géomé-
trique d’un objet par rapport à un autre. Les prédicats parallel(x, y), respectivement
orthog(x, y), déﬁni pour des vecteurs, indiquent si x et y sont parallèles, respective-
ment orthogonaux.
above(x, y), respectivement under(x, y), indiquent si x est au-dessus, respectivement
en-dessous, de y. Ces deux prédicats ne sont pas inversibles et agissent sur des
non-terminaux ou des terminaux.
• Opérateurs de comparaison sur les attributs : l’égalité x == y et la diﬀérence
x! = y pour des scalaires et des vecteurs, les inégalités inférieures et supérieures
x < y, x ≤ y, x > y, x ≥ y pour des scalaires.
Parce que la géométrie en entrée ne peut pas être parfaite, les prédicats exacts peuvent
être relâchés. L’adjacence comme la position relative sont déﬁnies à une distance près et
une erreur angulaire est autorisée pour l’orientation (voir section 9.7.1).
En outre, dans notre implémentation, des prédicats supplémentaires peuvent être
déﬁnis par l’utilisateur en en fournissant le code source, mais leur utilisation n’est pas
optimisée pour l’ordre d’application des prédicats (sections suivantes).
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9.4.6 Collections maximales
Les collections décrivent des ensembles d’éléments dont on ne connaît pas la taille a
priori.
C’est le cas pour un escalier, déﬁni comme un ensemble de blocs-marche adjacents. Le
nombre de blocs-marche k est inconnu, il est donc impossible d’écrire la règle de création
de cet escalier sous la forme :
Stairway sw → Step s1, . . . ,Step sk 〈C〉
Une collection Y d’éléments de type X peut être déﬁnie récursivement sous la forme :
Y → X,Y | ∅
Il est alors possible de déﬁnir des opérateurs qui permettent de construire des
objets composites tels que des ensembles, des composantes connexes, des séquences, etc.
Cependant l’utilisation de ce genre d’opérateur est diﬃcile voire inappropriée dans le
cadre d’une approche bottom-up. Par exemple, s’il y a m instances de X, il y a jusqu’à
2m instances possibles de Y , ce qui devient vite incalculable.
Abandonner les collections n’est pourtant pas envisageable. Les cas où le cardinal des
ensembles est inconnu sont nombreux. En pratique, dans la plupart des cas, l’ensemble
ciblé par l’utilisateur n’est pas n’importe quelle instance de Y , mais la collection de
cardinal maximal. Par exemple, pour l’escalier, l’objectif est de désigner la séquence
maximale de marches, et non pas toutes les séquences possibles.
Rechercher les collections maximales limite alors grandement le nombre d’instances
possibles de Y .
Une collection maximale est de la forme :
Y → maxcol(X, cu, cb) mc (9.6)
Elle désigne une collection maximale particulière d’instances de X, avec des contraintes
cu : X → bool unaires agissant sur des xi de type X dans la collection et des contraintes
cb : X ×X → bool binaires agissant sur des paires (xi, xj) d’éléments de type X dans la
collection. La mention des contraintes unaires ou binaires est optionnelle. Si l’une d’elles
est absente, elle est supposée satisfaite par défaut.
Les opérateurs de collections maximales sont :
• L’ensemble maximal : maxset(X, cu, cb) est un ensemble de cardinal m, maximal,
tel que pour tout 1 ≤ i ≤ m, cu(xi) soit remplie et que pour 1 ≤ i, j ≤ m, cb(xi, xj)
le soit également.
• La composante connexe maximale : maxconn(X, cu, cb) est un ensemble de
cardinal m, maximal, tel que pour tout 1 ≤ i ≤ m, cu(xi) soit remplie et pour tout
1 ≤ i < j ≤ m, il existe une séquence 1 ≤ e1, . . . , el ≤ m tels que e1 = i et el = j
et pour chaque 1 ≤ k < l, les conditions cb(ek, ek+1) et cb(ek+1, ek) soient remplies.
• La séquence maximale : maxseq(X, cu, cb) est un ensemble de cardinal m, maxi-
mal, tel que pour tout 1 ≤ i ≤ m, cu(xi) soit remplie et pour tout 1 ≤ i < m, la
condition cb(xi, xi+1) soit remplie.
• Le cycle : cycle(X, cu, cb) est un ensemble de cardinal m, maximal, tel que pour
tout 1 ≤ i ≤ m, cu(xi) soit remplie et pour tout 1 ≤ i ≤ m, la condition cb(xi, xi+1)
soit remplie (en considérant que xm + 1 = x1).
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Reprenant l’exemple de l’escalier, la règle de création de l’escalier est une séquence
maximale :
Stairway sw → maxseq(Step s, edgeAdj)
Les opérateurs de collections représentent une instance d’un objet complexe. Chacune
de ces instances a les attributs ordinaires déﬁnis pour tous les objets, auxquels s’ajoute la
notion de taille : attribut size. Il est ainsi possible de contraindre la taille des séquences
voulues. Dans le cas précédent, si on souhaite déﬁnir un escalier comme étant une séquence
maximale de marches d’au moins trois marches :
Stairway sw → maxseq(Step s, edgeAdj) ms 〈ms.size ≥ 3〉
9.4.7 Contexte
Il est souvent nécessaire de faire référence à d’autres variables qui ne sont pas des
constituants de Y . Par exemple, une fenêtre est adjacente à un mur, mais le mur n’est
pas un élément de la fenêtre.
Pour traiter de tels cas, des variables de contexte sont introduites. Par exemple :
Y y → X x, context(Z z) 〈adj(x, z)〉
Pour cette règle, une instance de Y est uniquement constituée d’un élément de type X,
mais celui-ci doit être adjacent à une instance de Z. z est alors une variable contextuelle.
9.4.8 Instances optionnelles
Une instance optionnelle traduit le fait qu’elle n’est pas nécessaire à la résolution de
la règle, mais si celle-ci est présente, elle doit être prise en compte. Dans une règle, cela
est indiqué de la manière suivante :
Y y → X1 x1, optional(X2 x2) (9.7)
Cette règle est équivalente à :
Y y → X1 x1, maxset(X2) x2 〈x2.size ≤ 1〉
En revanche, elle n’est pas équivalente à la règle :
Y y → X1 x1|X1 x1, X2 x2 (9.8)
En eﬀet, lorsque X2 est présent, la règle (9.7) produit un seul élément dont les ﬁls sont
de type X1 et X2. La règle (9.8) quant à elle produit deux éléments, l’un dont les ﬁls
sont de type X1 et X2, et l’autre avec un seul ﬁls de type X1.
Un exemple de grammaire pour l’extraction d’un escalier est donné ﬁgure 9.5. Les
éléments mentionnés sont représentés sur la ﬁgure 9.6, à gauche. La partie droite de cette
dernière est une vue colorée d’une reconnaissance d’escalier dans un modèle CAO. Les
contre-marches sont colorées en rouge, les marche en marron clair.
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• Les enfants de n sont des nœuds (ni)1≤i≤k de type (τ(ni) = Xi)1≤i≤k.
• Associer (ni)1≤i≤k aux variables (xi)1≤i≤k satisfait la condition 〈C〉 de r.
L’ensemble des terminaux du sous-arbre de racine n est appelé une forme de n, ou
plus généralement une forme de type τ(n).
La ﬁgure 9.7 donne un exemple de représentation d’arbre d’analyse. Les feuilles (les
terminaux) sont les polygones et la racine (symbole de départ) est le bâtiment.
Bâtiment
Façade
Toit
Plancher
Fenêtre
Mur
Polygone 1
Polygone 2
Polygone 3
Polygone 4
Figure 9.7 – Exemple d’arbre d’analyse.
Contrainte d’exclusivité Dans le cas des grammaires 1D, par exemple appliquées
à l’analyse de textes, les terminaux (les mots) en entrée sont ordonnés. De ce fait, la
séquence des terminaux est égale à la chaîne de caractères en entrée. Les mots sont
utilisés une fois, et une fois seulement. En 3D, il n’est pas possible de déﬁnir un ordre sur
les primitives. Pour assurer que les arbres d’analyse soient valides, il est nécessaire que
les objets ne partagent pas de polygones, sauf entre parents et enfants. Cette contrainte
sur les arbres d’analyse est la contrainte d’exclusivité. Cela se traduit par le fait qu’une
primitive n’a qu’une interprétation : un polygone qui appartient à un escalier n’appartient
pas à une fenêtre. La ﬁgure 9.8 montre un exemple de graphe pouvant être produit
lorsque la contrainte d’exclusivité est absente. En pratique, pour qu’une instance de Y
associée à nY soit valide, il suﬃt que les ensembles de polygones, dont les formes de ses
nœuds ﬁls sont issues, soient disjoints.
Bâtiment
Contre Marche
Marche
Polygone 3
Polygone 5
Bloc-marche ...
...MarchePolygone 4 Bloc-marche
Ici une contre-marche appartient à deux instances de marche dans le même bâtiment. Le
résultat n’est pas un arbre.
Figure 9.8 – Exemple de construction sans contrainte d’exclusivité.
9.5.2 Forêt d’analyse
Dans le cas d’un texte, l’analyse doit en général fournir une explication pour l’ensemble
de la phrase. Pour l’analyse de scènes 3D, l’approche est diﬀérente. La complexité et
la diversité des objets de la scène ne permettent pas de donner de manière exhaustive
une interprétation de tous les éléments. L’objectif est plutôt de localiser un maximum
d’objets au milieu d’un ensemble de données sans étiquette.
Contrairement à la plupart des autres approches basées sur les grammaires qui pro-
duisent un unique arbre d’analyse, la sortie de notre algorithme est une forêt partagée F ,
représentant de manière compacte l’ensemble des arbres d’analyse possibles.
9.5. INTERPRÉTATION DE LA SCÈNE 159
Lors de l’analyse, toutes les instances valides de chaque élément sont créées. Du fait de
la contrainte d’exclusivité présentée dans la section précédente, il est possible de générer
plusieurs interprétations mutuellement exclusives de la scène. La ﬁgure 9.9 montre deux
interprétations générées à partir des mêmes polygones. Ces deux arbres sont mutuellement
exclusifs car ils reposent sur les même polygones. Dans l’un, le polygone 1 est considéré
comme une fenêtre. Dans l’autre, c’est une porte.
Bâtiment 1
Façade 1
Toit
Plancher
Fenêtre
Mur
Polygone 1
Polygone 2
Polygone 3
Polygone 4
Bâtiment 2
Façade 2
Toit
Porte
Mur
Polygone 1
Polygone 2
Polygone 3
Polygone 4 Plancher
Figure 9.9 – Deux interprétations mutuellement exclusives.
Le nombre d’interprétations est lié au degré de contrainte de la grammaire. Plus la
grammaire est contrainte, plus le nombre d’interprétations sera réduit. En pratique, dans
les expériences menées, les contraintes grammaticales utilisées suﬃsent à obtenir une
unique, quelques ou juste un petit nombre d’interprétations.
Pour représenter F , plutôt que d’énumérer tous les arbres, un graphe orienté acyclique
(Directed Acyclic graph, DAG) est utilisé. Un nœud n de F peut appartenir à plusieurs
arbres. Cette représentation est compacte, la ﬁgure 9.10 montre la compression des deux
arbres de la ﬁgure 9.9 en un DAG.
Bâtiment 1Façade 1Fenêtre
Bâtiment 2
Façade 2
Toit
Sol
Porte
Mur
Polygone 1
Polygone 2
Polygone 3
Polygone 4
Figure 9.10 – Représentation compacte d’une forêt sous la forme d’un DAG.
La notion de partage de nœuds introduite par la représentation sous forme de DAG,
n’est pas incompatible avec la notion d’exclusivité. Pour cela, il suﬃt que deux formes
partageant un terminal ne soient pas associées pour créer une nouvelle forme.
Par exemple, si une marche appartient à un escalier, elle ne peut pas appartenir à un
autre escalier de la même instance (interprétation) de bâtiment. Par contre, rien n’interdit
qu’elle appartienne à un autre escalier, dans une instance (interprétation) diﬀérente de
bâtiment. Les deux instances de bâtiment sont dites mutuellement exclusives.
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En raison de cette contrainte, les diﬀérentes interprétations de la scène sont exactement
tous les sous-ensembles de nœuds racines (inclus dans les symboles de départ) tels que
les arbres issus de ces racines soient deux à deux disjoints.
9.6 Analyse Bottom-Up
Cette partie présente comment l’analyse de la scène est en pratique eﬀectuée, étant
donnés une grammaire et un ensemble de polygones.
9.6.1 Calcul de la forêt d’analyse
L’algorithme est purement bottom-up. Il part des primitives puis applique itérati-
vement les règles de la grammaire pour créer de nouveaux nœuds non-terminaux. Au
départ la forêt ne contient que les terminaux (les polygones) puis celle-ci est enrichie au
fur et à mesure de l’analyse.
Appliquer une règle consiste à chercher dans la forêt courante les nœuds ayant le type
des variables spéciﬁées dans le membre droit de la règle, et à générer un nouveau nœud
de type correspondant au membre gauche de la règle, ainsi que ses attributs.
Pour assurer la terminaison du processus ainsi que le partage nécessaire à la représen-
tation de la forêt :
1. Tous les sous-arbres identiques sont fusionnés dès leur construction.
2. Les nœuds de type X dont les descendants forment une chaîne 1D contenant un
nœud de type X sont rejetés pour éviter d’entrer dans une boucle inﬁnie. De tels
cas peuvent apparaître avec des règles de grammaire récursives, qui sont rendues
inutiles en pratique, grâce à l’existence d’opérateurs de collection.
3. Lorsqu’aucune règle ne peut être appliquée, l’analyse s’arrête.
En l’absence de récursivité dans la grammaire, la contrainte d’exclusivité implique que
l’application des règles ﬁnira par ne plus être possible. Ceci est dû au fait que l’ensemble
des terminaux est ﬁni (de même que celui des règles).
9.6.2 Cas des opérateurs maximaux
Les opérateurs maximaux imposent de prendre des précautions. Le fait qu’une
collection de X soit de cardinal maximal n’est garanti que si toutes les instances de X
sont connues.
Sur l’exemple de la ﬁgure 9.11, la création de la séquence maximale de marches est
appliquée avant la découverte de toutes les marches. Lors de la création de la dernière
marche, la collection précédente n’est plus maximale, et donc invalide. Il faut empêcher
ce cas de se produire.
Nous considérons le graphe de dépendance de la grammaire. Si celui ci contient un
cycle incluant un opérateur maximal, nous sommes dans le cas de la ﬁgure 9.11 et la
grammaire est considérée par notre algorithme comme inutilisable. La ﬁgure 9.12 montre
deux exemples de graphes de dépendance. Le graphe de gauche ne contient pas de cycle
incluant un opérateur maximal, il est donc valide. Ce n’est pas le cas du graphe de droite.
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Figure 9.11 – Exemple d’application invalide de l’opérateur maximal.
Figure 9.12 – Graphes de dépendance valide (à gauche) et invalide (à droite). Les
opérateurs maximaux sont représentés par des arêtes rouges.
9.6.3 Ordre d’application des règles
Lorsque la grammaire est considérée comme valide par notre algorithme, il est tout
de même nécessaire d’observer un ordre sur l’application des règles pour ne pas tomber
dans le cas de la ﬁgure 9.11.
La grammaire est décomposée en ensembles de règles pouvant être appliquées ensemble.
L’application de ces ensembles est ordonnée : tous les éléments correspondant à un
ensemble doivent être calculés avant de passer à l’ensemble suivant.
Les ensembles sont produits en contractant le graphe de dépendance jusqu’à ce que
qu’aucune arête ne puisse être contractée.
Contracter une arête a → b est remplacer a → b par un sommet ab. Le degré du
sommet deg(ab) est égal deg(a) + deg(b) − 2. La ﬁgure 9.13 illustre une contraction
d’arête.
Une arête peut être contractée sauf si elle correspond à un opérateur maximal et si la
contracter ne crée pas un cycle incluant un opérateur maximal. Les sommets résultants
de la contraction correspondent aux ensembles de règles pour l’ordre d’application. La
a b
c
d
e
f
g
ab
c
d
e
f
g
Figure 9.13 – Contraction d’un arête.
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ﬁgure 9.14 montre un exemple de graphe de dépendance et le graphe réduit qui en résulte.
Figure 9.14 – Exemple de graphe de dépendance (à gauche) et le graphe de dépendance
réduit correspondant (à droite).
L’ordre sur les ensembles est obtenu en utilisant un ordre topologique inverse sur le
graphe de dépendance réduit. Cette partition des règles de la grammaire est notée, dans
l’ordre, R(i)1≤i≤d où d est la taille de la partition.
L’algorithme 5 résume la création de la forêt. Pour chaque élément de la partition
(Ri)1≤i≤d, l’ensemble des règles de Ri est appliqué jusqu’à ce qu’aucune règle ne crée de
nouveaux nœuds.
Algorithme 5 Calcul de la forêt d’analyse
F ← {terminal(p) | p primitive géométrique}
(Ri)1≤i≤d ← partition ordonnée de P (voir texte)
pour i = 1 à d faire
répéter
inchangé← vrai
pour chaque règle r ∈ Ri faire
F ′ ← appliquerRègle(r, F )
si F ′ 6= ∅ alors
inchangé← faux
F ← F ∪ F ′
ﬁn si
ﬁn pour
tant que inchangé
ﬁn pour
9.6.4 Application d’une règle
Appliquer une règle :
Y y → X1 x1 . . . Xk xk 〈C〉 {E}
c’est construire de nouveaux nœuds n de type τ(n) = Y dans la forêt d’analyse F .
L’idée de base consiste à récupérer les ensembles D(xi) de nœuds de F tels que D(xi) =
{n ∈ F, τ(n) = Xi}.
Les D(xi) peuvent être calculés en une passe sur les éléments de F .
Si un seul des D(xi) est vide alors la règle ne s’applique pas. Une fois chaque D(xi)
construit, toutes les combinaisons (ni)1≤i≤k ∈ ∏1≤i≤kD(xi) peuvent être testées par
rapport à la condition 〈C〉. Si chacune des contraintes de 〈C〉 est satisfaite, un nouveau
nœud de type Y est créé ainsi que ses attributs spéciﬁques tels que déﬁnis par {E}.
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9.6.5 Exemple : Inﬂuence de l’ordre d’application des contraintes
L’utilisation de la partition (Ri)1≤i≤d et l’application des règles comme déﬁni précé-
demment (section 9.6.4) assurent la prise en compte de la maximalité et de l’exclusivité.
Cependant la performance de l’algorithme peut grandement varier avec la manière d’ap-
pliquer les contraintes. Cette section présente un exemple pour illustrer les possibles
diﬀérences. La ﬁgure 9.15, à gauche, montre un exemple de scène 2D sur laquelle on
souhaite appliquer la règle r :
pair p → segment s1, segment s2, 〈orthog(s1, s2), adj(s1, s2), vertical(s1)〉
La partie droite de la même ﬁgure, montre le résultat après application de r. La règle
cherche à construire les paires répondant à trois contraintes : les segments doivent être
orthogonaux, adjacents et l’un de ces segments doit être vertical.
pair p → segment s1, segment s2, 〈orthog(s1, s2), adj(s1, s2), vertical(s1)〉
Figure 9.15 – Exemple 2D, avec à gauche l’ensemble des segments terminaux, et à droite
les paires recherchées qui satisfont la contrainte.
Deux ordres d’application des contraintes sont envisagés. Le premier (ﬁgure 9.16)
cherche d’abord les paires orthogonales, puis vériﬁe l’adjacence, et enﬁn la verticalité.
Le second (ﬁgure 9.17) sélectionne d’abord les segments verticaux avant de construire
les paires adjacentes et enﬁn, parmi celles-ci, cherche celles qui satisfont la relation
d’orthogonalité.
Sur la ﬁgure 9.16, commencer par la recherche des paires orthogonales implique de
tester toutes les paires. Si N est le nombre de segments, la complexité de l’opération
est O(N2). Ensuite, si le graphe d’adjacence a été maintenu, tester l’adjacence et la
verticalité s’eﬀectue en temps constant. La complexité est donc de l’ordre de O(N2).
Sur la ﬁgure 9.17, la verticalité est le premier test eﬀectué. Cette opération nécessite
un passage sur tous les segments, O(N). Récupérer les paires qui sont adjacentes dépend
ensuite du nombre de voisins des extrémités des segments. Si maxDeg est le degré
maximal des extrémités, alors la complexité devient : O(N maxDeg). Enﬁn, le test
d’orthogonalité laisse la complexité inchangée.
9.6.6 Ordre sur les prédicats
L’ordre d’application des contraintes est donc très important pour la performance
de l’algorithme. Il faut que les combinaisons impossibles soient éliminées le plus tôt
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Test de toutes les paires.
O(N2)
(a) Orthogonalité
Complexité par paire :
O(1)
(b) Adjacence.
Complexité par paire :
O(1)
(c) Verticalité.
Les éléments colorés, rouges et verts, représentent les éléments testés (paires ou
segments). Ceux qui réussissent le test sont colorés en vert, les autres en rouge.
Figure 9.16 – Premier ordre d’application de contraintes, menant à une complexité en
O(N2), N étant le nombre de segments.
Test de tous les segments :
O(N)
(a) Verticalité.
Complexité par segment :
O(maxDeg)
(b) Adjacence.
Complexité par paire :
O(1)
(c) Orthogonalité
Les éléments colorés, rouges et verts, représentent les éléments testés (paires ou
segments). Ceux qui réussissent le test sont colorés en vert, les autres en rouge.
Figure 9.17 – Second ordre d’application de contraintes, menant à une complexité en
O(N maxDeg), N étant le nombre de segments.
possible pour limiter la taille de l’espace de recherche. Premièrement, plus un D(xi) a
un cardinal faible, plus celui-ci a des chances de participer à des prédicats invalides, et
donc de générer peu de nouveaux nœuds. Ensuite, les variables impliquant un grand
nombre de prédicats ont plus de chances de ne pas vériﬁer un des prédicats que celles
apparaissant dans peu de prédicats. Enﬁn, comme illustré par l’exemple de la section
précédente, certains prédicats sont moins complexes à calculer que d’autres.
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Nous allons évaluer deux degrés de complexité pour les variables de la condition 〈C〉.
Puis nous combinerons ces degrés pour déﬁnir un ordre d’instanciation.
Prédicats unaires
Les prédicats unaires sont généralement simples et rapides à calculer. Ils sont directe-
ment évalués à la création des D(xi). Lors de la passe sur les éléments de F , un nœud ni
de type Xi est ajouté à D(xi) si Cunaire, xi(ni) est remplie (Cunaire, xi étant l’ensemble
des prédicats unaires de 〈C〉 agissant sur xi).
Les prédicats unaires ayant déjà été satisfaits à la création des D(xi), le degré unaire
x est le cardinale de D(x) :
degunaire(x) = |D(x)| (9.9)
Prédicats inversibles
Cette nouvelle expression du degré peut encore être améliorée. Certains prédicats
sont plus faciles à calculer que d’autres, et les espaces de recherche en jeu peuvent être
réduits. Ces prédicats sont appelés prédicats inversibles. Plus précisément, un prédicat
binaire p(zi, zj) où zi esr de la forme xi ou xi.a est dit inversible si et seulement si, pour
une valeur νi de zi (et de même pour zj), l’ensemble Nj(νi) des valeurs nj satisfaisant
p(νi, nj) est petit et peut-être aisément énuméré, et de même pour p(νi, xj .aj) si zj est
de la forme xj .aj , .
Nj est utilisé pour réduire la taille de l’espace de recherche. En itérant sur les valeurs
de νi, on construit Dj :
Dj ← Dj ∩
⋃
νi
Nj(νi)
Nous déﬁnissons le degré d’inversibilité des prédicats, pour une variable x:
deginv(x) =
nombre de prédicats inversibles sur x dans C
|D(τ(x))| (9.10)
Les degrés sont recalculés après chaque traitement de prédicat, car cela peut modiﬁer
le nombre d’éléments dans les Dj .
Par exemple, une primitive ou une forme ni est généralement adjacente à un nombre
limité d’autres primitives ou formes nj . De plus l’accès au nj est rapide dès qu’un graphe
d’adjacence est précalculé. Pour une forme, calculer les formes adjacentes de type τ est
eﬀectué en récupérant les primitives qui la constituent, puis l’adjacence de celles-ci, pour
enﬁn en remonter dans la forêt pour obtenir les formes de type τ . Pour limiter le temps
de calcul, il est possible de mettre en cache les opérations eﬀectuées aﬁn d’éviter de les
répéter.
L’adjacence est un prédicat inversible.
De même l’égalité zi == xj (et zi == xj .a) est aussi inversible, lorsqu’on connaît zi
(hypothèse d’inversibilité).
Pour une valeur νi de zi, il y a en général peu de nœuds nj tels que νi = nj .xj (c’est
aussi vrai pour νi = nj .a). La recherche des nœuds nj peut être eﬀectuée eﬃcacement via
des tables de hachage. Avant l’application des règles, une table de hachage est construite
associant à chaque valeurs νi possible de l’argument zi l’ensemble des nœuds nj tels que
νi = nj . L’utilisation d’une telle méthode n’est valide que si zi est à valeurs discrètes,
seul cas où l’égalité stricte est déﬁnie.
166 CHAPITRE 9. SÉMANTISATION DE MODÈLES GÉOMÉTRIQUES
Autres prédicats
Les autres prédicats, comme above(,) (au-dessus) ou orthog(,) (orthogonal) ne sont
pas considérés comme inversibles. Un grand nombre de primitives ou de formes peuvent
se situer au-dessus d’une autre, de même pour l’orthogonalité entre primitives.
Le degré de contrainte degautre d’une variable x est :
degautre(x) =
nombre de prédicats sur x dans C
|D(τ(x))| (9.11)
Ordre d’instanciation des variables
Pour construire un ordre pour l’instanciation des variables, nous combinons les
degrés déﬁnis précédemment. Soient x et y, nous instancions x en premier si l’une des
propositions suivantes est valide :
• deginv(x) < deginv(y)
• deginv(x) = deginv(y) et degunaire(x) < degunaire(y)
• deginv(x) = deginv(y) et degunaire(x) = degunaire(y) et degautre(x) < degautre(y)
Dans le cas où tous les degrés de x et de y sont égaux, c’est l’ordre d’écriture dans la
grammaire qui prévaut.
Cet ordre a été établi de manière empirique, en observant que c’est le degré d’inversi-
bilité qui tend à inﬂuencer le plus la complexité de l’algorithme.
Ordre d’application des prédicats
Les variables sont instanciées selon l’ordre déﬁni précédemment. Pour instancier une
variable x, l’ordre d’application des prédicats est le suivant :
• Les prédicats unaires, lors de la création de D(x).
• Les prédicats inversibles.
• Les autres prédicats.
9.6.7 Instanciation des opérateurs maximaux
Les opérateur de collections maxcol(X x, cu, cb) sont traités comme tous les terminaux
et non-terminaux. La diﬀérence vient du calcul du domaine D(x), qui n’est pas construit
via une passe linéaire sur F .
La contrainte d’exclusivité est un problème majeur ici. Dans le cas général, l’ensemble
des collections maximales valides (au sens de la contrainte d’exclusivité) ne peut pas être
aisément déduit de l’ensemble des collections maximales.
La ﬁgure 9.18 illustre cette diﬃculté. La règle de la grammaire est la création
d’un escalier déﬁni comme une séquence maximale de blocs-marche adjacents à une
contre-marche. Cependant, deux lignes orthogonales ont deux interprétations : soit un
bloc-marche (s1), soit une contre-marche (r1) et un plancher. La création de la séquence
maximale de blocs-marche (s1, s2, s3, s4), sans tenir compte de la seconde interprétation,
conduit à l’impossibilité de construire l’escalier car une contre-marche supplémentaire va
manquer. La séquence maximale souhaitée (s2, s3, s4) n’est maximale que si r1 est pris
en compte séparément.
9.6. ANALYSE BOTTOM-UP 167
contre-
marche1
Pas d'escalier possible Un escalier possible
Figure 9.18 – Exemple où la collection maximale valide est diﬃcilement déductible de
l’ensemble des collections maximales.
L’idée retenue ici est d’approcher l’ensemble des collections valides en garantissant que
les éléments retenus sont valides, c.-à-d. en construisant un sous-ensemble de collections
valides.
Pour produire D(xi) dans le cas d’un opérateur sans variable de contexte, le graphe
G = (V,E) est construit de la manière suivante :
V , l’ensemble des sommets deG, est l’ensemble des nœuds de F vériﬁant les contraintes
unaires :
V = {n ∈ F |τ(n) = X, cu(n) = vrai}
E, l’ensemble des arêtes de G, est l’ensemble des paires (n, n′) ∈ V 2 vériﬁant les
contraintes binaires, et exclusives entre elles :
E =
¶
(n, n′) ∈ V 2|cb(n, n′) = vrai, excl(n, n′) = vrai
©
où excl(n, n′) est un prédicat qui représente la vériﬁcation de la contrainte d’exclusivité
entre n et n′.
Dans le cas maxconn et maxset, les arêtes de G sont non orientées. Dans les autres
cas, on préserve l’orientation.
Les collections maximales sont ensuite calculées en utilisant les algorithmes décrits
dans la table 9.2. Pour le maxset, l’ensemble calculé est exhaustif, car il n’y a pas d’arête
entre deux nœuds non-exclusifs ; ce n’est pas le cas pour les autres opérateurs. Pour
maxseq et maxconn la contrainte d’exclusivité est vériﬁée à la construction de la collection,
pour cycle, après construction. Dans le pire des cas, malgré les opérateurs maximaux, le
nombre de collections peut-être exponentiel. En pratique, les graphes ont un degré de
connectivité faible, et les énumérations sont rapides.
Par exemple pour la construction d’un escalier, une séquence maximale de blocs-
marche est théoriquement construite en temps quasi-linéaire en partant de n’importe quel
bloc-marche et en faisant deux croissances exclusives jusqu’à ce qu’aucun bloc-marche
ne puisse être ajouté. Lorsqu’ils sont considérés pour générer une nouvelle séquence,
les blocs-marche qui appartiennent à cette séquence maximale sont mémorisés de sorte
qu’aucune nouvelle croissance n’est eﬀectuée car la séquence a déjà été calculée.
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Operateur Collections Algorithme
maxseq
Chemins acycliques
maximaux
Recherche en profondeur d’abord
(DFS) pour trouver les sommets
extrémaux, puis DFS pour trouver
les chemins
cycle Cycles élémentaires Tarjan
maxset Cliques maximales Bron-Kerbosch
maxconn Composantes connexes
DFS (le graphe étant non-orienté
dans ce cas)
Table 9.2 – Opérateurs de collections maximales et algorithmes pour calculer les instances
de ceux-ci.
Opérateurs dans une règle avec des variables de contexte
Lorsque des variables de contexte sont utilisées dans les conditions d’une règle
contenant un opérateur maximal, des problèmes de complexité peuvent apparaître
(découverte a posteriori de nouvelles variables pouvant servir de contexte). Pour traiter
ce cas, les variables contextuelles sont toutes instanciées avant de considérer l’opérateur.
Ceci exclut de fait les règles avec des dépendances circulaires entre les opérateurs mais,
en pratique, ce type de règle n’a jamais été requis dans nos expériences.
Les opérateurs avec variables de contexte sont même en général plus facile à calculer.
Par exemple, pour un escalier dont on impose une extrémité adjacente à un sol :
Stairway → maxseq(Step) ms, context(Ground) g, 〈adj(ms, g)〉
il est plus eﬃcace de partir du sol et d’étendre aux marches que de partir au hasard de ce
qui ressemble à une marche, de créer la séquence et enﬁn de vériﬁer l’adjacence à un sol.
9.7 Expériences
Les fonctions précédentes ont été implémentées au sein d’un outil d’analyse à l’excep-
tion du « sucre syntaxique ». Cet outil permet à l’utilisateur de spéciﬁer la grammaire
d’une manière simple.
Cette section présente les résultats obtenus sur des modèles CAO (conception assistée
par ordinateur) mais aussi sur des scènes réalistes acquises par laser et par photogram-
métrie.
Dans toutes les expériences, les terminaux sont des surfaces plutôt que des volumes.
Cependant, l’approche proposée n’est pas restreinte au seul enrichissement sémantique
de surfaces.
9.7.1 Modèles CAO
5 modèles de bâtiments ont été utilisés pour les expériences. Ces maquettes BIM
(Building Information models) ont été créées avec des outils de CAO (Conception Assistée
par Ordinateur) au format IFC qui est un standard pour le BIM. L’utilisation de IfcObj
[site] a permis d’en extraire les informations purement géométriques, c’est-à-dire une
soupe de triangles. Ces triangles ont été fusionnés pour créer un ensemble de polygones à
trous et le graphe d’adjacence correspondant. Les modèles, ainsi que les informations de
tailles correspondantes, sont listés dans la table 9.3.
9.7. EXPÉRIENCES 169
# de # de
Nom triangles polygones
LcG 48332 9705
LcA 111979 26585
LcC 385541 111732
LcD 313012 75257
LcF 286996 84347
Table 9.3 – Modèles : nombre de triangles et de polygones.
Création des polygones
La construction des polygones sur des modèles idéaux est en théorie simple. Il suﬃt
de fusionner les triangles coplanaires partageant une arête.
En pratique, bien que les modèles aient été créés via des outils de CAO, nous avons
constaté qu’ils n’étaient pas bien triangulés. En eﬀet, deux triangles peuvent être adjacents
(par une arête ou par la face) sans pour autant avoir un sommet en commun. A ceci
s’ajoute le fait que les triangles n’étaient pas exactement coplanaires. Pour cette raison
nous construisons ici un polygone comme un ensemble de triangles quasiment coplanaires
(diﬀérence angulaire inférieure à 3◦). Ceci est dû au mode de création de ces modèles.
Les éléments sont généralement conçus séparément, puis assemblés, empilés et répétés,
produisant ainsi un ensemble de maillages plutôt qu’un unique maillage rendant compte
de la surface.
Créer les polygones de manière robuste nécessite, en pratique, de fusionner des
triangles qui peuvent se recouvrir les uns les autres. Il faut de plus utiliser une adjacence
approchée (à une certaine distance) par opposition à une adjacence exacte (partage de
sommets et d’arêtes).
Le processus de création des polygones est le suivant.
• Un graphe d’adjacence approchée est calculé de la manière suivante. L’ensemble
des triangles du modèle est inséré dans un arbre AABB [Alliez et al., 2010] pour le
calcul des intersections. Ensuite, pour chaque triangle T , une boîte englobante est
construite. Les triangles de cette boîte servent de primitives de test d’intersection
dans l’arbre, les 8 triangles intersectés représentant l’adjacence de T . Lorsque deux
sommets d’un triangle sont inclus dans la boîte, il y a adjacence via une arête
(ﬁgure 9.19)
Figure 9.19 – Adjacence exacte (à gauche), et approchée (à droite). Les triangles rouges
sont considérés comme adjacents au triangle noir.
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• Des ensembles de triangles sont alors construits à la manière d’une croissance de
régions. Initialisant l’ensemble avec un triangle T , les triangles du voisinage de
celui-ci sont ajoutés si l’angle entre leur normale et celle de T est faible (inférieur à
3◦).
• Le polygone est construit en projetant sur le plan de régression tous les triangles et
en fusionnant ces triangles avec la classe 2D-polygon de CGAL. Il est nécessaire
d’éviter la création de plusieurs composantes connexes lors de la fusion de deux
triangles T et T ′, adjacents via l’arête (v1, v2). Pour ce faire, le triangle (v′, v1, v2),
où v′ est le centre de gravité de T ′, est ajouté. Ce triangle permet de lier les
composantes connexes (ﬁgure 9.20).
Deux triangles disjoints (à gauche), le triangle (v′, v1, v2) est ajouté pour les lier (au
centre) et le polygone résultant à droite.
Figure 9.20 – Création de polygones pour des triangles disjoints.
De meilleures heuristiques de « réparation »de maquettes sont sans doute possibles,
mais cette solution simple s’est avérée suﬃsante pour les besoins de la validation de la
méthode d’analyse sémantique présentée dans ce chapitre.
Les ﬁgures 9.21b et 9.22 (seconde colonne) montrent les polygones créés à partir des
ensembles des triangles des modèles CAO (une couleur diﬀérente par polygone).
Cette étape de « réparation »est optionnelle car les attributs utiles pour les polygones
sont calculables directement sur l’ensemble des triangles seulement. De plus nous consi-
dérons qu’attribuer une étiquette à un polygone est équivalent à étiqueter les triangles
qui le composent.
Précision de l’analyse
L’outil d’analyse sémantique (le parseur) que nous avons développé est un outil
spéciﬁque que nous avons expérimenté pour l’analyse de bâtiments. Nous l’avons nourri
avec des grammaires, l’une pour l’analyse des escaliers, l’autre pour les autres éléments
constituant le bâtiment : murs, sols, plafonds et ouvertures (portes et fenêtres). Les
ﬁgures 9.21 et 9.22 présentent les résultats de l’analyse pour la détection des ouvertures
avec la grammaire de la ﬁgure 9.26. Le code couleur est donné par la table 9.4. Les
escaliers retrouvés dans les diﬀérentes scènes sont, quant à eux, illustrés par la ﬁgure 9.23.
Ces escaliers sont correctement détectés avec la grammaire présentée ﬁgure 9.25. La
grammaire n’est pas modiﬁée suivant les modèles malgré la présence ou non de nez de
marche et ce, même lorsque les escaliers forment un coude. La ﬁgure 9.24 présente trois
types de bloc-marches gérés par la grammaire. Le troisième est spéciﬁque aux modèles
CAO, et reﬂète le cas où la marche a été construite à l’aide d’un parallélépipède posé sur
une contre-marche.
Le tableau 9.5 fournit une évaluation chiﬀrée pour les escaliers et les ouvertures
pour les diﬀérents modèles utilisés. D’après ce tableau, comme visuellement d’après les
illustrations, la méthode permet de reconnaître correctement une grande majorité des
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(a) Ensemble de triangles. (b) Polygones.
(c) Résultat après analyse. (d) Résultat avec texture.
Figure 9.21 – Résultat de l’analyse pour la recherche d’ouvertures, de murs, de toits...
pour le modèle LcG.
Élément Couleur Élément Couleur
Mur gris Ouverture cyan, bleu
Toit terracotta Escalier rouge, orange
Sol vert, marron Non assigné noir
Table 9.4 – Couleurs pour les éléments sémantisés.
éléments. Le taux de faux positifs (mauvaises détections) comme le taux de faux négatifs
(détections manquées) est faible. Le premier s’explique généralement par une détection
trop étendue, comme par exemple un escalier auquel a été ajouté une contre-marche non
souhaitée. Les détections manquées, quant à elles, s’expliquent majoritairement par des
défauts dans la géométrie et/ou des erreurs dans la création des polygones.
En eﬀet, la géométrie des modèles CAO reﬂète souvent leur processus de création.
Les éléments sont généralement créés par blocs et répétés avec des ajustements de qualité
variable pour former le bâtiment. De ce fait, les volumes peuvent s’intersecter, créant de
fausses adjacences entre triangles (ﬁgure 9.27a). À l’inverse, des surfaces théoriquement
adjacentes peuvent se retrouver disjointes (ﬁgure 9.27b). Des éléments de taille anormale
sont aussi présents dans les scènes. C’est par exemple le cas de la ﬁgure 9.27 où un escalier
intersecte le sol. La première contre-marche est beaucoup plus haute que la normale, la
rendant impossible à détecter.
De plus, lors de la création des polygones, les triangles adjacents sont fusionnés
s’ils sont approximativement coplanaires. Or, comme l’illustre la ﬁgure 9.28, des objets
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(a) Escaliers linéaires (LcG). (b) Escaliers linéaires avec des nez de marche
(LcD).
(c) Escaliers avec nez de marche et rotation (LcA).
Figure 9.23 – Résultats de l’analyse pour la recherche d’escaliers.
Marche
Eléments de nez
de marche
Base de
contre-marche
Base de contre-marche
avec marche
Marche
Marche
Elément de nez
de marche
Marche
Base de
contre-marche
Base de
contre-marche
Figure 9.24 – Trois types de bases de contre-marche et leur décomposition en éléments
de grammaire.
Temps de calcul
Les temps de calcul sont donnés par le tableau 9.6. Il faut noter que l’implémentation
relève du prototype est n’a pas été optimisée pour accroître les performances. Comme
les résultats présentés précédemment, et aﬁn de rendre compte des temps de calcul liés
à chaque partie de l’analyse, la grammaire a été divisée en deux parties : l’une pour la
reconnaissance des ouvertures, l’autre pour la recherche des escaliers. Les temps présentés
ici sont ceux de l’analyse. Ils ne tiennent pas compte du temps de création des polygones.
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// Une contre-marche est un polygone vertical dont la taille est contrainte.
riserBase b → Polygon p
〈 vertical(p), 0.1<= p.breadth <= 0.3,
0.5<= p.length <= 2 〉
// Un élément de nez de marche est un polygone ﬁn,
// dont la direction de longueur est horizontale.
nosingElement e → Polygon p
〈 horizontal(p.lengthVector), p.breadth <= 0.08,
0.5<= p.length <= 2 〉
// Une contre-marche avec un nez optionnel est une contre-marche
// coiﬀée d’une séquence possiblement vide d’élement de nez de marche
// (voir ﬁgure 9.24).
riserOptNose ron → riserBase b, maxseq(nosingElement, edgeAdj) n
〈 edgeAdj(b, n), above(b, n) 〉
// Une marche est un polygone horizontal dont la taille est contrainte.
tread t → Polygon p
〈 horizontal(p), 0.1<= p.breadth <= 2,
0.5<= p.length <= 2 〉
// Une contre-marche coiﬀée d’une marche et d’un nez de marche (see ﬁgure 9.24).
// Ceci est utile pour les modèles CAO.
riserBotTrBase bt → riserBase b, tread t
〈 adj(b, t), above(t, b) 〉
riserBotTrNose rbtn → riserBotTrBase bt, maxseq(nosingElement, edgeAdj) n
〈 1<=n.size, edgeAdj(bt, n), above(n, bt) 〉
// Une contre-marche est de n’importe quel type de contre-marche.
riser r → riserOptNose ron | riserBotTrNose rbtn
// Un bloc-marche est une contre-marche recouvert d’une marche.
step s → riser r, tread t
〈 edgeAdj(r, t), above(t, r) 〉
// Un escalier est une séquence de marche associé à une contre-marche optionnelle.
stairway w → maxseq(step, edgeAdj) s, optional(riser) r
〈 edgeAdj(s, r), above(r, s) 〉
Figure 9.25 – Grammaire pour les escaliers (unités en mètres)
nb nb de Escaliers (%) Ouvertures
Modèle d’escaliers marches Préc. Rapp. # Préc. Rapp.
LcG 3 45 100 93 83 100 90
LcA 6 84 100 100 62 98 83
LcC 30 210 100 100 196 100 98
LcD 5 61 93 100 74 100 93
LcF 7 98 100 50 99 100 96
Table 9.5 – Évaluation de l’étiquetage des escaliers et des ouvertures : nombre d’éléments
(nb), précision (Préc., %) et rappel (Rapp., %).
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// Un plancher est grand polygone horizontal.
ﬂoor f → Polygon p
〈 horizontal(p),
3<= p.breadth, 3<= p.length, 7<= p.area 〉
// Un panneau mural est un polygone vertical haut et large,
// adjacent à deux planchers.
main_wall w → Polygon p, context(ﬂoor) f1, context(ﬂoor) f2
〈 vertical(p), 1<= p.bbz, 0.4<= p.breadth,
adj(p, f1), adj(p, f2) 〉
// Une arête de mur (un petit mur autour des ouvertures) est un polygone ﬁn
// et sans trou, ajdacent à deux murs (intérieur et extérieur).
wall_edge we → Polygon p, context(main_wall) w1, context(main_wall) w2
〈 horizontal(p) or vertical(p), p.length <= 2.7,
0.05<= p.breadth <= 0.5, p.nbHoles == 0,
adj(p, w1), adj(p, w2) 〉
// Une pré-ouverture (une ouverture potentielle) est un polygone
// de la taille d’une ouverture.
pre_opening po → Polygon p
〈 vertical(p), 0.5<= p.bbz,
0.2<= p.length <= 2.7, 0.2<= p.breadth <= 2.7 〉
// Un pré-cadre (un cadre d’ouverture potentiel) est une pré-ouverture avec un
// ou plus grand trou, ou aucun trou et une aire faible comparée à l’aire de son
// rectangle englobant (un cadre de porte par exemple).
pre_frame pf → pre_opening po 〈 po.nbHoles >= 1,
po.area <= 0.5 ∗ po.length ∗ po.breadth 〉
| pre_opening po 〈 po.nbHoles == 0,
po.area <= 0.25 ∗ po.length ∗ po.breadth 〉
// Un panneau ( vitre ou porte) est une pré-ouverture sans trou,
// avec une aire similaire à celle de son rectangle englobant.
panel pn → pre_opening po 〈 po.nbHoles == 0,
0.95 ∗ po.area <= po.length ∗ po.breadth <= 1.05 ∗ po.area 〉
// Une arête de cadre est un polygone ﬁn de longueur limitée à celle de l’ouverture.
frame_edge fe → Polygon p 〈 horizontal(p) or vertical(p),
horizontal(p.lengthVector) or vertical(p.lengthVector),
p.nbHoles == 0,
p.length <= 2.7, 0.05<= p.breadth <= 0.5 〉
// Un élément d’ouverture est un panneau, une pré-ouverture ou une arête de cadre.
opening_element oe → panel pn | pre_frame pf | frame_edge fe
// Un cadre est un pré-cadre adjacent à une arête de mur.
frame f → pre_frame pf , context( )wall_edge we 〈 adj(pf , we) 〉
// Une ouverture est un ensemble connecté d’éléments d’ouverture adjacent à un
// mur, implémentée comme un ensemble d’éléments d’ouverture basé sur un cadre.
opening o → frame f, maxconn(opening_element)soe, 〈 adj(soe, f) 〉
Figure 9.26 – Grammaire pour les ouvertures (unités en mètres)
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nb de nb de Temps nb de Temps
Nom escaliers marches d’analyse (s) ouvertures d’analyse (s)
LcG 3 45 5 83 15
LcA 6 84 14 62 42
LcC 30 210 33 196 306
LcD 5 61 25 74 111
LcF 7 98 39 99 322
Table 9.6 – Temps d’analyse (sans la création des polygones).
On observe grâce au bâtiment LcC, notablement plus gros que les autres, que les
performances asymptotiques sont bonnes. L’un des points clés de cette étude est que,
malgré l’approche bottom-up, le temps de calcul n’est pas exponentiel en le nombre de
polygones ou d’objets eﬀectivement présents dans la scène. Ce résultat est obtenu grâce
aux opérateurs maximaux.
Le comportement théoriquement quasi-linéaire de l’extraction des séquences maximales
est en réalité quadratique dans l’implémentation actuelle, qui n’a pas été optimisée.
Cela peut se deviner dans la table 9.6 où les temps de calculs sont mis en perspective
du nombre d’éléments à rechercher dans les modèles. Pour le modèle le plus complexe,
LcC, une approche exponentielle ne serait pas capable de retrouver les 210 marches
et de les regrouper en 30 escaliers diﬀérents en seulement 33 secondes. En pratique, le
temps d’analyse est surtout lié à la rigidité des contraintes imposées dans les règles, et
au degré moyen d’un sommet dans le graphe d’adjacence. Le nombre de règles et le
nombre de variables présentes dans cette règle inﬂuent peu. Une explosion combinatoire
est cependant théoriquement possible, mais elle ne s’est jamais produite dans les modèles
testés.
Pour accélérer l’algorithme, il serait possible de paralléliser les applications des règles.
En eﬀet, l’application des règles est actuellement eﬀectuée séquentiellement, mais lorsque
deux règles sont indépendantes, il est possible de les eﬀectuer simultanément en parallèle.
L’ordre des règles doit cependant être respecté pour éviter la création d’éléments invalides
(cf. section 9.6). Par exemple, les recherches des murs et des escaliers sont indépendantes,
mais ce n’est pas le cas de la recherche des escaliers et des sols. Un escalier devant être
adjacent à un sol, les sols doivent être découverts avant.
9.7.2 Nuages de points
La méthode a été évaluée sur deux types de nuages de points : d’un côté des points
laser et de l’autre des données photogrammétriques.
Nuages de points laser
Nuage de points seul. La ﬁgure 9.30 présente le résultat de la reconnaissance d’esca-
liers dans une scène laser simulée. Après estimation des normales (partie I), des segments
sont produits par croissance de régions dans l’image de profondeur. Les polygones consi-
dérés sont les rectangles englobants des points dans le plan de régression du segment.
Comme on peut l’observer sur la ﬁgure, les marches visibles sont correctement extraites.
Cependant l’escalier complet n’est pas extrait. En eﬀet l’algorithme ne crée pas les
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sur-segmentation et une mauvaise estimation des propriétés des objets. Enﬁn un graphe
d’adjacence approché est calculé.
La grammaire pour la détection des ouvertures n’est pas directement applicable à
ce type de données. Celle-ci est relâchée pour s’accommoder du bruit et des données
manquantes. Une tolérance plus grande est utilisée pour l’orientation des polygones
(verticalité, horizontalité) et sur la taille des éléments. Une fenêtre est désormais une
vitre adjacente à une séquence d’au moins deux petits éléments, et non plus à un cadre
complet comme précédemment. Cette relaxation est heuristique et appelle à la création
d’une méthodologie pour décider sur quels paramètres doit agir la relaxation.
Sur la ﬁgure 9.32, à droite, on observe que les murs et les ouvertures sont raison-
nablement bien détectés, 22 des 31 fenêtres de la façades sont reconnues. Ces résultats
sont satisfaisants compte tenu du haut niveau de bruit de la scène. Il faut de plus noter
que même en 2D, la détection de fenêtres n’est pas un problème considéré comme résolu
[Simon et al., 2012; Teboul et al., 2011].
Figure 9.32 – Polygones (à gauche) et résultat de la détection des ouvertures (à droite)
pour une reconstruction photogrammétrique [Strecha et al., 2008].
9.8 Discussion
9.8.1 Bruit et mauvaises détections
Les résultats présentés sur les modèles CAO sont encourageants tant du point de
vue de la précision que de la complexité pratique de l’algorithme. Cependant, en l’état,
l’utilisation de l’algorithme présenté dans ce chapitre montre ses limites dès que des
primitives sont manquantes ou que le bruit est particulièrement important.
Du fait du bruit, certaines primitives peuvent être mal estimées (mauvaise orientation,
mauvaise forme...), coupées en plusieurs composantes ou même non détectées. C’est aussi
le cas avec les données certes précises mais souvent incomplètes des acquisitions laser
où les occlusions empêchent la détection de certaines primitives. Il est nécessaire de
rendre l’approche plus robuste. Une possibilité serait d’introduire plusieurs détections
pour les mêmes triangles ou points, associées à un niveau de conﬁance ou une probabilité
d’existence. Cette notion n’entre pas en conﬂit avec les contraintes d’exclusivité : une
seule de ces détections pourrait participer à la création d’une forme. Ce serait aussi
compatible avec les primitives coupées en plusieurs morceaux, ces morceaux pouvant être
interprétés soit séparément soit conjointement (fusion des primitives).
De plus, actuellement, une primitive fausse produit en cascade des détections partielles
ou mauvaises dans les arbres d’analyses (cf. ﬁgure 9.31). Plutôt que des règles absolues
sur la composition des éléments, il faudra être capable de relâcher les contraintes pour
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autoriser une correspondance approximative entre la forme idéale (celle décrite pas la
règle) et la forme créée.
Le problème des portes fusionnées avec les murs, ou plus généralement de la sous-
segmentation, pourrait être résolu en permettant de couper les formes en plusieurs
éléments alternatifs. La division pourrait s’eﬀectuer à la détection des primitives en
couplant, par exemple, les informations 3D avec des informations photométriques (par
exemple couleur de la porte diﬀérente de celle du mur).
Les détections alternatives comme la relaxation des contraintes se traduisent par un
espace de recherche beaucoup plus grand, et donc un temps de calcul et une consommation
de mémoire plus importante. Une idée pour pallier à ce problème est de prendre en compte
la vraisemblance des formes créées et les distances des instanciations d’objets à leur
forme idéale. Ainsi, les nouvelles instanciations se verraient associées à une probabilité
d’existence. La forêt d’analyse serait alors décimée à la volée en fonction de ce score,
permettant ainsi d’explorer un espace très grand, tout en gardant une forêt de taille
raisonnable.
9.8.2 Formes manquantes
Notre implémentation actuelle suppose une géométrie de bonne qualité en entrée. Les
éléments manquants dégradent le résultat de l’analyse. Il est nécessaire de coupler l’ap-
proche proposée avec un système de traitement des informations partielles et manquantes.
Cette fonction est aujourd’hui assurée, en amont, par la méthode de reconstruction de
surfaces de la partie III qui complète les surfaces invisibles. Il est aussi possible d’inclure
cette fonctionnalité au niveau de l’analyse sémantique.
Le fait que la structure et les régularités soient encodées formellement dans les gram-
maires est ici encore une de leur force. Pour compléter les éléments incomplets ou créer
des éléments manquants, il est plus aisé et plus général de raisonner sur la base d’une
grammaire que sur la géométrie seule [Han and Zhu, 2009]. Pour « halluciner »de nouvelles
instances d’éléments lors de l’analyse, il est nécessaire de créer des contraintes globales
et générales exprimant la répétition ou la symétrie [Pauly et al., 2008]. Cependant la
question de savoir où, quand et comment doivent être exprimées ces contraintes reste en
suspens. Faut-il les encoder comme des opérateurs explicites ou comme des méta-règles
inﬂuant sur l’ensemble des règles de la grammaire ?
En pratique, sans chercher à compléter géométriquement le modèle de départ, formuler
la structure et la régularité des modèles, comme le permettent les grammaires, est crucial
pour l’analyse sémantique. Avec des données réelles (bruitées, incomplètes), la structure
est essentielle pour prévenir les fausses détections et halluciner les détections manquantes.
Par exemple, une grille d’alignement est nécessaire pour retrouver les fenêtres manquantes
du modèle de la ﬁgure 9.32. Même sur les données CAO, de mauvaises marches sont
détectées dans l’ensemble des polygones, et la régularité est nécessaire pour composer
des escaliers valides, rejetant ainsi les mauvaises détections.
Enﬁn l’avantage des grammaires est que les règles sont simples et que la complexité
vient de leur composition. Les 9 règles de la grammaire pour la détection des escaliers
données ﬁgure 9.25 sont suﬃsantes pour obtenir les reconnaissances précises résumées
dans la table 9.5.
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9.8.3 Les grammaires, un langage pour les experts
La structure et la hiérarchie peuvent être codées en dur dans le code eﬀectuant
l’analyse sémantique. Cependant, une telle manière de procéder est diﬃcile à mettre
en œuvre pour des scènes complexes, sans compter le problème de maintenance et
d’évolution, avec un manque de ﬂexibilité qui imposerait de ré-implémenter l’algorithme à
chaque changement de règle. De plus, un formalisme pour l’expression de la structure est
nécessaire, pour d’une part permettre l’optimisation systématique (ordre sur l’application
des contraintes et des règles) et d’autre part pour faciliter l’écriture des contraintes par
les humains. La grammaire est ici vue comme un langage de spéciﬁcation de haut niveau,
propre au domaine d’application, pour exprimer des régularités. En fait, nous considérons
que les règles doivent être écrites par des experts, par exemple des architectes, non des
informaticiens. C’est pourquoi l’expression des grammaires doit rester simple et ne pas
nécessiter de connaissances en programmation.
9.8.4 Apprendre les règles
Un aspect qui n’a pas été abordé dans cette étude est la possibilité d’apprendre les
règles de la grammaire à partir d’une base de données contenant des exemples annotés.
Ceci permettrait, tout comme l’utilisation de formes approximatives, de se prémunir contre
une description exhaustive des règles de la grammaire, tout en gagnant en robustesse. Par
exemple, même si la grammaire actuelle pour les escaliers est capable de gérer des nez de
marches complexes (mais réguliers), il serait plus simple pour l’utilisateur de spéciﬁer un
nez « générique »et d’utiliser un algorithme s’adaptant à la forme du nez.
9.9 Conclusion
Ce chapitre a présenté un formalisme grammatical de haut niveau pour spéciﬁer des
objets complexes. Une procédure d’analyse a aussi été proposée et mise en pratique sur des
exemples de modèles CAO, d’acquisition laser et de nuage de points photogrammétrique.
Bien que la méthode repose sur des algorithmes eﬃcaces de théorie des graphes, la
machinerie de bas niveau reste cachée, permettant à des utilisateurs non informaticiens
d’écrire des spéciﬁcations et de les maintenir.
Grâce aux alternatives, aux opérateurs maximaux et à la récursion, l’expressivité de
la grammaire est au moins celle de la mise en correspondance de graphes.
Les résultats présentés dans ce chapitre sont encourageants et prouvent que l’utilisation
de grammaires dans des approches bottom-up est digne d’intérêt. Cette étude constitue
une première étape et il reste à gérer correctement le bruit et les données incomplètes.
La section 9.8 recense diﬀérentes pistes d’études pour améliorer le procédé et traiter plus
eﬃcacement les données réelles.
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identiques étant donnés les points qui leur sont associés. Ce critère repose sur une
comparaison statistique de deux distributions de distances. Il exige uniquement de
connaître une fonction distance entre un point et la surface considérée, ce qui permet de
comparer des surfaces de types diﬀérents.
Reconstruction de surface planaire par morceaux
La partie III est consacrée à la reconstruction de surfaces à partir de nuages de
points laser. Les environnements humains étant généralement constitués d’objets réguliers
souvent plans et comportant des surfaces orthogonales, nous cherchons à reconstruire
une surface idéalisée planaire par morceaux. Pour cela, nous générons des hypothèses de
plans visibles (extraction de primitives dans le nuage de points) et invisibles (hypothèses
fantômes) et nous les insérons dans un arrangement de plans 3D. Nous déterminons
ensuite l’état plein ou vide de chacune des cellules de l’arrangement. Pour cela, une
énergie prenant en compte l’anisotropie et intégrant des potentiels d’ordres supérieurs
est déﬁnie, et une relaxation linéaire est eﬀectuée aﬁn d’être en mesure de calculer une
solution dans un temps raisonnable. L’utilisation de potentiels d’ordres supérieurs permet
de régulariser la surface en minimisant le nombre de coins et la longueur des arêtes
dans la scène. Les solutions obtenues sont comparées à la principale méthode existante
utilisant uniquement une régularisation sur l’aire de la surface reconstruite. Les résultats
sont plus réalistes et les artefacts réduits.
Enrichissement sémantique
La dernière partie de ce manuscrit, chapitre 9, est consacrée à l’enrichissement
sémantique de géométrie CAO et de nuages de points. L’approche proposée est bottom-
up, partant des polygones générés à partir des données pour reconnaître par composition
de manière hiérarchique des objets complexes tels que des escaliers ou des ouvertures
dans les bâtiments. L’utilisation d’opérateurs maximaux et l’application automatique
d’un ordre sur la résolution des contraintes permettent d’enrayer l’explosion combinatoire
qui est généralement présente dans les approches bottom-up. La méthode est validée
sur des exemples CAO et sur des nuages de points laser et photogrammétriques. Les
résultats obtenus sont encourageants mais l’implémentation actuelle montre ses limites
lorsque la géométrie est partiellement erronée ou manquante.
10.2 Discussion et perspectives
Ce travail a permis la mise en place d’une chaîne de traitement de nuages de points
pour la reconstruction de maquettes numériques de bâtiments : géométrie et information
sémantique.
L’approche sous forme d’une chaîne de traitement est une approche naturelle. Les
informations sont traitées par niveaux de complexité croissante. On part des informations
locales (les normales), pour construire des primitives puis la géométrie complète (la
surface), et terminer par la reconnaissance d’objets complexes dans le modèle géométrique
ainsi créé.
Chaque étape est bien identiﬁée et correspond à un problème restreint qui, sauf pour
l’enrichissement sémantique, a beaucoup été étudié dans la littérature. Cette séparation
en sous-problèmes permet le développement d’outils spéciﬁques tels que ceux qui ont été
présentés dans ce travail de thèse. Chaque élément de la chaîne de traitement que nous
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proposons est compétitif avec l’état de l’art, tant du point de vue de la précision que du
temps de calcul.
Cependant l’un des principaux inconvénients d’une telle méthode est le caractère
unidirectionnel du processus. La sortie d’un bloc est l’entrée du bloc suivant, cumulant
ainsi les erreurs à chaque étape. De plus, il n’y a pas de boucle de rétroaction. Le choix
de reconstruire la surface avant d’y attacher des informations sémantiques est restrictif.
Il est en eﬀet concevable d’utiliser des informations sémantiques pour guider l’estimation
de la surface.
Il serait particulièrement intéressant de lier les étapes de calcul de surfaces et d’enri-
chissement sémantique. Bien que l’algorithme présenté dans la partie III soit capable de
gérer des éléments manquants, tels que des plateaux de marches invisibles, il n’est pas
capable d’inférer des éléments complexes, comme un ensemble de marches manquantes.
Cette génération peut-être guidée par la découverte de symétrie et de répétition mais
aussi par la sémantique attachée aux éléments. Savoir qu’il manque une marche pour
atteindre le pallier permettrait de l’ajouter même si elle n’a pas été détectée. De même,
découvrir que toutes les fenêtres d’une façade sont identiques et quelles sont alignées sur
une grille permettrait de compléter les primitives manquantes et de corriger les primitives
détectées (ﬁgure 10.2).
Figure 10.2 – Régularité pouvant aider à la reconstruction de la façade (forme et
conﬁguration).
Il est en eﬀet possible d’imaginer une boucle sur les deux étapes jusqu’à convergence.
Les premières ébauches en ce sens semblent encourageantes. La ﬁgure 10.3 présente un
nuage de points laser synthétique d’un escalier (ﬁgure 10.3a), une partie des marches
n’est pas échantillonnée car cachée par la rampe. La reconstruction produit certains
artefacts (ﬁgure 10.3c) qui sont supprimés par une boucle de rétroaction simple consistant
à pénaliser les surfaces pour lesquelles aucun label sémantique n’a pu être aﬀecté.
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(a) Nuage de points.
(b) Vue d’ensemble de la reconstruction avant
rétroaction.
(c) Détail avant rétroaction. (d) Détail après rétroaction.
Figure 10.3 – Amélioration des marches d’un escalier dans l’invisible.
Enﬁn, un aspect qui n’a pas été abordé dans ce travail est celui de l’étiquetage des
volumes. Tout au long de cette thèse, l’objectif était la surface : construction puis
étiquetage de celle-ci. Or, les objets sont fondamentalement volumiques et l’étape de
calcul de surfaces travaille déjà sur des volumes (étiquetage plein ou vide des cellules).
Les véritables maquettes numériques sont construites par volumes et non par surfaces.
Il est possible d’imaginer de fusionner les deux étapes critiques (surfaces et labels). Cette
unique étape porterait sur l’étiquetage des volumes, non seulement comme pleins ou
vides, mais avec des labels sémantiques.
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