Abstract -The algorithm for dynamic weighing presented in this paper is a method used in research studies based on samples when due to the large number of weighting parameters it is not possible to establish a fixed set of sample weights without nonacceptable dispersion of weights.
INTRODUCTION
Research studies for traditional media have a solid theoretical basis and well-established research methods [1] , [2] based on the construction of samples and estimating the number of subsets of the population with specific characteristics. The first step is creating samples -panels [3] , [4] . The second step is using known methods of solving systems of equations with many unknowns, determining weights of every element of sample (panelist) in order to make sample "representative" for the entire population [5] , [6] . The panel is considered to have better quality when the dispersion of weights is small [7] , [8] , [9] . The estimation of the number of individuals in the population with the desired attributes (e.g. reading a press title or watching a TV channel) is the sum of the weights of the panelists having these attributes. Internet research studies have their unique characteristics resulting from the number and the type of data, which do not have researchers of other media (e.g. through site-centric type research studies) [10] . Each user's contact with the internet service leaves a trace in servers sending content to the user. Therefore, in the case of internet research studies, we have a vast number of hard data from the measurement of a large number of websites [11] . In practice, the estimation results for the samples (constructed the same way as for the other media) turned out to be unacceptable due to significant discrepancies between the results estimated by using a panel and hard data obtained from the measurement. If the number of weighting parameters is large it is very difficult to correctly determine the weights for a sample. Systems of equations are then unsolvable, or results are unacceptable because the dispersion of weights is too large.
The dynamic weighting algorithm was created in order to estimate coherent and useful results for the whole population (e.g. for audience research studies) even when it is not possible to determine one fixed set of weights of a sample. The algorithm can be used in machine learning and multiple classifier systems where there is a need to draw conclusions on the basis of samples [12] , [13] , [14] , [15] .
The very simple example of standard task for computing weights is as follow:
Let us assume that we have a population P of 100 objects which is a set of individuals with two attributes: {" ", " "}. Each of the individuals has exactly one of these two attributes. Let us assume that there are 40 individuals who have attribute " " and 60 with attribute "
". In a sample we have 4 objects, two of which have the attribute "is men" and the other two have the attribute "is woman". To compute weights of objects in the data sample we have to compute systems of equations with many unknowns:
There are infinitely many solutions to this system of equations. We need to find such a solution where weights of objects in a sample are as similar as it is possible. The simplest solution is:
= , = , = , = . It means that the first object in the sample represents 20 objects in the population, the third object in the sample represents 30 objects in the population, etc.
Let us assume now that there are more attributes (not only sex but also a place of living, age, etc.) and the number of equations is much bigger. There could be no possibility to compute one set of weights which are similar. In a great number of cases some weights have to be set on zero (or close to zero). It means that the sample has very poor quality and as such is of no use. In such cases there is a need to take another approach to determine weights of objects in the sample -this new approach is presented in this very paper.
II. MODEL

A. Population
Let us define a population of objects as follows:
Let us define a set of objects' attributes as follows:
Let us define a function which assigns subsets of attributes from set to objects from set :
Values of function are known only for some objects from set . For most of the objects from set values of function are unknown.
Attributes are questions about some features of objects. There are only two possible answers: "yes" or "no". If ∈ it means that the answer is "yes" and the object has the attribute .
The attribute is special and it is the question: "Does the object belong to the population?". The attribute meets the following condition:
Attributes are organized in the Attributes tree.
Let us define a function which assigns to attribute direct parent node in the Attributes tree:
Let us define a function ℎ which assigns a set of direct children nodes in the Attributes tree to attribute :
Attributes tree meets the following conditions:
 The attribute is a root of the Attributes tree.
 For every pair of and object has no more than one attribute which is the direct child of :
If object has attribute then object has attribute which is a direct parent of (it does not apply to a as a root of the Attributes tree):
There is non-empty subset of attributes ⊂ , A ≠ ∅ that contains only such attributes that we know how many objects from set have them. Let us define a function which assigns number of objects which have the following attribute to the attribute :
meets the following conditions:
Let us define a function which assigns subsets of objects from set to attributes from set A:
B. Sample
There is a non-empty subset ⊂ (called Sample) that contains only such objects that we know values of function for these objects. Let us define such a subset as follows:
Let us define a function (called Weighing function) which assigns the size of part of population which these objects "represent" (called Weight) to objects from set :
Weighting function meets the following conditions:
 The sum of Weights of every element from set is N:
 The sum of Weights of objects which have some attributes must be equal to values of function for this attributes:
Let us define dispersion as a quality measure of Weighting function for Sample:
If is big, the quality of sample data is bad and Sample cannot be used as a reliable source of information for the whole population .
C. Task
Let us define Question as a subset Q ⊆ A:
Having given:
 Weighting function find number R which is a size of a subset of objects from set which have at least one attribute from set .
D. The trivial solution
If the model satisfies all the above assumptions, including the assumption (17), the number R is computing as follows:
III. PROBLEM
If the number of attributes in set is as big that it is almost impossible to satisfy all the above assumptions, including the assumption (17) with acceptable level of dispersion . The set of equations needed to solve this case has no solution or final Weights are so different that it is not possible to draw conclusions on the basis of Sample.
To be able to compute any reliable results, the assumption (17) is satisfied only for some subset A ⊂ A . In the internet research studies number of attributes in set is even tens of times greater than size of . Because of that, there is a need to use a different method of constructing Weighting function and computing number R than the trivial solution presented above.
IV. DYNAMIC WEIGHTING
A. Assumptions
The basic property of the algorithm is that the Weights are calculated based on the questions . Depending on what attributes belong to , the Weighting function will assign different values to objects from Sample. Dynamic Weighting function meets the following conditions:
2. Additivity:
3. Completeness:
B. Algorithm Input: Question , Attributes tree, function , function , Sample , function .
Task: determine the Weighting function .
The algorithm is an iterative algorithm providing the ultimate form of the function in the steps going from the bottom of the Attributes tree to its root.
Step 1. Calculate initial value of the Weights using classical methods based on the completeness condition (23).
Step 2. If set is empty it ends the algorithm.
Step 3. Determine the attribute from set which is the parent of all the attributes from set with the longest path from the root. If contains only one element , then = .
Step 4. Create the set including:
 all elements from ,  attribute ,  all children of attribute which are parents of any attribute from set .
Step 5. Each attribute from a set assigns a temporary Weighting function , as follows:
 otherwise:
Step 6. If the set contains only one element , assigns to and it stops the algorithm.
Step 7. Determine from a set such attribute for which the distance from the root is the largest (in the case where there is more than one attribute of the longest path, select any of them by any means).
Step 8. Determine the attribute a which is the direct parent of :
Step 9. Modify the temporary Weighting function for the attribute a as follows: a. create subsets i of Sample as follows:
b. create temporary Weighting function as follows:
c. Normalize the Weighting function in the way that the sum of Weights is :
d. modify the temporary Weighting function for the attribute a as follows:
Step 10. Delete from set all children of node :
and back to step 6.
C. Solution
Having determined Weighting function w for a given Question Q it is possible to answer the Question using analogous calculation as in the case of the classical selection of weights:
D. Known features of the algorithm
Where: Sample is selected from the population using the random function with known distribution, we know the size of the entire population N and the sample size M and the weight of the sample are selected by the classical method satisfying the assumption (17), we are able to calculate statistical errors of estimates of the function R. In the case of Dynamic weighting calculating statistical errors it is difficult due to the complexity and nonlinearity of the algorithm for determining Weighting function .
Due to the condition of monotonicity (21) the algorithm tends to overestimate the weights of objects that have more than one attribute and whose weights differ in the temporary weights significantly. The better the quality of the Sample, the less noticeable the phenomenon is.
E. Example
Input:
Size of population is:
Set of attributes is:
where: 
How many objects having the attribute a or a are in the population ?
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Solution:
Step 1: Based on (32) initial values of the Weights were calculated as follows: Step 3: is determined as follows:
Step 4: Set was determined as follows:
Step 5: The temporary Weighting function was determined as follows: Step 7: Attribute was determined as the node which has the longest path from the root in the Attributes tree.
Step 8: Attribute was determined as the direct parent of :
Step 9: The temporary Weights w was modified as follows:
b. Step 10: Set was modified as follows:
and went back to step 6.
Step 7 2 : Attribute was determined as the node which has the longest path from the root in the Attributes tree.
Step 8 2 : Attribute was determined as the direct parent of :
Step 9 Step 10 2 : Set was modified as follows:
Step 6: Since there is only one element in set Temporary weights are the final weights for Sample: Answer:
There are 765 objects in population P which have attributes a or a .
R ≅
V. CONCLUSIONS There are cases where it is not possible to determine one constant Weights for Sample with acceptable dispersion (and not only in internet research studies). In these cases Dynamic weighting algorithm may determine an individual set of Weights for each Question. The algorithm satisfies conditions (21) and (22) and (23), which makes the results reliable and useful for applied studies.
The presented algorithm is not protected against possible specific cases and possible incorrect input. Its practical implementation must take into account such cases like inconsistency of information ( . . < ∑ ∈ ) or even contradictory information > at different levels of the Attributes tree.
The algorithm is presented in the simplest possible form. In the practice of its implementation in many places it can be optimized in terms of speed as well as memory resource consumption (e.g., through the use of temporary variables that store the temporary results) .
In order to simplify the algorithm, the questions are created as the sum of sets of attributes (corresponding to the logical operators OR). Practical implementations can also use the intersections (corresponding to the logical operators AND).
The assumptions of the presented algorithm are used by Gemius SA (research company) in the commercial online research studies in Poland, where the size of the population of internet users is several million people, the sample (panel of internet users) counts several thousand panelists and there are thousands of websites, internet services and web applications presented in final results of the audience research study.
In further work on the algorithm there seems to be a promising direction for estimating the statistical error of the results.
