High order methods are of great interest in the study of turbulent flows in complex geometries by means of direct simulation. With this goal in mind, the incompressible Navier-Stokes equations are discretized in space by a compact fourth order finite difference method on a staggered grid. The equations are integrated in time by a second order semi-implicit method. Stable boundary conditions are implemented and the grid is allowed to be curvilinear in two space dimensions. In every time step, a system of linear equations is solved for the velocity and the pressure by an outer and an inner iteration with preconditioning. The convergence properties of the iterative method are analyzed. The order of accuracy of the method is demonstrated in numerical experiments. The method is used to compute the flow in a channel, the driven cavity and a constricted channel.
Introduction
Spectral and pseudospectral methods are accurate methods for direct numerical simulation of turbulent flow governed by the incompressible Navier-Stokes equations. The disadvantage with these methods is that they are restricted to simple geometries such as channels. Finite difference methods of high order do not have this restriction and are almost as accurate as a spectral method. In this paper we develop such a method of fourth order accuracy in space and second order in time for two-dimensional problems. The level of the discretization error is the important issue, not so much the order of accuracy, but a certain error level is more easily obtained with a high order method. The same accuracy is achieved with fewer grid points or the solution has better accuracy on the same grid compared to a second order method. The solution in curvilinear body-fitted coordinates is obtained by a mapping of the equations to a rectangular grid where the derivatives are approximated. The solution is computed in the primitive variables defined on a staggered grid with local velocity components to avoid spurious oscillations. The method will be extended to the third dimension by a spectral representation aiming at direct numerical simulation of turbulent flow. High order accuracy in the spatial approximations is also necessary for large eddy simulation in order not to interfere with the subgrid model with terms proportional to the square of the grid size [16] .
Let u and v be the velocity components in the x-and y-direction, respectively, p the pressure, and ν the kinematic viscosity. The Reynolds number is defined by Re = u b /ν for some characteristic velocity u b and length scale . ∆w , the Navier-Stokes equations in two dimensions are
The space discretization of N and L in (1) is in compact form [26] and the equations are integrated in time by a semi-implicit method. The approximations of the first and second derivatives are defined implicitly and they satisfy systems of linear equations with a tridiagonal system matrix. The number of terms in the computational domain is reduced by orthogonal grids in the physical domain. The nonlinear convection term N is extrapolated from the previous time steps. The linear part of the discretized momentum equations L and the discretized divergence equation (2) are solved simultaneously at the new time level. A system of linear equations has to be solved for w and p in every time step. The solution is computed by an iterative method until convergence is reached. The method is shown to be of fourth order in space and of second order in time in w and p in numerical experiments. The method is analyzed with respect to boundary conditions and stability in [19] , [20] , [25] , and [34] . Other examples of the accuracy and performance of the method are found in [4] , [5] . There are stability constraints on the the timestep ∆t due to the semi-implicit time integration. Other constraints on ∆t are introduced by accuracy requirements and the convergence of the iterative solvers. It is shown in [8] that an implicit method is faster than a semi-implicit method for fully developed turbulent flow in a boundary layer but the CFL-number for good accuracy is rather low, 0.5 − 1. In other flow regimes, such as transitional flow, a much smaller timestep is necessary for accuracy [14] , thus reducing the time savings with an implicit method.
Direct numerical simulation of turbulent flow is reviewed in [14] . Other finite difference methods of high order for the Navier-Stokes equations are found in [2] , [22] , [27] , [29] , [32] , [33] , [40] . The velocity-vorticity equations are solved in [2] with a fourth order compact method and advanced in time by a semi-implicit scheme. The stencil is a wide fourth order centered difference in [22] applied to the equations (1) and in [29] the fourth order differential equation for the streamfunction is discretized by fourth order centered differences. The coupled streamfunction-vorticity equation is solved with a compact scheme in [27] . A fourth order method is developed and tested for incompressible flow in [32] and a sixth order method for compressible flow is presented in [33] on a staggered grid in a straight channel.
In the next section, the space and time discretizations are described and compared to other high order schemes. The method for computation of w and p in every timestep is discussed in Sect. 3. The convergence of the iterative method is studied and it is compared to other similar methods. Finally, the flows in a straight channel, in a lid-driven cavity and a constricting channel with a curvilinear grid are computed. The accuracy and efficiency of the method is demonstrated in the numerical experiments.
The discretization
In this section the discrete equations in space and time are derived for a curvilinear grid. The approximations in space are compact and of fourth order accuracy. The solution is advanced in time by a method where the space operator is split so that the linear term in (1) and the divergence relation (2) are treated implicitly and the nonlinear term is extrapolated. Such methods are reviewed in [23] and [42] .
Time discretization
The equations (1) and (2) are discretized in time by extrapolating N (w) from time t n−r+1 up to t n with an r:th order formula to t n+1 and applying the r:th order backward differentiation formula (BDF-r) [21] to w t and L(w, p) at t n+1 to obtain
The coefficients α j are such that the sum approximates w t at t n+1 and the β coefficients are defined by
cf. [23] . The time step ∆t = t n+1 − t n is constant in the interval of interest. In addition to (3), w n+1 satisfies the discretization of the divergence equation in (2) . The result is a linear system of equations to solve for w n+1 and p n+1 in every time step. We have implemented the second order method with r = 2 implying α 0 = 3/2, α 1 = −2, α 2 = 1/2, β 1 = 2, β 2 = −1. The integration can be started at t 0 with r = 1. The explicit part of the integration introduces restrictions on the the timestep for stability. This is analyzed in [18] assuming Oseen flow with periodic boundary conditions.
A different class of time discretizations is derived from integrating (1) in time
The first integral is then approximated by an explicit Adams-Bashforth method and the second integral by an implicit Adams-Moulton method [21] . The continuity equation is simultaneously satisfied by w
n+1
. A common combination is the Adams-Bashforth method of second order and the implicit trapezoidal (or Crank-Nicolson) method [24] , [28] , [37] . The Crank-Nicolson scheme is combined with an explicit Runge-Kutta method in [2] .
Space discretization
To be able to solve the Navier-Stokes equations in more complicated geometries than a straight channel with a Cartesian grid, the equations are mapped from computational space (ξ, η) into physical space (x, y) by a univalent right hand sided orthogonal transformation
The topology of the physical domain Ω is assumed to be like a channel: an upper and a lower wall with no-slip boundary conditions, an inflow boundary to the left and an outflow boundary to the right or with no-slip conditions on all walls. The computational domain is a rectangle. Defineũ andṽ to be the local velocity components in the coordinate directions ξ and η, respectively, and for consistencyp =p(ξ, η) = p(x(ξ, η), y(ξ, η)). The transformed system of partial differential equations is discretized on a staggered grid with grid size (∆ξ, ∆η). The velocity componentsũ andṽ are assigned at the locations (ξ i− 1 2 ∆ξ , η j ) and (ξ i , η j− 1 2 ∆η ), respectively, and the pressure values are assigned at a grid point (ξ i , η j ) in the usual manner, see Fig. 1 .
The reason for using locally defined velocity components on staggered orthogonal grids is that no parasitic odd-even oscillatory solutions appear, no artificial viscosity is needed, and ghost values outside Ω are required for only one velocity component at each boundary, see Fig. 1 . Furthermore, with this formulation the structure of the equations is similar to the Cartesian case, especially for the gradient term ∇p and the divergence ∇ · w. They are
where n 1 = x 2 ξ + y 2 ξ and n 2 = x 2 η + y 2 η are the scale factors of the transformation (5) . Unfortunately, the viscous part becomes more complicated including also first derivatives.
The derivatives for the gradient and the divergence operators (6) are centered in the middle between two variable values, while all other derivatives are centered at the grid points. Therefore, we define two different fourth order compact operators, see [13] , [26] , one for regular grids (7) and one for staggered grids (8) . Compact operators have the advantage of smaller error constant in the truncation error and fewer numerical boundary conditions are required. For a function f and grid spacing ∆ξ, we have the formulas
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In order to solve for the unknowns f , we need closed systems of the form P f = Qf for the regular grids and Rf = Sf for the staggered grids. No boundary conditions are available for the derivatives, and we use one-sided formulas for them. For the function itself on the right hand side of (7) and (8), we could use the physical boundary conditions. However, it is convenient to define P, Q, R, S independently of the particular problem, and therefore we use one-sided formulas also for f , see [4] , [5] , [20] , [34] .
Extra indices ξ and η on the operators are introduced to indicate the coordinate direction. These formulas are one-dimensional, and are applied for all grid lines in the ξ-or the η-direction. Sinceũ andṽ are not stored at the same points, fourth order averaging formulas Eũ and Eṽ are required for the advection terms. Letw = (ũ,ṽ). Then the complete discrete equations are
The Laplace operators L ξ and L η are
and the non-linear terms are
and n i,ξ , n i,η , i = 1, 2, are derivatives of the scale factors with respect to ξ and η. They are evaluated with fourth order accurate numerical differentiation.
Boundary conditions
Stable boundary conditions for the Stokes and the linearized Navier-Stokes equations on staggered grids have been developed in [20] , [25] , [34] . We apply these conditions to our Navier-Stokes solver in the domain Ω. At solid walls the velocity satisfies the no-slip condition. No numerical boundary condition is necessary for p.
Suppose that Ω has an inflow boundary at x = x in for y ∈ [y in1 , y in2 ] and an outflow boundary at x = x out for y ∈ [y out1 , y out2 ]. With Dirichlet boundary conditions at the inflow and the outflow, the set of boundary conditions in the continuous formulation in a Cartesian coordinate system is
where
w in (y) dy = 0 and l in = y in2 − y in1 . The velocity profiles at the inlet and the outlet are given by (u in , v in ) and (u out , v out ) and p in is a constant. In the discretization, the last condition in (11) replaces the first condition at x in at one grid point of the inflow boundary. This point is usually chosen as the midpoint but other points also work well.
An alternative at the outflow boundary is to prescribe a zero streamwise derivative of the velocity, i.e. a Neumann condition (cf. [2] ). Then the continuous conditions are
where p out is an arbitrary constant and l out = y out2 − y out1 . Also here the last condition replaces the first condition at x out in the midpoint of the discrete implementation. The well-posedness of the boundary conditions (11) and (12) is analyzed in [19] , [25] , and [34] . The pressure is well defined by the last conditions in (11) and (12) and their discretization is easily incorporated in our iterative method in the next section. Furthermore, the system matrix of the discretized equations is non-singular and the equations can be solved to machine precision.
The boundary of the domain Ω is located at the grid points where p is defined, see Fig. 1 . One row of extra ghost variables for one of the velocity components are defined outside Ω to simplify the application of the boundary conditions.
Iterative method
A system of linear equations has to be solved for the velocity and the pressure at the inner points of the grid and t = t n+1 according to (9) . The iterative method for solution of the system is described here and its convergence properties are analyzed. A comparison with other iteration algorithms is made. The norm in this section is the Euclidean vector norm and its subordinate spectral matrix norm.
Algorithm
Let w denote the vector of local velocity variables in Ω,w the ghost values outside Ω and on the boundary (see Fig. 1 ), and let p be the pressure vector. Then w,w, and p satisfy a system of linear equations 
Let L denote the discretization of the Laplace operator in the inner points, see (10) . Then A 0 is defined by
The part of the Laplace operator operating on the velocity components on and outside the boundary is represented by A 1 . The gradient approximation G has linearly dependent columns and p is not uniquely defined unless B = 0. With our choice of boundary conditions in (11) and (12), C is nonsingular and diagonal except for a diagonal block with non-zero elements and B has rank one and one row different from zero. An LU-factorization of a small part of C due to the boundary integrals is stored for use in the iterative solver. The values in the interior are coupled to the boundary values and the outer ghost values via the sparse matrix A 2 . The boundary conditions supported by a stability analysis define A 2 , B, and C. The approximation of the divergence is (D 0 , D 1 ). The matrices A 0 , D 0 , and G are dense due to the implicit approximation of the derivatives and are not known explicitly. The right hand side, b andb, depends on old values of w and the boundary conditions. After expressingw in w, p, andb and defininĝ
, the system to be solved is
Since
∆t/Re and C
−1
and A 2 are of O (1),Â has the same form as A 0 in (14)
but now the boundary conditions are included in the discrete Laplace operator.
For the gradient approximation we have
∆t, and the divergence approximation satisifes
, where ∆ξ, ∆η ∼ h.
In the iterative method we propose for solving (15) , only the result of a multiplication of an arbitrary vector by the matrix is needed. It follows from (9) that this operation is performed by operating with Q, S, or E on w and p and one or two solutions of a tridiagonal system defined by P or R.
The system (15) is rewritten as
). An approximate factorization of M in (17) is determined in a manner similar to [37] 
The difference between M and its approximationM is
Suppose thatM is invertible. In an outer fixed point iteration the correction δx is computed as
One or two outer iterations usually suffice depending on how wellM approximates
is computed using the factorization (18) . Then with forward and back substitution we have
2.
3. (α
4.
where δx
T . If B = 0 thenB = 0 and G = G. Since G does not have full rank,DĜ in (22c) is singular. This is not a problem for straight channels but for curvilinear geometries the equation has no solution. From the definition of the residual in (20) it follows that the right hand side in (22b) can be written asDz for some z. The reason whyDz is not necessarily in the range ofDĜ for a curvilinear channel is the difference there between D and G T in (9) when n 1 , n 2 = 1. By choosing B of low rank but such that α
0DĜ −B is nonsingular, a solution δx 2 is guaranteed. The singularity is removed by letting a stable choice of boundary conditions define B.
The first system of equationŝ
is solved by fixed point iteration and a preconditioning matrixÃ as in (20)
The simplest choice ofÃ is α
is similar to the Poisson equation but the system matrix is not necessarily symmetric due toB, the coordinate transformation, and boundary conditions. The matrix is not available explicitly and an iterative Krylov method [17] , only requiring the computation of the matrix-vector product (α
0DĜ −B)y for an arbitrary y, is chosen for solution of (25) . Bi-CGSTAB [44] is such a method suitable for nonsymmetric matrices with eigenvalues away from the imaginary axis and the equivalent of only about five solution vectors is used as workspace.
The convergence of the iterations is slow without a preconditioner of the matrix. Incomplete LU factorization (ILU) [30] is often efficient in improving the convergence rate for discretizations of elliptic equations. A disadvantage is that an ILU preconditioner may have high storage requirements depending on the chosen amount of fill-in in the algorithm. The same ILU factorization is used repeatedly in every time step since α 
Convergence analysis and termination criteria
Assume that the equations in steps 1 and 2 in the inner iterations in (22) 
Then the recursion for the residual in (20) is
After some algebraic manipulations we find from (18) and (16) that
A necessary condition for the iterations (27) to converge is that the spectral radius of
is less than one, i.e. the eigenvalues of FDÂ
have modulus less than one. The conclusion from F in (28) is that for a Re and a given grid, ∆t has to be sufficiently small for the outer iterations to converge.
The expression for the residual in (27) is
,
≤ µ the termination criterion for the inner iterations (26) is ρ
A sufficient condition for convergence is µ < 1. It follows from (28) that this is possible if F is sufficiently small, e.g. by taking ∆t sufficiently small. Then
and for r (k) to satisfy the termination criterion for the outer iterations r
Since µ < 1 the requirements on the inner iterations are slightly more strict compared to the outer termination condition. It follows from (22) and (26) that
Hence, ρ 1 and ρ 2 are the remaining residuals when the linear systems in steps 1 and 3 in (22) are solved iteratively. In order to satisfy (29) the stopping criteria in (22) are
The same analysis applied to (24) shows that the iterations converge if
satisfies Re A rectangular physical domain with periodic boundary conditions is discretized with a Cartesian grid with constant step sizes ∆x and ∆y. Let ω 1 and ω 2 be the discrete wavenumbers in the x and y directions and introduce the notation
For the Fourier transformation of the equations we need the following coefficients
The symbol ofDĜ is (cf. [18] )
The second order approximation D 2 G 2 has the symbol
the two operators are spectrally equivalent. Suppose that H, K, and L are symmetric and positive definite and that λ j (C) is the j:th eigenvalue of C. Then one can show using Corr. 3.14 in [1] that
For the quotient λ max /λ min for H −1 K we have
Let H denote the preconditioning matrix, L = −D 2 G 2 , and K = −DĜ in (32). The convergence rate of an iterative method usually improves when λ max /λ min is small for the system matrix. Without preconditioning
). With a suitable preconditioner H such as a modified ILU factorization, see [1] , [17] 
). Since D 2 G 2 andDĜ are spectrally equivalent according to (31) and
) is of O(1), we have from (32) that also
).
Comparison with other approaches
In a fractional step method [3] , [24] , [41] , the momentum equation is first advanced and then a correction to the velocity is introduced so that the divergence condition is satisfied. These are the steps also in (22) . First, the implicit part of the momentum equation is solved for y 1 . Then a Poisson-like equation is solved for a pressure correction so that the continuity equation is satisfied. Finally, the velocity correction is updated. The SIMPLE and SIMPLER algorithms are also of this form, see [36] . The boundary conditions of the intermediate variables cause no problems here as they do in [3] and [41] , since they are defined by the matrices in the semi-implicit discretization. The fractional step method is simliar to a projection method [3] where a provisional w is computed and then projected into the divergence free subspace. Instead of solving the continuity equation (2), an elliptic equation for p can be derived. How to construct accurate and stable boundary conditions for p in a second order method is investigated in [38] . These difficulties are avoided in our approach.
An alternative to the approximate factorization in (18) is to solve for w in (15) and then insert w into the continuity equation to arrive at
followed by
This idea can be viewed as the result of an exact factorization of M in (17), where the left hand side matrix in (33) is the Schur complement. An outer iteration is not employed here but in our iterative method (22) only one outer iteration is needed in most cases to satisfy the convergence criterion (see Fig. 9 in Sect. 4). In an iterative solution of (33), the inverse of A is a dense matrix and expensive to compute. Therefore,Â −1
in (33) and (34) is usually approximated by someÃ in (33) and (34) for second order time accuracy are found in [7] , [9] and [35] . The Schur complement in (33) is approximated in [43] yielding an approximate factorization of M different from (18) . With approximations ofÂ −1 and outer iterations in (33) and (34) the algorithm is of Uzawa type [6] , [37] .
For rapid solution of (17) and (25) a method accelerating the convergence is needed. An overview of iterative methods and preconditioners for (17) is found in [10] and the convergence of a particular preconditioning operator is analyzed in [12] and applied in [11] . The multigrid method is applied to the solution of the incompressible Navier-Stokes equations in [2] , [15] , [31] , [36] . A possibility is to apply the multigrid algorithm only to (25) instead of the ILU preconditioner. Multigrid iteration is often very efficient for the Poisson equation and explicit knowledge ofDĜ is not necessary.
Numerical results
The spatial and temporal accuracy of the solution is verified in four different geometries with non-uniform grids. Small perturbations in the form of OrrSommerfeld eigenmodes are added to plane Poiseuille flow in a straight channel. The solution is compared to a solution obtained with a spectral method. The steady state flow in a driven cavity is calculated at high Re and compared to results from [15] . Two channels with a constriction and non-Cartesian grids are the last two examples. The accuracy of the steady state solution is evaluated using a forcing function and by comparing with a fine grid solution.
Orr-Sommerfeld modes for plane Poiseuille flow
Eigensolutions can be derived for the linearized form of the Navier-Stokes equations in a straight 2D channel according to the Orr-Sommerfeld theory as dis-cussed in e.g. [39] . The analysis provides eigenmodes that are well suited for convergence tests. A time dependent reference solution of high accuracy is computed for this purpose. , with the streamwise wavenumber α and ω = αc where c is the corresponding eigenvalue. The imaginary part of c determines the stability of the mode. Unstable modes appear when Re exceeds a critical threshold.
Since the Orr-Sommerfeld modes result from linear stability theory we introduce the mode as a perturbation to the Poiseuille base flow U b as
for a small . For the pressure we have The mode investigated here is the least stable one for Re = 2000 which is below the critical Reynolds number. In the left panel of Fig. 2 , the Orr-Sommerfeld modes are shown for 2D Poiseuille flow at Re = 2000. In our numerical experiments the eigenmode with eigenvalue c marked with * is chosen. Its real and imaginary parts are c r = 0.3121 and c i = −0.0198, respectively. The eigenfunctions for u, v and p are computed using a solver developed in [39] and can be considered to be very accurate since they are obtained in Chebyshev space expanded in a large number of modes. The shape of the specific eigenfunctions is shown to the right in Fig. 2 .
The Orr-Sommerfeld solution with = 0.1 is compared to the solution obtained with our scheme. The parameter in (35) and (36) 
where (i, j) is an index of an inner point in the grid and N is the total number of inner grid points. Let f be a component of the solution determined by the Orr-Sommerfeld approximation. For grid k, k ≥ 0, the solution is f k with grid size locally changing with k as 2 k h. Then the assumption is that the solution error e k behaves as
for some c depending on x, y, and the solution. In order to determine spatial convergence q the computation is repeated on three grid sizes 16×21, 31×41, 61× 81 with k = 2, 1, 0. Tables 1, 2 , and 3 show the achieved error norms and convergence rates for the two finest grids when compared to the next coarser grid at T = 4, 10. The results are similar at T = 2, 6, 8. The error norms are small over a large number of time steps and the order of accuracy is the expected one in all variables. The solution is computed with the same at T = 5 with three different time steps on a 31 × 41 grid without stretching in the same channel. The time steps are large since the time error now should dominate over the error from the spatial discretization. In the solver at least four outer iterations are applied to ensure a fully converged pressure solution in each time step. Table 4 displays the errors measured as in (37) and the order of accuracy r is calculated as in (38) Table 4 : Time accuracy at T = 5.0. The temporal error is measured in the maximum norm and the order of the error is computed.
Driven cavity
The Navier-Stokes equations are solved for the driven cavity problem. This is a standard problem on a two-dimensional square [ The velocities are computed at Re = 5000 on two grids with ∆x and ∆y increasing from the walls toward the center of the cavity. They are compared with the second order solutions in [15] on a vertical (u) and a horizontal (v) line through the geometrical midpoint. The results on the two grid lines in our grid closest to the midpoint are displayed in Figs. 5 and 6. The improvement on the grid with half the step size is barely visible indicating that 41 × 41 grid points suffice for a well resolved solution. The results almost coincide with the values in [15] where the grid has 129 × 129 equidistantly distributed points. 
Forced solution in a constricting channel
The flow is computed in a curvilinear grid covering a constricting channel of the same geometry as in [29] . The method in [29] is of fourth order in space for the streamfunction-vorticity formulation of Navier-Stokes' equations.
The transformation (5) from the Cartesian equidistant computational space (ξ, η) to the physical curvilinear channel geometry is performed by a conformal mapping. This mapping z = Z(ζ) between the computational (ζ = ξ + i η) and the physical space (z = x + i y) is here computed analytically by the relation
or in component form
where H = cosh(2ξ) + cos(2η) as in [29] . The channel width far away from the constriction is 2a at the inlet and 2b at the outlet. The constants A and B are defined as
where the shape factor λ controls the smoothness of the constriction. The geometry in this experiment is a channel with a = 1 and b = 0.7 in (41), see Fig. 7 . The boundary conditions of Dirichlet type (11) are chosen such that
(cos(2x) + sin(2y)) exp(−4t/Re), (42) is a 'twilight-zone flow' solution [22] with a suitable forcing right hand side in the momentum equation (1) . The same solution is chosen in [40] . The velocity is divergence free in (42) . The solution for Re = 100 is computed on grids with different resolution and compared with the exact solution (42) . The spatial accuracy is evaluated as in (38) and the Tables 1, 2 is small to let the space error dominate. The error e k on three grids k = 0, 1, 2, with grid size 2 k h is evaluated and the order q is computed by comparing e k , k = 0, 1, with e 2 in Table 5 A constricting channel with a shape factor λ = 0.7 and a ratio between the outlet and inlet heights of b/a = 0.7 in (41) is constructed with the geometry depicted in Fig. 8 . The grid is stretched in the streamwise direction before the conformal mapping (39), (40) , is applied in order to move the inlet and outlet farther away from the constriction. We use the formula
where C 1 = λ/2, C 2 = 2/λ and ξ 0 is the location of the singular point of the conformal mapping [29] . The flow is laminar without separation at Re = 150 based on half the channel width. The no-slip condition is applied on the upper and lower walls and a Poiseuille profile is given at the inflow boundary. The outflow conditions are as in (12) . In the absence of an exact reference solution, the steady state solution is computed on four different grids with resolution 2 k h, k = 0, 1, 2, 3, and 81×81(k = 0), 41 × 41(1), 21 × 21(2), and 11 × 11(3) grid points. The error in a variable f k on grid k behaves as in (38) and the order of accuracy is estimated by the following two relations
from which we can compute two spatial convergence rates q 1 and q 2 . The spatial error can be estimated on the finest grid by assuming that q = 4 and eliminating f in (38) . Then
Due to the strong stretching in the streamwise coordinate, spatial convergence is investigated in the region around the constriction only, shown in the right panel of Fig. 8 . The error in the 2 norm on the finest grid (45) and the convergence rates (44) are summarized in Table 6 . The error behaves as expected with the best order of accuracy q 2 between the finest grids where the asymptotic regime of the error expansion in h is reached. The convergence history of the outer and inner iterations (22) , (24) and (25) is presented in Fig. 9 . The performance is displayed for a long time step and a strict tolerance and a short time step and a tolerance at about 1/2 of the accuracy in the solution in Table 6 . The initial solution in the interior is the constant zero solution. This is then integrated for the next 250 steps with Dirichlet inflow conditions and Neumann outflow conditions on the velocity (12) . The number of outer iterations is 1 in most of the time steps. The solution of (24) is less efficient for a smaller ε and a larger ∆t as expected from (30) . The most time consuming part is the solution of the Poisson-like equation (25) . This part is not sensitive to changes in ∆t and the increase in number of iterations from the left to the right figure in Fig. 9 is caused by the decrease in ε. To improve the efficiency of the method, the focus should be on reducing the computing time spent on the solution of (25) . , (right).
Conclusions
An accurate discretization of the incompressible Navier-Stokes equations in the primitive variables has been developed for two space dimensions. The method can be extended in the third dimension by a spectral approximation without too much difficulty. It is of fourth order accuracy in space and of second order in time in all variables. These orders have been verified in numerical experiments including curvilinear grids. The boundary conditions have been proved to be stable for Cartesian grids and are so in practice also for non-Cartesian grids. The compact difference operators simplify the treatment at the numerical boundaries and no extra numerical boundary conditions are needed for the pressure. The variables are located in a staggered grid to improve the accuracy and to make the method less prone to oscillatory behavior. A system of linear equations is solved in every time step using outer and inner iterations with preconditioning of the subproblems. The difficulty with the nonuniqueness of the pressure and a singular system matrix is avoided by the definition of the boundary conditions. The outer iterations are preconditioned by an approximate factorization with control of the iteration errors.
