Consider spanning trees on the two-dimensional Sierpinski gasket SG(n) where stage n is a non-negative integer. For any given vertex x of SG(n), we derive rigorously the probability distribution of the degree j ∈ {1, 2, 3, 4} at the vertex and its value in the infinite n limit. Adding up such probabilities of all the vertices divided by the number of vertices, we obtain the average probability distribution of the degree j.
I. INTRODUCTION
The enumeration of the number of spanning trees N ST (G) on a graph G was first considered by Kirchhoff in the analysis of electric circuits [25] . It is a problem of fundamental interest in mathematics [3, 4, 28, 38] and physics [35, 40] . The number of spanning trees corresponds to a special q → 0 limit of the partition function of the q-state Potts model in statistical mechanics [17, 41] , which in turn is related to the sandpile model [9, 13] . Just like other limits of the qstate Potts model, the spanning tree problem has been investigated intensely for decades, and has various applications in many areas. See, for example, [39] and references therein. It is also well known that there is a bijection between close-packed dimer coverings with spanning tree configurations on two related lattices [36] . Some studies on the enumeration of spanning trees and the calculation of their asymptotic growth constants on regular lattices were carried out in Refs. [5, 6, 34, 37] . Once the total number of spanning trees and its asymptotic growth constant is obtained, the next step is to understand the geometric structure of spanning trees. One interesting question is the probability distribution of the degree of a certain vertex among all the spanning trees [1] . The geometric properties of spanning trees on Z d lattices, especially the square lattice, had been considered in [4, 30] .
Fractals are geometric structures of (generally non-integer) Hausdorff dimension realized by repeated construction of an elementary shape on progressively smaller length scales [15, 29] . A well-known example of a fractal is the Sierpinski gasket that has been extensively studied in several contexts [2, 10, 11, 12, 14, 18, 19, 20, 21, 23, 26, 27, 32] . Recently, the authors derived rigorously the number of spanning trees on the Sierpinski gasket and conjectured the result for arbitrary dimension [7] . It is of interest to consider geometric structure of spanning trees on self-similar fractal lattices which have scaling invariance rather than translational invariance. Different from the lattices that have translational invariance, e.g. the square lattice, the probability distribution of the degree on Sierpinski gasket depends on the vertex location. Thereby, it is natural to investigate the average of the probability distribution of the degree over all the vertices on SG(n) as n tends to infinite, and compare the values with the corresponding results on the infinite square lattice which is also 4-regular. In this paper, we shall present such probability distribution of the degree at any given vertex x on the two-dimensional Sierpinski gasket and the average, and the limiting distribution when the number of vertices goes to infinity.
II. PRELIMINARIES
We first recall some relevant definitions for spanning trees and the Sierpinski gasket in this section. A connected graph (without loops) G = (V, E) is defined by its vertex (site) and edge (bond) sets V and E [3, 22] . Let v(G) = |V | be the number of vertices and e(G) = |E| the number of edges in G. A spanning subgraph G ′ is a subgraph of G with the same vertex set V and an edge set E ′ ⊆ E. As a tree is a connected graph with no circuits, a spanning tree on G is a spanning subgraph of G that is a tree and hence e(G ′ ) = v(G) − 1. The degree or coordination number k i of a vertex v i ∈ V is the number of edges attached to it. A k-regular graph is a graph with the property that each of its vertices has the same degree k. In general, one can associate an edge weight to each edge connecting adjacent vertices v i and v j (see, for example [37] ). For simplicity, all edge weights are set to one throughout this paper, so that the weight of each spanning tree is the same.
The construction of the two-dimensional Sierpinski gasket SG(n) at stage n is shown in Fig.   1 . At stage n = 0, it is an equilateral triangle; while stage n + 1 is obtained by the juxtaposition of three n-stage structures. For the two-dimensional Sierpinski gasket SG(n), the numbers of edges and vertices are given by e(SG(n)) = 3 n+1 , v(SG(n)) = 3 2 (3 n + 1) .
Except the three outmost vertices which have degree two, all other vertices of SG(n) have degree four. In the large n limit, SG is 4-regular.
Let us define the notation for the vertices of SG(n) to be used. An illustration for SG (4) are reflection of the vertices x γ inside the triangle (a 3 , c 3 , a 4 ) with respect to the line connecting o and c 3 , and are not shown.
as the number of spanning subgraphs with two trees such that the vertex b n belongs to one tree and the set of vertices {o, a n } belongs to the other tree, and there is (are) i bond(s) connecting the vertex x. Define the probability
Define h i (n, x) as the number of spanning subgraphs with three trees such that each of the outmost vertices o, a n , b n belongs to a different tree, and there is (are) i bond(s) connecting the vertex x.
Define the probability
For any vertex x of SG(n), the following relations for the probabilities should be satisfied,
which serves as a check for the results obtained.
In this paper, we derive rigorously F j (n, x) or f j (n, x) for an arbitrary vertex x ∈ V (SG(n)) with j = 1, 2, 3, 4. Such probability on translational invariance lattices in the infinite-vertex limit is independent of the vertex location. In contrast, as the Sierpinski gasket is a self-similar fractal lattice which has scaling invariance rather than translational invariance, our results depend on the location of x. We shall consider the simplest vertex x = o to obtain F j (n, o) as Theorem III.1 and its infinite n limit as Corollary III.1 in Section III, then move on to the vertices x ∈ {a m , b m , c m } with 0 ≤ m < n to have Theorem IV.1 and Corollary IV.1 in Section IV. F j (n, x) for the rest vertices will be treated in Section V as Propositions V.1 and V.2. The summation and average of all F j (n, x) for a given stage n will be studied in Section VI, and such average in the infinite n limit will be obtained as Theorem VI.1.
Consider the Sierpinski gasket SG(n) at stage n. We will derive F j (n, x) for the vertex x = o in this section. Since the leftmost vertex o has degree two, f j (n, o) = 0 for j = 3, 4 and any n ≥ 0. Similarly, we only need i ∈ {0, 1, 2} for g i (n, x) and h i (n, x) with x ∈ {o, a n , b n }. Due to the symmetry of SG(n), we have
According to the definition,
with non-zero value, and h 0 (n, x) is non-zero only when x ∈ {o, a n , b n }. The initial values for The following recursion relations was derived in [7] for n ≥ 0,
as illustrated in Figs. 3-5. f (n), g(n), h(n) were solved exactly in [7] such that they satisfy the relation 3g(n) 2 = f (n)h(n). It follows that the second and third lines of (3.1) can be simplified as
Using Figs. 3-5 for vertex o, we obtain the following recursion relations for j = 1, 2: 
and The initial values for the probabilities are
Divide the quantities in (3.3)-(3.5) by f (n + 1), g(n + 1) or h(n + 1) given in (3.1) or (3.2), we
for j = 1, 2, and
The probabilities F j (n, o) and G j (n, o) with j = 1, 2 can be solved exactly by linear algebra as follows.
Theorem III.1 For the Sierpinski gasket SG(n) with non-negative integer n,
T with j = 1, 2 and n ≥ 0. By (3.6) and (3.7), we have
where the matrix A and the initial V j (0) are
The matrix A can be diagonalized such that
where
Therefore,
( 1 ( 1 15 ) n 5 14
for j = 1, 2, and the proof is completed.
From Theorem III.1 and the exact expressions of
, we have the following corollary.
Corollary III.1 For the Sierpinski gasket SG(n) with non-negative integer n,
In order to derive the probability F j (n, x) for arbitrary vertex x = o, we need the following lemma:
Lemma III.1 For the Sierpinski gasket SG(n) with non-negative integer n,
T . By (3.6) and (3.9), we have ( 1 25 ) n 15 28
( 1 25 ) n 5 14
( 1 25 ) n 11 14
For the other probabilities, denote the vector
and split it into two parts W j (n) = W
(1)
j (n) [33] . By (3.8), we have
From Theorem III.1, we know
( 1 
where the unknown a i and b i with i ∈ {1, 2, 3, 4} satisfy the following relations by (3.11): 
It is straightforward to solve (3.12) and obtain
1 (0) = (1/2, 1) T and W
2 (0) = (1/2, 0) T .
As W j (0) = (0, 0) T for j = 1, 2, we have W
and W
(1) j (n) can be solved by (3.10), (3.11) as
) n 15 28
and
) n 5 14
Consider the Sierpinski gasket SG(n+m+1) with n ≥ 0, m ≥ 0. We will derive F j (n+1, x n ) with j ∈ {1, 2, 3, 4} for the vertex x n ∈ {a n , b n , c n } first, then F j (n + m + 1, x n ) with arbitrary m > 0 in this section. The corresponding G j (n+1, x n ) and H j (n+1, x n ) with j ∈ {1, 2, 3, 4} will be used in the next section. Notice that G 0 (n + 1, x n ) = H 0 (n + 1, x n ) = 0 for x n ∈ {a n , b n , c n } as these vertices are not outmost vertices of SG(n + 1).
For the Sierpinski gasket SG(n+1), we know f j (n+1, a n ) = f j (n+1, b n ) = f j (n+1, c n ) and
From the definition of g j (n, x), we have g j (n + 1, b n ) = g j (n + 1, c n ) but they are distinct from g j (n + 1, a n ). Using Figs. 3-5 for the vertex a n or b n , we obtain the following recursion relations
Using the identity 3g(n) 2 = f (n)h(n), it follows that
,
. As the vertices are denoted such that x γ andx γ are reflection of each other with respect to the extended line connecting o and c 0 , we haveã n = b n ,b n = a n andc n = c n . We obtain the following recursion relations for j ∈ {1, 2, 3, 4}:
By symmetry, we know F j (n + m,x n ) = F j (n + m, x n ) with x n ∈ {a n , b n , c n } and G j (n + m,c n ) = G j (n + m, c n ) for positive integer m. Let us define the 3 × 3 matrix
for non-negative integer n, m and j ∈ {1, 2, 3, 4}. For m = 0, B ′ j (n + 1, n) has been obtained with elements given in (4.1)-(4.3) . By (4.5) and (4.6), we have
for any m ≥ 1, where We arrive at
Solving B ′ j (n + m + 1, n) as in the proof of Theorem III.1, its first column gives      F j (n + m + 1, a n )
and we have the following theorem using (4.1)-(4.3). 
Theorem IV.1 For the Sierpinski gasket SG(n + m + 1) with non-negative integer n and m,
, where the vertex x n can be either a n , b n or c n .
It is intriguing to notice that in Theorem IV.1, F j (n + m + 1, a n ) are distinct from F j (n + m + 1, c n ) with j ∈ {1, 2, 3, 4}, while they have the same value in the infinite m limit.
Consider the Sierpinski gasket SG(n + m) with n ≥ 0, m ≥ 0. We will derive in this section F j (n + m, x) with j ∈ {1, 2, 3, 4} for the general vertex x γ ∈ V (SG(n)) that has not been considered in previous sections. For the vertices inside the triangle with outmost vertices a n−1 , a n and c n−1 , let us append subscripts in the notation such that γ n,s = (γ 1 = n − 1, γ 2 , · · · , γ s ) with 1 ≤ s ≤ n and γ k ∈ {0, 1, 2} for k ∈ {2, 3, ..., s}. The results obtained in section IV correspond to the vertex with s = 1 and n ≥ 1, and we will tackle the vertex with s > 1 here. Similar to the definition of the vertexx γn,s , let us define the vertexx γn,s as the reflection of x γn,s with respect to the line connecting a n and b n−1 . By definition, we havẽ
where x can be either a, b or c, and
due to the symmetry of SG(n). For m ≥ 0, define the 3 × 5 matrix
This is a generalization of B ′ j (n + m, n) in (4.7), which corresponds to the case with s = 1. By an argument similar to that of (4.9), we have 
is the generalization of L ′ in (4.8). It follows that the determination of B j (n, γ n,s ) for s > 1 will be sufficient.
Let us first consider the vertices with s = 2 and γ 2 = 1, namely, γ n,2 = (n − 1, 1) with n = 2, 3, .... We obtain the following equations (cf. Figs. 3-5): 
For general m ≥ 0, we have the following formula combining (5.1) and (5.4):
As F j (n + m, x n−1,1 ) = F j (n + m,x n−1,1 ) for x = a, b, c, the first column of the matrix in (5.5)
gives all F j (n + m, x γ n,2 ) in terms of the quantities for x n−2 . Move on to the general vertex x γ n+1,s inside the triangle with outmost vertices a n , a n+1 and c n for the Sierpinski gasket SG(n + 1), where γ n+1,s = (n, 1, γ 3 , ..., γ s ) with γ k ∈ {0, 1, 2}, k = 3, 4, .., s and 3 ≤ s ≤ n + 1. As γ 3 can take three possible values, let us discuss them separately.
Proposition V.1 For the Sierpinski gasket SG(n
First consider the case with γ 3 = 1. The vertex x γ n+1,s = x (n,1,1,γ 4 ,...γs) is located inside the triangle with outmost vertices a n,1 , a n+1 and c n, is located inside the triangle with outmost vertices a n−1 , a n and c n−1 . Moreover, x γ 1 n,s−1 can be reached from x γ n+1,s by a horizontal translation with the distance from a n to o. Particularly, if s = 3 such that γ n+1,s = (n, 1, 1), then γ can be reached from x γ n+1,s by a horizontal translation with the distance from a n to o. We have
By symmetry, the columns in (5.8) can be replaced as
where 
(5.7) can be rewritten as
Finally consider the case with γ 3 = 0. The vertex x γ n+1,s = x (n,1,0,γ 4 ,...γs) is located inside the triangle with outmost vertices a n , a n,1 and b n,1 . Associate with this x γ n+1,s a vertexz γ 0 is the reflection of the vertex x γ n,s−1 with respect to the line connecting a n−1 and b n . It can be seen thatz γ 0 n,s−1 can be reached from x γ n+1,s by a horizontal translation with the distance from a n to o. We have
by symmetry, so thatB 
(5.10) can be rewritten as
Denote E 1 = I 5×5 as the identity matrix. (5.6), (5.9) and (5.11) can be combined to give 12) where γ 3 ∈ {0, 1, 2}. As F j (n + 1, x γ n+1,s ) = F j (n + 1,x γ n+1,s ) for x = a, b, c, the first column of the matrix in (5.12) gives F j (n + 1, x γ n+1,s ) for any vertex x γ n+1,s in terms of the quantities for x γ n,s−1 .
Proposition V.2
For the Sierpinski gasket SG(n + 1) with n ≥ 2, consider the vertex x γ n+1,s where γ n+1,s = (n, 1, γ 3 , ..., γ s ) with 3 ≤ s ≤ n + 1 and γ k ∈ {0, 1, 2} for k ∈ {3, 4, .., s}.
Using Theorems III.1, IV.1 and Propositions V.1, V.2 repeatedly, F j (n + 1, x γ n+1,s ) for all the vertices of SG(n + 1) can be obtained.
VI. SUMMATION AND AVERAGE OF F j (n, x) OVER ALL THE VERTICES OF SG(n)
It is worthwhile to derive the summation of F j (n, x) over all the vertices x of SG(n), defined as
and the average of F j (n, x) over all the vertices, defined as
It is clear that for any non-negative integer n,
For the vertex x γn,s with s = 1, i.e. a m , b m and c m , define their sum
Similarly for the vertex with s = 2, define
where m ≥ 0, m ′ ≥ 1 and n is larger than m and m ′ . By (5.1), we have
2)
The first few Φ j (n) are
The corresponding values for j ∈ {1, 2, 3, 4} are
For n ≥ 3, we need the summation
B j (n, γ n,s )
for the vertices x γn,s with s ≥ 3. By (5.4) and (5.12),
The general expression for n ≥ 3 is
For example,
For general n ≥ 3, we have
with X j (n, m) and Y j (n, m) given in (6.1) and (6.2), respectively. From (6.3), the summation in the last term of (6.4) is
so that Φ j (n) can be calculated exactly for any positive integer n.
Proposition VI.1 For the Sierpinski gasket SG(n) with n ≥ 3, the summation of F j (n, x) over all the vertex is given by
Let us consider limiting distribution
with j ∈ {1, 2, 3, 4}. It is easy to see that the term 3F j (n, o) in (6.5) can be neglected in the infinite n limit for φ j , namely, 
Therefore, only the double summation term in (6.5) gives non-zero contribution for φ j . Rewrite
2 , where 
The elements of B j (m, m − 1) have been solved in (4.1)-(4.4). Define
3 (
) m for j = 1 ,
1 (
2 (
4 (
5 (
) m for j = 2 , 99 98
) m for j = 3 ,
4 ( Substituting (6.6) into (6.5), we get
As the eigenvalues of D 1 and D 2 are between 0 and 1, the first term in (6.8) makes no contributions since
Consider the second term in (6.8), 2 . Substituting the expression of Z j (m) from (6.7) into (6.9), carrying out the summation and taking the infinite n limit, we arrive at We list the numerical values of φ j (n) with j ∈ {1, 2, 3, 4} for 0 ≤ n ≤ 5 and infinite n limit in Table I . We find that φ 1 (n) decreases monotonically as n increases, while φ 2 (n), φ 3 (n) and φ 4 (n) increase monotonically. The values for n = 5 are already very close to φ j in the infinite n limit with deviations about 1%.
It is interesting to compare the Sierpinski gasket SG(n) in the infinite n limit with the infinite two-dimensional square lattice which is also a 4-regular lattice. For the square lattice, all the vertices are identical due to the translational invariant. The probabilities that a vertex is connected by 1, 2, 3 or 4 bond(s) among all the spanning tree configurations have been solved exactly in [30] that were denoted as f j with j ∈ {1, 2, 3, 4}. As shown in Table I , f 1 , f 3 and f 4 are slightly larger than φ 1 , φ 3 , φ 4 , respectively, while f 2 is smaller than φ 2 . Especially, the average number of bonds connecting to a vertex among all the spanning tree configurations on the square lattice f 1 + 2f 2 + 3f 3 + 4f 4 is equal to two, which is exactly the same as θ here for the Sierpinski gasket. 
