Bargmann transform on the space of hyperplanes by Chihara, Hiroyuki
ar
X
iv
:2
00
7.
12
36
5v
1 
 [m
ath
.FA
]  
24
 Ju
l 2
02
0
BARGMANN TRANSFORM ON THE SPACE OF HYPERPLANES
HIROYUKI CHIHARA
ABSTRACT. We introduce a Bargmann transform on the space of hyperplanes by applying the Plancherel
formula of the Radon transform to the definition of the Bargmann transform on the Euclidean space.
Some basic facts on microlocal analysis are also discussed.
1. INTRODUCTION
In the present paper we introduce semiclassical holomorphic Fourier integral operators on the space
of hyperplanes in the n-dimensional Euclidean space Rn with n ≧ 2, and discuss some basic prop-
erties of them. These operators are related with the Bargmann transform and the Radon transform on
R
n. The purpose of the present paper is to observe the microlocal analysis of the Radon transform in
view of analytic microlocal analysis introduced by Sjo¨strand in [11]. Following Helgason’s celebrated
textbook [3], we begin with recalling the well-known facts on the Radon transform. After that we
introduce our integral transform on the space of hyperplanes and state our main results of the present
paper. Throughout of the present paper we denote by h > 0 the semiclassical parameter. The unit of
imaginary number
√−1 is denoted by i. For z = (z1, . . . , zn) and ζ = (ζ1, . . . , ζn) in Cn, set
zζ = 〈z, ζ〉 := z1ζ1 + · · ·+ znζn, z2 = 〈z, z〉, |z|2 := 〈z, z¯〉.
Denote by Sn−1 the unit sphere in Rn with its center at the origin.
Here we recall the parametrization of hyperplanes in Rn to define the Radon transform on Rn. For
(ω, t) ∈ Sn−1 × R, set
H(ω, t) := {x ∈ Rn : xω = t} = {x ∈ Rn : (x− tω)ω = 0}.
This is a hyperplane passing through tω and perpendicular to ω in Rn. |t| is the distance between
H(ω, t) and the origin. Note that H(−ω,−t) = H(ω, t). Denote the set of all hyperplanes in Rn by
P
n. Then Sn−1×R is a double covering of Pn, and Pn is regarded as the set of all equivalence classes
of Sn−1 × R provided that (ω, t) and (−ω,−t) are identified.
Here we introduce the Radon transform on Rn. Denote by L1loc(R
n) the set of all locally integrable
functions on Rn. For f(x) ∈ L1loc(Rn) satisfying f(x) = O(|x|−(n−1)−δ) as |x| → ∞ with some
δ > 0, we define the Radon transform of f by
Rf(ω, t) :=
∫
H(ω,t)
f(x)dm(x) =
∫
ω⊥
f(tω + y)dm(y), (ω, t) ∈ Sn−1 × R,
wherem is the Lebesgue measure on hyperplanes induced by the standard Euclidean metric onRn, and
ω⊥ is the orthogonal complement of {ω} in Rn. Rf(ω, t) is a function on Pn, that is,Rf(−ω,−t) =
Rf(ω, t) holds. Similarly, we say that U(ω, t) is a function on P˜n if U(ω, t) is a function on Sn−1×R
satisfying U(−ω,−t) = (−1)n−1U(ω, t), that is, U(−ω,−t) = U(ω, t) for odd n and U(−ω,−t) =
−U(ω, t) for even n. Let us denote E ′(Ω) the set of all compactly supported distributions on a space
Ω. The Radon transform R can be extended for any u ∈ E ′(Rn) and Ru belongs to E ′(Pn). See [3,
Definition in page 28].
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Here we introduce some function spaces. Let us denote by S (Rn) the Fre´chet space of all rapidly
decreasing functions on Rn, and let us denote by S ′(Rn) its topological dual, that is, the set of all
tempered distributions on Rn. Moreover we denote by S (Sn−1 × R) the set of all smooth functions
on Sn−1 × R satisfying
sup
Sn−1×R
∣∣∣∣tlP ∂kU∂tk (ω, t)
∣∣∣∣ <∞
for any k, l = 0, 1, 2, . . . and for any differential operator P of order 0, 1, 2, . . . on Sn−1 with smooth
coefficients. Its topological dual is denoted by S ′(Sn−1 × R). If we replace Sn−1 × R by Pn or P˜n,
we can define S (Pn) and S ′(Pn), or S (P˜n) and S ′(P˜n) respectively. Throughout of the present
paper we only deal with distributions which are independent of the semiclassical parameter h > 0.
Next we recall the inversion formula of the Radon transform. It is well-known that the range of
the Radon transform of S (Rn) is characterized as SH(P
n), which is the set of all U(ω, t) ∈ S (Pn)
satisfying the moment condition that ∫ ∞
−∞
U(ω, t)tkdt
is a homogeneous polynomial of degree k in Ω ∈ Sn−1 for all k = 0, 1, 2, . . . . Then the Radon
transform R is a linear bijection of S (Rn) onto SH(Pn), and the inverse formula is given by
Cnu = (−∆Rn)(n−1)/2R∗Ru = R∗
(|Dt|(n−1)/2Ru)
for u ∈ S (Rn), where
Cn = (4pi)
(n−1)/2Γ(n/2)Γ(1/2),
Γ(·) is the gamma function, R∗ is the dual Radon transform defined by
R∗U(x) :=
∫
Sn−1
U(ω, xω)dω
for U(ω, t) ∈ C(Pn), dω is the standard Lebesgue measure on Sn−1, and
∆Rn :=
n∑
j=1
∂2
∂x2j
, |Dt| :=
(
− d
2
dt2
)1/2
.
Here we introduce our integral transform on P˜n, which is the main object of the present paper. For
U ∈ S ′(P˜n), set
BhU(z) := Anh−3n/4
∫∫
Pn
e−pi(zω−t)
2/hHn−1
(√
pi
h
(zω − t)
)
U(ω, t)dωdt, z ∈ Cn,
where An is a constant defined by
A2k+1 =
(−1)kk!
2k/2−1/4(2k)!
, A2k =
(−1)k−1/2pi1/2
23k/2(k − 1)! , k = 1, 2, 3, . . . ,
Hl(s) is the Hermite polynomial of s ∈ C of order l = 1, 2, 3, . . . defined by Rodrigues’ formula or
the explicit formula
Hl(s) = (−1)les2 d
k
dsk
e−s
2
= l!
[l/2]∑
j=0
(−1)j
j!(l − 2j)! (2s)
l−2j ,
and [·] is the floor function, that is,
[w] := max{k ∈ Z : k ≦ w}, w ∈ R.
Note that Hn−1(
√
pi(xω − t)/√h) is a function on P˜n and Hn−1(
√
pi(xω − t)/√h)U(ω, t) is in
S ′(Pn) for any fixed z ∈ Cn. So the integration BhU(z) is well-defined for any fixed z ∈ Cn since
e−pi(zω−t)
2/h ∈ S (Pn). Moreover BhU(z) is holomorphic in Cn. Set φ(z, ω, t) := ipi(zω − t)2
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and an(z, ω, t) := Hn−1(
√
pi(xω − t)/√h) for short. We make use of the theory of semiclassical
Fourier integral operators with complex phase functions and analytic microlocal analysis originated
by Sjo¨strand in [11]. See also [12] and [4]. Denote by ζ local coordinates of Pn. We often express the
real and imaginary parts of z ∈ Cn by x ∈ Rn and −ξ ∈ Rn respectively, that is, z = x − iξ. Our
main results are the following.
Theorem 1. Bh is an analytic and elliptic Fourier integral operator on P˜n in the sense of [4, Sec-
tion 2.6]. More precisely,
• Imφ(x − iξ, ω, t) has critical points satisfying xω = t, ξ 6= 0 and ω = ±ξ/|ξ|, and satisfies
φ′ζ ∈ Rn, Imφ′′ζζ > 0 and detφ′′zζ 6= 0 at these points.
• an(z, ω, t) 6= 0 holds at the critical points of Imφ(x− iξ, ω, t) provided that |ξ| is sufficiently
large.
We callBh a Bargmann transform on P˜n with a phase function φ(z, ω, t) and an amplitude an(z, ω, t)
based on Theorem 1. Following [11] we can introduce an analytic wave front set and a wave front set
for S ′(P˜n). See also [12], [4] and [7]. Note that the cotangent space and bundle of Pn are given by
T ∗(ω,t)(P
n) = {(η, τ) ∈ Rn × R : η ∈ ω⊥},
T ∗(Pn) = {(ω, t, η, τ) : (ω, t) ∈ Pn, η ∈ ω⊥, τ ∈ R}
respectively. Bh is a Fourier integral operator associated with the canonical transform κB defined by
κB : T ∗(Pn) ∋
(
ω, t,−φ′ζ(z, ω, t)
) 7→ (z, φ′z(z, ω, t)) ∈ Cn × Cn.
Note that
φ(x− iξ, ω.t) = ipi{(xω − t)− iξω}2 (1)
= ipi{(xω − t)2 − (ξω)2}+ 2pi(xω − t)(ξω),
Imφ(x− iξ, ω, t) = pi(xω − t)2 − pi(ξω)2. (2)
If we set
Φ(z) := sup
(ω,t)∈Pn
{− Imφ(z, ω, t)},
then we deduce that for ξ 6= 0
− Imφ(x− iξ, ω, t) = pi{(ξω)2 − (xω − t)2} ≦ pi(ξω)2
≦ piξ2 = − Imφ(z, ξ/|ξ|, xξ/|ξ|),
and for ξ = 0
− Imφ(x, ω, t) = −pi(xω − t)2 ≦ 0 = − Imφ(x, ω, xω).
Then we obtain
Φ(x− iξ) = piξ2, i.e., Φ(z) = pi(Im z)2 = −(z − z¯)
2
4
for any ξ ∈ Rn. By using Φ(z) we can characterize the image of κB . Set
ΛΦ :=
{(
z,−2iΦ′z(z)
)
: z ∈ Cn} = {(x− iξ, 2piξ) : (x, ξ) ∈ Rn × Rn}.
It is known that κB
(
T ∗(Pn)
)
= ΛΦ holds. See [11], [12] and [4]. In our case we remark that Note
that (
ξ
|ξ| ,
xξ
|ξ|
)
= −
(
ξ
|ξ| ,
xξ
|ξ|
)
in Pn.
for any (x, ξ) ∈ T ∗(Rn) \ 0. We have more about the canonical transform as follows.
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Theorem 2. We have
κB(ω, t, 2piτη, 2piτ) = (tω − η − iτω, 2piτω)
for (ω, t, 2piτη, 2piτ) ∈ T ∗(Pn), and
κ−1B (x− iξ, 2piξ) = ±
(
ξ
|ξ| ,
xξ
|ξ| , 2pi|ξ|
(
−x+ (xξ)ξ|ξ|2
)
, 2pi|ξ|
)
for (x, ξ) ∈ T ∗(Rn) \ 0.
Recall that all the distributions in the present paper are independent of the semiclassical papameter
h > 0. Applying the theories developed in [11], [12], [4] and [7] to Theorem 1 and Theorem 2, we
obtain the characterization of the wave front set and the analytic wave front set of distributions on P˜n.
Proposition 3. Let (x0, ξ0) ∈ T ∗(Rn) \ 0, and let U ∈ S ′(P˜n).
• LetWF(U) be the wave front set of U . We have
±
(
ξ0
|ξ0| ,
x0ξ0
|ξ0| , 2pi|ξ0|
(
−x0 + (x0ξ0)ξ0|ξ0|2
)
, 2pi|ξ0|
)
6∈WF(U)
if and only if
e−pi(Im z)
2/hBhU(z) = O(h∞) (3)
uniformly near x0 − iξ0, that is, there exists a neighborhood V0 at x0 − iξ0 in Cn such that
for any N = 1, 2, 3, . . . there exists CN > 0 such that
e−pi(Im z)
2/h|BhU(z)| ≦ CNhN for z ∈ V0.
• LetWFA(U) be the analytic wave front set of U . We have
±
(
ξ0
|ξ0| ,
x0ξ0
|ξ0| , 2pi|ξ0|
(
−x0 + (x0ξ0)ξ0|ξ0|2
)
, 2pi|ξ0|
)
6∈WFA(U)
if and only if there exists ε > 0 such that
e−pi(Im z)
2/hBhU(z) = O(e−ε/h)
uniformly near x0− iξ0, that is, there exists a neighborhood V0 at x0− iξ0 in Cn and C0 > 0
such that
e−pi(Im z)
2/h|BhU(z)| ≦ C0e−ε/h for z ∈ V0.
In terms of T ∗(Pn), we have
(ω0, t0, 2piτ0η0, 2piτ0) 6∈WF(U)
if and only if (3) holds uniformly near t0ω0− η0− iτ0ω0 in Cn. The case ofWFA(U) is also stated in
the same way. Proposition 3 says some assertion onWF(U) since the definition of wave front sets are
not concerned with Bh. However, the statement onWFA(U) should be interpreted as the definition of
the analytic wave front set of U . It is well-known that the definition of analytic wave front sets has a
long history. See, e.g., [4, Section 2.1] for this. See also [5, Chapter VIII] for the standard definition
of wave front sets, and [5, Chapter IX] for another definition of analytic wave front sets.
One might think what Bh itself is at all. In fact the definition of Bh comes from the Radon transform
R and the Bargmann transform Th on Rn defined by
Thu(z) := 2n/4h−3n/4
∫
Rn
e−pi(z−y)
2/hu(y)dy, z ∈ Cn
for u ∈ S ′(Rn). The relationship between Th,R and Bh are the following.
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Theorem 4. For u ∈ E ′(Rn), if n is odd then Thu = BhRu, and if n is even then Thu = BhHRu,
whereH is the Hilbert transform in t ∈ R defined by
HU(ω, t) := PV
∫ ∞
−∞
U(ω, s)
t− s ds = limε↓0
∫
|t−s|>ε
U(ω, s)
t− s ds.
Note that if U(−ω,−t) = U(ω, t), then HU(−ω,−t) = −HU(ω, t).
Note that the Bargmann transform Th is an elliptic Fourier integral operator on S ′(Rn) associated
with a canonical transform
κT (x, 2piξ) =
(
x− iξ,−2iΦ′z(x− iξ)
)
, κT
(
T ∗(Rn)
)
= ΛΦ,
and the same results as Proposition 3 hold for the wave front set and the analytic wave front set of
u ∈ S ′(Rn). See, e.g., [7] and [4] for this. Moreover the Hilbert transform H does nor affect the
wave front sets. So we have automatically the following.
Theorem 5. Let (x0, ξ0) ∈ T ∗(Rn) \ 0, and let u ∈ E ′(Rn).
• (x0, ξ0) 6∈WF(u) if and only if
±
(
ξ0
|ξ0| ,
x0ξ0
|ξ0| , 2pi|ξ0|
(
−x0 + (x0ξ0)ξ0|ξ0|2
)
, 2pi|ξ0|
)
6∈WF(Ru).
• (x0, ξ0) 6∈WFA(u) if and only if
±
(
ξ0
|ξ0| ,
x0ξ0
|ξ0| , 2pi|ξ0|
(
−x0 + (x0ξ0)ξ0|ξ0|2
)
, 2pi|ξ0|
)
6∈WFA(Ru).
It is well-known that the Radon transform is an elliptic Fourier integral operators. See the celebrated
book [2] of Guillemin and Sternberg for this. Quinto, and Krishnan and Quinto gave comprehensive
explanation for the case of n = 2 in [9] and [10], and [6] respectively. Theorem 5 also give elementary
proof of these facts.
Note that Bh = Th ◦ R∗ ◦ (∂/∂t)n−1, and both the Bargmann transform Th and the Radon trans-
form R are elliptic Fourier integral operators. So Theorem 1 is obvious and might not be worth to
state. However the author believes that Theorem 1 is meaningful as microlocal analysis on the space
of hyperplanes, which is the set of the variables of observation data (Radon transform). Recently
microlocal analysis plays a crucial role in imaging science. In fact, for example, microlocal artifacts
and limited data problems for CT scanners are very important subjects in geometric tomography, and
studied based on microlocal analysis. See [6] and [8] for instance.
All we have to do is to prove Theorems 1, 2 and 4. The plan of the present paper is as follows. In
Section 2 we recall some basic facts on Th and prove Theorem 4. In Section 3 we prove Theorems 1.
Finally in Section 4 we find the canonical transform κB of the form which is independent of the local
coordinates of Pn to prove Theorem 2.
2. THE ORIGIN OF OUR INTEGRAL TRANSFORM
In the present section we begin with recalling some basic facts on the h-Fourier transform and Th,
and prove Theorem 4. See, e.g., [7] for h-Fourier transform. The h-Fourier transform of u ∈ S (Rn)
is defined by
Fhu(η) := h−n/2
∫
Rn
e−2piiyη/hu(y)dy, η ∈ Rn,
and the inverse h-Fourier transform of u is defined by F∗hu(y) := Fhu(−y). It is well-known that
Fh[e−piy2/h](η) = e−piη2/h for instance. Fh and F∗h are the inverse of each other, that is, F∗hFhu =
FhF∗hu = u holds for any u ∈ S (Rn). We recall the Heisenberg inequality and the coherent states.
The L2-inner product and L2-norm on Rn are defined by
(u, v)L2(R2) :=
∫
Rn
u(y)v(y)dy, ‖u‖L2(Rn) :=
√
(u, u)L2(Rn)
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for u, v ∈ S (Rn). The semiclassical Heisenberg inequality in our setting of h-Fourier transform is as
follows.
Proposition 6. Suppose that u ∈ S (Rn) and ‖u‖L2(Rn) = 1. Set
x :=
∫
Rn
y|u(y)|2dy, ξ :=
∫
Rn
η|Fhu(η)|2dη =
∫
Rn
h
2pii
∂u
∂y
(y)u(y)dy,
σ(u,X)2 :=
∫
Rn
|2pi(y −X)u(y)|2dy,
σ(uˆ,Ξ)2 :=
∫
Rn
|2pi(η − Ξ)Fhu(η)|2dη =
∫
Rn
|(hDy − 2piΞ)u(y)|2dy,
where X,Ξ ∈ Rn and Dy = −i∂/∂y. Then we have
σ(u, x) · σ(uˆ, ξ) ≧ npih, σ(u,X) ≧ σ(u, x), σ(uˆ,Ξ) ≧ σ(uˆ, ξ) (4)
for any X,Ξ ∈ Rn.
Proof. The proof is essentially given in [7, Exercise 9 in Page 58]. 
The first inequality of (4) is said to be the semiclassical Heisenberg inequality. Consider the case
that the equality holds for this.
Definition 7. Fix arbitrary (x, ξ) ∈ T ∗(Rn). The function of y ∈ Rn given by
ψ(y;x, ξ, h) := 2n/4h−n/4e−2pii(x−y)ξ/h−pi(x−y)
2/h
belongs to S (Rn), and is said to be the coherent state at (x, ξ).
The properties of the coherent states are the following.
Proposition 8.
• Fhψ(·;x, ξ, h)(η) = 2n/4h−n/4e−2piixη/h−pi(ξ−η)2/h, ‖ψ(·;x, y, h)‖L2(Rn) = 1,∫
Rn
y|ψ(y;x, ξ, h)|2dy = x,
∫
Rn
η|Fhψ(·;x, ξ, h)(η)|2dη = ξ.
• The coherent state attains the equality of the first inequality in (4). More precisely,
σ(ψ(·;x, ξ, h), x)2 = σ(ψˆ(·;x, ξ, h), ξ)2 = npih.
Proof. The proof is done by elementary computation. Most of them can be reduced to∫
Rn
e−piy
2
dy = 1.
We omit the detail. See [7, Chapter 3]. 
It is worth to mention that
|ψ(y;x, ξ, h)| = 2n/4h−n/4e−pi(x−y)2/h,
|Fhψ(·;x, ξ, h)(η)| = 2n/4h−n/4e−pi(ξ−η)2/h,
e−piξ
2/hThu(x− iξ) = h−n/2
∫
Rn
u(y)ψ(y;x, ξ, h)dy
= h−n/2
∫
Rn
Fhu(η)Fhψ(·;x, ξ, h)(η)dη,
and these equations show that the Bargmann transform Thu extracts the microlocal information of u
in {
y ∈ Rn : |y − x| ≦
√
h
2pi
}
×
{
η ∈ Rn : |η − ξ| ≦
√
h
2pi
}
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In what follows we prove Theorem 4. This follows from the Plancherel formula of the Radon
transform R.
Proposition 9 (The Plancherel Formula [3, Page 26]). For u, v ∈ S (Rn),
(−1)(n−1)/2Cn
∫
Rn
u(x)v(x)dx =
∫∫
Pn
|Dt|n−1Ru(ω, t) · Rv(ω, t)dωdt,
where Dt = −i∂/∂t.
Here we begin to prove Theorem 4.
Proof of Theorem 4. Let k be a positive integer, and let U(ω, t) belong to S (Pn). For n = 2k + 1
|Dt|n−1U(ω, t) = |Dt|2kU(ω, t) =
(
− ∂
2
∂t2
)k
U(ω, t) = (−1)k ∂
2kU
∂t2k
(ω, t), (5)
and for n = 2k
|Dt|n−1U(ω, t) = |Dt|2k−1U(ω, t)
=
(−1)k−1
pi
∂2k−1
∂t2k−1
PV
∫ ∞
−∞
U(ω, s)
t− s ds
=
(−1)k−1
pi
∂2k−1
∂t2k−1
HU(ω, t). (6)
Indeed, the odd case is obvious, and the even case follows from the facts that the symbol of |Dt|2k−1
is
e2piitτ |Dt|2k−1e−2piitτ = |2piτ |2k−1 = (2piiτ)2k−1(−i)2k−1 sgn(τ)
= (−1)k−1{−i sgn(τ)}(2piiτ)2k−1
and the usual Fourier transform of the principal value of 1/t is
F1
[
PV
1
t
]
(τ) = −ipi sgn(τ) in S ′(R).
Applying Proposition 9 to Thu, we deduce that
Thu(z) = 2n/4h−3n/4
∫
Rn
e−pi(z−y)
2/hu(y)dy
=
2n/4
(−1)(n−1)/2Cn
h−3n/4
∫
Rn
R[e−pi(z−·)2/h](ω, t) · |Dt|n−1Ru(ω, t)dωdt.
If we set
R˜u(ω, t) :=
{
Ru(ω, t) (n = 2k + 1),
HRu(ω, t) (n = 2k),
and use the integration by parts with (5) and (6), we have
Thu(z) = Anh−3n/4
∫
Rn
(
1√
pi
∂
∂t
)n−1
R[e−pi(z−·)2/h](ω, t) · R˜u(ω, t)dωdt.
So it suffices to show that(
1√
pi
∂
∂t
)n−1
R[e−pi(z−·)2/h](ω, t) = e−pi(zω−t)2/hHn−1
(√
pi
h
(zω − t)
)
. (7)
Firstly we compute the Radon transform of e−pi(z−y)2/h in y. Fix arbitrary ω ∈ Sn−1, and set z′ :=
z − (zω)ω. Note that z′(cω) = 0 for any c ∈ C. Then we deduce that
R[e−pi(z−·)2/h](ω, t) =
∫
ω⊥
e−pi(z−y−tω)
2/hdm(y)
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=
∫
ω⊥
e−pi{(z
′−y)+(zω−t)ω}2/hdm(y)
=
∫
ω⊥
e−pi(z
′−y)2/h−pi(zω−t)2/hdm(y)
= e−pi(zω−t)
2/h
∫
ω⊥
e−pi(z
′−y)2/hdm(y).
Since ∫ ∞
−∞
e−pi(s−a−ib)
2
ds = 1
for any a, b ∈ R, we deduce that
R[e−pi(z−·)2/h](ω, t) = h(n−1)/2e−pi(zω−t)2/h.
Substitute this into the left hand side of (7), we have(
1√
pi
∂
∂t
)n−1
R[e−pi(z−·)2/h](ω, t) =
(
h√
pi
∂
∂t
)n−1
e−pi(zω−t)
2/h
=
(
− d
ds
)n−1
e−s
2
∣∣∣∣
s=
√
pi(zω−t)/√h
= e−s
2
Hn−1(s)
∣∣∣∣
s=
√
pi(zω−t)/√h
= e−pi(zω−t)
2/hHn−1
(√
pi
h
(zω − t)
)
.
This completes the proof. 
3. HOLOMORPHIC FOURIER INTEGRAL OPERATORS
The present section is devoted to proving Theorem 1. It suffices to show the assertion that φ(z, ω, t)
is a complex-valued phase function with critical points satisfying xω = t, ξ 6= 0 and ω = ξ/|ξ|. The
ellipticity of the amplitude an(z, ω, t) follows automatically. Indeed if the assertion for φ(z, ω, t) is
true, then
an(z, ω, t) = Hn−1
(
−i
√
pi
h
|ξ|
)
= (n− 1)!
[(n−1)/2]∑
j=0
(−1)j
j!(n − 1− 2j)!
(
−i
√
pi
h
|ξ|
)n−1−j
= (−i)(n−1)
(pi
h
)(n−1)/2
|ξ|n−1 +O(|ξ|n−3) 6= 0
at the critical points provided that |ξ| is sufficiently large. This shows that Bh is an elliptic Fourier
integral operator.
In what follows we will work only for ω near t[0, . . . , 0,±1]. Set
ω =
[
ω′
ωn
]
∈ Sn−1, ω′ =
 ω1...
ωn−1
 ∈ Rn−1,
and suppose (ω′)2 = ω21 + · · ·+ ω2n−1 < 1/2. Then ωn = ±
√
1− (ω′)2. In other words, we employ
ζ = (ω′, t) as local coordinates of Pn. The plan of our proof of Theorem 1 is as follows.
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• Step 1. Find the candidates of the critical points of φ(x − iξ, ω, t). As a result we will
obtain two cases of candidates
– Case I. xω = t and ξω = 0.
– Case II. xω = t, ξ 6= 0 and (ξω)′ω′ :=
∂
∂ω′
ξω = 0, which imply xω = t, ξ 6= 0 and
ω = ±ξ/|ξ|.
• Step 2, Check the non-degeneracy Imφ′′ζζ > 0 at the candidates of the critical points. As
a result Case I is not appropriate, and Case II is the necessary and sufficient condition of the
critical points of φ(z, ω, t).
• Step 3. Show detφ′′zζ 6= 0 at the points of Case II.
Step 1 of Proof of Theorem 1. We shall find the candidates of the critical points of φ(x − iξ, ω, t).
Using (2), we have
Imφ(x− iξ, ω, t) = pi(xω − t)2 − pi(ξω)2
= pi

n−1∑
j=1
xjωj ± xn
√
1− (ω′)2 − t

2
− pi

n−1∑
j=1
ξjωj ± ξn
√
1− (ω′)2

2
.
Then we have
Imφ′ζ(x− iξ, ω, t)
=2pi(xω − t) ∂
∂ζ
(xω − t)− 2pi(ξω) ∂
∂ζ
(ξω)
=2pi(xω − t)
[
(xω)′ω′
−1
]
− 2pi(ξω)
[
(ξω)′ω′
0
]
=2pi(xω − t)
x′ ∓ xn√1− (ω′)2ω′
−1
− 2pi(ξω)
ξ′ ∓ ξn√1− (ω′)2ω′
0
 .
The n-th row of the right hand side of the above is −2pi(xω − t). This shows that the critical points
must satisfy xω = t. If xω = t, then
Imφ′ζ(x− iξ, ω, t) = −2pi(ξω)
[
(ξω)′ω′
0
]
= −2pi(ξω)
ξ′ ∓ ξn√1− (ω′)2ω′
0
 .
Hence the critical points must satisfy ξω = 0 or (ξω)′ω′ = 0 under the condition xω = t. Note that
ξ = 0 can be seen as the special case of ξω = 0, and that the critical points must satisfy Case I or
Case II. Here we consider the condition ξ 6= 0 and (ξω)′ω′ = 0. Recall that ωn = ±
√
1− (ω′)2 near
±1. Then we have
0 = (ξω)′ω′ = ξ
′ − ξn
ωn
ω′, ξ =
[
ξ′
ξn
]
=
ξn
ωn
ω
and ω = ±ξ/|ξ|. 
Step 2 of Proof of Theorem 1. We shall check the non-degeneracy Imφ′′ζζ > 0 at the points of Case I
and Case II. Since the critical points must satisfy xω = t, we have
Imφ′′ζζ(x− iξ, ω, t) = 2pi
[
(xω)′ω′
−1
] [
t(xω)′ω′ −1
]
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− 2pi
[
(ξω)′ω′
t(ξω)′ω′ 0
0 0
]
− 2pi
[
(ξω)(xω)′′ω′ω′ 0
0 0
]
= 2pi
[
(xω)′ω′
t(xω)′ω′ −A −(xω)′ω′
−t(xω)′ω′ 1
]
,
A = (ξω)′ω′
t(ξω)′ω′ + (ξω)(xω)
′′
ω′ω′
for xω = t. Let En−1 be the (n− 1)× (n− 1) identity matrix. Set
P = P (x, ω) :=
[
En−1 0
t(xω)′ω′ 1
]
.
Then detP = 1. By using P (x, ω) we deduce that
tP (x, ω) Im φ′′ζζ(x− iξ, ω, t)P (x, ω) = 2pi
[−A 0
0 1
]
for xω = t, and that Imφ′′ζζ > 0 is equivalent to −A > 0.
Firstly we will check −A > 0 for Case I. Suppose that xω = t and ξω = 0. Then −A =
−(ξω)′ω′ t(ξω)′ω′ . For any y ∈ Rn−1 ∩
(
(ξω)′ω′
)⊥ \ {0}, ty(−A)y = −{y(ξω)′ω′}2 = 0. Hence the
points of Case I cannot be the critical points.
Lastly we will check −A > 0 for Case II. Suppose that xω = t and (ξω)′ω′ = 0, that is, xω = t,
ξn 6= 0 and ξ = ξnω/ωn. Then ξω = ξn/ωn 6= 0, and
−A = −(ξω)(ξω)′′ω′ω′ = −
ξn
ωn
∂
∂ω′
(ξω)′ω′ = −
ξn
ωn
∂
∂ω′
(
ξ′ − ξn
ωn
ω′
)
=
ξn
ωn
∂
∂ω′
(
ξn
ωn
ω′
)
= ± ξn√
1− (ω′)2
∂
∂ω′
(
± ξn√
1− (ω′)2ω
′
)
=
ξn√
1− (ω′)2
∂
∂ω′
(
ξn√
1− (ω′)2ω
′
)
=
ξn√
1− (ω′)2
(
ξn√
1− (ω′)2En−1 −
ξnω
′(−2tω′)
2
(
1− (ω′)2)3/2
)
=
ξ2n
1− (ω′)2
(
En−1 +
ω′tω′
1− (ω′)2
)
=
ξ2n
ω2n
(
En−1 +
ω′tω′
ω2n
)
.
We deduce that for any y ∈ Rn−1 \ {0},
ty(−A)y = ξ
2
n
ω2n
(
|y|2 + (yω)
2
ω2n
)
≧
ξ2n
ω2n
|y|2 > 0,
which shows that −A > 0. Thus the critical points are characterized by the conditions of Case II, and
Imφ′′ζζ > 0 holds at all the critical points. 
Step 3 of Proof of Theorem 1. We shall show that detφ′′zζ(z, ω, t) 6= 0 at the critical points. We first
compute φ′′zζ(z, ω, t). Elementary computation gives
φ′z(z, ω, t) = 2pii(zω − t)ω,
φ′′zζ(z, ω, t) = 2pii
[
ω′
ωn
] [
tz′ − zntω′/ωn −1
]
+ 2pii(zω − t)
[
En−1 0
−tω′/ωn 0
]
= 2pii
[
ω′tz′ − znω′tω′/ωn −ω′
ωn
tz′ − zntω′ −ωn
]
+ 2pii(zω − t)
[
En−1 0
−tω′/ωn 0
]
.
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Substitute xω = t and ξ′ = ξnω′/ωn into the above. We have
φ′′zζ(z, ω, t) = 2pii
[
ω′tz′ − znω′tω′/ωn −ω′
ωn
tz′ − zntω′ −ωn
]
+ 2pi
ξn
ωn
[
En−1 0
−tω′/ωn 0
]
.
Multiplying φ′′zζ(z, ω, t) by some regular matrices, we modify it to see that its determinant does not
vanish. Set
L :=
[
En−1 −ω′/ωn
0 1
]
, Q :=
[
En−1 0
tz′ 1
]
, R :=
[
En−1 0
zn
tω′/ωn 1
]
.
Then detL = detQ = detR = 1. We deduce that
Lφ′′zζ(z, ω, t)QR
=2piL
{
i
[
ω′tz′ − znω′tω′/ωn −ω′
ωn
tz′ − zntω′ −ωn
]
+
ξn
ωn
[
En−1 0
−tω′/ωn 0
]}[
En−1 0
tz′ 1
]
R
=2pi
[
En−1 −ω′/ωn
0 1
]{
i
[−znω′tω′/ωn −ω′
−zntω′ −ωn
]
+
ξn
ωn
[
En−1 0
−tω′/ωn 0
]}
R
=2pi
{
i
[
O 0
−zntω′ −ωn
]
+
ξn
ωn
[
En−1 + ω′tω′/ω2n 0
−tω′/ωn 0
]}[
En−1 0
zn
tω′/ωn 1
]
=2pi
{
i
[
O 0
0 −ωn
]
+
ξn
ωn
[
En−1 + ω′tω′/ω2n 0
−tω′/ωn 0
]}
=2pi

ξn
ωn
(
En−1 +
ω′tω′
ω2n
)
0
−
tω′
ωn
−iωn

and
detφ′′zζ(z, ω, t) = det
(
Lφ′′zζ(z, ω, t)QR
)
= (2pi)n
(
ξn
ωn
)(n−1)
(−iωn) det
(
En−1 +
ω′tω′
ω2n
)
.
In Step 2 we have already proved that En−1+ ω′tω′/ω2n > 0, and then we obtain detφ′′zζ(z, ω, t) 6= 0
at all the critical points. 
4. INVARIANT EXPRESSION OF CANONICAL TRANSFORM
Finally we shall prove Theorem 2. Firstly we obtain κ−1B (ΛΦ). For this purpose we find the invariant
expression of t[η, τ ] = −φ′ζ . In other words, we will seek the the form which is independent of the
choice of the local coordinates of Pn. Lastly we will compute κB(ω, t, 2piτη, 2piτ) by using κ−1B (ΛΦ).
Proof of Theorem 2. Fix arbitrary ω ∈ Sn−1, and pick up an orthonormal basis {ν1, . . . , νn−1, ω} of
R
n We introduce
µ = µ(s1, . . . , sn−1) := s1ν1 + · · ·+ sn−1νn−1 +
√
1− s21 − · · · − s2n−1ω ∈ Sn−1
with s21+ · · ·+s2n−1 < 1/2. We consider
(
µ(s1, . . . , sn−1), t
) ∈ Pn near (ω, t) with local coordinates
(s′, t) = (s1, . . . , sn−1, t). In the same way as Part 1 of Proof of Theorem 1, we can deduce that the
critical point of the form (ω, t) =
(
µ(0), t
)
must satisfy
xω = t, ξ 6= 0, (ξω)′s′ :=
∂
∂s′
(ξµ(s′))
∣∣∣∣∣
s′=0
= 0.
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We compute the last condition of the above. Since
√
1− σ = 1 +O(σ) near σ = 0, we deduce that
µ(s′) = ω + s1ν1 + · · ·+ sn−1νn−1 +O
(
(s′)2
)
(8)
near s′ = 0. Then
ξµ(s′) = ξω + s1ξν1 + · · ·+ sn−1ξνn−1 +O
(
(s′)2
)
and (ξω)′s′ = 0 implies that ξν1 = · · · = ξνn−1 = 0. Hence we obtain ξ = (ξω)ω and ω = ±ξ/|ξ|.
Next we compute −φ′ζ at ζ = (s′, t) with s′ = 0. Using (8) again, we deduce that
−φ′ζ
(
z, µ(s′), t
)∣∣∣
xω=t,ω=±ξ/|ξ|,s′=0
= 2pii
(
zµ(s′)− t) [−(zµ(s′))′s′
1
] ∣∣∣∣∣
xω=t,ω=±ξ/|ξ|,s′=0
.
Using ξν1 = · · · = ξνn−1 = 0 again, we have
−zµ(s′) = −zω − s1xν1 − · · · − sn−1xνn−1 +O
(
(s′)2
)
.
Hence we obtain
−φ′ζ
(
z, µ(s′), t
)∣∣∣
xω=t,ω=±ξ/|ξ|,s′=0
= 2pii(−iξω)

−xν1
...
−xνn−1
1

∣∣∣∣∣
ω=±ξ/|ξ|
= ±2pi|ξ|

−xν1
...
−xνn−1
1
 .
Here we recall that −tφ′ζ ∈ ω⊥ × R. So we can express t[−xν1, . . . ,−xνn−1] ∈ Rn−1 as
−
n−1∑
j=1
(xνj)νj = −x+ (xω)ω = −x+ (xξ)ξ|ξ|2 in ω
⊥.
The right hand side in the above equation is invariant of the choice of the local coordinates of Pn. We
see this as the invariant expression of η of t[η, τ ] which is the fiber variables of T ∗(P). Thus we have
κB(x− iξ, 2piξ) = ±
(
ξ
|ξ| ,
xξ
|ξ| , 2pi|ξ|
(
−x+ (xξ)ξ|ξ|2
)
, 2pi|ξ|
)
for (x, ξ) ∈ T ∗(Rn) \ 0.
Finally we consider the inverse of κ−1B . Suppose that (ω, t, η
′, τ ′) ∈ T ∗(Pn) satisfies
κB(ω, t, η′, τ ′) = (x− iξ, 2piξ) ∈ ΛΦ, (x, ξ) ∈ T ∗(Rn) \ 0.
Then we have
ω = ± ξ|ξ| , t = ±
xξ
|ξ| , η
′ = ±2pi|ξ|
(
−x+ (xξ)ξ|ξ|2
)
, τ ′ = ±2pi|ξ|.
This implies that
t = xω, tω =
(xξ)ξ
|ξ|2 , η
′ = τ ′(−x+ tω), τ ′ω = 2piξ.
Here we use new variables (ω, t, 2piτη, 2piη) ∈ Pn, that is, τ ′ = 2piτ and η′ = 2piτη. Then we have
t = xω, tω =
(xξ)ξ
|ξ|2 , η = −x+ tω, τω = ξ.
This is valid for τ 6= 0 since ξ 6= 0. Hence we have
κB(ω, t, 2piτη, 2piτ) = (tω − η − iτω, 2piτω)
for τ 6= 0. Note that this is valid also for the case of τ = 0. This completes the proof. 
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