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Some deterministic and multivariate stochastic model identification 
techniques for setting up a suitable dynamic model for an observed 
multivariate process are described. Results of a case study involving the 
problem of multinodal load forecasting are presented in order to illustrate 
the practical utility of the methods discussed. 
Introduction 
In a recent paper, Sinha and Prasadr briefly reviewed some 
techniques for modelling stationary scalar stochastic pro- 
cesses and presented a real life application of these tech- 
niques. As they pointed out, the problems of modelling and 
forecasting stochastic processes using past data have drawn 
wide attention in the literature. Most previous studies seem 
to have been concerned with scalar processesz-5 and only a 
few have been concerned with vector processes.7-10 In 
many cases, the components of the stochastic vector process 
concerned may be statistically dependent and it would be 
necessary to generalize the models reviewed by Sinha and 
Prasadi by replacing the scalar coefficients by matrices. 
Unfortunately, this leads to computational difficulties both 
for model structure identification and for subsequent para- 
meter estimation. In view of difficulties with time series 
techniques, the possibility of developing system identifica- 
tion techniques using the Gauss Markov vector models have 
been explored.9-13 Of the various techniques available for 
this form of modelling, the system identification algorithm 
of Tse and Weinert l3 appears directly relevant to situations 
where modelling is required for forecasting purposes. How- 
ever, application of this algorithm to real data would require 
some preliminary processing of the raw data before relevant 
data for the purely stochastic part of the actual process can 
be generated. Such preliminary processing of actual data is, 
of course, required even for scalar processes. The aims of 
this paper are: (i), to review briefly the techniques of deter- 
ministic modelling associated with the preliminary part of 
the data processing; (ii), to describe briefly the algorithm of 
Tse and Weinert for identifying a minimal order model for 
the stochastic part of the data; and (iii), to illustrate the 
applications of the deterministic and stochastic modelling 
techniques to real life vector forecasting problems. 
A brief statement of a forecasting problem for a vector 
process is given in the next section. A review of some 
commonly used preliminary data processing techniques 
which help to isolate the deterministic and the stochastic 
parts of the given process is then given. This is followed by 
an exposition of the Tse and Weinert modelling algorithm 
for multivariate stochastic processes. An application of the 
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modelling algorithms to power system load forecasting 
problems is also given. 
Statement of problem 
Consider a multioutput system and assume that numerical 
data of the sequence of the components yi(k), i = 1,2, . , m 
of the output vector are available for discrete time points 
k = 0, 1, 2, . It is also assumed that there are no known 
inputs to the system concerned. The problem is to process 
the set of data {Y,(k): yi( l), yi(2), . . , vi(k)) in order to 
obtain a dynamic model which allows prediction of the 
futurevaluesyi(k+j),i=1,2 ,..., m,j>l. 
In general, yi(k) can be expressed as a linear additive 
combination of two parts: 
Yi Ck) = Yidk> + YiAk) (1) 
where the subscripts d and s are used to indicate the deter- 
ministic and the stochastic parts of the output. The first 
task is to generate a model for the deterministic output 
did. Let it be assumed that y&k) satisfies the following 
form of model : 
YidCk) =4’i +YifCk) +Yihtk) (2) 
where Ji stands for the constant or time invariant part of 
the output, yit(k) stands for the trend term and yih(k), the 
harmonic component of the output. Depending on the 
length of the data, it may be possible to equate one or 
more of the three terms in equation (2) to zero. 
Thus, the first problem is, to apply appropriate tech- 
niques for identifying the deterministic components of the 
given output data. Once this is done, the next problem is 
to generate the numerical data for the stochastic parts of the 
outputs and then to identify a minimal order dynamic model 
for the stochastic data. The final problem is to develop a 
forecasting algorithm on the basis of the combined deter- 
ministic and stochastic models and test its utility for real 
data. 
Some deterministic modelling techniques 
There exist well known algorithms for estimating the three 
parts of equation (2) for any givenyi(k) and some of these 
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are reviewed below. equations: 
Average term 
IfE_~&$ is dammated ?J_V the constant term. t?se E&ow- 
ing simple statistical averaging formula usually applies: 
where N is &e total number of hata points used and sl~oulb 
be sufficiently large so that the approximation may be 
close. 
Trend term 
?‘he trend term is oPten assumed tone eifner exponential 
or linear. If it is assumed that the outputYi(k) has the form: 
yi(k) = pi + q. k + ei(k> (4) 
where ei (k) = yih(k) + yi,(k), Ji is the constant term and oli 
is the linear trend coefficient, one can use the least square 
curve fitting techniques in order to estimate the optimum 
values ofYi and LYE. These are given by6: 
Wyi(k) . kl ~ WI Wi(k)l 
oli = 
NCk2 ~ [Ck]’ 
pi =i [Cyi(k) - CY~. Ck] 
(5) 
whc.re C& SWP,W,~,C&,X SW, C&W, QWX ‘, ta N. It S&Y&S & 
noted that the term Yi in equation (4) is not simply the 
statistical average ofYi(k) as can be seen by comparing 
equations (3) and (6). 
If the trend is of the form: 
Yi,(k) = Yi + e@i’ k (7) 
it should be possible to take the natural logarithm ofYi(k) 
in crder to reduce this model to one Itaving a linear trend 
term. In other words, the coefficient pi can be estimated 
using equation (4) ifYi(k) is replaced by lnYi(k). 
Harmonic terms 
Once Yi and yit(k) are identified, one can subtract this 
component from the given dataYi(k) in order to generate 
the data for the variable zi(k) modelled by the following 
equation: 
Zi(k> =~itz(k) +Ydk> (8) 
A spectral analysis can then be carried out in order to 
identify the dominant harmonics. This, however, requires 
a priori information regarding the time period of the given 
zi(k). The desired sample spectrum Si(w) for a period of M 
ob SWC~Q&~ *;3 &G&W& fi-mk tht i&~‘&r&~7.. 
M-l 
Sj(w) = 2 ci(0) + 2 C ci(k) cos(kw) 
k=l I 
where w = 2n/T, T is the period and T/2, the Nyquist limit 
(assuming T even) and ci(r) is the auto covariance function 
of lag I given by : 
ci(l) =i Izl’ zi(k) zi(k + I) (10) 
After the dominant spectral components have been identi- 
fied, their amplitudes can be estimated using the following 
aii = i % zi(k) sin(jwk) (11) 
bji =; ktr zj(k) cos(jwk) (12) 
aii and bij being respectively the amplitudes of the sine and 
cosine components of the ith harmonic of the output zj(k). 
This may be repeated for every block of one complete 
period of data when large number of data are available 
in which case the average values of the amplitudes aii and 
bii are taken. 
Interaction terms 
The above discussions are based on the assumption that 
the various deterministic components Y Id(k), y2d(k), . . . , 
y&k) are independent of one another. In case this is not 
true, it would be necessary to use linear regression analysis 
in order to find the following interactive model: 
Yid(k) =Y?d(k) + 5 eijYjd(k) 
j=1 
i?i 
(13) 
where yyd(k) is the part of yid(k) that is independent of 
other outputs and 8ij is the regressed coefficient relating 
the jth output to the ith output. It is possible to estimate 
aU tlze u&~~Wr2.6 itz the mczdel eqatiff~ <I_ 2 ) h y rz.c_irzg Le& 
square estimation techniques3 for which equation (13) is 
replaced by the following: 
Y&k) = &d(k) e,(k) 
where: 
(14) 
gird(k) = [Yrd(k), . . aYi-ld(k) 1 Yi+ld(k), . . ..Ymd(k)I 
Bi=[fJr.f,...tBL;i-, YP~(k)B,;i-tI...ei,,lT 
Note that equation (14) can often be replaced by the 
following equation: 
Yi(k) =$(k) @i(k) + vi(k) (15) 
where the observed values of the outputs are used in form- 
ing gj(k) and the term q(k) is added to take account of the 
stochastic part of the output yi(k). Least square estimates 
of O,(k) can be obtained on the basis of either equation (14) 
or (15). 
Stochastic modelling 
As mentioned earlier, once the deterministic models for the 
various outputs are obtained, it is possible to generate data 
‘ior the s’rochas’cic components Yis@j of fhe uu’lptits con- 
cerned. If it is assumed that the stochastic outputs are 
correlated, one may utilize the identification algorithm13 
to obtain the following dynamic model: 
x(k + 1) = Fx(k) + Gu(k) (16) 
y,(k) = Hx(k) + u(k) (17) 
where x(k) is an n vector (n > m) and u(k) is the innova- 
tions sequence. Equations (16)-( 17) describe the 
innovation model for the vector of the stochastic outputs 
y,(k) and the unknown parameters of this model are the 
dimension n of the vector x(k), the elements of the matrices 
F, G and H and the covariance CJ of u(k). 
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For ease of identification, it is necessary to assume F 
and H in suitable canonical forms. One possibility is to use 
the following forms of F and H as suggested by Tse and 
Weinertr3: 
F= 
with: 
.F,l 0 0 
F2l F 0. 12 
F ml Fm2 Cn3. 
. 0 
. 0 
(19) 
(20) 
pi stands for the observability subindex of the ith output. 
The ith row of the matrix H can have either of the two 
forms: 
@=[O...O 1 0.. .O], pi>0 (21) 
=[fi10.. J&7-lfi20.. .fi2p*-l’. . 
Xfii_lpi-l O...O], pi=0 0-2) 
The unit element of the first form of h; appears in the 
column (1 +pr + . . . +pi_1). 
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To estimate the unkown value of the n, use is made of 
the relation: 
n = it1 Pi 
As described in the Appendix it is possible to estimate the 
unkown values of the indices pi by testing the rank of a set 
of Hankel matrices Ri(ni). The order determination proce- 
dure associated with the Tse and Weinert algorithm proceeds 
sequentially and by and large eliminates the trial and error 
procedure which is usually associated with the vector 
ARMA time series modelling techniques. Another advantage 
of this algorithm is the fact that the unknown elements of 
the submatrices Fij are also estimated from a vector matrix 
relation: 
ri(Pi)=Ri(Pi).fi i = 1,2,. . . , m (23) 
with the matrix Ri(pi) nonsingular. An estimate offi is 
thus easily obtained by inverting equation (23) to obtain: 
Ei = R7’(Pi) ri(Pi> (24) 
The unknown elements of the matrices G and U are then 
obtained using the following iterative algorithm: 
U, = R(o) - HPkHT (25) 
Gk = (Q - FPkHT) lJ,-’ (26) 
Pk+, = FPkFT + G,JJ,G,T k=0,1,2,... (27) 
where R(o) is the output covariance matrix with u = 0 and 
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Figure 7 Two weeks’ load data for (a), U.P.; (b) Haryana; (c), Delhi 
I6 
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the matrix Q has its columns given by: 
4j = j= 1,2,...,m (28) 
The iteration is started with an arbitrary initial condition 
P, = [0] and continued till converged estimates are obtained 
(convergence of the algorithm has been proved elsewhere).13 
The particular algorithm has been developed on the 
assumption that y,(k) is a zero mean, Gaussian stochastic 
process. Real life data may sometimes deviate from 
stationarity as well as from the Gaussian form. It is thus 
important to test the utility of the Tse and Weinert algo- 
rithm in any specific problem by actual implementation. In 
this study, the problem of modelling the weekly behaviour 
of the integrated active power demand of three neighbour- 
ing power systems for short-term forecasting purposes has 
been considered. The past values of the hourly data of 
active power supplied are used (assuming perfect matching 
of supply and demand) to obtain explicit models of the 
deterministic and the stochastic components of the 
demand. 
The forecasting algorithm 
The forecastsj(k +j) of the future outputy(k +j),j > 1 is 
obtained by the relation: 
P(k +i) = 3& +i) -t-B,@ +i) (29) 
The prediction of the deterministic component is obtained 
without any difficulty once the model for this part of the 
load has been identified. This is given by: 
Pd(k +i) =Y +_vt(k +i) +Y& +i) (30) 
Note that the three components of 3d(k t j) do not require 
any on-line data processing. However, the forecasts of the 
stochastic part do require on-line data processing since 
these are obtained by using the equations: 
$,(k +j) = H_?(k tj) (31) 
~?(k tj) = Fj-‘x(k t 1) (32) 
where x(k t 1) is obtained by processingy(k) using equation 
(16). 
Results of a case study 
The problem of short-term load forecasting on the basis of 
a weekly load model has been studied by a number of 
workers14-16 by considering the data for the integrated 
demand of the given system. In this study, the problem of 
extending these studies to vector data from neighbouring 
systems has been considered. A total of 1680 hourly data 
regarding the integrated demands of the three neighbouring 
states of Uttar Pradesh (U.P.), Haryana and Delhi have 
been processed in order to obtain an interactive stochastic 
load model. Figures la-lc show part of the data which 
clearly exhibits the periodic nature of the load model. The 
harmonic parts of the three sets of data have been identified 
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Figure 2 Spectrograms for (a), U.P.; (b), Haryana; (c), Delhi 
Tab/e 7 Harmonic coefficients 
Vi 1252.5 304.23 245.70 
ail 11.79 6.93 6.33 
aiJ -61.19 -32.55 -44.24 
ail4 -62.21 -34.08 -48.02 
bil -25.33 -5.11 - 14.43 
bi7 35.86 -44.71 -35.06 
bil4 -22.39 -5.45 -4.78 
\ ‘4oo-4 \ 1’ \--- 
a 
1200 1 I I I 
IC 
o-1 I I 
6 12 18 24 
HOUE 
Figure 3 Actual and predicted loads for (a), U.P.; (b), Haryana; 
(c), Delhi. C---J, actual demand; l---j, predicted demand 
in the manner described earlier, assuming that there is no 
interaction among the deterministic constituents of the 
load data. The spectrograms of the three cases are shown in 
Figure 2, using the magnitude of the strongest harmonic 
(this corresponds to the seventh harmonic) as the normaliz- 
ing quantity, which show the first, the seventh and the 
fourteenth harmonics are dominant in each case. The esti- 
mates of the coefficients concerned are given in Table I. 
The stochastic data have then been generated for the 
three cases and have been processed using Tse and Weinert’s 
algorithm. The unknown indices have been estimated to be: 
Pl= 1 P?= 1 and P3’2 
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Tab/e 2 Errors of prediction 
U.P. Haryana Delhi 
p.u. cumulative average error 0.0163 -0.0221 0.0132 
p.u. absolute average error 0.0289 0.0732 0.1102 
p.u. mean squared error 0.0012 0.0086 0.0197 
The following parameters have been obtained : 
I 
0.9047 0.0 0.0 0.0 
F= 
0.1252 0.4192 0.0 0.0 
0.0 0.0 0.0 1.0 
-0.0850 0.3955 -0.4941 0.5726 1 
0.7492 0.1212 -0.1004 
G= 
i 
0.0508 0.6974 0.0424 
0.0196 0.0928 0.7660 
-0.0089 -0.0819 0.3026 I 
1.0 0.0 0.0 0.0 
H= 0.0 
I 
1.0 0.0 0.0 
0.0 0.0 1.0 0.0 1 
U= 0.0230 L 
0.3979 0.0230 0.0064 
0.1783 -0.0001 
0.0064 - 0.0001 0.1889 I 
The deterministic and stochastic models so obtained have 
then been used for obtaining forecasts one hour ahead 
of the load demand over a total of 24 points. The actual 
and the forecast values are shown in Figure 3. The 
accuracy of prediction has been analysed by computing 
the p.u. cumulative average error, p.u. absolute average 
error and p.u. mean squared error. The computed values of 
the errors are shown in Table 2. 
Conclusions 
The problem of identifying a minimal order innovation 
model by processing past measurements of a vector 
stochastic process has been briefly discussed. It has been 
pointed out that a preliminary processing of the real data 
is generally required before suitable stochastic data can be 
generated. The results of a case study involving a load 
forecasting problem have been presented in order to illus- 
trate the typical preprocessing procedure. The case study 
also illustrates the feasibility of the proposed stochastic 
model identification algorithm in real life situations. 
It is well known that some practical data may represent 
the output of nonlinear models. The methods discussed 
in this paper may be useful in such cases if the data are 
replaced by log data.7 
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The basic relation, on which the identification of the 
innovation model is based, is given by the equation: 
i PI--l 
rij(pi + O) = 2 1 filkrlj(k ’ 0) pi > 0 (Al) 
I=1 k=O 
where rij(.) represents the covariance function which 
is estimated using the time average for large length of data L. 
‘ij (a) = i Lkzy Yidk) YjsCk + O> 642) 
The unknown indices pl, . pm as well as the elements of 
the submatrices Fij are estimated by utilizing equation (Al) 
in the manner described below. 
Take i = 1, u = 1,2, . . . , p1 in equation (Al) to obtain 
the fohowing vector matrix relationship: 
r,(p,) =RI(Pl)fl (A3) 
where: 
rl(Pl) = lrIj(P1 + 1) . rIj(2PdlT 
f1 = LfIIO . . *fllp,-ll* 
R,(n1) = 
rlj(l) rlj(2). . . rli(nl) 
r1iw rrj(3) . . . rrj(i?r + 1) 
.rrj(nr) . . Prj(2nr - 1 I > 
A set of matrices R,(nr), n, = 1,2, . . . ,I?, are constructed 
so that IR I(ril)l = 0. The index p1 is then taken to be equal 
to ri 1 - 1. Since in practice it is difficult to ascertain exactly 
when IRI(n,)( = 0, it is necessary to take the ratio of two 
consecutive determinants, i.e., ~RI(nl)l/lRI(nI + 1)I to 
find when the maximum drop in the magnitude of the ratio 
occurs. 
The elements of F,l are then estimated from (A3) by 
t! iWV=XX QQ+ZLtiW.‘;. I 
f~ =K’@,) PI (A4) 
Consider next the relation (Al) with i = 2, u = 1,2, . . . , 
p1 + pz which yields the following vector matrix equation: 
rz(p2) = R2(~2) f2 (As) 
The different terms in equation (A5) are defined as below: 
~~~~~~~  = -~i/rrL f T!, . ~~~j~~n~~ t n,. ‘,5T 
f2 = LfZlO . . .f21p,-1 f220. . .f22p,-1F 
Rz(nz> = 
R,(P,) 
rlj(Pl + 1) . . .rv(2p1) 
I 
I 
rlj(Pi + 1). . .rlj(2Pl+ 1) 
I 
1 
I 
I 
I 
r,j(p1+~2)...rlj(2P1t~2-1)l 
raj(l) . . rzj@2> 
raj(2) . . . rzj(na + 1) 
The value of p2 is taken equal to ri2 - 1 such that IR2(fi2)l = 0. 
The elements of Fzl and F,, are then estimated from equation 
(A5). The procedure is continued till the indices p3, . , pm 
and all the blocks of F are computed. 
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