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Abstract
Tracking user’s visual attention is a fundamental as-
pect in novel human-computer interaction paradigms
found in Virtual Reality. For example, multimodal in-
terfaces or dialogue-based communications with vir-
tual and real agents greatly benefit from the analysis of
the user’s visual attention as a vital source for deictic
references or turn-taking signals. Current approaches
to determine visual attention rely primarily on monoc-
ular eye trackers. Hence they are restricted to the in-
terpretation of two-dimensional fixations relative to a
defined area of projection.
The study presented in this article compares pre-
cision, accuracy and application performance of two
binocular eye tracking devices. Two algorithms are
compared which derive depth information as required
for visual attention-based 3D interfaces. This infor-
mation is further applied to an improved VR selection
task in which a binocular eye tracker and an adaptive
neural network algorithm is used during the disam-
biguation of partly occluded objects.
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1 Introduction
Knowledge about the visual attention of users is a
highly attractive benefit for information interfaces.
The human eye is a powerful device for both perceiv-
ing and conveying information. It is faster than speech
or gestures and it is closely coupled to cognition. Eye
trackers offer a technical solution for acquiring the di-
rection of gaze, from which the focus of attention can
be derived. This has made eye tracking a powerful
tool for basic research. For instance, in psycholinguis-
tics the visual world paradigm [TSKES95] has gained
much attention. This paradigm is used to investigate
the interaction between visual context and speech pro-
cessing by tracking the users’ gaze on a scene while
producing or interpreting spoken language. Eye track-
ing has also become part of the standard toolkit of ap-
plied research, e.g., for interface evaluation. In both
areas, eye trackers are primarily used as recording de-
vices combined with a subsequent offline analysis.
The most prominent examples of online applica-
tions are gaze typing systems, which provide alterna-
tive means for text input for the physically challenged,
e.g., the Eye-Switch system [TKFW+79]. Supported
by a boost in desktop processing power, customer
video-based eye tracking units started to provide near
real-time access to gaze direction in the late 1980s.
Since then eye trackers have evolved to a feasible input
device.
Today, portable head-mounted eye trackers are
available (see Figure 1) and the user is no longer re-
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Figure 1: The head-mounted eye trackers used in the
study: (a) SMI EyeLink I and (b) Arrington Research
ViewPoint PC-60 BS007. The shutter-glasses have
been attached to the head-mount and the cameras are
recording the eyes from below.
quired to remain stable, i.e., sitting on a chair or even
using a chin rest. Eye tracking therefore has also be-
come an attractive input method for Augmented and
Virtual Reality (VR).
Relevant features of eye movements are fixations,
i.e., short moments when the eyes are resting on a spe-
cific area, and the movements in between such resting
points, the saccades. The eye tracking hardware is ca-
pable of capturing features necessary for reconstruct-
ing the line of sight from images of the eyes. How-
ever, the common approach provided by current state-
of-the-art eye movement analysis software is to inter-
sect this line of sight with a two dimensional plane,
either a computer screen or a video image acquired by
a so-called scene camera, and provide 2D coordinates
relative to the specified plane.
Thus it is not surprising that, to the authors’ knowl-
edge, information about the depth of fixations are
only rarely used in today’s research, even though
there are many lines of research that could greatly
benefit from this knowledge, e.g., for the interpreta-
tion of spatial propositions (“in front of” vs. “be-
hind” [GHW93]). And even more, it has to be ques-
tioned whether findings obtained using 2D or 2 1/2D
stimuli can be automatically generalized to 3D envi-
ronments (see [FPR06] for an example). A reliable al-
gorithm for determining the depth of a fixation could
therefore open new grounds for basic research.
Robust mobile 3D gaze tracking systems could
also increase the capabilities of physically challenged
users. Internal representations of users’ surround-
ings could be augmented with semantic scene descrip-
tions. By grounding the 3D gaze trajectories in a
combined geometric and semantic representation of
their surroundings, interaction models could utilize the
additional context information to provide improved
context-aware user centered interactions. Attentive
computer vision systems could follow the guidance of
the human gaze and selectively extract relevant infor-
mation from the environment.
Knowledge about the area fixated by users in 3D
space could also improve human-computer interaction
in several ways. First of all, gaze plays an impor-
tant role in computer mediated communication, e.g.,
when establishing eye contact to ensure mutual under-
standing or as turn-taking signals to control interac-
tion in dialogues. Tracking gaze is therefore highly
interesting for novel interfaces for teleconferencing
such as Interactive Social Displays [PL07] developed
in the PASION project [BMWD06]. The knowledge
about the elements fixated by the users within the vir-
tual world is also highly relevant for embodied virtual
agents, such as Max [KJLW03].
In direct interaction the 3D fixations could, e.g., be
used for precise selection of entities in dense data vi-
sualizations. Using depth information, it is possible to
detect fixations on objects behind transparent or sparse
geometries, e.g., generated by shaders (grass, bushes),
without requiring the line of sight to hit geometry.
There are even applications on a technical level, e.g.,
in rendering technology, where the focused area can
be rendered in greater detail (multiresolution) than the
rest of the scene, and thus with equivalent rendering
performance an increase in visual appearance is possi-
ble.
There already exist a number of successful ap-
proaches employing eye tracking technology in VR.
Some of them will be described in more detail in the
following section. However, all of the approaches
known to the authors rely on a single eye and there-
fore can only utilize the direction of the gaze and not
reliably estimate the depth of the fixated area. Thus,
the approaches have a lower resolution than techni-
cally possible and are subject to ambiguities. This will
be elaborated in more detail in section 2.1.
In this article we are going to tackle the following
questions:
1. How can the depth of a fixation be determined?
2. What algorithms are known and which of them
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are suitable for applications, especially in VR?
3. How well do different eye trackers cope with the
demands of 3D fixation determination?
4. What are the quantified benefits for applications,
exemplarily tested on a visual selection task?
2 State of the Art
Gaze plays an important role in the design of em-
bodied conversational agents (ECAs) [TCP97] and
eye tracking technology provides a viable source
of data on human gazing behavior. Vertegaal et
al. [VSvdVN01] derive implications for gaze behavior
of ECAs in communicative situations from eye track-
ing studies on human conversations. Others, such as
Lee et al. [LBB02], create computational models for
gaze pattern production in virtual agents based on data
on natural eye movements. Examples of online in-
terpretation of eye tracking data are the already men-
tioned gaze typing systems.
Knowledge about the user’s visual attention can be
used to facilitate human-to-human interaction in VR
environments. Duchowski et al. [DCC+04] project the
eye movements of a user onto a virtual avatar and show
advantages of a visible line of sight for the commu-
nication of references to objects. More technical ap-
proaches employ information about the focused area
to optimize rendering processes [LHNW00].
Human-machine interaction within VR systems can
also greatly benefit from information gained by eye
tracking. Tanriverdi and Jacob [TJ00] demonstrate a
significantly faster object selection when it is based
on gaze as compared to gestures. Their algorithm
combines the picking algorithm provided by SGI Per-
former with a histogram-based approach, counting the
relative frequencies of fixations per object and select-
ing the most frequently fixated object within a time
window. They use the intersection of the line of sight
with the 2D plane defined by the projection plane as
basis for the picking ray.
Using a ray along the visual axis as the basis for a
gaze-based interaction model is an approach also fol-
lowed by Duchowski et al. [DMC+02] and Barabas et
al. [BGA+04]. They anchor the ray in the position of
the eye or the head and project it through a fixation on
a 2D plane, which is defined by the projection surface.
Interpreting pointing as a ray or vector is quite com-
mon for pointing gestures [Kit03] and we have con-
ducted a study on the performance of human point-
(a) (b)
Figure 2: Selecting objects via ray-based approaches
suffers from ambiguities. (a) If the ray does not hit
any object the selection is underspecified. (b) If sev-
eral objects are hit the selection is overspecified. Both
cases demand appropriate selection heuristics.
ing [KLP+06] to evaluate models for the interpreta-
tion of pointing gestures. The studies show that taking
gaze into account improves the accuracy of the inter-
pretation of pointing gestures. In these models the di-
rection of gaze is only approximated by the direction
of the face and thus we expect even better performance
when considering the actual direction of the gaze mea-
sured by an eye tracker.
2.1 Problems with Ray-Based Approaches
In ray-based approaches, determining the depth of a
fixation has to deal with several problems (see Figure
2): it is (a) only possible if the ray of sight directly
intersects a geometry; there is (b) an ambiguity when-
ever several geometries are intersecting the ray of sight
and these approaches (c) do not respect the dominance
of a specific eye when determining the fixation.
Problems (a) and (b) are also relevant and known
for pointing/picking and there exist several approaches
to improve performance. Natural interaction technolo-
gies often employ heuristics, for instance, they take
the distances of objects to the picking ray into account
and thus they do not require a direct intersection with
the object’s geometries [OBF03]. More technical ap-
proaches either use tools [FHZ96] or visualizations as
aiming aids.
Modelling human visual perception as a ray can
only be a simplification. In reality, the eyes cannot see
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equally well all along the visual axis. In the following
section we provide a brief review of depth perception,
focusing on features appropriate for sensory acquisi-
tion.
2.2 3D Visual Perception
Although the retina of the human eye only samples a
2D projection of the surroundings, humans are capa-
ble of reconstructing a three-dimensional impression
of their environment. In the literature (e.g. [Gol02])
several criteria for depth perception can be found:
monocular depth criteria such as occlusion, relative
size/height in the field of view, common size of ob-
jects, atmospherical and linear perspective, the
gradient of texture, or motion parallax convey
spatial information with a single eye only;
binocular depth criteria are disparity (differences in
the retinal picture caused by the disparity of the
eyes), vergence (see Figure 3), or accommodation
Binocular depth perception, stereopsis, provides
means to differentiate between the depth of objects up
to a distance of about 135 meters. If the depth of a
fixation is to be determined, only such criteria can be
used which require measurable effort from the percep-
tual system. As most criteria do not involve a sensory-
motor component, from the listed criteria only ver-
gence and accommodation remain for consideration.
Both vary depending on the distance of the fixated ob-
ject.
The human eyes are optimized to see very accurate
only within a small area of the retina, the fovea cen-
tralis. The area covered by the fovea centralis is less
than 1◦. This implies that if an object is to be in-
spected, the eyes have to be oriented in such a way
that the projection of the object onto the retina falls
(partly) onto the fovea centralis. If this happens, the
images of both eyes can be fused. The projection
of the object through the center of the eye onto the
retina is the visual line. For eye movements two cate-
gories are distinguished: when the eyes follow an ob-
ject horizontally or vertically, moving in the same di-
rection, they are called version movements and when
the eyes move locally in opposite directions, they are
called vergence movements. Those vergence move-
ments can be found when fixating objects in different
depths. As they involve the movements of both eyes,
they can only be measured by binocular eye track-
ers. The relevant movement for the stereoscopic depth
perception is the horizontal component of the move-
ment [Whe38]. Measuring vergence angles one may
differentiate fixation depths up to a distance of 1.5 m
to 3 m depending on the user’s visual faculty.
Accommodation can be measured with research
prototypes of vision-based eye trackers [SMIB07], but
not with off-the-shelf technology, so far. A healthy eye
of a young adult has an operational range between fo-
cal lengths from 1.68 cm to 1.80 cm. Thus differences
in accommodation can be measured for distances be-
tween approximately 0.25 m and 100 m.
The working range of vergence movements nicely
covers typical interaction spaces within immersive set-
ups. Whether a state-of-the-art binocular eye tracker
does provide sufficient means to measure vergence an-
gles at resolutions reasonable for human-machine in-
teraction will be one of the questions tackled by the
user study presented in section r˜efmethod. Tracking
accommodation would significantly increase the oper-
ational range of 3D gaze determination. However, to
our knowledge the available head-mounted devices do
not currently offer this functionality.
2.3 Estimating Fixation Depth
In our study presented in section r˜efmethod we want to
test two different approaches to estimate the depth of a
fixation. The first is a straight forward approach using
linear algebra triangulation: the depth is determined
by the intersection of the visual axes of the two eyes
converging on the target. The second approach has
been proposed by Essig and colleagues [EPR06]: a pa-
rameterized self-organizing map adapts to the viewing
behavior of the user and the visual context, learning
the mapping from the 2D coordinates of the fixations
of both eyes on a display to the fixated point in depth.
This approach has previously only been tested with an
anaglyphic stereo projection and dot-like targets. In
the study presented in this article shutter-glasses are
used in a desktop VR scenario. Rather than points or
fixation crosses, small geometric models of real ob-
jects are used as targets. This is motivated out of sev-
eral reasons. First of all, points are more difficult to
fuse when perceiving a stereo image. Unwanted ghost-
ing effects increase with high-contrast between points
and background. Also, objects constitute a more re-
alistic scenario, which is closer to real applications.
And finally, using geometric models of existing real
objects, we were able to replicate the presented study
on real objects [PDLW07].
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(a) (b)
Figure 3: Calculating the depth of a fixation using linear algebra. Although the visual axes of the eyes may
intersect in the focal point ~f when projected to a plane (a, top view), in three dimensions they may still not
intersect (b, side view).
2.3.1 Crosscutting the Visual Axes
In theory, the point being fixated with both eyes can
be determined by intersecting the visual axes of the
eyes (see Figure 3). Given the positions of the two
eyes ~aleft and ~aright, as well as the fixations of both
eyes ~sleft and ~sright, as provided by the eye tracker, on
the projection surface, we can derive the following line
equations ~gleft (1) and ~gright (2) for the visual axes
and specify a minimization problem (3):
~gleft = ~aleft + µ · (~sleft − ~aleft) (1)
~gright = ~aright + η · (~sright − ~aright) (2)
|~gleft − ~gright| := min (3)
Solving the minimization problem will provide two
points ~fleft and ~fright on both visual axes, see Figure
3 (b), which are the points with the shortest distance
to the other axis. The point of fixation ~f then is the
midpoint of the line segment between ~fleft and ~fright.
This approach, though, has some disadvantages.
First, the physical parameters such as the height, the
disparity and the geometry of the eyes vary between
users and would have to be measured for each person.
Also, one of the eyes typically dominates the other,
that is, this eye’s fixations are likely to be more precise
and accurate than those of the other. More generally,
users may have different behavioral patterns in their
vergence movements. Together with device specific
systematic errors and noise in the angles measured by
the eye trackers this will lead to differences between
the real and the approximated visual axis. These pa-
rameters are not taken into account by the geometric
algorithm. An accurate calibration procedure could
help to estimate some of the parameters. But to get
reasonable data, calibration may have to be repeated
several times, which would make it a tedious proce-
dure. As the maintenance of an accurate tracking re-
quires a recalibration every time the eye tracker slips,
this would soon be tiring.
Essig et al. [EPR06] proposed an adaptive algorithm
to estimate the depth of a fixation, which may be more
suitable under these conditions. Their approach is
summarized below.
2.3.2 Holistic Approximation Via a Parametrized
Self-Organizing Map
The idea is to replace the fixed mapping provided
by the linear algebra approach with a flexible map-
ping based on machine learning. This mapping should
translate the 2D fixation coordinates provided by the
eye tracker for both eyes to a 3D coordinate describing
the singular binocular fixation in depth. This mapping
will have to be learned and thus will require user inter-
action. The 2D calibration procedure required for the
2D eye tracking software will therefore be followed by
a 3D calibration procedure using a 3D grid of points.
A usability-requirement is that the learning procedure
is as smooth and fast as possible, as relearning will be
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necessary every time the eye tracking device slips.
Essig et al. [EPR06] proposed to use a Parameter-
ized Self-Organizing Map (PSOM), a smooth high-
dimensional feature-map [Rit93] for approximating
the 3D fixation. The PSOM is derived from the
SOM [Koh90] but needs less training to learn a non-
linear mapping. It consists of neurons a ∈ A with a
reference vector ~wa defining a projection into the in-
put space X ⊆ Rd. The reference vector is defined as
~wa = (xl, yl, xr, yr, xdiv) with (xl,yl) and (xr,yr) be-
ing the fixations on the projection plane measured by
the eye tracker. As the horizontal distance of the fix-
ations has a significant contribution to the determina-
tion of the depth, it is added as an additional parameter
xdiv = xr − xl to ~wa.
To train the PSOM, all 27 points of a three-
dimensional 3 × 3 × 3 calibration grid are presented
subsequently and the corresponding ~wa are measured.
From this one can derive a function ~w(s) mapping the
coordinates of the 3D grid onto the reference vectors.
Thus ~w(s) is constructed in such a way that the co-
ordinates of the 3D grid can be mapped to the 2D posi-
tions of the fixations. To find the fixation one has then
to find the solution of the inverse function numerically
using gradient descent, which is done in the network’s
recurrent connections.
In the user study we used exactly the PSOM as spec-
ified by Essig and colleagues [EPR06].
3 Method
We conducted a user study to test accuracy, precision
and application performance of the two algorithms in
combination with two eye trackers available to our
group. Our goal was to find a combination of software
and hardware suitable for 3D gaze-based interaction in
Virtual Environments.
3.1 Hypotheses
Based on the questions presented in the introduction,
the following hypotheses guided the study:
A: PSOM is more precise and accurate than the ge-
ometric approach
Of the two algorithms presented, the PSOM should
have noticeable advantages. This approach was there-
fore expected to provide higher precision and accuracy
Figure 4: The set-up of the experiment used shutter-
glasses and a cathode-ray display. The head of the user
was stabilized using a chin rest.
compared to the geometric approach, according to the
reasons pointed out in Section 2.1.
B: The high-end device is more precise and accu-
rate than the low-cost device in binocular use
Two different head-mounted devices were tested (see
Figure 1): the EyeLink I from SMI as a representative
of the high-end devices (> e 30,000) and the system
PC60 from Arrington Research as a representative for
the low-cost sector (< e 12,000). The technical de-
tails presented in Table 1 show that the device from
SMI has noticeable advantages regarding speed and
accuracy. In addition, it is equipped with a unit for
compensating small head movements.
C: Knowing the depth of a fixation will increase
success rate when selecting objects
Exploiting knowledge about the depth of a fixation
should improve the disambiguation of difficult cases
where objects are partially occluded, but have signif-
icant differences in depth (see Figure 2). Therefore
this approach should have a higher success rate for
these object selections than traditional 2D-based ap-
proaches.
3.2 Scenario
Participants looked at a 3D scene showing a structure
built out of toy building blocks (see Figure 4 and Fig-
ure 5). The dimensions of the relevant target objects
used in the study are provided in Table 2. The structure
was built to fit exactly inside a cube of 30 cm and was
positioned right behind the projection surface. This
allowed us to replicate the same setting with real ob-
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Arrington PC60 SMI EyeLink I
temporal resolution (Hz) 30 / 60 250
optical resolution (pixel) 640× 480 / 320× 240 -
deviation from real eye pos 0.25 ◦ - 1.0 ◦ visual angle < 1.0 ◦ visual angle
accuracy 0.15 ◦ visual angle 0.01 ◦ visual angle
compensation of head shifts not possible ±30 ◦ horizontal, ±20 ◦ vertical
Table 1: Technical details of the eye tracking systems.
(a) In the online version you may click on this image to explore a
3D view of the setting.
(b) This set of occluding objects defines the critical
area for the 3D selection algorithm.
Figure 5: Position of the objects in the model (left). The objects numbered 17 to 20 define the critical area
where a selection based on 2D methods leads to ambiguities (right).
jects in a subsequent study. A 21” Samsung SyncMas-
ter 1100 cathode-ray monitor was used together with
a NVidia Quadro4 980 XGL and Elsa Retaliator con-
sumer class shutter-glasses for the stereoscopic pro-
jection. Both eye tracking systems are prepared to be
used in monitor-based settings. The implementation
of the experiment was based on the 3D extension of
the VDesigner software described in [FPR06].
The study had four conditions, resulting from an
intra-personal covariation of two tested eye trackers
and two algorithms. To stabilize external factors, the
distance from the head to the projection plane was fix-
ated to 65 cm using a chin rest. The height of the chin
rest was adjusted so that the eyes of the user were po-
sitioned on level with the upper edge of the virtual cal-
ibration grid (see Figure 6).
Figure 6: Sketch of the set-up: the virtual space fits
exactly inside a cube of 30 cm located behind the plane
of projection.
The two eye trackers, the SMI EyeLink I and the
Arrington PC60, are both head-mounted. In addition
to the eye tracker the participants also had to wear
the shutter-glasses. The combination of a projection
urn:nbn:de:0009-6-16605, ISSN 1860-2037
Journal of Virtual Reality and Broadcasting, Volume 5(2008), no. 16
Object Number x y z
1, 2 23 8 23
3, 4, 17, 19, 22 20 24 17
5 30 30 30
6 30 10 30
7, 18, 20, 21 20 24 20
8 20 34 20
9 20 60 17
10 20 20 34
11 20 17 24
12, 15 20 20 24
13, 14, 16 20 17 24
Table 2: Object dimensions (in mm) of the target set
of objects used for the fixation and selection task. The
numbers refer to the objects as specified in Figure 5.
technology requiring special glasses and vision-based
eye tracking systems is delicate, as the cameras of the
eye tracking systems cannot see clearly through the
glasses. In our case we adjusted them to a position be-
low the glasses with a free, but very steep, perspective
onto the eye. For the SMI EyeLink I we had to con-
struct a special mounting for the glasses, as the orig-
inal one interfered with the bulky head-mounted eye
tracking system. This also allowed to increase the gap
between the eyes and the glasses so that orienting the
cameras of the eye tracking systems was easier.
Following the standard 2D calibration procedure
provided by the accompanying eye tracking software
a 3D calibration procedure was run. For this partici-
pants were presented the points of the calibration grid;
for a side view see Figure 6. To fixate the leftmost
calibration point on the front side of the cube the right
eye of the user had to rotate 49.27◦ to the left, whereas
the rightmost point was 32.19◦ to the right. To fixate
all points on the back side of the cube, the right eye
had to rotate 36.16◦ to the left and 22.15◦ to the right.
To fixate a point in the upper center of the front side
the eyes had to converge 8.99◦ and for a corresponding
point on the back side 6.16◦.
A pilot study had shown that each person needed
an individual timespan to acquire 3D perception with
the projection technology used, so the calibration
was self-paced. During the calibration procedure, all
points of the grid were presented dimly lit and only
the point to be fixated was highlighted. The points
were traversed on a per plane basis, as recommended
by Essig and colleagues [EPR06]. However, they only
displayed the points of one plane at a time while we
showed all points simultaneously, but dimly lit.
A life-sized VR model of toy building blocks was
shown during the experiment (see Figure 4). The
experimenter verbally referenced objects within the
model which should then be fixated by the partici-
pants. As soon as they fixated the object, the partic-
ipants affirmed this by pressing a key. The 3D fixation
points were calculated internally for each fixation us-
ing both algorithms and the results were logged. This
was performed with each participant using the 22 ob-
jects depicted in Figure 5, once with the SMI EyeLink
I and once with the Arrington Research PC60.
4 Results
In this study we tested 10 participants (4 females and
6 males). The mean age was 26.2 years, the youngest
participant was 21 years and the oldest 41 years old.
Four participants were nearsighted and one farsighted.
All participants had normal or corrected sight (contact
lenses) during the experiment. They rated the diffi-
culty of the experiment with 2.2 on a scale from 1
(very easy) to 6 (extremely hard).
Four participants reported difficulties in fixating the
virtual calibration crosses: they experienced problems
getting the crosses to overlap for getting the 3D im-
pression. However, a post-hoc analysis of calibration
data and fixations revealed no significant differences
compared to other participants.
4.1 Precision and Accuracy
The relative deviations of the calculated fixations from
the real object positions (defined by the center of the
object geometries) over all participants are shown in
bagplots for the axes y and z (depth) in Figure 7.
The Kolmogorov-Smirnov test [Con71] showed
that both datasets are not normally distributed.
We therefore applied the Mann-Whitney-Wilcoxon
test [HW73] to examine whether the absolute means
of both datasets are significantly different and if the
means differ significantly from the nominal values. An
alpha level of 0.05 is considered significant (see Table
3) in all tests.
In the test series for the two eye trackers the results
for the z axis show that the means of the fixations ap-
proximated by the PSOM are significantly closer to the
nominal value than those calculated by the geometric
approach (7 from left to right). Still, all means differ
significantly from the nominal value. The means of
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device algorithm normally
distributed
mean difference btw.
algorithms
nominal error standard
deviation
Arr. geom. no, p < 0.001 -195.77 mm sig. p < 0.001 sig. p < 0.001 526.69 mm
PSOM yes, p = 0.943 -18.75 mm sig. p = 0.005 96.92 mm
SMI geom. no, p = 0.038 -248.55 mm sig. p < 0.001 sig. p < 0.001 149.3 mm
PSOM yes, p = 0.661 -70.57 mm sig. p < 0.001 60.06 mm
Table 3: Results comparing the different conditions. A significant difference of the means of the fixation depths
shows up in favor of the PSOM-algorithm.
the results for the device from Arrington Research are
closer to the nominal value than those from the SMI
eye tracker (7 from top to bottom). Thus it can be
said that the device from Arrington Research showed
a higher accuracy in our study.
The SMI device, however, achieved a higher preci-
sion, which is expressed in the lower standard devi-
ations when compared to the device from Arrington
Research. The precision using the PSOM algorithm is
higher than the precision of the geometric algorithm
for both devices.
4.2 Performance in the Object Selection Task
Besides the described quantitative accuracy study,
qualitative implications for applications were tested on
an object selection task. We tested whether a selection
algorithm based on the 3D fixations manages to suc-
cessfully identify more objects than an approach based
on 2D fixations only. Backed by the previous results
we only considered the PSOM approach using the Ar-
rington Research PC60 for the 3D fixations.
The 2D selection algorithm determines the Eu-
clidean distance between the 2D coordinates on the
projection plane provided by the eye tracking software
and the projected screen coordinates of the 22 objects
(center of object). The object with the smallest dis-
tance to at least one of the fixations of both eyes was
taken as the selected object. The selection was then
checked against the prompted object.
The 3D selection algorithm worked similarly using
a standard 3D distance metric. Of the 22 objects, 4
were positioned in such a way that their projections
partially occluded each other and thus led to an am-
biguous situation for the 2D selection test. This set of
objects defined a critical area for the test.
The 2D selection algorithm successfully identified
165 (75%) of the 220 possible object selections (22
per participant). The 3D selection algorithm identi-
fied only 92 (42%). In the critical area comprising the
objects 17 to 20 (40 selections) the 3D algorithm man-
ages to disambiguate 17 (42%) object selections com-
pared to 12 (30%) identified by the 2D algorithm. Fig-
ure 8 shows the successful selections per object. The
numbering of the objects is depicted in Figure 5.
5 Discussion
The following conclusions for the three hypotheses
(see 3.1) can be derived from the results of the study.
A: accepted. PSOM is more precise than the
geometric approach
The fixations approximated by the PSOM are signif-
icantly more precise and accurate than the results of
the geometric approach for the y and z coordinates for
both eye trackers.
This result replicates the findings of Essig and col-
leagues [EPR06]. They had already shown that the
error increases with distance from the observer. Com-
pared to their results we found greater deviations of the
means and of the standard errors. This was expected,
as in our setting we considered objects with a distance
between 65 cm and 95 cm from the observer, whereas
in their setting the objects were located in an area be-
tween 39 cm and 61 cm in front of the observer.
Further, we did not use dots or crosses (diameter:
1◦ of visual angle) as targets, but models of small real
objects (diameter: 1◦ − 3◦ of visual angle), such as
bolts and nuts. Thus the error, which is defined as the
deviation of the fixation from the center of the object,
had a higher standard deviation because the participant
could fixate on a larger area than with dots.
B: (partly) rejected. The low-cost device has
been more accurate in the study
Although the EyeLink I has a higher precision, the
PC60 proved to be more accurate in our setting. One
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Figure 7: Bagplots showing the relative errors of the different conditions for the y axis and the z axis. The
perspective is equal to Figure 6, thus the user is looking towards negative z. The darker areas contain the best
50% fixations (those with the lowest deviations) and the brighter areas contain the best 75% fixations. The red
dots mark outliers and the asterisks within the darker area marks the mean value.
possible explanation is that the 2D calibration using
the shutter-glasses is more difficult with the EyeLink I
because the adjustment of the cameras of the EyeLink
I system is more difficult. In the study the fixations
could often only be rated poor by the provided soft-
ware. Thus the base data was less precise. This pred-
ication therefore only holds for the projection tech-
nology and the shutter-glasses used. However, while
the results may not be transferable to different set-ups,
they are still relevant for many desktop-based VR set-
ups that can be found in basic research.
C: (partly) rejected. Considering fixation
depth does reduce success rate
Using the results of the algorithms to estimate the 3D
fixation for object selection on the whole scene yields
a lower success rate than with the original 2D selec-
tion (42% to 75%). Only in the criticial area (objects
17 to 20 in Figure 5), where the partial occlusion of
objects leads to ambiguities with the 2D selection, the
3D selection method can demonstrate an improvement
(42% to 30%). Comparing the coordinates estimated
by the 3D approaches with the coordinates provided
by the eye tracker shows that the estimated values are
less precise. One explanation could be, that for the
2D object selection only the best fixation of both eyes,
that is, the one nearest to the object, has been consid-
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ered. This should in most cases be the fixation from
the dominant eye. For the 3D object selection, infor-
mation of both eyes needs to be integrated and thus
the less precise eye adds some noise to the data. In ad-
dition, the 2D calibration provided by the eye tracking
system is well evolved, done automatically and did not
require stereopsis, whereas the 3D calibration is a re-
search prototype, done self-paced and required a good
stereopsis.
6 Conclusion
The results show that 3D fixations can be derived from
vergence movements and the findings of Essig and col-
leagues [EPR06] can be generalized to shutter-glass
based projection technologies.
The adaptive PSOM approach based on five param-
eters (x/y coordinates of left and right 2D fixations and
difference in x coordinate) outperforms the geomet-
ric approach. However, the performance shown in our
study is not as good as in the study of Essig and col-
leagues [EPR06]. We attribute this to larger fixation
target sizes and the more difficult set-up: in the orig-
inal setting, the fixation targets were distributed over
four levels of depth, two behind the screen (-3.67 cm
and -11 cm) and two in front of the screen (3.67 cm and
11 cm). The fixation targets in our setting were all pre-
sented behind the screen (-4.5 cm to -25.5 cm). Fixa-
tions closer to the user require greater vergence move-
ments and thus measurement errors have a smaller ef-
fect.
External factors, e.g. the VR technology used for
the study, may limit the performance. Insufficient
channel separation (ghosting) of the applied stere-
oscopy method and a tracking from below the glasses
complicates the procedure. More advanced technolo-
gies, such as passive projections based on polarized
light, could thus further improve the performance.
Also, the limited interaction space of the desktop-
based VR platform led to a crouded scenary where the
limits of the resolution of the eye tracker have been
met. In our study, 22 objects have been used as fix-
ation targets. Most studies in basic research, that are
bound to eye tracking on a computer screen, restrict
themselves to four to eight objects.
The presented study is part of a series of stud-
ies. In a subsequent study presented at ECEM
2007 [PDLW07], we examined an analogous scenario
with real objects. The study confirmed the advantage
of the PSOM in estimating the depth of the fixations.
Moreover, accuracy and precision of the fixations are
even better on real objects, which is another indica-
tor that the stereo projection technology used in the
study (shutter-glasses) may have deprived some per-
formance.
A following study showed an increased accuracy
and precision of the Arrington Research PC60 within
a 3-sided immersive VR display (two adjacent walls,
one floor) using a projection technology based on po-
larized light [Pfe08]. This setting also provided new
technical challenges as the users could move freely in
the VR setup of a size of 8m3.
The strong definition of hypotheses C, which de-
manded for a general increase in performance, could
not be held. However, the usefullness of 3D fixations
for interaction in Virtual Reality has been successfully
demonstrated for the common object selection task in
the critical area. The 3D fixations could help to dis-
ambiguate between overlapping objects, which led to
a 40% increase in success rate. A hyprid approach that
uses 2D fixations per default and disambiguates fixa-
tions on overlapping objects with 3D fixations could
be a viable solution.
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Figure 8: Histogram of the correct object selections over all 10 sessions (see Figure 5). The critical area of
overlapping objects (numbers 17 to 20) is highlighted.
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