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Abstract—This paper presents a technique to predict the 
temperature response of a multi-element thermal system based 
on the thermal cross-coupling between elements. The complex 
frequency-domain cross-coupling of devices is first characterised 
using a pseudorandom binary sequence (PRBS) technique. The 
characteristics are then used to predict device temperatures for a 
known input power waveform using a discrete Fourier transform 
based technique. The resulting prediction shows good agreement 
with an example practical system used for evaluation. To reduce 
the computational complexity of the initial method, a digital 
infinite impedance response (IIR) filter is fitted to each cross-
coupling characteristic. A high correlation fit is demonstrated 
which produces a near-identical temperature response compared 
to the initial procedure whilst requiring fewer mathematical 
operations. Experimental validation on the practical system 
shows good agreement between IIR filter predictions and 
practical results. It is further demonstrated that this agreement 
can be substantially improved by taking feedback from an 
internal reference temperature. Additionally, the proposed IIR 
filter technique allows the efficient calculation of future device 
temperatures based on simulated input, facilitating future 
temperature predictions. 
Index Terms—Thermal variables measurement, prediction 
methods, IIR digital filters, pseudonoise processes, spectroscopy 
 
I. INTRODUCTION 
HE design of power electronics is increasingly 
constrained by space, weight and temperature 
considerations. In many applications, significant emphasis is 
placed on these constraints due to the environment in which 
the system is to operate. This is particularly true of power 
converters for electric vehicles (EVs) where the constraints are 
more severe than in static applications [1]. In EV applications, 
for example, electrical power converters must be lightweight, 
fit into the small space available and operate in an enclosed 
environment with high ambient temperature and limited 
natural air flow. Ideally, the design of systems would include 
the use of well-spaced components to reduce thermal cross-
coupling and use large heatsinks to reduce the thermal 
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resistance to ambient. However, this leads to increased weight, 
size and cost which is contrary to the design constraints. As a 
result, the engineer is forced to place power components in 
close proximity with minimal heatsinking.  
Despite the increasing use of efficient converter topologies 
and components, advanced thermal design and monitoring of 
the converter is of substantial importance to prevent 
overheating. Of particular interest to the engineer is the 
thermal cross-coupling between devices. When considered in 
isolation, the temperature of a device is a function of only its 
own power dissipation waveform and the cooling system 
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characteristics 
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Fig. 1. Thermal images of four devices mounted on a heatsink with 
temperature of device 2 indicated. (a) Device 2 dissipating alone (b) Both 
device 2 and device 4 dissipating. 
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employed. In a compact system, however, its temperature is 
also heavily dependent on dissipation waveforms in other 
components. We term this dependency the cross-coupling 
between the components. 
The importance of cross-coupling is demonstrated by Fig. 1 
which shows two thermal images of four power devices (1, 2, 
3, 4) mounted on a heatsink. If device 2 dissipates 95 W then 
its temperature rises to 113°C, which is acceptable for a 
silicon device. However, if both devices 2 and 4 each dissipate 
95 W simultaneously, the temperature at each device rises 
beyond 134°C, which is potentially damaging to many silicon 
devices. The 21°C difference in temperature results from 
cross-coupling which would not be predicted by simple 
thermal modelling. This demonstrates the need to take cross-
coupling effects into account for accurate thermal modelling. 
Extensive literature exists on the identification of cross-
coupling characteristics. Many research papers characterise 
the thermal cross-coupling by fitting an electrical equivalent 
circuit of resistors and capacitors to the system [2, 3, 4]. Other 
methods are also used. Evans, for example, describes the 
development of a model based on state-space differential 
equations of the heat equation which is simplified using a 
computer algorithm [5].  
Once identified, cross-coupling characteristics can be used 
to predict the temperature at each system element due to the 
power dissipations in all elements. These prediction methods 
are important in power electronics because they allow a design 
to be evaluated in terms of its compliance with the rated 
maximum temperature of elements under a range of operating 
conditions. Brückner [2] reports one such temperature 
estimation technique for a voltage source converter module. 
By constructing an electrical analogue for the thermal system 
and calculating power input from electrical characteristics, the 
junction temperatures of the semiconductor devices are 
estimated. In this case, however, temperature is not calculated 
with respect to time but rather the temperature at each element 
for each operating condition is evaluated. In a system with 
variable operating conditions, a method which predicts the 
temperature at a given time for an arbitrary dissipation profile 
is required  
Systems which predict the temperature response in real-time 
are of particular significance. In these cases, techniques such 
as active cooling may be used to maintain system parameters 
within tolerances. This concept has been applied extensively 
for on-chip temperature management in the VLSI sector. X. 
Wang [6], for example, uses model-predictive control to 
calculate the temperature and attempt to hold it at a set-point 
by varying power consumption. This approach has 
applications in power electronics where the maximum element 
temperatures are constraints to the safe operating envelope. H. 
Wang [4] reports a method which uses a grid of resistors, 
capacitors and current sources to model a planar microchip. 
By constructing a finite difference equation, the temperature 
response at several points can be estimated in real-time for 
arbitrary power input. This estimate is improved using error 
compensation from a limited number of on-board temperature 
sensors. Similarly, Musallam [7] uses a combination of the 
practical and simulated temperature response to a step power 
input to generate parameters for a Laplace-domain model. By 
transforming the model into the time domain and converting to 
a difference equation, the temperature due to an arbitrary 
power input may be computed in real time. In [7], the model is 
parameterised and the difference equations computed for each 
pair of system elements, hence the effect of cross-coupling is 
explicitly taken into account. 
In recent years, similar approaches have been applied to 
power electronics. For example, James [3] has reported using 
a step function to evaluate the auto- and cross-coupling 
between elements of multichip power electronic module and 
fits these characteristics to a Foster network. The resulting 
model is used to predict the temperature response for an 
arbitrary power input. 
In this paper, the cross-coupling is directly measured for use 
in temperature prediction using a PRBS technique. To provide 
real-world focus, the thermal design of a typical H-bridge 
converter is used for evaluation, an application where there are 
significant thermal constraints [8]. This paper expands 
existing work presented at EPE Lille 2013 [9] by providing a 
more detailed analysis of the technique and demonstrating 
greater computational efficiency by fitting IIR filters to the 
cross-coupling characteristics. 
II. CROSS-COUPLING 
A. Definition 
A thermal system can be modelled as an electrical 
equivalent circuit, consisting of resistors and capacitors. Fig. 2 
shows a typical thermal equivalent circuit between multiple 
heat sources (represented as current sources) and temperature 
readings (represented as voltages). 
The topology of the network model differs both between 
systems and with the type of modelling used; however, like all 
linear two-port systems, the relationship between a single 
power source and single temperature reading can be simplified 
into a Norton equivalent circuit with impedance dependent on 
frequency. Fig. 3 shows the Norton circuit between heat 
source x and temperature measurement point y. In this work, 
we use Q,  and  to refer to the frequency domain 
representations of heat flux, thermal impedance and 
Fig. 2.  Schematic of multiple heat sources and temperature measurements 
 
 
Fig. 3.  Norton equivalent circuit of the thermal circuit between heat source x 
and measurement point y 
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temperature respectively. In addition, all temperatures 
reported are relative to ambient which we represent 
symbolically as an earth connection. 
The cross-coupling, , is the complex frequency-
domain transfer impedance between heat source x and 
measurement y. By applying Ohm’s law and the theory of 
superposition, the temperature at all measurement points due 
to all device dissipations can be expressed in matrix form as 
shown in (1). The 	 
  thermal impedance matrix is the 
combined characteristics of the entire system. 
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Where 	 and  are the number of devices and temperature 
measurement points in the system respectively. In this work, 
both temperature measurement and power input are taken for 
each of the power devices, therefore 	  . Equation (1) 
must be evaluated for each frequency to generate the complete 
temperature response.  
 
B. Generation of cross-coupling characteristics by 
pseudorandom binary sequences 
To characterise  between components x and y over a 
frequency range, system identification techniques are used. 
The easiest to implement is impedance spectroscopy wherein a 
pure sine wave power excitation signal is applied to the 
system and the amplitude and phase of the temperature 
response are recorded. For thermal systems, which have very 
long time constants, this technique is very time consuming 
since at least two cycles per reading are required to overcome 
transient effects. A typical thermal spectrum of 5 readings per 
decade between 10 µHz and 0.1 Hz would therefore take at 
least 6 days. 
Consequently in this work we use an alternative method of 
system identification: a pseudorandom binary sequence 
(PRBS) technique. For brevity, only a brief overview of the 
use of PRBS is provided in this work. For more detail, the 
theory behind these sequences and the techniques derived 
from them are described by Davies [10]. 
An alternative to the PRBS is to apply a step function of 
power dissipation to the thermal system and measure the 
transient response, which can then be fitted to a Foster 
Network [5]. This technique has two main limitations. First, 
the Foster networks characterised can only model self-
impedance because they are one-port networks. In this work, 
however, transfer impedance is required which would demand 
the use of a more general network such as a two-port Cauer 
network [11]. Second, the conversion from a thermal transient 
to a frequency domain representation (required for the 
technique proposed in this work) is difficult because the 
conversion process is very sensitive to noise, particularly at 
higher frequencies, as shown by Salleras [12]. PRBS is 
therefore preferred over transient response measurement for 
cross-coupling characterisation. 
PRBS techniques apply a specially generated excitation 
signal which has an almost flat power spectrum over the band 
of frequencies given in (2). By applying this signal as an input 
power waveform to a thermal system and measuring the 
resulting temperature waveform, the system can be 
characterised over the frequency band. In this way, the 
response of the system can be determined over a range of 
frequencies simultaneously.  
 
 
      (2) 
 
Where  is the valid frequency band, ! is the clock 
frequency of the PRBS and  is the number of periods of  
that are present in a single sequence. There are many 
techniques to generate PRBSs, each with various parameters 
to control sequence length, bandwidth and phase 
characteristics [10]. In this work we use an 8-bit PRBS 
generated by a linear shift feedback register with a four-input 
exclusive-NOR gate tapped from bits 5 to 8 providing the 
feedback, as shown in Fig. 4. For an 	-bit shift register, the 
sequence length , is  ∀ #. In this work, where an 8-bit 
PRBS is used,   ∃∃. 
The PRBS is a two-level signal with pseudorandomly 
spaced transitions. A section of the 8-bit PRBS and the 
frequency domain representation generated using the discrete 
Fourier transform (DFT) are shown in Figs. 5(a) and (b) 
respectively. The cross-coupling spectrum between two points 
in a system under test is generated by applying a PRBS input 
 
 
 
Fig. 4.  Implementation of an 8-bit PRBS using a linear-shift feedback register 
 
 
(a) 
 
(b) 
 
Fig. 5.  Time (a) and frequency domain (b) representations of the 8-bit PRBS 
clocked at 1 Hz 
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power waveform to device x and measuring the temperature 
response at point y and then taking the quotients of the discrete 
Fourier transforms of power and temperature as shown in (3).  
 
 %&  ∋ ()%∗&+∋,−%∗&. / %&0%& (3) 
 
Where ∋ is the discrete Fourier transform operator and  is 
angular frequency. ) and − are the time domain 
temperatures and power readings at points y and x 
respectively. PRBS techniques are used in numerous 
applications including battery modelling [13], parameter 
estimation in electric generators [14] and characterisation of 
thermal systems [15, 16]. By applying them to thermal cross-
coupling in this work, experimental time is reduced therefore 
making real-time temperature prediction based on frequency 
domain characteristics practical. 
III. EXPERIMENTAL ARRANGEMENT 
A typical arrangement for power electronics is used to 
demonstrate the techniques outlined in this paper. An H-bridge 
based multi-kilowatt converter, with four SOT-227 packaged 
power devices mounted on a passively cooled 0.47 K/W 
heatsink, is selected. The power devices are placed irregularly 
as shown in Fig. 6 to reflect the fact that the placement of 
devices is a compromise between thermal and electrical design 
[17]. The MOSFETs in the design are substituted for power 
resistors since this allows the power dissipated to be controlled 
more easily and removes the need to construct a complex 
control circuit. A power controller determines the 
instantaneous dissipation in the devices, which can be set to 
match the operational losses in a converter so that the thermal 
characteristics of the system are unchanged. 
A thermocouple is attached with thermal epoxy resin to the 
top of each package in the recess directly above each resistor 
to measure the device temperature as shown in Fig. 6(c). In 
this work,  to 1 and 0 to 01 refer to the frequency 
domain temperature and power dissipation in devices 1 to 4, as 
identified in Fig. 6(b), respectively. 
Temperature measurement was performed using a LabJack 
U6 measuring to an effective resolution of 0.006 K at 25 
samples per second, giving the system a maximum accessible 
bandwidth of 12.5 Hz. The rise time of the thermocouples is 
0.1 s while the bandwidth of the waveform generator and 
power dissipation controller are in excess of 1 kHz. Overall, 
the system bandwidth is therefore at least 10 Hz. In this work, 
the maximum frequency used is 0.1 Hz, a value sufficiently 
below the system bandwidth as to make results independent of 
the measurement system. The power spectral density of the 
noise from the thermocouple measurement was #2 
 #341 K2/Hz.  
IV. MEASUREMENT OF THERMAL CROSS-COUPLING 
To measure the thermal cross-coupling between the devices, 
a pseudorandom binary sequence (PRBS) was applied to each 
resistor using the technique described in [13]. Each device in 
turn was excited with a 0.004 Hz 8-bit PRBS with amplitude 
95 W and the resulting temperature responses at all devices 
were logged. Each experiment was repeated with three cycles 
of a 0.1 Hz PRBS to extend the valid frequency range. From 
(2), the valid frequency band of the PRBS is therefore 
15.6 µHz to 43 mHz.  
Fig. 7 shows the cross-coupling calculated between each 
pair of devices on the heatsink. In addition, the thermal auto-
coupling, , is measured and indicated. This is the 
temperature rise in a device due to its own dissipation and is 
greater in value than the cross-coupling between devices, with 
the difference being particularly large at high frequency.  
The cross-coupling characteristics between different devices 
are broadly similar in shape because they are mounted on the 
same heatsink under similar conditions. However, there are 
notable differences in the coupling between different devices. 
The coupling between devices 1 and 3, for example, is 
significantly elevated compared to other devices (evident in 
Figs. 7(a) and (b)). This is due to the close proximity of the 
devices. Similarly, the coupling between devices 1 and 2 is 
counter-intuitively lower than that of devices 1 and 3 even 
though they are physically separated by the same distance. 
This is due to the heatsink’s fin arrangement lowering the 
 
 
(a)  
 
 
(b) 
 
 
(c) 
 
Fig. 6.  Heatsink arrangement. (a) 3D view (b) Plan view with measurements 
in millimetres and resistor number circled (c) Close up of individual device 
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thermal resistance between devices 1 and 3, but not devices 1 
and 2. 
V. PREDICTION OF TEMPERATURES 
A. Prediction using frequency domain data 
Having obtained the cross-coupling characteristics between 
each pair of devices, the temperature response of each device 
due to arbitrary input power waveforms in any combination of 
the devices can be predicted. In this section we examine how 
this prediction can be made using frequency-domain analysis 
of the input powers and cross-coupling. Fig. 8 shows the 
procedure for generating such predictions using the discrete 
Fourier transform (DFT). First, for each pair of devices x and 
y, the DFT of the temperature at device y due to the power 
dissipation in device x is calculated and termed %&. 
Subsequently, the temperature at each device is calculated by 
summing the contributions from each power source and 
evaluating the inverse DFT. This procedure is described in 
detail below. 
The input power, −%∗&, which is to be analysed using this 
procedure will be defined over the finite time period 3  ∗ ∗567. However, it is not possible to calculate the temperature 
response over the same period using this power waveform 
directly because the discrete Fourier transform which is used 
in this procedure assumes that its input is periodic. Assuming 
the temperature difference from each device to ambient is 
initially zero, the output of the inverse DFT used in processing 
must also begin and end with value zero. To achieve this, the 
simulation period is extended and the input power waveform −%∗& is padded with zeros such that any stored thermal energy 
at time ∗567 (due to the input power) is dissipated to ambient 
   
 
 (a) (b) 
 
   
 
 (c) (d) 
 
Fig. 7.  Cross-coupling between components. (a) From device 1. (b) From device 2. (c) From device 3. (d) From device 4. 
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before the end of the simulation period, as shown in (4), 
thereby fulfilling the DFT’s periodicity criterion. 
 
 −8 %∗& / 9−%∗&: ∗  ∗5673: ∗567 ; ∗  ∗567 <  =567 (4) 
 
Where ∗567 is the maximum time for which −%∗& is 
defined and =567 is an estimate of the slowest time constant of 
the system. To calculate the temperature at device y, the DFT 
(∋) of the padded input power is taken and multiplied by the 
cross-coupling between device y and each of the other devices 
at every frequency in the DFT to find %& for each pair. The 
temperature response is the sum of these temperature DFTs as 
shown in (5). This is a single line of the thermal impedance 
matrix equation given in (1). Because the valid frequency 
range of the cross-coupling, , may be smaller than the 
frequency range of the input power,  is extended. %5>?& is therefore used for frequencies in the input 
power lower than the minimum, 5>?, for which  is 
defined. Similarly, the cross-coupling is assumed to be zero 
for frequencies higher than the maximum defined frequency, 567,. This is expressed mathematically in (6). 
 
 ≅ΑΒ  Χ∋,−8 %∗&.≅ΑΒ  %&  (5) 
 
%&  ∆ΕΦ%5>?&: 3 ;  ; 5>?ΕΦ%&: 5>?    5673:  Γ 567  (6) 
Where Α  %	Η ∀ #& ΗΙ  is the discrete frequency index, ϑ is sampling rate and 	Η is the number of samples. The 
above description is for the positive frequencies present in the 
DFT. The negative frequency response can be obtained using 
(7). Because the temperature waveform we are producing is 
real, its DFT at negative frequencies is the complex conjugate 
mirror of its DFT at positive frequencies [18]. The values at 
negative frequencies in the DFT are therefore calculated 
according to (7). 
 
 ≅∀ΑΒ  Κ ≅ΑΒ (7) 
 
The value at frequency zero (≅3Β) is proportional to the 
average value of ) and therefore the average temperature. 
This can be seen from the synthesis and analysis equations of 
the DFT [18].  In this work, we calculate the temperature 
difference from ambient. Because the system is initially at 
ambient, ≅3Β is set such that the initial temperature 
difference is zero, according to (8). 
 
 ≅3Β  ∀ Χ ≅ΑΒ%Λ4& ΜΙΝΟ4%Λ4& ΜΙΝΠΘ
 (8) 
 
The inverse DFT (∋4) is then taken and the time domain 
temperature signal obtained, producing the final expression for 
the temperature response, ), as shown in (9) 
 
 )%∗&  ∋4,≅ΑΒ. (9) 
 
(a) 
 
 
(b) 
 
Fig.8.  Procedure for calculating the temperature response from cross-coupling data with example waveforms shown. (a) For calculating the frequency domain 
response at y due to individual heat source x. (b) For calculating the time domain response at y due to all heat sources. 
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To validate the technique, devices 2 and 4 were set to 
simultaneously dissipate 95 W square waves at 2 mHz and 0.2 
mHz respectively. The temperature responses of all devices 
were predicted using the procedure described above and are 
shown in Fig 9(a). In this case, we have assumed that the 
power input is periodic and that all transients have passed and 
have therefore not added padding according to (4). The 
waveforms were also applied experimentally to the example 
heatsink and the temperature response recorded over one cycle 
once steady state was reached as shown in Fig. 9(b). For 
simplicity, the DC component of temperature was neglected in 
this experiment. 
The two plots show good agreement with each other. The 
correlation coefficient, r2, is greater than 0.99 and the root-
mean-square error is less than 2.4 K or 3% of the total range 
for each waveform, indicating that the cross-coupling method 
proposed is effective for temperature prediction. 
 
B. Improved computational efficiency by fitting a digital IIR 
filter 
The direct use of frequency domain characteristics 
discussed above is computationally intensive since the 
calculation of forward and inverse discrete Fourier transforms 
are required. In order to provide a real time prediction of 
temperature, the whole input power waveform must be 
analysed and the entire temperature response generated. For a 
long power profile, the computational power required 
approaches that of a desktop PC. Ideally, the proposed 
technique could be implemented on an embedded system 
installed alongside a power converter to monitor input power 
and predict the temperature accordingly. A microcontroller-
based system would be particularly suitable as modern power 
electronics converters and drives typically already contain 
such a device [19]. 
The usual approach to simplifying a thermal system is to 
model it as an equivalent circuit of resistors, capacitors and 
current sources, known as a lumped parameter model [20]. 
These models can be constructed directly by calculation based 
on the geometry of devices and their heatsinks without 
reference to experimental data. Lumped parameter models are 
commonly used for real-time temperature predictions in a 
number of applications including simulation of buildings and 
their heating systems [21] and electrical machines [22]. Their 
simplicity means they are easy to implement on embedded 
systems. Lumped parameter models have also been applied to 
temperature predictions in power electronic systems. For 
example, Holmes [23] presents a method using a simple 
equivalent circuit and a closed-loop Luenberger observer 
system to predict device temperatures in real time. The 
effectiveness of this model is limited, however, as the 
equivalent circuit must be formulated and its component 
values populated before it can be used to make predictions. 
Although the observer system proposed in [23] can correct 
scaling errors, wrongly arranged components, or situations 
where components have erroneous relative values, limit the 
effectiveness of the design. 
Alternatively, the thermal impedance of a system can be 
modelled using a simplified electrical equivalent circuit. For 
example, James, et al [3], model the cross-coupling in a 
thermal system by fitting a Foster network to the step response 
between each pair of devices. While this approach has the 
advantage of rapidly generating a simplified equivalent circuit, 
it is subject to the limitations on step response characterisation 
discussed in section II.A. To embed a temperature predictor 
based on such a model into a microcontroller, the equivalent 
circuit must undergo transient analysis. For a given model, a 
set of finite difference equations are produced by applying the 
trapezium rule to differential equations for each capacitor [24]. 
These equations are then used iteratively to generate a 
temperature prediction for an arbitrary input. This method has 
the disadvantage that the difference equations are not 
generated directly from the characterisation. They must 
instead be generated from an equivalent circuit model using 
transient circuit analysis. In the proposed method, the 
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(b) 
 
Fig. 9. Predicted (a) and measured experimental (b) responses to 0.2 mHz and 
2 mHz square wave dissipation 
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difference equations are directly generated from cross-
coupling techniques, removing inaccuracy from step-response 
characterisation and avoiding the need for transient circuit 
analysis.  
We propose fitting a digital filter to the cross-coupling 
characteristics. A digital filter is a series of additions and 
multiplications performed on the current and previous samples 
of the input power waveform. Filters are described by two 
vectors, Ρ and Σ. From [18], the output of the filter may be 
calculated as shown in (10). From this equation, simple 
difference equations can be generated directly [18]. 
 
 )≅ΤΒ  ΧΥς)≅Τ ∀ ΩΒΞςΟ <ΧΨς−≅Τ ∀ ΩΒ
Ζ
ςΟΘ  
(10) 
 
where Τ is the sample number and [ and ∴ are the lengths 
of vectors Ρ and Σ respectively. The filter is said to be causal 
because no information from future values is required to 
calculate the present output value.  This is necessary for real-
time prediction. The frequency response of the system is 
 
 %]&  ⊥ Ψς]4ςΞςΟΘ# ∀ ⊥ Υς]4ςΖςΟ _ /////]  4αΜβ(
χχΛ+
 
(11) 
 
where ] is the z-transform variable, δ is the imaginary unit, ϑ is the sampling frequency and  is angular frequency. 
There are two types of filter available. The finite impulse 
response (FIR) filter, where Υς  3 for Ω ε #, is the simpler 
but the response to a power input is of finite length since after ∴ zero-input samples the output falls to zero.  This type of 
filter is very easy to implement as only a memory of the 
previous ∴ samples is required. Its usefulness is limited, 
however, by the length of the filter commonly necessary to 
model a real system at a sensible sampling rate and by the 
group delay that results from a long filter. FIR design 
techniques also tend to have linear phase [18], which is not 
generally true of cross-coupling. 
Alternatively, an infinite impulse response (IIR) filter may 
be fitted. This filter has arbitrary length Ρ and Σ vectors which 
may take any real value. Because the output is fed back, an 
IIR filter’s response to an input waveform is typically infinite 
in length. In addition, IIR filters are more computationally 
efficient since they typically require shorter vectors Ρ and Σ 
than FIR filters, meaning fewer previous samples have to be 
stored [18]. 
In this work we therefore utilise IIR filters for the cross-
coupling frequency responses identified. Fitting is based on 
the MATLAB  function [26]. This uses the Gauss-
Newton iterative method to find vectors Ρ and Σ which 
minimise the mean square error between the desired frequency 
response and the curve fit in (12) to form a stable IIR filter. 
 
Χ φ%%Α&& ∀ γ,η%Α&.ι,η%Α&.φ
ΜΛ4
ΝΟΘ  
(12) 
 
γ%η&  ΧΨς4αβςϕΞςΟΘ _ ///ι%η&  # ∀ΧΥς4αβςϕ
Ζ
ςΟ  
(13) 
 
 η%Α&  κ567/ %Α& (14) 
 
 %Α&  5>? λ5675>?µ
ΝΛ4
 
(15) 
 
where ι/νοπ/B are functions of/Ρ/νοπ/Σ, respectively, given 
in (13), Α is the frequency index and 	ϑ is the number of 
samples over which  is calculated. For correct weighting of 
the different frequencies in the minimisation of function (12), 
a logarithmic spread of frequencies is used between 5>? and 567, which are the minimum and maximum frequencies over 
which  is defined, as shown in (15). %Α& is the real 
angular frequency for which %& is defined. Since the 
Fourier transform is periodic around the unit circle, η%& is 
the scaled angular frequency in the range 3  η  κ. For both  and η, negative frequencies are omitted due to symmetry. 
This method of minimisation was selected since it considers 
the complex values of the cross-coupling, as opposed to the 
magnitude alone. By doing this, both phase and magnitude are 
matched closely. Vectors of length 4 and 7 were chosen for Ρ 
and Σ respectively as these values were the smallest that 
yielded good results. Although the characterisation is a 
computationally intensive procedure, it is performed offline 
only once. 
Figs. 10(a) and (b) show the typical Bode plots of measured 
and fitted IIR filter spectra for typical auto-coupling (& 
and cross-coupling (& characteristics respectively. The 
agreement between the IIR filter and the measured spectrum is 
very good in the case of the auto-coupling spectrum due to its 
higher impedance and therefore greater noise immunity. The 
cross-coupling spectrum shows reduced agreement at high 
frequency, particularly in phase, caused by the effect of noise 
in the original measurement.  
Noise in the system results in a noise floor, θ?ρ>Ησθ, in the 
measurement of thermal impedance under which neither the 
magnitude nor phase can be measured accurately. For the 
experimental set-up in this work, the spectral density of the 
noise was 2 
 #341 K2/Hz. Since three repeated sequences 
of the high frequency PRBS are averaged, the effective noise 
is reduced by a factor of three to #2 
 #341 K2/Hz. It has 
been shown [10] that the spectral density for a unipolar PRBS 
power waveform with respect to frequency, τ, is  
 
 υ!ϖωξ%τ&  0Μ2τ   < # ψζ{ο τκ τΙτκ τΙ | (16) 
 
Where 0 is the PRBS amplitude and τ} is the PRBS clock 
frequency. At the highest frequency in the useable bandwidth, τ  2  mHz, the PRBS frequency is τ  3# Hz and the 
spectral density is therefore υ!ϖωξ%2 
 #34∼/&  # 
#3 W2/Hz. Because the Fourier transform is proportional to 
the square root of the power spectrum, the impedance 
measured due to noise alone is, from (3),  
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 θ?ρ>Ησθ  υ?ρ>Ησυ!ϖωξ  2 
 #34/ (17) 
 
For measured impedances approaching this value, noise 
adversely affects results. For measurement of phase, the effect 
is more pronounced since the phase angle of noise is random 
whereas the amplitude of noise is limited to around θ?ρ>Ησθ. 
This is the reason for the error seen at low values of thermal 
impedance in Fig. 10(b). However, since the impedance is low 
at noise-affected frequencies, the effect of the error on the 
resulting predictions is negligible. A full explanation of 
system identification using PRBS in noisy conditions is given 
in [25]. 
The temperature response may be calculated using (10) or, 
alternatively, with the more efficient direct form II 
implementation given in [18]. The sampling frequency of the 
filter is set by the Nyquist limit of the cross-coupling 
according to (18). 
 
 Η  567 (18) 
 
The agreement between temperature predictions made using 
the direct cross-coupling procedure and predictions made from 
a fitted IIR filter is excellent. Figs. 11(a) and (b) show 
predictions for an arbitrary input power waveform (Fig. 11(e)) 
using these techniques. For clarity, each of these figures 
consists of a view of the entire profile on the left and the 
magnified peak region (where differences are greatest) on the 
right. The input power waveform is the EU driving cycle [27] 
where the power demand is variable and becomes larger over 
time, before dropping to zero. The temperature response is 
therefore a steady but perturbed increase followed by an 
exponential decay. The root-mean-square difference between 
the direct cross-coupling predictions and the IIR filter 
predictions is 0.13 K, which is negligible and demonstrates 
their equivalency. These results are discussed in more detail in 
section VI. 
 
C. Real temperature feedback 
The accuracy of the temperature response can be improved 
with feedback from a single temperature sensor. By measuring 
the temperature at one point for which the cross-coupling 
characteristics are known, the difference between the 
predicted and practical temperature can be calculated. 
Assuming that this difference is consistent between all the 
points for which cross-coupling is known, the temperature at 
these points can be accurately predicted according to (19). 
 
 8  σ>>ρ?: < ,σ6: ∀ σ>>ρ?:. (19) 
 
Where σ>>ρ?: and σ6: are predicted and feedback 
temperatures at point r respectively. 8  is the feedback-
corrected temperature at point y. This technique can be applied 
to the IIR filter method described above, and for the example 
heatsink arrangement reported in this paper. For this 
experiment, we correct the reading using the temperature data 
for device 3, which is selected due to its central location. The 
effectiveness of this technique is discussed in section 6 and 
shown in Fig. 11(c). 
 
D. Temperature response extrapolation  
Predicting the temperature response to future power input is 
a useful feature of a temperature control system [23]. For 
example, if it appears likely that the thermal limits are to be 
exceeded in the future, actions can be taken to avoid this, such 
as limiting power, increasing cooling or warning the user. A 
significant advantage of the IIR filter prediction technique 
compared to the use of the DFT on cross-coupling 
characteristics directly is the ease with which prediction can 
be made for simulated input. By duplicating the filter’s 
internal state and inputting simulated input power (perhaps by 
duplicating recent power dissipation), the temperature at any 
point in the future can be predicted efficiently and accurately. 
Since sample rates of less than 10 Hz are typically required for 
the IIR filter, predicting one minute ahead will require less 
   
 (a) (b) 
 
Fig. 10. Typical Bode plots for measured and fitted IIR filter spectra for (a) auto-coupling  and (b) cross-coupling Μ. 
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than 600 filter iterations. Calculations of the necessary 
complexity could be performed by a typical microcontoller in 
a few milliseconds. 
VI. COMPARISON OF TECHNIQUES 
To demonstrate the techniques an arbitrary power waveform 
is used. A power cycle, based on a vehicle running the 
European driving cycle waveform [27], is selected as it is well 
known and is of an appropriate length for the time constants of 
the heatsink arrangement used in this work and is sufficiently 
arbitrary to permit the easy evaluation of the techniques. For 
simplicity, the power handling requirement is assumed to be 
proportional to the vehicle velocity described in the driving 
cycle.  
Fig. 11(a-c) shows the predicted temperature response of 
the example heatsink arrangement to the input power 
waveform in Fig. 11(e). To validate the results, this input 
power waveform was applied practically to the example 
system and the resulting temperature response in shown in 
Fig. 11(d). In each case, the same power was applied to each 
device. The left-hand side of each figure shows the response 
over an extended period while the right-hand side shows detail 
around the peak temperature point. 
There is good correlation between all predicted responses 
and the practical response. The shapes of the curves show 
excellent agreement with the practical result. This is most 
evident around the temperature peak where only a minor 
difference in the relative positions of Μ and 1 can be seen. 
This error is likely to relate to a minor change in the ambient 
conditions between the characterisation of the system and the 
practical result measurement. The error is apparent in all three 
predictions because each result is derived from the same cross-
coupling characteristics and input power waveforms. There is 
little difference in waveform shape produced between the 
three prediction methods, demonstrating their equivalency. 
 
TABLE I 
ACCURACY OF PREDICTIONS USING DIFFERENT METHODS COMPARED TO 
PRACTICAL RESULT 
 
Root-mean-square error from practical result (K) 
At  At Μ At ∼ At 1 
Cross-coupling 4.0 3.7 3.7 3.8 
Fitted IIR filter 3.8 3.4 3.7 3.7 
Feedback-corrected 
IIR 0.47 0.54 0
a
 0.51 
a
 by definition 
 
The root-mean-square error between each prediction 
method and the practical result is given in Table I. Cross-
coupling and fitted IIR filter results both show around a 4 K 
error in each temperature reading, which corresponds to 6% of 
the peak temperature. This error is significantly reduced by 
feedback from the temperature of device 3 to around 0.5 K, 
which corresponds to 1% of the peak temperature.  
 
TABLE II 
MICROPROCESSOR RESOURCES REQUIRED PER CROSS-COUPLING 
CHARACTERISTIC CALCULATED  
 
To calculate one time step To calculate entire 
sequence 
Multiplication-
additions 
Variables 
stored 
Multiplication-
additions 
Variables 
stored 
Cross-
coupling 10 750
b
 1024 10 750b 1024 
Fitted IIR 
filterc 11 7 1914 7 
b
 Assuming a DFT requires 	Η Μ 	Η multiplication-additions for an 	Ηlength sequence 
c
 with or without feedback correction 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
 
Fig. 11. Temperature responses for an arbitrary power waveform. (a) 
Response from frequency domain cross-coupling. (b) Response from fitted 
IIR filter. (c) Response from feedback-corrected IIR filter (with feedback 
from )∼). (d) Practical result. (e) Input power. 
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The computational requirements of the prediction 
techniques are compared in Table II. These figures are for a 
sequence of 174 time steps where a further 334 are required 
for settling time padding in the direct cross-coupling 
calculation, making the sequence length 512 for efficient 
Fourier transform calculation. The direct cross-coupling 
procedure is significantly more complex than using a fitted IIR 
filter since the required number of multiplication-additions to 
calculate the entire temperature response is an order of 
magnitude higher. In addition complex number arithmetic is 
required since most of these operations are part of a discrete 
Fourier transform, further increasing computational 
complexity.  
The difference is more significant if only a single time step 
is to be calculated. In this case, the direct cross-coupling 
procedure still requires that the whole sequence is processed 
which means there is no reduction in required resources. 
However, for the IIR filter, only a single iteration is required. 
The result is three orders of magnitude difference in 
calculation complexity. 
The difference in required storage also demonstrates an 
advantage of the IIR filter, which requires only the 7 element 
filter state vector to be stored per cross-coupling characteristic 
for the direct form II implementation [18], whereas the cross-
coupling requires the length of both the padded sequence and 
its DFT to be stored simultaneously during the DFT. These 
figures neglect the need to store the cross-coupling 
characteristics, which are also smaller in the case of the IIR 
filter, in that case consisting only of 10 variables in vectors Ρ 
and Σ combined. 
To relate these resource requirements to a practical 
situation, the timing requirements for a standard 
microcontroller were calculated. For the direct cross-coupling 
calculation, processor time is dominated by the calculation of 
the discrete Fourier transforms which requires 178 ms for a 
forward transform and 196 ms for an inverse transform when 
implemented using fixed-point arithmetic on an 
ATmega1284P clocked at 10 MHz. Each calculation therefore 
takes 374 ms. By comparison, 174 iterations of the IIR filter 
requires 416 µs with or without feedback. These figures relate 
to calculating the response per cross-coupling characteristic. 
For the arrangement in this paper, four temperatures are 
calculated from four power inputs, meaning that more than 
four times these resources are required. 
From this data, it is clear that the fitted IIR filter is 
significantly more computationally efficient than using the 
direct cross-coupling procedure. If the direct cross-coupling 
procedure is used, at least half of processor time is required 
for temperature prediction.  Using the proposed filter 
technique releases this processor time for other tasks, such as 
temperature prediction under several possible future loads or 
electrical management of the system. With the addition of 
feedback temperature correction, a very close prediction of the 
temperature response can be made. 
VII. CONCLUSION 
A technique to predict the temperature response of a multi-
element thermal system has been presented. Initially, a 
characterisation was performed using a PRBS technique, 
calculating the complex frequency domain cross-coupling. 
Subsequently, the characteristics can be used to predict the 
device temperature responses for a known input power 
waveform. The resulting prediction generated by the presented 
method shows good agreement with the practical system used 
for evaluation. To reduce the computational complexity of the 
initial method, a digital IIR filter is fitted to each cross-
coupling characteristic. An excellent correlation is 
demonstrated which produces a near-identical temperature 
response compared to the direct cross-coupling procedure. 
Further temperature responses can be extrapolated by 
inputting expected future values to the filter.  Experimental 
validation on the practical system shows good agreement 
between IIR filter predictions and practical results. This 
agreement can be substantially improved by taking feedback 
from a reference temperature. 
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