Abstract-Super resolution (SR) algorithms are widely used in forensics investigations to enhance the resolution of images captured by surveillance cameras. Such algorithms usually use a common interpolation algorithm to generate an initial guess for the desired high resolution (HR) image. This initial guess is usually tuned through different methods, like learning-based or fusion-based methods, to converge the initial guess towards the desired HR output. In this work, it is shown that SR algorithms can result in better performance if more sophisticated kernels than the simple conventional ones are used for producing the initial guess. The contribution of this work is to introduce such a set of kernels which can be used in the context of SR. The quantitative and qualitative results on many natural, facial and iris images show the superiority of the generated HR images over two state-of-the-art SR algorithms when their original interpolation kernel is replaced by the ones introduced in this work.
I. INTRODUCTION
Forensics investigations dealing with facial images captured by surveillance cameras face challenging problems, among others poor quality of such images. Due to the distance between surveillance cameras and the people in their field of view, the face areas in videos of such cameras look too small. This makes such facial images hardly useful for forensics applications, as people are not recognizable from such images. Researchers have shown that super resolution (SR) techniques can be employed in order to increase the quality of the images resulting into better recognition [1] - [5] . Hence in this paper we are focusing on developing new SR technique which can be used for enhancing the forensics investigations.
SR is the process of producing one or more high resolution (HR) image(s) from one or more low resolution (LR) image(s) [6] , [7] . This is very important in, among others, applications that generating higher resolution images is either too expensive or is beyond the capabilities of available imaging devices. Example of such applications include medical imaging [8] , [9] , satellite and aerial imaging [10] , [11] , and security and surveillance scenarios, such as biometric recognition [12] , [13] and person re-identification [14] .
SR can be done in both spatial and frequency domain. Spatial domain SR algorithms, depending on the number of the available LR images, can generally be divided into two groups: Single Image-based SR (SISR) and Multiple Imagesbased SR (MISR) [6] . MISR algorithms usually assume that the LR images are obtained from desired HR image(s) through an imaging model and try to reverse the imaging model and fuse the differences between the available LR images to reconstruct desired HR image(s), while SISR algorithm usually utilize a kind of learning-based schema for reconstruction of a desired HR image. MISR algorithms can use iterative back propagation [15] , iterative adaptive filtering [16] , [17] , direct upsampling [18] , project onto convex sets [19] , probabilistic based techniques [20] , while most of the SISR algorithms uses learning-based like belief networks [21] , manifolds [22] , tensors [23] , sparse representation [24] , and neural networks [25] .
The upsampling kernels employed in many SR techniques are playing a vital role in the final super resolved HR images. SR algorithms usually employ one of the common upsampling kernels, like biliner or bicubic, as an initial guess of the desired HR image. But these algorithms usually differ from each other in the way they fine tune this initial HR image and/or converge to the desired HR image [26] - [28] .
Though these common kernels are simple and efficient, we show in this paper that they can be replaced by another alternatives resulting in better super resolved images quantitatively in terms of known assessment measures, like Peak Signal to Noise Ratio (PSNR) and Structural SImilarity Measure (SSIM) and qualitatively in terms of the visual appearance of the generated super resolved images. More specifcally, we introduce two kernels of Lanczos and Sincexp for upsampling, instead of bicubic interpolation, in the context of SR. The resulted super resolved images by these two kernels, alone, are not just always better than the super resolved images generated by SR algorithms that are built upon bicubic interpolation, but the combined results of these two kernels by using α-blending [29] can produce even better results. To show this, we have employed the introduced kernels in two well-known SR algorithms of [24] and [30] .
The rest of this paper is organized as follows: the introduced kernels for upsampling in this paper and the resolution enhancement technique based on these kernels are explained in the next section. Section III presents the obtained experimental results showing that the used SR algorithms of [24] and [30] produce better super resolved images when they use the proposed upsampling kernels compared to their existing bicubic kernel. Finally Section IV concludes the paper.
II. THE PROPOSED SR KERNELS
In this section we first focus on the main contribution of this paper which is deriving new sets of kernels that can be used in the SR context as an alternative to common bicubic kernel for interpolation that is used in many of these algorithms. Afterwards, we introduce a resolution enhancement technique that uses the proposed kernels in the interpolation stage and α-blending at the final stage. The general block-diagram of the proposed resolution enhancement technique is shown in Fig. 1 . 
A. The Proposed Kernels for Upsampling
An images is considered as a combination of contours and smooth areas. A kernel is needed for smooth areas which has good approximation properties for smooth functions (which is guaranteed if we have an estimate of order of approximation via high order of modulus of smoothness). A good candidate is sinc function, but it is not in L 1 . Therefore, another kernel is needed with good properties. Lanczos kernel can be a good candidate with as it has a very simple structure. At the same time, Lanczos kernel is a reproducing kernel of a space which coincides with a corresponding L p (p 1) Bernstein space (like sinc kernel for 1 < p < ∞) and this Bernstein space is dense in L p (p 1). This gives an estimate of order of approximation via arbitrary order of modulus of smoothness. For contours parts of an image, a rapidly decreasing kernel with a good energy concentration is needed, like Sinexp, which has exponential decay.
More specifically, the interpolation methods are usually used for sampling, in case of this work mainly upsampling, that fit into a general scheme of interpolation with convolution. In the convolution an even kernel, s λ , defined via the Fourier cosine transform of an even window function, λ, can be used which is given by the following representation:
In the above formula x is a space variable, u is a dummy variable and λ is an arbitrary continuous even function which satisfies λ(0) = 1, λ(2k) = 0 (k ∈ Z). With the window function:
the Lanczos n-kernel can be defined by using equation (1) as in [31] , [32] :
in which n ∈ N is a parameter for adjusting the shape of the kernel. Some other kernels are defined taking the window functions with the support:
where l(u) is some window function with similar conditions as those in equation (1) . For example, the cosine based function of l H (u) := 1 2 (1 + cos(πu)) defines the Hann kernel as [33] in the following form:
The general cosine-sum l B,a (u) := m k=0 a k cos(kπu) with parameter vector a = {a k } defines the Blackman-Harris kernel [34] , [35] , as stated below:
provided the sums of odd and even coefficients are both equal to 1/2, i.e. ( x is the largest integer less than or equal to x ∈ R):
In fact, the kernel of (5) is a special case of the BlackmanHarris kernel and can be obtained by taking m = 1 in (6).
The
, in which erf is an error function and δ > 0 is a parameter which defines the sinc kernel with a Gaussian multiplier. The corresponding interpolation technique is further referred to as Sincexp [36] :
The described kernels are more sophisticated than the common linear and cubic spline kernels and are closer approximations to the theoretically optimal Sinc function, thus often yielding a sharper image. The quality of the kernels can be described in terms of the k-order modulus of smoothness [37] . As a result, the higher order it is, the better interpolation results we have for the smooth signals (images) or smooth regions of signals (images). The cubic spline is a positive kernel. Such kernels have many advantages, but also some disadvantages such as the impossibility of obtaining modulus of smoothness of order higher than 2. On the contrary, such kernels as (3), (6), (8) are not positive kernels and this fact yields high-order modulus of smoothness [36] .
Among all kernels, the Blackman-Harris kernel has the most possibilities to set its free parameters, therefore using it can require lots of fine tuning which is not desirable. If the particular Blackman-Harris kernel corresponds to the korder modulus of smoothness, then we have good interpolation results for the polynomial function of degree less than or equal to k (in terms of images the higher degree of the polynomial corresponds to a smoother image). Some choices of parameters may result in the fact that at the sample points the evaluated pixel value does not equal to the initial value. To fix this, a 0 = 1/2 must be taken in (6) [31] .
It may be noticed, that the formula of (1) can also be used to obtain common interpolation kernels, such as cubic spline (in this case, we must take the window function λ S,3 (u) := sinc 3 u 2 ).
B. The Proposed Resolution Enhancement Technique
The experiments conducted on over many various images including 2000 sample images randomly selected from the Internet (described in details in Section III), showed that there was no consistent conclusion that Lanczos or Sincexp is outperforming the other one in the context of SR algorithms, but their combination through α-blending is always outperforming the bicubic kernel in SR algorithms that use an upsampling kernel. The α-blending combination of the results of SR algorithms using these two kernels can be done by:
in which F SR L and F SR S are the HR images produced by a SR algorithm that employs the Lanczos kernel (we set in formula (3) n = 2) and Sincexp kernel (we set in formula (8) δ = 1), respectively. These kernels and combining their results has been used in the context of two state-of-the-art SR algorithms in the experimental results, which are explained in the next section. The considered forms of Lanczos and Sincexp are more effective than the considered form of Blackman-Harris (we set in formula (6) m = 3 and parameter vector a corresponding to 4 th order modulus of smoothness and minimal 1 st absolute moment), hence in α-blending, only the HR images produced by Lanczos and Sincexp were used. The reason for the weaker performance of Blackman-Harris could be that in particular cases at some sample points the evaluated pixel value is not equal to the initial value.
The reason for combining the results of each super resolved image of the same LR input, using the mentioned α-blending technique, is that each super resolved image includes some special details of the image, that is not included in the other super resolved image. This is due to the differences between the proposed kernels and their different performance. Hence combining all the results will lead into an image which quantitatively and qualitatively is better than each of the super resolved images.
The reason why such α-blending of kernels works well is that Lanczos is good for smooth parts, but generates Gibbs phenomenon on contours, while Sinexp follows the image more precisely on contours but is not so good on smooth areas (more sensitive to noise). The parameter alpha characterises the proportions of smoothness and contour parts for given types of images.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
In order to show that replacing the bicubic interpolation kernel of a SR algorithm with the introduced kernels and then combining the results using the α-blending technique, discussed in the previous section, improves the results of the used SR algorithm, we have chosen two state-of-the-art SR algorithms, namely statistical prediction model based on sparse representation of [24] and example-based learning of [30] . In this work, the α has been taken as 0.8 in equation (9) . This value has been selected heuristically.
The technique proposed in [24] avoids any invariance assumption, which is a common practice in sparsity-based approaches treating this task. The technique benefits from a parametric model that captures the statistical dependencies between the sparsity patterns of the low and high resolution coefficients and between the corresponding nonzero coefficients. Minimum mean square error estimation is used to predict the HR patches. The work in [30] which is an extension of [38] uses kernel ridge regression in order to estimate the high-frequency details of the underlying HR image. Also a combination of gradient descent and kernel matching pursuit is considered which allows time-complexity to be kept to a moderate level.
In order to conduct the experimental results, we have collected a big dataset including 2000 random images from the Internet, 310 facial images from iCV-F database [4] , 384 iris images from UPOL database [39] , [40] , as well as some wellknown image benchmarks. Afterwards, the following steps have been proceed in order to obtained HR images:
• Have applied the SR algorithm of [24] to the dataset without changing the original bicubic interpolation kernel.
• Have applied the SR algorithm of [30] to the dataset without changing the original bicubic interpolation kernel.
• Have applied the SR algorithm of [24] to the dataset when the original bicubic kernel of the algorithm has been replaced by the kernels introduced in this paper and the results are combined using the mentioned α-blending.
• Have applied the SR algorithm of [30] to the dataset when the original bicubic kernel of the algorithm has been replaced by the kernels introduced in this paper and the results are combined using the mentioned α-blending.
Quantitative comparison of the obtained results for the above mentioned experiments can be found in Tables 1 and 2 . These tables report the results using the common factors that are used for assessing the quality of SR algorithms, namely PSNR and SSIM, receptively. The results in these tables are given individually for some known benchmark images and also for the total dataset (in the last row of the tables). Fig. 2 also shows the results generated using the above mentioned experiments for some of the known benchmark images. Fig.  3 shows the images which are being used in quantitative comparison reported.
It can be seen from both Tables 1 and 2 and Fig. 2 that the results generated by both SR algorithms using the proposed kernels (the last two columns of the tables and also the figure) are both quantitatively and visually (qualitatively) better than the results of the SR algorithms when their original bicubic interpolation kernel has been used. As a result, the super resolved images can be used in forensics investigations. The magnification used in experimental results shown in the Tables  1 and 2 and Fig. 2 , is 2 in all of the experiments.
IV. CONCLUSION
In this paper a new set of kernels for sampling have been proposed. Replacing the bicubic interpolation kernel of SR algorithms by these new kernels can improve the performance Table 2 : The SSIM values for the used images adopting [24] and [30] with bicubic and the proposed kernels based resolution enhancement for enlargement factor 2. of these algorithms resulting in sharper super resolved image. In order to demonstrate the effectiveness of the proposed kernels, SR algorithms of [24] and [30] were adopted to use the new kernels. The super resolved images obtained by combining HR images produced by each of the proposed kernels using an α-blending technique are of better quality compared to the super resolved images of [24] and [30] produced using their employed bicubic kernel. The quantitative and qualitative results on 2000 test images show the superiority of the proposed kernels over the commonly used bicubic kernel when used in the context of SR. The visual comparison between some LR image, including sample iris and face images from [39] , [40] and [4] (a), the super resolved image by adopting SR algorithm of [24] to use our proposed kernels followed by α-blending (b), the super resolved image produced by the SR algorithm of [30] adopted to use the proposed kernels followed by α-blending (c), bicuibic kernel (d), the super resolved image by SR algorithm of [24] (e), the super resolved image produced by the SR algorithm of [30] (f) with enlargement factor of 2. figure ACKNOWLEDGMENT This work is partially supported by the Estonian Research Council Grant (PUT638). 
