We give a combinatorial proof and an extension of the identity for the probability density of the cover time of a random walk on a finite graph obtained in [10] by considering it as the Möbius inversion formula. In addition, we obtain a similar identity for the cover time of multiple random walks.
Introduction
The cover time of a random walk on a finite graph is the minimal time taken to visit all the vertices of the graph. It has been extensively studied and many works have been devoted to obtaining the estimation of the expectation of the cover time. For instance, Feige showed in [6, 7] that the expected cover times of simple random walks for any connected graphs on N vertices are bounded between the fastest case OðN log NÞ and the slowest one OðN 3 Þ. These bounds are optimal in the sense that the former is attained by the complete graph and the latter by the lollipop graph (a path graph on N 3 vertices which is connected to a complete graph on 2N 3 vertices). On the other hand, Matthews showed another type of bound in [9] in terms of the minimal and maximal expected hitting times. It is much easier to compute hitting times than cover times, so this bound is applied to several problems (cf. [4] ). Among many works concerning cover times other than the basic results above, there are few results for distributions of cover times comparing with expectations (cf. [1, 5] ). In the previous paper [10] , we gave a representation of the joint distribution of the cover time and the last visited point as the alternating sum of those of exit times and exit points, which was obtained by using the spectral theory for a reversible random walk. In the present paper, we give a simple proof of this representation by regarding it as Möbius inversion. In addition, this approach gives us the following: we succeed in dropping the condition of the reversibility of the random walk in [10] and in obtaining a similar representation for cover times of multiple random walks which is discussed in [2, 3] .
Let G ¼ ðVðGÞ; EðGÞÞ be a finite undirected and connected graph with the set of vertices VðGÞ and the set of edges EðGÞ. We simply write V ¼ VðGÞ and set the cardinality of V as jVj ¼ N. We assume N ! 2 throughout this paper. For each subset W of V, the subgraph of G induced by W is the graph with the set of vertices W and the set of edges ffx; yg 2 EðGÞ; x; y 2 Wg, and N G ðWÞ ¼ fv 2 W c ; fv; wg 2 EðGÞ for some w 2 Wg is the set of neighbors of W in G where W c ¼ V n W. We fix a root r 2 V and mainly treat a sequence of real numbers ð a Þ a2V , a real valued function defined on V, which has the property below:
(A) For every v 2 V there exists a walk from r to v in G, denoted by v 1 Á Á Á v n where v 1 ¼ r and v n ¼ v, such that v i v for all i ¼ 1; . . . ; n. Here a walk in G is a sequence a 1 Á Á Á a n of vertices such that fa i ; a iþ1 g 2 EðGÞ for all i 2 f1; . . . ; n À 1g.
The following example shows that this property (A) actually holds for cover times.
Example 1. Let ðw t Þ t¼0;1;... be a discrete time random walk on G starting from r 2 V; when the random walk is at v 2 V, the next position is chosen from the neighbors of v according to any given transition probability. The sequence of the first hitting time to v 2 V, defined as
has the property (A) (if 's are finite). Then max a2V a is merely the time taken by the random walk to cover all the vertices of G, and for a subset Ã & V, min b= 2Ã b ¼ inffs ! 0; w s 2 Ã c g is the time at which w t exits from Ã. The quantity max a2V a is called the cover time of G and min b= 2Ã b the first exit time from Ã.
Let C be the totality of vertex sets of connected induced subgraphs of G, that is, C ¼ fÃ & V; the subgraph of G induced by Ã is connectedg. Formally, C includes the emptyset. We set C r ¼ fÃ 2 C; Ã 3 rg [ f;g and regard it as a partially ordered set with inclusion. The following main theorem is obtained from the Möbius inversion formula for C r . Theorem 1. Let ð a Þ a2V be a sequence of real numbers having the property (A) for a root r 2 V and set
NÀjÃjþ1 ' min b= 2Ã b for any function ' : R ! R.
As a corollary, we obtain an identity for the joint distribution of the cover time and the last visited point through the expression as the Laplace transform of this distribution by taking ' as a suitable function. A random walk on a state space X with a transition probability ðpðx; yÞÞ x;y2X is said to be irreducible if, for any states x; y 2 X, there exists a sequence z 1 Á Á Á z n with z 1 ¼ x and z n ¼ y such that pðz i ; z i þ 1Þ > 0 for i ¼ 1; . . . ; n À 1. In order to obtain D r from an irreducible transition probability ðpðx; yÞÞ x;y2X , we construct a graph G as VðGÞ ¼ X and EðGÞ ¼ ffx; yg; pðx; yÞ > 0 or pðy; xÞ > 0g. Here we remark that such a graph is connected since the transition probability is irreducible, that is, for any vertices x; y 2 X, there exists a walk
Theorem 2. Let ðw t Þ t¼0;1;... be an irreducible random walk on a finite state space X starting from r. We denote the cover time of X by C X defined as C X ¼ max a2X a and the first exit time from a subset Ã & X by T Ã defined as T Ã ¼ min b= 2Ã b , where v is the first hitting time to v 2 X. Then,
for each y 2 X, where P r is the law of the random walk starting from r.
We remark that Theorem 2 generalizes the main theorem in [10] in the sence that the reversibility of random walks required in [10] is dropped in Theorem 2. In addition it holds for continuous time random walks under the obvious modification although it is stated only for discrete time ones here.
In order to show that the expression in Theorem 1 is useful in calculating cover times, we give the following examples of D r for some graphs.
Example 2.
(i) If G is a path with end-vertices v 1 and v 2 , then it holds that
< :
In general, if G is a tree, then
wg c ; fv; wg 2 EðGÞ; v 6 ¼ r; w 6 ¼ rg:
By using Example 2, let us show the expectation of the cover time of a random walk on a cycle. We denote the set of vertices by X ¼ V ¼ f0; . . . ; N À 1g and the set of edges by EðGÞ ¼ ffi; i þ 1g; i ¼ 0; . . . ; N À 2g [ ffN À 1; 0gg. Fix 0 < p < 1 and we define the transition probability ðpðx; yÞÞ x;y2X of the random walk by pðx; yÞ ¼ p;
y
otherwise.
From Theorem 2 and (ii) in Example 2, we have
where E 0 is the expectation with respect to P 0 . We mention that E 0 ½T fng c and E 0 ½T fn;nþ1g c are easily obtained since they satisfy some recurrence equation from the strong Markov property (cf. [8] ). If p ¼ 1 2
, then we have 
Equivalence conditions for the property (A)
Without loss of generality, we may assume r ¼ 0. In this section, we provide two kinds of conditions equivalent to the property (A). Before stating these, we give the following notations:
. For a tree T with a fixed root x, we define a partial order T by v T v 0 on T if v 2 VðxPv 0 Þ, where xPv 0 is the unique path between x and v 0 in T. . Let ' : EðGÞ ! ½0; 1Þ be a non-negative weight on EðGÞ. We define a pseudo distance with this weight ' in G by
0 of G is said to be a spanning subgraph if VðG 0 Þ ¼ VðGÞ. In particular, if a spanning subgraph is a tree, then it is called a spanning tree. We claim the proposition below. Proposition 1. The following assertions are equivalent for a sequence ð a Þ a2V of real numbers on a connected graph G with a fixed root r:
(i) The sequence ð a Þ a2V satisfies the property (A) for the root r;
(ii) There exists a spanning tree T of G with the root r such that v v 0 if v T v 0 ; (iii) There exists a non-negative weight ' on EðGÞ such that a ¼ d ' ðr; aÞ, where d ' ðr; ÁÞ is a pseudo distance from r defined by '.
Proof. Firstly, under the assumption that ð a Þ a2V satisfies the property (A), we will construct a spanning tree T satisfying the condition in (ii) in a similar way to the depth-first search. Starting from the root r, we trace the edges of G to a vertex of the neighbors of the current vertex, which has not yet been visited and whose value is not less than that of the current vertex. Whenever such a neighbor of the current vertex exists, we repeat this procedure. If there is no such vertex, we go back along the edge by which the current vertex was first reached; we repeat this tracing back until such a neighbor of the current vertex appears. Once such a neighbor appears, we pursue the previous procedure. We repeat these procedures. If there exist no such neighbors and the current vertex is r, then the traversal is terminated. Clearly the graph formed by all the traversed edges is a tree T of G. In addition, we can easily check that v v 0 if v T v 0 for the partial order defined by this tree T and the root r. Since the property (A) guarantees such a T is the spanning subgraph of G, it is proved that the condition (i) implies (ii).
Secondly, we assume that a spanning tree T of G with the root r satisfies the condition (ii We have thus proved the proposition. Ã
Möbius inversion
Let us recall the Möbius inversion formula (cf. [11] ). Let P be a finite partially ordered set with a partial order " and f a function on P. If a function g is given by
for each x 2 P, then f can be expressed as f ðyÞ ¼ X
x"y gðxÞ P ðx; yÞ for all y 2 P, where P is called the Möbius function of P and P is given recursively by which is nothing but the principle of inclusion-exclusion. We remark that for any x; y 2 P the restriction to the interval ½x; y ¼ fz 2 P; x " z " yg of the Möbius function of P equals the Möbius function of ½x; y, that is, P j ½x;y ¼ ½x;y . First, we define a function f which may be applied to the proof of Theorem 1.
Proposition 2. Let ð a Þ a2V be a sequence of real numbers and P be a family of subsets of V with inclusion as a partial order which satisfies the following two conditions: 
for all Ã 2 P.
Proof. For our convenience, let us set V ¼ f1; . . . ; ng such that 1 Á Á Á n . The claim is trivially valid for 1 ¼ n , so we may assume that 1 < n . We put e P P ¼ f½i; 1 i < n; i < iþ1 g;
where ½i ¼ f1; . . . ; ig. Note that e P P & P by the the assumption of (ii) and ðÃÞ ¼ 0 if Ã = 2 e P P. Moreover, we see that
for ½i 2 e P P. Therefore
for Ã 2 P, where the summation of the last term is understood to be 0 when ½i 6 & Ã for all ½i 2 e P P. Note that ½i 6 & Ã for all ½i 2 e P P if and only if fi 2 V; i ¼ 1 g 6 & Ã, that is, there exists an i 2 V such that i = 2 Ã and i ¼ 1 . Hence, for Ã 2 P with Ã 6 ' fi 2 V; i ¼ 1 g, we have
For Ã 2 P with Ã ' fi 2 V; i ¼ 1 g, put i 0 ¼ max fi 2 V; ½i & Ã; ½i 2 e P Pg. Then, ½i & Ã for all ½i 2 e P P such that i i 0 . Thus
Here the last equality follows from the assumption of (ii). Clearly if Ã ¼ V, then i 0 þ1 ¼ max a2V a and hence
and then we have We remark that jB n Aj ! 2 for all B 2 B, which is easily verified from (3.3). For each B 2 B, we divide the summation as follows: On the other hand, the second summation of (3.4) is obviously 0 for the base case jB n Aj ¼ 2 because there is no
For the case jB n Aj ! 3, using the induction hypothesis shows that In order to use the induction hypothesis, we check Ã 2 B and jÃ n Aj < jB n Aj. We prove Theorem 2 in this subsection.
Proof of Theorem 2. We consider an irreducible random walk ðw t Þ t¼0;1;... starting from r 2 X. As is seen in Example 1, we put a as the first hitting time to a 2 X. Since the state space is finite and the random walk is irreducible, a is finite almost surely for all a 2 X. So it is enough to consider the case where 's are finite. Recall that max a2X a ¼ C X is the cover time and min b= 2Ã b ¼ T Ã is the first exit time from Ã & X. Setting jXj ¼ N, the identity 
where E r is the expectation with respect to P r . This completes the proof. Ã
Multiple random walks
We consider k-multiple random walks ðw where P R is the law of the random walks.
We remark that the expression (4.2) in Theorem 3 generalizes Theorem 1. The following are examples demonstrating theorems stated above.
Example 3. We consider two random walks starting from ðr 1 ; r 2 Þ such that the graph constructed by the random walks is a path graph G of length N À 1. We denote the set of vertices by VðGÞ ¼ f1; . . . ; Ng, the set of edges by EðGÞ ¼ ffi; i þ 1g; i ¼ 1; . . . ; N À 1g, and let ½i; j ¼ fi; i þ 1; . . . ; jg.
(i) If r 1 ¼ n and r 2 ¼ n þ 1 for some n 2 f1; . . . ; N À 1g, we see that C fn;nþ1g ¼ f½i; j; 1 i n; n þ 1 j Ng and D fn;nþ1g ¼ f½1; N À 1g; n ¼ 1, f½2; Ng; n ¼ N À 1, f½1; N À 1; ½2; N; ½2; N À 1g; otherwise. (ii) 
