Improved online hypercube packing by Han, Xin et al.
ar
X
iv
:c
s/0
60
70
45
v2
  [
cs
.D
S]
  6
 Se
p 2
00
6
Improved Online Hypercube Packing
Xin Han1 Deshi Ye2 Yong Zhou3
1 School of Informatics, Kyoto University, Kyoto 606-8501, Japan
hanxin@kuis.kyoto-u.ac.jp
2 College of Computer Science, Zhejiang University, Hangzhou, 310027, China
yedeshi@zju.edu.cn
3 Graduate School of Science, Hokkaido University, Sapporo, Japan
zhou@castor.sci.hokudai.ac.jp
Abstract
In this paper, we study online multidimensional bin packing problem when all items
are hypercubes. Based on the techniques in one dimensional bin packing algorithm Super
Harmonic by Seiden, we give a framework for online hypercube packing problem and obtain
new upper bounds of asymptotic competitive ratios. For square packing, we get an upper
bound of 2.1439, which is better than 2.24437. For cube packing, we also give a new upper
bound 2.6852 which is better than 2.9421 by Epstein and van Stee.
1 Introduction
The classical one-dimensional Bin Packing is one of the oldest and most well-studied problems
in computer science [2], [5]. In the early 1970’s it was one of the first combinatorial optimization
problems for which the idea of worst-case performance guarantees was investigated. It was also
in this domain that the idea of proving lower bounds on the performance of online algorithm was
first developed. In this paper, we consider a generalization of the classical bin packing problem:
hypercube packing problem.
Problem Definition. Let d ≥ 1 be an integer. We receive a sequence δ of items p1, p2, ..., pn.
Each item p is a d-dimensional hypercube and has a fixed size, which is s(p) × · · · × s(p), i.e.,
s(p) is the size of p in any dimension. We have an infinite number of bins, each of which is
a d-dimensional unit hypercube. Each item must be assigned to a position (x1(p), ..., xd(p)) of
some bin, where 0 ≤ xi(p) and xi(p) + s(p) ≤ 1 for 1 ≤ i ≤ d. Further, the positions must
be assigned in such a way that no two items in the same bin overlap. Note that for d = 1 the
problem reduces to the classic bin packing problem. In this paper, we study the online version
of this problem, i.e., each item must be assigned in turn, without knowledge of the next items.
Asymptotic competitive ratio. To evaluate an online algorithms for bin packing, we use
the standard measure Asymptotic competitive ratio which is defined as follows.
Given an input list L and an online algorithm A, we denote by OPT (L) and A(L), respec-
tively, the cost (number of bins used) by an optimal (offline) algorithm and the cost by online
algorithm A for packing list L. The asymptotic competitive ratio R∞A of algorithm A is defined
by
R∞A = lim
k→∞
sup
L
{A(L)/OPT (L)|OPT (L) = k}.
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Previous results. On the classic online bin packing, Johnson, Demers, Ullman, Garey and
Graham [9] showed that the First Fit algorithm has the competitive ratio 1.7. Yao [17] gave
an upper bound of 5/3. Lee and Lee [11] showed the Harmonic algorithm has the competitive
ratio 1.69103 and improved it to 1.63597. Ramanan, Brown, Lee and Lee [13] improved the
upper bound to 1.61217. Currently, the best known upper bound is 1.58889 by Seiden [14].
On the lower bounds, Yao [17] showed no online algorithm has performance ratio less that 1.5.
Brown [1] and Liang [10] independently improved this lower bound to 1.53635. The lower bound
currently stands at 1.54014, due to van Vliet [16].
On online hypercube packing, Coppersmith and Raghavan [3] showed an upper bound of
43/16 = 2.6875 for online square packing and an upper bound 6.25 for online cube packing. The
upper bound for square packing was improved to 395/162 < 2.43828 by Seiden and van Stee
[15]. For online cube packing, Miyazawa and Wakabayashi [12] showed an upper bound of 3.954.
Epstein and van Stee [6] gave an upper bound of 2.2697 for square packing and an upper bound
of 2.9421 for online cube packing. By using a computer program, the upper bound for square
packing was improved to 2.24437 by Epstein and van Stee [8]. They [8] also gave lower bounds
of 1.6406 and 1.6680 for square packing and cube packing, respectively.
Our contributions. When the Harmonic algorithm [11] is extended into the online hypercube
packing problem, the items of sizes 1/2+ǫ, 1/3+ǫ, 1/4+ǫ, . . . are still the crucial items related to
the asymptotic competitive ratio, where ǫ > 0 is sufficiently small. Using the techniques in one
dimensional bin packing, Epstein and van Stee [8] combined the items of size in (1/2, 1−∆] with
the items of size in (1/3,∆] and improved the Harmonic algorithm for hypercube packing, where
∆ is a specified number in (1/3, 0.385). In this paper, we do not only consider the combinatorial
packing for the items in (1/2, 1 − ∆] and (1/3,∆], but also other crucial items. Based on the
techniques in one dimensional bin packing algorithm Super Harmonic by Seiden [14], we classify
all the items into 17 groups and give a framework for online hypercube packing. To analyse our
algorithm, we give a weighting system consisting of four weighting functions. By the weighting
functions, we show that for square packing, the asymptotic competitive ratio of our algorithm
is at most 2.1439 which is better than 2.24437[8], for cube packing, the ratio is at most 2.6852,
which is also better than 2.9421[8].
Definition: If an item p of size (side length) s(p) ≤ 1/M , where M is a fixed integer, then call
p small, otherwise large.
2 Online packing small items
The following algorithm for packing small items is from [4], [7]. The key ideas are below:
1. Classify all small squares into M groups. In detail, for an item p of size s(p), we classify
it into group i such that 2ks(p) ∈ (1/(i + 1), 1/i], where i ∈ {M, ..., 2M − 1} and k is an
integer.
2. Exclusively pack items of the same group into bins, i.e., each bin is used to pack items
belonged to the same group. During packing, one bin may be partitioned into sub-bins.
Definition: An item is defined to be of type i if it belongs to group i. A sub-bin which received
an item is said to be used. A sub-bin which is not used and not cut into smaller sub-bins is
called empty. A bin is called active if it can still receive items, otherwise closed.
Given an item p of type i, where 2ks(p) ∈ (1/(i+1), 1/i], algorithm AssignSmall(i) works as
followings.
1. If there is an empty sub-bin of size 1/(2ki), then the item is simply packed there.
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2. Else, in the current bin, if there is no empty sub-bin of size 1/(2j i) for j < k, then close
the bin and open a new bin and partition it into sub-bins of size 1/i. If k = 0 then pack
the item in one of sub-bins of size 1/i. Else goes to next step.
3. Take an empty sub-bin of size 1/(2j i) for a maximum j < k. Partition it into 2d identical
sub-bins. If the resulting sub-bins are larger than 1/(2ki), then take one of them and
partition it in the same way. This is done until sub-bins of size 1/(2ki) are reached. Then
the item is packed into one such sub-bin.
Lemma 1 In the above algorithm,
i) at any time, there are at most M active bins.
ii) in each closed bin of type i ≥ M , the occupied volume is at least (id − 1)/(i + 1)d ≥
(Md − 1)/(M + 1)d.
So, roughly speaking, a small item with size x takes at most (M+1)
d
(Md−1)
× xd bin.
3 Algorithm A for online hypercube packing
The key points in our online algorithm are
1. divide all items into small and large groups.
2. pack small items by algorithm AssignSmall, pack large items by an extended Super Har-
monic algorithm.
Before giving our algorithm, we first give some definitions and descriptions about the algo-
rithm, which are similar with the ones in [14], but some definitions are different from the ones
in [14].
Classification of large items: Given an integer M ≥ 11, let t1 = 1 > t2 > · · · > tN+1 =
1/M > tN+2 = 0, where N is a fixed integer. We define the interval Ij to be (tj+1, tj ] for
j = 1, ..., N + 1 and say a large item p of size s(p) has type i if s(p) ∈ Ii.
Definition: An item of size s has type τ(s), where
τ(s) = j ⇔ s ∈ Ij .
Parameters in algorithm A: An instance of the algorithm is described by the following
parameters: integers N andK; real numbers 1 = t1 > t2 > · · · > tN > tN+1 = 1/M , α1, ..., αN ∈
[0, 1] and 0 = ∆0 < ∆1 < · · · < ∆K < 1/2, and a function φ : {1, ..., N} 7→ {0, ...,K}.
Next, we give the operation of our algorithm, essentially, which is quite similar with the
Super Harmonic algorithm [14]. Each large item of type j is assigned a color, red or blue. The
algorithm uses two sets of counters, e1, ..., eN and s1, ..., sN , all of which are initially zero. si
keeps track of the total number of type i items. ei is the number of type i items which get
colored red. For 1 ≤ i ≤ N , the invariant ei = ⌊αisi⌋ is maintained, i.e. the percentage of type
i items colored red is approximately αi.
We first introduce some parameters used in Super Harmonic algorithm, then give the cor-
responding ones for d-dimensional packing. In one dimensional packing, a bin can be placed at
most βi = ⌊1/ti⌋ items with size ti. After packing βi type i items, there is δi = 1 − tiβi space
left. The rest space can be used for red items. However, we sometimes use less than δi in a bin
in order to simplify the algorithm and its analysis, i.e., we use D = {∆1, ...,∆K} instead of the
set of δi, for all i. ∆φ(i) is the amount of space used to hold red items in a bin which holds blue
items of type i. We therefore require that φ satisfy ∆φ(i) ≤ δi. φ(i) = 0 indicates that no red
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items are accepted. To ensure that every red item potentially can be packed, we require that
αi = 0 for all i such that ti > ∆K , that is, there are no red items of type i. Define γi = 0 if
ti > δK and γi = max{1, ⌊∆1/ti⌋}, otherwise. This is the number of red item of type i placed
in a bin.
In d-dimensional packing, we place βdi blue items of type i into a bin and introduce a new
parameter θi instead of γi. Let
θi = β
d
i − (βi − γi)
d.
This is the number of red items of type i that the algorithm places together in a bin. In details,
if ti > ∆K , then θi = 0, i.e., we do not pack type i items as red items. So, in this case, we
require αi = 0. Else if ti ≤ ∆1, then θi = β
d
i − (βi − ⌊∆1/ti⌋)
d. If ∆1 < ti ≤ ∆K , we set
θi = β
d
i − (βi − 1)
d.
Here, we illustrate the structure of a bin for d = 2.
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Figure 1: If the bin is a (i, j) or (i, ?) bin, the amount of area for blue items is (tiβi)
2.
The amount of area left is 1 − (tiβi)
2. The amount of this area actually used for red items is
1− (1−∆φ(i))
2, where ∆φ(i) ≤ δi = 1− tiβi.
Naming bins: Bins are named as follows:
{i|φi = 0, 1 ≤ i ≤ N, }
{(i, ?)|φi 6= 0, 1 ≤ i ≤ N, }
{(?, j)|αj 6= 0, 1 ≤ j ≤ N, }
{(i, j)|φi 6= 0, αj 6= 0, γjtj ≤ ∆φ(i), 1 ≤ i, j ≤ N}.
We call these groups monochromatic, indeterminate blue, indeterminate red and bichromatic,
respectively. And we call the monochromatic and bichromatic groups final groups.
The monochromatic group i contains bins that hold only blue items of type i. There is only
one open bin in each of these groups; this bin has fewer than βdi items. The closed bins all
contain βdi items.
The bichromatic group (i, j) contains bins that contain blue items of type i along with red
items of type j. A closed bin in this group contains βdi type i items and θj type j items. There
are at most three open bins.
The indeterminate blue group (i, ?) contains bins that hold only blue items of type i. These
bins are all open, but only one has fewer than βdi items.
The indeterminate red group (?, j) contains bins that hold only red items of type j. These
bins are all open, but only one has fewer than θj items.
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Essentially, the algorithm tries to minimize the number of indeterminate bins, while main-
taining all the aforementioned invariants. That is, we try to place red and blue items together
whenever possible; when this is not possible we place them in indeterminate bins in hope that
they can later be so combined.
Algorithm A: A formal description of algorithm A is given as blow:
Initialize ei ← 0 and si ← 0 for 1 ≤ i ≤M + 1.
For a small item p, call algorithm AssignSmall.
For a large item p:
i← τ(p), si ← si + 1.
If ei < ⌊αisi⌋:
ei ← ei + 1.
Color p red.
If there is an open bin in group (?, i) with fewer than θi type i items, then pack p
in this bin.
If there is an open bin in group (j, i) with fewer than θi type i items, then pack p
in this bin.
Else if there is some bin in group (j, ?) such that ∆φ(j) ≥ γiti then place p in it and
change the group of this bin to (j, i).
Otherwise, open a new group (?, i) bin and place p in it.
Else:
Color p blue.
If φ(i) = 0:
If there is an open bin in group i with fewer than βdi items, then place p in it.
Otherwise, open a new group i bin and pack p there.
Else:
If, for any j, there is an open bin (i, j) with fewer than βdi items, then place p
in this bin.
Else, if there is some bin in group (i, ?) with fewer than βdi items, then place p
in this bin.
Else, if there is some bin in group (?, j) such that ∆φ(i) ≥ γjtj then pack p in it
and change the group of this bin to (i, j).
Otherwise, open a new group (i, ?) bin and pack p there.
4 The analyses for square and cube packing
In this section, we fix the parameters in the framework given in the last section for square packing
and cube packing respectively. Then we analyse the competitive ratios by a corresponding
weighting system consisting of four weighting functions.
4.1 An instance of algorithm A
Let M = 11, i.e., a small item has its side length as most 1/11. And the parameters in A are
given in the following tables. First we classify all the items into 17 groups by fixing the values
of ti, where 1 ≤ i ≤ 18. Then we calculate the number of blue type i in a bin, β
d
i . Finally, we
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define the set D = {∆1, ...,∆K} and the function φ(i), which are related to how many red items
θdi can be accepted in a bin, where K = 4. Note that αi which is the percentage of type i items
colored red will be given later. For square packing, we use a set of αi. While for cube packing,
we use another set of αi.
i (ti+1, ti] βi δi φ(i) γi
1 (0.7, 1] 1 0 0 0
2 (0.65, 0.7] 1 0.3 2 0
3 (0.60, 0.65] 1 0.35 3 0
4 (0.5, 0.60] 1 0.4 4 0
5 (0.4, 0.5] 2 0 0 0
6 (0.35, 0.4] 2 0.2 1 1
7 (1/3, 0.35] 2 0.3 2 1
8 (0.30, 1/3] 3 0 0 0
9 (1/4, 0.30] 3 0.1 0 1
10 (1/5, 1/4] 4 0 0 1
11 (1/6, 1/5] 5 0 0 1
12 (1/7, 1/6] 6 0 0 1
13 (1/8, 1/7] 7 0 0 1
14 (1/9, 1/8] 8 0 0 1
15 (0.1, 1/9] 9 0 0 1
16 (1/11, 0.1] 10 0 0 2
17 (0, 1/11] ∗ ∗ ∗ ∗
j = φ(i) ∆j Red items accepted
1 0.20 11..16
2 0.30 9..16
3 0.35 7, 9..16
4 0.40 6..7, 9..16
Observation: By the above tables, in any dimension of a (4, ?) bin, the distance between the
type 4 item and the opposite edge (face) of the bin is at least ∆4 = 0.4, since we pack a type
4 item in a corner of a bin. So, all red items with size at most 0.4 can be packed in (4, ?) bins.
In the same ways, all red items with size at most 0.35 can be packed in (4, ?) and (3, ?) bins,
all red items with size at most 0.30 can be packed in (4, ?), (3, ?), (7, ?) and (2, ?) bins, all red
items with size at most 0.2 can be packed in (4, ?), (3, ?), (7, ?), (2, ?), (6, ?) bins.
Next we define the weight function W (p) for a given item p with size x. Roughly speaking,
a weight of an item is the maximal portion of a bin that it can occupy. Given a small item p
with size x, by Lemma 1, it occupies a x
d(11+1)d
11d−1
bin. So, we define
W (p) =
xd(11 + 1)d
11d − 1
.
Given a large item p, we consider four cases to define its weight. Let Ri and Bi be the
number of bins containing blue items of type i and red items of type i, respectively. Let E be
the number of indeterminate red group bins, i.e., some bins like (?, i). If E > 0 then there are
some (?, j) bins. Let
e = min{j|(?, j)},
which is the type of the smallest red item in an indeterminate red group bin. Let A(L) be the
number of bins used by A.
Case 1: E = 0, i.e., no indeterminate red bins. Then every red item is packed with one or more
blue items. Therefore
A(L) ≤ A(Ls) +
∑
i
Bi,
where A(Ls) is the number of bins for small items. Since there are a constant number of active
bins and every closed blue bin (i) or (i, ∗) contains 1
βd
i
items, we define the weighting function
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as below:
W1,1(p) =
1− αi
βdi
if x ∈ Ii, for i = 1..16.
Case 2: E > 0 and e = 6. Then there are some bins (?, 6) and no other bins (?, j) bins, where
j > 6. Since a type 4 item can be packed into a bin (?, 6), it is impossible to have bins (4, ?). If
we count all (4, j) bins as red bins, then
A(L) ≤ A(Ls) +
∑
i=1..3,5,8
Bi +
∑
i=6,7,9..16
(Ri +Bi).
Else we count all (4, j) bins as blue bins then
A(L) ≤ A(Ls) +
∑
i=1..16
Bi +R6.
Since there are a constant number of active bins and every closed blue bin (i) or (i, ∗) contains
1
βd
i
items, every closed red bin (j, i) or (?, i) contains 1
θi
items, we define the weighting functions
for two subcases as below:
W2,1(p) =


1
βd
i
if x ∈ Ii, for i = 1, 2, 3, 5, 8.
0 if x ∈ I4.
1−αi
βd
i
+ αi
θi
if x ∈ Ii, for i = 6, 7, 9..16.
and
W2,2(p) =


1−αi
βd
i
if x ∈ Ii, for i = 1..5, 7..16.
1−αi
βd
i
+ αi
θi
if x ∈ Ii, for i = 6.
Case 3: E > 0 and e = 7. Then there are some bins (?, 7) and no other bins (?, j), where j > 7.
Since a type 4 or a type 3 item can be packed into a bin (?, 7), it is impossible to have bins (4, ?)
and (3, ?). If we count all (4, j) and (3, j) bins as red bins, then
A(L) ≤ A(Ls) +
∑
i=1,2,5,8
Bi +
∑
i=6,7,9..16
(Ri +Bi).
Else we count all (4, j) and (3, j) bins as blue bins then
A(L) ≤ A(Ls) +
∑
i=1..16
Bi +R6 +R7.
We define the weighting functions for two subcases as below:
W3,1(p) =


1
βd
i
if x ∈ Ii, for i = 1, 2, 5, 8.
0 if x ∈ I3, I4.
1−αi
βd
i
+ αi
θi
if x ∈ Ii, for i = 6, 7, 9..16.
and
W3,2(p) =


1−αi
βd
i
if x ∈ Ii, for i = 1..5, 8..16.
1−αi
βd
i
+ αi
θi
if x ∈ Ii, for i = 6, 7.
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Case 4: E > 0 and e ≥ 9. Then there are some bins (?, 9). Since a type 2,3,4,7 item can be
packed into a bin (?, 9), it is impossible to have bins (2, ?), (3, ?), (4, ?), (7, ?). If we count these
bins (2, j), (3, j), (4, j), (7, j) as red bins, then
A(L) ≤ A(Ls) +
∑
i=1,5,8
Bi +
∑
i=6,9..16
(Ri +Bi) +R7.
We define the weighting function as below:
W4,1(p) =


1
βd
i
if x ∈ Ii, for i = 1, 5, 8.
0 if x ∈ I2, I3, I4
1−αi
βd
i
+ αi
θi
if x ∈ Ii, for i = 6, 9..16
αi
θi
if x ∈ Ii, for i = 7.
Definition: A set of items X is a feasible set if all items in it can be packed into a bin. And,
Wi,j(X) =
∑
p∈X
Wi,j(p).
Over all feasible sets X, let
Wi(X) = min{Wi,j(X)}, j = 1 or 2,
and define
P(W ) = max{Wi(X)} for all i.
We defined four sets of weighting functions for all items. This is a weighting system, which
is a special case of general weighting system defined in [14]. So, the following lemma follows
directly from [14].
Lemma 2 The asymptotic performance ratio of A is upper bounded by P(W ).
4.2 Upper bounds for square and cube packing
In this subsection, we fix the parameters αi for square packing and cube packing respectively,
and get the upper bounds of the asymptotic competitive ratios.
Definition Let mi ≥ 0 be the number of type i items in a feasible set X. Given an item p with
size x, define an efficient function Ei,j(p) as Wi,j(p)/x
d.
Theorem 1 The asymptotic performance ratio of A for square packing is at most 2.1439.
Proof. For square packing, we set parameters αi according to the following table.
i 1− 4 5 6 7 8 9 10 11 12 13 14 15 16
αi 0 0 0.12 0.2 0 0.2546 0.2096 0.15 0.1 0.1 0.1 0.1 0.05
θi 0 0 3 3 0 5 7 9 11 13 15 17 36
β2i 1 4 4 4 9 9 16 25 36 49 64 81 100
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Based on the values in the followint two tables, we calculate the upper bound of P(W ) =
max{Wi(X)}.
i (ti+1, ti] W1,1(p) E1,1(p) W2,1(p) E2,1(p) W2,2(p) E2,2(p)
1 (0.7, 1] 1 2.05 1 2.05 1 2.05
2 (0.65, 0.7] 1 2.37 1 2.37 1 2.37
3 (0.6, 0.65] 1 2.7778 1 2.7778 1 2.7778
4 (0.5, 0.6] 1 4 0 0 1 4
5 (0.4, 0.5] 1/4 1.5625 1/4 1.5625 1/4 1.5625
6 (0.35, 0.4] 0.22 1.8 0.26 2.123 0.26 2.123
7 (1/3, 0.35] 0.2 1.8 0.8/3 2.4 0.2 1.8
8 (0.3, 1/3] 1/9 1.235 1/9 1.235 1/9 1.235
9 (1/4, 0.3] 0.0829 1.327 0.1338 2.141 0.0829 1.327
10..17 (0, 1/4] 1.235x2 1.235 1.99x2 1.99 1.235x2 1.235
Case 1: W1(X) ≤ 2.1439.
If m2 +m3 +m4 = 0, i.e., no type 2, 3, 4 items in X, then
W1(X) =
∑
p∈X
E1,1(p)s(p)
2 ≤ 2.05
∑
p∈X
s(p)2 ≤ 2.05.
Else m2 +m3 +m4 = 1. Then m5 +m6 +m7 ≤ 3 and m6 +m7 +m9 ≤ 5,
W1(X) ≤ 1 +m5/4 + 0.22m6 + 0.2m7 + 0.0829m9 + 1.235(1 −
∑7
i=2 t
2
i+1mi −m9/16)
< 2.1439.
The last inequality follows from m4 = 1, m6 = 3 and m9 = 2.
Case 2: W2(X) ≤ 2.134.
If m2 +m3 +m4 = 0, i.e., no type 2, 3, 4 items in X, then
W2(X) = min{W2,1(X),W2,2(X)} ≤W2,2(X) ≤ 2.123.
Else m2 = 1. Then no type 1, 3, 4, 5, 6 items in X.
W2(X) =W2,2(X) ≤ 1 + 1.8(1 − 0.65
2) = 2.0395.
Else m3 = 1. Then no type 1, 2, 4, 5 items in X and m6 +m7 ≤ 3 and m6 +m7 +m9 ≤ 5,
W2(X) =W2,2(X) ≤ 1 + 0.26m6 + 0.2m7 + 0.0829m9
+1.235(1 − 0.62 − 0.352m6 −m7/9−m9/16)
< 2.134.
The last inequality follows from m6 = 3 and m9 = 2.
Else m4 = 1. Then no type 1, 2, 3 items in X.
W2(X) ≤W2,1(X) ≤ 0 + 2.4(1 − 0.5
2) = 1.8.
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i (ti+1, ti] W3,1(p) E3,1(p) W3,2(p) E3,2(p) W4,1(p) E4,1(p)
1 (0.7, 1] 1 2.05 1 2.05 1 2.05
2 (0.65, 0.7] 1 2.37 1 2.37 0 0
3 (0.6, 0.65] 0 0 1 2.7778 0 0
4 (0.5, 0.6] 0 0 1 4 0 0
5 (0.4, 0.5] 1/4 1.5625 1/4 1.5625 1/4 1.5625
6 (0.35, 0.4] 0.26 2.123 0.26 2.123 0.26 2.123
7 (1/3, 0.35] 0.8/3 2.4 0.8/3 2.4 0.2/3 0.6
8 (0.3, 1/3] 1/9 1.235 1/9 1.235 1/9 1.235
9 (1/4, 0.3] 0.1338 2.141 0.0829 1.327 0.1338 2.141
10..17 (1/5, 1/4] 1.99x2 1.99 1.235x2 1.235 1.99x2 1.99
Case 3: W3(X) ≤ 2.12.
If m1 +m2 +m3 +m4 = 0, i.e., no type 1, 2, 3, 4 items in X, then m6 +m7 ≤ 4,
W3(X) =W3,2(X) ≤ 0.26m6 +
0.8m7
3
+ 1.5625(1 − 0.352m6 −
m7
9
) < 2.
Else m1 = 1 then mi = 0, where 2 ≤ i ≤ 8,
W3(X) =W3,2(X) ≤ 2.05.
Else m2 = 1. Then no type 1, 3, 4, 5, 6 items in X, m7 +m9 ≤ 5 and m7 ≤ 3.
W3(X) =W3,2(X) ≤ 1 +
0.8m7
3
+ 0.0829m9 + 1.235(1 − 0.65
2 −m7/9−m9/16) < 2.12.
Else m3 +m4 = 1. Then no type 1, 2, 3 items in X.
W3(X) ≤W3,1(X) ≤ 0 + 2.4(1 − 0.5
2) = 1.8.
Case 4: W4(X) =
∑
p∈X E4,1(p)s(p)
2 ≤ 2.141
∑
p∈X s(p)
2 ≤ 2.141.
So, P(W ) ≤ 2.1439. ✷
Theorem 2 The asymptotic performance ratio of A for cube packing is at most 2.6852.
Proof. For cube packing, we set parameters αi and θi in the following table.
i 1− 4 5 6 7 8 9 10 11 12− 16
αi 0 0 0.12 0.2 0 0.325 0.2096 0.15 0
θi 0 0 7 7 0 19 37 61 0
β3i 1 8 8 8 27 27 64 125 (i− 6)
3
Here we set αi = 0 for 12 ≤ i ≤ 16. So, their weights are defined as 1/β
3
i .
10
We first give two tables and then use them to calculate P(W ).
i (ti+1, ti] W1,1(p) E1,1(p) W2,1(p) E2,1(p) W2,2(p) E2,2(p)
1 (0.7, 1] 1 2.9155 1 2.9155 1 2.9155
2 (0.65, 0.7] 1 3.65 1 3.65 1 3.65
3 (0.6, 0.65] 1 4.63 1 4.63 1 4.63
4 (0.5, 0.6] 1 8 0 0 1 8
5 (0.4, 0.5] 1/8 1.9532 1/8 1.9532 1/8 1.9532
6 (0.35, 0.4] 0.11 2.5656 0.1272 2.966 0.1272 2.966
7 (1/3, 0.35] 0.1 2.7 0.1286 3.472 0.1 2.7
8 (0.3, 1/3] 1/27 1.372 1/27 1.372 1/27 1.372
9 (1/4, 0.3] 0.025 1.6 0.04211 2.6948 0.025 1.6
10 (1/5, 1/4] 0.0124 1.55 0.01802 2.252 0.0124 1.55
11 (1/6, 1/5] 0.0068 1.4688 0.0093 2 0.0068 1.4688
12..17 (0, 1/6] 1.59x3 1.59 1.59x3 1.59 1.59x3 1.59
Case 1: W1(X) ≤ 2.6852.
If m1 +m2 +m3 +m4 = 0, i.e., no type 1, 2, 3, 4 items in X, then m6 +m7 ≤ 8,
W1(X) ≤ 0.11m6 + 0.1m7 + 1.96(1 − 0.35
3m6 −m7/27) ≤ 2.3.
Else m1 = 1. Then mi = 0, where 2 ≤ i ≤ 8,
W1(X) ≤ 1 + 1.6(1 − 0.7
3) = 2.0512.
Else m2 = 1. Then no type 1, 3, 4, 5, 6 items in X and m7 ≤ 7,
W1(X) ≤ 1 + 0.1× 7 + 1.6(1 − 0.65
3 − 7/27) ≤ 2.546.
Else m3 = 1. Then no type 1, 2, 4, 5 items in X and m6 +m7 ≤ 7,
W1(X) ≤ 1 + 0.11m6 + 0.1m7 + 1.6(1 − 0.6
3 − 0.353m6 −m7/27) ≤ 2.5646.
Else m4 = 1. Then m1 +m2 +m3 = 0 and m5 +m6 +m7 ≤ 7,
W1(X) ≤ 1 +m5/8 + 0.11m6 + 0.1m7
+1.6(1 − 0.53 − 0.43m5 − 0.35
3m6 −m7/27)
< 2.6852.
The last inequality follows from m7 = 7 and m5 = m6 = 0.
Case 2: W2(X) ≤ 2.6646.
If m1 +m2 +m3 +m4 = 0, i.e., no type 1, 2, 3, 4 items in X, then m6 +m7 ≤ 8,
W2(X) =W2,2 ≤ 0.1272m6 + 0.1m7 + 1.96(1 − 0.35
3m6 −m7/27) ≤ 2.4.
Else m1 +m2 = 1 . Then no type 1, 4, 5, 6 items in X,
W2(X) =W2,2(X) =W1(X) ≤ 2.546.
Else m3 = 1. Then no type 1, 2, 4, 5 items in X and m6 +m7 ≤ 7,
W2(X) ≤ 1 + 0.1272m6 + 0.1m7 + 1.6(1 − 0.6
3 − 0.353m6 −m7/27) ≤ 2.6646.
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Else m4 = 1. Then no type 1, 2, 3 items in X and m6 +m7 ≤ 7,
W2(X) ≤W2,1(X) ≤ 0 + 0.1272m6 + 0.1286m7 + 2.6948(1 − 0.35
3m6 −m7/27− 1/8) < 2.5595.
The last inequality holds for m6 = 0 and m7 = 7.
i (ti+1, ti] W3,1(p) E3,1(p) W3,2(p) E3,2(p) W4,1(p) E4,1(p)
1 (0.7, 1] 1 2.9155 1 2.9155 1 2.9155
2 (0.65, 0.7] 1 3.65 1 3.65 0 0
3 (0.6, 0.65] 0 0 1 4.63 0 0
4 (0.5, 0.6] 0 0 1 8 0 0
5 (0.4, 0.5] 1/8 1.9532 1/8 1.9532 1/8 1.9532
6 (0.35, 0.4] 0.1272 2.966 0.1272 2.966 0.1272 2.966
7 (1/3, 0.35] 0.1286 3.472 0.1286 3.472 0.03 0.81
8 (0.3, 1/3] 1/27 1.372 1/27 1.372 1/27 1.372
9 (1/4, 0.3] 0.04211 2.6948 0.025 1.6 0.04211 2.6948
10 (1/5, 1/4] 0.01802 2.252 0.0124 1.55 0.01802 2.252
11 (1/6, 1/5] 0.0093 2 0.0068 1.4688 0.0093 2
12..17 (0, 1/6] 1.59x3 1.59 1.59x3 1.59 1.59x3 1.59
Case 3: W3(X) ≤ 2.646.
If m1 +m2 +m3 +m4 = 0, i.e., no type 1, 2, 3, 4 items in X, then m6 +m7 ≤ 8,
W3(X) =W3,2 ≤ 0.1272m6 + 0.1286m7 + 1.96(1 − 0.35
3m6 −m7/27) ≤ 2.41.
Else m1 = 1. Then mi = 0, where 2 ≤ i ≤ 8,
W3(X) =W3,2(X) =W1(X) ≤ 2.0512.
Else m2 = 1. Then no type 1, 3, 4, 5, 6 items in X and m7 ≤ 7,
W3(X) =W3,2(X) ≤ 1 + 0.1286 × 7 + 1.6(1 − 0.65
3 − 7/27) ≤ 2.646.
Else m3 +m4 = 1. Then no type 1, 2 items in X.
W3(X) ≤W3,1(X) =W2,1(X) ≤ 2.5595.
Case 4: W4(X) ≤ 2.63.
If m1 +m2 +m3 +m4 = 0, i.e., no type 1, 2, 3, 4 items in X, m6 +m9 ≤ 27 and m6 ≤ 8,
W4(X) ≤ 0.1272m6 + 0.04211m9 + 2.252(1 − 0.35
3m6 −m9/64) ≤ 2.63.
Else m1 = 1. Then mi = 0, where 2 ≤ i ≤ 8. And m9 ≤ 19,
W4(X) ≤ 1 + 19× 0.04211 + 2.252(1 − 0.7
3 − 19/64) ≤ 2.62.
Else m2 +m3 +m4 = 1. Then m6 ≤ 7,
W4(X) ≤ 0 + 0.1272m6 + 2.6948(1 − 0.35
3m6 − 1/8) < 2.4396.
So, P(W ) < 2.6852. ✷
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5 Concluding Remarks
In this page, we reduce the gaps between the upper and lower bounds of online square packing
and cube packing. But the gaps are still large. It seems possible to use computer proof as the
one in [14] to get a more precise upper bound. But, the analysis becomes more complicated
and more difficult than the one in [14], since we are faced to solve a two dimensional knapsack
problem, rather than one dimensional knapsack problem [14]. So, how to reduce the gaps is a
challenging open problem.
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