Abstract. The concept of boundary values of holomorphic semigroups is used to give a new proof of a result due to Hörmander, saying that the operator i∆ generates a C 0 -semigroup on L p (R N ) if and only if p = 2. Using a recent result on Laplace transforms by Prüss one obtains by this theory also a new proof of the classical characterization theorem of holomorphic semigroups.
Introduction
The starting point of the present paper is a classical result of Hörmander [Hö] saying that the operator i∆ generates a C 0 -semigroup on L p (R N ) if and only if p = 2. Hörmander's proof is based on euclidean harmonic analysis. In fact, he shows that for each t > 0, the function ξ → e it|ξ| 2 (the symbol of e it∆ ) is not a multiplier for L p (R N ) if p = 2. There is a completely different way to look at his result. Indeed, observe that the Laplacian ∆ generates a holomorphic C 0 -semigroup of angle π/2 on L p (R N ), 1 ≤ p < ∞. We use the following simple result on the boundary of a holomorphic semigroup (see Section 1 for the proof) to prove Hörmander's result in an elementary way.
Proposition 0.1. Let A be the generator of a holomorphic C 0 -semigroup T on some Banach space E of angle π/2. Then iA generates a C 0 -semigroup on E if and only if T is bounded on Ω := {z ∈ C; Re z > 0, Im z ≥ 0, |z| ≤ 1}.
In fact, the explicit representation of the semigroup (e z∆ ) Re z>0 as a convolution operator with the Gaussian kernel allows us to show in Section 2 that e zδ is unbounded on Ω if p = 2. In view of Proposition 0.1 we obtain in this way a proof of Hörmander's result.
Another interesting example of a holomorphic semigroup of angle π/2 is the Riemann-Liouville semigroup J (describing fractional integration) on L p (0, 1), 1 ≤ p < ∞. It does have a boundary value for 1 < p < ∞. We show this by identifying J(z) with B −z (Re z > 0), where −B generates the translation semigroup on L p (0, 1), and by applying the transference principle due to Coifman and Weiss [C-W] .
In Sections 4 and 5 we consider the inverse problem: Which semigroups are obtained as boundary values of holomorphic semigroups? Given an operator A
The boundary of a holomorphic semigroup
Let A be an operator in a Banach space E. For θ ∈ (0, π] let Σ θ := {z ∈ C; z = 0, | arg z| < θ}.
We say that A generates a bounded holomorphic semigroup of angle ϕ ∈ (0, π/2], if A generates a C 0 -semigroup T which has a bounded holomorphic extension T to the sector Σ ϕ . Denoting the extension T still by T one has T (z + z ) = T (z)T (z ) for z, z ∈ Σ ϕ and lim z→0,z∈Σϕ T (z) = I strongly. Let A be the generator of a holomorphic semigroup T of angle ϕ ∈ (0, π/2]. By this we mean that for all θ ∈ (0, ϕ) there exists ω ≥ 0 such that A − ω generates a bounded holomorphic semigroup T θ of angle θ (and then T (z) = e ωz T θ (z), z ∈ Σ θ ). Then, for θ ∈ [0, ϕ), (T (te iθ )) t≥0 is a C 0 -semigroup and its generator is e iθ A. For more details we refer to [Da] , [Go] and [Pa] . Throughout this paper we denote by σ (A) and ρ(A) the spectrum and the resolvent set of A. Furthermore, we put Σ
In this first section we are interested in the boundary value of a holomorphic semigroup.
Proposition 1.1 is an obvious modification of Theorem 17.9.1, 17.9.2] . We call the semigroup T (·e iϕ ) the boundary value of the holomorphic semigroup T .
Extending T by formula (1.2) one obtains a strongly continuous function
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Finally, we say that T has a boundary value provided (1.1) is satisfied. We also remark that the above result can be easily modified to the case where e iϕ A and e −iϕ A generate C 0 -semigroups on E. Indeed, assuming that
is strongly continuous and
In particular, if (1.4) is satisfied for ϕ = π/2, then iA generates a C 0 -group.
The following result deals with the converse of Proposition 1.1.
Proof. Since the resolvents of A and e iϕ A commute, it follows that S(s)
Boundary values of the Gaussian semigroup
and Re z > 0, where
whose generator is the Laplacian ∆ p equipped with maximal domain. Applying Proposition 1.2 to the Laplacian ∆ p we obtain a direct proof of the following result.
Theorem 2.1 (Hörmander [Hö, p. 109] 
Proof.
Since ∆ 2 is self-adjoint and form negative we have G 2 (z) L(L 2 ) = 1 for all z ∈ {λ ∈ C; Re λ > 0}. Hence, by the Riesz-Thorin interpolation theorem
By Proposition 1.2, the assertion will be proved provided we can show that a multiple of the above upper bound also serves a slower bound for
This will be carried out in the following lemma.
Proof. As we said before and by taking into account (2.1), it suffices to consider the case where 1 < p ≤ 2. Fix z ∈ Σ π/2 and consider the function f :
Choosing q such that
Moreover,
where in the last step we used the fact that the function x → exp(
2 ) is a fixed point of the Fourier transform. Furthermore,
Combining this equality with (2.4) we see that
Remark 2.3 (Integrated semigroups). Boyadzhiev and de Laubenfels [B-deL] were the first to show that norm-estimates of holomorphic semigroups with generator A on the right halfplane are equivalent to the fact that iA generates a k-times integrated semigroup for suitable k ∈ N (or, what is the same, a (w − A) −kregularized semigroup; see [deL] , [Ar] and [Hi1] for the definition and properties of these objects). This technique has been considerably refined in [El1] . Thus the estimate (2.2) tells us that i∆ generates an α-times integrated semigroup provided α > N| Former results of this kind were proved by Fourier multiplier theory (see [Hi1] and [Hi2] also for more general types of operators). By that method it is also possible to get precise information about the critical value Hi1] ). So far it seems not possible to prove these statements by the holomorphy method.
Bounded imaginary powers and the Riemann-Liouville semigroup
Interesting examples of boundary values of holomorphic semigroups occur in connection with fractional powers of operators. In fact, initiated by the regularity results due to Dore and Venni, much attention was recently given to operators having bounded imaginary powers. For detailed information on this subject we refer to [Am] , [D-V] , [Pr] , [P-S] and the references given there. If A is sectorial and invertible, this actually means by definition that the holomorphic semigroup (A −z ) Re z>0 has a boundary value. We want to make this more precise. Let A be a densely defined operator in a Banach space E such that there exist
Then one defines the fractional powers A −z of A by
where the path C runs in ρ(A) from ∞e −iϕ to ∞e iϕ , w < ϕ < π, avoiding R − and the origin (cf. [Kom] ). It is well-known that the family (A −z ) Re z>0 is a holomorphic C 0 -semigroup on E of angle π/2 (cf. [Am, Theorem 4.6.2] ). In the case where −A generates an exponentially stable C 0 -semigroup T , the operator A −z is also given by the formula
for all x ∈ E (cf. [Pa, p. 70] 
Furthermore, the semigroup T is positive and contractive for all p ∈ [1, ∞). Thus, in order to prove the boundedness of the imaginary powers of A, we may use the transference principle due to Coifman and Weiss [C-W] . By this we mean the following result (cf. [Am, Example 4.7 .3c]): Let 1 < p < ∞, (Ω, µ) be a σ-finite measure space and −A be the generator of a positive contraction semigroup on
(s ∈ R).
Applying this result to the operator A defined in (3.4), we see that A has bounded imaginary powers whenever 1 < p < ∞ and that A −is satisfies an estimate of the form
where the constant C p depends only on p ∈ (1, ∞). Since T (t) = 0 for t ≥ 1, formula (3.2) is valid and we obtain 
(3.6) Thus (A −z ) Re z>0 does not have a boundary group if p = 1. Summing up, we obtain the following result (which is proved in [H-P, Section 23.16] for p = 2). Denote by J the Riemann-Liouville semigroup on L p (0, 1), 1 ≤ p < ∞, i.e. J is given by
Denote by G the generator of J.
where the constant C p depends only on p. If p = 1, then iG does not generate a semigroup.
We remark that σ(G) = ∅ since J is nilpotent and that G has compact resolvent since J(t) is compact for all t > 0.
Remark 3.2 (the vector-valued case). An alternative way to prove (3.5) is to use Fourier multiplier theory (see [D-V, Theorem 3.1]). This approach works also in the vector-valued case. More precisely, let 1 < p < ∞ and let E := L p ((0, 1), X), where X is a Banach space satisfying the UMD-property. Then Theorem 3.1] showed that the estimate (3.5) holds. Define J on E by (3.7). Then J is a holomorphic semigroup on E of angle π 2 . We deduce from Proposition 1.2 that J has a boundary group.
Characterization of holomorphic semigroups by their boundary values
We start this section by proving the following converse result of Proposition 1.1. 
Proof of Theorem 4.1. Denote by T + and T − the semigroups generated by A + := e iϕ A and
We have shown that
It follows from the Phragmen-Lindelöf principle that h n (z) ≤ M for all z ∈ Σ ϕ and all n ∈ N. Now we apply the Hille-Yosida theorem to conclude that A generates a C 0 -semigroup T . Since lim n→∞ h n (t) = T (t) strongly (t ≥ 0), it follows from Vitali's theorem [H-P, Theorem 3.14.1] that T has a holomorphic extension T to
We now want to use Theorem 4.1 to give a new proof of the following classical characterization theorem for holomorphic semigroups. The key to our proof is the following lemma due to Prüss, which allows us to deduce from the complex estimate (4.1) the Hille-Yosida condition on the positive real line. We refer to [Pr, Proposition 0 .1] for the short proof.
Lemma 4.4 (Prüss) . Let h : Σ π/2 → E be holomorphic and M ≥ 0 such that
Proof of Theorem 4.3. (ii)⇒(i): Let
By the Hille-Yosida theorem this implies that A generates a bounded C 0 -semigroup. In this argument we can replace A by e ±iα A for all α ∈ (0, ϕ). Now Theorem 4.1 implies (i).
(i)⇒(ii): This is contained in the proof of Theorem 4.1.
If T is a holomorphic semigroup of angle ϕ which admits a boundary group and z ∈ Σ ϕ , then T (z) can be estimated by the norm of the boundary group. More specifically, the following holds true. Denote by s(A) := sup{Re λ; λ ∈ σ(A)} the spectral bound of A. Note that assertion (i) of the following proposition follows from the proof of Theorem 4.1. Here we give a direct argument. 
Then the following hold.
(ii) Assume that ϕ = π/2. Replacing A by A − s (A) if necessary, we may assume that s(A) = 0. Let ε > 0. Since s(A) = ω(A) (cf. [Na, 6 .6]), there exists C > 0 such that T (t) ≤ Ce εt for all t ≥ 0. Let z = t + ir ∈ Σ π/2 . Then by (1.3)
The example of the semigroup T (z) = e wz , w ≥ 0, on C shows that the estimate in (ii) is optimal. 
Spectral characterization of boundary groups
Let A be an operator in E and assume that iA generates a C 0 -group U on E. In this section we look for spectral conditions on A which imply that A generates a holomorphic semigroup T such that U is the boundary value of T .
An obvious necessary condition for this is that the spectrum of A is located in a left halfplane, i.e. s(A) < ∞. However, this condition is not sufficient, in general. In fact, consider the generator B of the Riemann-Liouville semigroup on L p (0, 1), p ∈ (1, ∞), and let A = −B. Then s(A) = −∞ and iA generates a group. But A does not generate a semigroup. Nevertheless, the condition s(A) < ∞ is sufficient provided U satisfies a certain growth condition.
Theorem 5.1. Let A be an operator in E such that iA generates a C 0 -semigroup U on E. Assume that there exists a dense subspace F of E such that for all x ∈ F there exist constants C ≥ 0 and k ∈ N (depending on x) such that
The key to our proof is the following result of Phragmen-Lindelöf type, whose proof is based on the idea to compensate the factor 1/ sin ϕ by an appropriate function (cf. [Kor] and [A-B] ). Then r(λ) ≤ M for all λ ∈ C with Re λ ≥ 0.
Miscellaneous remarks
In this final section we collect some further information on boundary values of holomorphic semigroups.
Remark 6.1 (Cauchy-Riemann differential equations). Let A and B be generators of C 0 -semigroups T and S, respectively, such that T (t)S(s) = S(s)T(t) for all s, t ≥ 0. Then V (t + is) := T (t)S(s) defines a strongly continuous mapping V : Σ π/2 → L(E) such that V (z + z ) = V (z)V (z ) for all z, z ∈ Σ π/2 . In analogy to the Cauchy-Riemann differential equations, we obtain the following result. Then, by Schwarz's reflection principle (cf. [Co, Chapter 9 .1]), one obtains a holomorphic function T : Σ ϕ → L(E). Now the claim follows from Proposition 1.1.
