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1. INTRODUCTION 
In a recent series of papers [I], [2], [3], [4], [5], [6], [7] we studied finite pseudo- 
random binary sequences. It was suggested to us by physicists to study the ex- 
tension and generalization of this theory from binary sequences to k-ary se- 
quences, i.e., to sequences of k symbols. An extension of this type may have 
other applications as well, e.g., it can be utilized in cryptography (we will return 
to this in a subsequent paper). In this paper our goal is to make the first step 
towards the extension to k symbols. We will introduce the measures of pseu- 
dorandomness of finite sequences of k symbols. Somewhat unexpectedly, it will 
turn out that while the special case k = 3 is similar to the case k = 2, the case 
k > 3 needs a different treatment. Next we will construct a ‘good’ pseudoran- 
dom sequence of k symbols. Our starting point will be our earlier work on the 
binary case, thus first in Section 2 we will give a short survey of this work, with 
emphasis on part I which is closest to the subject of this paper. 
2. SURVEY OF THE BINARY CASE 
In [l] the definitions of the measures of pseudorandomness were based on the 
following requirements: 
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(i) good distribution relative to arithmetic progressions; 
(ii) normality in the sense that if ei, e2, . , . E { -1, +l} and the finite se- 
quences EN=(el,ez ,..., eN>, N= I,2 ,... are considered ‘good’ pseudoran- 
dom sequences, then the infinite sequences (ei, e2, . . .) must be normal; 
(iii) some control on long range correlations; 
(iv) one should be able to control the introduced measures for certain nice 
sequences. 
Starting out from these requirements, we proposed the use of the well-dis- 
tribution measure and correlation measure of order k as measures of pseudo- 
randomness. The definition of these measures is the following: 
ForNEN,EN=(ei,ez ,..., eN)E{-l,+l}N,U,V,M,CEN,D=(dl ,..., de) 
E Ze, 0 5 dl < . . . < de write 
M-l 
U(EN, M, U, V) = c eu+jv 
j=O 
and 
V(EN,M,D) = ? G+dlen+d2.. .en+d!. 
It=1 
Then the well-distribution measure of EN is defined as 
where the maximum is taken over all M, 21, v with u + (A4 - 1)v 5 N, while the 
correlation measure of order C of EN is defined as 
ce(&v)=~ylV(E~,~,D)l =%a; 5 %+dl en+d2...en+de 
’ n=l 
where the maximum is taken over all A4 and D = (dl, . . . , de) such that 
M+de<N. 
Then a sequence EN E { -1, +l}N is considered as a ‘good’ pseudorandom 
sequence if both W(EN) and ce(EN) (f or ‘small’ 1) are ‘small’ in terms of N 
(in particular, both are o(N) as N + 00). This terminology is justified by the 
fact that, as we showed it later in part VII [7], for a ‘truely random’ binary se- 
quence EN (i.e., choosing each sequence EN E { - 1, +l}N with probability 2-N) 
both these measures are ‘small’ (with probability near 1, they both are 
O(N1/2(log N)C)). 
In the second half of part I and in parts II-VI [l], [2], [3], [4], [5], [6] we tested 
special sequences for pseudorandomness. In particular, we studied the Le- 
gendre symbol, the Champernowne, Rudin-Shapiro and Thue-Morse se- 
quences, and also an extension of the Legendre symbol construction (each in 
part 11); the Liouville function (in parts III and IV) and a construction of Erdiis 
related to diophantine approximation (in parts V and VI). 
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In part VII [7] first we studied W(EN) and C/(&J) for ‘random’ sequences 
EN E { -1, +l}N; next, we estimated the minimum of these measures over all 
EN E { -1, +l}N; finally, we studied the connection between correlations of 
different orders. 
3. THE DEFINITION OF THE MEASURES OF PSEUDORANDOMNESS IN THE CASE 
OF k SYMBOLS 
When we try to introduce the measures of pseudorandomness in case of k 
symbols, then of course the basic requirement is that the definitions given in the 
case of general k should be consistent with the definitions given in the special 
case k = 2 (described in section 2). This means that again we start out from 
requirements (i)-(iv), and it seems reasonable to add the following one: 
(v) The new measures specified to binary sequences should be at least 
roughly equivalent with the old ones in the sense that the quotient of the new 
measure and the old one should always be between two positive constants (and, 
of course, ideally the new and old ones coincide). 
Let k E N, k > 2, and let A = {at, Q,, . . i Q} be a finite set (‘alphabet’) of k 
symbols (‘letters’), and consider a sequence EN = (el, e2; . . , eN) E AN of these 
symbols. To introduce the new measures of pseudorandomness, we may start in 
two directions. First, motivated by the definition ofnormality, we may think in 
terms of any fixed e-tuple (‘word’) (ui,, . , ai!) E Aeoccurring with the ex- 
pectedfrequency in certain positions in EN. This approach leads to the follow- 
ing definitions: write 
x(EN,cz,M,u, V) = I{j:O <j 5 A4 - 1, eU+jv = o}I 
and for w = (ai,:. . , a[[) E Ae and D = (di, . . . , de) with non-negative integers 
dl < . . . <de, 
g(EN, w,M,D) = I{n: 1 L n I M, (e,+d, . . ,en+de) = w}l. 
Then the f -well-distribution (‘f' for ‘frequency’) measure of EN is defined as 
where the maximum is taken over all a E A and U, v, A4 with u + (A4 - 1)v < N, 
while the f -correlation measure of order 1 of EN is defined as 
where the maximum is taken over all w E Ae, and D = (dl , , de) and M such 
that M + de < N. 
Another approach is to define these measures in a more compact form, which 
is closer to the definitions given in the special case k = 2. Let E = (~1, . . , Q} 
denote the set of the kth roots of unity, and let F denote the set of the bijections 
‘p: A ++ E (so that I?= = k!). Write 
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M-l 
XPN, P, M, u, v) = C cp(eu+jv) 
j=O 
and,for$=(cpt,... ,cpe) EF!andD=(dr,... , 4) with non-negative integers 
dl <...<de, 
GPN, hM,D) = nif$ vl(en+d,)e(en+d.. . w(en+d. 
Then the &-well-distribution (‘&’ for the set E of the kth roots of unity) measure of 
EN is defined as 
where the maximum is taken over all C,G E 3, and M, U, v with u + (A4 - 1)v 5 N, 
while the &-correlation measure of order f? of EN is defined as 
T@N) =~;x,lW~,d,~,D)l > 1 
where the maximum is taken over all 4 E @, and D = (dl, . . . , de) and M such 
that A4 + de 5 N. 
It remains to show that both they-measures and E-measures satisfy require- 
ments (i)-(v), and to analyse the connection between the f-measures and E- 
measures. We will show that the I-measures satisfy requirements (i)-(v), and the 
f-measures are ‘nearly equivalent’ with the I-measures. 
The &-measures introduced above satisfy requirements (i), (ii) and (iii) trivially. 
We will return to (iv) in Section 7 by studying a special sequence. Now we will 
show that (v) also holds in the sharper form formulated in Proposition 1 below. 
Fix a sequence EN = (el, . . . , eN) E {al, a2}N. Now E = { - 1, +l}, and F has 
two elements (pt,‘p2 defined by cpl(al) = +l, pl(a2) = -1 and ‘pz(ar) = -1, 
pT(a2) = +l, respectively, so that cpr and 92 are the negatives of each other. 
Thus defining Eh = (ei, . . , eh) by 
(1) eA==cpr(e,) fern= 1,2,...,N 
we have 
(2) cP2(4 = -4 fern= 1,2 ,..., N. 
Proposition 1. If k = IAl = 2, then we have 
WN) = WE;) 
and, for all C E N, 
re(E~) = G&J. 
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Proof. By (1) and (2), for all cp, 44, U, v we have 
Similarly, for all 4 = (pi,, . . , cpi,), M; D, 
G(EN, 4, M,D) = 5 PiI (en + dl)pi2(en + 4) . . . pte(e, + de) = 
n=l 
= * 5 ei+d,eA+d, . 4+dt = f V(E;, M, D) 
n=l 
whence 
re(-h) = ,m~a~lG(&v,d,W)/ = y$V(E;,M,D)l = Ce(E&). , I 
5. CONNECTION BETWEEN THE f-MEASURES AND E-MEASURES 
In this section we will prove two theorems on the strong connection between 
thef-measures and E-measures. 
Theoreml. ForallkEN,k>2,NEN,A={al,...,ak}andENczANwehave 
(3) &YEN) 2 A(-&) 5 k&%). 
In particular, in the binary case we have 
A(EN) = 2S(EN). 
Proof of Theorem 1. Clearly for all cp E F, M, U, v we have 
M-l 
5 C 
atA 
x(EN, a, M, u, v) - T / < C I =~~(EIv) 
atA 
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which proves the upper bound in (3). 
In order to prove the lower bound in (3), for i = 1,2, . . , k write 
3j = {p’p E 3, p(aJ = l} 
so that IF’ij = (k - I)!. Then we have 
(4) 
and 
(5) 
= cTc (k - 2)!& = (k - 2)!2 E = -(k - 2)! forj # i. 
E#l E#l 
It follows that for all i we have 
= C (k-l)!+ C (-(k-2)!) = C ((k- l)!+ (k-2)!) ;<gM(k-2)!= 
OSjc.44 O<j<M OQd4 - e”+,“=il, @L’+p+e, eu+,v=q 
= k(k - 2)!x(EN, aj, M, u, v) - A4(k - 2)! 
whence 
~(E~,ai,M,u,v) -z =;(k-2)! C ~(E~,p,M,u,v) 5 
PEFi 
1 
<-(k-V C Ix(EN,P,M,u,v)I I -k CoEFi 
k(k y 2), ET, ‘cEN) = $$A(Ed 
‘LPE I 
which completes the proof of (3). 
Theorem 2. For all kCN, k>2, NEN, Jt={al,..., ak}, ENEA~, tgN 
C22wehave 
(6) $~U(EN) I Ye(EN) 5 
Proof of Theorem 2. For all 4 = (~1,. . . , cpl) E 3’, M and D = (dl, . . , de) we 
have 
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c P&&-Pa(%) 
(aj, ,...,ait) E A’ 
I C me +g C CPI( ) 
wtAe ke I(& ‘) ‘.. (a$+))~ = 
= @r&G) +$ = @r&v) 
which proves the lower bound in (6). 
To prove the upper bound, observe that by (4) and (5), 
Thus for all (aq, . . , aic) E de, M, D we have 
g(EN,(ai, ,..., aie),M,D)=I{n:nIM,e,,dj=uijforj=l ,..., e}i= 
=;$ .p’ 
( 
p&& VA + 4 + l = 
n-l j-1 ‘, ) 
=; &if+6 
( 
1 
t=1 ((k - 4y 1 
c c- 
Ijl<...<jt4e i~~~~.c,~ 
. ’ 
It follows that 
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which proves the upper bound in (6). 
6. AN EXAMPLE 
We may reduce the work by considering only certain bijections cp E 3. Indeed, 
let us call cpi E 3 and jo2 E 3 equivalent if there is an E E & such that 
(7) cp2(a) = &‘pl(a) for all a E A. 
Then clearly, in the definitions of both A(EN) and re(E~) it suffices to take only 
one bijection cp from each of the (k - l)! equivalence classes (each containing k 
bijections). Moreover, if cpi E 3, ‘p2 E 3 are such that 
(8) cpz(a) = cpl(a) for all a E ,A, 
i.e., ‘pi, cp2 = cpi are ‘conjugate bijections’, then in the definition of A it suffices 
to consider only one of cpi, (~2, while when defining ~[(EN), it suffices to take 
onlyoneof+=(cpi ,..., cpe),$=(q, ,..., cpe). 
In the special cases k = 2,3, any pair of bijections in 3 satisfies either (7) or 
(8). Thus in the definition of A(EN) we may restrict ourselves to one bijection in 
3. 
Starting out from these observations, one might like to know wether one can 
drop further bijections ‘p in the definitions of A and Fe. The following example 
shows that in order to give a correct definition of r2 (so that it should not be 
‘very far’ from 72) in the case k = 3 one needs both equivalence classes de- 
scribed above. 
Example 1. Let k = 3, A = {a1,a2,a3}, A4 E N, N = 2M. Let (ei, e2,. . . , eM) 
be a random element of d”, and let 
eM+i=ei fori= 1,2,...,M 
andEN=(ei,ez,.. . , eN). Let (pi be any of the 6 bijections in 3, and define cp2 
by (8). Then it is easy to see that 
is ‘large’ for some cp E 3 if and only if cp belongs to the equivalence class re- 
presented by 91 in sense (7). 
In the case k > 3 the situation is more complicated. However, the example 
above can be extended easily to show that if k > 3, cp, (pi, ‘p2 E 3, and (01 and ‘p2 
are not equivalent (in the sense of (7)), then there are M, N, EN = (el , e2, . . . , eN) 
so that G&V, (P, ~11, M, (0, W) is ‘large’ but G(EN, (cp, cpz), M, (0, M)) is 
‘small’. 
7. CONSTRUCTING A ‘GOOD’ PSEUDORANDOM SEQUENCE OF k SYMBOLS 
In this section first we will generalize the Legendre symbol construction to the 
case of k (2 2) symbols, and then we will show that the sequence obtained in 
this way is a ‘good’ pseudorandom sequence. 
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Let p be a prime with p G 1 (mod k); by Dirichlet’s theorem there are in- 
finitely many primes with this property. Write N = p - 1, and let A denote the 
set of the k-th roots of unity: 
(9) A= e ; :j=O,l,...,k-1 
i() 
\ 
I 
(where e(a) is the standard notation e(o) = e2gia). Let g be a primitive root 
modulo p, and consider the (multiplicative) character xi modulo p with 
(10) x1(g) =e ; . 
0 
Clearly, (10) determines this character xi uniquely. Moreover, x1 is of order k 
(sothatxlfxobyk>2),andforalll<n<N=p-lwehave 
(11) :j=O,l,..., k-l 
Now define EN = (el, e2,. . . , eN> by 
(l-3 e,=xi(n) forn=1,2 ,..., N. 
We will show that this sequence EN is a ‘good’ PR sequence of the k elements of 
the set A in (9). We will estimate thef-measures of EN. 
Theorem 3. For the sequence EN de$ned by (12) we have 
(13) S(EN) < 2N112 log N 
and, for all e E N, e 5 N, 
(14) ye(EN) < 27k!N’12 log N. 
Proof of Theorem 3. The proof of (13) will be based on 
Lemma 1. If p is a prime, x is a character module p, x is diferent from the prin- 
cipal character ~0 modulo p, and X, Y are real numbers with X < Y, then we have 
I,<?< y xi4J < P”2 l%P. 
Proof of Lemma 1. This is the well-known Polya-Vinogradov inequality; see, 
e.g., [8, p. 1351. 
In order to prove (13), first observe that writing 
(15) s(a,m) = ik$ (axI Cm))“, t-o 
for a E A, (m,p) = 1 clearly we have 
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(16) S(u,m) = C 
1, if xl(m) =a 
0, ifxl(m> #a (for a E A, (m,p) = 1). 
Thus for all a E A and u, v, M with u + (A4 - 1)v < N we have 
M-l 
X(E~,U,M,U,V) = c 1= c l= c S(Q>U-+jV) = 
Clgj<M-l OJjJM-l 
e”+j”== xj(u+jv)=a 
j=O 
= zol ; = 1.t = o.- &y; u +jv) = ; = 1.t = o.ist”cl x;(u +jv) = ( 
j=O 
=~M+~~~l‘lUt~~‘xi(u+jv). t-1 j=O 
It follows that 
(17) x(&, a, M, u, v) - 5 
1 1 
I pg’ Mc1 x”,(u +jv) . 
t-l j=O 
Writing x2 = xi, clearly x2 is also a character modulo p, and for 1 5 t 5 k - 1 
we have x2 f ~0. Thus by Lemma 1, for all 1 _< t 5 k - 1 we have 
It follows from (17) and (18) that for all u, v and M, 
x(x?.&, a, M, u, v) - ; 5 ; (k - l)p1’2 logp < p112 logp < 2N1’2 log N 
which completes the proof of (13). 
The proof of (14) will be based on 
Lemma 2. Suppose that p is a prime number, x is a non-principal character 
module p of order d (so that dip - l), f(x) E FP[x] (F, being the$eld of modulo p 
residue classes) has degree h and factorization f (x) = b(x - ~1)~’ . . . (x - x,)~’ 
(where xi # xj for i # j) in FP (the algebraic closure of FP) with 
(19) (d,dI ,..., d,) = 1. 
Let X, Y be real numbers with 0 < Y < p. Then 
(20) C x(f @)I < 9hp1/2 hu X<nlX+ Y 
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Proof of Lemma 2. This is Theorem 2 in [l] which was derived from A. Weil’s 
theorem [9]. 
We shall need the following consequence of Lemma 2: 
Lemma 3. Assume thatp, x, dare defined as in Lemma 2, f(x) E FP[x] has degree 
h andfactorization f (x) = b(x - ~1)” . . (x - x,)’ (where xi f xj for i # j) in FP 
(so that now b, x1, . . . ,x, E FP) with 
(21) (d,dl,...,d,) cd, 
and define X, Y as in Lemma 2. Then again (20) holds. 
Proof of Lemma 3. Write D = (d, dl, . . ,d,), d = 6D and di = SiD for 
i= 1,2 , . . , S. Then by (21) and the definition of d, the order of the character 
~2 = xD is 6 = S > 1 so that x2 is not the principal character. Write 
(22) g(x) = (x - x#’ . . (x - x,p (E FpL4)~ 
Then we have 
C x(f (n)) = C x b(n - ~1)‘~~. . . n x, w = 
X<n<X+ Y i I X<n<X+ Y 
( (-))I 
(23) = x(b) X<n<X+ yx (W) = c - ( i 
= x<,Fx+ yx&(n)) - 
c xDMn)) X<n<X+ Y = 
Here the order 6 of the non-principal character xz and the exponents St, . . , ~5~ 
in (22) satisfy (6, St,. . . , &) = 1. Thus Lemma 2 can be applied with x2 and g in 
place of x and f, respectively. The degree of g is $. Thus by (23) and Lemma 2 
we have 
x<*E+ y xv-(n)> = i I C X<n<X+ Y x(g(n)) < 9ip112 logp < 9hp’j2 logp - 
which completes the proof of Lemma 3. 
In order to prove (14), assume that k! E N, ! 5 N, w = (bl:. . . , bl) E &, 
D = (dl, . . . , de), 0 5 dl . . . < de, M E N and A4 + de 5 N. Then again by (16) 
we have 
gb%,w,~,D) = [{n: 15 n 5 M,(~+d,,...,~,+d = w}1 = 
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The contribution of the term with tt = . . = te = 0 is clearly M/h?. Thus it fol- 
lows that 
I ,<,ry& 5 xl((~+dl)“...(n+~e)“)i. 
(fI,..t,k))ji(O ,..., Cl) n= * 
Now fix an &tuple (tl, . . . , te) with 
(25) 0 I t1,. ..,teIk--1, (tl,...,te)f(O,...,O), 
and write f(n) = (n + dt)” . . . (n + de)“. It follows from (25) that there is at 
least one ti with 0 < ti 5 k - 1, and thus we have 
(26) (k,tl ,..., te) <k. 
Thenf(x) is a polynomial of the form described in Lemma 3, and by (26), the 
order of x1 and the exponents in the factorization off satisfy condition (21) in 
lemma 3. Thus we may use Lemma 3 to estimate the last sum in (24). We obtain 
that 
n$l Xi((n + 4lt’ . . . (n -t de)‘“) / < 
< 9(t1 + . . . + te)p1’2 logp < 9k@‘i2 logp < 27klN112 log N. 
This holds for all (tl , . . . , te) satisfying (25), and thus (14) follows from (24) and 
this completes the proof of Theorem 3. 
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