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ABSTRACT 
OF THE  
THESIS 
To overcome the problems of conventional powder metallurgy, a hybrid technique is 
developed by mixing ultrafine powdered material (usually particle size less than 20 
µm) with a thermoplastic/wax or thermosetting binder. This mixture can be processed 
by using injection molding as it behaves like a thermoplastic material. This 
combination of powder metallurgy and injection molding processes is termed as 
Powder Injection Molding (PIM) process.  
The PIM process consists of four primary steps: 
1. Mixing of the metal or ceramic powder with a binder to form the feedstock,  
2. Injection molding of feedstock to produce the green parts,  
3. Debinding of green parts to produce brown parts, and  
4. Sintering of the brown parts for its consolidation to its final density.   
The advantages of PIM can be utilised only when we have full control over the 
process parameters and have an idea of the optimum range of processing conditions. 
The control of process parameters is very critical as many defects like voids, 
distortion and cracks occur due to improper control. These defects can be avoided by 
proper selection of process parameters. But, the difficulty in optimizing PIM process 
arises because the performance measures show conflicting behavior.  
The objective of this research work is to find the proper settings of the controllable 
process parameters during injection molding, debinding and sintering stages of the 
process for best sintered density and mechanical properties of the parts produced. This 
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study investigated the influence of 15 PIM process control parameters, namely 
injection pressure, injection temperature, mould temperature, holding pressure, 
injection speed, powder loading, holding time, cooling time, solvent debinding 
temperature, thermal debinding temperature, isothermal holding time, sintering 
temperature, heating rate, sintering time and cooling rate on tensile strength, yield 
strength, impact toughness, hardness and density of the parts produced by stainless 
steel SS316L powder and PEG, PMMA, paraffin wax and stearic acid based binder 
system. Artificial neural network (ANN) technique has been used for modeling and 
prediction purpose. The objectives and methodology pertaining to this work are as 
follows: 
Objective 1: To investigate the effect of controllable process parameters in 
different stages of PIM process on mechanical properties and final 
density using single objective optimization approach. 
Objective 2: To study the interdependence among the PIM process parameters for 
desired properties. 
Objective 3: To optimize the process parameters for all the desired outcomes 
simultaneously.  
Objective 4:  Prediction of outcome for a given set of inputs. 
A four-cavity mould was specifically designed and made in accordance with MPIF 
Standard 50 and ASTM Standard E8-98. An oversized impact test bar cavity of 66 
mm x 12 mm x 6 mm was also produced  The subsequent processing of this bar 
produced  sintered Charpy unnotched impact test bar with the final dimensions 
specified in MPIF Standard 59. The density of the sintered compact specimens was 
measured by Archimedes Principle following the technique described in MPIF 
Standard 42 and the apparent hardness of the specimens was measured by using 
Rockwell B scale according to MPIF Standard 43.  
The green parts produced by injection molding were debinded in two steps. The first 
step, called as solvent extraction was used to extract out the PEG from the green parts. 
The green specimens were immersed in distilled water maintained at solvent 
debinding temperature of 60 °C for 4 hours with continuous stirring.  After leaching 
the samples were immersed in heptane for 2 hours to remove the wax content. The 
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specimens were then dried in an oven at 50 °C for 8 hours to completely remove the 
remains of water and then cooled. The second step, referred to as thermal debinding 
was used to remove the PMMA and stearic acid after solvent debinding. In the 
sintering operation, the brown parts were heated in a controlled atmosphere 
environment to a temperature below the melting point but high enough to permit the 
solid-state diffusion and held for sufficient time to permit bonding of the particles. 
The debinded parts were first presintered then sintered. The presintered specimens 
were sintered afterwards in a batch furnace to investigate the dimensional changes and 
microstructural evolutions.  
For this experiment Taguchi L27 orthogonal array consisting of 27 experiment trials 
with 8 experimental parameters is used to injection molding process parameter 
optimization. Taguchi L9 orthogonal array consisting of 9 experiment trials and 3 
experimental parameters is used for debinding process parameters optimization. The 
modified L16 is used to accommodate four factors with four levels and one factor at 
two level of the sintering process optimization. Analysis of variance (ANOVA) and 
grey relation approach (GRA) are utilized to identify the significant level of each 
variable. An ANN model is developed and tested for prediction of output 
characteristics for a given set of input parameters. The conclusions drawn from this 
research are as follows: 
When the  injection molding process parameters are controlled whereas the process 
parameters for debinding and sintering stages are kept constant: 
 The injection pressure, mould temperature, holding pressure, injection speed, 
and powder loading are the significant factors during injection molding stage, 
which influence the tensile strength of the parts produced by PIM process.  
Whereas the injection temperature, holding time, cooling time are insignificant 
factors. These factors fail to achieve 95% confidence level and are considered 
to be error factors. The optimum level of input parameters (injection 
pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC  (holding 
pressure)75MPa (injection speed)5 ccm/s (powder loading)61.5 %vol. (holding 
time)15sec (cooling time)8sec results an average tensile strength of 550 MPa.  
 The injection pressure, injection temperature, mould temperature, holding 
pressure, injection speed, powder loading and mould temperature are the 
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significant factors during injection molding stage, which influence the yield 
strength of parts produced by PIM process.  The holding time and cooling time 
are insignificant factors.  The optimum level of input parameters (injection 
pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC (holding 
pressure)75 MPa (injection speed)5 ccm/s (powder loading)61.5% vol. (holding 
time)15sec (cooling time)8sec results an average yield strength of 293 MPa. 
 The injection pressure, mould temperature, and powder loading are the 
significant factors during injection molding stage which influence the impact 
toughness of the parts produced by PIM process.  The injection temperature, 
holding pressure, injection speed, holding time and cooling time are 
insignificant factors. The optimum level of input parameters (injection 
pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC (powder 
loading)61.5%vol. results an average impact energy absorption of   112 J. 
 The injection pressure, injection temperature, mould temperature, holding 
pressure, injection speed, powder loading, holding time and cooling time are 
all significant factors, which influence the hardness of the parts produced by 
PIM process. The optimum level of input parameters (injection pressure)60MPa 
(injection temperature)170ºC (mould temperature)55ºC  (holding pressure)75MPa 
(injection speed)5 ccm/s (powder loading)61.5 %vol. (holding time)15sec (cooling 
time)8sec results an average hardness of 72 HRB.  
 The injection pressure, mould temperature, injection speed and powder 
loading, are the significant factors, which influence the density of the parts 
produced by PIM process. The injection temperature, holding pressure, 
holding time and cooling time are insignificant factors. The optimum level of 
input parameters (injection pressure)60MPa (injection temperature)170ºC (mould 
temperature)55ºC  (holding pressure)75MPa (injection speed)5 ccm/s (powder 
loading)61.5 %vol. (holding time)15sec (cooling time)8sec results an average 
density of 7.6814 gm cm-3. 
 Though it is observed that tensile strength, yield strength, impact toughness, 
hardness and density improves with the injection pressure but it can’t be 
increased beyond certain limit because not only it creates the defects in the 
green part but also its interaction effect is not favourable with other input 
variables. If the interaction effects of mould temperature, holding pressure, 
injection speed and powder loading are taken into consideration it is observed 
5 
 
that at a mould temperature of 55ºC, holding pressure of 75 MPa, injection 
speed of 5ccm/s and powder loading of 61.5% vol. the desirable injection 
pressure is only 55 MPa for good tensile strength. The optimum working 
range for all quality characteristics is 53 to 58 MPa. 
 When injection temperature increases, the injection pressure decreases due to 
fall in viscosity of the feedstock. The combination of high injection pressure 
with high injection temperature causes binder to separate from the powder 
binder matrix. As a result the green part contains less binder to hold the 
powder particles and become brittle. A zone of low strength is developed in 
the range of 155 to 161ºC because the primary binder PMMA melts in this 
range and there is sudden fall in viscosity. 
 The mould temperature influences the cooling time of the molding process. A 
hotter mould requires a longer cooling time for part produced. So the cycle 
time is increased but it improves the orientation relaxation. However when an 
extremely hot melt comes into contact with a cold mould, the temperature 
drop causes internal stresses in the parts produced. 
 The particle migration is dependent on shear rate so the migration takes place 
from low shear rate region to higher shear rate region. When the maximum 
shear rate crosses the critical value the binder molecules break down and 
causes improper filling. Since, the shear rate depends on filling time, which is 
inversely proportional to injection speed. So it can be concluded that the 
maximum shear rate depends on the injection speed and the injection speed 
has a critical effect on the shear rate. The injection speed also influences the 
surface finishing and other properties of the green part. Higher injection speed 
refers shorter filling time and higher volumetric flow rate so it will require 
higher injection pressure. High injection speed also generates the frictional 
heating that raises the melt temperature. So combined effect of high injection 
temperature and high shear rate reduces the melt viscosity and therefore 
offsets the high injection pressure requirements.  
 The powder loading of 61.5% volume is best for all mechanical properties. For 
higher powder loading, there is no sufficient binder to fill the space among the 
powder particles. Therefore, voids are formed in the feedstock. The feedstock 
has high viscosity, and it become difficult to mold it. But, the higher powder 
loading favours compact shape retention. Whereas the excess binder causes 
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compact slumping because the powder particles settle or migrate during 
debinding.  
 The optimum range of cooling time is observed 6 to 9 seconds. It depends on 
the part thickness, injection temperature and mould temperature. Though 
shortest cooling time is desirable but an insufficient cooling time results in 
defected parts. These parts have low strength. When the parts are ejected in 
too hot state the common problems observed in the parts are warpage and sink 
marks. An insufficient cooling time may also cause the parts to stick with the 
mold and ejector pin marks.  
 
When the debinding process parameters are controlled whereas process parameters for 
injection molding and sintering stages are kept constant: 
 The solvent debinding temperature and isothermal holding time are the 
significant factors during debinding stage, which influence the tensile strength 
of the parts produced by PIM process. Whereas, thermal debinding 
temperature is an insignificant factor.  The optimum level of input parameters 
(Solvent debinding temperature)70ºC (thermal debinding temperature)400ºC 
(isothermal holding time)360min results an average tensile strength of 552 MPa. 
 The Solvent debinding temperature and thermal debinding temperature are the 
significant factors which influence the yield strength of the parts produced by 
PIM process, whereas isothermal holding time is an insignificant factor. The 
optimum level of parameters (Solvent debinding temperature)70ºC (thermal 
debinding temperature)400ºC (isothermal holding time)240min results an average 
yield strength of 293 MPa. 
 The Solvent debinding temperature and thermal debinding temperature are the 
significant factors which influence the impact toughness of the parts produced 
by PIM process, whereas isothermal holding time is an insignificant factor. 
The optimum level of parameters (Solvent debinding temperature)70ºC (thermal 
debinding temperature)400ºC (isothermal holding time)300min results an average 
impact energy absorption of 109 J. 
 The thermal debinding temperature and isothermal holding time are the 
significant factors which influence the hardness of the parts produced by PIM 
process, whereas solvent debinding temperature is an insignificant factor. The 
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optimum level of parameters (Solvent debinding temperature)60ºC (thermal 
debinding temperature)350ºC (isothermal holding time)360min results an average 
hardness of 72 HRB. 
 The Solvent debinding temperature and thermal debinding temperature are the 
significant factors which influence the density of the parts produced by PIM 
process, whereas isothermal holding time is an insignificant factor. The 
optimum level of parameters (Solvent debinding temperature)70ºC (thermal 
debinding temperature)400ºC (isothermal holding time)300min results an average 
density of 7.5952 gm cm-3. 
 The solvent debinding temperature is found to be a significant factor for all the 
characteristic features except hardness studied in this work. A high value is 
desirable for high tensile strength, yield strength, impact toughness and 
density but a low value is desirable for high hardness. The mechanical 
properties achieved by final parts are directly dependent on the performance of 
solvent debinding. It can also be concluded that large duration is required for 
solvent debinding because in the beginning the diffusion distance for the water 
and PEG is short and the debinding process is fast but as the debinding 
proceeds the newly formed pore channels extend to inner region of the green 
part. It causes longer diffusion length and slows down the debinding rate. The 
PMMA links the metal powder particles together but its presence creates 
physical barrier to PEG molecules diffusion from the green part and thus 
reduces the rate of removal of PEGs. 
 Thermal debinding temperature is an insignificant factor for tensile strength 
but significant for yield strength, hardness, impact toughness and density. 
High thermal debinding temperature above 380 ºC is desirable for high yield 
strength and density. It plays a vital role in control of impact toughness of the 
part produced. The low values of thermal debinding temperature may cause 
very poor impact toughness. 
 The isothermal sintering time is a significant factor for achievement of good 
tensile strength and hardness by parts produced though PIM process so it can’t 
be compromised and increasing the isothermal holding time will create 
remarkable improvement in the characteristic features. 
When the sintering process parameters are controlled whereas the process 
parameters for injection molding and debinding stages are kept constant: 
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 The sintering temperature, heating rate,   sintering time, cooling rate, and 
sintering atmosphere are the significant factors during sintering stage, which 
influence the tensile strength of the parts produced by PIM process. The 
optimum level of input parameters (sintering temperature)1340ºC (heating 
rate)16ºC/min (sintering time)60min (cooling rate )5ºC/min (sintering 
atmosphere)Nitrogen results an average tensile strength of 573MPa. 
 The sintering temperature, heating rate,   sintering time, cooling rate, and 
sintering atmosphere are the significant factors during sintering stage, which 
influence the yield strength of the parts produced by PIM process. The 
optimum level of input parameters (sintering temperature)1340ºC (heating 
rate)8ºC/min (sintering time)60min (cooling rate )5ºC/min (sintering 
atmosphere)Vacuum results an average yield strength of 296.0 MPa. 
 The sintering temperature, heating rate, sintering time, and cooling rate are the 
significant factors during sintering stage, which influence the impact 
toughness of the parts produced by PIM process. Whereas, sintering 
atmosphere is insignificant factor. The optimum level of input parameters 
(sintering temperature)1380ºC (heating rate)8ºC/min (sintering time)120min (cooling 
rate )5ºC/min (sintering atmosphere)Vacuum results an average impact energy 
absorption of 113 J. 
 The sintering temperature, heating rate,   sintering time, and cooling rate are 
the significant factors during sintering stage, which influence the hardness of 
the parts produced by PIM process. Whereas sintering atmosphere is 
insignificant factor. The optimum level of input parameters (sintering 
temperature)1380ºC (heating rate)12ºC/min (sintering time)120min (cooling rate 
)5ºC/min (sintering atmosphere)Nitrogen results an average hardness of 75 HRB. 
 The sintering temperature, heating rate,   sintering time, and cooling rate are 
the significant factors during sintering stage, which influence the density of 
the parts produced by PIM process. Whereas sintering atmosphere is 
insignificant factor. The optimum level of input parameters (sintering 
temperature)1380ºC (heating rate)12ºC/min (sintering time)120min (cooling rate 
)10ºC/min (sintering atmosphere)Nitrogen results an average density of 7.5546 gm 
cm-3. 
 The sintering temperature is significant factor for all the four mechanical 
properties under observation and final densification. The highest tensile 
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strength and yield strength are attained at sintering temperature of 1380 ºC. 
But, beyond this temperature the tensile strength and yield strength decreases 
because the prominent phenomenon is now melting. At 1375 ºC the SS316L 
powder begins to melt so the bondage among the particles becomes week. But, 
contrary effects are observed in case of impact toughness, hardness and final 
density. All these characteristics improve at 1380 ºC.  
 The densification and changes in mechanical properties occur mainly in the 
heating period. Heating rate is also one of the significant process parameter 
which affects both the densification and final mechanical properties of the 
sintered part. High heating rate at 16 ºC/min is found most suitable for high 
tensile and yield strength but low heating rate of 8 ºC/min is found most 
suitable for high impact toughness. The hardness and densification are 
observed to be best at a heating rate of 12 ºC/min. 
 Sintering time is also a significant factor for densification and development of 
all the mechanical properties. During this time at sintering temperature the 
closed pores continue to reduce or vanish and the grain size increase. The 
short holding time is appropriate for obtaining the final components with high 
tensile strength and yield strength but large sintering time is must for high 
impact toughness, hardness and proper densification. 
 The cooling rate is also a significant factor for densification and mechanical 
properties under consideration but its contribution is low as compared to other. 
Slow cooling rate of 5 ºC/min is desirable for good tensile strength, yield 
strength, impact toughness, and hardness but a comparatively high cooling rate 
of 10 ºC/min is suitable for perfect densification.  
 
When all the PIM process input parameters and desired output characteristics are 
taken together for analysis: 
 The optimum level of process parameters obtained from grey relation analysis: 
(injection pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC  
(holding pressure)75MPa (injection speed)5 ccm/s (powder loading)61.5 %vol. 
(holding time)5sec (cooling time)8sec (Solvent debinding temperature)70ºC 
(thermal debinding temperature)400ºC (isothermal holding time)360min (sintering 
temperature)1380ºC (heating rate)12ºC/min (sintering time)100min (cooling rate 
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)5ºC/min (sintering atmosphere)Nitrogen results in  the average tensile strength of 
558 MPa, average yield strength of 292 MPa, average impact toughness of 113 
J, average hardness of 73 HRB and  average density of 7.6615 gm cm-3 . 
 In PIM process the deduction of required process input values is a non-trivial 
problem because of the numerous controllable and uncontrollable variables 
associated in the process. Also, there are multiple solutions, so a number of 
different input combinations can produce an identical output. 
 This study developed a neural network model for predicting tensile strength, 
yield strength, impact toughness, hardness and density in terms of PIM 
process parameters. The proposed neural network model 15-18-5 is capable of 
predicting the quality characteristics of the sintered products. The developed 
network displayed good performance. The ANN predictions are in good 
agreement with experimental data.  
 The approach of building model and processing data provides a new way for 
the optimum employment of the process parameters. The study confirms the 
ability of ANN to predict the tensile strength, yield strength, impact toughness, 
hardness and density. This approach not only helps in the reduction of the 
experimentation required but also reduces the problems associated with 
empirical models that involve the evaluation of large number of constraints. 
The maximum error in prediction is not more than 0.31% by ANN model.  
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1CHAPTER 1
INTRODUCTION
1.1 PROLOGUE:
The technology of pressing metal powders into a specific shape had been used since
early 20th century to produce copper coins, medallions, platinum ingots, and tungsten
items. Modern powder metallurgy (P/M) technology started in the 1920s with the
production of tungsten carbides tools and the mass production of porous bronze
bushes for bearings. After Second World War, in the early 1960s further
developments took place in the manufacturing of a variety of ferrous and nonferrous
materials, including many composite materials and almost full density products. In
1970s powder metallurgy was used to make high performance aircraft turbine engine
parts using superalloys. The growth of P/M process has expanded exponentially,
mainly because of its ability to develop unique mechanical properties and economical
processing of parts [1]. During 1990s, there have been remarkable advances in
powder manufacturing techniques. The new types of powders with superior properties
allow for the production of larger and higher strength parts. In powder metallurgy fine
powdered materials are blended, compacted into a desired shape and finally sintered
in a controlled atmosphere to allow the bonding of contacting surfaces of the particles
and develop the desired properties [2].
The blended material is compacted with the help of mechanical presses and rigid
tools. Pressure for compaction is kept between 100 to 800 MPa depending on powder
material and desired applications. High compaction pressure needed to reduce
porosity acts as an obstacle in the vide applicability of powder metallurgy. Since the
powdered material does not flow like a fluid, it puts a limitation to produce the
complex shapes. Also, porosity is an inherited property in conventional powder
metallurgy process and it causes variation in properties [2-4].
To overcome the problems of conventional powder metallurgy a hybrid technique is
developed by mixing ultrafine powdered material (usually particle size less than 20
µm) with a thermoplastic/wax or thermosetting binder. This mixture can be processed
by using injection molding as it behaves like a thermoplastic material. Injection
2molding is a prominent process for making thermoplastic parts of complex geometry
with precise dimensions. In this process, melted thermoplastic polymer is forced into
an empty cavity of a desired shape and a high holding pressure is maintained at the
time of solidification with the help of injection molding machine. When filling of the
cavity is complete, the pressure being exerted on the melt is increased to introduce
additional material. It also helps to reduce the shrinkage due to cooling. The molded
parts are allowed to cool until the temperature is low enough for proper solidification
and extraction of parts from the mold [3].
This combination of powder metallurgy and injection molding processes is termed as
Powder Injection Molding (PIM). This process inherits the features of both injection
molding and powder metallurgy [3]. In this process, the processing material is called
feedstock, which is formed by mixing the powdered metal or ceramic material with a
thermoplastic or thermosetting binder. PIM is classified into two categories
depending on the type of powder material. When the metal powder is used, the PIM
process is named as Metal Injection Molding (MIM) and for ceramic powders the
process is named as Ceramic Injection Molding (CIM). This process was first
demonstrated in 1930s but the commercial applications in ceramics were made by the
1940s. PIM was first employed for producing the metallic parts in 1970s [5]. This
process inherits the capability for fabrication of metal and ceramic parts to near net
shapes and good surface finishes. It can be used for all those shapes that can be
formed by plastic injection molding. It is being used to make many parts for
automotive, aerospace and aircraft industries, medical equipments, industrial tools,
and electronic equipments etc. PIM enables the production of high performance small
parts of intricate geometry or hard to machine geometry in large quantities at low cost
[6-8]. It can be used to manufacture wide range of components using ceramics, high
performance alloys, composite materials, and porous materials [9-12]. Metal parts
produced by PIM offer properties, almost equivalent to wrought products. The
process is economical when the part has intricate three-dimensional details and need
to be produced in large volume. PIM has many advantages as compared to other
conventional techniques like machining and investment casting. These include
achievable complexity of geometrical shapes, high production rates, high tolerances
repeatability, minor need to finish parts after molding, wide range of usable materials,
minimal scrap losses and low labour costs. Its disadvantages include high production
3cost of powder, costly equipments, and design of the parts is restricted by
considerations of the molding [4-6].
The advantages of PIM can be utilised only when we have full control over the
process parameters and have an idea of optimum range of processing conditions. For
the same we need to understand the processing of the material through PIM. The
demand of complex and reliable metal parts produced by PIM is continuously
increasing, so the focus is made on MIM for parametric optimization.
1.2 BASIC PRINCIPLE OF POWDER INJECTION MOLDING PROCESS:
The PIM process consists of four primary steps as shown in Fig 1.1.
1. Mixing of the metal or ceramic powder with a binder to form the feedstock,
2. Injection molding of feedstock to produce the green parts,
3. Debinding of green parts to produce brown parts, and
4. Sintering of the brown parts for its consolidation to its final density.
Fig 1.1 The stages in powder injection molding process [3].
In PIM process fine powders are used in comparison to conventional powder
metallurgy, where relatively coarse powders having particle sizes greater than 40 µm
are used. In PIM process gas-atomized metallic powders with spherical size are
desirable rather than the water-atomized powders of irregular particle size being used
in conventional powder metallurgy, due to their high packing density and associated
feedstock rheology [3].
The binders being used in PIM are polymeric in nature. A binder system usually has
three components: a backbone binder to provide strength to injected part, a filler
phase material that can be used to control the viscosity of the powder–polymer blend
and a surfactant to form a bridge between the binder and powder [13-16]. High-
4molecular weight polymers such as polypropylene, polyethylene, ethylene vinyl
acetate, polystyrene, and polymethyl methacrylate [17-25] have been used as
backbone binders. Filler phase materials include wax, carnauba wax, microcrystalline
wax and polyethylene glycol etc [26-28]. Minor additives that act as surfactants to the
powder are used to improve the wetting characteristics between powder and binder
during compounding [26-28]. The exact compositions used by the companies are still
proprietary. Mostly the thermoplastic binders are used, but a thermosetting binder can
also be used. The thermosetting binders have advantage in terms of shape retention
but they are difficult to control in practice [4].
The homogeneous mixture of powder material and binder is referred as feedstock. In
the feedstock to coat the powder particles with the binder thorough mixing of powder
and binder is required. For proper mixing the binder system is heated to its melting
temperature. The heating and mixing processes are carried out in a temperature
controlled mixer. Several high-shear mixer designs are used for PIM feedstock
preparation. The metal powder is introduced to the molten binder for mixing at a
uniform speed. The mixing is continued for a prescribed period to achieve a uniform
mixture. This mixture is allowed to get cooled so that it can be removed easily from
the mixer. The repeatability of the process needs to be taken proper care. The mixing
under proper control helps to break up agglomerates and achieve uniform distribution
of binder and powder particles throughout the feedstock mass. The feedstock mass
should be converted into pellets for easy feeding into the molding machine [3].
Injection molding is carried out to achieve many objectives, such as heating of the
feedstock pellets to the melting temperature so that it can be forced into a cavity
where it attains the desired shape and get cooled. The green part so obtained must be
free of voids and other defects. It must have a homogeneous distribution of powder
material. Due to solidification of molded part, the shrinkage occurs. This shrinkage is
compensated by filling of the mould cavity due to high holding pressure being
maintained by injection molding machine [28-39]. The molding parameters are
decided on the basis of binder formulation, powder particle characteristics, feedstock
viscosity, machine operating conditions and tool design. The probability of defects
and distortion at the time of sintering is highly dependent on the process parameters at
molding step [29].
5After molding, attention shifts to debinding. In this process the binder becomes a
disposable component. After removal of the binder the green part becomes a brown
part. If the binder is not removed completely, it can cause distortion, cracking, and
contamination in the component during sintering [40-47]. Also, the binder must be
extracted without distorting or contaminating the compact. The debinding process
includes combination of solvent extraction and thermal evaporation [3]. Thermal
debinding is performed in either vacuum or controlled atmosphere. The atmosphere
may have air, hydrogen, hydrogen–argon, or nitrogen–hydrogen. Debinding in air is
cheapest but it can oxidise the metallic part and can cause subsequent problems in
sintering [40].
Finally, the desired density is attained by sintering the brown part. In this process the
debinded part is heated below the melting temperature of the powdered material under
controlled atmosphere to obtain metallurgical bonding and densification [1-3,48-63].
The sintering of PIM parts is same as the sintering of parts in conventional powder
metallurgy. The difference between the two lies in the size of powders and sintering
temperatures. Very fine powders need some changes in the sintering conditions being
followed by traditional powder metallurgy industry [48-50]. The furnaces used for
sintering in PIM are either batch type or continuous type with controlled sintering
atmosphere, usually a reducing one. Over the years, there had been a little change in
the sintering method and several sintering atmospheres had been used to sinter PIM
parts. It includes the use of partial pressure of hydrogen, argon, or nitrogen [57, 66].
The use of a mixture of hydrogen and nitrogen is common but in some cases even
pure hydrogen has also been used [48]. Sometimes pressure assisted sintering is also
used [52].
1.3 RESEARCH DIRECTION:
The metal parts formed by PIM process have a very low porosity of less than 0.2%,
but it is not absolute, and properties are governed by a number of factors related to
part design and processing parameters [3]. The dimensional accuracy and mechanical
properties of the final parts depend on the choice of process parameters in the
different stages of PIM process [6]. The determination and optimization of the process
parameters have motivated numerous research works in manufacturing science, as it
needs deep knowledge of the processes and accurate modeling techniques.
6The control of process parameters is very critical as many defects like voids,
distortion and cracks occur due to improper control. These defects can be avoided by
proper selection of process parameters. But, the difficulty in optimizing PIM process
arises because the performance measures show conflicting behavior. High injection
pressure is required to force the melted feedstock of high viscosity into the mould
cavity in a short period of time [35-38]. But, higher pressure leads to residual stresses
and causes distortion. Even though the increase of injection temperature reduces the
viscosity and make mould filling easier, but a low viscosity can cause problems in
mould filling such as jetting, splashing and air entrapment [17]. Increasing the mould
temperature helps to reduce the heat losses and improves the quality of the part but it
increases the cooling time, consequently the production time. Hence it can be realized
that the relationship among the controllable process parameters is very complex and
interconnected [30]. Therefore, a relationship must be established among the
controllable factors of interest.
The applications of neurobiology in computer programming has enabled the
researchers to build mathematical models of neurons to simulate physical problems
[81-87]. Artificial neural network (ANN) technique has been adapted by researchers
for a large number of applications in different areas due to its advantages over
conventional polynomial and linear regressions [88-103]. ANN has been widely used
in areas, such as optimization, pattern recognition, forecasting, control, data
compression, classification, speech, vision etc. The use of ANN technique for
modeling and prediction purposes is becoming popular due to its abilities for non
linear analysis [107].
The optimization of process parameters in PIM process is an urgent need to make
defect free and reliable parts. The ANN technique can be used to find proper settings
of the process parameters for optimum output moreover the effect of change in any
particular controllable parameter on output characteristic can be predicted. This
combination of PIM and ANN motivated me for this study for the benefit of the
industry. It can be envisioned that this research work will trace the following path:
1. Study of controllable process parameters and selection of various designs of
experiment for establishing relationship among them.
72. Experimental investigation of working ranges of PIM process parameters for
SS316L and experimental determination of the effects of these parameters on the
mechanical properties and sintered density of parts produced.
3. Examination of significant factors using ANOVA and estimation of percent
contribution of each significant factor in controlling the variability of the process
and optimization of performance measures using Taguchi’s method.
4. Analysis of interdependence between the factors using interaction plots and
contour curves.
5. Multi-objective optimization of the process parameters of PIM process using
Taguchi’s GRA technique.
6. Development of ANN system for the prediction of mechanical properties and
density of parts produced by PIM process.
7. Validation of the results by conducting confirmation experiments.
1.4 WORK OVERVIEW:
The objective of this research work is to find the proper settings of the controllable
process parameters during injection molding, debinding and sintering stages of the
process for best sintered density and mechanical properties of the parts produced by
using PIM process. Manually it is very difficult to acquire sufficient knowledge and
conclude on the basis of experimental results for optimal process control. For this
reason, both experimental research and the development of ANN based reliable
software with new efficient algorithms are included in this research work. The
objectives and methodology pertaining to this work are as follows:
Objective 1: To investigate the effect of controllable process parameters in
different stages of PIM process on mechanical properties and
final density using single objective optimization approach.
Methodology: Experiments are designed and performed using Taguchi’s
design of experiments. Different types of orthogonal arrays
(OAs) are used depending upon the number of variables. In this
work three types of OAs are used: L9, L16, and L27. Analysis of
variance is used to observe the significance of each process
parameter. The confidence level of the significant factors is
found by using F-values.
8Objective 2: To study the interdependence among the PIM process
parameters for desired properties separately.
Methodology: Taguchi’s approach of analysis of means is used to study the
interdependence among significant factors for each desired
property separately. The interaction plots and contour curves
are used to study the relationship among significant factors.
Objective 3: To optimize the process parameters for all the desired outcomes
simultaneously.
Methodology: Multi Objective Optimization is made by using Taguchi’s Grey
Relation Approach (GRA).
Objective 4: Prediction of outcome for a given set of inputs.
Methodology: ANN technique is used to find the mathematical relationship
between the process parameters and prediction of output
characteristics.
1.5 ORGANIZATION OF THE THESIS:
The present thesis consists of a total of five contributed chapters, including this
introductory chapter. The objectives of the present research work are also mentioned
in this chapter. The second chapter presents a brief description of the work done by
the researchers in the same line in the past. An overview is given about the
importance of each component of the PIM process. This chapter concludes with the
need of the present study. The third chapter describes the materials, experimental
design methodology and details of experimental work carried out. Chapter 4 covers
the experimental investigations, analysis of results and discussions about the effects of
process parameters on desired output characteristics. The chapter is divided in five
sections as given below:
Section I: Single objective optimization of Injection Molding process parameters.
Section II: Single objective optimization of debinding process parameters.
Section III: Single objective optimization of sintering process parameters.
Section IV: Multi-objective optimization of PIM process parameters using GRA.
Section V: PIM process modeling using ANN technique.
Finally, conclusions of this research work are presented in Chapter 5 alongwith the
recommendations for future scope of work. The thesis is concluded with references.
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LITERATURE REVIEW
The success of PIM process depends on control of process parameters at each point in
the manufacturing sequence. This fact has motivated numerous research works for the
determination and optimisation of the process parameters. The main research trends in
the area of PIM are related to the use of new types of feedstock in order to obtain
better mechanical properties, improvement in material characterization methods,
optimization of the process parameters for improving quality of final products, and
simulation of different stages of PIM process to shorten time-to-design and reduce the
experimental tests. The PIM process comprises of four main steps: feedstock
compounding, injection molding, debinding, and sintering.
2.1. FEEDSTOCK COMPOUNDING:
The feedstock is the blended material that is molded through injection molding
process. The success of PIM process and final properties of the product depend on
feedstock to a large extent. The feedstock must be homogenous and stable during
injection molding. Ideally, each powder particle should be covered by a very thin
layer of binder and should be in close contact with other nearby particles. Also, all
pores among powder particles should be filled with binder [3, 20]. Practically, it is
very difficult to make an ideal powder binder mixture. The effects of improper mixing
of metal powder and binder becomes visible in the subsequent steps of the process.
There are three main issues related to feedstock compounding: excellent rheological
properties for successful molding, tight dimension tolerance control and good
mechanical properties [20-28].
To achieve the above goals fine metal powder and binder are compounded in a variety
of equipments ranging from hand mixers to marine propeller type twin-screw
extruders [18-20]. The compounding usually requires more than one step and the
mixing temperature is dependent on the materials. In most of the mixing studies the
authors have used torque rheometers to determine the mixing parameters [14-32].
One most important influencing factor during compounding is powder loading. Proper
powder loading helps to enhance sintering and minimise shrinkage [25]. The excess
binder separates from the powder during injection molding and causes
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inhomogeneities in molded parts [17]. A large binder excess can cause compact
slumping during debinding. Higher powder loading results in smaller compact volume
shrinkage and good dimensional control, but too high powder loading leads to high
feedstock viscosity and results in the failure of injection molding [25]. In recent years,
there are a number of investigations concerning the effect of powder compounding on
the injection molding of metal powders.
Supati et al. [13] explained the phenomenon of particle segregation. They conducted
mixing study with 316L stainless steel and titanium carbide powders to establish
suitable mixing parameters such as powder loading, mixing speed and mixing
temperature. The results show that volumetric powder loadings of 52% and 54%
demonstrated good mixing behavior, but the volumetric powder loading of 54% was
selected to be the better choice, as higher concentration of powder particles is
preferred to limit shrinkage during debinding and sintering.
Adames [20] studied the compounding of MIM feedstock. The variables studied
included mixing temperature, particle size, mixing time, speed of rotor blade, powder
loading rate and type of rotor. Feedstock homogeneity was estimated by using density
and binder burn-out. The outcomes based on density indicated that the ranking of
factors determining feedstock homogeneity were powder loading rate, speed of rotor
blade, type of rotor blade, mixing temperature, mixing time, and particle size. On the
basis of binder burnt-out the ranking of factors was powder loading rate, speed of
rotor blade, mixing temperature, type of rotor blade, particle size and mixing time.
Adames concluded that powder loading rate and speed of rotor blade were the most
important factors affecting feedstock homogeneity.
Liu et al. [22] found that the mixing torque is proportional to the shear stress of the
mixer, which increases with the powder loading. For 55 volume % and 58 volume %
powder loadings, the torque stabilizes in a short time, which indicates uniform
mixing. For feedstock blend with 61 volume % powder loading, the rheogram shows
a longer time for a relatively less stabilized torque level. It can be concluded that not
only the feedstock with 61 % volume powders loading is more difficult to mix as
compared to 55 % volume and 58 % volume powder loadings, the powder is not as
homogeneously dispersed in the mixture. But, at the same time, low powder loading is
prone to powder-binder separation under high pressure molding.
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Fig. 2.1 Mixing behavior at different volumetric powder loadings [22].
Zauner et al. [23] studied the relationship between feedstock viscosity and
dimensional variability of injected molded components. The compounding of the
wax/polymer binder with metal was done in two equipments a sigma blade batch-
mixer and a twin screw extruder to compare the effect of shear. The water-atomized
316L stainless steel powder was used to study. The results indicate higher viscosity
value and variability of viscosity for the material compounded in the sigma blade
equipment as compared to that compounded in twin-screw extruder. Also, the
dependence of variability of viscosity on temperature is nonlinear for the feedstock
mixed in sigma blade mixer whereas the dependence is practically linear for the
material mixed in a twin-screw extruder. They attributed these differences to poor
wetting of the powder when mixed in the sigma blade mixer.
Li et al. [24] investigated the effects of powder loading on rheological properties of
feedstock. They studied the distortion, dimensional control, mechanical properties and
microstructures through injection molding of 17-4PH stainless steel powder. They
found that there is an optimal powder loading which is just slightly below the critical
powder loading for any given powder–binder system. A feedstock with the optimal
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powder loading will have good rheological properties for molding, small distortion
and good mechanical properties after debinding and sintering.
2.2 INJECTION MOLDING OF FEEDSTOCK:
In PIM process the feedstock needs to be injection molded into an oversized replica of
the final part. The injection molding is a critical step in the manufacturing of parts
without cracks and distortions because the properties of the green part produced
cannot be changed during the subsequent processing steps. The effects of all the
controllable injection molding machine parameters on the characteristics of green
parts have not been investigated thoroughly.
Lib et al. [25] found that the viscosity of feedstock material is very sensitive to
injection temperature and powder loading. At low injection temperatures, the mixture
viscosity may be too high for molding whereas at high temperatures, powder binder
separation occurs during molding. The binder may undergo degradation and cause
thermal stresses in the molded parts which results in cracking. Hence, there is a range
of viscosity over which PIM processing is most viable. In this range, the mixture
exhibits pseudoplastic flow which can help to reduce the required injection
temperature and pressure for successful molding. Pseudoplastic flow behavior eases
mold filling, minimize jetting and help to retain the shape of the molded part.
Tseng [34] used a statistical two-level, 16-run factorial experiment to examine the
influence of various process parameters on the dimensional variation of injection-
molded ceramics. The effects of various solid loadings and feedstock formulations,
together with different injection molding variables, on the shrinkage variation and
dimensional tolerance of injection-molded Zirconia ceramics were examined. It was
established that cooling time and interaction between hold pressure and mold
temperature are the most significant factors influencing the sintered dimensional
variation. The influence of hold pressure on the dimensional tolerance becomes
insignificant after sintering. Higher hold pressure coupled with lower mold
temperature is favorable for reducing the variation, identical to the situation for the
green moldings.
Berginc et al. [35] used Taguchi L16 orthogonal array to study the effects of six
controllable injection moulding parameters on mechanical properties of green parts in
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powder injection molding. They observed that material temperature, mould
temperature, and holding pressure are the controllablr parameters which influence the
part dimensions most. The optimisation of injection moulding process parameters
gives better tolerances for the green parts as well as the sintered parts.
Jamaludin et al. [36] optimised injection moulding parameters that satisfy green part
qualities using L27 Taguchi orthogonal array. Moulding variables involved in the
optimisation included injection pressure, injection temperature, mould temperature,
holding pressure, molding rate, holding time and cooling time. The analysis of
variance (ANOVA) was used to determine the significance level (α) and contribution
of the process variables on the green part qualities. \From results it is visible that the
mould temperature and holding time are highly significant factors to the green part
qualities, while the holding pressure and cooling time does not make any significanct
effect. However, the holding pressure and cooling time are not significant factors for
the green part qualities.
2.3 DEBINDING OF GREEN PARTS:
The composition of binder and its possible interaction with the metal powder
determines the debinding procedure. The goal of debinding is to remove the binder in
the shortest time with the least impact on the compact. Depending on the type of
binder used three types of debinding procedures are commonly used in MIM industry:
thermal debinding, solvent debinding, and catalytic debinding [3]. Among the three
thermal debinding is the most popular method in PIM processing. In thermal
debinding, a green part is heated at a given rate in a special oven under controlled
atmosphere [41]. The binder decomposes by thermal cracking in small molecules that
are swept away by the gas leaving the oven. The final part represents a porous body of
metallic particles held together by the Vander Waal forces [48]. An important aspect
of the debinding process is the ability of the part to retain its shape. The deformation
of parts occurs if binder becomes soft during solvent or thermal debinding. If this
happens, the parts become scrap and the feedstock materials are irrecoverable [41].
In case of solvent debinding the binder is dissolved in an appropriate solvent. The
parts are brought into direct contact with a solvent that dissolves one or more
components of the binder. The solvent may be liquid, gaseous or a supercritical fluid.
When a fraction of the binder is removed by solvent extraction, pores are open
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allowing further thermal debinding. In case of catalytic debinding, the part is brought
into contact with an atmosphere that contains a gaseous catalyst. The catalyst
accelerates the cracking of the binder in small molecules that can be carried by inert
gas out of the oven. In the MIM industry, the preferred way of debinding is a
sequential process consisting of two debinding methods one after another [45].
According to Mutsuddy and Ford [16] solvent debinding can be accomplished by
immersion of compacts in liquid solvent at low pressure and temperature (immersion
debinding), by immersion in supercritical solvent at high pressure and temperature
(supercritical debinding), or by contacting with a saturated vapor of a liquid solvent
(condensed solvent debinding). In the third extraction procedure, the solvent vapor
condensates on the surface of the parts forming a liquid film that extracts the soluble
component of the binder. The advantages of the solvent debinding include faster
removal, less equipment costs, and ease of process automation.
According to J.M. Adames [20] the common practice is to use multiple component
binders amenable for sequential debinding. A typical sequence is solvent debinding
followed by thermal decomposition. In this sequence, pores created during solvent
debinding are used for easing migration of decomposition products during thermal
debinding. In this sequence, the part does not deform because during solvent
debinding the particles are held together by the insoluble polymer. During thermal
debinding, the pores accelerate the thermal debinding and avoid the raising of internal
pressure that could cause deformation, bursting and other defects.
Chuankrerkkul et al. [27] proposed to use the polymers, which are soluble in water,
ethanol, methanol or their solutions. They compared the debinding rate of water-
soluble polymer based binder in several solvents. They found that debinding in
methanol was the fastest, ethanol the second and water the slowest. The solvent
debinding did not cause any deformation changes in the parts, while in the case of
wax/polymer binders there were deformation in heptanes and trichloro-ethane based
solvents.
Li et al. [40] studied the thermal debinding process in the vacuum and in the hydrogen
atmosphere. It was observed that for the same temperature-rising ramp the binder
removal rate in vacuum was higher than that in the hydrogen atmosphere; with the
same binder composition (wax-based binder was composed of PW, HDPE and SA).
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At low debinding temperatures range from 200 to 300 °C, the binder removal depends
on the continuous evaporation of paraffin wax and fine pore channels are formed in
PIM compacts. The different binder removal rate and the different pore structure
evolution occur due to difference in the vapor pressure drop in these two kinds of
debinding environments. At the intermediate temperature range from 300 to 400 °C,
binders flow and redistribution of the fine pores formed take places. At the end of this
intermediate temperature stage, the pore size and pore volume was similar in both
vacuum-debound and hydrogen debound compacts.
Tsai and Chen [42] studied the effect of solvents and temperature on kinetics of
solvent immersion debinding for a wax/polypropylene binder system. Wax was
leached in n-hexane, n-heptane and n-octane solvents at different temperatures (50, 60
and 80°C). They found that the major contributing factor is the diffusion of dissolved
constituents through the porous green body. They observed that selection of organic
solvent of higher solubility such as n-hexane is more important to enhance the
debinding rate. The extraction temperature of 50 °C, solvent to feed ratio of 7:1 by
weight and extraction time of 2.25 hours were found to be the most suitable
conditions for extracting all the major binder and Stearic acid constituents completely
from the binder mixture without affecting the shape of green molded parts.
Krauss et al. [43] investigated the removal of water soluble solvent PEG from a multi-
component binder. The binder system composed of PEG, PVB, and Stearic acid. The
authors modelled the process parameters for the porous structure of the green parts
prior to the removal of binding polymers. These modelled parameters help to explain
the process mechanism of thermal debinding of polymer binders from the injection
molded parts. The weight loss of PEG in room temperature water revealed a square
root of the time dependence, indicating that the process is diffusion controlled.
Hwang and Hsieh [44] compared the evolution of porosity in wax/polymer binder in
straight thermal debinding with the porous structure evolution in solvent debinding
with heptanes. They observed that when solvent debinding proceeds the volume and
size of pores increase, also the pore size distribution broadens because the binder
dissolution started from surface of the part and moved towards its center. In contrast,
in case of straight thermal debinding, the distribution of pore sizes is narrow and the
average pore size decreases as debinding proceeds. Besides that at intermediate stages
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of straight thermal debinding the binder accumulates near the surface of the parts
forming a layer that hinders the diffusion and reduces the speed of debinding.
Hwang et al. [45] also compared the mechanisms of thermal, vacuum and solvent
debinding. The results and conclusions are similar to their previous work. Some new
results on dimensional changes of the parts are observed when the heptane is added
and drained. The results indicate that the parts expand and contract upon addition and
drainage of solvent. The dimensional changes occur during wax extraction due to
swelling of PP in heptane. It happens because the structure of PP is same as
hydrocarbons.
Nanjo et al. [46] reported the rate controlling during solvent debinding process by
using different organic solvent vapors. It is needed when two or more types of
polymers are used in the binder. They found that the selection of organic solvent of
lower viscosity is most important to enhance the debinding rate. In addition, the liquid
components involved in binders such as dispersant also enhance the debinding rate
and shorten the debinding time.
Zaky et al. [47] compared between the two debinding techniques i.e. solvent
immersion and solvent evaporation-condensation technique to remove the soluble
binder polymers from the injection molded parts. They concluded that solvent
immersion is more preferable as it saves solvent used as compared with the
evaporation–condensation technique. In solvent immersion technique cyclohexane
solvent was observed to be the most suitable solvent when used for 5 hours at 40 °C
to extract the major binder polymer and stearic acid completely from the injection
molded green parts.
2.4 SINTERING OF BROWN PARTS:
Sintering is critical step for final densification and structural integrity of the parts
produced by PIM. High sintered density is must for good mechanical properties of
parts and good corrosion resistance. The sintering is needed to achieve almost full
density in final parts produced [2, 48]. The controllable factors in the sintering cycle
are: heating rate, sintering time, sintering temperature, cooling rate and sintering
atmosphere [57]. These factors affect the microstructure, pore size and shape, and
final density of the sintered part. The mechanical properties of the sintered parts
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depend on these outcomes. The effects of the sintering factors are studied for proper
optimization of sintering process parameters on final density and mechanical
properties of the parts produced [54-58].
Ye et al. [49] investigated the sintering behavior of 17-4PH stainless steel injection
molded and debinded part in the temperature range of 650–1050 °C. The authors
found that sintering of the 17-4PH stainless steel feedstock in the N2/H2 atmosphere
resulted in the oxidization of chromium to form Cr2O3, leading to weight gains in the
sintered samples, most likely due to the existence of residual oxygen in the
atmosphere after purging with nitrogen.
Ji et al. [60] investigated the effects of four sintering factors: heating rate, sintering
time, sintering temperature and sintering atmosphere, on the final density. The authors
found that all the four factors affected the final density significantly.
Song et al. [61] investigated the sintering of 316L stainless steel powder components
obtained from metal injection moulding through experiments in dilatometer and
furnace. The authors also proposed a sintering model based on elastic–viscoplastic
constitutive equations and the corresponding parameters such as bulk viscosity,
shearing viscosity and sintering stress are identified from dilatometer experimental
data. The constitutive model is then implemented into finite element software in order
to perform the simulation of the sintering process. The inhomogeneous green density
contours are introduced into the sintering simulations that lead to anisotropic
shrinkage and distortion of the final components.
2.5 DESIGN OF EXPERIMENTS:
The traditional approach of the experimental work needs to verify each factor
separately by vsarying only one factor at a time, whereas all other factors as kept
constant. This method does not provide satisfactory results for a wide range of
experimental settings. Barriere et al. [77], Omar [39], and Chuankrerkkul et al. [27]
used classical Design of Experiment (DOE) to study the effect of injection moulding
process parameters on the green part quality. The properties such as green strength,
green density, and green defects are studied. Loh and German [63] used a full
factorial analysis to examine various debinding and sintering conditions on the
shrinkage variations of injection-molded Fe–Ni powders. These days, the Taguchi’s
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optimization technique has become a powerful tool to improve productivity of
research work [74].
Liao et al. [29] determined the optimal process conditions for a thin-walled injection
molding, for cellular phone covers, using the Taguchi method. The conclusions from
analysis of variance (ANOVA) and F-test show that packing pressure is the most
crucial process parameter affecting the final shrinkage and the warpage of the parts.
Chang and Faison [31] optimised the shrinkage behavior of PS, HDPE and ABS made
parts through injection molding. They used Taguchi’s method and ANOVA for
optimization. They concluded that melt temperatures, the mold temperature, the
holding time and holding pressure were the most significant factors which affect the
shrinkage behavior of the parts produced by three materials studied.
M. Altan [32] used the Taguchi and ANOVA methods to determine the effect of
various processing parameters: melt temperature, injection pressure, packing pressure
and packing time on the shrinkage of injection molded polypropylene and
polystyrene. The author used signal-to-noise ratio to obtain the optimal set of process
parameters.
Ganguly et al. [80] used Taguchi method alongwith grey relational analysis (GRA) to
optimize of the laser micro-drilling parameters for multiple quality characteristics.
They observed the feasibility of the GRA technique for continuous improvement of
part qualities in the manufacturing industry.
Kumar and Kumar [115] attempted to optimize the process parameters of friction stir
welding (FSW) for tensile strength and percentage elongation using Taguchi-based
grey relation analysis (GRA). An orthogonal array of L9 was implemented to
fabrication of joints. The experiments were conducted for different combinations of
tool tilt, rotational speed, and tool pin profiles. To ensure the robustness of GRA, a
confirmation test was performed at selected optimal process parameter setting.
2.6 ARTIFICIAL NEURAL NETWORK:
ANNs are powerful tools for prediction of nonlinearities. These mathematical models
comprise of individual processing units called neurons. These neurons resemble
neural activity as in the brain. Each neuron sums up weighted inputs and applies a
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linear or non-linear activation function to determine the output. These neurons are
arranged in mutiple layers and are combined through excessive weighted
connectivity. One ANN algorithm which has received wide applications is the back
propagation network (BPN) [95]. BPNs have hierarchical feed forward network
architecture. In the classical structure of a BPN, the output of one layer is sent directly
to each neuron in the next layer ahead. There can be as many desired layers, but a
minimum of three layers are required. First layer that receives the signal and
distributes it into the input pattern, a hidden layer that captures the non-linearities of
the input/output relationship using activation function, and one output layer that
produces the output pattern. Sometimes a bias neuron is used in the input and/or
hidden layers. It is connected to the hidden and output layers above but receives no
input [96].
BPNs are trained by a set of input and output patterns. The network of layers
gradually learns the relationship between input and output parameters of interest by
adjusting the weights and minimises the error between the actual and predicted output
values of the training set. A separate data set is used to test the trained network. This
data set is called the test set to observe its performance and validity. The performance
is measured by mean square error (MSE). When the MSE of the test data set reaches a
minimum value as decided, the network training is considered to be complete and the
weights are fixed for further use [97-107].
These BPNs have been used by a number of researchers in the different areas of
engineering. Some of the studies in the area of injection moulding, powder metallurgy
and powder injection molding are discussed below:
Kenig et al. [33] used ANN to predict the highly non-linear mechanical properties
such as tensile modulus. The focus of this study was the relationship between process
variables and the tensile modulus. Both multivariate regression analysis and ANN
were used in this experiment. The ‘best’ ANN which was eventually selected by the
training algorithm had one hidden layer with 15 processing elements. This particular
ANN configuration was trained 2050 cycles (epochs) before the signs of overtraining
were detected by the algorithm. Once the ‘best’ ANN has been found and trained, the
output values of the remaining 27 data points, which served as a holdout sample, were
predicted. The ANN predictions, were significantly more accurate; the average
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absolute error over the same 27 unseen (holdout) cases was about 21% lower when
compared to the average regression errors.
Karatas et al. [38] used ANN to determine the yield length in moulding at different
barrel temperature, injection pressure and flow rate. The back-propagation learning
algorithm with two different variants and logistic sigmoid transfer function were used
in the network. In order to train the neural network, limited experimental
measurements were used as training and test data. The author concluded that ANN
approach, not only reduces the time required but also make mould applications more
viable and attractive to potential users in industry such as design engineers. The
results show that the ANN model can be used for evaluation of powder flow in the
mould.
Ezugwu et al. [91] developed an ANN model to analyse and make predictions about
the relationship between input process parameters and desired outputs during turning
of Inconel 718 alloy. The input parameters included the cutting speed, depth of cut,
cutting time, feed rate, and coolant pressure. The output parameters of the model
include the seven process parameters measured during the machining trials, namely
axial force (feed force, Fx), tangential force (cutting force, Fz), machined surface
roughness, spindle motor power consumption, average flank wear (VB), nose wear
(VC) and maximum flank wear (VBmax). The model used by them was made up of a
three layered feed forward back propagation artificial neural network. The neural
network was trained with a datasets generated when machining of Inconel 718 alloy.
The neural network outputs were in good agreement with experimental data generated
during maching. The model developed by them can also be used for prediction of the
complex relationship between input parameters and the process outputs in metal-
cutting operations and also for the optimisation of the cutting process for economic
and efficient production.
Sadeghi [97] constructed a 4-2-3 BPN model to predict the quality of injection
molding based on melt flow rate as the dominant feature in different injection material
grades and three process parameters. The author used the hidden layer with two nodes
and a value of 0.9 was used for both rate of learning and momentum factor with
generalized delta rule (GDR) method. No bias was employed for this network. The
melt flow rate, injection pressure, mold and melt temperatures were the model’s
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inputs and actual injection pressure, actual injection time or cavity filling time and
part quality or soundness were its outputs.
Changyu et al. [98] determined the optimum process conditions needed to improve
the injection molded part quality. The author combined artificial neural network and
genetic algorithm (ANN/GA) to optimize the injection molding process. In this
method, a BP neural network model with a 5–9–1 configuration was developed to
map the complex non-linear relationship between process conditions and quality
indexes of the injection molded parts, and a GA is used in the process conditions
optimization with the fitness function based on an ANN model. The results show that
the use of genetic algorithms in combination with ANN improves the results for the
process parameter optimization of injection molding.
Yarlagadda and Khong [99] developed an artificial neural network system for
prediction of injection moulding parameters. The author has attempted to determine
the process parameters that could affect the injection moulding process based on
governing equations of the filling process. Focus is then directed on the parameters
that require the use of trial and error methods. The two parameters that are predicted
from the developed network are injection time and injection pressure. The network
was able to predict injection pressure to an accuracy of 0.93% with a deviation of
3.93%.
Sha and Edwards [100] explained the problems regularly associated with application
of neural networks and recommended suitable guidelines for their proper use. During
training and testing process, the structure, learning algorithm and other parameters of
the neural network should also be optimised to the specific problem under
investigation. When the neural network is sufficiently trained based on these data, it
becomes able to generate satisfactory output when tested with any new input dataset it
has never experienced before.
Cherian et al. [101] developed a neural network for selection of powder and process
parameters for Powder Metallurgy (PM). Use of a ANN approach allows multiple
input criterion, and generation of multiple outputs. The system uses input data to
recommend suitable metal powder compositions and process settings. The mechanical
properties of PM materials depend on the compaction pressure, sintering temperature
and atmosphere, chemical composition of the powder and additives in addition to the
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physical properties of the powder material used. Since the effects of these factors are
not linear, and are usually inter-related, statistical methods such as linear regression
have their limitations in prediction of the resulting process outcomes.
Yarlagadda and Chiang [102] developed an ANN model to predict the process
parameters for the pressure die casting process. In this work they included the analysis
of a physical model for pressure die casting developed by using the governing
equations of die cavity filling, and the collection of possible die casting data for the
training of the artificial neural network developed from the use of simulation package
Meltflow and also from the experience of experts in the die casting industry. They
trained a multi-layer feed-forward network with available data collected directly from
the industry by using MATLAB application tool box. The neural network used by
them was based on three different training algorithms; namely the error back-
propagation algorithm, the momentum and adaptive learning algorithm, and the
Levenberg–Marquardt approximation algorithm. Among the three the Levenberg–
Marquardt approximation algorithm was found to be the most preferred method, as it
reduces the sum-squared error to much smaller value. The accuracy of the neural
network developed by them was tested by comparing the data generated from the
trained network with experimental data from local die casting industry. By using this
system the selection of process parameters became much simpler and even a novice
user can use it without prior knowledge about the die casting process.
Szecsi [104] modeled the cutting forces based on the large number of interrelated
parameters that influence the cutting forces (cutting speed, feed, depth of cut, primary
and secondary cutting edge angles, rake angle, nose radius, clearance angle, cutting
edge inclination angle, cutting tool wear, physical and chemical characteristics of the
machined part, etc.). The authors made the effort because although an enormous
amount of cutting force related data is available in machining handbooks, most of
them attempt to define the relationship between a few of the possible cutting
parameters whilst fixing the other parameters. A three-layer feed-forward multi-layer
neural networks, trained by the error back-propagation algorithm was used. The
network contained 12 neurons in the input layer, and three in the output layer. The
number of neurons in the hidden layer was varied in different experiments. The
training of the networks was performed with experimental machining data. The
developed model can be used for simulation purposes and to define threshold force
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values in cutting tool condition monitoring systems. The effect of two main training
parameters on the training error convergence was also investigated: the learning rate
η, controlling the speed of the adaptation of the connection weights between the
neurons; and the momentum term α that takes into account the rate of the last change
of the connection weights.
Hassan et al. [105] used feed forward back propagation neural network for prediction
of some physical properties and hardness of aluminum–copper/silicon carbide
composites synthesized by compocasting method. Two input vectors were used in the
construction of the network; namely weight percentage of the copper and volume
fraction of the reinforced particles. Density, porosity and hardness were the three
outputs developed from the network. Effects of addition of copper as alloying element
and silicon carbide as reinforcement particles to Al–4 wt.% Mg metal matrix were
investigated by using ANN.
2.7 CONCLUSIONS AND IDENTIFICATION OF GAP:
It can be concluded that proper control of process parameters is necessary according
to the initial choice of the powder binder system for the desired final properties of the
part produced by PIM process. Significant variations can be achieved in desired
properties with the same metal or alloy powder by processing it under different
conditions. But, very few scientists (Berginc et al. (2006), Li et al. (2007), Karatas et
al. (2008), Ahn et al. (2009) and Jamaludin et al. (2009)) have studied the effects of
process variable on final properties. Thus, there exists a need to further study the
effects of controllable process parameters in PIM on mechanical properties and final
density of the parts produced. Successful operation at proper start up and machine
configurations would improve the mechanical properties of the parts produced and
increase the reliability of the PIM process.
Among the PIM materials that are currently in commercial production, perhaps over
half of all injection-molded metal parts are made up of stainless steel. Within the
stainless steel alloy family, the SS316L and SS17-4PH are observed to be the two
most popular alloys. In the instance of the SS316L stainless steel, the combination of
low carbon content and high proportion of molybdenum impart outstanding corrosion
resistance and avoid carbide precipitation at the grain boundaries. The present study
has been carried out with SS316L, because of its high demand.
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CHAPTER 3
MATERIALS AND METHODS
The design of experiments is divided into three main phases which encompass all
experimentation approaches. The three phases are (1) the planning phase, (2) the
conducting phase, and (3) the analysis phase. The planning phase is the most
important phase for the experiment to provide the expected information. In
conduction phase, the test results are actually collected. If the experiments are well
planned and conducted, the analysis is actually much easier and more likely to yield
positive information about factors and levels [6].
3.1 SELECTION OF MATERIALS:
To make the working material for MIM process the binder was mixed with the metal
powder to form the feedstock for molding. The metal powder used for this work was
SS316L stainless steel powder and the binder comprised of polyethylene glycol
(PEG), polymethyl methacrylate (PMMA), paraffin wax and stearic acid (SA).
Paraffin wax is used to decrease the feedstock viscosity and to increase replication
ability of the feedstock [17]. It also helps in proper mixing and facilitates higher
powder loading. SA is used as surfactant. It lowers the surface energy of the powder
binder interface and creates the bridge between the binder and powder. The main
advantage of using PMMA/PEG binder is that it can be easily removed from the
moldings in a comparatively short time [28]. To achieve this goal the debinding is
carried out in two stages: In the first, water leaching and solvent debinding is used to
remove the PEGs and paraffin wax [43]. During this stage the moldings are held
together by the PMMA. In the second stage, thermal pyrolysis is used to remove the
PMMA [45]. This is facilitated by the presence of the open pore channels formed on
the removal of PEGs. The stearic acid also gets evaporated during the thermal
debinding process.
3.1.1. METAL POWDER:
The SS316L metal powder used in this research work was supplied by Sandvik
Osprey Ltd., United Kingdom. The powder was produced by the gas atomization
method from the prealloyed metal to maintain the uniformity of the chemistry among
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batches of powdered SS316L. The chemical composition of the steel is presented in
Table 3.1.
TABLE 3.1: Composition of SS316 L powder (Report given by SandvikOsprey®)
Element %
C Si Mn P S Cr Ni Mo Fe
0.018 0.55 1.5 0.031 0.017 16.9 11.6 2.2 balance
TABLE 3.2: Size distribution of SS316 L powder (Report given by Osprey®)
Powder tests report by Sandvik Osprey Ltd.
d10 d50 d90 -53 µm Tap Density
3.9 µm 13.0 µm 36.6 µm 99.2 % 5.0 gm/cc
TABLE 3.3: Theoretical density of various constituents in SS316 L powder
Element Percentage concentration Theoretical Density
(gm/cm3)
C 0.018 2.267
Si 0.55 2.33
Mn 1.5 7.47
P 0.031 1.823
S 0.017 1.96
Cr 16.9 7.14
Ni 11.6 8.9
Mo 2.2 10.28
Fe 67.184 7.874
SS 316 L 100 7.88146
Thus, the theoretical density of SS316L metal powder = [(0.018 x 2.267) + (0.55 x
2.33) + (1.5 x 7.47) + (0.031 x 1.823) + (0.017 x 1.96) + (16.9 x 7.14) + (11.6 x 8.9) +
(2.2 x 10.28) + (67.184 x 7.874)] x 1/100 = 7.88146 gm/cm3
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3.1.2 BINDER CONSTITUENTS:
The binder forthis study is made by using PMMA, PEG, paraffin wax and stearic acid
in proper proportions. Their basic properties are given in Table 3.4.The feedstock has
to be a balanced mixture of powder and binder. The amount of binderdepends on the
powder particle packing, since filling all of the void space among the powder particles
is necessary to maintain a low viscosity. There is a critical powder loading at which
the binder is just sufficient to form a strong, absorbed layer on the powder particles
and to completely fill the inter-particulate voids [24]. When the powder loading is
higher than the critical one, there is no sufficient binder to fill into the space among
powder particles. Therefore, there are voids formed in the feedstock. The feedstock
has a high viscosity and is difficult to be molded. Moreover, lowering the binder
content near the point at which the viscosity approaches maximum value deteriorates
the mouldability of feedstock and leads to the occurrence of molding defects [38].
These molding defects increase the distortion frequency of the compact.   When the
powder loading is lower than the critical one, there is too much binder in the
feedstock. A low powder loading results in large volume shrinkage after debinding
and sintering, making the tight dimension tolerance control of compacts is very
difficult [34]. Because the higher powder loading means smaller volume shrinkage of
MIM compacts, it seems that it is beneficial for the tight dimensional control. The
compact with higher powder loading will be easier to get densification because there
are fewer pores among the powder particles to be packed by metal atoms during
sintering after binder removal. The higher density leads to the overall improvement of
the mechanical properties. Because the critical powder loading is almost impossible to
get in practice, the powder loading just slightly below the critical one can be regarded
as the optimal powder loading. A feedstock with the optimal powder loading will
have good rheological properties for molding, small distortion and good mechanical
properties after debinding and sintering. Sometimes, it also appears that there are
some voids between the powder particles, which indicated that either air has been
entrapped or the shrinkage of the binder occurred during cooling.
The binder selected for the study was based on PEG, paraffin wax and PMMA, as
PEG is water soluble and produce reduced health and environmental risks. The main
advantage of using PEG/PMMA binder is that it can be easily removed from the
molding in comparatively short time. The debinding is carried out in two stages. In
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the first water leaching is used to remove the PEGs. The leaching can be accelerated
by warm water and stirring [43]. During this stage the moldings are held together by
PMMA binder. In the second stage the thermal pyrolysis is used to remove the
paraffin wax, PMMA and stearic acid [45].
TABLE 3.4: The binder ingredients and their characteristics
Designation Manufacturer Amount(%)
Melting
temperature
°C
Boiling
point
°C
Density
(gm/cc)
Polymethyl
Methacrylate (PMMA) Vetec 65 157.77 200 1.19
Polyethylene
Glycol(PEG) Rankem 08 35-40 250 1.22
Paraffin Wax Thermo FischerScientific 25 60-62 370 0.90
Stearic acid(SA) Thermo FischerScientific 02 70.1 383 0.94
3.1.3 FEEDSTOCK FORMULATION:
The metal powder and binder were mixed thoroughly for 90 minutes with the help of
a Brookfield Rheometerin the desired proportionunder precise weight and temperature
control condition. The calculated amount of metal powder, PMMA, PEG, paraffin
wax and stearic acid were weighed and mixed together. The mixing was carried out at
160 °C and 40 rpm to achieve a homogeneous distribution of the powder particles and
binder in feedstock. After thorough mixing, the mixture was first dried in air at
ambient temperature for 2 hours and then in an oven at a temperature of 50 °C for 1
hour. After compounding the feedstock was allowed to cool to ambient temperature
and then granulated in a rotary feedstock granulator.
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Fig 3.1 Equipments used for making feedstock material at NIET, Greater Noida
Fig 3.2 Oven used for heating feedstock material at NIET, Greater Noida
Fig 3.3 Metal and binder after compounding and granulation
29
Fig. 3.4 SEM micrographs ofSS316L powder used for study
Fig. 3.5 SEM micrographs of blended powder feedstock made for study
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3.2 PRODUCTION OF TEST SPECIMEN:
A four-cavity mould was specifically designed and made byNational Small Industries
Corporation (NSIC), Aligarh according to the specifications of the Demaginjection
molding machine. The cavities were created in accordance with MPIF Standard 50
[110] and ASTM Standard E8-98 [109]. In MPIF 50 the dimensions of the tooling
mold cavity is specified, not the final as sintered tensile bar dimensions, which allows
for differences in shrinkage rates in various MIM feedstocks. Two of the cavities are
in the shape of tensile test specimens, one in the shape of specimen for bending test,
and the fourth one in the shape of specimen for unnotchedCharpy test [113]. The
impact specimen geometry needed for this study was a 5mm x 10mm x 55mm (0.197”
x 0.394” x 2.165”) unnotched bar. Using the known shrinkage factor for the given
feedstock, the impact bars were molded to produce oversize green parts. The
subsequent processing produced as-sintered parts with the final dimensions specified
in MPIF Standard 59 [113]. Either no machining or very fine machining steps were
needed to prepare the Charpy impact bars for testing.
Fig 3.6 MPIF-50 based Tensile Test bar (specimen size before sintering)
Fig 3.7 MPIF 59 based impact test bar (specimen size before sintering)
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Fig 3.8 Injection Molding Machine at Sekisui DLJM, Gr. Noida and four cavity die
used for making specimen
3.2.1 INJECTION MOLDING PROCEDURE:
Injection molding is used to convert the feedstock into the desired geometries. The
process includes heating of the feedstock to melting temperature, forcing the moldable
material into the mould cavities, holding at desired pressure, then cooling and ejection
of the molded parts out of the mould cavity. In the experimental work, a Demag
injection molding machine with microprocessor control was used. It was loaded with
LCD display, function keys, pump control, heater control, manual function keys etc.
Arrangements were provided for mould sensing and mould cooling, and pneumatic
ejectors in the control panel.
On the machine, the injection pressure, injection temperature, mould temperature,
holding pressure, injection speed, holding time and cooling time were set at the
desired values. The injection pressure was kept high enough to thrust the molten
feedstock into the mould cavity. The injection temperature effects the viscosity of the
melt and, consequently, the ability of the melt to fill the cavity is also affected. The
parts will remain unfilled, if the melt’s viscosity is too high. The mould temperature
also affects the occurrence of internal stresses, the rate of cooling and the ability of
the melt to fill the die cavity. The initial holding pressure is set high but can be
reduced progressively for more uniform packing. The injection speed also depends on
the geometry of the component and the material used. The injection speed is very
important factor as the die cavity needs to be filled in about 20 seconds. The melt
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solidifies when it comes in contact with the wall of the mould on injection into the
mould cavity. It increases the pressure drop. The holding time is dependent on wall
thickness of the components being moulded. Thick walled components need longer
holding times. But, it should not be prolonged beyond the gate freezing time of the
component. The holding pressure is required to compress the melt to fill the cavity
because the binder contracts due to cooling. The holding pressure has an effect until
the gate solidifies. If the holding time is too short, it can cause slumps on the surface.
The cooling time to cool the components depends upon a lot of factors such as: wall
thickness, material properties, cooling channel layout, and rate of flow of coolant. The
powder loading is an external factor. It is not to be taken care by the machine control.
Three types of feedstocks were developed before the start of the experiment with fine
weight control and homogeneous mixing. The twenty seven runs were divided in
three sets of nine runs each with the level of this factor as constant. Each set of values
was repeated ten times to make ten samples at each processing conditions after the
machine has come to smooth functioning.
All the test parts were produced using only virgin feedstock. To achieve the
maximum uniformity of the green parts the same molding sampling plan was
followed for ten runs. For each run all of the injection molding, the process
parameters were set with the proper feedstock. Then the barrel of the injection
molding press was purged thoroughly prior to molding any parts. A series of ten parts
was molded prior to the actual ten test samples for each run. This helped to ensure
that the molding press was cycling at equilibrium and producing uniform parts.
Following the production of parts in each run the parts were visually inspected. In
some cases there was processing error, such parts were discarded and replaced with
new parts.
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Fig3.9 The tensile test samples produced by injection molding
Fig3.10 The Charpy unnotched impact test samples produced by injection molding
3.2.2 DEBINDING PROCEDURE:
The debinding process was employed to remove the binder in the molded
components. The green parts produced were debinded according to the parameter
control decided for debinding. The solvent and thermal debinding techniques were
used in this work to remove the binders effectively. So, the green parts were debinded
in two steps. The first step, called as solvent extraction was used to extract out the
PEG from the green parts. The green specimens were immersed in distilled water
maintained at solvent debinding temperature of 60 °C for 4 hours with continuous
stirring. After leaching the samples were immersed in heptane for 2 hours to remove
the wax content. The specimens were then dried in an oven at 50 °C for 8 hours to
completely remove the remains of water and then cooled. The second step, referred to
as thermal debinding was used to remove the PMMA and stearic acid after solvent
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debinding. The leached specimens were put into an alumina tube in which the
surrounding space was filled with alumina powder to avoid any distortion of the
specimens. The thermal debinding temperature of 350 °C was achieved in a vacuum
furnace in three steps.
1. Heating upto 200 °C at the rate of 0.5 °C/min
2. Heating upto thermal debinding temperature of 350 °C at the rate 0.1 °C/min.
The slow heating rate was aimed to avoid the appearance of eventual
distortions and defects occurring during debinding process.
3. Holding at thermal debinding temperature for 2 hours.
The temperature was held constant for 2 hours for the purpose to remove the
polymers of the binder.
4. The brown part was allowed for slow cooling to ambient temperature (27 °C)
at the rate of 1 °C/min to release the residual stress from the part.
Fig 3.11 Debinding Oven and Sintering Furnace at RPS Industries, Ghaziabad
3.2.3 SINTERING PROCEDURE:
In the sintering operation, the brown parts were heated in a controlled
atmosphere environment to a temperature below the melting point but high enough to
permit the solid-state diffusion and held for sufficient time to permit bonding of the
particles. The debinded parts were first presintered then sintered. The debinded parts
are fragile and prone to distort during the sintering process. The peak temperature for
presintering after debinding was kept900 °C. The heating rate was 2 °C/min and the
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holding time at peak temperature was 60 minutes. The cooling rate was 5 °C/min. The
debinding and presintering were realised in the same furnace.
The presintered specimens were sintered afterwards in a batch furnace to investigate
the dimensional changes and microstructural evolutions. The sintering was carried out
in vacuum conditions at 1360 °C. The heating cycle was completed in three steps.
The  specimen were heated upto 1360° C at the rate of 10 °C/min, then held at
isothermal sintering temperature for 90 minutes, and finally allowed to cool to
ambient temperature (27°C) at the rate of  15 °C/min.
3.3 DESIGN OF EXPERIMENTS AND TESTING PROCEDURE:
The decision about the level of parameters is not an easy task because most of factors
are inter related. Moreover, the dependence is non-linear and implicit in nature.
Therefore, it is necessary to use one of the available designs of experiment (DOE) to
study the effect of all inputs simultaneously. The most frequently used designs
include partial or full factorial design and the Taguchi approach [67-72]. Taguchi’s
Orthogonal arrays (OAs) are statistically developed more efficient test plans. OAs use
only a portion of the total possible combinations to estimate the main factor effects
and some, not all, of the interactions. Taguchi developed a family of fractional
factorial experiments (FFE) matrices which can be utilized in various situations. The
selection of orthogonal array to use predominantly depends on following items in
order of priority:
1. The number of factors and interactions of interest
2. The number of levels for the factors of interest
3. The desired experimental resolution or cost limitations.
The tensile testing to evaluate the mechanical properties of the MIM material was
conducted following the applicable MPIF Standard 50 and ASTM Standard E8-98
[109, 110]. The density of the sintered compact specimens was measured by
Archimedes Principle following the technique described in MPIF Standard 42 [111]
and the apparent hardness of the specimens was measured by using Rockwell B scale
according to MPIF Standard 43 [112]. The hardness measurements were made on the
as processed surface of the bars on the ends away from the central fracture region.
The hardness of all the test bards of each trial was checked at three locations and
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averaged. The sintered bars were measured with micrometer and Vernier calipers to
determine dimensional accuracy, and visually inspected for surface finish and
processing flaws. The Charpy impact test was chosen as the method to evaluate the
toughness of the PIM materials. During the sintering process MIM parts shrink
approximately 20% in size. The impact bars were molded to produce oversize green
parts. The subsequent processing produced as-sintered parts with the final dimensions
specified in MPIF Standard 59 [113]. Either no machining or very fine machining
steps were needed to prepare the Charpy impact bars for testing. For good statistical
results, each trial is repeated for five duplicate parts.
Selection of the quality characteristic for study
Selection of control factors and noise factors
Selection of Orthogonal Array
Analysis of Variance
Prediction of optimum performance and
configuration of experimental design
Fig 3.12 Steps of Taguchi parameter design [69]
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3.4 DESIGN OF EXPERIMENTS FOR INJECTION MOLDING:
The objective of this work is to find the significant factors and their contribution in
the molding of feedstock for best results in final properties of the MIM compact. An
analysis of variance (ANOVA) is utilized to identify the significant level of each
variable. In sum, this approach showed the processing variables that are the key ones
to control the properties of MIM green parts. The Taguchi approach is used for this
purpose. The method is based on balanced orthogonal arrays [68].  For this
experiment Taguchi L27 orthogonal array consisting of 27 experiment trials with 8
experimental parameters is used to obtain the signal to noise ratio (S/N ratio) of green
part quality. Based on the investigations [34, 35] and the expertise of the injection-
molding process eight main parameters and two interactions are considered to study.
Three factor levels are used to conduct the experiment instead of two factor level. The
controllable processing variables and their variable values are shown in Table 3.5.
Furthermore, interactions of injection pressure with injection temperature and
injection pressure with mold temperature are also investigated. Analysis of variance
(ANOVA) is used to find the significant parameters that contribute to highest green
strength. Confirmation test is done in order to verify within the range of optimum
performance calculation.
TABLE 3.5: Variable process controllable parameters in injection molding:
Parameters/controllable Factor
Level
[34]* [35]*
Symbol 1 2 3
Injection Pressure (MPa) Pi 50 55 60 No No
Injection Temperature (°C) Ti 150 160 170 Yes Yes
Mould Temperature (°C) Tm 45 50 55 Yes Yes
Holding Pressure (MPa) Ph 65 70 75 Yes Yes
Injection Speed (ccm/s) vi 5 10 15 No Yes
Powder Loading (% vol.) φ 60 61.5 63 Yes No
Holding Time (s) th 5 10 15 Yes Yes
Cooling Time (s) tc 5 8 11 Yes No
* used two level factors
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TABLE 3.6: Fixed process parameters for injection molding and sintering of
specimens:
Controllable Parameters Value Controllable Parameters Value
Solvent debinding
temperature  (°C) 60 Cooling rate (°C/min) 5
Thermal debinding
temperature (°C) 350 Sintering temperature (°C) 1360
Isothermal holding time (min) 300 Heating rate (°C/min) 10
Presintering Temperature (°C) 900 Isothermal Sintering time (min) 90
Fig 3.13 The computerized UTM, Impact Testing Machine and Hardness testing
machines at NIET, Greater Noida used for testing of samples.
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3.5 EFFECT OF INJECTION MOLDING PARAMETERS:
TABLE 3.7: Observation table for Ultimate Tensile Strength (MPa)
Factor levels as per Taguchi  L27 OA Observations of ultimate tensilestrength (MPa)
Pi Ti Tm Ph vi φ th tc R1 R2 R3 R4 R5
50 150 45 65 5 60 5 5 459 435 428 432 446
50 150 50 70 10 61.5 10 8 485 504 486 478 495
50 150 55 75 15 63 15 11 486 487 482 475 478
50 160 45 70 10 61.5 15 11 472 456 462 458 454
50 160 50 75 15 63 5 5 471 455 467 478 462
50 160 55 65 5 60 10 8 448 504 439 499 520
50 170 45 75 15 63 10 8 453 464 442 471 463
50 170 50 65 5 60 15 11 481 444 470 482 495
50 170 55 70 10 61.5 5 5 560 562 532 487 544
55 150 45 65 10 63 10 11 442 488 469 474 494
55 150 50 70 15 60 15 5 514 480 521 524 501
55 150 55 75 5 61.5 5 8 553 558 554 556 564
55 160 45 70 15 60 5 8 496 480 462 504 474
55 160 50 75 5 61.5 10 11 536 514 546 539 542
55 160 55 65 10 63 15 5 527 482 535 478 548
55 170 45 75 5 61.5 15 5 556 509 468 492 533
55 170 50 65 10 63 5 8 460 485 488 492 494
55 170 55 70 15 60 10 11 557 479 466 457 502
60 150 45 65 15 61.5 15 8 516 507 506 500 528
60 150 50 70 5 63 5 11 504 518 537 531 510
60 150 55 75 10 60 10 5 490 541 549 530 503
60 160 45 70 5 63 10 5 466 519 523 482 535
60 160 50 75 10 60 15 8 478 450 522 456 540
60 160 55 65 15 61.5 5 11 461 548 527 466 476
60 170 45 75 10 60 5 11 497 513 514 559 550
60 170 50 65 15 61.5 10 5 515 473 485 530 498
60 170 55 70 5 63 15 8 505 552 538 546 544
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TABLE 3.8: Observation table for final Yield Strength (MPa)
Factor levels as per Taguchi  L27 OA Observations of yield strength(MPa)
Pi Ti Tm Ph vi φ th tc R1 R2 R3 R4 R5
50 150 45 65 5 60 5 5 199 178 168 174 183
50 150 50 70 10 61.5 10 8 171 250 226 185 188
50 150 55 75 15 63 15 11 248 227 173 197 217
50 160 45 70 10 61.5 15 11 211 195 176 198 184
50 160 50 75 15 63 5 5 175 179 189 186 202
50 160 55 65 5 60 10 8 170 266 169 239 261
50 170 45 75 15 63 10 8 192 204 182 212 203
50 170 50 65 5 60 15 11 221 193 209 223 237
50 170 55 70 10 61.5 5 5 300 301 272 215 291
55 150 45 65 10 63 10 11 172 257 210 214 234
55 150 50 70 15 60 15 5 282 180 260 264 241
55 150 55 75 5 61.5 5 8 293 298 294 297 302
55 160 45 70 15 60 5 8 235 220 201 245 181
55 160 50 75 5 61.5 10 11 276 252 285 279 283
55 160 55 65 10 63 15 5 265 222 274 216 288
55 170 45 75 5 61.5 15 5 229 249 206 231 273
55 170 50 65 10 63 5 8 200 224 228 232 233
55 170 55 70 15 60 10 11 296 219 207 187 242
60 150 45 65 15 61.5 15 8 255 247 246 240 268
60 150 50 70 5 63 5 11 244 258 277 271 251
60 150 55 75 10 60 10 5 230 281 289 269 243
60 160 45 70 5 63 10 5 205 259 263 190 275
60 160 50 75 10 60 15 8 218 191 262 196 280
60 160 55 65 15 61.5 5 11 177 287 267 208 194
60 170 45 75 10 60 5 11 236 253 254 299 290
60 170 50 65 15 61.5 10 5 256 213 225 270 238
60 170 55 70 5 63 15 8 295 292 278 286 284
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TABLE 3.9: Observation table for impact energy absorbed (J)
Factor levels as per Taguchi  L27 OA Observations of impact energy
absorbed (J)
Pi Ti Tm Ph vi φ th tc R1 R2 R3 R4 R5
50 150 45 65 5 60.0 5 5 94 91 96 93 92
50 150 50 70 10 61.5 10 8 102 107 99 102 104
50 150 55 75 15 63.0 15 11 102 103 101 99 100
50 160 45 70 10 61.5 15 11 98 94 95 94 93
50 160 50 75 15 63.0 5 5 97 93 97 99 95
50 160 55 65 5 60.0 10 8 93 107 92 105 110
50 170 45 75 15 63.0 10 8 93 96 92 98 96
50 170 50 65 5 60.0 15 11 101 92 97 101 105
50 170 55 70 10 61.5 5 5 117 118 112 103 114
55 150 45 65 10 63.0 10 11 92 103 97 98 104
55 150 50 70 15 60.0 15 5 108 100 110 111 106
55 150 55 75 5 61.5 5 8 116 117 116 117 118
55 160 45 70 15 60.0 5 8 105 100 95 107 98
55 160 50 75 5 61.5 10 11 113 109 115 113 114
55 160 55 65 10 63.0 15 5 111 101 112 100 115
55 170 45 75 5 61.5 15 5 116 108 97 104 112
55 170 50 65 10 63.0 5 8 95 102 103 104 104
55 170 55 70 15 60.0 10 11 117 100 96 94 106
60 150 45 65 15 61.5 15 8 109 108 107 106 111
60 150 50 70 5 63.0 5 11 106 109 113 112 108
60 150 55 75 10 60.0 10 5 103 114 115 111 106
60 160 45 70 5 63.0 10 5 96 110 110 101 113
60 160 50 75 10 60.0 15 8 99 93 110 94 114
60 160 55 65 15 61.5 5 11 95 115 111 96 99
60 170 45 75 10 60.0 5 11 105 108 109 117 116
60 170 50 65 15 61.5 10 5 109 98 102 112 105
60 170 55 70 5 63.0 15 8 107 116 113 115 114
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TABLE 3.10: Observation table for hardness (HRB)
Factor levels as per Taguchi  L27 OA Observations of hardness (HRB)
Pi Ti Tm Ph vi φ th tc R1 R2 R3 R4 R5
50 150 45 65 5 60.0 5 5 54 56 58 53 54
50 150 50 70 10 61.5 10 8 64 62 61 54 55
50 150 55 75 15 63.0 15 11 62 56 64 57 61
50 160 45 70 10 61.5 15 11 57 63 60 57 59
50 160 50 75 15 63.0 5 5 59 55 61 55 58
50 160 55 65 5 60.0 10 8 67 65 62 63 66
50 170 45 75 15 63.0 10 8 58 54 56 60 58
50 170 50 65 5 60.0 15 11 56 59 61 61 63
50 170 55 70 10 61.5 5 5 75 67 74 60 72
55 150 45 65 10 63.0 10 11 65 59 52 60 62
55 150 50 70 15 60.0 15 5 54 66 70 66 63
55 150 55 75 5 61.5 5 8 73 72 72 73 75
55 160 45 70 15 60.0 5 8 61 63 63 64 54
55 160 50 75 5 61.5 10 11 64 71 68 69 71
55 160 55 65 10 63.0 15 5 61 68 67 64 72
55 170 45 75 5 61.5 15 5 64 59 62 62 68
55 170 50 65 10 63.0 5 8 62 62 58 62 62
55 170 55 70 15 60.0 10 11 61 59 73 55 64
60 150 45 65 15 61.5 15 8 64 64 65 63 67
60 150 50 70 5 63.0 5 11 65 68 64 67 64
60 150 55 75 10 60.0 10 5 69 72 62 67 64
60 160 45 70 5 63.0 10 5 65 66 58 63 68
60 160 50 75 10 60.0 15 8 56 66 61 65 69
60 160 55 65 15 61.5 5 11 72 67 64 59 57
60 170 45 75 10 60.0 5 11 64 65 63 74 72
60 170 50 65 15 61.5 10 5 60 69 65 67 63
60 170 55 70 5 63.0 15 8 72 69 72 71 71
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TABLE 3.11: Observation table for final density
Factor levels as per Taguchi  L27 OA Observations of final density (gm/cm3)
Pi Ti Tm Ph vi φ th tc R1 R2 R3 R4 R5
50 150 45 65 5 60.0 5 5 7.433 7.537 7.557 7.408 7.507
50 150 50 70 10 61.5 10 8 7.648 7.629 7.605 7.499 7.534
50 150 55 75 15 63.0 15 11 7.624 7.537 7.654 7.548 7.620
50 160 45 70 10 61.5 15 11 7.544 7.640 7.584 7.548 7.577
50 160 50 75 15 63.0 5 5 7.566 7.517 7.606 7.520 7.561
50 160 55 65 5 60.0 10 8 7.673 7.666 7.632 7.641 7.672
50 170 45 75 15 63.0 10 8 7.557 7.479 7.537 7.590 7.565
50 170 50 65 5 60.0 15 11 7.535 7.568 7.607 7.614 7.644
50 170 55 70 10 61.5 5 5 7.768 7.673 7.763 7.590 7.750
55 150 45 65 10 63.0 10 11 7.666 7.570 7.328 7.593 7.638
55 150 50 70 15 60.0 15 5 7.447 7.670 7.706 7.672 7.644
55 150 55 75 5 61.5 5 8 7.757 7.740 7.741 7.762 7.796
55 160 45 70 15 60.0 5 8 7.596 7.640 7.640 7.663 7.517
55 160 50 75 5 61.5 10 11 7.648 7.708 7.689 7.704 7.720
55 160 55 65 10 63.0 15 5 7.597 7.685 7.677 7.664 7.753
55 170 45 75 5 61.5 15 5 7.648 7.570 7.634 7.636 7.695
55 170 50 65 10 63.0 5 8 7.625 7.629 7.557 7.637 7.638
55 170 55 70 15 60.0 10 11 7.597 7.570 7.758 7.528 7.664
60 150 45 65 15 61.5 15 8 7.651 7.653 7.667 7.642 7.684
60 150 50 70 5 63.0 5 11 7.666 7.685 7.661 7.677 7.665
60 150 55 75 10 60.0 10 5 7.698 7.740 7.634 7.682 7.665
60 160 45 70 5 63.0 10 5 7.666 7.671 7.560 7.644 7.695
60 160 50 75 10 60.0 15 8 7.535 7.671 7.614 7.668 7.704
60 160 55 65 15 61.5 5 11 7.738 7.677 7.662 7.571 7.557
60 170 45 75 10 60.0 5 11 7.652 7.667 7.641 7.767 7.754
60 170 50 65 15 61.5 10 5 7.580 7.702 7.668 7.683 7.645
60 170 55 70 5 63.0 15 8 7.739 7.703 7.744 7.720 7.735
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3.6 DESIGN OF EXPERIMENT FOR DEBINDING:
The objective of this design of experimentwas to find the significant factors in
debinding stage, their contribution and optimised levels, so that good quality brown
parts could be produced before it undergoes the sintering process to attain the final
mechanical properties. An analysis of variance (ANOVA) is used to identify the
significant level of each variable.
Many parameters could be considered to influence the debinding process. These
parameters have some effect on the properties of the brown parts. For this experiment
Taguchi L9 orthogonal array consisting of 9 experiment trials and 4
columns/experimental parameters is used to obtain the signal to noise ratio (S/N ratio)
of final part quality. The array can incorporate upto four main factors without any
interaction. But, it will limit the zero degree of freedom for the error. Based on the
investigations [17,30,98,105] and the expertise of the debinding process three main
parameters are considered to study. The processing variables and variable values are
shown in Table 3.9. The controlled parameters that are studied include solvent
debinding temperature, thermal debinding temperature, and isothermal holding time.
The values chosen for the three levels for each experimental processing parameter
were picked to bound typical standard processing specifications for the particular
MIM alloy. Running the DOE at those levels will demonstrate the range and variation
of properties that can be achieved all within normal prescribed parameters for the
MIM alloy. Three factor levels are used to conduct the experiment instead of single
factor level used by many researchers [17,30,98,105]. Analysis of variance (ANOVA)
is used to find the significant parameters that contribute to highest sintered density
and tensile strength. Confirmation test is done in order to verify within the range of
optimum performance calculation.
TABLE 3.12: Variable process parameters for debinding of specimens:
Process parameters Symbol Level 1 Level 2 Level 3
Solvent debinding temperature  (°C) Tsd 50 60 70
Thermal debinding temperature (°C) Ttd 300 350 400
Isothermal holding time (minutes) tih 240 300 360
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TABLE 3.13: Fixed process parameters for injection moldingand sintering of
specimens:
Controllable Parameters Value Controllable Parameters Value
Injection Pressure (MPa) 60 Presintering Temperature (°C) 900
Injection Temperature (°C) 170 Heating rate (°C/min) 2
Mould Temperature (°C) 55 Hold time (min) 60
Holding Pressure (MPa) 70 Cooling rate (°C/min) 5
Injection Speed (ccm/s) 5 Sintering temperature (°C) 1360
Powder Loading (% vol.) 61.5 Heating rate (°C/min) 10
Holding Time (s) 5 Isothermal Sintering time (min) 90
Cooling Time (s) 8 Cooling rate (°C/min) 15
3.7 EFFECTS OF DEBINDING PARAMETERS:
The observations of mechanical properties after the experiment are tabulated in Table
3.14 to 3.18. Five test specimenwere made at each trial run for testing purpose.
TABLE 3.14: Observation table for tensile strength after sintering affected
bydebinding parameters
Run
Factor levels as per
Taguchi  L9 OA Observations of ultimate Tensile strength (MPa)
Tsd Ttd tih R1 R2 R3 R4 R5
1 50 300 240 462 464 468 470 465
2 50 350 300 482 504 486 492 487
3 50 400 360 521 528 524 525 530
4 60 300 300 505 496 497 509 501
5 60 350 360 521 528 515 520 526
6 60 400 240 482 468 484 476 474
7 70 300 360 557 554 551 560 551
8 70 350 240 520 524 517 521 516
9 70 400 300 535 534 538 534 540
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TABLE 3.15: Observation table for Yield Strength after sintering affected by
debinding parameters
Run
Factor levels as per
Taguchi  L9 OA Observations of Yield Strength (MPa)
Tsd Ttd tih R1 R2 R3 R4 R5
1 50 300 240 185 176 172 173 195
2 50 350 300 188 177 171 196 194
3 50 400 360 191 180 248 262 184
4 60 300 300 210 217 198 226 227
5 60 350 360 211 218 208 264 234
6 60 400 240 280 197 293 257 250
7 70 300 360 254 260 241 214 297
8 70 350 240 253 267 290 236 294
9 70 400 300 302 299 287 298 282
TABLE 3.16: Observation table for Impact Energy absorbed after sintering affected
by debinding parameters
Run
Factor levels as per
Taguchi  L9 OA Observations of Impact Energy absorbed (J)
Tsd Ttd tih R1 R2 R3 R4 R5
1 50 300 240 95 93 95 92 97
2 50 350 300 98 93 95 97 96
3 50 400 360 96 94 104 107 94
4 60 300 300 99 101 98 106 102
5 60 350 360 100 101 99 108 103
6 60 400 240 109 98 111 106 105
7 70 300 360 106 107 104 100 112
8 70 350 240 105 104 110 103 111
9 70 400 300 113 108 109 112 109
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TABLE 3.17: Observation table for hardness after sintering affected by debinding
parameters
Run
Factor levels as per
Taguchi  L9 OA Observations of hardness (HRB)
Tsd Ttd tih R1 R2 R3 R4 R5
1 50 300 240 57 55 59 55 56
2 50 350 300 68 65 59 61 67
3 50 400 360 74 68 74 58 73
4 60 300 300 54 66 71 67 62
5 60 350 360 74 72 73 74 75
6 60 400 240 63 57 60 61 70
7 70 300 360 70 72 60 69 64
8 70 350 240 64 66 56 62 70
9 70 400 300 58 71 65 69 63
TABLE 3.18: Observation table for density after sintering affected by debinding
parameters
Run
Factor levels as per
Taguchi  L9 OA Observations of final density (gm/cm
3)
Tsd Ttd tih R1 R2 R3 R4 R5
1 50 300 240 7.363 7.376 7.346 7.436 7.348
2 50 350 300 7.364 7.377 7.345 7.435 7.449
3 50 400 360 7.365 7.426 7.535 7.365 7.568
4 60 300 300 7.505 7.493 7.490 7.509 7.508
5 60 350 360 7.505 7.493 7.490 7.509 7.584
6 60 400 240 7.472 7.586 7.610 7.548 7.563
7 70 300 360 7.564 7.554 7.520 7.645 7.496
8 70 350 240 7.585 7.552 7.599 7.624 7.515
9 70 400 300 7.671 7.676 7.595 7.589 7.660
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3.8 DESIGN OF EXPERIMENT FOR SINTERING PROCESS:
The objective of this design of experimentwas to find the significant factors in
sintering process, their contribution and optimised levels. So that, good quality parts
with desired mechanical properties can be ensured after sintering process. An analysis
of variance (ANOVA) is used to identify the significant level of each variable.
In all the four factors with four levels will develop 256 combinations if full factorial
design is used. But, the modified L16 can be used to accommodate four factors with
four levels is based on the concept for conversion, which in turn dependent upon the
concept of degrees of freedom [67]. It is notable that a two level OA has one piece of
information associated with it: the comparison of the average of all the first level tests
compared to the averages of all of the second level tests. While, a four level factor has
three pieces of information associated with it: the first- to second level effect, the
second to third level effect, and the third to fourth level effect [68].For this
experiment Taguchi modified L16 orthogonal array consisting of 16 experiment trials
and 5 columns/experimental parameters to obtain the signal to noise ratio (S/N ratio)
of final part quality. The sixteen different trial runs of sintering cycles were tested in
this experiment to find the optimum level.The modified orthogonal array was used to
accommodate four main factors with four levels and one two level factor without any
interaction.
Based on the investigations [60,61,77] and the expertise of the sintering process five
main parameters were considered to study. The processing variables and their values
at different levels are shown in Table 3.19. The sintering atmosphere, a two level
parameter was qualitative in nature. This experiment was conducted to visualize the
effect of sintering parameters. So, the process parameters in sintering stage were
variable values and rest all the process parameters in injection molding and debinding
stages were fixed values.Running the DOE at defined levels demonstrate the range
and variation of properties that can be achieved all within normal prescribed
parameters for the MIM process. Confirmation test was done in order to verify within
the range of optimum performance calculation.
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TABLE 3.19: Controllable process parameters for sintering of specimens:
Process parameters Symbol Level 1 Level 2 Level 3 Level 4
Sintering temperature (°C) Ts 1260 1300 1340 1380
Heating rate (°C/min) T° 4 8 12 16
Sintering time (minutes) ts 60 80 100 120
Cooling rate (°C/min) T° 5 10 15 20
Sintering atmosphere p Vacuum N2 -- ---
TABLE 3.20: Fixed process parameters for injection molding and sintering of
specimens:
Controllable Parameters Value Controllable Parameters Value
Injection Pressure (MPa) 60 Cooling Time (s) 8
Injection Temperature (°C) 170 Solvent debinding temperature  (°C) 60
Mould Temperature (°C) 55 Thermal debinding temperature (°C) 350
Holding Pressure (MPa) 70 Isothermal holding time (min) 300
Injection Speed (ccm/s) 5 Presintering Temperature (°C) 900
Powder Loading (% vol.) 61.5 Heating rate (°C/min) 2
Holding Time (s) 5 Hold time (min) 60
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3.9 EFFECTS OF SINTERING PARAMETERS:
The values for controllable factors during injection moldingand debinding parameters
were taken as shown in Table 3.20. The parts produced after sintering were tested
visually for any surface defect. The outcomes after measurement of desirable
mechanical properties and final density are given in Tables 3.21 to 3.25. To conduct
the tests the MPIF standards are followed. The effect of process variables will be
analyzed using analysis of variance and analysis of means in Chapter 4.
Fig 3.14 Tensile test specimen produced after sintering
Fig 3.15 Charpy unnotched impact test specimen produced after sintering
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TABLE 3.21: Observation table for ultimate tensile strength after sintering affected
by sintering parameters
Run
Factor levels as per modified Taguchi
L16 OA
Observations of ultimate tensile
strength (MPa)
Ts ° ts ° p R1 R2 R3 R4 R5
1 1260 4 60 5 Vacuum 430 462 455 463 456
2 1260 8 80 10 Vacuum 451 442 453 446 460
3 1260 12 100 15 Nitrogen 441 444 439 449 432
4 1260 16 120 20 Nitrogen 458 448 435 434 437
5 1300 4 80 15 Nitrogen 469 470 467 472 465
6 1300 8 60 20 Nitrogen 546 551 525 519 528
7 1300 12 120 5 Vacuum 483 490 486 507 491
8 1300 16 100 10 Vacuum 500 511 495 521 484
9 1340 4 100 20 Vacuum 497 504 523 509 514
10 1340 8 120 15 Vacuum 493 518 505 488 498
11 1340 12 60 10 Nitrogen 553 568 563 561 549
12 1340 16 80 5 Nitrogen 560 567 558 556 565
13 1380 4 120 10 Nitrogen 477 481 479 476 474
14 1380 8 100 5 Nitrogen 547 544 540 535 532
15 1380 12 80 20 Vacuum 516 526 530 537 533
16 1380 16 60 15 Vacuum 554 502 512 542 539
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TABLE 3.22:Observation table for yield strength after sintering affected by sintering
parameters
Run
Factor levels as per modified Taguchi
L16 OA
Observations of yield strength
(MPa)
Ts ° ts ° p R1 R2 R3 R4 R5
1 1260 4 60 5 Vacuum 202 217 193 191 182
2 1260 8 80 10 Vacuum 190 186 185 175 198
3 1260 12 100 15 Nitrogen 177 204 194 188 180
4 1260 16 120 20 Nitrogen 196 178 172 174 183
5 1300 4 80 15 Nitrogen 220 199 206 201 214
6 1300 8 60 20 Nitrogen 254 292 284 273 268
7 1300 12 120 5 Vacuum 226 212 233 242 223
8 1300 16 100 10 Vacuum 241 230 247 231 239
9 1340 4 100 20 Vacuum 225 246 260 255 238
10 1340 8 120 15 Vacuum 222 236 209 244 257
11 1340 12 60 10 Nitrogen 290 279 282 295 286
12 1340 16 80 5 Nitrogen 276 289 294 298 297
13 1380 4 120 10 Nitrogen 215 228 218 210 207
14 1380 8 100 5 Nitrogen 281 274 278 266 287
15 1380 12 80 20 Vacuum 234 265 263 271 249
16 1380 16 60 15 Vacuum 250 258 270 252 262
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TABLE 3.23: Observation table for impact energy absorbed after sintering affected
by sintering parameters
Run
Factor levels as per modified
Taguchi  L16 OA
Observations of impact energy
absorbed (J)
Ts ° ts ° p R1 R2 R3 R4 R5
1 1260 4 60 5 Vacuum 103 95 98 95 96
2 1260 8 80 10 Vacuum 104 101 112 107 111
3 1260 12 100 15 Nitrogen 109 107 113 114 108
4 1260 16 120 20 Nitrogen 105 104 109 102 104
5 1300 4 80 15 Nitrogen 109 104 103 102 98
6 1300 8 60 20 Nitrogen 95 104 96 101 93
7 1300 12 120 5 Vacuum 111 106 108 116 114
8 1300 16 100 10 Vacuum 103 109 107 111 106
9 1340 4 100 20 Vacuum 105 100 106 98 101
10 1340 8 120 15 Vacuum 112 110 112 104 107
11 1340 12 60 10 Nitrogen 94 99 102 97 98
12 1340 16 80 5 Nitrogen 110 95 108 92 111
13 1380 4 120 10 Nitrogen 116 114 109 113 115
14 1380 8 100 5 Nitrogen 120 118 113 116 116
15 1380 12 80 20 Vacuum 110 112 110 106 115
16 1380 16 60 15 Vacuum 108 95 101 97 104
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TABLE 3.24: Observation table for hardness after sintering affected by sintering
parameters
Run
Factor levels as per modified
Taguchi  L16 OA Observations of Hardness (HRB)
Ts ° ts ° p R1 R2 R3 R4 R5
1 1260 4 60 5 Vacuum 61 55 57 54 56
2 1260 8 80 10 Vacuum 63 59 72 66 71
3 1260 12 100 15 Nitrogen 68 65 73 74 67
4 1260 16 120 20 Nitrogen 63 66 69 60 62
5 1300 4 80 15 Nitrogen 68 62 61 60 57
6 1300 8 60 20 Nitrogen 55 54 56 60 53
7 1300 12 120 5 Vacuum 71 64 67 76 74
8 1300 16 100 10 Vacuum 61 68 66 71 64
9 1340 4 100 20 Vacuum 64 58 65 67 59
10 1340 8 120 15 Vacuum 72 69 72 62 66
11 1340 12 60 10 Nitrogen 54 58 60 57 58
12 1340 16 80 5 Nitrogen 70 55 67 53 70
13 1380 4 120 10 Nitrogen 75 74 69 73 75
14 1380 8 100 5 Nitrogen 76 76 73 75 76
15 1380 12 80 20 Vacuum 69 72 70 65 75
16 1380 16 60 15 Vacuum 66 55 59 56 63
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TABLE 3.25: Observation table for density after sintering affected by sintering
parameters
Run
Factor levels as per modified
Taguchi  L16 OA Observations of density (gm/cm
3)
Ts ° ts ° p R1 R2 R3 R4 R5
1 1260 4 60 5 Vacuum 7.0681 7.1846 7.3452 7.1324 7.1206
2 1260 8 80 10 Vacuum 7.5052 7.4929 7.4897 7.4721 7.4835
3 1260 12 100 15 Nitrogen 7.4625 7.5607 7.5329 7.7518 7.6649
4 1260 16 120 20 Nitrogen 7.5052 7.4934 7.4897 7.3862 7.3014
5 1300 4 80 15 Nitrogen 7.3638 7.4658 7.3340 7.4512 7.5326
6 1300 8 60 20 Nitrogen 7.2615 7.1568 7.0814 7.2358 7.1203
7 1300 12 120 5 Vacuum 7.5624 7.5920 7.5782 7.6863 7.5981
8 1300 16 100 10 Vacuum 7.4768 7.5984 7.5013 7.4851 7.6258
9 1340 4 100 20 Vacuum 7.5839 7.6911 7.7628 7.6215 6.4126
10 1340 8 120 15 Vacuum 7.4905 7.6782 7.5788 7.5863 7.5118
11 1340 12 60 10 Nitrogen 7.3859 7.4123 7.4082 7.3859 7.3624
12 1340 16 80 5 Nitrogen 7.5664 7.2863 7.6105 7.3958 7.4925
13 1380 4 120 10 Nitrogen 7.5204 7.6973 7.6634 7.5122 7.6824
14 1380 8 100 5 Nitrogen 7.6714 7.6315 7.5948 7.5894 7.6825
15 1380 12 80 20 Vacuum 7.5847 7.5736 7.5987 7.6958 7.5147
16 1380 16 60 15 Vacuum 7.3621 7.4162 7.5204 7.2514 7.3954
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CHAPTER 4
RESULTS AND DISCUSSION
This chapter is dedicated to study of relationship between PIM process inputs and
outcomes. The correlation is established between input parameters and outcomes to
find the optimized value of process parameters using Taguchi’s single objective
optimization approach, multi objective grey relation approach and ANN technique.
The chapter is divided into five sections as given below.
SECTION I: Results and discussion about the effects of controllable injection
molding process parameters on final mechanical properties and
density of the part produced. The approach followed here is based on
single objective optimization using Taguchi’s methodology.
SECTION II: Results and discussion about the effects of controllable debinding
process parameters on final mechanical properties and density of the
part produced. The approach followed here is based on single
objective optimization using Taguchi’s methodology.
SECTION III: Results and discussion about the effects of controllable sintering
process parameters on final mechanical properties and density of the
part produced. The approach followed here is based on single
objective optimization using Taguchi’s methodology.
SECTION IV: Multi-objective optimization for all mechanical properties under
observation and density is made by using Grey Relation Analysis
(GRA) to find the optimum set of process parameters in injection
stage, debinding stage and sintering stage.
SECTION V: ANN modeling is used to find the mathematical relationship between
the process parameters and output obtained.  The optimized ANN
network is used for prediction of output characteristics for given set
of input parameters.
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SECTION - I
4.1 EFFECT OF INJECTION MOLDING PARAMETERS:
This experiment was intended to find the effect of eight controllable parameters
during injection moldingof feedstock on ultimate tensile strength, yield strength,
impact toughness, hardness and density. The controllable parameters include the
injection pressure, injection temperature, mould temperature, holding pressure,
injection speed, powder loading, holding time, cooling time, interaction of injection
pressure and injection temperature, and interaction of injection pressure and mould
temperature.
The raw data was obtained using Taguchi methodology. Itutilises the signal to noise
ratio (S/N) approach to measure the deviation of the quality characteristic from the
desired value instead of average value [64]. Here the term ‘Signal’ represents the
desirable value (mean) and the ‘Noise’ represents the undesirable value. Thus S/N
represents the amount of variation present in the performance characteristic.
Therefore, the experimental results were converted into S/N values for optimization of
parameters. The S/N ratio for higher the better was used (Appendix A). Here the
desirable objective is to optimize the responses for ultimate tensile strength, yield
strength, impact toughness, hardness and density. These effectsare evaluated with the
help of ANOVA. The aim of ANOVA was to find the significant factors and
percentage contribution of each factor. The ANOVA provided the confidence level
and the variance of the data. The calculated values for S/N ratio and mean are shown
in Table 4.1. The analysis of variance made by using S/N ratio to find the significant
factors is expressed in Table 4.4.
4.1.1 EFFECT OF INJECTION MOLDING PARAMETERS ON ULTIMATE
TENSILE STRENGTH:
The main effectsof variable controllable parameters can be studied by the level
average response of mean data and S/N ratio given in Table 4.1. The mean values and
average S/N ratios of ultimate tensile strength for each parameter at all three levels are
given in Tables 4.2 and 4.3 respectively.
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TABLE4.1: S/N ratios and mean of Ultimate Tensile Strength (Experimental)
Run
Factor levels as per Taguchi  L27 OA Tensile Strength(N/mm2)
Pi Ti Tm Ph vi φ th tc MeanN/mm2 S/N value
1 50 150 45 65 5 60 5 5 440.0 52.8608
2 50 150 50 70 10 61.5 10 8 489.6 53.7925
3 50 150 55 75 15 63 15 11 481.6 53.6525
4 50 160 45 70 10 61.5 15 11 460.4 53.2602
5 50 160 50 75 15 63 5 5 466.6 53.3752
6 50 160 55 65 5 60 10 8 482.0 53.6007
7 50 170 45 75 15 63 10 8 458.6 53.2223
8 50 170 50 65 5 60 15 11 474.4 53.5052
9 50 170 55 70 10 61.5 5 5 537.0 54.5634
10 55 150 45 65 10 63 10 11 473.4 53.4848
11 55 150 50 70 15 60 15 5 508.0 54.1038
12 55 150 55 75 5 61.5 5 8 557.0 54.9165
13 55 160 45 70 15 60 5 8 483.2 53.6698
14 55 160 50 75 5 61.5 10 11 535.4 54.5677
15 55 160 55 65 10 63 15 5 514.0 54.1781
16 55 170 45 75 5 61.5 15 5 511.6 54.1315
17 55 170 50 65 10 63 5 8 483.8 53.6845
18 55 170 55 70 15 60 10 11 492.2 53.7793
19 60 150 45 65 15 61.5 15 8 511.4 54.1706
20 60 150 50 70 5 63 5 11 520.0 54.3127
21 60 150 55 75 10 60 10 5 522.6 54.3387
22 60 160 45 70 5 63 10 5 505.0 54.0293
23 60 160 50 75 10 60 15 8 489.2 53.7215
24 60 160 55 65 15 61.5 5 11 495.6 53.8395
25 60 170 45 75 10 60 5 11 526.6 54.4035
26 60 170 50 65 15 61.5 10 5 500.2 53.9613
27 60 170 55 70 5 63 15 8 537.0 54.5863
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TABLE 4.2:Response Table for Mean values of Tensile Strength (N/mm2)
Level Pi Ti Tm Ph vi φ th tc
1 476.7 500.4 485.6 486.1 506.9 490.9 501.1 500.6
2 506.5 492.4 496.4 503.6 499.6 510.9 495.4 499.1
3 512.0 502.4 513.2 505.5 488.6 493.3 498.6 495.5
Delta 35.3 10.0 27.6 19.4 18.3 20.0 5.6 5.0
Rank 1 6 2 4 5 3 7 8
TABLE 4.3: Response Table for Signal to Noise Ratios (Larger is better)
Level Pi Ti Tm Ph vi φ th tc
1 53.54 53.96 53.69 53.70 54.06 53.78 53.96 53.95
2 54.06 53.80 53.89 54.01 53.94 54.13 53.86 53.93
3 54.15 53.98 54.16 54.04 53.75 53.84 53.92 53.87
Delta 0.61 0.18 0.47 0.34 0.30 0.36 0.09 0.08
Rank 1 6 2 4 5 3 7 8
TABLE4.4:ANOVA Table using S/N ratios for Ultimate Tensile Strength
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Pi 2 1.9718 0.9859 10.95 0.05 1.7918 29.23
Ti (2) 0.1674 Pooled
Tm 2 0.9980 0.4990 5.54 0.05 0.818 13.34
Ph 2 0.6380 0.3190 3.54 0.05 0.458 7.47
vi 2 0.4220 0.2110 2.34 0.05 0.242 3.95
φ 2 0.6604 0.3302 3.67 0.05 0.1502 2.45
th (2) 0.0410 Pooled
tc (2) 0.0328 Pooled
Pi x Ti (4) 0.6082 Pooled
Pi x Tm (4) 0.5702 Pooled
Residual
Error 16 1.4402 0.0900 43.56
Total 26 6.1304 100
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The analysis is made by the mean and S/N data at each level of each parameter. The
level average response required for analysis of the trend of performance
characteristics with respect to the variation of the factor under study is shown in fig
4.1 and 4.2 respectively. The interactions plots are shown in Fig 4.3 to 4.6.
Fig 4.1Main Effects Plot for Mean values of Ultimate Tensile Strength
Fig 4.2 Main Effects Plot for S/N values of Ultimate Tensile Strength
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Fig 4.3 Interaction Plot for Injection Pressure, Injection Temperature and Mould
Temperature
Fig 4.4 Interaction Plot for Injection Pressure, Holding Pressure and Injection Speed
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Fig 4.5 Interaction Plot for Mould Temperature, Holding Pressure and Powder
Loading
Fig 4.6 Interaction Plot for Injection Pressure, Injection Speed and Powder Loading
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Fig 4.7 Contour Curve for Injection Pressure and Mould Temperature
Fig 4.8 Contour Curve for Injection Pressure and Holding Pressure
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Fig 4.9 Contour Curve for Injection Pressure and Injection Speed
Fig 4.10 Contour Curve for Injection Pressure and Powder Loading
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Fig 4.11 Contour Curve for Mould Temperature and Holding Pressure
Fig 4.12 Contour Curve for Mould Temperature and Injection Speed
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Fig 4.13 Contour Curve for Mould Temperature and Powder Loading
Fig 4.14 Contour Curve for Holding Pressure and Injection Speed
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Fig 4.15 Contour Curve for Injection Speed and Powder Loading
Fig 4.16 Contour Curve for Holding Pressure and Powder Loading
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4.1.1.1 SINGLE OBJECTIVE OPTIMIZATION OF INJECTION MOLDING
PROCESS PARAMETERS FOR ULTIMATE TENSILE STRENGTH:
The effect of injection molding parameters on ultimate tensile strength is evaluated
with the help of ANOVA with an aim to find the significant factors and their
percentage contribution to ultimate tensile strength. From Table 4.4,  it is observed
that the factors: injection pressure, mould temperature, holding pressure, injection
speed, and powder loading are the significant factors, which influence the ultimate
tensile strength of the molded parts.  The injection temperature, holding time, cooling
time , interaction of injection pressure and injection temperature, and interaction of
injection pressure and mould temperature are the insignificant factors therefore the
pooling is needed. After pooling the contribution of injection pressure is found to be
greatest at 29.23% with a confidence level of 95%, while the mould temperature is
second most significant factor with 13.34% contribution at 95% confidence level. The
holding pressure has a contribution of 7.47 % at 95% confidence level, the injection
speed has a contribution of 3.95% at 95% confidence level, and the powder loading
has a contribution of 2.45% at 95% confidence level.
Some of the factors in Table 4.4 are indicated as pooled factors. These factors fail to
achieve 95% confidence level and are considered to be error factors, so they are
pooled with the error term and the analysis is termed as pooled analysis. Practically,
pooling disregards an individual factor’s contribution and then subsequently adjusts
the contribution of the other factors. The insignificant factors have a lower Fvalue than
the Ftabulatedvalue.
From Table 4.3, the highest value of S/N ratio is noted for every factor to find the
optimum level of process parameters for highest ultimate tensile strength. The
optimum level without considering the interaction factors can be noted as: (injection
pressure)3 (injection temperature)3(mould temperature)3 (holding pressure)3 (injection
speed)1 (powder loading)2 (holding time)1 (cooling time)1. If the interaction factors are
also taken into consideration the maximum value of S/N for the interaction of
injection pressure and injection temperature occurs at (Pi)3(Ti)3 while that for the
interaction of injection pressure and mould temperature occurs at (Pi)2( Tm)3. If all the
factors are summed up together the optimum combination can be summed up as
tabulated in Table 4.4.
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From Table 4.3, it can further be noted from the rank of the parameters that variation
in the value of S/N ratio with the change in the value of parameter is maximum for
injection pressure and least for cooling time.
TABLE4.5: Optimum factor level for highest tensile strength
Controllable Parameters Symbol Value
Injection pressure (MPa) Pi 60
Injection temperature (°C) Ti 170
Mould temperature (°C) Tm 55
Holding pressure (MPa) Ph 75
Injection speed (ccm/s) vi 5
Powder loading (% vol.) φ 61.5
Holding time (s) th 5
Cooling time (s) tc 5
4.1.1.2 CONFIRMATION TEST:
Since, only Pi, Tm, Ph, vi, andφare the significant factors, the optimum value of
ultimate tensile strength will depend only on these factors and could be estimated by
eq. (4.1) at the optimum levels shown in Table 4.2.
µTS= + [(Pi)3 - ] +  [(Tm)3 - ] + [(Ph)3 - ]+ [(vi)1 - ] + [(φ)2 - ] (4.1)
Where,
is the overall mean of tensile strength = 498.38N/mm2
The other values can be noted from Table 4.2,
(Pi)3 is the average value of tensile strength at level 3 of factor Pi = 512.0N/mm2,
(Tm)3 is the average value of tensile strength at level 3 of factor Tm= 513.2N/mm2,
(Ph)3is the average value of tensile strength at level 3 of factor Ph = 505.5N/mm2,
(vi)1 is the average value of tensile strength at level 1 of factor Pi= 506.9N/mm2,  and
(φ)2is the average value of tensile strength at level 2 of factor φ = 510.9N/mm2
Hence,
µTS = 512.0+ 513.2 +505.5 + 506.9+ 510.9 - (4 x 498.38) = 554.98N/mm2
The expected tensile strength at the optimum condition is 554.98N/mm2.
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The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:= , 1 + 1 (4.2)
Where,
neff= (N/(1+ total degree of freedom of all factors used for estimating µ)
r=  sample size for the confirmation experiment, r ≠ 0. , is the variance ratio
of and at level of significance α. The confidence level is (1-α), is the degree
of freedom of mean (equal to 1) and is the degree of freedom for the pooled error.
Variance for pooled error is . The confidence interval indicates the maximum and
minimum levels of the optimum performance.
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,16) = 4.49
neff= [27 x 5/11] = 12.27
CI  =  {4.49 x 0.0900[(1/12.27)+(1/5)]}½ =  ± 0.337 (4.3)
Therefore, the expected tensile strength at optimum condition = 554.98 ± 0.337
i.e. 554.64<µTS<555.32
To confirm the prediction, another five samples were made at the recommended
setting (Pi)3, (Tm)3 (Ph)3, (vi)1 and (φ)2 . The results are given in Table 4.5.
TABLE4.6: Factor levels for predictions
Injection
Pressure
(MPa)
Mould
Temperature
(°C)
Holding
Pressure
(MPa)
Injection
Speed
(ccm/s)
Powder
Loading
(% vol.)
60 55 75 5 61.5
Table4.7: Results of confirmation experiments
Characteristic
Replication at optimum process parameters
Average(
N/mm2)
Minitab
predicted
value(N/m
m2)R1 R2 R3 R4 R5
Ultimate Tensile
Strength 554.76 550.17 546.98 545.11 555.03 550.41 554.95
It was found that the average tensile strength obtained from the confirmation
experiment is very close to the predicted 95% confidence interval mean value. From
Table 4.7 it can also be noted that the experimental results are close to the predicted
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result by Minitab 17 software. The difference between measured and predicted values
is hardly 0.82%. It confirms the reliability of the control of process parameters.
TABLE4.8: Prediction of Mean and S/N Ratio using Taguchi’s Regression Model
Run
Factor levels as per Taguchi  L27 OA Predictions
Pi Ti Tm Ph vi φ th tc S/N value Mean
1 50 150 45 65 5 60 5 5 52.8750 440.363
2 50 150 50 70 10 61.5 10 8 53.7539 487.319
3 50 150 55 75 15 63 15 11 53.6769 483.519
4 50 160 45 70 10 61.5 15 11 53.2846 462.319
5 50 160 50 75 15 63 5 5 53.3894 466.963
6 50 160 55 65 5 60 10 8 53.5621 479.719
7 50 170 45 75 15 63 10 8 53.1837 456.319
8 50 170 50 65 5 60 15 11 53.5296 476.319
9 50 170 55 70 10 61.5 5 5 54.5776 537.363
10 55 150 45 65 10 63 10 11 53.4990 473.763
11 55 150 50 70 15 60 15 5 54.0652 505.719
12 55 150 55 75 5 61.5 5 8 54.9408 558.919
13 55 160 45 70 15 60 5 8 53.6942 485.119
14 55 160 50 75 5 61.5 10 11 54.5819 535.763
15 55 160 55 65 10 63 15 5 54.1396 511.719
16 55 170 45 75 5 61.5 15 5 54.0930 509.319
17 55 170 50 65 10 63 5 8 53.7089 485.719
18 55 170 55 70 15 60 10 11 53.7935 492.563
19 60 150 45 65 15 61.5 15 8 54.1848 511.763
20 60 150 50 70 5 63 5 11 54.2741 517.719
21 60 150 55 75 10 60 10 5 54.3631 524.519
22 60 160 45 70 5 63 10 5 54.0537 506.919
23 60 160 50 75 10 60 15 8 53.7358 489.563
24 60 160 55 65 15 61.5 5 11 53.8010 493.319
25 60 170 45 75 10 60 5 11 54.3649 524.319
26 60 170 50 65 15 61.5 10 5 53.9857 502.119
27 60 170 55 70 5 63 15 8 54.6005 537.363
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Fig 4.17 Comparison of experimental and predicted mean values
Fig 4.18 Comparison of experimental and predicted S/N values
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4.1.2 EFFECT OF INJECTION MOLDING PARAMETERS ON YIELD
STRENGTH:
The main effects of variable controllable parameters on the mean values and average
S/N ratios of yield strength can be observed fromTable 4.9. The mean value and S/N
ratio of yield strength for each parameter at all three levels are given in Tables 4.10
and 4.11 respectively.
TABLE4.9: S/N ratios and mean of Yield Strength (Experimental)
Run Factor levels as per Taguchi  L27 OA
Yield strength
(N/mm2)
Pi Ti Tm Ph vi φ th tc Mean S/N value
1 50 150 45 65 5 60 5 5 180.4 45.0826
2 50 150 50 70 10 61.5 10 8 204.0 45.9418
3 50 150 55 75 15 63 15 11 212.4 46.3421
4 50 160 45 70 10 61.5 15 11 192.8 45.6515
5 50 160 50 75 15 63 5 5 186.2 45.3679
6 50 160 55 65 5 60 10 8 221.0 46.3476
7 50 170 45 75 15 63 10 8 198.6 45.9223
8 50 170 50 65 5 60 15 11 216.6 46.6504
9 50 170 55 70 10 61.5 5 5 275.8 48.5945
10 55 150 45 65 10 63 10 11 217.4 46.5085
11 55 150 50 70 15 60 15 5 245.4 47.4571
12 55 150 55 75 5 61.5 5 8 296.8 49.4478
13 55 160 45 70 15 60 5 8 216.4 46.5480
14 55 160 50 75 5 61.5 10 11 275.0 48.7603
15 55 160 55 65 10 63 15 5 253.0 47.8867
16 55 170 45 75 5 61.5 15 5 237.6 47.4031
17 55 170 50 65 10 63 5 8 223.4 46.9394
18 55 170 55 70 15 60 10 11 230.2 46.9347
19 60 150 45 65 15 61.5 15 8 251.2 47.9818
20 60 150 50 70 5 63 5 11 260.2 48.2774
21 60 150 55 75 10 60 10 5 262.4 48.2801
22 60 160 45 70 5 63 10 5 238.4 47.2545
23 60 160 50 75 10 60 15 8 229.4 46.9119
24 60 160 55 65 15 61.5 5 11 226.6 46.6647
25 60 170 45 75 10 60 5 11 266.4 48.4071
26 60 170 50 65 15 61.5 10 5 240.4 47.5240
27 60 170 55 70 5 63 15 8 287.0 49.1519
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TABLE 4.10: Response Table for Mean Value of Yield Strength (N/mm2)
Level Pi Ti Tm Ph vi φ th tc
1 209.8 236.7 222.1 225.6 245.9 229.8 236.9 235.5
2 243.9 226.5 231.2 238.9 236.1 244.5 231.9 236.4
3 251.3 241.8 251.7 240.5 223.0 230.7 236.2 233.1
Delta 41.6 15.2 29.6 15.0 22.8 14.7 5.0 3.4
Rank 1 4 2 5 3 6 7 8
TABLE4.11:Response Table for Signal to Noise Ratios (Larger is better)
Level Pi Ti Tm Ph vi φ th tc
1 46.21 47.26 46.75 46.84 47.60 46.96 47.26 47.21
2 47.54 46.82 47.09 47.31 47.24 47.55 47.05 47.24
3 47.83 47.50 47.74 47.43 46.75 47.07 47.27 47.13
Delta 1.62 0.68 0.99 0.58 0.85 0.59 0.22 0.11
Rank 1 4 2 6 3 5 7 8
TABLE4.12: ANOVA Table using S/N ratios for Yield Strength
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Pi 2 13.4078 6.7039 104.88 0.01 13.28 37.99
Ti 2 2.1451 1.0726 16.78 0.05 2.0173 5.77
Tm 2 4.5311 2.2656 35.44 0.05 4.4033 12.60
Ph 2 1.7244 0.8622 13.49 0.05 1.5966 4.57
vi 2 3.2603 1.6302 25.50 0.05 3.1325 8.96
φ 2 1.7901 0.8951 14.00 0.05 1.6623 4.76
th (2) 0.2706 Pooled
tc (2) 0.0569 Pooled
Pi x Ti 4 5.5547 1.3887 21.72 0.05 1.1331 3.24
Pi x Tm 4 2.1548 0.5387 8.43 0.05 0.2831 0.81
Residual
Error 6 0.3835 0.0639 21.30
Total 26 34.9518 100
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The level average response required for the analysis of the trend of performance
characteristic with respect to the variation of the factor under study is shown in Fig
4.19 and 4.20 respectively.
Fig 4.19 Main Effects Plot for Mean values of Yield Strength
Fig 4.20 Main Effects Plot for S/N values of Yield Strength
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Fig 4.21 Interaction Plot of Injection Pressure, Injection Temperature and Mould
Temperature (S/N Values)
Fig 4.22 Interaction Plot of Injection Pressure, Injection Temperature and Mould
Temperature (Mean Yield Strength Values)
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Fig 4.23 Interaction Plot of Holding Pressure, Injection Speed and Powder Loading
Fig 4.24 Interaction Plot of Mould Temperature, Holding Pressure and Powder
Loading
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Fig 4.25 Contour curve for Injection Pressure and Injection Temperature
Fig 4.26 Contour curve for Injection Pressure and Mould Temperature
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Fig 4.27 Contour curve for Mould Temperature and Injection Temperature
Fig 4.28 Contour curve for Injection Pressure and Holding Pressure
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Fig 4.29 Contour curve for Injection Pressure and Injection speed
Fig 4.30 Contour curve for Injection Pressure and Powder Loading
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Fig 4.31 Contour curve for Injection Temperature and Holding Pressure
Fig 4.32 Contour curve for Injection Temperature and Injection Speed
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Fig 4.33 Contour curve for Holding Pressure and Powder Loading
Fig 4.34 Contour curve for Holding Pressure and Injection Speed
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4.1.2.1 SINGLE OBJECTIVE OPTIMIZATION OF INJECTION MOLDING
PROCESS PARAMETERS FOR YIELD STRENGTH:
The effect of injection molding parameters on yield strength is evaluated with the help
of ANOVA with an aim to find the significant factors and their percentage
contribution to yield strength. From Table 4.12,  it is observed that the factors:
injection pressure, injection temperature, mould temperature, holding pressure,
injection speed, powder loading, interaction of injection pressure and injection
temperature, and interaction of injection pressure and mould temperature are the
significant factors, which influence the yield strength of the molded parts.  The
holding time and cooling time are the insignificant factors therefore the pooling is
needed.
After pooling the contribution of injection pressure is found to be maximum at
37.99% with a confidence level of 99%, while the mould temperature is second most
significant factor with 12.60% contribution at 95% confidence level. The injection
temperature has a contribution of 5.77% at 95% confidence level, holding pressure
has a contribution of 4.57 % at 95% confidence level, the injection speed has a
contribution of 8.96% at 95% confidence level, the powder loading has a contribution
of 4.76% at 95% confidence level, and the interactions have a low contribution of
3.24 and 0.81% respectively at 95% confidence level.
From Table 4.11, the highest value of S/N ratio is noted for every factor to find the
optimum level of process parameters for highest yield strength. The optimum level
without considering the interaction factors can be noted as: (injection pressure)3
(injection temperature)3(mould temperature)3 (holding pressure)3 (injection speed)1
(powder loading)2 (holding time)3(cooling time)2. If the interaction factors are also
taken into consideration the maximum value of S/N for the interaction of injection
pressure and injection temperature occurs at (Pi)3(Ti)3 while that for the interaction of
injection pressure and mould temperature occurs at (Pi)2( Tm)3. If all the factors are
summed up together the optimum combination can be summed up as tabulated in
Table 4.13.
From Table 4.11, it can further be noted from the rank of the parameters that variation
in the value of S/N ratio with the change in the value of parameter is maximum for
injection pressure and least for cooling time.
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TABLE4.13: Optimum factor level for highest yield strength
Controllable Parameters Symbol Value
Injection pressure (MPa) Pi 60
Injection temperature (°C) Ti 170
Mould temperature (°C) Tm 55
Holding pressure (MPa) Ph 75
Injection speed (ccm/s) vi 5
Powder loading (% vol.) φ 61.5
Holding time (s) th 15
Cooling time (s) tc 8
4.1.2.2 CONFIRMATION TEST:
Since, only Pi, Tm, Tm, Ph, vi, and φ are the significant factors, the optimum value of
yield strength will depend only on these factors and could be estimated by eq. (4.4) at
the optimum levels shown in Table 4.10.
µYS = +[(Pi)3 - ] +[(Ti)3 - ]+[(Tm)3 - ] +[(Ph)3 - ]+[(vi)1 - ] +[(φ)2 - ] (4.4)
Where,
is the overall mean of yield strength = 235 N/mm2
(Pi)3 is the average value of yield strength at level 3 of factor Pi = 251.3N/mm2,
(Ti)3 is the average value of yield strength at level 3 of factor Pi = 241.8 N/mm2,
(Tm)3 is the average value of yield strength at level 3 of factor Tm= 251.7N/mm2,
(Ph)3is the average value of yield strength at level 3 of factor Ph = 240.5N/mm2,
(vi)1 is the average value of yield strength at level 1 of factor Pi= 245.9N/mm2,  and
(φ)2is the average value of yield strength at level 2 of factor φ = 244.5N/mm2
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Hence, the expected yield strength at optimum condition is:
µYS = 251.3+ 241.8 +251.7+ 240.5+ 245.9 +244.5 - (5 x 235) = 300.7N/mm2
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,6) = 5.99
neff= [27 x 5/13] = 10.38
CI  =  {5.99 x 0.0639[(1/10.38)+(1/5)]}½ =  ± 0.1134 (4.5)
Therefore, the expected yield strength at optimum condition = 300.7 ± 0.1134
i.e. 300.58<µYS <300.81
To confirm the prediction, another five samples were made at the recommended
setting (Pi)3, (Ti)3,(Tm)3 (Ph)3, (vi)1 and (φ)2 . The results are given in Table 4.15.
TABLE4.14:Factor levels for predictions
Injection
Pressure
(MPa)
Injection
Temperature
(°C)
Mould
Temperature
(°C)
Holding
Pressure
(MPa)
Injection
Speed
(ccm/s)
Powder
Loading
(% vol.)
60 170 55 75 5 61.5
TABLE4.15:Results of confirmation experiments
Characteristic
Replication at optimum process parameters
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Yield
Strength
(N/mm2)
295 292 288 296 293 292.8 300.69
It is found that the average yield strength obtained from the confirmation experiment
is close to the predicted 95% confidence interval. From Table 4.15 it can also be
noted that the experimental results are close to the predicted result by Minitab 17
software. The difference between measured and predicted values is about2.6 %. The
difference is due to linear regression model followed by Minitab software.
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TABLE4.16: Prediction of Mean and S/N Ratio Using Taguchi’s Regression Model
Run
Factor levels as per Taguchi  L27 OA Yield Strength(N/mm2)
Pi Ti Tm Ph vi φ th tc S/N value Mean
1 50 150 45 65 5 60 5 5 45.0218 178.444
2 50 150 50 70 10 61.5 10 8 45.9906 204.244
3 50 150 55 75 15 63 15 11 46.3541 214.111
4 50 160 45 70 10 61.5 15 11 45.6636 194.511
5 50 160 50 75 15 63 5 5 45.3071 184.244
6 50 160 55 65 5 60 10 8 46.3963 221.244
7 50 170 45 75 15 63 10 8 45.9710 198.844
8 50 170 50 65 5 60 15 11 46.6625 218.311
9 50 170 55 70 10 61.5 5 5 48.5336 273.844
10 55 150 45 65 10 63 10 11 46.4477 215.444
11 55 150 50 70 15 60 15 5 47.5058 245.644
12 55 150 55 75 5 61.5 5 8 49.4599 298.511
13 55 160 45 70 15 60 5 8 46.5601 218.111
14 55 160 50 75 5 61.5 10 11 48.6994 273.044
15 55 160 55 65 10 63 15 5 47.9354 253.244
16 55 170 45 75 5 61.5 15 5 47.4518 237.844
17 55 170 50 65 10 63 5 8 46.9515 225.111
18 55 170 55 70 15 60 10 11 46.8739 228.244
19 60 150 45 65 15 61.5 15 8 47.9209 249.244
20 60 150 50 70 5 63 5 11 48.3261 260.444
21 60 150 55 75 10 60 10 5 48.2921 264.111
22 60 160 45 70 5 63 10 5 47.2666 240.111
23 60 160 50 75 10 60 15 8 46.8511 227.444
24 60 160 55 65 15 61.5 5 11 46.7134 226.844
25 60 170 45 75 10 60 5 11 48.4559 266.644
26 60 170 50 65 15 61.5 10 5 47.5360 242.111
27 60 170 55 70 5 63 15 8 49.0911 285.044
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Fig 4.35 Comparison of Experimental and Predicted Mean values of Yield Strength
Fig 4.36 Comparison of Experimental and Predicted Values of S/N ratio
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4.1.3 EFFECT OF INJECTION MOLDING PARAMETERS ON IMPACT
TOUGHNESS:
The effect of variable controllable parameters on the mean values of impact toughness
is measured by impact energy absorbed by the specimen during unnotched Charpy
test. The mean value and S/N ratio of impact energy absorbed for each parameter at
all three levels are given in Tables 4.17, 4.18 and 4.19.
TABLE4.17: S/N ratios and mean of Impact energy absorbed(Experimental)
Run
Factor levels as per Taguchi  L27 OA Impact energyabsorbed (J)
Pi Ti Tm Ph vi φ th tc Mean S/N Value
1 50 150 45 65 5 60 5 5 93.2 39.3839
2 50 150 50 70 10 61.5 10 8 102.8 40.2313
3 50 150 55 75 15 63 15 11 101.0 40.0839
4 50 160 45 70 10 61.5 15 11 94.8 39.5320
5 50 160 50 75 15 63 5 5 96.2 39.6576
6 50 160 55 65 5 60 10 8 101.4 40.0484
7 50 170 45 75 15 63 10 8 95.0 39.5475
8 50 170 50 65 5 60 15 11 99.2 39.9039
9 50 170 55 70 10 61.5 5 5 112.8 41.0150
10 55 150 45 65 10 63 10 11 98.8 39.8694
11 55 150 50 70 15 60 15 5 107.0 40.5696
12 55 150 55 75 5 61.5 5 8 116.8 41.3483
13 55 160 45 70 15 60 5 8 101.0 40.0615
14 55 160 50 75 5 61.5 10 11 112.8 41.0418
15 55 160 55 65 10 63 15 5 107.8 40.6095
16 55 170 45 75 5 61.5 15 5 107.4 40.5699
17 55 170 50 65 10 63 5 8 101.6 40.1225
18 55 170 55 70 15 60 10 11 102.6 40.1437
19 60 150 45 65 15 61.5 15 8 108.2 40.6813
20 60 150 50 70 5 63 5 11 109.6 40.7890
21 60 150 55 75 10 60 10 5 109.8 40.7885
22 60 160 45 70 5 63 10 5 106.0 40.4562
23 60 160 50 75 10 60 15 8 102.0 40.0841
24 60 160 55 65 15 61.5 5 11 103.2 40.1944
25 60 170 45 75 10 60 5 11 111.0 40.8834
26 60 170 50 65 15 61.5 10 5 105.2 40.4112
27 60 170 55 70 5 63 15 8 113.0 41.0509
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TABLE 4.18: Response Table for Mean Value of impact energy absorbed (J)
Level Pi Ti Tm Ph vi φ th tc
1 99.60 105.24 101.71 102.07 106.60 103.02 105.04 105.04
2 106.20 102.80 104.04 105.51 104.60 107.11 103.82 104.64
3 107.56 105.31 107.60 105.78 102.16 103.22 104.49 103.67
Delta 7.96 2.51 5.89 3.71 4.44 4.09 1.22 1.38
Rank 1 6 2 5 3 4 8 7
TABLE4.19 :Response Table for Signal to Noise Ratios (Larger is better)
Level Pi Ti Tm Ph vi φ th tc
1 39.93 40.42 40.11 40.14 40.51 40.21 40.38 40.38
2 40.48 40.19 40.31 40.43 40.35 40.56 40.28 40.35
3 40.59 40.41 40.59 40.45 40.15 40.24 40.34 40.27
Delta 0.66 0.23 0.48 0.31 0.36 0.35 0.10 0.11
Rank 1 6 2 5 3 4 8 7
TABLE4.20: ANOVA Table using S/N ratios for impact energy absorbed
Factors/
Source
DOF
,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Pi 2 2.2432 1.1216 7.43 0.05 1.9414 27.87
Ti (2) 0.3002 0.1501 Pooled
Tm 2 1.0337 0.5169 3.42 0.05 0.7319 10.51
Ph (2) 0.5424 0.2712 Pooled
vi (2) 0.5859 0.2930 Pooled
φ 2 0.6717 0.3359 2.23 0.05 0.3699 5.31
th (2) 0.0473 0.0237 Pooled
tc (2) 0.0615 0.0308 Pooled
Pi x Ti (4) 0.6904 0.1726 Pooled
Pi x Tm (4) 0.7582 0.1896 Pooled
Residual
Error 20 3.0176 0.1509 56.31
Total 26 6.9662 100
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The level average response required for the analysis of the trend of performance
characteristic with respect to the variation of the factor under study is shown in Fig
4.19 and 4.20 respectively.
Fig 4.37 Main Effects Plot for Mean values of impact energy absorbed (J)
Fig 4.38 Main Effects Plot for S/N values of impact energy absorbed
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Fig 4.39 Interaction Plot of Injection Pressure, Mould Temperature and Powder
Loading (Mean values of impact energy absorbed)
Fig 4.40 Contour curve for Injection Pressure and Mould Temperature
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Fig 4.41 Contour curve for Injection Pressure and Powder Loading
Fig 4.42 Contour curve for Mould Temperature and Powder Loading
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4.1.3.1 SINGLE OBJECTIVE OPTIMIZATION OF INJECTION MOLDING
PROCESS PARAMETERS FOR IMPACT TOUGHNESS:
The effect of injection molding parameters on impact toughness is evaluated with the
help of ANOVA with an aim to find the significant factors and their percentage
contribution to impact energy absorbed. From Table 4.20, it is observed that the
factors: injection pressure, mould temperature, and powder loading are the only
significant factors, which influence the impact toughness of the parts.  The injection
temperature, holding pressure, injection speed, holding time, cooling time, and the
interactions are insignificant factors therefore the pooling is needed.
After pooling the contribution of injection pressure is found to be greatest at 27.87%
with a confidence level of 95%, while the mould temperature is second most
significant factor with 10.51% contribution at 95% confidence level. The powder
loading has a contribution of 5.31% at 95% confidence level.
From Table 4.19, the highest value of S/N ratio is noted for every factor to find the
optimum level of process parameters for highest impact toughness. The optimum
level without considering the interaction factors can be noted as: (injection
pressure)3(injection temperature)3(mould temperature)3 (powder loading)2. The
optimum combination can be summed up as tabulated in Table 4.21. From Table
4.19, it can further be noted from the rank of the parameters that variation in the value
of S/N ratio with the change in the value of parameter is maximum for injection
pressure and least for holding time.
TABLE4.21: Optimum factor level for highest impact energy absorption
Controllable Parameters Symbol Value
Injection pressure (MPa) Pi 60
Injection temperature (°C) Ti 170
Mould temperature (°C) Tm 55
Holding pressure (MPa) Ph 75
Injection speed (ccm/s) vi 5
Powder loading (% vol.) φ 61.5
Holding time (s) th 5
Cooling time (s) tc 5
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4.1.3.2 CONFIRMATION TEST:
Since, onlyPi, Tm, andφ are the significant factors, the optimum value of impact
toughness will depend only on these factors and could be estimated by eq. (4.6) at the
optimum levels shown in Table 4.10.
µ IT = +[(Pi)3 - ] +[(Tm)3 - ] +[(φ)2 - ] (4.6)
Where,
is the overall mean of impact energy absorbed = 104.45 N/mm2
(Pi)3 is the average value of impact energy absorbed at level 3 of factor Pi = 107.56 J
(Tm)3 is the average value of impact energy absorbed at level 3 of factor Tm= 107.60 J
(φ)2is the average value of impact energy absorbed at level 2 of factor φ = 107.11 J
Hence, the expected impact energy absorbed at optimum condition is:
µ IT = 107.56+ 107.60 +107.11- (2x 104.45) = 113.36N/mm2
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,20) = 4.35
neff= [27 x 5/7] = 19.28
CI  =  {4.35 x 0.1509[(1/19.28)+(1/5)]}½ =  ± 0.4066 (4.7) The
expected impact energy absorption at optimum condition = 113.36 ± 0.4066
i.e. 112.95<µ IT<113.766
To confirm the prediction, another five samples were made at the recommended
setting (Pi)3, (Tm)3 and (φ)2 . The results are given in Table 4.23.
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TABLE4.22: Factor levels for predictions
Injection Pressure
(MPa)
Mould Temperature
(°C)
Powder Loading
(% vol.)
60 55 61.5
TABLE4.23:Results of confirmation experiments
Characteristic
Replication at optimum process
parameters Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Impact Energy
Absorbed (J) 110 112 111 114 112 111.8 113.36
It was found that the average impact energy absorbed obtained from the confirmation
experiment is close to the predicted 95% confidence interval. From Table 4.23 it can
also be noted that the experimental results are close to the predicted result by Minitab
17 software. The difference between measured and predicted values is about1.4%. It
is due to the linear regression model being followed by Minitab software..
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TABLE4.24: Prediction of mean and S/N Ratio using Taguchi’s regression model for
impact energy absorbed
Run
Factor levels as per Taguchi L27 OA
Observations of
impact energy
absorbed (J)
Pi Ti Tm Ph vi φ th tc Mean S/N Ratio
1 50 150 45 65 5 60.0 5 5 93.252 39.3949
2 50 150 50 70 10 61.5 10 8 102.230 40.1850
3 50 150 55 75 15 63.0 15 11 101.519 40.1192
4 50 160 45 70 10 61.5 15 11 95.319 39.5673
5 50 160 50 75 15 63.0 5 5 96.252 39.6686
6 50 160 55 65 5 60.0 10 8 100.830 40.0021
7 50 170 45 75 15 63.0 10 8 94.430 39.5012
8 50 170 50 65 5 60.0 15 11 99.719 39.9392
9 50 170 55 70 10 61.5 5 5 112.852 41.0259
10 55 150 45 65 10 63.0 10 11 98.852 39.8803
11 55 150 50 70 15 60.0 15 5 106.430 40.5233
12 55 150 55 75 5 61.5 5 8 117.319 41.3837
13 55 160 45 70 15 60.0 5 8 101.519 40.0968
14 55 160 50 75 5 61.5 10 11 112.852 41.0528
15 55 160 55 65 10 63.0 15 5 107.230 40.5632
16 55 170 45 75 5 61.5 15 5 106.830 40.5236
17 55 170 50 65 10 63.0 5 8 102.119 40.1579
18 55 170 55 70 15 60.0 10 11 102.652 40.1546
19 60 150 45 65 15 61.5 15 8 108.252 40.6922
20 60 150 50 70 5 63.0 5 11 109.030 40.7427
21 60 150 55 75 10 60.0 10 5 110.319 40.8239
22 60 160 45 70 5 63.0 10 5 106.519 40.4916
23 60 160 50 75 10 60.0 15 8 102.052 40.0950
24 60 160 55 65 15 61.5 5 11 102.630 40.1480
25 60 170 45 75 10 60.0 5 11 110.430 40.8371
26 60 170 50 65 15 61.5 10 5 105.719 40.4466
27 60 170 55 70 5 63.0 15 8 113.052 41.0619
97
Fig 4.43 Comparision of Experimental and Predicted Mean values of impact energy
absorbed
Fig 4.44 Comparision of Experimental and Predicted values of S/N ratio
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4.1.4EFFECT OF INJECTION MOLDING PARAMETERS ON HARDNESS:
The effect of variable controllable parameters on the mean values of Hardness is
measured by Hardness testing machine. The mean value and S/N ratio of Hardness for
each parameter at all three levels are given in Tables 4.25, 4.26 and 4.27.
TABLE 4.25: S/N ratios and mean of hardness (experimental)
Run
Factor levels as per Taguchi  L27 OA Hardness (HRB)
Pi Ti Tm Ph vi φ th tc Mean S/N Value
1 50 150 45 65 5 60 5 5 55.0 34.79
2 50 150 50 70 10 61.5 10 8 59.2 35.39
3 50 150 55 75 15 63 15 11 60.0 35.53
4 50 160 45 70 10 61.5 15 11 59.2 35.43
5 50 160 50 75 15 63 5 5 57.6 35.19
6 50 160 55 65 5 60 10 8 64.6 36.19
7 50 170 45 75 15 63 10 8 57.2 35.13
8 50 170 50 65 5 60 15 11 60.0 35.54
9 50 170 55 70 10 61.5 5 5 69.6 36.76
10 55 150 45 65 10 63 10 11 59.6 35.43
11 55 150 50 70 15 60 15 5 63.8 35.99
12 55 150 55 75 5 61.5 5 8 73.0 37.26
13 55 160 45 70 15 60 5 8 61.0 35.66
14 55 160 50 75 5 61.5 10 11 68.6 36.71
15 55 160 55 65 10 63 15 5 66.4 36.40
16 55 170 45 75 5 61.5 15 5 63.0 35.96
17 55 170 50 65 10 63 5 8 61.2 35.73
18 55 170 55 70 15 60 10 11 62.4 35.79
19 60 150 45 65 15 61.5 15 8 64.6 36.20
20 60 150 50 70 5 63 5 11 65.6 36.33
21 60 150 55 75 10 60 10 5 66.8 36.46
22 60 160 45 70 5 63 10 5 64.0 36.08
23 60 160 50 75 10 60 15 8 63.4 35.97
24 60 160 55 65 15 61.5 5 11 63.8 36.00
25 60 170 45 75 10 60 5 11 67.6 36.54
26 60 170 50 65 15 61.5 10 5 64.8 36.20
27 60 170 55 70 5 63 15 8 71.0 37.02
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TABLE 4.26: Response Table for Mean Value of Hardness (HRB)
Level Pi Ti Tm Ph vi φ th tc
1 60.27 63.07 61.24 62.22 64.98 62.73 63.82 63.44
2 64.33 63.18 62.69 63.98 63.67 65.09 63.02 63.91
3 65.73 64.09 66.40 64.13 61.69 62.51 63.49 62.98
Delta 5.47 1.02 5.16 1.91 3.29 2.58 0.80 0.93
Rank 1 6 2 5 3 4 8 7
TABLE4.27 Response Table for Signal to Noise Ratios (Larger is better)
Level Pi Ti Tm Ph vi φ th tc
1 35.55 35.93 35.69 35.83 36.21 35.88 36.03 35.98
2 36.10 35.96 35.89 36.05 36.01 36.21 35.93 36.06
3 36.31 36.07 36.38 36.08 35.74 35.87 36.01 35.92
Delta 0.76 0.14 0.69 0.25 0.47 0.34 0.10 0.14
Rank 1 6 2 5 3 4 8 7
TABLE 4.28 ANOVA Table using S/N Ratios for Hardness
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution
P in %
Pi 2 2.7907 1.3954 7751.94 0.01 2.7904 30.36
Ti 2 0.1039 0.0520 288.61 0.01 0.1036 1.13
Tm 2 2.2569 1.1285 6269.16 0.01 2.2566 24.55
Ph 2 0.3344 0.1672 928.89 0.01 0.3341 3.63
vi 2 0.9912 0.4956 2753.33 0.01 0.9909 10.78
φ 2 0.6749 0.3375 1874.72 0.01 0.6746 7.34
th 2 0.0468 0.0234 130.00 0.01 0.0465 0.51
tc 2 0.0866 0.0433 240.56 0.01 0.0863 0.94
Pi x Ti 4 1.2403 0.3101 1722.64 0.01 1.2396 13.49
Pi x Tm 4 0.6629 0.1657 920.69 0.01 0.6622 7.20
Residual
Error 2 0.00035 0.00018 0.07
Total 26 9.1891
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The level average response required for the analysis of the trend of performance
characteristic with respect to the variation of significant factor is shown in Fig 4.45.
Fig 4.45 Main Effects Plot for Mean values of Hardness (HRB)
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Fig 4.46 Interaction Plot for Injection Pressure, Injection Temperature and Mould
Temperature (Mean values of Hardness (HRB))
Fig 4.47 Interaction Plot for Injection Pressure, Holding Pressure and Injection speed
(Mean values of Hardness (HRB))
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Fig 4.48 Interaction Plot for Injection Pressure, Powder Loading and Holding Time
(Mean values of Hardness (HRB))
Fig 4.49 Interaction Plot for Injection Temperature, Holding Pressure and Powder
Loading  (Mean values of Hardness (HRB))
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Fig 4.50 Interaction Plot for Mould Temperature, Holding Time and cooing Time
(Mean values of Hardness (HRB))
Fig 4.51 Contour Curve for  Injection Presuure and Injection Temperature (Mean
values of Hardness (HRB))
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Fig 4.52 Contour Curve for  Injection Presuure and Mould Temperature (Mean values
of Hardness (HRB))
Fig 4.53 Contour Curve for  Injection Presuure and Holding Pressure (Mean values of
Hardness (HRB))
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Fig 4.54 Contour Curve for  Injection Presuure and Injection Speed (Mean values of
Hardness (HRB))
Fig 4.55 Contour Curve for  Injection Presuure and Powder Loading (Mean values of
Hardness (HRB))
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Fig 4.56 Contour Curve for  Injection Presuure and Holding Time (Mean values of
Hardness (HRB))
Fig 4.57 Contour Curve for  Injection Presuure and Cooling Time (Mean values of
Hardness (HRB))
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Fig 4.58 Contour Curve for  Injection Temperature and Mould Temperature (Mean
values of Hardness (HRB))
Fig 4.59 Contour Curve for  Injection Temperature and Injecction Speed (Mean
values of Hardness (HRB))
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Fig 4.60 Contour Curve for  Injection Temperature and Holding Pressure (Mean
values of Hardness (HRB))
Fig 4.61 Contour Curve for  Injection Temperature and Holding Time  (Mean values
of Hardness (HRB))
Injection Temperature (°C)
Ho
ldi
ng
Pre
ssu
re
(M
Pa
)
170165160155150
75.0
72.5
70.0
67.5
65.0
>
–
–
–
< 55
55 60
60 65
65 70
70
MEAN1
Effect of Injection Temperature and Holding Pressure on Hardness
Injection Temperature (°C)
Ho
ldi
ng
Tim
e(
s)
170165160155150
15.0
12.5
10.0
7.5
5.0
>
–
–
–
< 55
55 60
60 65
65 70
70
MEAN1
Effect of Injection Temperature and Holding Time on Hardness
109
Fig 4.62 Contour Curve for  Injection Temperature and Powder Loading (Mean
values of Hardness (HRB))
Fig 4.63 Contour Curve for  Injection Temperature and Cooling Time (Mean values
of Hardness (HRB))
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Fig 4.64 Contour Curve for  Mould Temperature and Holding Pressure (Mean values
of Hardness (HRB))
Fig 4.65 Contour Curve for  Mould Temperature Speed (Mean values of Hardness
(HRB))
Mould Temperature (°C)
Ho
ldi
ng
Pre
ssu
re
(M
Pa
)
55.052.550.047.545.0
75.0
72.5
70.0
67.5
65.0
>
–
–
–
< 55
55 60
60 65
65 70
70
MEAN1
Effect of Mould Temperature and Holding Pressure on Hardness
Mould Temperature (°C)
Inj
ect
ion
Sp
eed
(cc
m/
s)
55.052.550.047.545.0
15.0
12.5
10.0
7.5
5.0
>
–
–
–
< 55
55 60
60 65
65 70
70
MEAN1
Effect of Mould Temperature and Injection Speed on Hardness
111
Fig 4.66 Contour Curve for  Powder Loading and Injection Speed  (Mean values of
Hardness (HRB))
Fig 4.67 Contour Curve for  Powder Loading and Holding Time (Mean values of
Hardness (HRB))
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Fig 4.68 Contour Curve for  Powder Loading and Cooling Time (Mean values of
Hardness (HRB))
Fig 4.69 Contour Curve for  Holding Time and Cooling Time (Mean values of
Hardness (HRB))
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4.1.4.1 SINGLE OBJECTIVE OPTIMIZATION OF INJECTION MOLDING
PROCESS PARAMETERS FOR HARDNESS:
The effect of injection molding parameters on hardness is evaluated with the help of
ANOVA. The aim of ANOVA was to find the significant factors and their percentage
contribution to Hardness. From Table 4.28,  it is observed that the factors: injection
pressure, injection temperature, mould temperature, holding pressure, injection speed,
powder loading, holding time and cooling time are all significant factors, which
influence the hardness of the molded parts. Since there is no insignificant factor so
the pooling is not required. The contribution of injection pressure is found to be
highest at 30.36% with a confidence level of 99%, while the mould temperature is
second most significant factor with 24.55% contribution at 99% confidence level. The
injection speed has a contribution of 10.78% at 99% confidence level, the powder
loading has a contribution of 7.34% at 99% confidence level, the holding pressure has
a contribution of 3.63% at 99% confidence level, the injection temperature has a
contribution of 1.13% at 99% confidence level, the holding time has a contribution of
0.51% at 99% confidence level, the cooling time has a contribution of 0.94% at 99%
confidence level, the interaction of injection pressure and injection temperature has
contribution of 13.49% at 99% confidence level and the interaction of injection
pressure and mould temperature has contribution of 7.20% at 99% confidence level.
From Table 4.27, the highest value of S/N ratio is noted for every factor to find the
optimum level of process parameters for highest value of hardness. The optimum
level without considering the interaction factors can be noted as: (injection pressure)3
(injection temperature)3(mould temperature)3 (holding pressure)3 (injection speed)1
(powder loading)2 (holding time)1 (cooling time)2. If the interaction factors are also
taken into consideration the maximum value of S/N for the interaction of injection
pressure and injection temperature occurs at (Pi)3(Ti)3 while that for the interaction of
injection pressure and mould temperature occurs at (Pi)2( Tm)3. From Table 4.27, it
can further be noted from the rank of the parameters that variation in the value of S/N
ratio with the change in the value of parameter is maximum for injection pressure and
least for holding time. If all the factors are summed up together the optimum
combination can be summed up as tabulated in Table 4.29.
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TABLE 4.29:OPTIMUM FACTOR LEVEL FOR HIGHEST HARDNESS
Controllable Parameters Symbol Value
Injection pressure (MPa) Pi 60
Injection temperature (°C) Ti 170
Mould temperature (°C) Tm 55
Holding pressure (MPa) Ph 75
Injection speed (ccm/s) vi 5
Powder loading (% vol.) φ 61.5
Holding time (s) th 5
Cooling time (s) tc 8
4.1.4.2 CONFIRMATION TEST:
Since, Pi, Ti, Tm, Ph, vi,,φ,th and tcare all significant factors, the optimum value of
hardness will depend on these factors and could be estimated by eq. (4.8) at the
optimum levels shown in Table 4.26.
µHRB= + [(Pi)3 - ] +[(Ti)3 - ] + [(Tm)3 - ] + [(Ph)3 - ]+ [(vi)1 - ] + [(φ)2 -]+[(th)1 - ]+ [(tc)2 - ]	 (4.8)
Where,
is the overall mean of hardness = 63.44
The other values can be noted from Table 4.2,
(Pi)3 is the average value of hardness at level 3 of factor Pi = 65.73,
(Ti)3 is the average value of hardness at level 3 of factor Tm= 64.09,
(Tm)3 is the average value of hardness at level 3 of factor Tm= 66.40,
(Ph)3 is the average value of hardness at level 3 of factor Ph = 64.13,
(vi)1 is the average value of hardness at level 1 of factor vi = 64.98,
(φ)2 is the average value of hardness at level 2 of factor φ = 65.09,
(th)1 is the average value of hardness at level 1 of factor th = 63.82, and
(tc)2 is the average value of hardness at level 2 of factor tc = 63.91
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Hence,
µHRB = 65.73+64.09+66.40+64.13+64.98+65.09+63.82+63.91 - (7 x 63.44) = 74.07
The expected hardness at the optimum condition is 74.07.
The 99% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 99% confidence level (α = 0.01): F0.01;(1,2) = 93.5
neff= [27 x 5/17] = 7.94
CI  =  {93.5 x 0.00018[(1/7.94)+(1/5)]}½ =  ± 0.0055 (4.9)
Therefore, the expected hardness at optimum condition = 74.07 ± 0.0055
i.e. 74.0645<µHRB<74.0754
To confirm the prediction, another five samples were made at recommended setting
(Pi)3, (Ti)3, (Tm)3,(Ph)3, (vi)1, (φ)2,(th)1 and (tc)2 The results are given in Table 4.31.
TABLE4.30: Factor levels for predictions
Injection
Pressure(
MPa)
Injection
Tempera
ture (°C)
Mould
Tempera
ture (°C)
Holding
Pressure(
MPa)
InjectionSpeed(
ccm/s)
Powder
Loading
(% vol.)
Holdi
ng
Time
(s)
Cooli
ng
Time
(s)
60 170 55 75 5 61.5 5 8
TABLE4.31:Results of confirmation experiments
Characteristic
Replication at optimum process
parameters Average
HRB
Minitab
predicted
valueR1 R2 R3 R4 R5
Hardness
(HRB) 71 72 72 74 72 72.2 74.04
It was found that the average hardness obtained from the confirmation experiment is
very close to the mean value of 99% confidence interval. From Table 4.31 it can also
be noted that the experimental results are close to the predicted result by Minitab 17
software. The difference between measured and predicted values is about2.5%. It is
due to linear regression model being followed by Minitab software.
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TABLE4.32: Prediction of Mean and S/N Ratio Using Taguchi’s regression model
for Hardness
Factor levels as per Taguchi  L27 OA Hardness (HRB)
Run Pi Ti Tm Ph vi φ th S/N Value Mean
1 150 45 65 5 60.0 5 5 34.7976 54.9111
2 150 50 70 10 61.5 10 8 35.3815 59.1778
3 150 55 75 15 63.0 15 11 35.5304 60.1111
4 160 45 70 10 61.5 15 11 35.4296 59.3111
5 160 50 75 15 63.0 5 5 35.1910 57.5111
6 160 55 65 5 60.0 10 8 36.1890 64.5778
7 170 45 75 15 63.0 10 8 35.1263 57.1778
8 170 50 65 5 60.0 15 11 35.5432 60.1111
9 170 55 70 10 61.5 5 5 36.7657 69.5111
10 150 45 65 10 63.0 10 11 35.4349 59.5111
11 150 50 70 15 60.0 15 5 35.9877 63.7778
12 150 55 75 5 61.5 5 8 37.2646 73.1111
13 160 45 70 15 60.0 5 8 35.6563 61.1111
14 160 50 75 5 61.5 10 11 36.7111 68.5111
15 160 55 65 10 63.0 15 5 36.3975 66.3778
16 170 45 75 5 61.5 15 5 35.9538 62.9778
17 170 50 65 10 63.0 5 8 35.7267 61.3111
18 170 55 70 15 60.0 10 11 35.7930 62.3111
19 150 45 65 15 61.5 15 8 36.2028 64.5111
20 150 50 70 5 63.0 5 11 36.3253 65.5778
21 150 55 75 10 60.0 10 5 36.4600 66.9111
22 160 45 70 5 63.0 10 5 36.0856 64.1111
23 160 50 75 10 60.0 15 8 35.9763 63.3111
24 160 55 65 15 61.5 5 11 35.9989 63.7778
25 170 45 75 10 60.0 5 11 36.5383 67.5778
26 170 50 65 15 61.5 10 5 36.2018 64.9111
27 170 55 70 5 63.0 15 8 37.0258 70.9111
117
Fig 4.70 Comparison of Experimental and Predicted Mean values of Hardness
Fig 4.71 Comparison of Experimental and Predicted S/N values of Hardness
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4.1.5 EFFECT OF INJECTION MOLDING PARAMETERS ON DENSITY:
The density of sintered specimen is measured by using Archimedes principle
following the technique described in MPIF Standard 42 as shown in Table 3.11.The
effect of variable controllable parameters on the mean values and S/N ratio of density
for each parameter at all three levels are given in Tables 4.33, 4.34 and 4.35.
TABLE4.33: S/N ratios and mean of Density (Experimental)
Run Factor levels as per Taguchi  L27 OA
Density
(gm cm-3)
Pi Ti Tm Ph vi φ th tc S/N Value Mean
1 50 150 45 65 5 60 5 5 17.4870 7.4884
2 50 150 50 70 10 61.5 10 8 17.5961 7.5830
3 50 150 55 75 15 63 15 11 17.6119 7.5966
4 50 160 45 70 10 61.5 15 11 17.5915 7.5786
5 50 160 50 75 15 63 5 5 17.5633 7.5540
6 50 160 55 65 5 60 10 8 17.6809 7.6568
7 50 170 45 75 15 63 10 8 17.5536 7.5456
8 50 170 50 65 5 60 15 11 17.6086 7.5936
9 50 170 55 70 10 61.5 5 5 17.7387 7.7088
10 55 150 45 65 10 63 10 11 17.5659 7.5590
11 55 150 50 70 15 60 15 5 17.6460 7.6278
12 55 150 55 75 5 61.5 5 8 17.7962 7.7592
13 55 160 45 70 15 60 5 8 17.6285 7.6112
14 55 160 50 75 5 61.5 10 11 17.7227 7.6938
15 55 160 55 65 10 63 15 5 17.7012 7.6752
16 55 170 45 75 5 61.5 15 5 17.6576 7.6366
17 55 170 50 65 10 63 5 8 17.6357 7.6172
18 55 170 55 70 15 60 10 11 17.6415 7.6234
19 60 150 45 65 15 61.5 15 8 17.6838 7.6594
20 60 150 50 70 5 63 5 11 17.6968 7.6708
21 60 150 55 75 10 60 10 5 17.7112 7.6838
22 60 160 45 70 5 63 10 5 17.6696 7.6472
23 60 160 50 75 10 60 15 8 17.6593 7.6384
24 60 160 55 65 15 61.5 5 11 17.6620 7.6410
25 60 170 45 75 10 60 5 11 17.7249 7.6962
26 60 170 50 65 15 61.5 10 5 17.6792 7.6556
27 60 170 55 70 5 63 15 8 17.7615 7.7282
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TABLE 4.34: Response Table for Mean Value of Density (gm cm-3)
Level Pi Ti Tm Ph vi φ th tc
1 7.589 7.625 7.602 7.616 7.653 7.624 7.639 7.631
2 7.645 7.633 7.626 7.642 7.638 7.657 7.628 7.644
3 7.669 7.645 7.675 7.645 7.613 7.622 7.637 7.628
Delta 0.079 0.020 0.072 0.029 0.040 0.036 0.011 0.016
Rank 1 6 2 5 3 4 8 7
TABLE4.35: Response Table for Signal to Noise Ratios (Larger is better)
Level Pi Ti Tm Ph vi φ th tc
1 17.60 17.64 17.62 17.63 17.68 17.64 17.66 17.65
2 17.67 17.65 17.65 17.66 17.66 17.68 17.65 17.67
3 17.69 17.67 17.70 17.67 17.63 17.64 17.66 17.65
Delta 0.09 0.02 0.08 0.03 0.05 0.04 0.01 0.02
Rank 1 6 2 5 3 4 8 7
TABLE4.36: ANOVA Table using S/N ratios for Density
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significan
ce Level, α
Pure Sum
Square
Contribution,
P in %
Pi 2 0.0388 0.0194 9.90 0.05 0.03488 27.95
Ti (2) 0.0024 Pooled
Tm 2 0.0318 0.0159 8.12 0.05 0.02788 22.34
Ph (2) 0.0059 Pooled
vi 2 0.0096 0.0048 2.45 0.10 0.00568 4.55
φ 2 0.0093 0.0047 2.40 0.10 0.00538 4.31
th (2) 0.0008 Pooled
tc (2) 0.0018 Pooled
Pi x Ti (4) 0.0125 Pooled
Pi x Tm (4) 0.0111 Pooled
Residual
Error 18 0.03528 0.00196
Total 26 0.12478
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The level average response required for the analysis of the trend of performance
characteristic with respect to the variation of the factor under study is shown in Fig
4.72 and 4.73 respectively. The interaction plots are shown in Fig 4.74 and 4.75.
Fig 4.72 Main Effects Plot for Mean values of Density (gm cm-3)
Fig 4.73 Main Effects Plot for Mean values of Density (gm cm-3)
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Fig 4.74 Interaction Plot for Injecction Pressure, Mould Temperature and Injection
speed (Mean values of Density (gm cm-3))
Fig 4.75 Interaction Plot for Mould Temperature, Injection speed and Powder
Loading (Mean values of Density (gm cm-3))
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Fig 4.76 Contour Curve for Injecction Pressure and Mould Temperature (Mean values
of Density (gm cm-3))
Fig 4.77 Contour Curve for Injecction Pressure and Injection speed (Mean values of
Density (gm cm-3))
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Fig 4.78 Contour Curve for Injecction Pressure and Powder Loading (Mean values of
Density (gm cm-3))
Fig 4.79 Contour Curve for Mould Temperature and Injection speed (Mean values of
Density (gm cm-3))
Injection Pressure (MPa)
Po
w
de
r
Lo
a
di
n
g
(%
v
o
l.)
605856545250
63.0
62.5
62.0
61.5
61.0
60.5
60.0
>
–
–
–
–
–
< 7.50
7.50 7.55
7.55 7.60
7.60 7.65
7.65 7.70
7.70 7.75
7.75
MEAN1
Effect of Injecction Pressure and Powder Loading on Density
Mould Temperature (°C)
In
jec
tio
n
Sp
e
e
d
(cc
m
/s
)
55.052.550.047.545.0
15.0
12.5
10.0
7.5
5.0
>
–
–
–
–
–
< 7.50
7.50 7.55
7.55 7.60
7.60 7.65
7.65 7.70
7.70 7.75
7.75
MEAN1
Effect of Mould Temperature and Injection Speed on Density
124
Fig 4.80 Contour Curve for Mould Temperature and Powder Loading (Mean values
of Density (gm cm-3))
Fig 4.81 Contour Curve for Injection speed and Powder Loading (Mean values of
Density (gm cm-3))
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4.1.5.1 SINGLE OBJECTIVE OPTIMIZATION OF INJECTION MOLDING
PROCESS PARAMETERS FOR DENSITY:
The effect of injection molding parameters on density is evaluated with the help of
ANOVA. The aim of ANOVA was to find the significant factors in injection molding
and their percentage contribution to density. From Table 4.36, it is observed that the
factors: injection pressure, mould temperature, injection speed and powder loading,
are the significant factors, which influence the density of the sintered parts. The
injection temperature, holding pressure, holding time, cooling time,and the
interactions are insignificant factors therefore the pooling is needed. After pooling the
contribution of injection pressure is found to be highest at 27.95% with a confidence
level of 95%, while the mould temperature is second most significant factor with
22.34% contribution at 95% confidence level. The injection speed has a contribution
of 4.55% at 90% confidence level, and the powder loading has a contribution of
4.31% at 90% confidence level.
From Table 4.35, the highest value of S/N ratio is noted for every factor to find the
optimum level of process parameters for highestvalue of density. The optimum level
without considering the interaction factors can be noted as: (injection
pressure)3(mould temperature)3 (injection speed)1 (powder loading)2. From Table
4.35, it can further be noted from the rank of the parameters that variation in the value
of S/N ratio with the change in the value of parameter is maximum for injection
pressure and least for holding time. If all the factors are summed up together the
optimum combination can be summed up as tabulated in Table 4.37.
TABLE 4.37: Optimum factor level for highest density
Controllable Parameters Symbol Value
Injection pressure (MPa) Pi 60
Injection temperature (°C) Ti 170
Mould temperature (°C) Tm 55
Holding pressure (MPa) Ph 75
Injection speed (ccm/s) vi 5
Powder loading (% vol.) φ 61.5
Holding time (s) th 5
Cooling time (s) tc 8
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4.1.5.2 CONFIRMATION TEST:
Since only Pi, Tm, vi,, and φ are the significant factors, the optimum value of density
will depend on these factors and could be estimated by eq. (4.10) at the optimum
levels shown in Table 4.26.
µρ= + [(Pi)3 - ] +[(Tm)3 - ] + [(vi)1 - ] + [(φ)2 - ] (4.10)
Where,
is the overall mean of density = 7.6344 gm cm-3.
The other values can be noted from Table 4.34,
(Pi)3 is the average value of density at level 3 of factor Pi = 7.669gm cm-3,
(Tm)3 is the average value of density at level 3 of factor Tm= 7.675gm cm-3,
(vi)1 is the average value of density at level 1 of factor vi = 7.653gm cm-3,
(φ)2 is the average value of density at level 2 of factor φ = 7.657gm cm-3,
Hence,
µρ=7.669 + 7.675 + 7.653 + 7.657 - (3 x 7.6344) = 7.7508gm cm-3
The expected density at the optimum condition is 7.7508gm cm-3
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,18) = 4.41
neff= [27 x 5/9] = 15
CI  =  {4.41 x 0.00196 [(1/15)+(1/5)]}½ =  ± 0.0480 (4.11)
Therefore, the expected density at optimum condition = 7.6344 ± 0.0480
i.e. 7.5864<µρ<7.6824
To confirm the prediction, another five samples were made at recommended setting
(Pi)3, (Tm)3, (vi)1, and (φ)2.The results are given in Table 4.39.
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TABLE4.38: Factor levels for predictions
Injection
Pressure
(MPa)
Injection
Temperature
(°C)
Mould
Temperature
(°C)
Holding
Pressure
(MPa)
Injection
Speed
(ccm/s)
Powder
Loading
(% vol.)
Holding
Time
(s)
Cooling
Time
(s)
60 170 55 75 5 61.5 5 8
TABLE4.39: Results of confirmation experiments
Characteristic
Replication at optimum process
parameters Average
density
Minitab
predicted
valueR1 R2 R3 R4 R5
Density
(gm cm-3) 7.694 7.708 7.666 7.714 7.625 7.6814 7.7856
It was found that the average density obtained from the confirmation experiment is
very close to the mean value of 95% confidence interval. From Table 4.39 it can also
be noted that the experimental results are close to the predicted result by Minitab 17
software. The difference between measured and predicted values is about 1.35%. It
confirms the reliability of the control of process parameters. The deviation from
predicted result is due to linear regression model being followed by Minitab software.
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TABLE4.40: Prediction of mean and S/N ratio using Taguchi’s regression model for
density
Run
Factor levels as per Taguchi  L27 OA Density(gm/ cm3)
Pi Ti Tm Ph vi φ th tc S/N Value Mean
1 50 150 45 65 5 60.0 5 5 17.4946 7.4947
2 50 150 50 70 10 61.5 10 8 17.5930 7.5804
3 50 150 55 75 15 63.0 15 11 17.6074 7.5929
4 50 160 45 70 10 61.5 15 11 17.5870 7.5749
5 50 160 50 75 15 63.0 5 5 17.5709 7.5603
6 50 160 55 65 5 60.0 10 8 17.6778 7.6542
7 50 170 45 75 15 63.0 10 8 17.5505 7.5430
8 50 170 50 65 5 60.0 15 11 17.6041 7.5899
9 50 170 55 70 10 61.5 5 5 17.7463 7.7151
10 55 150 45 65 10 63.0 10 11 17.5735 7.5653
11 55 150 50 70 15 60.0 15 5 17.6430 7.6252
12 55 150 55 75 5 61.5 5 8 17.7917 7.7555
13 55 160 45 70 15 60.0 5 8 17.6239 7.6075
14 55 160 50 75 5 61.5 10 11 17.7302 7.7001
15 55 160 55 65 10 63.0 15 5 17.6982 7.6726
16 55 170 45 75 5 61.5 15 5 17.6546 7.6340
17 55 170 50 65 10 63.0 5 8 17.6312 7.6135
18 55 170 55 70 15 60.0 10 11 17.6491 7.6297
19 60 150 45 65 15 61.5 15 8 17.6914 7.6657
20 60 150 50 70 5 63.0 5 11 17.6938 7.6682
21 60 150 55 75 10 60.0 10 5 17.7067 7.6801
22 60 160 45 70 5 63.0 10 5 17.6650 7.6435
23 60 160 50 75 10 60.0 15 8 17.6668 7.6447
24 60 160 55 65 15 61.5 5 11 17.6589 7.6384
25 60 170 45 75 10 60.0 5 11 17.7219 7.6936
26 60 170 50 65 15 61.5 10 5 17.6747 7.6519
27 60 170 55 70 5 63.0 15 8 17.7691 7.7345
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Fig 4.82 Comparison of Experimental and Predicted Mean values of Density
Fig 4.83 Comparison of Experimental and Predicted S/N values of Density
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4.1.6 DISCUSSION
Effect of injection pressure: Since the material flow in injection molding is pressure
driven, the pressure at the injection nozzle rises with the filling of mold cavity and it
continues to do so until the switch over occurs to change the control mechanism from
the position of ram to the pressure of the ram. The maximum pressure at the nozzle
just before this switch-over is referred as the injection pressure. It is an important
specification of an injection molding machine. Improper selection of injection
pressure can cause several types of defects in the molded components. Too high
pressure can cause flash creation whereas insufficient pressure can cause short shot
problem. So it can be concluded that a minimum injection pressure, which creates
sufficient driving force for molding, is treated as best for a good part without any
defect.
The injection pressure is significant factor for all the five quality characteristics under
consideration as given in Tables 4.4, 4.12, 4.20, 4.28 and 4.36. The effect of injection
pressure on different performance measures can be observed from figures 4.1 to 4.4,
4.6 to 4.10, 4.19 to 4.22, 4.25, 4.26, 4.28- 4.30, 4.37 to 4.41, 4.45 to 4.48, 4.51 to
4.57, 4.72 to 4.74, and 4.76 to 4.78.
Fig 4.1 shows that the ultimate tensile strength of parts produced by MIM increases
with the increase in injection pressure. Same trend is notable for other mechanical
properties and density of the final part as visible for figures 4.19, 4.37, 4.45 and 4.72.
Though it is observed that tensile strength improves with the injection pressure but it
can’t be increased beyond certain limit because not only it creates the defects in the
green part and reduces the mould life but also its interaction effect is not favourable
with other input variables. If the interaction effect of mould temperature, holding
pressure, injection speed and powder loading is taken into consideration as shown in
Fig 4.3, 4.4 and 4.6 it can be observed that at a mould temperature of 55ºC, the
holding pressure of 75 MPa, injection speed of 5ccm/s and powder loading of 61.5%
vol. the desirable injection pressure is only 55 MPa for good tensile strength. From
contour curves shown in Fig 4.7, 4.8 and 4.10 it is visible that the most desirable
range of injection pressure for tensile strength is 54-58 MPa.
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The injection pressure plays the same very high degree significant effect for yield
strength as well. The yield strength also improves with injection pressure as shown in
Fig 4.19 and 4.20 but it falls down in case an injection temperature of about 160 ºC is
used . Same is the case for a mould temperature of 50ºC and 55ºC. In case of powder
loading an interesting interaction effect is observed. The yield strength falls on
increasing for powder loading beyond critical limit but improves for powder loading
below the critical limit. Similarly for lower injection speed of upto 10 ccm/s the yield
strength improves with injection pressure but for high injection speed of 15 ccm/s the
high injection pressure plays a negative role and yield strength decreases. From
contour curves shown in Fig 4.25, 4.26, 4.28, 4.29 and 4.30 the common range of
injection pressure for higher values of yield strength can be observed for a range of
53-58 MPa.
The injection pressure is significant factor for impact toughness as well and can be
noted from Table 4.20. From Fig 4.40 it can be noted that higher mould temperature is
required for low injection pressure but for an injection pressure of 57 MPa or more a
low mould temperature of 45 ºC is sufficient. The most suitable range of injection
pressure for highest impact toughness is 53 to 58 MPa subject to condition that the
powder loading is kept in the range of 61 to 62 % by volume as visible from Fig 4.41.
From Table 4.28 it can be noted that injection pressure is a significant factor for high
hardness creation. The other favourable conditions can be noted from interaction
curves 4.46, 4.47 and 4.48. The best range of working pressure is 54 to 60 MPa as
visible from Fig 4.51. High mould temperature and high holding pressure are
favourable alongwith low injection speed but the selection of powder loading is
dependent on injection pressure as visible from contour curves in Fig 4.52, 4.53, 4.54
and 4.55. From Figures 4.56 and 4.57 it can be observed that for injection pressure
below 55 MPa, all ranges of holding time and cooling time results in low hardness in
the product. Therefore, it can be concluded that an injection pressure below 55 MPa is
undesirable for high hardness.
From Table 4.36 it can be noted that injection pressure is a significant factor for high
sintered density as well. From interaction curve in Fig 4.74 it can be noted that
highest density is obtained at 55 MPa for an injection speed of 5 ccm/s and mould
temperature of 55 ºC. From Fig 4.76 it can be noted that a high mould temperature is
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desirable at lower injection pressure but below an injection pressure of 55 MPa the
desirable density can’t be achieved. The most favourable condition occurs at low
injection speed of about 5 ccm/s for an injection pressure range of 55.5 to 58.5 MPa.
Low injection pressure at high injection speed can cause detrimental effect by
resulting very low density parts as visible from Fig 4.77. From Fig 4.78 it can be
noted that effect of powder loading is nullified at high injection pressure above 58
MPa.
Effect of injection temperature: The hotter the melt is, the lower is the viscosity of
melt. It causes the change in thermodynamic properties such as enthalpy and specific
volume. Too hot melt can result in material degradation. When injection temperature
increases, the injection pressure decreases due to fall in viscosity of the feedstock.
The combination of high injection pressure with high injection temperature may cause
binder to separate from the powder binder matrix. As a result the green part contains
less binder to hold the powder particles and may become brittle.
It can be observed from Table 4.4 that injection temperature is an insignificant factor
for tensile strength but it is significant factor for high yield strength as visible from
Table 4.12. From Fig 4.22 it can be noted that the yield strength decreases with the
increase in injection temperature upto 160 ºC but then improves upto 170 ºC and best
yield strength is obtained at 170 ºC when the injection pressure is 60MPa and mould
temperature is 55 ºC. From Fig 4.31 it can be observed that a zone of low yield
strength is developed in the range of 155 to 161ºC because the primary binder PMMA
melts at this temperature and there is sudden fall in viscosity. The most desirable
condition occurs at injection temperature of above than 166 ºC with holding pressure
of 66 to 74MPa. In the melting range of 155 to 161ºC if injection speed is high, it
cause the most detrimental effect to yield strength as visible from Fig 4.32.
The injection temperature is insignificant factor for impact toughness and density but
a significant factor for hardness as visible from Tables 4.20, 4.28 and 4.36. From Fig
4.45 it can be noted that hardness improves with injection temperature. The best
results are obtained at about 170 ºC when the injection pressure is 60 MPa, mould
temperature is 55 ºC, holding pressure is 70 MPa and powder loading is 61.5 %
volume as visible from Fig 4.46 and 4.49. The best combination of injection pressure
and injection temperature for high hardness occurs in two zones: one when the
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injection temperature is below 160º and other when the injection temperature is above
165 ºC. But comparatively lower injection pressure of 55 to 58 MPais desirable for
first zone as visible from Fig 4.51 so it is advisable as high injection pressure with
high injection temperature may cause powder binder segregation and splashing
problems. From Fig 4.59 and 4.60 it is visible that lower injection speed creates better
hardness and the desirable holding pressure is 67 to 72 MPa when the injection
temperature is above 166 ºC. The powder loading can ne in the range of 61 to 62 %
volume. From Fig 4.61 and 4.63 no significant interaction is observed with cooling
time and holding time.
Effect of mould temperature: The temperature of the mould cavity walls plays a vital
role in final part quality as visible form Tables 4.4, 4.12,4.20,4.28 and 4.36. It is
significant factor for all the quality characteristics studied in this work. The main
influence of mould temperature is on the cooling time of the molding process. A
hotter mould would require a longer cooling time for part produced. So the cycle time
will increase but it will improve the orientation relaxation. However when an
extremely hot melt comes into contact with a cold mould, the temperature drop may
cause internal stresses during the process.
The tensile strength improves with mould temperature as visible from Fig 4.1. It can
also be noted from Fig 4.3 and 4.5 that most desirable condition occurs when mould
temperature is 55ºC, injection pressure is 55 MPa, injection temperature is 170 ºC,
holding pressure is 60 MPa, and powder loading is 61.5% volume. It can be noted
from Fig 4.7 that higher mould temperature is required if injection pressure is
increased beyond 54 MPa. A lower mould temperature can cause low tensile strength
as visible from Fig 4.12 and 4.13.
The yield strength follows the same trend as tensile strength. It increases with mould
temperature and best results are obtained at mould temperature of 55 ºC alongwith
injection pressure of 55 MPa, injection temperature of 160 ºC, holding pressure of 70
MPa and powder loading of 61.5 % volume as visible from Fig 4.22 and 4.24. It can
also be noted from Fig 4.26 and 4.27 that lower values of mould temperature cause
negative effect on yield strength.
The role of mould temperature on impact toughness can be noted from Fig 4.39, 4.40
and 4.42. The lower value of mould temperature below 500C is not desirable.
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In case of hardness the mould temperature is significant factor and plays a vital role as
visible from Fig 4.45. From Figures 4.46 and 4.50 the most desirable combination of
significant factors occurs when injection pressure is 55 MPa, injection temperature is
170 ºC, holding time is 5 seconds and cooing time is 8 second. In case of hardness the
desirable range of mould temperature is above 50 ºC as visible from Fig 4.52.
The final density of the parts produced also improves with mould temperature as
visible from Fig 4.72. The best combination occurs when mould temperature is 55 ºC
alongwith injection pressure of 55 MPa, injection speed of 5 ccm/s, and powder
loading of 61.5% volume.
Effect of holding pressure: The required holding pressure for injection molding is
proportional to the projected area of a mould cavity. If the holding pressure is
inadequate then the mold will not fill completely. It allows the part to fill and pack
properly. But, too high holding pressure results in an increase in power consumption
and reduction of mould life. Therefore selection of an optimal range of holding
pressure is needed for PIM process.
It can be observed from Table 4.4 that it is a significant factor for tensile strength. The
tensile strength improves with the increase in holding pressure as visible from Fig 4.1.
A high holding pressure of 75 MPa alongwith injection pressure of 55 MPa and
injection speed of 5 ccm/s causes favorable condition for high tensile strength as
visible from Fig 4.4 but from Fig 4.5 it can be noted that the desirable holding
pressure is 70 MPa at a mould temperature of 55ºC. The required holding pressure
increases with injection pressure and most desirable situation occurs when  the
holding pressure is above 73 MPa and injection pressure range from 54 to 58 MPa as
visible from Fig 4.8. It can also be noted form Fig 4.14 that holding pressure becomes
insignificant if the injection speed is above 11 ccm/s. High holding pressure and
powder loading close to critical powder loading causes improved tensile strength but
for high powder loading above 62.5 % volume, it causes detrimental effect on tensile
strength as visible from Fig 4.16.
The yield strength also improves with holding pressure as visible from fig 4.19. It can
be noted from Fig 4.24 that for good yield strength a holding pressure of 70 MPa is
desirable for mould temperature of 55 ºC but it is not desirable if powder loading is
61.5% volume so a compromise must be drawn. Moreover the holding pressure of
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67.5 to 72.5 MPa is desirable if injection temperature is above 165 ºC but strictly
undesirable if injection temperature is in the range of 155 to 161 ºC as visible from
Fig 4.31. A holding pressure above 72.5 MPa is desirable for powder loading below
62.5 % volume but strictly undesirable if powder loading is above 62.5% volume.
It is insignificant factor for yield strength and density as visible from Tables 4.20 and
4.36 but it can be noted from Table 4.28 that holding pressure is significant factor for
hardness. The hardness of final art produced improves with holding pressure as
visible from Fig 4.45. The holding pressure of 75 MPa alongwith injection pressure of
55 MPa, powder loading at 61.5% volume and injection speed of 5 ccm/s creates the
most favorable condition for high hardness value but at the same time if injection
temperature is kept 170 ºC the desirable holding pressure is 70 MPa as visible from
Fig 4.47 and 4.49. A high holding pressure above 72 MPa is most desirable but the
gap may be reduced for high injection pressure above 58 MPa as visible from fig
4.53.
Effect of injection speed: In case of PIM the maximum shear rate exists at the mold
wall. The value of maximum shear rate is dependent on the degree of shear induced
particle migration from low shear region to high shear rate region. When the
maximum shear rate is higher than a critical value, it causes the breakdown of the
binder molecules. The maximum shear rate expresses a high sensitivity to the filling
time. The filling time is inversely proportional to injection speed, so the injection
speed will have a critical effect on shear rate. The injection speed also influences the
surface finishing and other properties of the green part. Higher injection speed refers
shorter filling time and higher volumetric flow rate so it will require higher injection
pressure. High injection speed also generates the frictional heating that raises the melt
temperature. So combined effect of high injection temperature and high shear rate
reduces the melt viscosity and therefore offsets the high injection pressure
requirements.
It can be noted from Table 4.4 and 4.12 that injection speed is a significant factor for
tensile strength and yield strength. But both the tensile strength and yield strength
decreases with the increase in injection speed as visible from Figures 4.1 and 4.19.
For tensile strength a low injection speed of 5 ccm/s alongwith injection pressure of
55 MPa, powder loading of 61.5 % volume and holding pressure of 75 MPa creates
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the most favourable condition as visible from Fig 4.4 and 4.6. Same can be noted
from Fig 4.14. Lower injection speed in the range of 5 to 6 ccm/s with powder loading
of 61.5 to 62.5 % volume offers a favourable situation as visible from Fig 4.15. From
Fig 4.29 it can be noted that good yield strength can be observed at low injection
speed of 5 to 6 ccm/s at injection pressure of 54 to 60 MPa.
It can be observed from table 4.20 and 4.2 that injection speed is insignificant factor
for impact toughness but significant factor hardness. The hardness depends on
injection speed but its value decreases with increase in injection speed as visible from
Fig 4.45. Lower injection speed is desirable but it increases the process time so some
compensatory measure must be taken. As visible from Fig 4.65 injection speed can be
increased if we increase the mould temperature above 53 ºC.
The injection speed is significant factor for density as visible from Table 4.36 but it
has inverse relationship with density. It can be noted from Fig 4.72 that the density
decreases with the increase in injection speed. A high injection speed at low injection
pressure can create poor density parts as visible from Fig 4.77. In case of density the
same fact is notable from fig 4.79 that if we desire to increase the speed the mould
temperature must be increased above 53.5 ºC.
Effect of powder loading: The powder loading is also a significant factor among the
injection molding parameters for all the quality characteristics as visible from Tables
4.4, 4.124.20, 4.28 and 4.36. Based on the above observation, we can conclude that
the selection of binder system is the most critical factor to minimize the injection
pressure and its dependency on injection temperature. In general, critical powder
loading is beneficial for all mechanical properties. Beyond critical powder loading
there is no sufficient binder to fill the space among the powder particles. Therefore
voids are formed in the feedstock. The feedstock has high viscosity and it become
difficult to mold it. But, the higher powder loading favours compact shape retention.
Whereas the excess binder causes compact slumping because the powder particles
settle or migrate during debinding. The optimal powder loading occurs just below the
critical powder loading. It can be noted from above discussion that the most desirable
powder loading is about 62.5% volume.
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Effect of holding time: The holding time is observed to be an insignificant factor for
all the quality characteristics except hardness. A holding time of 8 to 12.5 seconds is
observed to be most suitable from Fig 4.61 for good hardness.
Effect of cooling time: Cooling time is an important factor to ensure a satisfactory
part upon ejection. From an industry point of view, the shortest cooling time is
desirable. But, too short cooling time can result defected parts during ejection. These
parts have low strength and the other common problems caused from parts being
ejected while they are too hot include warpage and sink marks. The parts may stick to
the mold if insufficient cooling time is provided, and it results problems like ejector
pin marks. The cooling time is sensitive to a variety of the energy relevant properties
of the feedstock such as feedstock density, specific heat capacity, thermal heat
conductivity, and eject temperature. Other than that, injection temperature and mold
wall temperature in processing conditions are the significant parameters. When
injection temperature increases, the cooling time also increases, as expected. The
optimum range of cooling time is governed by the part thickness, injection
temperature and mould temperature. But, its effect is insignificant for all measured
quality characteristics except hardness as visible from Tables 4.4, 4.12, 4.20, 4.28 and
4.36. A cooling time of 6 to 9 seconds is sufficient as visible from Figures 4.68 and
4.69.
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SECTION - II
4.2 EFFECT OF DEBINDING PARAMETERS:
This experiment was intended to study the effect of three controllable debinding
parameters on ultimate tensile strength, yield strength,  impact toughness, hardness
and sintered density. The parameters include the thermal debinding temperature (Ttd),
solvent debinding temperature (Tsd), and isothermal holding time (tih). The raw data
was obtained using Taguchi methodology. The effects were evaluated with the help of
ANOVA. The aim of ANOVA was to find the significant factors and their percentage
contribution on output properties.
4.2.1 EFFECT OF DEBINDING PARAMETERS ON ULTIMATE TENSILE
STRENGTH:
The main effects of variable controllable parameters can be studied by the level
average response of mean data and S/N ratio. The calculated values for S/N ratio and
mean are shown in Table 4.41. The analysis of variance made by using S/N ratio to
find the significant factors is expressed in Table 4.44.
TABLE 4.41: S/N ratios and mean of ultimate tensile strength (Experimental)
Run
Factor levels as per Taguchi  L9 OA Observations
Solvent
temperature
(°C) Tsd
Thermal
debinding
temperature °C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N ratio Mean
1 50 300 240 53.3635 465.8
2 50 350 300 53.8044 490.2
3 50 400 360 54.4126 525.6
4 60 300 300 54.0059 501.6
5 60 350 360 54.3524 522.0
6 60 400 240 53.5648 476.8
7 70 300 360 54.8791 554.6
8 70 350 240 54.3130 519.6
9 70 400 300 54.5863 536.2
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TABLE 4.42:Response Table for Mean values of Ultimate tensile strength
Response Table for Means
Level
Solvent debinding
temperature  (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 493.9 507.3 487.4
2 500.1 510.6 509.3
3 536.8 512.9 534.1
Delta 42.9 5.5 46.7
Rank 2 3 1
TABLE 4.43: Response Table for Signal to Noise Ratios (Larger is better)
Response Table for Signal to Noise Ratios (Larger is better)
Level
Solvent debinding
temperature  (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 53.86 54.08 53.75
2 53.97 54.16 54.13
3 54.59 54.19 54.55
Delta 0.73 0.11 0.80
Rank 2 3 1
TABLE 4.44: Analysis of Variance using S/N ratios for ultimate tensile strength
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution
in %
Tsd 2 0.9322 0.4661 29.04 0.05 0.9001 45.94
Ttd (2) 0.0175 Pooled
tih 2 0.9627 0.4814 30.47 0.05 0.9306 47.50
Residual
Error 4 0.0642
0.0160
5 6.56
Total 8 1.9591 100
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The variation can be observed by average response trend for mean and S/N values at
different levels.
Fig 4.84 Main effect plot of Mean values of Ultimate Tensile strength
Fig 4.85 Main effect plot of S/N ratios for Tensile strength
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Fig 4.86 Interaction Plot for Solvent Debinding Temperature, Thermal Debinding
Temperature and Isothermal Holding Time
Fig 4.87 Contour Curve for Solvent Debinding Temperature and Thermal Debinding
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Fig 4.88 Contour Curve for Solvent Debinding Temperature and Isothermal Holding
Time
Fig 4.89 Interaction Plot for Thermal Debinding Temperature and Isothermal Holding
Time
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4.2.1.1 SINGLE OBJECTIVE OPTIMIZATION OF DEBINDING PROCESS
PARAMETERS FOR ULTIMATE TENSILE STRENGTH:
From Table 4.44, it can be observed that two of the three factors are the significant
factors. The thermal debinding temperature (Ttd) found to be insignificant factor and
its contribution is combined in error in pooling. Solvent debinding temperature (Tsd)
has the maximum contribution of 45.94% at a confidence level of 95%, and
isothermal holding time (tih) has a contribution of 47.50% at a confidence interval of
95%. The optimum level of parameters can be obtained by selecting the highest
values of S/N ratios from respective column in Table 4.43. The optimum level occurs
at (Tsd)3(Ttd)3(tih)3. From Table 4.43 it can also be noted from the rank of parameters
that the variation in the S/N ratio value with the change in the value of the parameter
is maximum for isothermal holding time and minimum for thermal debinding
temperature.
The optimum level of all the three parameters remains the same for both the
characteristics. Therefore, the optimum value for solvent debinding temperature is 70
°C, for thermal debinding temperature is 400 °C and the isothermal holding time is
360 minutes.
4.2.1.2 CONFIRMATION TEST:
The optimum value of tensile strength depends on the significant factors and can be
estimated by eq.  (4.12).The average level mean values can be taken from Table 4.42.
µTS = + [(Tsd)3 - ] + [(tih)3 - ] (4.12)
Where, is the overall mean of tensile strength = 510.26N/mm2
The other values can be noted from Table 4.42,
(Tsd)3 is the average value of tensile strength at level 3 of factor Tsd = 536.8 N/mm2,
(tih)3 is the average value of tensile strength at level 3 of factor tih= 534.1 N/mm2,
µTS = 510.26 + [536.8- 510.26] + [ 534.1–510.26] = 560.64 N/mm2
The expected tensile strength at optimum condition is 560.64 N/mm2.
The 95% confidence interval for the expected yield from the experiment can be
calculated by using eq. (4.2), as follows;
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,4) = 7.71
neff= [9 x 5/5] = 9
CI  =  {7.71 x 0.01605[(1/9)+(1/5)]}½ =  ± 0.1962 (4.13)
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Therefore, the expected tensile strength at the optimum condition = 560.64 ± 0.1962
i.e. 560.44< µTS<560.83
To confirm the prediction five samples were made at the recommended setting
(Tsd)3(Ttd)3(tih)3shown in Table 4.45. The results of confirmation experiment are given
in Table 4.46.
TABLE 4.45: Factor levels for predictions
Solvent debinding
temperature  (°C)
Tsd
Thermal debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
70 400 360
TABLE 4.46: Results of confirmation experiment
Characteristic
Replication
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Ultimate
Tensile
strength
552.4 554.1 553.9 548.6 551.2 552.04 560.6
It can also be observed that the confirmation test yield the tensile strength close to the
mean value. The difference of actual and predicted values is about1.55%. This
difference is due to linear regression model being followed Minitab software.
TABLE 4.47: Prediction of Mean and S/N Ratio Using Taguchi’s Regression Model
Run
Solvent
debinding
temperature
(°C)
Tsd
Thermal
debinding
temperature
(°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N
Ratio
Tensile
Strength
(N/mm2)
1 50 300 240 53.41 468.1
2 50 350 300 53.86 493.3
3 50 400 360 54.31 520.3
4 60 300 300 53.90 496.3
5 60 350 360 54.39 524.3
6 60 400 240 53.62 479.9
7 70 300 360 54.94 557.7
8 70 350 240 54.21 514.3
9 70 400 300 54.63 538.5
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Fig 4.90 Comparison of Experimental and Predicted Mean Values of Tensile Strength
due to controllable debinding parameters
Fig 4.91 Comparison of Experimental and Predicted S/N Values of Tensile Strength
due to controllable debinding parameters
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4.2.2 EFFECT OF DEBINDING PARAMETERS ON YIELD STRENGTH:
The calculated values for S/N ratio and mean for yield strength are shown in Table
4.48. The analysis of variance made by using S/N ratio to find the significant factors
is expressed in Table 4.51.
TABLE 4.48: S/N ratios and mean of yield strength (experimental)
Run
Factor levels as per Taguchi  L9 OA Observations
Solvent
temperature
(°C) Tsd
Thermal
debinding
temperature
°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N ratio Mean
1 50 300 240 45.0860 180.2
2 50 350 300 45.3162 185.2
3 50 400 360 46.2474 213.0
4 60 300 300 46.6392 215.6
5 60 350 360 47.0234 227.0
6 60 400 240 47.8882 255.4
7 70 300 360 47.9219 253.2
8 70 350 240 48.4732 268.0
9 70 400 300 49.3460 293.6
TABLE 4.49:Response Table for Mean values of yield strength
Response Table for Means
Level
Solvent debinding
temperature  (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 192.8 216.3 234.5
2 232.7 226.7 231.5
3 271.6 254.0 231.1
Delta 78.8 37.7 3.5
Rank 1 2 3
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TABLE 4.50:Response Table for Signal to Noise Ratios (Larger is better)
Response Table for Signal to Noise Ratios (Larger is better)
Level
Solvent debinding
temperature  (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 45.55 46.55 47.15
2 47.18 46.94 47.10
3 48.58 47.83 47.06
Delta 3.03 1.28 0.08
Rank 1 2 3
TABLE 4.51: Analysis of Variance using S/N ratios for yield strength
Factors/
Source
DOF,
v
Sums of
squares
Varianc
e, Vn
Variance
Ratio, Fn
Significanc
e Level, α
Pure Sum
Square
Contribution
in %
Tsd 2 13.8040 6.9020 920.26 0.01 13.789 84.03
Ttd 2 2.5762 1.2881 171.75 0.01 2.5612 15.60
tih (2) 0.0109 Pooled
Residual
Error 4 0.0300 0.0075 0.37
Total 8 16.4101 100
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The variation can be observed by average response trend for mean and S/N values at
different levels.
Fig 4.92 Main effect plot of Mean values of Yield Strength
Fig 4.93 Main effect plot of S/N values of Yield Strength
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Fig 4.94 Interaction Plot for Solvent Debinding Temperature, Thermal Debinding
Temperature and Isothermal Holding Time on Yield Strength
Fig 4.95 Contour Curve for Solvent Debinding Temperature and Thermal Debinding
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Fig 4.96 Contour Curve for Solvent Debinding Temperature and Isothermal Holding
Time
Fig 4.97 Contour Curve for Thermal Debinding Temperature and Isothermal Holding
Time
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4.2.2.1 SINGLE OBJECTIVE OPTIMIZATION OF DEBINDING PROCESS
PARAMETERS FOR YIELD STRENGTH:
From Table 4.51, it can be observed that two of the three factors are the significant
factors. The Solvent debinding temperature (Tsd) and thermal debinding temperature
(Ttd) are the significant factors at 99% confidence level. Isothermal holding time (tih)
found to be insignificant factor and its contribution is combined in error in pooling.
Solvent debinding temperature (Tsd) has the maximum contribution of 84.03% at a
confidence level of 99%, and thermal debinding temperature has a contribution of
15.60% at a confidence interval of 99%.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.50. The optimum level occurs at
(Tsd)3(Ttd)3(tih)1. From Table 4.50 it can also be noted from the rank of parameters that
the variation in the S/N ratio value with the change in the value of the parameter is
maximum for Solvent debinding temperature (Tsd) and minimum for Isothermal
holding time (tih).
4.2.2.2 CONFIRMATION TEST:
The optimum value of tensile strength depends on the significant factors and can be
estimated by eq.  (4.14).The average level mean values can be taken from Table 4.42.
µYS = + [(Tsd)3 - ] + [(Ttd)3 - ] (4.14)
Where, is the overall mean of yield strength = 232.35N/mm2
The other values can be noted from Table 4.49,
(Tsd)3 is the average value of yield strength at level 3 of factor Tsd = 271.6 N/mm2,
(Ttd)3 is the average value of yield strength at level 3 of factor Ttd= 254.0 N/mm2,
µYS = 232.35 + [271.6 - 232.35] + [254.0 –232.35] = 293.25N/mm2
The expected yield strength at optimum condition is 293.25 N/mm2.
The 95% confidence interval for the expected yield from the experiment can be
calculated by using eq. (4.2), as follows;
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,4) = 7.71
neff= [9 x 5/5] = 9
CI  =  {7.71 x 0.01605[(1/9)+(1/5)]}½ =  ± 0.1962 (4.15)
Therefore, the expected yield strength at the optimum condition = 293.25 ± 0.1962
i.e. 293.05< µYS<293.44
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To confirm the prediction five samples were made at the recommended setting
(Tsd)3(Ttd)3(tih)1shown in Table 4.52. The results of confirmation experiment are given
in Table 4.53.
TABLE 4.52:Factor levels for predictions
Solvent debinding
temperature  (°C)
Tsd
Thermal debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
70 400 240
TABLE 4.53: Results of confirmation experiment
Characteristic
Replication
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Yield strength
(N/mm2) 294 291 292 297 291 293 295.42
It can also be observed that the confirmation test yield the yield strength close to the
optimum range provided by analysis of variance. It is also quite close to predicted
value. The difference of actual and predicted values is about0.83% which may be due
to linear regression model being followed by Minitab software.
TABLE 4.54: Prediction of Mean and S/N Ratio Using Taguchi’s Regression Model
Run
Factor as per Taguchi L 9 OA Predictions
Solvent
debinding
temperature (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N Ratio
Yield
Strength
(N/mm2)
1 50 300 240 45.0388 178.9556
2 50 350 300 45.37867 186.2889
3 50 400 360 46.23207 213.1556
4 60 300 300 46.62388 215.7556
5 60 350 360 46.97617 225.7556
6 60 400 240 47.95072 256.4889
7 70 300 360 47.98439 254.2889
8 70 350 240 48.45783 268.1556
9 70 400 300 49.29881 292.3556
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Fig 4.98 Comparison of Experimental and Predicted Mean values of Yield Strength
for debinding process parameters
Fig 4.99 Comparison of Experimental and Predicted S/N values of Yield Strength for
debinding process parameters
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4.2.3 EFFECT OF DEBINDING PARAMETERS ON IMPACT
TOUGHNESS:
The calculated values for S/N ratio and mean for impact energy absorbed are shown
in Table 4.55. The analysis of variance made by using S/N ratio to find the significant
factors is expressed in Table 4.58.
TABLE 4.55: S/N ratios and Mean of impact energy absorbed (Experimental)
Run
Factor levels as per Taguchi  L9 OA Observations
Solvent
temperature
(°C) Tsd
Thermal debinding
temperature (°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N ratio Mean
1 50 300 240 39.47 94.1
2 50 350 300 39.62 95.8
3 50 400 360 39.85 98.8
4 60 300 300 40.09 101.1
5 60 350 360 40.14 101.8
6 60 400 240 40.43 105.4
7 70 300 360 40.44 105.4
8 70 350 240 40.54 106.6
9 70 400 300 40.84 110.2
TABLE 4.56: Response Table for Mean values of yield strength
Response Table for Means
Level
Solvent debinding
temperature  (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 96.23 100.20 102.03
2 102.77 101.40 102.37
3 107.40 104.80 102.40
Delta 11.17 4.60 0.37
Rank 1 2 3
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TABLE 4.57:Response Table for Signal to Noise Ratios (Larger is better)
Response Table for Signal to Noise Ratios (Larger is better)
Level
Solvent debinding
temperature (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 39.65 40.00 40.15
2 40.22 40.10 40.18
3 40.61 40.38 40.15
Delta 0.96 0.38 0.04
Rank 1 2 3
TABLE 4.58: Analysis of Variance using S/N ratios for impact energy absorbed
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution
in %
Tsd 2 1.3969 0.6984 951.58 0.01 1.3954 85.71
Ttd 2 0.2281 0.1141 155.42 0.01 0.2266 13.91
tih (2) 0.0026 Pooled
Residual
Error 4 0.0030
0.0007
5 0.38
Total 8 1.6280 100
The variation can be observed by average response trend for mean and S/N values at
different levels shown in Fig 4.100 and 4.101. The interaction effects can be observed
from Fig 4.103.
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Fig 4.100 Main effect plot of Mean values of impact energy absorbed
Fig 4.101 Main effect plot of S/N values of impact energy absorbed
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Fig 4.102 Interaction Plot for Solvent Debinding Temperature, Thermal Debinding
Temperature and Isothermal Holding Time on Impact Energy absorbed
Fig 4.103 Contour Curve for Solvent Debinding Temperature and Thermal Debinding
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Fig 4.104 Contour Curve for Solvent Debinding Temperature and Isothermal Holding
Time
Fig 4.105 Contour Curve for Thermal Debinding Temperature and Isothermal
Holding Time
Solvent debinding temp. (°C)
Is
o
th
e
rm
a
lh
o
ld
in
g
tim
e
(m
in
)
7065605550
350
325
300
275
250
>
–
–
–
–
–
–
< 95.0
95.0 97.5
97.5 100.0
100.0 102.5
102.5 105.0
105.0 107.5
107.5 110.0
110.0
MEAN1
Effect of Solvent Temperature and Isothermal Holding Time on Impact Toughness
Thermal debinding temp. (°C)
Is
o
th
e
rm
a
lh
o
ld
in
g
tim
e
(m
in
)
400380360340320300
350
325
300
275
250
>
–
–
–
–
–
–
< 95.0
95.0 97.5
97.5 100.0
100.0 102.5
102.5 105.0
105.0 107.5
107.5 110.0
110.0
MEAN1
Effect of Thermal Debinding Temp. and Isothermal Holding Time on Impact Toughness
159
4.2.3.1 SINGLE OBJECTIVE OPTIMIZATION OF DEBINDING PROCESS
PARAMETERS FOR IMPACT TOUGHNESS:
From Table 4.58, it can be observed that two of the three factors are the significant
factors. The Solvent debinding temperature (Tsd) and thermal debinding temperature
(Ttd) are the significant factors at 99% confidence level. Isothermal holding time (tih)
found to be insignificant factor and its contribution is combined in error in pooling.
Solvent debinding temperature (Tsd) has the maximum contribution of 85.71% at a
confidence level of 99%, and thermal debinding temperature has a contribution of
13.91% at a confidence interval of 99%.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.57. The optimum level occurs at
(Tsd)3(Ttd)3(tih)2. From Table 4.57 it can also be noted from the rank of parameters that
the variation in the S/N ratio value with the change in the value of the parameter is
maximum for Solvent debinding temperature (Tsd) and minimum for Isothermal
holding time (tih).
4.2.3.2 CONFIRMATION TEST:
The optimum value of impact energy absorbed depends on the significant factors and
can be estimated by eq.  (4.16).The average level mean values can be taken from
Table 4.55.
µ IT = + [(Tsd)3 - ] + [(Ttd)3 - ] (4.16)
Where, is the overall mean of impact energy absorbed = 102.13J
The other values can be noted from Table 4.56,
(Tsd)3 is the average value of impact energy absorbed at level 3 of Tsd = 107.40 J,
(Ttd)3 is the average value of impact energy absorbed at level 3 of Ttd= 104.80 J,
µ IT = 102.13+ [107.40 –102.13] + [ 104.80–102.13] = 110.07 J.
The expected impact energy absorption at optimum condition is 110.07 J.
The 95% confidence interval for the expected yield from the experiment can be
calculated by using eq. (4.2), as follows;
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,4) = 7.71
neff= [9 x 5/5] = 9
CI  =  {7.71 x 0.00075[(1/9)+(1/5)]}½ =  ±0.0424 (4.17)
The expected impact energy absorption at the optimum condition = 110.07 ± 0.0424
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i.e. 110.02< µ IT<110.11
To confirm the prediction five samples were made at the recommended setting
(Tsd)3(Ttd)3(tih)2shown in Table 4.59. The results of confirmation experiment are given
in Table 4.60.
TABLE 4.59:Factor levels for predictions
Solvent debinding
temperature  (°C)
Tsd
Thermal debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
70 400 300
TABLE 4.60: Results of confirmation experiment
Characteristic
Replication
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Impact energy
absorbed (J) 108 106 110 107 112 108.6 110.3
It can also be observed that the confirmation test yield the impact toughnessclose to
the mean value. The difference of actual and predicted values is about1.56%. The
difference is due to linear regression model being followed by Minitab software.
TABLE 4.61: Prediction of Mean and S/N Ratio Using Taguchi’s Regression Model
Run
Factor as per Taguchi L 9 OA Predictions
Solvent
debinding
temperature
(°C)
Tsd
Thermal
debinding
temperature
(°C)
Ttd
Isothermal
holding
time
(minutes)
tih
S/N Ratio
Impact
Energy
Absorbed
(J)
1 50 300 240 39.48 94.2
2 50 350 300 39.62 95.7
3 50 400 360 39.85 98.8
4 60 300 300 40.08 101.1
5 60 350 360 40.15 101.9
6 60 400 240 40.43 105.3
7 70 300 360 40.43 105.3
8 70 350 240 40.54 106.6
9 70 400 300 40.85 110.3
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Fig 4.106 Comparison of Experimental and Predicted Mean values of Impact Energy
absorbed
Fig 4.107 Comparison of Experimental and Predicted values of S/N ratio for Impact
Energy absorbed
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4.2.4 EFFECT OF DEBINDING PARAMETERS ON HARDNESS:
The calculated values for S/N ratio and mean for hardness are shown in Table 4.62.
The analysis of variance made by using S/N ratio to find the significant factors is
expressed in Table 4.65.
TABLE 4.62: S/N ratios and Mean of Hardness (Experimental)
Run
Factor levels as per Taguchi  L9 OA Observations
Solvent
temperature
(°C) Tsd
Thermal
debinding
temperature
°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N ratio Mean
1 50 300 240 34.9714 56.1
2 50 350 300 36.0603 63.8
3 50 400 360 36.7105 69.4
4 60 300 300 35.9837 63.8
5 60 350 360 37.2874 73.2
6 60 400 240 35.7759 61.9
7 70 300 360 36.4364 66.8
8 70 350 240 35.9625 63.4
9 70 400 300 36.1749 64.9
TABLE 4.63:Response Table for Mean values of hardness
Response Table for Means
Level
Solvent debinding
temperature  (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 63.10 62.23 60.47
2 66.30 66.80 64.17
3 65.03 65.40 69.80
Delta 3.20 4.57 9.33
Rank 3 2 1
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TABLE 4.64:Response Table for Signal to Noise Ratios (Larger is better)
Response Table for Signal to Noise Ratios (Larger is better)
Level
Solvent debinding
temp. (°C)
Tsd
Thermal
debinding temp.
(°C) Ttd
Isothermal holding
time (min)
tih
1 35.91 35.80 35.57
2 36.35 36.44 36.07
3 36.19 36.22 36.81
Delta 0.43 0.64 1.24
Rank 3 2 1
TABLE 4.65: Analysis of Variance using S/N ratios for hardness
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution
in %
Tsd 2 0.2909 0.1455 11.73 0.10 0.2661 8.08
Ttd 2 0.6350 0.3175 25.61 0.05 0.6102 18.54
tih 2 2.3396 1.1698 94.35 0.05 2.3148 70.35
Residual
Error 2 0.0248 0.0124 3.03
Total 8 3.2903 100
164
The variation can be observed by average response trend for mean and S/N values at
different levels.
Fig 4.108 Main effect plot of Mean values of Hardness
Fig 4.109 Main effect plot of S/N values of Hardness
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Fig 4.110 Interaction Plot for Solvent Debinding Temperature, Thermal Debinding
Temperature and Isothermal Holding Time on Hardness
Fig 4.111 Contour Curve for Solvent Debinding Temperature and Thermal Debinding
Temperature effect on Hardness
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Fig 4.112 Contour Curve for Solvent Debinding Temperature and Isothermal Holding
Time effect on Hardness
Fig 4.113 Contour Curve for Thermal Debinding Temperature and Isothermal
Holding Time effect on Hardness
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4.2.4.1 SINGLE OBJECTIVE OPTIMIZATION OF DEBINDING PROCESS
PARAMETERS FOR HARDNESS:
From Table 4.65, it can be observed that all the three factors are the significant
factors. The thermal debinding temperature (Ttd) and Isothermal holding time (tih) are
the significant factors at 95% confidence level whereas Solvent debinding
temperature (Tsd) is significant at 90% confidence level. Isothermal holding time (tih)
has the maximum contribution of 70.35% at a confidence level of 95%, and thermal
debinding temperature has a contribution of 18.54% at a confidence interval of 95%
and Solvent debinding temperature (Tsd) has a contribution of 8.08% at a confidence
interval of 90%.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.64. The optimum level occurs at
(Tsd)2(Ttd)2(tih)3. From Table 4.64 it can also be noted from the rank of parameters that
the variation in the S/N ratio value with the change in the value of the parameter is
maximum for isothermal holding time (tih) and minimum for solvent debinding
temperature (Tsd).
4.2.4.2 CONFIRMATION TEST
The optimum value of hardness depends on the significant factors and can be
estimated by eq.  (4.18).The average level mean values can be taken from Table 4.63.
µHRB = + [(Tsd)2 - ] + [(Tsd)2 - ] + [(tih)3 - ] (4.18)
Where, is the overall mean of hardness = 64.81
The other values can be noted from Table 4.63,
(Tsd)2 is the average value of hardness at level 2 of Tsd = 66.30,
(Ttd)2 is the average value of hardness at level 2 of Ttd= 66.80,
(tih)3 is the average value of hardness at level 3 of tih= 69.80,
µHRB = 64.81 + [66.30–64.81] + [66.80–64.81]+ [69.80 –64.81]= 73.28
The expected hardnessat optimum condition is 73.28 HRB.
The 95% confidence interval for the expected yield from the experiment can be
calculated by using eq. (4.2), as follows;
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,2) = 18.5
neff= [9 x 5/7] = 6.43
CI  =  {18.5 x 0.0124[(1/6.43)+(1/5)]}½ =  ±0.0.285 (4.19)
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The expected hardnessat the optimum condition = 73.28 ± 0.285
i.e. 72.995< µHRB<73.565
To confirm the prediction five samples were made at the recommended
setting(Tsd)2(Ttd)2(tih)3shown in Table 4.66. The results of confirmation experiment are
given in Table 4.67.
TABLE 4.66:Factor levels for predictions
Solvent debinding
temperature  (°C)
Tsd
Thermal debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
60 350 360
TABLE 4.67:Results of confirmation experiment
Characteristic
Replication
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Hardness
(HRB) 74 71 71 70 72 71.6 73.277
It can also be observed that the confirmation test yield hardnessclose to the mean
value. The difference of actual and predicted values is about2.34%. The difference is
due to the linear regression followed by Minitab software.
TABLE 4.68Prediction of Mean and S/N Ratio Using Taguchi’s Regression Model
Run
Factor as per Taguchi L 9 OA Predictions
Solvent
debinding
temperature (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N Ratio Hardness(HRB)
1 50 300 240 34.98 56.18
2 50 350 300 36.12 64.44
3 50 400 360 36.64 68.68
4 60 300 300 35.92 63.08
5 60 350 360 37.29 73.28
6 60 400 240 35.84 62.54
7 70 300 360 36.50 67.44
8 70 350 240 35.90 62.68
9 70 400 300 36.18 64.98
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Fig 4.114 Comparison of Experimental and Predicted Mean values of Hardness
Fig 4.115 Comparison of Experimental and Predicted values of S/N ratio for
Hardness
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4.2.5 EFFECT OF DEBINDING PARAMETERS ON DENSITY:
The calculated values for S/N ratio and mean for density are shown in Table 4.69. The
analysis of variance made by using S/N ratio to find the significant factors is
expressed in Table 4.72.
TABLE 4.69:S/N values and Mean of Density (gm/cm3) (Experimental)
Run
Factor levels as per Taguchi  L9 OA Observations
Solvent
temperature
(°C) Tsd
Thermal
debinding
temperature
°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N ratio Mean
1 50 300 240 17.3537 7.3739
2 50 350 300 17.3772 7.3940
3 50 400 360 17.4437 7.4519
4 60 300 300 17.5023 7.5009
5 60 350 360 17.5198 7.5163
6 60 400 240 17.5652 7.5559
7 70 300 360 17.5651 7.5558
8 70 350 240 17.5871 7.5748
9 70 400 300 17.6595 7.6382
TABLE 4.70:Response Table for Mean values of Density (gm/ cm3)
Response Table for Means
Level
Solvent debinding
temperature  (°C)
Tsd
Thermal
debinding
temperature (°C)
Ttd
Isothermal holding
time (minutes)
tih
1 7.407 7.477 7.502
2 7.524 7.495 7.511
3 7.590 7.549 7.508
Delta 0.183 0.072 0.009
Rank 1 2 3
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TABLE 4.71:Response Table for Signal to Noise Ratios (Larger is better)
Response Table for Signal to Noise Ratios (Larger is better)
Level
Solvent debinding
temp.  (°C)
Tsd
Thermal
debinding temp.
(°C) Ttd
Isothermal holding
time (min)
tih
1 17.39 17.47 17.50
2 17.53 17.49 17.51
3 17.60 17.56 17.51
Delta 0.21 0.08 0.01
Rank 1 2 3
TABLE 4.72: Analysis of Variance using S/N ratios for Density
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution
in %
Tsd 2 0.0696 0.0348 417.73 0.01 0.06944 85.79
Ttd 2 0.0110 0.0055 66.05 0.05 0.01084 13.39
tih (2) 0.0002 Pooed
Residual
Error 4 0.00033 0.00008
Total 8 0.08094 0.82
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The variation can be observed by average response trend for mean and S/N values at
different levels.
Fig 4.116 Main effect plot of Mean values of Density (gm cm-3)
Fig 4.117 Main effect plot of S/N values of Density
706050
7.60
7.55
7.50
7.45
7.40
400350300 360300240
Solvent debinding temp. (°C)
M
e
a
n
o
fD
e
n
si
ty
Thermal debinding temp. (°C) Isothermal holding time (min)
Effect of controllable factors on density
706050
17.60
17.55
17.50
17.45
17.40
400350300 360300240
Solvent debinding temp. (°C)
M
e
a
n
o
fS
/N
ra
tio
s
fo
r
de
n
si
ty
Thermal debinding temp. (°C) Isothermal holding time (min)
Effect of controllable parameters on S/N ratios for density
Signal-to-noise: Larger is better
173
Fig 4.118 Interaction Plot for Solvent Debinding Temperature, Thermal Debinding
Temperature and Isothermal Holding Time on Density
Fig 4.119 Contour Curve for Solvent Debinding Temperature and Thermal Debinding
Temperature effect on Density
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Fig 4.120 Contour Curve for Solvent Debinding Temperature and Isothermal Holding
Time effect on Density
Fig 4.121 Contour Curve for Thermal Debinding Temperature and Isothermal
Holding Time effect on Density
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4.2.5.1 SINGLE OBJECTIVE OPTIMIZATION OF DEBINDING PROCESS
PARAMETERS FOR DENSITY:
From Table 4.71, it can be observed that two of the three factors are the significant
factors. The solvent debinding temperature (Tsd) and thermal debinding temperature
(Ttd) are the significant factors. Isothermal holding time (tih) found to be insignificant
factor and its contribution is combined in error in pooling. Solvent debinding
temperature (Tsd) has the maximum contribution of 85.79% at a confidence level of
99%, and thermal debinding temperature has a contribution of 13.39% at a confidence
interval of 95%.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.70. The optimum level occurs at
(Tsd)3(Ttd)3(tih)2. From Table 4.57 it can also be noted from the rank of parameters that
the variation in the S/N ratio value with the change in the value of the parameter is
maximum for Solvent debinding temperature (Tsd) and minimum for Isothermal
holding time (tih).
4.2.5.2 CONFIRMATION TEST:
The optimum value of density depends on the significant factors and can be estimated
by Eq.  (4.20).The average level mean values can be taken from Table 4.69.
µρ= + [(Tsd)3 - ] + [(Ttd)3 - ] (4.20)
Where, is the overall mean of density= 7.5068J
The other values can be noted from Table 4.69,
(Tsd)3 is the average value of density at level 3 of Tsd = 7.590,
(Ttd)3 is the average value of density at level 3 of Ttd= 7.549,
µρ = 7.5068+ [7.590–7.5068] + [7.549–7.5068] = 7.6322 kg m-3.
The expected density at optimum condition is 7.6322 kg m-3.
The 95% confidence interval for the expected yield from the experiment can be
calculated by using eq. (4.2), as follows;
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,4) = 7.71
neff= [9 x 5/5] = 9
CI  =  {7.71 x 0.00008[(1/9)+(1/5)]}½ =  ± 0.0138 (4.21)
The expected density at the optimum condition = 7.6322 ± 0.0138
i.e. 7.6184<µρ<7.6460
176
To confirm the prediction five samples were made at the recommended setting
(Tsd)3(Ttd)3(tih)2 shown in Table 4.73. The results of confirmation experiment are given
in Table 4.74.
TABLE 4.73:Factor levels for predictions
Solvent debinding
temperature  (°C)
Tsd
Thermal debinding
temperature (°C)
Ttd
Isothermal holding time
(minutes)
tih
70 400 300
TABLE 4.74: Results of confirmation experiment
Characteristic
Replication
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Density
(gm/cm3) 7.5892 7.5545 7.6251 7.5833 7.6242 7.5952 7.6356
It can also be observed that the confirmation test yield the densityclose to the mean
value. The difference of actual and predicted values is about0.53%.
TABLE 4.75: Prediction of Mean and S/N Ratio Using Taguchi’s Regression Model
Run
Factor as per Taguchi L 9 OA Predictions
Solvent
debinding
temperature
(°C)
Tsd
Thermal
debinding
temperature
(°C)
Ttd
Isothermal
holding time
(minutes)
tih
S/N Ratio Density(gm m3)
1 50 300 240 17.3509 7.3713
2 50 350 300 17.3829 7.3990
3 50 400 360 17.4408 7.4495
4 60 300 300 17.4994 7.4986
5 60 350 360 17.5170 7.5137
6 60 400 240 17.5709 7.5609
7 70 300 360 17.5707 7.5608
8 70 350 240 17.5843 7.5725
9 70 400 300 17.6567 7.6356
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Fig 4.122 Comparison of Experimental and Predicted Mean values of Density
Fig 4.123 Comparison of Experimental and Predicted values of S/N ratio for Density
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4.2.6 DISCUSSION:
Effect of solvent debinding temperature: It is found to be a significant factor for all
the characteristic features studied in this work. A high value is desirable for high
tensile strength, yield strength, impact toughness and density but a low value is
desirable for high hardness as visible form interaction plots and contour curves shown
in Figures 4.84, 4.86, 4.87, 4.88, 4.92, 4.94, 4.95, 4.100, 4.102, 4.103, 4.104, 4.108,
4.110, 4.111, 4.112, 4.116, 4.118, 4.119 and 4.120. Its working mechanism can be
considered as water diffusion into the binder to react with and dissolve PEG. The
PEG molecules become hydrated before they separate from the unhydrated mass to
dissolve into water. The hydrated molecules of PEG then have to diffuse out of the
samples through a network of pores formed by the polymeric backbone binder and
metal particles. As the weight of water is significantly lower than the molecular
weight of the PEG, water can diffuse into samples faster than PEG diffuses out of the
samples [28]. Consequently, the rate limiting process is the diffusion of the hydrated
PEG molecules rather than their dissolution or inward diffusion of much smaller
water molecules. As high temperature of water rises its activation energy increases
whereas the viscosity decreases. It enhances the diffusion of hydrated PEG molecules
into water. It can be noted that mechanical properties achieved by final part is directly
dependent on the performance of solvent debinding. It can also be concluded that
large duration is required for solvent debinding because in the beginning the diffusion
distance for the water and PEG is short and the debinding is fast but as the debinding
proceeds the newly formed pore channels extend to inner region of the green part. It
causes longer diffusion length and slows down the debinding rate. The PMMA links
the metal powder particles together but its presence creates physical barrier to PEG
molecules diffusion from the green part and thus reduces the rate of removal of PEGs.
From Fig 4.86 it can be noted that high solvent debinding temperature of 70 ºC is
desirable for high tensile strength alongwith low thermal debinding temperature of
300 ºC and high isothermal holding time of 360 minutes. Practically, the range for
solvent debinding is 65 to 70 ºC whereas that for thermal debinding is 300 to 340 ºC
as visible from Fig 4.87. The range for isothermal holding time is 320 to 360 minutes.
Thermal debinding below 360 ºC and isothermal holding time below 300 minutes can
cause low tensile strength as notable from Fig 4.89.
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For good yield strength high solvent debinding temperature of 70 ºC and high thermal
debinding temperature of 400 ºC for 300 minute provide the best solution as visible
from interaction plot in Fig 4.94. Poor yield strength is expected for solvent debinding
temperature below 60 ºC and thermal debinding below 360 ºC as notable from Figures
4.96 and 4.97. For good impact strength the working range of solvent debinding
temperature is above 65 ºC and for thermal debinding temperature above 380 ºC as
can be observed from Fig 4.103 to 4.105.In case of hardness the most favourable
working range is 56 to 64 ºC for solvent debinding and 330 to 360 ºC for thermal
debinding as visible from Figures 4.111 to 4.113. For achieving high density of the
final parts the solvent debinding should be carried above 67 ºC and thermal debinding
above 380 ºC as visible from Figures 4.119 to 4.121.
Effect of thermal debinding temperature: It is an insignificant factor for tensile
strength but significant for yield strength, hardness, impact toughness and density.
High thermal debinding temperature above 380 ºC is desirable for high yield strength
and density. It plays a vital role in control of impact toughness of the part produced.
The low values of thermal debinding temperature may cause very poor impact
toughness as visible from contour curve shown in Fig 4.105. For hardness moderate
values are desirable as visible from contour curve shown in Fig 4.111. For high
density high thermal debinding temperature is desirable. The mechanism for its
working can be understood as the open pore channels formed by the removal of PEGs
and paraffin wax leave behind a network of porous PMMA ligaments, binding and
holding the metal particles together to provide the molding with sufficient brown
strength to be handled. The open pore channels allow the fast removal of the
remaining PMMA and stearic acid without cracking or swelling during subsequent
thermal pyrolysis. As the binder components are not present at the sintering
temperature it can be concluded that it influences the density and mechanical
properties from the way in which the particles were packed during molding and after
debinding. It can be expected that in some small regions of the molding, the particles
would be packed less densely than elsewhere. Hence, an increase in density is would
be expected if the particles in the molding were to be packed more uniformly on any
given small scale of size. Also, if particle rearrangement does not occur on binder
removal, a non-uniform distribution of porosity on a small scale after binder removal
will mean that the binder also is non-uniformly distributed in the as molded material.
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About 60-80% of the binder removed by water leaching and solvent debinding in
heptane and the remaining 40-20% forms a gaseous product at thermal pyrolysis
temperature, there is less viscous flow and thus less change of the relative movement
of the powder particles or slumping. Moreover, since high heating rates and a very
short immediate holding time are used for thermal debinding, the molding specimen
rapidly achieve the pre-sintering temperature. The whole debinding cycle is
completed in about 10 hours duration that represents a considerable shortening
compared with the conventional thermal degradation process.
Effect of isothermal holding time: The isothermal sintering time is a significant
factor for achievement of good tensile strength and hardness by parts produced though
PIM process so it can’t be compromised and increasing the isothermal holding time
will create remarkable improvement in the characteristic feature. When observed in
consonance with other factors the highest tensile strength is achieved when thermal
debinding temperature is maintained at 300ºC whereas the desirable solvent debinding
temperature is 70ºC for highest tensile strength. When we observe the contour curves
shown in Fig 4.87 to 4.89 we can observe that region for high tensile strength occurs
in the range of solvent debinding temperature of 67 to 70 ºC and thermal debinding
temperature between 300 to 310 ºC. The isothermal holding time has positive effect
and most desirable situation occurs after 325 minutes. It is notable that if suitable
isothermal holding time is not provided it can cause detrimental effects with very low
tensile strength. In case of hardness it is again the most prominent factor and has a
very high contribution. But from interaction plot shown in Fig 4.110 it can be noted
that the desirable solvent debinding temperature for high hardness value is reduced to
60ºC and thermal debinding temperature is increased to 350ºC. The actual working
range can be noted from contour curves shown in Fig 4.111 to 4.113. The range for
solvent debinding temperature is 55 to 63 ºC whereas for thermal debinding the range
is 330 to 365 ºC. For other three characteristics it is insignificant factor. So a
compromise can be made depending upon the utility of part being produced.
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SECTION - III
4.3 EFFECT OF SINTERING PARAMETERS:
The effects of five controllable sintering parameters sintering temperature (ºC),
heating rate (ºC/min), sintering time (minutes), cooling rate (ºC/min), and sintering
atmosphere are evaluated on tensile strength, yield strength, impact energy absorbed,
hardness and sintered density with the help of ANOVA.
4.3.1 EFFECT OF SINTERING PARAMETERS ON ULTIMATE TENSILE
STRENGTH:
The calculated values for S/N ratio and mean for tensile strength developed due to
variation of sintering stage parameters are shown in Table 4.76. The analysis of
variance made by using S/N ratio to find the significant factors and their contribution
is expressed in Table 4.79.
TABLE 4.76: S/N ratios and mean of ultimate tensile strength (Experimental)
Run
Factor levels as per Taguchi  L16 OA Observations
Ts ° ts ° p S/N ratio Mean
1 1260 4 60 5 Vacuum 53.1143 453.10
2 1260 8 80 10 Vacuum 53.0677 450.30
3 1260 12 100 15 Nitrogen 52.8836 440.85
4 1260 16 120 20 Nitrogen 52.9078 442.25
5 1300 4 80 15 Nitrogen 53.4138 468.50
6 1300 8 60 20 Nitrogen 54.5375 533.60
7 1300 12 120 5 Vacuum 53.8223 491.25
8 1300 16 100 10 Vacuum 54.0075 502.10
9 1340 4 100 20 Vacuum 54.1320 509.10
10 1340 8 120 15 Vacuum 53.9800 500.35
11 1340 12 60 10 Nitrogen 54.9430 558.80
12 1340 16 80 5 Nitrogen 54.9770 560.90
13 1380 4 120 10 Nitrogen 53.5746 477.25
14 1380 8 100 5 Nitrogen 54.6392 539.55
15 1380 12 80 20 Vacuum 54.4560 528.35
16 1380 16 60 15 Vacuum 54.4634 529.75
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TABLE 4.77: Response Table for Mean value of Ultimate Tensile Strength
Level Ts ° ts ° p
1 446.6 477.0 518.8 511.2 495.5
2 498.9 505.9 502.0 497.1 502.7
3 532.3 504.8 497.9 484.9 --
4 518.7 508.8 477.8 503.3 --
Delta 85.7 31.8 41.0 26.3 7.2
Rank 1 3 2 4 5
TABLE 4.78: Response Table for Signal to Noise Ratios (Larger is better)
Level Ts ° ts ° p
1 52.99 53.56 54.26 54.14 53.88
2 53.95 54.06 53.98 53.90 53.98
3 54.51 54.03 53.92 53.69 --
4 54.28 54.09 53.57 54.01 --
Delta 1.51 0.53 0.69 0.45 0.10
Rank 1 3 2 4 5
TABLE 4.79: Analysis of Variance using S/N ratios for tensile strength
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contributio
n
P in %
Ts 3 5.34580 1.7819 2858.46 0.01 5.3439 70.70T° 3 0.75301 0.2510 402.64 0.01 0.7511 9.94
ts 3 0.97298 0.3243 520.26 0.01 0.9711 12.84T° 3 0.44162 0.1472 236.14 0.01 0.4397 5.81
p 1 0.04339 0.0434 69.60 0.01 0.0428 0.56
Residual
Error 2 0.00125 0.00062 0.15
Total 15 7.55805 100
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The required response the analysis of the trend of performance characteristics with
respect to variation of the controllable factor are shown in Fig 4.124 and 4.125.
Fig 4.124 Main Effects plot for Mean values of Ultimate Tensile Strength
due to controlled sintering parameters
Fig 4.125 Main Effects plot for S/N values of Ultimate Tensile Strength due to
controlled sintering parameters
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Fig 4.126 Interaction plot for sintering temperature (ºC), heating rate (ºC/min), and
sintering time (minutes)
Fig 4.127 Interaction plot for heating rate (ºC/min), sintering time (minutes), and
cooling rate (ºC/min)
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Fig 4.128 Interaction plot for sintering temperature (ºC), sintering time (minutes), and
sintering atmosphere
Fig 4.129 Contour Curve for sintering temperature and heating rate
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Fig 4.130 Contour Curve for sintering temperature and sintering time
Fig 4.131 Contour Curve for sintering temperature and cooling rate
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Fig 4.132 Contour Curve for heating rate and sintering time
Fig 4.133 Contour Curve for heating rate and cooling rate
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Fig 4.134 Contour Curve for sintering time and cooling rate
4.3.1.1 SINGLE OBJECTIVE OPTIMIZATION OF SINTERING PROCESS
PARAMETERS FOR ULTIMATE TENSILE STRENGTH:
From Table 4.79, it can be observed that all the five factors are the significant factors.
Since, there is no insignificant factor, pooling is not needed. The sintering
temperature (Ts) has the maximum contribution of 70.70% at a confidence level of
99%, heating rate ( °) has a contribution of 9.94% at a confidence level of 99%,
sintering time (ts) has a contribution of 12.84% at a confidence level of 99% , cooling
rate ( °) has a contribution of 5.81% with a confidence level of 99%, and sintering
atmosphere is observed to contribute 0.56% with a confidence level of 99% for
ultimate tensile strength.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.78. The optimum level for tensile
strength occurs at (Ts)3 ( °)4 (ts)1 ( °)1 (p)2. From Table 4.78 it can also be noted from
the rank of parameters that the variation in the S/N ratio value with the change in the
value of the parameter is maximum for sintering temperature and minimum for
sintering atmosphere.
Sintering time (minutes)
C
o
o
lin
g
ra
te
(°C
/m
in
)
12011010090807060
20.0
17.5
15.0
12.5
10.0
7.5
5.0
>
–
–
–
–
< 450
450 475
475 500
500 525
525 550
550
MEAN1
Contour Curve for sintering time and cooling rate
189
4.3.1.2 CONFIRMATION TEST:
Since, the sintering temperature (Ts), heating rate ( °),   sintering time (ts),  cooling
rate ( °), and sintering atmosphere are all significant factors, the optimum value of
tensile strength will depend on all these factors and could be estimated by eq. (4.22) at
the optimum levels shown in Table 4.77.
µTS = + [( Ts)3 - ] + [( °)4 - ] + [( ts)1 - ] + [( °)1 - ]	+ [( p)2 - ] (4.22)
Where,
is the overall mean of Ultimate Tensile Strength= 499.12 N/mm2
(Ts)3 is the mean value of Tensile Strength at level 3 of factor Ts = 532.3 N/mm2,
( °)4 is the mean value of Tensile Strength at level 4 of factor	 ° = 508.8 N/mm2,
( ts)1 is the mean value of Tensile Strength at level 1 of factor ts = 518.8 N/mm2,
( °)1 is the mean value of Tensile Strength at level 1 of factor ° = 511.2 N/mm2, and
( p)2 is the mean value of Tensile Strength at level 2 of factor p = 502.7 N/mm2,
Hence, the expected Tensile Strength at optimum condition is:
µTS = 532.3 + 508.8 + 518.8 + 511.2 + 502.7 – (4 x 499.12) = 577.3 N/mm2
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,2) = 18.5
neff = [16 x 5/14] = 5.71
CI  =  {18.5 x 0.00062[(1/5.71)+(1/5)]}½ =  ± 0.0655 (4.23)
Therefore, the expected Tensile Strength at optimum condition = 577.3 ± 0.0655
i.e. 577.23 < µTS < 577.36
To confirm the prediction, another five samples were made at the recommended
setting (Ts)3 ( °)4 (ts)1 ( °)1 and  (p)2 as shown in table 4.80. The results are shown in
table 4.81.
TABLE 4.80: Factor levels for predictions
Sintering
temperature
(°C)
Heating rate
(°C/min)
Sintering
time
(minutes)
Cooling rate
(°C/min)
Sintering
atmosphere
1340 16 60 5 Nitrogen
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TABLE 4.81: Results of confirmation experiments
Characteristic
Replication at optimum process parameters
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Tensile
Strength
(N/mm2)
575.24 568.61 579.20 570.36 571.29 572.94 577.262
It was found that the average Tensile Strength obtained from the confirmation
experiment is close to the predicted 95% confidence interval. From Table 4.81 it can
also be noted that the experimental results are close to the predicted result by Minitab
17 software. The difference between measured and predicted values is about 0.75 %.
It confirms the reliability of the control of process parameters.
TABLE 4.82: Prediction of Mean and S/N Ratio For Tensile Strength Using
Taguchi’s Regression Model
Run
Factor levels as per Taguchi  L16 OA Predicted Values
Ts ° ts ° p S/N Value Mean
1 1260 4 30 5 Vacuum 53.1053 452.663
2 1260 8 60 10 Vacuum 53.0768 450.738
3 1260 12 90 15 Nitrogen 52.8750 440.412
4 1260 16 120 20 Nitrogen 52.9164 442.688
5 1300 4 60 15 Nitrogen 53.4224 468.938
6 1300 8 30 20 Nitrogen 54.5289 533.163
7 1300 12 120 5 Vacuum 53.8313 491.688
8 1300 16 90 10 Vacuum 53.9985 501.662
9 1340 4 90 20 Vacuum 54.1411 509.538
10 1340 8 120 15 Vacuum 53.9709 499.913
11 1340 12 30 10 Nitrogen 54.9516 559.237
12 1340 16 60 5 Nitrogen 54.9684 560.462
13 1380 4 120 10 Nitrogen 53.5660 476.813
14 1380 8 90 5 Nitrogen 54.6478 539.987
15 1380 12 60 20 Vacuum 54.4469 527.913
16 1380 16 30 15 Vacuum 54.4724 530.188
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Fig 4.135 Comparison of Experimental and Predicted Mean values of Yield
Strength
Fig 4.136 Comparison of Experimental and Predicted Values of S/N ratio
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4.3.2 EFFECT OF SINTERING PARAMETERS ON YIELD STRENGTH:
The calculated values for S/N ratio and mean for yield strength developed due to
variation of sintering stage parameters are shown in Table 4.83. The analysis of
variance made by using S/N ratio to find the significant factors and their contribution
is expressed in Table 4.86.
TABLE 4.83: S/N ratios and mean of Yield strength (Experimental)
Run
Factor levels as per Taguchi  L16 OA Observations
Ts ° ts ° p S/N ratio Mean
1 1260 4 60 5 Vacuum 45.8414 196.96
2 1260 8 80 10 Vacuum 45.4040 186.72
3 1260 12 100 15 Nitrogen 45.4779 188.64
4 1260 16 120 20 Nitrogen 45.1080 180.64
5 1300 4 80 15 Nitrogen 46.3362 207.84
6 1300 8 60 20 Nitrogen 48.7266 274.08
7 1300 12 120 5 Vacuum 47.1084 227.36
8 1300 16 100 10 Vacuum 47.5073 237.60
9 1340 4 100 20 Vacuum 47.7351 244.64
10 1340 8 120 15 Vacuum 47.2948 233.44
11 1340 12 60 10 Nitrogen 49.1392 286.56
12 1340 16 80 5 Nitrogen 49.2591 290.72
13 1380 4 120 10 Nitrogen 46.6685 215.84
14 1380 8 100 5 Nitrogen 48.8503 277.28
15 1380 12 80 20 Vacuum 48.1447 256.48
16 1380 16 60 15 Vacuum 48.2366 258.40
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TABLE 4.84: Response Table for Mean value of Yield Strength
Level Ts ° ts ° p
1 188.2 216.3 254.0 248.1 240.2
2 236.7 242.9 235.4 231.7 230.2
3 263.8 239.8 237.0 222.1 --
4 252.0 241.8 214.3 239.0 --
Delta 75.6 26.6 39.7 26.0 10.0
Rank 1 3 2 4 5
TABLE 4.85: Response Table for Signal to Noise Ratios (Larger is better)
Level Ts ° ts ° p
1 45.46 46.65 47.99 47.76 47.45
2 47.42 47.57 47.29 47.18 47.16
3 48.36 47.47 47.39 46.84
4 47.97 47.53 46.54 47.43
Delta 2.90 0.92 1.44 0.93 0.29
Rank 1 4 2 3 5
TABLE 4.86: Analysis of Variance using S/N ratios for Yield strength
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Ts 3 19.9239 6.6413 183.15 0.01 19.8153 69.05T° 3 2.3234 0.7745 21.36 0.05 2.2148 7.72
ts 3 4.1977 1.3992 38.59 0.05 4.0891 14.25T° 3 1.8480 0.6160 16.99 0.05 1.7319 6.04
p 1 0.3288 0.3287 9.07 0.10 0.2926 1.02
Residual
Error 2 0.0725 0.0362 1.92
Total 15 28.6942 100
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The required response the analysis of the trend of performance characteristics with
respect to variation of the controllable factor are shown in Fig 4.137 and 4.138.
Fig 4.137 Main Effects plot for Mean values of Yield Strength due to controlled
sintering parameters
Fig 4.138 Main Effects plot for S/N values of Yield Strength due to controlled
sintering parameters
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Fig 4.139 Interaction plot for sintering temperature (ºC), heating rate (ºC/min), and
sintering time (minutes)
Fig 4.140 Interaction plot for heating rate (ºC/min), sintering time (minutes), and
cooling rate (ºC/min)
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Fig 4.141 Interaction plot for sintering temperature (ºC), sintering time (minutes), and
sintering atmosphere
Fig 4.142 Contour Curve for sintering temperature and heating rate
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Fig 4.143 Contour Curve for sintering temperature and sintering time
Fig 4.144 Contour Curve for sintering temperature and cooling rate
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Fig 4.145 Contour Curve for heating rate and sintering time
Fig 4.146 Contour Curve for heating rate and cooling rate
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Fig 4.147 Contour Curve for sintering time and cooling rate
4.3.2.1 SINGLE OBJECTIVE OPTIMIZATION OF SINTERING PROCESS
PARAMETERS FOR YIELD STRENGTH:
From Table 4.86, it can be observed that all the five factors are the significant factors.
Since, there is no insignificant factor, so pooling is not needed. The sintering
temperature (Ts) has the maximum contribution of 69.05% at a confidence level of
99%, heating rate ( °) has a contribution of 7.72% at a confidence level of 95%,
sintering time (ts) has a contribution of 14.25% at a confidence level of 95% ,  cooling
rate ( °) has a contribution of 6.04% with a confidence level of 95%, and sintering
atmosphere is observed to contribute 1.02% with a confidence level of 90% for Yield
Strength.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.85. The optimum level for Yield
strength occurs at (Ts)3 ( °)2 (ts)1 ( °)1 (p)1. From Table 4.85 it can also be noted from
the rank of parameters that the variation in the S/N ratio value with the change in the
value of the parameter is maximum for sintering temperature and minimum for
sintering atmosphere.
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4.3.2.2 CONFIRMATION TEST:
Since, the sintering temperature (Ts), heating rate ( °),   sintering time (ts),  cooling
rate ( °), and sintering atmosphere are all significant factors, the optimum value of
Yield Strength will depend on all these factors and could be estimated by eq. (4.24) at
the optimum levels shown in Table 4.84.
µYS = + [( Ts)3 - ] + [( °)2 - ] + [( ts)1 - ] + [( °)1 - ]	+ [( p)1 - ] (4.24)
Where,
is the overall mean of Yield Strength= 235.2 N/mm2
(Ts)3 is the mean value of Yield Strength at level 3 of factor Ts = 263.8 N/mm2,
( °)4 is the mean value of Yield Strength at level 2 of factor	 ° = 242.9 N/mm2,
( ts)1 is the mean value of Yield Strength at level 1 of factor ts = 254.0 N/mm2,
( °)1 is the mean value of Yield Strength at level 1 of factor ° = 248.1 N/mm2, and
( p)2 is the mean value of Yield Strength at level 1 of factor p = 240.2 N/mm2,
Hence, the expected Yield Strength at optimum condition is:
µYS = 263.8 + 242.9 + 254.0 + 248.1 + 240.2 – (4 x 235.2) = 308.2 N/mm2
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,2) = 18.5
neff = [16 x 5/14] = 5.71
CI  =  {18.5 x 0.0362[(1/5.71)+(1/5)]}½ =  ± 0.5012 (4.25)
Therefore, the expected Yield Strength at optimum condition = 308.2 ± 0.5012
i.e. 307.6988 < µYS < 308.7012
To confirm the prediction, another five samples were made at the recommended
setting (Ts)3 ( °)2 (ts)1 ( °)1 and  (p)1 as shown in table 4.87. The results are shown in
table 4.88.
TABLE 4.87: Factor levels for predictions
Sintering
temperature
(°C)
Heating rate
(°C/min)
Sintering
time
(minutes)
Cooling rate
(°C/min)
Sintering
atmosphere
1340 8 60 5 Vacuum
201
TABLE 4.88: Results of confirmation experiments
Characteristic
Replication at optimum process parameters
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Yield
Strength
(N/mm2)
292.2 296.5 302.3 291.7 297.3 296.0 298.2
It was found that the average Yield Strength obtained from the confirmation
experiment is close to the predicted 95% confidence interval. From Table 4.81 it can
also be noted that the experimental results are close to the predicted result by Minitab
17 software. The difference between measured and predicted values is about 0.74 %.
It confirms the reliability of the control of process parameters.
TABLE 4.89: Prediction of Mean and S/N Ratio for Yield Strength Using Taguchi’s
Regression Model
Run
Factor levels as per Taguchi  L16 OA Predicted Values
Ts ° ts ° p S/N Value Mean
1 1260 4 30 5 Vacuum 45.8034 196.04
2 1260 8 60 10 Vacuum 45.4420 187.64
3 1260 12 90 15 Nitrogen 45.3906 186.52
4 1260 16 120 20 Nitrogen 45.1953 182.76
5 1300 4 60 15 Nitrogen 46.4235 209.96
6 1300 8 30 20 Nitrogen 48.6393 271.96
7 1300 12 120 5 Vacuum 47.1464 228.28
8 1300 16 90 10 Vacuum 47.4693 236.68
9 1340 4 90 20 Vacuum 47.7731 245.56
10 1340 8 120 15 Vacuum 47.2568 232.52
11 1340 12 30 10 Nitrogen 49.2265 288.68
12 1340 16 60 5 Nitrogen 49.1718 288.60
13 1380 4 120 10 Nitrogen 46.5812 213.72
14 1380 8 90 5 Nitrogen 48.9376 279.40
15 1380 12 60 20 Vacuum 48.1067 255.56
16 1380 16 30 15 Vacuum 48.2746 259.32
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Fig 4.148 Comparison of Experimental and Predicted Mean values of Yield Strength
Fig 4.149 Comparison of Experimental and Predicted Values of S/N ratio
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4.3.3 EFFECT OF SINTERING PARAMETERS ON IMPACT TOUGHNESS:
The calculated values of S/N ratio to access the variation in impact energy absorbed
due to variation in sintering parameters are shown in Table 4.90. The analysis of
variance made by using S/N ratio to find the significant factors and their contribution
is expressed in Table 4.93.
TABLE 4.90: S/N ratios and mean of Impact energy absorbed (Experimental)
Run
Factor levels as per Taguchi  L16 OA Observations
Ts ° ts ° p S/N ratio Mean
1 1260 4 60 5 Vacuum 39.7402 97.20
2 1260 8 80 10 Vacuum 40.5761 107.10
3 1260 12 100 15 Nitrogen 40.8266 110.10
4 1260 16 120 20 Nitrogen 40.3943 104.72
5 1300 4 80 15 Nitrogen 40.2495 103.10
6 1300 8 60 20 Nitrogen 39.7923 97.88
7 1300 12 120 5 Vacuum 40.9000 111.10
8 1300 16 100 10 Vacuum 40.5878 107.10
9 1340 4 100 20 Vacuum 40.1464 101.84
10 1340 8 120 15 Vacuum 40.7237 108.82
11 1340 12 60 10 Nitrogen 39.8161 98.00
12 1340 16 80 5 Nitrogen 40.1924 103.22
13 1380 4 120 10 Nitrogen 41.0870 113.40
14 1380 8 100 5 Nitrogen 41.3235 116.54
15 1380 12 80 20 Vacuum 40.8607 110.52
16 1380 16 60 15 Vacuum 40.0587 101.00
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TABLE 4.91: Response Table for Mean value of Impact energy absorbed
Level Ts ° ts ° p
1 104.78 103.88 98.52 107.02 105.87
2 104.79 107.59 105.98 106.40 105.59
3 102.97 107.43 108.90 105.76 --
4 110.36 104.01 109.51 103.74 --
Delta 7.39 3.70 10.99 3.28 0.28
Rank 2 3 1 4 5
TABLE 4.92: Response Table for Signal to Noise Ratios (Larger is better)
Level Ts ° ts ° p
1 40.38 40.31 39.85 40.54 40.46
2 40.38 40.60 40.47 40.52 40.45
3 40.22 40.60 40.72 40.46 --
4 40.83 40.31 40.78 40.30 --
Delta 0.61 0.30 0.92 0.24 0.01
Rank 2 3 1 4 5
TABLE 4.93: Analysis of Variance using S/N ratios for Impact energy absorbed
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Ts 3 0.8326 0.2775 94.36 0.05 0.8238 23.64
° 3 0.3489 0.1163 39.55 0.05 0.3401 9.76
ts 3 2.1522 0.7174 243.93 0.01 2.1434 61.51
° 3 0.1419 0.0473 16.09 0.10 0.1331 3.82
p (1) 0.00049 Pooled
Residual
Error 3 0.00883 0.00294 1.27
Total 15 3.48441 100
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The required response for the analysis of the trend of performance characteristics with
respect to variation in the controllable factor are shown in Fig 4.150 and 4.151.
Fig 4.150 Main Effects plot for Mean values of Impact energy absorbed due to
controlled sintering parameters
Fig 4.151 Main Effects plot for S/N values of Impact energy absorbed due to
controlled sintering parameters
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Fig 4.152 Interaction plot for sintering temperature (ºC), heating rate (ºC/min), and
sintering time (minutes)
Fig 4.153 Interaction plot for heating rate (ºC/min), sintering time (minutes), and
cooling rate (ºC/min)
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Fig 4.154 Interaction plot for sintering temperature (ºC), sintering time (minutes), and
cooling rate (ºC/min)
Fig 4.155 Contour Curve for sintering temperature and heating rate
112
104
96
2015105
1201008060
112
104
96
1380134013001260
112
104
96
Sintering temperature (°C)
Sintering time (minutes)
Cooling rate (°C/min)
1260
1300
1340
1380
(°C)
temperature
Sintering
60
80
100
120
(minutes)
time
Sintering
5
10
15
20
(°C/min)
rate
Cooling
Interaction of sintering temp. (ºC), sintering time (minutes), and cooling rate (ºC/min)
Sintering temperature (°C)
H
e
a
tin
g
ra
te
(°C
/m
in
)
1380136013401320130012801260
15.0
12.5
10.0
7.5
5.0
>
–
–
–
–
< 100
100 104
104 108
108 112
112 116
116
MEAN3
Contour Curve for sintering temperature and heating rate
208
Fig 4.156 Contour Curve for sintering temperature and sintering time
Fig 4.157 Contour Curve for sintering temperature and cooling rate
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Fig 4.158 Contour Curve for heating rate and sintering time
Fig 4.159: Contour Curve for heating rate and cooling rate
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Fig 4.160 Contour Curve for sintering time and cooling rate
4.3.3.1 SINGLE OBJECTIVE OPTIMIZATION OF SINTERING PROCESS
PARAMETERS FOR IMPACT TOUGHNESS:
From Table 4.93, it can be observed that out of the five factors four are the significant
factors. Since, there is one insignificant factor, so pooling is required. The sintering
temperature (Ts) has a contribution of 23.64% at a confidence level of 95%, heating
rate ( °) has a contribution of 9.76% at a confidence level of 95%,   sintering time (ts)
has a contribution of 61.51% at a confidence level of 99% ,  cooling rate ( °) has a
contribution of 3.82% with a confidence level of 90%, and sintering atmosphere is
observed to be insignificant factor for impact energy absorbed by the specimen.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.92. The optimum level for Impact
energy absorbed occurs at (Ts)4 ( °)2 (ts)4 ( °)1 (p)1. From Table 4.92 it can also be
noted from the rank of parameters that the variation in the S/N ratio value with the
change in the value of the parameter is maximum for sintering time and minimum for
sintering atmosphere.
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4.3.3.2 CONFIRMATION TEST:
Since, the sintering temperature (Ts), heating rate ( °),   sintering time (ts),  and
cooling rate ( °) are all significant factors, the optimum value of Impact energy
absorbed will depend on all these factors and could be estimated by eq. (4.26) at the
optimum levels shown in Table 4.91.
µ IT = + [( Ts)4 - ] + [( °)2 - ] + [( ts)4 - ] + [( °)1 - ] (4.26)
Where,
is the overall mean of Impact energy absorbed= 105.72 J
(Ts)4 is the mean value of Impact energy absorbed at level 4 of factor Ts = 110.36 J,
( °)2 is the mean value of Impact energy absorbed at level 2 of factor	 ° = 107.59 J,
( ts)4 is the mean value of Impact energy absorbed at level 4 of factor ts = 109.51 J,
( °)1 is the mean value of Impact energy absorbed at level 1 of factor ° = 107.02 J,
Hence, the expected Impact energy absorbed at optimum condition is:
µ IT =  110.36 + 107.59 + 109.51 + 107.02 – (3 x 105.72) =  117.32 J
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,3) = 10.1
neff = [16 x 5/13] = 6.15
CI  =  {10.1 x 0.00294[(1/6.15)+(1/5)]}½ =  ± 0.1037 (4.27)
Therefore, expected impact energy absorbed at optimum condition = 117.32 ± 0.1037
i.e. 117.2163 < µ IT< 117.4237
To confirm the prediction, another five samples were made at the recommended
setting (Ts)4 ( °)2 (ts)4 ( °)1 and  (p)1 as shown in table 4.94. The results are shown in
Table 4.95.
TABLE 4.94: Factor levels for predictions
Sintering
temperature
(°C)
Heating rate
(°C/min)
Sintering
time
(minutes)
Cooling rate
(°C/min)
Sintering
atmosphere
1380 8 120 5 Vacuum
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TABLE 4.95: Results of confirmation experiments
Characteristic
Replication at optimum process parameters
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Impact Energy
absorbed (J) 112 118 113 116 108 113.4 117.15
It was found that the average impact energy absorbed obtained from the confirmation
experiment is close to the predicted 95% confidence interval. From Table 4.95 it can
also be noted that the experimental results are close to the predicted result by Minitab
17 software. The difference between measured and predicted values is about 3.30 %.
This deviation is due to the linear regression model being followed by Minitab
software.
TABLE 4.96: Prediction of Mean and S/N ratio for impact energy absorption using
Taguchi’s regression model
Run
Factor levels as per Taguchi  L16 OA Predicted Values
Ts ° ts ° p S/N Value Mean
1 1260 4 30 5 Vacuum 39.7113 96.875
2 1260 8 60 10 Vacuum 40.6050 107.425
3 1260 12 90 15 Nitrogen 40.8123 109.820
4 1260 16 120 20 Nitrogen 40.4086 105.000
5 1300 4 60 15 Nitrogen 40.2639 103.380
6 1300 8 30 20 Nitrogen 39.7780 97.600
7 1300 12 120 5 Vacuum 40.9289 111.425
8 1300 16 90 10 Vacuum 40.5589 106.775
9 1340 4 90 20 Vacuum 40.1753 102.165
10 1340 8 120 15 Vacuum 40.6948 108.495
11 1340 12 30 10 Nitrogen 39.8304 98.280
12 1340 16 60 5 Nitrogen 40.1780 102.940
13 1380 4 120 10 Nitrogen 41.0726 113.120
14 1380 8 90 5 Nitrogen 41.3379 116.820
15 1380 12 60 20 Vacuum 40.8318 110.195
16 1380 16 30 15 Vacuum 40.0876 101.325
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Fig 4.161 Comparison of Experimental and Predicted Mean values of Impact energy
absorbed
Fig 4.162 Comparison of Experimental and Predicted Values of S/N ratio
90
95
100
105
110
115
120
0 2 4 6 8 10 12 14 16 18
Im
pa
ct
 
En
er
gy
 a
bs
o
rb
ed
 
(J)
Experimental run as per Taguchi L 16 Orthogonal Array
Experimental Value Predicted Value (By Minitab 17)
39.6
39.8
40
40.2
40.4
40.6
40.8
41
41.2
41.4
41.6
0 2 4 6 8 10 12 14 16 18
S/
N
 
V
a
lu
e
Experimental run as per L 16 Orthogonal Array
Experimental Value Predicted Value (By Minitab 17)
214
4.3.4 EFFECT OF SINTERING PARAMETERS ON HARDNESS:
The calculated values of S/N ratio to access the variation in hardness due to variation
in sintering parameters are shown in Table 4.97. The analysis of variance made by
using S/N ratio to find the significant factors and their contribution is expressed in
Table 4.100.
TABLE 4.97: S/N ratios and mean of hardness (Experimental)
Run
Factor levels as per Taguchi  L16 OA Observations
Ts ° ts ° p S/N ratio Mean
1 1260 4 60 5 Vacuum 35.0227 56.54
2 1260 8 80 10 Vacuum 36.3510 66.26
3 1260 12 100 15 Nitrogen 36.8085 69.50
4 1260 16 120 20 Nitrogen 36.0953 64.00
5 1300 4 80 15 Nitrogen 35.7607 61.70
6 1300 8 60 20 Nitrogen 34.8915 55.66
7 1300 12 120 5 Vacuum 36.9267 70.58
8 1300 16 100 10 Vacuum 36.3558 65.96
9 1340 4 100 20 Vacuum 35.8813 62.52
10 1340 8 120 15 Vacuum 36.6388 68.24
11 1340 12 60 10 Nitrogen 35.1410 57.26
12 1340 16 80 5 Nitrogen 35.7893 63.02
13 1380 4 120 10 Nitrogen 37.2861 73.28
14 1380 8 100 5 Nitrogen 37.5387 75.36
15 1380 12 80 20 Vacuum 36.8948 70.16
16 1380 16 60 15 Vacuum 35.4958 59.96
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TABLE 4.98: Response Table for Mean value of Hardness
Level Ts ° ts ° p
1 64.07 63.51 57.35 66.37 64.97
2 63.47 66.38 65.28 65.69 65.03
3 62.76 66.87 68.33 64.85 --
4 69.69 63.23 69.02 63.08 --
Delta 6.93 3.64 11.67 3.29 0.05
Rank 2 3 1 4 5
TABLE 4.99: Response Table for Signal to Noise Ratios (Larger is better)
Level Ts ° ts ° p
1 36.07 35.99 35.14 36.32 36.16
2 35.98 36.35 36.20 36.28 36.20
3 35.86 36.44 36.65 36.18 --
4 36.80 35.93 36.74 35.94 --
Delta 0.94 0.51 1.60 0.38 0.04
Rank 2 3 1 4 5
TABLE 4.100: Analysis of Variance using S/N ratios for Hardness
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Ts 3 2.1630 0.7210 110.67 0.05 2.1434 21.92
° 3 0.7885 0.2628 40.34 0.05 0.7689 7.86
ts 3 6.4555 2.1518 330.30 0.01 6.4359 65.83
° 3 0.3496 0.1165 17.89 0.10 0.3300 3.37
p (1) 0.0041
Residual
Error 3 0.01956 0.00652 1.02
Total 15 9.7762 100
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The required response for the analysis of the trend of performance characteristics with
respect to variation in the controllable factor are shown in Fig 4.163 and 4.164.
Fig 4.163 Main Effects plot for Mean values of Hardness due to controlled sintering
parameters
Fig 4.164 Main Effects plot for S/N values of Hardness due to controlled sintering
parameters
138
0
134
0
130
0
126
0
70
68
66
64
62
60
58
56
161284 1201008060 2015105
Sintering temperature (°C)
M
e
a
n
o
fH
a
rd
n
e
ss
(H
R
B)
Heating rate (°C/min) Sintering time (minutes) Cooling rate (°C/min)
Effect of Significant Sintering parameters on Mean Hardness
1380134013001260
37.0
36.5
36.0
35.5
35.0
161284 1201008060 2015105
Sintering temperature (°C)
M
e
a
n
o
fS
/N
ra
tio
s
Heating rate (°C/min) Sintering time (minutes) Cooling rate (°C/min)
Effect of Significant Sintering parameters on S/N values for Hardness
Signal-to-noise: Larger is better
217
Fig 4.165 Interaction plot for sintering temperature (ºC), heating rate (ºC/min), and
sintering time (minutes)
Fig 4.166 Interaction plot for heating rate (ºC/min), sintering time (minutes), and
cooling rate (ºC/min)
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Fig 4.167 Interaction plot for sintering temperature (ºC), sintering time (minutes), and
cooling rate (ºC/min)
Fig 4.168 Contour Curve for sintering temperature and heating rate
72
66
60
2015105
1201008060
72
66
60
1380134013001260
72
66
60
Sintering temperature (°C)
Sintering time (minutes)
Cooling rate (°C/min)
1260
1300
1340
1380
(°C)
temperature
Sintering
60
80
100
120
(minutes)
time
Sintering
5
10
15
20
(°C/min)
rate
Cooling
Interaction of sintering temp. (ºC), sintering time (min), and cooling rate (ºC/min)
Sintering temperature (°C)
H
e
a
tin
g
ra
te
(°C
/m
in
)
1380136013401320130012801260
15.0
12.5
10.0
7.5
5.0
>
–
–
–
< 60
60 65
65 70
70 75
75
MEAN4
Contour Curve for sintering temperature and heating rate
219
Fig 4.169 Contour Curve for sintering temperature and sintering time
Fig 4.170 Contour Curve for sintering temperature and cooling rate
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Fig 4.171 Contour Curve for heating rate and sintering time
Fig 4.172 Contour Curve for heating rate and cooling rate
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Fig 4.173 Contour Curve for sintering time and cooling rate
4.3.4.1 SINGLE OBJECTIVE OPTIMIZATION OF SINTERING PROCESS
PARAMETERS FOR HARDNESS:
From Table 4.100, it can be observed that out of the five factors four are the
significant factors. Since, there is one insignificant factor, so pooling is required. The
sintering temperature (Ts) has a contribution of 2.92% at a confidence level of 95%,
heating rate ( °) has a contribution of 7.86% at a confidence level of 95%,   sintering
time (ts) has a contribution of 65.83% at a confidence level of 99% ,  cooling rate ( °)
has a contribution of 3.37% with a confidence level of 90%, and sintering atmosphere
is observed to be insignificant factor for hardness.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.99. The optimum level for hardness
occurs at (Ts)4 ( °)3 (ts)4 ( °)1 (p)2. From Table 4.99 it can also be noted from the rank
of parameters that the variation in the S/N ratio value with the change in the value of
the parameter is maximum for sintering time and minimum for sintering atmosphere.
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4.3.4.2 CONFIRMATION TEST:
Since, the sintering temperature (Ts), heating rate ( °),   sintering time (ts), and
cooling rate ( °) are all significant factors, the optimum value of Hardness will
depend on all these factors and could be estimated by eq. (4.28) at the optimum levels
shown in Table 4.101.
µHRB = + [( Ts)4 - ] + [( °)3 - ] + [( ts)4 - ] + [( °)1 - ] (4.28)
Where,
is the overall mean of Hardness = 65 HRB
(Ts)4 is the mean value of Hardness at level 4 of factor Ts = 69.69 HRB,
( °)3 is the mean value of Hardness at level 3 of factor	 ° = 66.87 HRB,
( ts)4 is the mean value of Hardness at level 4 of factor ts = 69.02 HRB,
( °)1 is the mean value of Hardness at level 1 of factor ° = 66.37 HRB,
Hence, the expected Hardness at optimum condition is:
µHRB =  69.69 + 66.87 + 69.02 + 66.37 – (3 x 65) = 76.95 HRB
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,3) = 10.1
neff = [16 x 5/13] = 6.15
CI  =  {10.1 x 0.00652[(1/6.15)+(1/5)]}½ =  ± 0.1545 (4.29)
Therefore, expected hardness at optimum condition = 76.95 ± 0.1545
i.e. 76.7955 <  µHRB < 77.1045
To confirm the prediction, another five samples were made at the recommended
setting (Ts)4 ( °)3 (ts)4 ( °)1 and  (p)2 as shown in table 4.101. The results are shown in
table 4.102.
table 4.101: factor levels for predictions
Sintering
temperature
(°C)
Heating rate
(°C/min)
Sintering
time
(minutes)
Cooling rate
(°C/min)
Sintering
atmosphere
1380 12 120 5 Nitrogen
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TABLE 4.102: Results of confirmation experiments
Characteristic
Replication at optimum process parameters
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Hardness
(HRB) 72 75 74 77 76 74.8 76.9375
It was found that the average hardness obtained from the confirmation experiment is
close to the predicted 95% confidence interval. From Table 4.102 it can also be noted
that the experimental results are close to the predicted result by Minitab 17 software.
The difference between measured and predicted values is about 2.85 %. This
deviation is because of the linear regression model being followed by Minitab
software.
TABLE 4.103: Prediction of Mean and S/N ratio for Hardness using Taguchi’s
regression model
Factor levels as per Taguchi  L16 OA Predicted Values
Run Ts ° ts ° p S/N Value Mean
1 1260 4 30 5 Vacuum 34.9905 56.3425
2 1260 8 60 10 Vacuum 36.3832 66.4575
3 1260 12 90 15 Nitrogen 36.7785 69.1075
4 1260 16 120 20 Nitrogen 36.1253 64.3925
5 1300 4 60 15 Nitrogen 35.7906 62.0925
6 1300 8 30 20 Nitrogen 34.8615 55.2675
7 1300 12 120 5 Vacuum 36.9588 70.7775
8 1300 16 90 10 Vacuum 36.3237 65.7625
9 1340 4 90 20 Vacuum 35.9134 62.7175
10 1340 8 120 15 Vacuum 36.6066 68.0425
11 1340 12 30 10 Nitrogen 35.1710 57.6525
12 1340 16 60 5 Nitrogen 35.7594 62.6275
13 1380 4 120 10 Nitrogen 37.2562 72.8875
14 1380 8 90 5 Nitrogen 37.5687 75.7525
15 1380 12 60 20 Vacuum 36.8626 69.9625
16 1380 16 30 15 Vacuum 35.5280 60.1575
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Fig 4.174 Comparison of Experimental and Predicted Mean values of Hardness
Fig 4.175 Comparison of Experimental and Predicted Values of S/N ratio
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4.3.5 EFFECT OF SINTERING PARAMETERS ON DENSITY:
The calculated values of S/N ratio to access the variation indensity due to variation in
sintering parameters are shown in Table 4.104. The analysis of variance made by
using S/N ratio to find the significant factors and their contribution is expressed in
Table 4.107.
TABLE 4.104: S/N ratios and mean of Density (Experimental)
Run
Factor levels as per Taguchi  L16 OA Observations
Ts ° ts ° p S/N ratio Mean
1 1260 4 30 5 Vacuum 17.1084 7.17018
2 1260 8 60 10 Vacuum 17.4881 7.48868
3 1260 12 90 15 Nitrogen 17.6077 7.59456
4 1260 16 120 20 Nitrogen 17.4243 7.43518
5 1300 4 60 15 Nitrogen 17.4179 7.42948
6 1300 8 30 20 Nitrogen 17.1106 7.17116
7 1300 12 120 5 Vacuum 17.6197 7.60340
8 1300 16 90 10 Vacuum 17.5436 7.53748
9 1340 4 90 20 Vacuum 17.3320 7.41438
10 1340 8 120 15 Vacuum 17.5799 7.56912
11 1340 12 30 10 Nitrogen 17.3739 7.39094
12 1340 16 60 5 Nitrogen 17.4635 7.47030
13 1380 4 120 10 Nitrogen 17.6321 7.61514
14 1380 8 90 5 Nitrogen 17.6546 7.63392
15 1380 12 60 20 Vacuum 17.6081 7.59350
16 1380 16 30 15 Vacuum 17.3700 7.38910
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TABLE 4.105: Response Table for Mean value of Density
Level Ts ° ts ° p
1 7.422 7.407 7.280 7.469 7.468
2 7.435 7.466 7.495 7.508 7.471
3 7.461 7.546 7.545 7.496 --
4 7.558 7.458 7.556 7.404 --
Delta 0.136 0.138 0.275 0.105 0.003
Rank 3 2 11 4 5
TABLE 4.106:Response Table for Signal to Noise Ratios (Larger is better)
Level Ts ° ts ° p
1 17.41 17.37 17.24 17.46 17.46
2 17.42 17.46 17.49 17.51 17.46
3 17.44 17.55 17.53 17.49 --
4 17.57 17.45 17.56 17.37 --
Delta 0.16 0.18 0.32 0.14 0.00
Rank 3 2 1 4 5
TABLE 4.107: Analysis of Variance using S/N ratios for Density
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Ts 3 0.06378 0.02126 107.38 0.05 0.06318 14.37
° 3 0.06501 0.02167 109.45 0.05 0.06441 14.65
ts 3 0.26249 0.08749 441.88 0.01 0.26189 59.58
° 3 0.04763 0.01588 80.19 0.05 0.04703 10.70
p (1) 0.00007
Residual
Error 3 0.000594 0.000198 0.70
Total 15 0.43953 100
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The required response the analysis of the trend of performance characteristics with
respect to variation of the controllable factor are shown in Fig 4.176 and 4.177.
Fig 4.176 Main Effects plot for Mean values of Density due to controlled sintering
parameters
Fig 4.177 Main Effects plot for S/N values of Density due to controlled sintering
parameters
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Fig 4.178 Interaction plot for sintering temperature (ºC), heating rate (ºC/min), and
sintering time (minutes)
Fig 4.179 Interaction plot for heating rate (ºC/min), sintering time (minutes), and
cooling rate (ºC/min)
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Fig 4.180 Interaction plot for sintering temperature (ºC), sintering time (minutes), and
cooling rate (ºC/min)
Fig 4.181 Contour Curve for sintering temperature and heating rate
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Fig 4.182 Contour Curve for sintering temperature and sintering time
Fig 4.183 Contour Curve for sintering temperature and cooling rate
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Fig 4.184 Contour Curve for heating rate and sintering time
Fig 4.185 Contour Curve for heating rate and cooling rate
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Fig 4.186 Contour Curve for sintering time and cooling rate
4.3.5.1 SINGLE OBJECTIVE OPTIMIZATION OF CONTROLLABLE
SINTERINGPROCESS PARAMETERS FOR DENSITY:
From Table 4.107, it can be observed that out of the five factors four are the
significant factors. Since, there is one insignificant factor, so pooling is required. The
sintering temperature (Ts) has a contribution of 14.37% at a confidence level of 95%,
heating rate ( °) has a contribution of 14.65% at a confidence level of 95%,   sintering
time (ts) has a contribution of 59.58% at a confidence level of 99%, cooling rate ( °)
has a contribution of 10.70% with a confidence level of 95%, and sintering
atmosphere is observed to be insignificant factor for densityby the specimen.
The optimum level of parameters can be obtained by selecting the highest values of
S/N ratios from respective column in Table 4.106. The optimum level for
Densityoccurs at (Ts)4( °)3(ts)4( °)2(p)2. From Table 4.106 it can also be noted from
the rank of parameters that the variation in the S/N ratio value with the change in the
value of the parameter is maximum for sintering time and minimum for sintering
atmosphere.
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4.3.5.2 CONFIRMATION TEST:
Since, the sintering temperature (Ts), heating rate ( °),   sintering time (ts),
andcooling rate ( °) are the significant factors, the optimum value of densitywill
depend on all these factors and could be estimated by eq. (4.30) at the optimum levels
shown in Table 4.108.
µρ = + [(Ts)4 - ] + [( °)3 - ] + [(ts)4 - ] + [( °)2 - ] (4.30)
Where,
is the overall mean of Density =  7.4691 gm cm-3,
(Ts)4 is the mean value of Densityat level 4 of factor Ts = 7.558 gm cm-3,
( °)3 is the mean value of Density at level 3 of factor	 ° = 7.546 gm cm-3,
(ts)4 is the mean value of Densityat level 4 of factor ts = 7.556 gm cm-3,
( °)2 is the mean value of Densityat level 2 of factor ° = 7.508 gm cm-3,
Hence, the expected densityat optimum condition is:
µρ =  7.558+ 7.546+ 7.556+ 7.508– (3 x 7.4691) = 7.7607 gm cm-3
The 95% confidence interval (CI) for the expected yield from the confirmation
experiment can be calculated using eq. (4.2) as follows:
Tabulated F-ratio at 95% confidence level (α = 0.05): F0.05;(1,3) = 10.1
neff= [16 x 5/13] = 6.15
CI  =  {10.1 x 0.000198[(1/6.15)+(1/5)]}½ =  ± 0. 02692 (4.31)
Therefore, expected densityat optimum condition = 7.4691 ± 0. 02692
i.e. 7.4421<µρ<7.4960
To confirm the prediction, another five samples were made at the recommended
setting (Ts)4( °)3(ts)4( °)2and  (p)2 as shown in table 4.108. The results are shown in
table 4.109.
TABLE 4.108:Factor levels for prediction
Sintering
temperature
(°C)
Heating rate
(°C/min)
Sintering
time
(minutes)
Cooling rate
(°C/min)
Sintering
atmosphere
1380 12 120 10 Nitrogen
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TABLE 4.109: Results of confirmation experiments
Characteristic
Replication at optimum process parameters
Average
Minitab
predicted
valueR1 R2 R3 R4 R5
Density
(gm cm-3) 7.4501 7.5232 7.5863 7.5291 7.6844 7.5546 7.7582
It was found that the average densityobtained from the confirmation experiment is
close to the mean of 95% confidence interval. From Table 4.109 it can also be noted
that the experimental results are close to the predicted result by Minitab 17 software.
The difference between measured and predicted values is about 2.69%. The deviation
occurs because the Minitab software uses linear regression model for prediction..
TABLE 4.110: Prediction of Mean and S/N ratio for density using Taguchi’s
regression model
Run
Factor levels as per Taguchi  L16 OA Predicted Values
Ts ° ts ° p S/N Value Mean
1 1260 4 30 5 Vacuum 17.1046 7.17334
2 1260 8 60 10 Vacuum 17.4918 7.48552
3 1260 12 90 15 Nitrogen 17.6148 7.59935
4 1260 16 120 20 Nitrogen 17.4172 7.43038
5 1300 4 60 15 Nitrogen 17.4108 7.42469
6 1300 8 30 20 Nitrogen 17.1177 7.17596
7 1300 12 120 5 Vacuum 17.6235 7.60024
8 1300 16 90 10 Vacuum 17.5399 7.54064
9 1340 4 90 20 Vacuum 17.3358 7.41122
10 1340 8 120 15 Vacuum 17.5762 7.57228
11 1340 12 30 10 Nitrogen 17.3668 7.38615
12 1340 16 60 5 Nitrogen 17.4706 7.47509
13 1380 4 120 10 Nitrogen 17.6392 7.61993
14 1380 8 90 5 Nitrogen 17.6475 7.62913
15 1380 12 60 20 Vacuum 17.6043 7.59666
16 1380 16 30 15 Vacuum 17.3738 7.38594
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Fig 4.187 Comparison of Experimental and Predicted Mean values of Density
Fig 4.188 Comparison of Experimental and Predicted Values of S/N ratio
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4.3.6 DISCUSSION
Effect of sintering temperature: Sintering temperature is one of the most significant
process parameter of sintering process. When we study the effect of sintering
temperature on densification of SS316L, it is observed that the densification of
SS316L powder begins at sintering temperature of about1260 °C. The sintering begins
slowly in the initial stage, but soon it causes rapid shrinkage in the intermediate stage;
afterwards the shrinkage becomes much slower in the final stage to finish the
sintering process [60]. The sintering temperature is significant factor for all the four
mechanical properties under observation and final densification as well as observed
from Tables 4.79, 4.86, 4.93, 4.100 and 4.107. The highest tensile strength and yield
strength is attained at sintering temperature of 1380 ºC. But, beyond this temperature
when we see the effect of sintering temperature at 1380 ºC the tensile strength and
yield strength decreases because the prominent phenomenon is now melting. At 1375
ºC the SS316L powder begins to melt so the bondage among the particles becomes
week. But, contrary effects are observed in case of impact toughness, hardness and
final density. All these characteristics improve at 1380 ºC as visible from Figures
4.124, 4.137, 4.150, 4.163 and 4.176.
Effect of heating rate: The densification and changes in mechanical properties occur
mainly in the heating period. Heating rate is also one of the significant process
parameter of sintering process as observed from Tables 4.79, 4.86, 4.93, 4.100 and
4.107. It affects both the densification and final mechanical properties of the sintered
part. From Figures 4.124, 4.137, 4.150, 4.163 and 4.176 it can be noted that high
heating rate at 16 ºC/min is found most suitable for high tensile and yield strength but
low heating rate of 8 ºC/min is found most suitable for high impact toughness. The
hardness and densification are observed to be best at a heating rate of 12 ºC/min.
Effect of Sintering time: Sintering time is also a significant factor for densification
and development of all the mechanical properties under observation and has the
highest contribution as observed from Tables 4.79, 4.86, 4.93, 4.100 and 4.107.
During this time at sintering temperature the closed pores continue to reduce or vanish
and the grain size increase. The short holding time is appropriate for obtaining the
final components with high tensile strength and yield strength but large sintering time
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is must for high impact toughness, hardness and proper densification as visible from
Figures 4.124, 4.137, 4.150, 4.163 and 4.176.
Effect of cooling rate: The cooling rate is also a significant factor for densification
and mechanical properties under consideration but its contribution is low as compared
to other parameters as observable from Tables 4.79, 4.86, 4.93, 4.100 and 4.107. It
can also be noted from Figures 4.124, 4.137, 4.150, 4.163 and 4.176 that slow cooling
rate of 5 ºC/min is desirable for good tensile strength, yield strength, impact
toughness, and hardness but a comparatively high cooling rate of 10 ºC/min is
desirable for perfect densification.
Effect of sintering atmosphere: The sintering atmosphere is significant only for
tensile and yield strength but for other properties it is insignificant factor as observed
from Tables 4.79, 4.86, 4.93, 4.100 and 4.107. From Figures 4.124 and 4.137 it can be
noted that nitrogen atmosphere provides favourable condition.
The interaction effects of controllable parameters on tensile strength can be observed
from Figures 4.126 to 4.134. It can be noted that high tensile strength occurs at
sintering temperature of 1340 ºC alongwith sintering time of 80 minutes, heating rate
of 16 ºC/min and cooling rate of 5 ºC/min in nitrogen atmosphere. The actual working
range for sintering temperature is 1330 ºC to 1365 ºC, heating rate of 12 ºC/min to 16
ºC/min, sintering time of 60 to 80 minutes and cooling rate of 11 ºC/min to 13.5
ºC/min. It is also notable that lower sintering temperature and high cooling rate may
cause detrimental effects.
The interaction effects of controllable parameters on yield strength can be observed
from Figures 4.139 to 4.147. It can be noted that high yield strength is obtained at
sintering temperature of 1340 ºC alongwith sintering time of 80 minutes, heating rate
of 16 ºC/min and cooling rate of 5 ºC/min in nitrogen atmosphere. The actual working
range for sintering temperature is 1330 ºC to 1365 ºC, heating rate of 12 ºC/min to 16
ºC/min, sintering time of 60 to 80 minutes and cooling rate of 05 ºC/min to 10 ºC/min.
The interaction effects of controllable parameters on impact toughness can be
observed from Figures 4.152 to 4.160. It can be noted that high impact toughness is
achieved at sintering temperature of 1380 ºC alongwith sintering time of 100 minutes,
heating rate of 8 ºC/min and cooling rate of 5 ºC/min. The actual working range for
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sintering temperature is 1360 ºC to 1380 ºC, heating rate of 12 ºC/min to 16 ºC/min,
sintering time of 90 to 110 minutes and cooling rate of 8 ºC/min to 11 ºC/min. It is
also notable that higher heating rate and low sintering time may cause detrimental
effects.
The interaction effects of controllable parameters on hardness can be observed from
Figures 4.165 to 4.173. It can be noted that high hardness values occur at sintering
temperature of 1380 ºC alongwith sintering time of 100 minutes, heating rate of 8
ºC/min and cooling rate of 5 ºC/min. The actual working range for sintering
temperature is 1350 ºC to 1380 ºC, heating rate of 6 ºC/min to 11 ºC/min, sintering
time of 90 to 120 minutes and cooling rate of 5 ºC/min to 12.5 ºC/min. It is also
notable that lower sintering time and high heating rate may cause detrimental effects.
The interaction effects of controllable parameters on densification can be observed
from Figures 4.178 to 4.134. It can be noted that high densification occurs at sintering
temperature of 1380 ºC alongwith sintering time of 100 minutes, heating rate of 8
ºC/min and cooling rate of 5 ºC/min. The actual working range for sintering
temperature is 1350 ºC to 1380 ºC, heating rate of 6.5 ºC/min to 11 ºC/min, sintering
time of 80 to 120 minutes and cooling rate of 5 ºC/min to 10 ºC/min. It is also notable
that lower sintering time and high cooling rate may cause detrimental effects.
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SECTION - IV
MULTI OBJECTIVE OPTIMIZATION USING GRA
Parametric optimization of PIM process is treated as a single objective optimization
problem by many researchers. The best combination of process parameters was found
by considering each performance measure as a separate objective. As a result the best
combination of input parameters was not same for tensile strength, yield strength,
impact toughness, hardness and density. To overcome this limitation multi objective
optimization is the only solution. Grey relational analysis is one of the prominent
statistical technique to fulfill this purpose. The flow chart for GRA is as follows:
Construction of an initial decision
matrix
Normalization based on
characteristics
Construction of Normalized matrix
and generation of reference sequence
Calculation of difference between a
normalized entity and its reference
value
Calculation of Grey Relational
Coefficient for each entity
Calculation of Grey Relational
Degree or weighted sum of the grey
relational coefficients
Larger the better
Smaller the better
Nominal the better
Fig 4.189 Flow chart for implementation of Grey Relation Analysis [160]
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4.4 GREY RELATIONAL ANALYSIS:
To prioritize the key system factors Grey Relational Analysis provides a mechanism
for proposal evaluation. No information– no solution and all information–unique
solution being the extremities, Grey systems with incomplete information, in between
them, give a variety of feasible solutions. Rather than attempting to find the best
solution, Grey analysis provides techniques for determining an optimum solution,
which can prove to be an appropriate solution for real-world problems [78-80]. In
Grey relational analysis, measured features of quality characteristics are first
normalized in the range from zero to one. This process is known as Grey relational
generation. The normalized results, xi (k), for performance characteristics follow the
larger-is-better criteria can be expressed as [78]:= 	 − 	 ( )− 	 	( ) 																																													(4.32)
Where, x k is the value after the Grey relational generation, min 	 ( ) is the
smallest value of 	( ) for the kth response, and max is the largest value of	 for the kth response. An ideal sequence is x k (k = 1, 2, 3..., 27) for the
responses. Grey relational coefficient is calculated using normalized experimental
data, to represent the correlation between the desired data and actual experimental
data. The Grey relational coefficient can be expressed as [115]:= 	 		 	 																																															(4.33)
Where Δ = ‖ − ‖ = difference of the absolute value
and	 ; is the distinguishing coefficient	0	 ≤ 	 ≤ 1;
Δ = 	∀	 	 ∀ − = the smallest value of Δ ; and Δ =	∀	 	 ∀ − = largest value of Δ .
The overall Grey relational grade is determined by averaging the Grey relational
coefficient corresponding to selected responses. The overall performance
characteristic of the multiple response process depends on the calculated Grey
relational grade. A weighting method is employed to integrate the Grey relational
coefficients of each experiment into the Grey relational grade [115]:= ∑ 	 																																																																	(4.34)
Where, is the Grey relational grade for the jth experiment, n is the number of
process responses and is the weighting factor for the ith performance characteristic.
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After evaluating the optimal level of the injection moulding process parameters the
next step is to predict and verify the improvement of performance characteristics by
using optimal combination of process parameters. The estimated Grey relation grade
using the optimal level of process parameters can be calculated as [115]:
= + ( − ) 																																																							(4.35)
where is the total mean of the Grey relation grade, is the mean of the Grey
relation grade at the optimal level, and q is the number of injection moulding process
parameters that significantly affect the multiple performance characteristics.
This approach converts a multi-objective optimization problem into a single objective
optimization problem and the objective function to optimise is overall Grey relational
grade. The optimal parametric combination is then evaluated which would result
highest Grey relational grade. The Taguchi’s method can be used to find the optimal
factor setting for maximizing overall Grey relational grade [78-80].
4.4.1 EVALUATION OF OPTIMUM PROCESS PARAMETERS LEVEL
FOR INJECTION MOULDING PROCESS:
4.4.1.1 NORMALIZATION OF THE EXPERIMENTAL DATA:
In Grey relational analysis, the dimensions of factors considered are usually different,
and their magnitude difference is large. Therefore, the original data are normalized to
make the magnitude of the original data of order one and dimensionless [79]. To
optimize the input process parameters by using GRA, primarily normalized the
responses by using equation (5.1). The normalized tensile strength, yield strength,
impact toughness, hardness and density follow the larger-is-better criteria and
tabulated in Table 5.1.
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TABLE 4.111: Normalized data x (k) of each performance characteristics
Experimental
Run
Normalized data [x k ]
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.000 0.000 0.000 0.000 0.000
2 0.424 0.203 0.407 0.233 0.349
3 0.356 0.275 0.331 0.278 0.400
4 0.174 0.107 0.068 0.233 0.333
5 0.227 0.050 0.127 0.144 0.242
6 0.359 0.349 0.347 0.533 0.622
7 0.159 0.156 0.076 0.122 0.211
8 0.294 0.311 0.254 0.278 0.388
9 0.829 0.820 0.831 0.811 0.814
10 0.285 0.318 0.237 0.256 0.261
11 0.581 0.558 0.585 0.489 0.515
12 1.000 1.000 1.000 1.000 1.000
13 0.369 0.309 0.331 0.333 0.453
14 0.815 0.813 0.831 0.756 0.758
15 0.632 0.624 0.619 0.633 0.690
16 0.612 0.491 0.602 0.444 0.547
17 0.374 0.369 0.356 0.344 0.476
18 0.446 0.428 0.398 0.411 0.499
19 0.610 0.608 0.636 0.533 0.631
20 0.684 0.686 0.695 0.589 0.674
21 0.706 0.704 0.703 0.656 0.722
22 0.556 0.498 0.542 0.500 0.586
23 0.421 0.421 0.373 0.467 0.554
24 0.475 0.397 0.424 0.489 0.564
25 0.740 0.739 0.754 0.700 0.767
26 0.515 0.515 0.508 0.544 0.617
27 0.829 0.916 0.839 0.889 0.886
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4.4.1.2 COMPUTATION OF GREY RELATION COEFFICIENT:
The Grey Relation Coefficient requires the value of Δ based on normalized
experimental data, it is tabulated in Table 4.112.
TABLE 4.112: Δ for each of the responses
Experimental
Run
	Δ
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 1.000 1.000 1.000 1.000 1.000
2 0.576 0.797 0.593 0.767 0.651
3 0.644 0.725 0.669 0.722 0.6
4 0.826 0.893 0.932 0.767 0.667
5 0.773 0.95 0.873 0.856 0.758
6 0.641 0.651 0.653 0.467 0.378
7 0.841 0.844 0.924 0.878 0.789
8 0.706 0.689 0.746 0.722 0.612
9 0.171 0.18 0.169 0.189 0.186
10 0.715 0.682 0.763 0.744 0.739
11 0.419 0.442 0.415 0.511 0.485
12 0.000 0.000 0.000 0.000 0.000
13 0.631 0.691 0.669 0.667 0.547
14 0.185 0.187 0.169 0.244 0.242
15 0.368 0.376 0.381 0.367 0.31
16 0.388 0.509 0.398 0.556 0.453
17 0.626 0.631 0.644 0.656 0.524
18 0.554 0.572 0.602 0.589 0.501
19 0.39 0.392 0.364 0.467 0.369
20 0.316 0.314 0.305 0.411 0.326
21 0.294 0.296 0.297 0.344 0.278
22 0.444 0.502 0.458 0.5 0.414
23 0.579 0.579 0.627 0.533 0.446
24 0.525 0.603 0.576 0.511 0.436
25 0.26 0.261 0.246 0.3 0.233
26 0.485 0.485 0.492 0.456 0.383
27 0.171 0.084 0.161 0.111 0.114
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Once the Δ values are calculated, the Grey Relation Coefficients can be
calculated for each experiment of the L27 OA by using equation (4.33), as shown in
Table 4.113. In this experimental study, the value of distinguishing coefficient ( ) is
taken as 0.5 for calculation of .
TABLE 4.113: The calculated Grey relation coefficient,		
Exp. Run
Grey Relation Coefficient
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.333 0.333 0.333 0.333 0.333
2 0.465 0.386 0.457 0.395 0.434
3 0.437 0.408 0.428 0.409 0.455
4 0.377 0.359 0.349 0.395 0.428
5 0.393 0.345 0.364 0.369 0.397
6 0.438 0.434 0.434 0.517 0.569
7 0.373 0.372 0.351 0.363 0.388
8 0.415 0.421 0.401 0.409 0.45
9 0.745 0.735 0.747 0.726 0.729
10 0.412 0.423 0.396 0.402 0.404
11 0.544 0.531 0.546 0.495 0.508
12 1.000 1.000 1.000 1.000 1.000
13 0.442 0.42 0.428 0.428 0.478
14 0.73 0.728 0.747 0.672 0.674
15 0.576 0.571 0.568 0.577 0.617
16 0.563 0.496 0.557 0.473 0.525
17 0.444 0.442 0.437 0.433 0.488
18 0.474 0.466 0.454 0.459 0.5
19 0.562 0.561 0.579 0.517 0.575
20 0.613 0.614 0.621 0.549 0.605
21 0.63 0.628 0.627 0.592 0.643
22 0.53 0.499 0.522 0.5 0.547
23 0.463 0.463 0.444 0.484 0.529
24 0.488 0.453 0.465 0.495 0.534
25 0.658 0.657 0.67 0.625 0.682
26 0.508 0.508 0.504 0.523 0.566
27 0.745 0.856 0.756 0.818 0.814
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4.4.1.3 DETERMINATION OF GREY RELATION GRADES:
Based on Grey relation coefficient [ ], the Grey relation grades are
computed by using equation (4.34). The Grey relation grades symbolize the
overall performance characteristic of PIM parts due to injection molding
process parameters. Now, the multi-objective optimization problem can be
converted into an equivalent single objective optimization problem by using
the Grey relation analysis. In this study, the weighting factors ( ) for all the
quality characteristics is taken to be 0.20. The Grey relation grades are
tabulated in Table 4.114 for overall performance characteristics from
combination of tensile strength, yield strength, impact toughness, hardness
and density. Table 4.114 shows the single objective function in terms of Grey
relation grade for the overall responses from the combination of multi
objective function of tensile strength, yield strength, impact toughness,
hardness and density. Based on L27 OA experiments, the optimal process
parameter combination has been selected as the highest Grey relation grade.
The higher the grey relational grade, the closer the experimental result is to the
ideally normalized value.
4.4.1.4 ANALYSIS OF VARIANCE (ANOVA) OF INJECTION MOLDING
PROCESS PARAMETERS:
The purpose of the analysis of variance (ANOVA) is to check the accuracy of
the Grey relation grade for optimal combination of process parameters of
injection moulding and which parameters significantly affect the multiple
performance characteristics. For analyzing the data, signal-to-noise ratios
(S/N) of each control factor are calculated by using Minitab 17. Signals
represent the effect on average responses. Noises are measure of deviations
from experimental outputs. In this experimental work S/N ratio criterion,
‘Larger is better’, is chosen in order to maximize the response and are shown
in Table 4.116. The average S/N ratios for Grey relation grade (GRG) for each
parameter at all three levels are given in Table 4.116.
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TABLE 4.114: Grey relation grade of each performance characteristics
Weighting
Factor 0.20 0.20 0.20 0.20 0.20
Grey
relation
gradeExp. Run
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.333 0.333 0.333 0.333 0.333 0.333
2 0.465 0.386 0.457 0.395 0.434 0.421
3 0.437 0.408 0.428 0.409 0.455 0.426
4 0.377 0.359 0.349 0.395 0.428 0.384
5 0.393 0.345 0.364 0.369 0.397 0.371
6 0.438 0.434 0.434 0.517 0.569 0.489
7 0.373 0.372 0.351 0.363 0.388 0.369
8 0.415 0.421 0.401 0.409 0.450 0.421
9 0.745 0.735 0.747 0.726 0.729 0.735
10 0.412 0.423 0.396 0.402 0.404 0.406
11 0.544 0.531 0.546 0.495 0.508 0.521
12 1.000 1.000 1.000 1.000 1.000 1.000
13 0.442 0.420 0.428 0.428 0.478 0.440
14 0.730 0.728 0.747 0.672 0.674 0.706
15 0.576 0.571 0.568 0.577 0.617 0.584
16 0.563 0.496 0.557 0.473 0.525 0.516
17 0.444 0.442 0.437 0.433 0.488 0.451
18 0.474 0.466 0.454 0.459 0.500 0.471
19 0.562 0.561 0.579 0.517 0.575 0.559
20 0.613 0.614 0.621 0.549 0.605 0.598
21 0.630 0.628 0.627 0.592 0.643 0.624
22 0.530 0.499 0.522 0.500 0.547 0.519
23 0.463 0.463 0.444 0.484 0.529 0.481
24 0.488 0.453 0.465 0.495 0.534 0.488
25 0.658 0.657 0.670 0.625 0.682 0.659
26 0.508 0.508 0.504 0.523 0.566 0.526
27 0.745 0.856 0.756 0.818 0.814 0.808
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TABLE 4.115: Test data summary for Grey relation grade (GRG)
Exp.
run
Pi Ti Tm Ph vi φ th tc GRG S/N Ratio(dB)
GRG
Mean
Value
1 50 150 45 65 5 60 5 5 0.333 -9.55112 0.333
2 50 150 50 70 10 61.5 10 8 0.421 -7.51436 0.421
3 50 150 55 75 15 63 15 11 0.426 -7.41181 0.426
4 50 160 45 70 10 61.5 15 11 0.384 -8.31338 0.384
5 50 160 50 75 15 63 5 5 0.371 -8.61252 0.371
6 50 160 55 65 5 60 10 8 0.489 -6.21382 0.489
7 50 170 45 75 15 63 10 8 0.369 -8.65947 0.369
8 50 170 50 65 5 60 15 11 0.421 -7.51436 0.421
9 50 170 55 70 10 61.5 5 5 0.735 -2.67425 0.735
10 55 150 45 65 10 63 10 11 0.406 -7.82948 0.406
11 55 150 50 70 15 60 15 5 0.521 -5.66325 0.521
12 55 150 55 75 5 61.5 5 8 1.000 0.00000 1.000
13 55 160 45 70 15 60 5 8 0.440 -7.13095 0.440
14 55 160 50 75 5 61.5 10 11 0.706 -3.02391 0.706
15 55 160 55 65 10 63 15 5 0.584 -4.67174 0.584
16 55 170 45 75 5 61.5 15 5 0.516 -5.74701 0.516
17 55 170 50 65 10 63 5 8 0.451 -6.91647 0.451
18 55 170 55 70 15 60 10 11 0.471 -6.53958 0.471
19 60 150 45 65 15 61.5 15 8 0.559 -5.05176 0.559
20 60 150 50 70 5 63 5 11 0.598 -4.46598 0.598
21 60 150 55 75 10 60 10 5 0.624 -4.09631 0.624
22 60 160 45 70 5 63 10 5 0.519 -5.69665 0.519
23 60 160 50 75 10 60 15 8 0.481 -6.35710 0.481
24 60 160 55 65 15 61.5 5 11 0.488 -6.23160 0.488
25 60 170 45 75 10 60 5 11 0.659 -3.62229 0.659
26 60 170 50 65 15 61.5 10 5 0.526 -5.58029 0.526
27 60 170 55 70 5 63 15 8 0.808 -1.85177 0.808
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TABLE 4.116: Response table for S/N values of Grey relation grade
Level Pi Ti Tm Ph vi φ th tc
Level 1 -7.385 -5.732 -6.845 -6.618 -4.896 -6.299 -5.467 -5.810
Level 2 -5.280 -6.250 -6.183 -5.539 -5.777 -4.904 -6.128 -5.522
Level 3 -4.773 -5.456 -4.410 -5.281 -6.765 -6.235 -5.842 -6.106
Delta 2.612 0.794 2.435 1.337 1.869 1.395 0.661 0.584
Rank 1 6 2 5 3 4 7 8
TABLE 4.117: Analysis of Variance for S/N values of Grey relation grade
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Pi 2 34.536 17.268 303.99 0.01 34.422 26.21
Ti 2 2.926 1.4629 25.75 0.05 2.812 2.14
Tm 2 28.525 14.262 251.08 0.01 28.411 21.63
Ph 2 9.052 4.5259 79.67 0.05 8.938 6.81
vi 2 15.728 7.8640 138.44 0.01 15.614 11.89
φ 2 11.163 5.5813 98.25 0.01 11.049 8.41
th 2 1.978 0.9890 17.41 0.10 1.864 1.42
tc 2 1.535 0.7676 13.51 0.10 1.421 1.08
Pi x Ti 4 17.752 4.4379 78.12 0.05 17.524 13.34
Pi x Tm 4 8.033 2.0083 35.35 0.05 7.805 5.94
Residual
Error 2 0.114 0.0568 1.13
Total 26 31.341 100
S = 0.2383 R-Sq = 99.9%   R-Sq (adj) = 98.9%
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Fig. 4.190 Effects of injection molding process parameters on Grey relation grade
The aim of ANOVA was to find the significant factors and their percentage
contribution to multi-objective optimization. From Table 4.117,  it is observed that the
factors: injection pressure, injection temperature, mould temperature, holding
pressure, injection speed, powder loading, holding time and cooling time are all
significant factors, which influence the performance of the molded parts. Since there
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is no insignificant factor so the pooling is not required. The contribution of injection
pressure is found to be maximum at 26.21% with a confidence level of 99%, while the
mould temperature is second most significant factor with 21.63% contribution at 99%
confidence level. The injection speed has a contribution of 11.89% at 99% confidence
level, the powder loading has a contribution of 8.41% at 99% confidence level, the
holding pressure has a contribution of 7.51% at 99% confidence level, the injection
temperature has a contribution of 2.14% at 95% confidence level, the holding time
has a contribution of 1.42% at 90% confidence level, the cooling time has a
contribution of 1.08% at 90% confidence level, the interaction of injection pressure
and injection temperature has contribution of 13.34% at 95% confidence level and the
interaction of injection pressure and mould temperature has contribution of 5.94% at
95% confidence level.
As observed from Table 4.116, the optimal combination of process parameters for
multi objective optimization based on mean value for Grey relation grade is (injection
pressure)3 (injection temperature)3 (mould temperature)3 (holding pressure)3 (injection
speed)1 (powder loading)2 (holding time)1 (cooling time)2. From Table 4.116, it can
further be noted from the rank of the parameters that variation in the mean value with
the change in the value of parameter is maximum for injection pressure and least for
cooling time. If all the factors are summed up together the optimum combination can
be summed up as tabulated in Table 5.8.
TABLE 4.118: Optimum factor level for multi-objective optimization
Controllable Parameters Symbol Optimum Value
Injection pressure (MPa) Pi 60
Injection temperature (°C) Ti 170
Mould temperature (°C) Tm 55
Holding pressure (MPa) Ph 75
Injection speed (ccm/s) vi 5
Powder loading (% vol.) φ 61.5
Holding time (s) th 5
Cooling time (s) tc 8
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4.4.2 EVALUATION OF OPTIMUM PROCESS PARAMETERS LEVEL
FOR DEBINDING PROCESS:
4.4.2.1 NORMALIZATION OF THE EXPERIMENTAL DATA:
The normalized tensile strength, yield strength, impact toughness, hardness
and density follow the larger-is-better criteria and tabulated in Table 4.119.
TABLE 4.119: Normalized data x (k) of each performance characteristics
Experimental
Run
Normalized data [x k ]
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.000 0.000 0.000 0.000 0.000
2 0.124 0.044 0.106 0.450 0.076
3 0.275 0.289 0.292 0.778 0.295
4 0.403 0.312 0.435 0.450 0.481
5 0.606 0.413 0.478 1.000 0.539
6 0.633 0.644 0.702 0.339 0.689
7 0.673 0.663 0.702 0.626 0.688
8 0.793 0.774 0.776 0.427 0.760
9 1.000 1.000 1.000 0.515 1.000
4.4.2.2 COMPUTATION OF GREY RELATION COEFFICIENT:
The Grey Relation Coefficient requires the value of Δ based on
normalized experimental data, it is tabulated in Table 4.120.
TABLE 4.120: Δ for each of the responses
Experimental
Run
	Δ
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 1.000 1.000 1.000 1.000 1.000
2 0.876 0.956 0.894 0.550 0.924
3 0.725 0.711 0.708 0.222 0.705
4 0.597 0.688 0.565 0.550 0.519
5 0.394 0.587 0.522 0.000 0.461
6 0.367 0.356 0.298 0.661 0.311
7 0.327 0.337 0.298 0.374 0.312
8 0.207 0.226 0.224 0.573 0.240
9 0.000 0.000 0.000 0.485 0.000
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Once the Δ values are calculated, the Grey Relation Coefficients
can be calculated for each experiment of the L9 OA by using equation (4.33),
as shown in Table 4.121. In this experimental study, the value of
distinguishing coefficient ( ) is taken as 0.5 for calculation of .
TABLE 4.121: The calculated Grey relation coefficient,		
Experimental
Run
Grey Relation Coefficient
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.333 0.333 0.333 0.333 0.333
2 0.363 0.343 0.359 0.476 0.351
3 0.408 0.413 0.414 0.693 0.415
4 0.456 0.421 0.469 0.476 0.491
5 0.559 0.460 0.489 1.000 0.520
6 0.577 0.584 0.627 0.431 0.617
7 0.605 0.597 0.627 0.572 0.616
8 0.707 0.689 0.691 0.466 0.676
9 1.000 1.000 1.000 0.508 1.000
4.4.2.3 DETERMINATION OF GREY RELATION GRADES:
Based on Grey relation coefficient [ ], the Grey relation grades are
computed by using equation (4.34).  The Grey relation grades symbolize the
overall performance characteristic of PIM parts due to debinding process
parameters. Based on mechanical properties of PIM parts, the tensile strength
is more essential property than yield strength, impact toughness and hardness.
In this study, the weighting factors ( ) is taken to be 0.020 for all the quality
characteristics. The Grey relation grades are tabulated in Table 4.122 for
overall performance characteristics from combination of tensile strength, yield
strength, impact toughness, hardness and density. Table 4.122 shows the
single objective function in terms of Grey relation grade for the overall
responses from the combination of multi objective function of tensile strength,
yield strength, impact toughness, hardness and density. Based on L9 OA
experiments, the optimal process parameter combination has been selected as
the highest Grey relation grade. The higher the grey relational grade, the closer
the experimental result is to the ideally normalized value.
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4.4.2.4 ANALYSIS OF VARIANCE (ANOVA) OF DEBINDING PROCESS
PARAMETERS:
In this analysis S/N ratio criterion, ‘Larger is better’, is chosen in order to
maximize the response and are shown in Table 4.124. The average S/N ratios
for Grey relation grade (GRG) for each parameter at all three levels is given in
Table 4.125.
TABLE 4.122: Grey relation grade of each performance characteristics
Weighting
Factor 0.20 0.20 0.20 0.20 0.20 GreyRelation
GradeExp. run
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.333 0.333 0.333 0.333 0.333 0.333
2 0.363 0.343 0.359 0.476 0.351 0.380
3 0.408 0.413 0.414 0.693 0.415 0.478
4 0.456 0.421 0.469 0.476 0.491 0.465
5 0.559 0.460 0.489 1.000 0.520 0.612
6 0.577 0.584 0.627 0.431 0.617 0.567
7 0.605 0.597 0.627 0.572 0.616 0.603
8 0.707 0.689 0.691 0.466 0.676 0.635
9 1.000 1.000 1.000 0.508 1.000 0.887
TABLE 4.123: Test data summary for Grey relation grade (GRG)
Exp. run φ th tc GRG S/N Ratio(dB)
GRG Mean
Value
1 50 300 240 0.333 -9.55112 0.333
2 50 350 300 0.380 -8.40433 0.380
3 50 400 360 0.478 -6.41144 0.478
4 60 300 300 0.465 -6.65094 0.465
5 60 350 360 0.612 -4.26497 0.612
6 60 400 240 0.567 -4.92834 0.567
7 70 300 360 0.603 -4.39365 0.603
8 70 350 240 0.635 -3.94453 0.635
9 70 400 300 0.887 -1.04153 0.887
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TABLE 4.124: Response table for S/N values of Grey relation grade
Level Tsd Ttd tih
Level 1 -8.122 -6.865 -6.141
Level 2 -5.281 -5.538 -5.366
Level 3 -3.127 -4.127 -5.023
Delta 4.996 2.738 1.118
Rank 1 2 3
TABLE 4.125: Analysis of Variance for S/N ratios of Grey relation grade
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Tsd 2 37.671 18.835 7.69 0.05 32.769 62.56
Ttd (2) 11.250 Pooled
tih (2) 1.969 Pooled
Residual
Error 6 14.704 2.451 37.43
Total 8 52.375 100
S = 0.8875   R-Sq = 97.2%   R-Sq (adj) = 88.7%
From Table 4.125, it can be observed that only one of the three factors is significant
factor. The thermal debinding temperature (Ttd) and isothermal holding time (tih) are
found to be insignificant factors and their contribution is combined in error in pooling.
Solvent debinding temperature (Tsd) has the contribution of 62.56% at a confidence
level of 95%.  The optimum level of parameters can be obtained by selecting the
highest values of S/N ratios from respective column in Table 4.124. The optimum
level occurs at (Tsd)3( Ttd)3( tih)3. From Table 4.124 it can also be noted from the rank
of parameters that the variation in the S/N ratio value with the change in the value of
the parameter is maximum for Solvent debinding temperature  and minimum for
isothermal holding time.
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Fig. 4.191 Effects of debinding process parameters on Grey relation grade
TABLE 4.126: Optimum factor level for debinding process parameters after multi-
objective optimization
Process parameters Symbol Optimum Value
Solvent debinding temperature  (°C) Tsd 70
Thermal debinding temperature (°C) Ttd 400
Isothermal holding time (minutes) tih 360
4.4.3 EVALUATION OF OPTIMUM PROCESS PARAMETERS LEVEL
FOR SINTERING PROCESS:
4.4.3.1 NORMALIZATION OF THE EXPERIMENTAL DATA:
The normalized tensile strength, yield strength, impact toughness, hardness
and density resulted due to control of sintering parameters follow the larger-is-
better criteria. The normalized values are tabulated in Table 4.127.
4.4.3.2 COMPUTATION OF GREY RELATION COEFFICIENT:
The Grey Relation Coefficient requires the value of Δ based on
normalized experimental data, it is tabulated in Table 4.128.
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TABLE 4.127: Normalized data x (k) of each performance characteristics
Experimental
Run
Normalized data [x k ]
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.102 0.148 0.000 0.045 0.000
2 0.079 0.055 0.512 0.538 0.687
3 0.000 0.073 0.667 0.703 0.915
4 0.012 0.000 0.389 0.423 0.571
5 0.230 0.247 0.305 0.307 0.559
6 0.773 0.849 0.035 0.000 0.002
7 0.420 0.424 0.719 0.757 0.934
8 0.510 0.517 0.512 0.523 0.792
9 0.569 0.581 0.240 0.348 0.527
10 0.496 0.480 0.601 0.639 0.860
11 0.983 0.962 0.041 0.081 0.476
12 1.000 1.000 0.311 0.374 0.647
13 0.303 0.320 0.838 0.894 0.960
14 0.822 0.878 1.000 1.000 1.000
15 0.729 0.689 0.689 0.736 0.913
16 0.741 0.706 0.196 0.218 0.472
TABLE 4.128: Δ for each of the responses
Experimental
Run
	Δ
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.898 0.852 1.000 0.955 1.000
2 0.921 0.945 0.488 0.462 0.313
3 1.000 0.927 0.333 0.297 0.085
4 0.988 1.000 0.611 0.577 0.429
5 0.770 0.753 0.695 0.693 0.441
6 0.227 0.151 0.965 1.000 0.998
7 0.580 0.576 0.281 0.243 0.066
8 0.490 0.483 0.488 0.477 0.208
9 0.431 0.419 0.760 0.652 0.473
10 0.504 0.520 0.399 0.361 0.140
11 0.017 0.038 0.959 0.919 0.524
12 0.000 0.000 0.689 0.626 0.353
13 0.697 0.680 0.162 0.106 0.040
14 0.178 0.122 0.000 0.000 0.000
15 0.271 0.311 0.311 0.264 0.087
16 0.259 0.294 0.804 0.782 0.528
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Once the Δ values are calculated, the Grey Relation Coefficients can be
calculated for each experiment of the L16 OA by using equation (4.33), as shown in
Table 4.129. In this experimental study, the value of distinguishing coefficient ( ) is
taken as 0.5 for calculation of .
TABLE 4.129: The calculated Grey relation coefficient,		
Experimental
Run
Grey Relation Coefficient
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.358 0.370 0.333 0.344 0.333
2 0.352 0.346 0.506 0.520 0.615
3 0.333 0.350 0.600 0.627 0.855
4 0.336 0.333 0.450 0.464 0.538
5 0.394 0.399 0.418 0.419 0.531
6 0.688 0.768 0.341 0.333 0.334
7 0.463 0.465 0.640 0.673 0.883
8 0.505 0.509 0.506 0.512 0.706
9 0.537 0.544 0.397 0.434 0.514
10 0.498 0.490 0.556 0.581 0.781
11 0.967 0.929 0.343 0.352 0.488
12 1.000 1.000 0.421 0.444 0.586
13 0.418 0.424 0.755 0.825 0.926
14 0.737 0.804 1.000 1.000 1.000
15 0.649 0.617 0.617 0.654 0.852
16 0.659 0.630 0.383 0.390 0.486
4.4.3.3 DETERMINATION OF GREY RELATION GRADES:
Based on Grey relation coefficient [ ], the Grey relation grades are computed by
using equation (4.34).  The Grey relation grades symbolize the overall performance
characteristic of PIM parts due to sintering process parameters. Now, the multi-
objective optimization problem can be converted into an equivalent single objective
optimization problem by using the Grey relation analysis.  In this study, the weighting
factors ( ) for all the quality characteristics is taken to be 0.20. The Grey relation
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grades are tabulated in Table 4.130 for overall performance characteristics from
combination of tensile strength, yield strength, impact toughness, hardness and
density. Table 4.130 shows the single objective function in terms of Grey relation
grade for the overall responses from the combination of multi objective function of
tensile strength, yield strength, impact toughness, hardness and density. Based on L27
OA experiments, the optimal process parameter combination has been selected as the
highest Grey relation grade. The higher the grey relational grade, the closer the
experimental result is to the ideally normalized value.
TABLE 4.130: Grey relation grade of each performance characteristics
Weighting
Factor 0.20 0.20 0.20 0.20 0.20 Grey
relation
gradeExperimentalRun
Tensile
strength
Yield
Strength
Impact
Toughness Hardness Density
1 0.358 0.370 0.333 0.344 0.333 0.348
2 0.352 0.346 0.506 0.520 0.615 0.468
3 0.333 0.350 0.600 0.627 0.855 0.553
4 0.336 0.333 0.450 0.464 0.538 0.424
5 0.394 0.399 0.418 0.419 0.531 0.432
6 0.688 0.768 0.341 0.333 0.334 0.493
7 0.463 0.465 0.640 0.673 0.883 0.625
8 0.505 0.509 0.506 0.512 0.706 0.548
9 0.537 0.544 0.397 0.434 0.514 0.485
10 0.498 0.490 0.556 0.581 0.781 0.581
11 0.967 0.929 0.343 0.352 0.488 0.616
12 1.000 1.000 0.421 0.444 0.586 0.690
13 0.418 0.424 0.755 0.825 0.926 0.670
14 0.737 0.804 1.000 1.000 1.000 0.908
15 0.649 0.617 0.617 0.654 0.852 0.678
16 0.659 0.630 0.383 0.390 0.486 0.510
4.4.3.4 ANALYSIS OF VARIANCE (ANOVA) FOR SINTERING PROCESS
PARAMETERS:
The purpose of the analysis of variance (ANOVA) is to check the accuracy of the
Grey relation grade for optimal combination of process parameters of sintering
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process which significantly affect the multiple performance characteristics. For
analyzing the data, signal-to-noise ratios (S/N) of each control factor are calculated by
using Minitab 17. Signals represent the effect on average responses. Noises are
measure of deviations from experimental outputs. In this experimental work S/N ratio
criterion, ‘Larger is better’, is chosen in order to maximize the response and are
shown in Table 4.132. The average S/N ratios for Grey relation grade (GRG) for each
parameter at all three levels are given in Table 4.131.
TABLE 4.131: Test data summary for Grey relation grade (GRG)
Exp. run Ts ° ts ° p GRG MeanValue S/N Ratio(dB)
1 1260 4 30 5 Vacuum 0.348 -9.16842
2 1260 8 60 10 Vacuum 0.468 -6.59508
3 1260 12 90 15 Nitrogen 0.553 -5.1455
4 1260 16 120 20 Nitrogen 0.424 -7.45268
5 1300 4 60 15 Nitrogen 0.432 -7.29033
6 1300 8 30 20 Nitrogen 0.493 -6.14306
7 1300 12 120 5 Vacuum 0.625 -4.0824
8 1300 16 90 10 Vacuum 0.548 -5.22439
9 1340 4 90 20 Vacuum 0.485 -6.28517
10 1340 8 120 15 Vacuum 0.581 -4.71648
11 1340 12 30 10 Nitrogen 0.616 -4.20839
12 1340 16 60 5 Nitrogen 0.69 -3.22302
13 1380 4 120 10 Nitrogen 0.67 -3.4785
14 1380 8 90 5 Nitrogen 0.908 -0.83828
15 1380 12 60 20 Vacuum 0.678 -3.37541
16 1380 16 30 15 Vacuum 0.51 -5.8486
TABLE 4.132: Response table for S/N values of Grey relation grade
Level Ts ° ts ° p
Level 1 -7.090 -6.556 -6.342 -4.328 -4.722
Level 2 -5.685 -4.573 -5.121 -4.877 -5.662
Level 3 -4.608 -4.203 -4.373 -5.750 --
Level 4 -3.385 -5.437 -4.933 -5.814 --
Delta 3.705 2.353 1.969 1.486 0.940
Rank 1 2 3 4 5
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TABLE 4.133: Analysis of Variance for S/N values of Grey relation grade
Factors/
Source
DOF,
v
Sums of
squares
Variance,
Vn
Variance
Ratio, Fn
Significance
Level, α
Pure Sum
Square
Contribution,
P in %
Ts 3 29.8095 9.9365 47.53 0.05 29.1822 47.59
° 3 13.1227 4.3742 20.92 0.05 12.4954 20.38
ts 3 8.2614 2.7538 13.17 0.10 7.6341 12.45
° 3 6.1781 2.0594 9.85 0.10 5.5508 9.05
p 1 3.5308 3.5308 16.89 0.10 3.3217 5.42
Residual
Error 2 0.4181 0.2091 5.12
Total 15 61.3207 100
S=0.4572 R-Sq = 99.3%  R-Sq (adj) = 94.9%
Fig. 4.192 Effects of sintering process parameters on Grey relation grade
From Table 4.133, it can be observed that all the factors are the significant factors.
Since, there is no insignificant factor, pooling is not required. The sintering
temperature (Ts) has a contribution of 47.59% at a confidence level of 95%, heating
rate ( °) has a contribution of 20.38% at a confidence level of 95%,   sintering time
(ts) has a contribution of 12.45% at a confidence level of 90% ,  cooling rate ( °) has a
contribution of 9.05% with a confidence level of 90%, and sintering atmosphere has a
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contribution of 5.42% with a confidence level of 90%. The optimum level of
parameters can be obtained by selecting the highest values of S/N ratio from
respective column in Table 4.132. The optimum level occurs at (Ts)4 ( °)3 (ts)3 ( °)1
(p)1. From Table 4.134 it can also be noted from the rank of parameters that the
variation in the S/N value with the change in the value of the parameter is maximum
for sintering time and minimum for sintering atmosphere.
TABLE 4.134: Optimum factor levels of sintering process parameters after multi-
objective optimization
Sintering
temperature
(°C)
Heating rate
(°C/min)
Sintering
time
(minutes)
Cooling rate
(°C/min)
Sintering
atmosphere
1380 12 100 5 Nitrogen
TABLE 4.135: Results of confirmation experiments at optimized conditions
Characteristic
Replication at optimum process parameters
Average
R1 R2 R3 R4 R5
Ultimate Tensile
Strength (MPa) 556.52 561.37 560.7 558.12 555.03 558.35
Yield Strength
(N/mm2) 294 290 291 287 297 291.8
Impact Energy
Absorbed (J) 112 114 111 117 113 113.4
Hardness
(HRB) 75 71 75 74 72 73.4
Density
(gm cm-3) 7.6584 7.6612 7.5924 7.6347 7.761 7.6615
4.4.4 DISCUSSION
The purpose for grey relation analysis was to make a compromise among controllable
process parameters such that we get an optimized combination of input parameters
which satisfy the need of inputs for all the desired output characteristics. The
optimized set of input parameters for PIM process for desired quality characteristics
under consideration i.e. tensile strength, yield strength, impact toughness, hardness
and density can be noted from Tables 4.118, 4.126 and 4.134. The complete
processing at these input parameters should give a good compromise among the
output characteristic features. The average tensile strength of specimen tested for
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confirmation tests given in Tables 4.7, 4.46 and 4.81 is 563.70 MPa whereas the
tensile strength for test samples processed under the input parameters decided by
GRA is 558.35 MPa. The deviation from mean value is 0.95%. In case of yield
strength the average value from confirmation test output given in Tables 4.15, 4.53
and 4.88 is 297.80 MPa whereas the output at GRA optimized input parameters is
291.8 MPa. The deviation is 2.01% from mean value. In case of impact toughness the
average value from confirmation test output given in Tables 4.23, 4.60 and 4.95 is
113.48 J whereas the output at GRA optimized input parameters is 113.4 J. The
deviation is 0.08%. In case of hardness the average value of confirmation test outputs
given in Tables 4.31, 4.67 and 4.102 is 74.67 HRB whereas the output at GRA
optimized input parameters is 73.4 HRB. The deviation from mean value is 1.70 %.
Similarly, in case of final density given in Tables 4.39, 4.74 and 4.109 the average
value is 7.7187 gm cm-3 whereas for GRA optimized input parameters the output
density obtained in confirmation test is 7.6615 gm cm-3. The deviation from mean
value is 0.74%.
Thus, it can be concluded that the minimum deviation is 0.08% in case of impact
toughness and maximum deviation is 2.01% for yield strength. Such a compromise is
highly desirable from commercial manufacturing point of view.
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SECTION - V
4.5 ARTIFICIAL NEURAL NETWORK (ANN) MODELING:
The modeling of PIM process using ANN is an attempt to understand the
functionality of various inputs parameters through a network of processing elements.
Since, the statistical methods have a limitation to model the linear regression only. To
overcome this limitation the ANNs are used. The ANNs have been chosen for this
study since they are known to be well adapted to adjust to non-linear patterns. In this
work a three layer neural network with back propagation learning algorithm is used as
a network model for predicting the quality characteristics. It consists of an input layer,
a hidden layer and an output layer. The main objective of the present work is to
harness the ability of ANNs in predicting quality characteristics. The study includes
finding the suitable network architecture, to determine appropriate number of training
iterations required, and to determine variable parameters such as learning rate,
momentum factor and the processing element’s connecting weights to give best
performance.
A fundamental aspect of ANNs is to use the simple processing elements that are
essentially models of neurons in the brain. These elements are connected together in a
well structured manner. The strength and nature of each of the connecting links define
the overall operational characteristics of the total network [84-91]. The neural
networks are being used in areas of classification and prediction, where statistical
methods have traditionally been used [92-107]. To train the network the training data
set is developed using data of the experiments.
ANNs are built up of processing elements or nodes. These nodes are connected with
each other in such a way that it enables a high degree of parallelism. Every node is
only capable of a very simple computation. Learning is achieved by assigning proper
weights to the connections among the nodes. According to Aleksander and Morton
[88], a neural network is a massively parallel distributed processor made up of simple
processing units, which has a natural propensity for storing experiential knowledge
and making it available for use. The flow chart for implementation of ANN technique
in this work is shown in Fig 193.
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Fig 4.193 Operational sequence of neural network for optimization of PIM process
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4.5.1 MODEL OF A NEURON:
The artificial neural networks provide a mapping of inputs to outputs and consist of
computer programs based on the structure of brain. As such, they can be trained to
recognize patterns within data. The total effect of the inputs is the sum of the
weighted signals. When it exceeds the neuron threshold, a response is produced [88].
By comparison, in an artificial neural network, a number of inputs are applied
simultaneously, via weighted links, and the node calculates a combined total input.
The relation between the input and output is specified by a transfer or activation
function, which describes the threshold for deciding on the state of the output of that
particular node [86]. A number of nodes may be combined to form a layer, and layers
may be interconnected to form a complete network. A neuron is an information
processing unit that is fundamental to the operation of a neural network. Fig 4.194
shows the model of a neuron, which forms the basis for designing artificial neural
networks.
Fig 4.194 Model of a neuron [48]
There are three basic elements of the neuron model [90]:
1. A set of synapses or connecting links, each of which is characterized by a
weight or strength of its own. Specifically, a signal xj at the input of synapse j
connected to neuron i is multiplied by the synaptic weight wij. The weights used on
the connections between different layers have great significance in the processing of
the neural network and characterization of a network. Since the output is not the same
as expected, the weights need to be altered repeatedly. Some rule then needs to be
used to determine how to alter the weights. Also, there should be a criterion to specify
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when the process of successive modification of weights should cease. This process of
updating the weights is called training. At the same time the neural network gains
some internal learning. Learning consists of changing the weights in order to
minimize the output error relative to the true values over all the examples. When the
weights reach an optimal value, the ANN is said to be ‘trained’. Once an ANN has
been trained, new inputs are presented, and the predicted output values are calculated
[95-97]. The information is fed back from the output neurons to neurons in some layer
before that, to enable further processing and adjustment of weights on the
connections. Such feedback is provided to the input layer or the hidden layer. What is
fed back is called the error in the output. It is modified appropriately according to
some useful paradigm. The process of feedback continues through the subsequent
cycles of operation of the neural network until the training is complete.
2. An adder to sum up the input signals, weighted by the respective synapses of the
neuron.
3. An activation function to limit the amplitude of the output of a neuron. The
sigmoid function is most commonly used form of activation function [94]. The neuron
may also has an externally applied bias, denoted by bi. It acts as a weight on a
connection from a unit whose activation is always 1. The increase in the value of the
bias increases the net input to the unit. The effect of increasing or decreasing the net
input of the activation function, depends on whether it is positive or negative.
Now, mathematically we can describe the neuron i by writing the following pair of
equations: = ∑ (4.36)
and = 	 	+ (4.37)
where, x1, x2,…,xm are the input signals; wi1, wi2,….., wim are the synaptic weights of
neuron i; ui is the linear combiner output of the input signal; bi is the bias; is the
activation function; and is the output signal of the neuron.
4.5.2 BACK PROPAGATION ALGORITHM:
In the process of training, during this study the back propagation algorithm is used to
update weights starting from the output backwards. The training algorithm of back
propagation involves four stages including initialization of weights, feed forward,
back propagation of errors, and updating of weights and biases [95]. For training,
gradient descent algorithm is used to modify the weights at each new location to move
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towards a steep descent. Once the incremental adjustments to the weights have been
made, it is shifted to a new location on the error-weight surface. This process is
repeated for each training pattern (or each epoch), progressively shifting the location
to lower level until a threshold error value is reached or until a limit on the total
number of training cycles is reached.  A simple network is shown in Fig 4.195.
4.5.2.1 ACTIVATION LEVEL:
The activation level of an input unit is determined by the instance presented to the
network. The activation level of a hidden and output unit is determined by,= ∑ − (4.38)
It has been shown that in most of the cases, a sigmoid function yields good learning
results [86]. = 	 	 (4.39)
Where, z is the weighted sum of the input.
4.5.2.2 WEIGHT TRAINING:
In back propagation we start at the output unit and work backward to the hidden
layers recursively by adjusting the weights,+ 1 = + ∆ (4.40)
The weight changes is computed by∆ = (4.41)
Where, is the learning rate coefficient. It determines the size of weight adjustments
made at each iteration and hence influences the rate of convergence. Poor choice of
the coefficient can result in a failure of convergence. If the learning rate coefficient is
too large, the search path oscillates and converges more slowly than a direct descent.
If it is too small, the descent will progress in small steps which significantly increases
the time to converge. Introducing the momentum term to improve the convergence+ 1 = 	+ 	 	+ 	 	− 	 − 1 (4.42)
Where, 	is the momentum term introduced to improve the convergence by adding a
fraction of the previous weight change to the current weight change. The addition of
such a term helps to smooth out the descent path by preventing extreme changes in
the gradient due to local anomalies [90].
If neuron j is an output node, then error signal at the output of neuron j is defined by,= 	 − 	 (4.43)
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Then its is calculated by= 	 − 	 (4.44)= 	∑ (4.45)
If j is a hidden unit, then is given by= 	 ∑ (4.46)
The back propagation procedure minimizes the error criterion. Since, we define the
instantaneous value of the error energy for neuron j as . Correspondingly, the
instantaneous value of the total error energy E is obtained by summing 	 over all
neurons in the output layer. Since, these are the only visible neurons for which error
signals can be calculated directly. We may thus write= ∑ = 	 ∑ − 	 (4.47)
Gradient –descent yields,∆ = 	 (4.48)
By using the chain rule, we obtain	 = 	 (4.49)
In the case when j is an output unit,= 	− − 	 (4.50)
and = 	 	 (4.51)
Thus, 	 = 	 = − − 	 	 	 = 	− (4.52)
So we obtain, ∆ = (4.53)
Where,
E is the error function
f is the sigmoid function
m is the number of output neurons
n is the number of input neurons
Oj is the actual output of the jth neuron in the output layer
s is the number of hidden neurons
Tj is the desired output of the jth neuron in the output layer
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are the synaptic weights of neuron j in one layer that is fed from neuron i in
another layer.
Wji(t) is the weight from neuron i to neuron j at tth iteration
Wkj are the weights between the jth neuron in the hidden layer and kth neuron in the
output layer
xi is the actual input of the ith neuron in the input layer
X is the input vector
yi is the actual output of the ith neuron in the output layer
Y is the output vector
αm is the momentum factor to improve the convergence
δj is the error gradient at unit j
η is the learning rate (0 < η < 1)
θj is the node threshold value
Fig 4.195 A simple neural network with single hidden layer
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4.5.3 EXPERIMENTAL DATA COLLECTION AND PREPROCESSING:
The training and testing data in the current modeling are collected through the
previous mentioned experimental results and some additional runs specially planned
to generate pilot data. The PIM process variable included in ANN development are:
eight injection molding parameters (injection pressure, injection temperature, mould
temperature, holding pressure, injection speed, powder loading, holding time, cooling
time), three debinding parameters (solvent debinding temperature, thermal debinding
temperature, and isothermal holding time) and four parameters for sintering (sintering
temperature, heating rate, sintering time, cooling rate) as shown in Table 4.136. The
tensile strength, yield strength, hardness, impact energy absorbed and final density are
the outputs for five separate BP network models. Preprocessing of the data is carried
out to convert them to suitable form for use with the neural network by normalization
in the range 0 to 1.
Table 4.136: Process parameters for PIM used for ANN modeling
S.No Process parameters Notation
Values
Minimum Maximum
1 Injection Pressure (MPa) Pi 50 60
2 Injection Temperature (°C) Ti 150 170
3 Mould Temperature (°C) Tm 45 55
4 Holding Pressure (MPa) Ph 65 75
5 Injection Speed (ccm/s) vi 5 15
6 Powder Loading (% volume) φ 60 63
7 Holding Time (s) th 5 15
8 Cooling Time (s) tc 5 11
9 Solvent debinding temperature  (°C) Tsd 50 70
10 Thermal debinding temperature (°C) Ttd 300 400
11 Isothermal holding time (minutes) tih 240 360
12 Sintering temperature (°C) Ts 1260 1380
13 Heating rate (°C/min) α 4 16
14 Sintering time (minutes) ts 60 120
15 Cooling rate (°C/min) β 5 20
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The input pattern vectors are then used, comprising 260 sets of input/output ones for
training the neural network on the basis of the previous mentioned experiments, and
52 pairs formed by mean data are used for testing the performance of the trained
network.
4.5.4 NEURAL NETWORK ARCHITECTURE:
Owing to the property of metal injection molding of SS316L, the mathematical model
is built as: X ∈ R15, Y = f (X), Y ∈ R1 (4.54)
Where, X as the variable vector of fifteen factors, Y as the functions of one target
output.
The artificial neural network constructed as back propagation (BP) configuration is
applied in the present work. Fig. 4.194 shows a typical BP network architecture. It
includes an input layer, one hidden layers and an output layer. It has been proved
theoretically that the BP network with only one hidden layer of neurons and a specific
type of activation function (e.g. sigmoid function) can approximate any functional
relation arbitrarily well, provided that enough hidden neurons are available [92]. The
input–output relation between each node of the hidden layer can be written as:= ∑ + 	 ( 4.55)
Where, pi is the output from the ith node of the previous layer, wki is the weight of the
connection between ith node and the current node, and bk is the bias of the current
node. The function f used between each layer is a nonlinear sigmoid function, Eq.
(4.55). As the conventional BP training phase is too slow for practical application, the
gradient descent with momentum and an adaptive learning rate algorithm is selected
to minimize the total error between the examined and predicted results during
training.
272
Table 4.137: Specifications of the BP neural network design
S.No Parameters BP network input
1 Number of input layer 1
2 Number of hidden layer 1
3 Number of output layer 1
4 Number of inputs 15
5 Number of inputs 5
6 Number of neurons in hidden layer 15/ 18/ 21/ 24/ 27
7 Activation function Sigmoid function
8 Learning rate 0.6/ 0.8/ 1.0/ 1.2/ 1.4
9 Momentum factor 0.8/ 0.9/ 1.0/ 1.1/ 1.2
10 Convergence algorithm Gradient Descent Momentum
4.5.5 NETWORK TRAINING AND TESTING:
The process of fitting the network to the experimental data is called training. During
its training phase, the network is repeatedly presented with a set of training patterns,
comprising input–output pairs, until either the output error is minimized to a
satisfactory level (0.001) or the maximum number of training cycles is reached. On
completion of the training, a set of previous unused patterns are applied to the
network inputs, here without example outputs. In this way the ability of the network
to classify the composites’ characteristics on the basis of new information is tested.
The algorithm of the conventional BP training phase (least mean square method) can
be improved by the gradient-descent momentum and an adaptive learning rate
method, which is more suitable for the practical problems. It has been proved that the
BP network can perform high computations in a short time with the above algorithm
[97-100]. With the aim of estimation of a function between input and output data by
the BP architecture, each parameter is adopted with the hidden layers. In order to
determine number of the hidden nodes in the network, several BP networks with
various hidden nodes in two layers are considered and the corresponding mean square
of the network errors (MSE) are calculated by
MS = ∑ − (4.56)
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Where, N is the total number of training patterns, tk is the target/desired value, and ak
is the network output value.
4.5.6 OPTIMISATION OF ANN PARAMETERS:
The ANN is designed with fifteen process input parameters and five output
parameters with single hidden layer. The number of neurons in the hidden layer is
variable. Before implementing the neural network it is necessary to test its abilities
and effect of the learning rate, iteration cycles and momentum terms on the
performance. A large number of neurons in the hidden layer increase the computation
time but it is not necessary that it will help to reduce the MSE [86]. The number of
iterations of the training cycle helps to improve the learning but after a certain limit
the performance either stagnates or deteriorates [86-92].
To properly understand the effect of learning rate, momentum, number of iterations
and number of neurons in the hidden layer, a properly designed orthogonal array L25
is used to check the effect of these parameters on MSE. Analysis of variance is made
using smaller is better approach to find the significant factors among these four
factors. These four factors are tested at five levels. The factor level and output MSE
and average accuracy for lot of 52 test data is shown in Table 4.137. The variation of
MSE for each run is shown in Fig 4.195 and that of average accuracy is shown in Fig
4.196. The S/N ratio is used to find the amount of variation present in the
performance characteristic. The S/N ratio for lower the better was used for MSE and
higher is better was used for average accuracy. These effects are evaluated with the
help of ANOVA. The aim of ANOVA was to find the significant factors. The
ANOVA provided the confidence level and the variance of the data. The confidence is
measured from the variance of each parameter. The calculated values for S/N ratio
and mean are shown in Table 4.138 and 4.139. The analysis of variance made by
using S/N ratio to find the significant factors is expressed in Table 4.140.
The effect of number of iterations on MSE is plotted in Fig 4.198. The effect of
learning rate on MSE is plotted in Fig 4.199, the effect of momentum on MSE is
plotted in Fig 4.200 and the effect of number of neurons in hidden layer is plotted in
Fig 4.201. It can be noted that MSE decreases with the increase in number of
iterations but remains almost constant for other three factors. The values of learning
rate, momentum and number of neurons in hidden layer which provide the minimum
MSE value are noted from mean MSE value Table 4.139. For each ANN run with
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variables taken as per L25 orthogonal array the effect of these parameters is observed
on output prediction and weights generated between input layer and hidden layer and
between hidden layer and output layer for first target value i.e normalized value of
tensile strength with the help of graphs plotted in Fig 4.202 to 4.276.
Table 4.138: ANN parameters as per L25 orthogonal array and output MSE and
average accuracy
ANN
Run
Number
of
Iterations
Learning
Rate Momentum
No.of
Neurons in
Hidden
Layer MSE
Average
accuracy
(%)
1 1000 0.6 0.8 15 0.00415 99.6857
2 1000 0.8 0.9 18 0.00394 99.7225
3 1000 1 1 21 0.00401 99.7005
4 1000 1.2 1.1 24 0.00406 99.6958
5 1000 1.4 1.2 27 0.00401 99.6988
6 4000 0.6 0.9 21 0.00387 99.7056
7 4000 0.8 1 24 0.00387 99.7131
8 4000 1 1.1 27 0.00392 99.7205
9 4000 1.2 1.2 15 0.00386 99.7179
10 4000 1.4 0.8 18 0.00391 99.7091
11 7000 0.6 1 27 0.00388 99.7232
12 7000 0.8 1.1 15 0.00381 99.7172
13 7000 1 1.2 18 0.00387 99.7164
14 7000 1.2 0.8 21 0.00389 99.7192
15 7000 1.4 0.9 24 0.00387 99.7199
16 10000 0.6 1.1 18 0.00373 99.7296
17 10000 0.8 1.2 21 0.00376 99.7274
18 10000 1 0.8 24 0.00382 99.7189
19 10000 1.2 0.9 27 0.00376 99.7281
20 10000 1.4 1 15 0.00375 99.7288
21 13000 0.6 1.2 24 0.00375 99.728
22 13000 0.8 0.8 27 0.00377 99.7317
23 13000 1 0.9 15 0.00373 99.7335
24 13000 1.2 1 18 0.00375 99.7277
25 13000 1.4 1.1 21 0.00375 99.7359
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Fig 4.196 MSE for ANN runs as per L25 orthogonal array
Fig 4.197 Average accuracy for ANN runs as per L25 orthogonal array
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Table 4.139: Response Table for Signal to Noise Ratios (Smaller is Better)
Factor Level No ofiterations Learning Rate Momentum
Number of
Neurons in
Hidden Layer
1 47.89 48.24 48.17 48.27
2 48.21 48.34 48.33 48.32
3 48.26 48.25 48.29 48.30
4 48.49 48.26 48.31 48.24
5 48.54 48.30 48.29 48.25
Delta 0.66 0.10 0.16 0.08
Rank 1 3 2 4
Table 4.140: Response table for Mean values of MSE
Factor Level Number ofiterations Learning Rate Momentum
Number of
Neurons in
Hidden Layer
1 0.004034 0.003876 0.003908 0.003860
2 0.003886 0.003830 0.003834 0.003840
3 0.003864 0.003870 0.003852 0.003846
4 0.003764 0.003864 0.003844 0.003874
5 0.003740 0.003848 0.003850 0.003868
Delta 0.000294 0.000046 0.000074 0.000034
Rank 1 3 2 4
Table 4.141: Analysis of Variance for Signal to Noise Ratios
Source DOF Seq SS Adj SS Adj MS F ratio P value
Number of
iterations 4 1.36030 1.36030 0.0340074 56.42 0.000
Learning Rate 4 0.03307 0.03307 0.008266 1.37 0.325
Momentum 4 0.08265 0.08265 0.020663 3.43 0.065
Number of Neurons
in Hidden Layer 4 0.02070 0.02070 0.005175 0.86 0.527
Residual error 8 0.04822 0.04822 0.006027
Total 24 1.54493
R-Sq = 96.9%   R-Sq (adj) = 90.6%
277
Fig 4.198 Effect of number of iterations on MSE
Fig 4.199 Effect of learning rate on MSE
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Fig 4.200 Effect of momentum on MSE
Fig 4.201 Effect of number of neurons in hidden layer on MSE
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Fig 4.202 Actual tensile strength versus ANN predicted tensile strength
[Architecture:  15:15:1, Learning rate - 0.6, Momentum - 0.8, Number
of iterations – 1000]
Fig 4.203 Weights between input layer and hidden layers [Architecture : 15:15:1,
Learning rate - 0.6, Momentum - 0.8, Number of iterations – 1000]
Fig 4.204 Weights between hidden layer and Output layer [Architecture :
15:15:1, Learning rate - 0.6, Momentum - 0.8, Number of iterations –
1000]
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Fig 4.205 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:18:1, Learning rate - 0.8, Momentum - 0.9,
Number of iterations – 1000]
Fig 4.206 Weights between input layer and hidden layers [Architecture :
15:18:1, Learning rate - 0.8, Momentum - 0.9, Number of iterations –
1000]
Fig 4.207 Weights between hidden layer and Output layer [Architecture :
15:18:1, Learning rate - 0.8, Momentum - 0.9, Number of iterations –
1000]
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Fig 4.208 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:21:1, Learning rate – 1.0, Momentum - 1.0,
Number of iterations – 1000]
Fig 4.209 Weights between input layer and hidden layers [Architecture :
15:21:1, Learning rate – 1.0, Momentum - 1.0, Number of iterations –
1000]
Fig 4.210 Weights between hidden layer and Output layer [Architecture :
15:21:1, Learning rate – 1.0, Momentum - 1.0, Number of iterations –
1000]
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Fig 4.211 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:24:1, Learning rate – 1.2, Momentum - 1.1,
Number of iterations – 1000]
Fig 4.212 Weights between input layer and hidden layers [Architecture :
15:24:1, Learning rate – 1.2, Momentum - 1.1, Number of iterations –
1000]
Fig 4.213 Weights between hidden layer and Output layer [Architecture:
15:24:1, Learning rate – 1.2, Momentum - 1.1, Number of iterations –
1000]
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Fig 4.214 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:27:1, Learning rate – 1.4, Momentum - 1.2,
Number of iterations – 1000]
Fig 4.215 Weights between input layer and hidden layers [Architecture:  15:27:1,
Learning rate – 1.4, Momentum - 1.2, Number of iterations – 1000]
Fig 4.216 Weights between hidden layer and Output layer [Architecture :
15:27:1, Learning rate – 1.4, Momentum - 1.2, Number of iterations –
1000]
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Fig 4.217 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:21:1, Learning rate – 0.6, Momentum - 0.9,
Number of iterations – 4000]
Fig 4.218 Weights between input layer and hidden layers [Architecture :
15:21:1, Learning rate – 0.6, Momentum - 0.9, Number of iterations –
4000]
Fig 4.219 Weights between hidden layer and Output layer [Architecture :
15:21:1, Learning rate – 0.6, Momentum - 0.9, Number of iterations –
4000]
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Fig 4.220 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:24:1, Learning rate – 0.8, Momentum - 1.0,
Number of iterations – 4000]
Fig 4.221 Weights between input layer and hidden layers [Architecture :
15:24:1, Learning rate – 0.8, Momentum - 1.0, Number of iterations –
4000]
Fig 4.222 Weights between hidden layer and Output layer [Architecture :
15:24:1, Learning rate – 0.8, Momentum - 1.0, Number of iterations –
4000]
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Fig 4.223 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:27:1, Learning rate – 1.0, Momentum - 1.1,
Number of iterations – 4000]
Fig 4.224 Weights between input layer and hidden layers [Architecture :
15:27:1, Learning rate – 1.0, Momentum - 1.1, Number of iterations –
4000]
Fig 4.225 Weights between hidden layer and Output layer [Architecture :
15:27:1, Learning rate – 1.0, Momentum - 1.1, Number of iterations –
4000]
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Fig 4.226 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:15:1, Learning rate – 1.2, Momentum - 1.2,
Number of iterations – 4000]
Fig 4.227 Weights between input layer and hidden layers [Architecture :
15:15:1, Learning rate – 1.2, Momentum - 1.2, Number of iterations –
4000]
Fig 4.228 Weights between hidden layer and Output layer [Architecture :
15:15:1, Learning rate – 1.2, Momentum - 1.2, Number of iterations –
4000]
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Fig 4.229 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:18:1, Learning rate – 1.4, Momentum - 0.8,
Number of iterations – 4000]
Fig 4.223 Weights between input layer and hidden layers [Architecture :
15:18:1, Learning rate – 1.4, Momentum - 0.8, Number of iterations –
4000]
Fig 4.231 Weights between hidden layer and Output layer [Architecture :
15:18:1, Learning rate – 1.4, Momentum - 0.8, Number of iterations –
4000]
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Fig 4.232 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:27:1, Learning rate – 0.6, Momentum - 1.0,
Number of iterations – 7000]
Fig 4.233 Weights between input layer and hidden layers [Architecture :
15:27:1, Learning rate – 0.6, Momentum - 1.0, Number of iterations –
7000]
Fig 4.234 Weights between hidden layer and Output layer [Architecture :
15:27:1, Learning rate – 0.6, Momentum - 1.0, Number of iterations –
7000]
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Fig 4.235 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:15:1, Learning rate – 0.8, Momentum - 1.1,
Number of iterations – 7000]
Fig 4.236 Weights between input layer and hidden layers [Architecture :
15:15:1, Learning rate – 0.8, Momentum - 1.1, Number of iterations –
7000]
Fig 4.237 Weights between hidden layer and Output layer [Architecture :
15:15:1, Learning rate – 0.8, Momentum - 1.1, Number of iterations –
7000]
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Fig 4.238 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:18:1, Learning rate – 1.0, Momentum - 1.2,
Number of iterations – 7000]
Fig 4.239 Weights between input layer and hidden layers [Architecture :
15:18:1, Learning rate – 1.0, Momentum - 1.2, Number of iterations –
7000]
Fig 4.240 Weights between hidden layer and Output layer [Architecture :
15:18:1, Learning rate – 1.0, Momentum - 1.2, Number of iterations –
7000]
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Fig 4.241 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:21:1, Learning rate – 1.2, Momentum - 0.8,
Number of iterations – 7000]
Fig 4.242 Weights between input layer and hidden layers [Architecture :
15:21:1, Learning rate – 1.2, Momentum - 0.8, Number of iterations –
7000]
Fig 4.243 Weights between hidden layer and Output layer [Architecture :
15:21:1, Learning rate – 1.2, Momentum - 0.8, Number of iterations –
7000]
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Fig 4.244 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:24:1, Learning rate – 1.4, Momentum - 0.9,
Number of iterations – 7000]
Fig 4.245 Weights between input layer and hidden layers [Architecture :
15:24:1, Learning rate – 1.4, Momentum - 0.9, Number of iterations –
7000]
Fig 4.246 Weights between hidden layer and Output layer [Architecture :
15:24:1, Learning rate – 1.4, Momentum - 0.9, Number of iterations –
7000]
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Fig 4.247 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:18:1, Learning rate – 0.6, Momentum - 1.1,
Number of iterations – 10000]
Fig 4.248 Weights between input layer and hidden layers [Architecture :
15:18:1, Learning rate – 0.6, Momentum - 1.1, Number of iterations –
10000]
Fig 4.249 Weights between hidden layer and Output layer [Architecture :
15:18:1, Learning rate – 0.6, Momentum - 1.1, Number of iterations –
10000]
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Fig 4.250 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:21:1, Learning rate – 0.8, Momentum - 1.2,
Number of iterations – 10000]
Fig 4.251 Weights between input layer and hidden layers [Architecture :
15:21:1, Learning rate – 0.8, Momentum - 1.2, Number of iterations –
10000]
Fig 4.252 Weights between hidden layer and Output layer [Architecture :
15:21:1, Learning rate – 0.8, Momentum - 1.2, Number of iterations –
10000]
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Fig 4.253 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:24:1, Learning rate – 1.0, Momentum - 0.8,
Number of iterations – 10000]
Fig 4.254 Weights between input layer and hidden layers [Architecture :
15:24:1, Learning rate – 1.0, Momentum - 0.8, Number of iterations –
10000]
Fig 4.255 Weights between hidden layer and Output layer [Architecture :
15:24:1, Learning rate – 1.0, Momentum - 0.8, Number of iterations –
10000]
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Fig 4.256 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:27:1, Learning rate – 1.2, Momentum - 0.9,
Number of iterations – 10000]
Fig 4.257 Weights between input layer and hidden layers [Architecture :
15:27:1, Learning rate – 1.2, Momentum - 0.9, Number of iterations –
10000]
Fig 4.258 Weights between hidden layer and Output layer [Architecture :
15:27:1, Learning rate – 1.2, Momentum - 0.9, Number of iterations –
10000]
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Fig 4.259 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:15:1, Learning rate – 1.4, Momentum - 1.0,
Number of iterations – 10000]
Fig 4.260 Weights between input layer and hidden layers [Architecture :
15:15:1, Learning rate – 1.4, Momentum - 1.0, Number of iterations –
10000]
Fig 4.261 Weights between hidden layer and Output layer [Architecture :
15:15:1, Learning rate – 1.4, Momentum - 1.0, Number of iterations –
10000]
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Fig 4.262 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:24:1, Learning rate – 0.6, Momentum - 1.2,
Number of iterations – 13000]
Fig 4.263 Weights between input layer and hidden layers [Architecture :
15:24:1, Learning rate – 0.6, Momentum - 1.2, Number of iterations –
13000]
Fig 4.264 Weights between hidden layer and Output layer [Architecture :
15:24:1, Learning rate – 0.6, Momentum - 1.2, Number of iterations –
13000]
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Fig 4.265 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:27:1, Learning rate – 0.8, Momentum - 0.8,
Number of iterations – 13000]
Fig 4.266 Weights between input layer and hidden layers [Architecture :
15:27:1, Learning rate – 0.8, Momentum - 0.8, Number of iterations –
13000]
Fig 4.267 Weights between hidden layer and Output layer [Architecture :
15:27:1, Learning rate – 0.8, Momentum - 0.8, Number of iterations –
13000]
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Fig 4.268 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:15:1, Learning rate –1.0, Momentum - 0.9, Number
of iterations – 13000]
Fig 4.269 Weights between input layer and hidden layers [Architecture :
15:15:1, Learning rate –1.0, Momentum - 0.9, Number of iterations –
13000]
Fig 4.270 Weights between hidden layer and Output layer [Architecture :
15:15:1, Learning rate –1.0, Momentum - 0.9, Number of iterations –
13000]
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Run 24
Fig 4.271 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:18:1, Learning rate –1.2, Momentum - 1.0, Number
of iterations – 13000]
Fig 4.272 Weights between input layer and hidden layers [Architecture :
15:18:1, Learning rate –1.2, Momentum - 1.0, Number of iterations –
13000]
Fig 4.273 Weights between hidden layer and Output layer [Architecture :
15:18:1, Learning rate –1.2, Momentum - 1.0, Number of iterations –
13000]
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Fig 4.274 Actual tensile strength versus ANN predicted tensile strength
[Architecture :  15:21:1, Learning rate –1.4, Momentum - 1.1, Number
of iterations – 13000]
Fig 4.275 Weights between input layer and hidden layers [Architecture :
15:21:1, Learning rate –1.4, Momentum - 1.1, Number of iterations – 13000]
Fig 4.276 Weights between hidden layer and Output layer [Architecture :
15:21:1, Learning rate –1.4, Momentum - 1.1, Number of iterations –
13000]
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When we observed the Table 4.138 to 4.141 and consequent graphs shown in Fig
4.195 to 4.276 we can observe that minimum MSE occur for a learning rate of 0.8,
momentum of 0.9 and 18 neurons in hidden layer. The number of iteration can further
be investigated for more improved results. So, the number of iterations is increased
upto 20000.
Fig 4.277 Effect of number of iterations on average accuracy
[Architecture :  15:18:1, Learning rate –0.8, Momentum - 0.9]
The final architecture of the networks used the optimum set of network parameters
and learning parameters. From Fig 4.277 it can be observed that the average accuracy
improves with the increase in number of iterations and the best results are obtained at
19000 iterations for a learning rate of 0.8, momentum 0.9 and 18 neurons in hidden
layer. For tensile strength optimization the optimal structure of ANN model 15-18-5
provides an average accuracy of 99.75 %. The optimized results can be used to
transform the optimal structures of ANN models into term of equations by using final
weights and bias within ANN model.
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Fig 4.278 The optimal 15-18-5 configuration of the ANN Model used for
prediction of process output
Fig 4.279 Number of Iterations versus Mean Square Error for Tensile strength
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Fig 4.280 Number of Iterations versus gradient of training for tensile strength
Fig 4.281 Actual tensile strength versus ANN predicted tensile strength
The parameters which have been saved after training of network can be used for
prediction of the characteristic output. A plot of experimental tensile strength versus
artificial neural network tensile strength predictions is shown in Fig 4.281.
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Table 4.142: Weights (Wij) between input and hidden layer for optimized architecture 15-18-5
Neuron in
Input Layer
Position of Neuron in Hidden Layer
1 2 3 4 5 6 7 8 9
1 0.382142 -0.55194 0.218658 -0.59437 -0.72136 -0.13319 0.164363 -0.20737 -0.13248
2 -0.42367 0.908657 0.4336 -0.55342 -0.52285 -1.23705 0.725162 0.606014 -0.83148
3 0.952446 0.511847 0.229139 -0.24079 -0.39022 0.801675 0.052794 0.462441 -0.55036
4 0.755976 0.855901 -0.05116 -0.11092 -1.1222 -1.19125 -0.52369 -0.3374 0.725173
5 0.565316 -0.35219 -0.50411 -0.02433 -0.02707 -0.37557 -0.0378 -0.13326 -0.92742
6 -0.02861 0.350105 0.036465 0.01089 -0.64569 0.86785 -0.20515 -0.16604 0.667535
7 -0.10564 0.33427 0.410847 -0.21558 -0.71507 -0.22928 0.931451 0.545857 -0.84464
8 -0.43918 -0.75761 0.813431 0.111022 0.328861 0.310194 0.214562 0.489317 0.311621
9 0.484962 -0.15283 0.358772 0.233071 0.660328 0.516348 0.415417 -0.16392 0.018967
10 0.675011 -0.41829 -1.04338 0.81779 0.889251 0.649657 0.465239 0.362359 -0.54367
11 0.939019 0.367584 0.458772 0.548023 0.217484 1.051402 -0.35637 0.915389 0.105964
12 0.050265 -0.41739 -0.17814 -0.26151 0.950398 -0.69954 0.048986 0.548974 -0.74248
13 -0.03446 0.908936 -0.34918 0.451106 -0.04591 -0.84411 0.195229 0.35268 0.40408
14 -0.93307 0.709844 -0.95745 -0.98599 -0.13783 0.488557 -0.61684 -0.84897 0.259902
15 1.065603 -0.31726 0.860544 -0.63297 -0.15764 0.567113 0.028389 -0.1513 -0.96359
Bias -0.1115 0.012249 -0.37404 -0.85559 -0.14868 -0.02692 0.391652 0.177168 -0.88638
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Table 4.142: Weights between input and hidden layer for optimized architecture 15-18-5 (Continued)
Neuron in
Input
Layer
Position of Neuron in Hidden Layer
10 11 12 13 14 15 16 17 18
1 -0.58101 0.729236 0.243594 -0.19834 -0.28944 -0.58773 -0.53256 0.204854 0.407502
2 -1.20836 0.67419 -0.12131 -0.40792 -0.75072 -0.75233 -0.17408 -1.08117 -0.55724
3 -0.1008 0.022862 0.676253 -0.26346 -0.57437 -0.13731 0.766482 -0.30416 -0.28895
4 0.456519 -0.71304 0.042792 -0.87909 -0.78925 -0.55896 0.781051 -0.99743 -0.54576
5 0.076106 -0.98931 0.091394 -0.60285 -0.47384 -0.88669 -0.13179 -0.64311 -0.94112
6 0.197912 0.276276 0.379312 -0.71309 -0.95809 0.756328 -0.31237 0.074715 -0.43681
7 0.726474 0.156458 -0.27009 -0.14772 -0.46046 -0.1423 0.221093 0.070847 0.399274
8 -0.73269 0.628988 -0.51772 -0.43828 -0.73101 0.860502 0.832394 -0.80012 0.225536
9 0.736726 -0.94756 0.146394 -0.46678 -0.63249 0.554702 0.837685 -0.03585 0.114787
10 -0.85752 0.219347 0.722411 -0.21021 0.278133 -0.95019 0.20231 -0.59802 -0.09457
11 0.17345 0.170234 -0.18143 -0.66331 0.684254 0.305883 -0.39454 -0.30942 -0.4752
12 -0.75904 -0.73339 -0.78449 -0.04889 0.936672 0.43807 0.711248 -0.61472 0.020778
13 -0.11555 0.602378 -0.13379 0.233017 -0.34326 0.380352 -0.01881 -1.10723 0.60742
14 -1.188 -0.12767 -0.42879 -0.67092 0.223148 0.221251 0.832988 0.539345 0.610202
15 0.802748 0.201084 -0.17327 0.761176 -0.54093 -0.70294 -1.00367 1.300078 0.048432
Bias 0.670698 0.866387 0.663043 -0.86814 0.051388 0.538033 0.084115 0.590136 0.500942
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Table 4.143: Weights between hidden layer and output layer for optimized
architecture 15-18-5
Position of
Neuron in
Hidden
Layer
Output Layer (Wjk)
Tensile Strength Yield Strength Impact Toughness Hardness Density
1 0.369281 0.674341 -0.31671 0.28463 0.28463
2 -0.87737 0.942999 0.865796 -0.55747 -0.55747
3 0.747083 -0.88613 -0.21866 0.674113 0.674113
4 -0.9129 -0.09935 -0.45357 0.94215 0.94215
5 -0.7312 0.164941 -0.69611 0.692746 0.692746
6 -0.63249 0.373276 -0.20578 0.011999 0.011999
7 -1.62309 0.438866 -0.25056 -0.44225 -0.44225
8 0.427932 0.300082 -0.73777 0.493234 0.493234
9 -0.13922 0.453829 -0.12992 -0.52614 -0.52614
10 0.270219 -0.2523 -0.81697 0.914691 0.914691
11 -1.07406 0.163164 0.229254 0.24052 0.24052
12 -0.98496 -0.76776 -0.97804 0.200524 0.200524
13 0.017084 -0.88469 0.146521 -0.65479 -0.65479
14 -0.82347 0.95953 0.57946 -0.81931 -0.81931
15 0.542311 -0.43035 -0.52927 -0.48948 -0.48948
16 0.256166 0.189949 -0.10396 0.717141 0.717141
17 0.631918 0.924322 0.138716 0.822134 0.822134
18 -1.77349 -0.62844 -0.8772 0.399268 0.399268
Bias 0.309902 -0.61392 -0.00742 0.450365 0.450365
Average Accuracy - 99.75%
MSE - 0.003548
Weights and biases of all the layers of neurons shown in fig 4.277 are combined with
transfer function of ANN model to achieve an ANN equation. The 15 input layer
nodes with the 1st bias node connected to 19 nodes of hidden layer. Thus, there are
270 values of weights and 18 values of biases on the layers between input and hidden
layer. On the hidden layer the sigmoid activation function is used to calculate the sum
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of 270 weighted inputs (Wij) and 18 biases (b1j). The sum of the weights and biases in
hidden layer can be expressed by Eq. 4.57.
Zj = f 1(Wij .Xi + b1j) ; i = 1,2,3,…. 15 and j = 1,2,3,….18
(4.57)
Where,
Zj is the 18 outputs of hidden layer, f 1 is the activation function of hidden layer, Wij
are the weights from input layer i to hidden layer j, Xi are the 15 inputs of input layer,
b1j are the 18 biases of hidden layer. The 18 nodes of hidden layer are connected to
single node of output layer. It between hidden layer and output layer there are 18
weighted inputs (Wjk) and 1 bias value (b2k). The sum of the weights and bias in
output layer can be expressed by Eq 4.58.
Yk = f 2(Wjk .Zj + b2j) ; j = 1,2,3,…. 18  and k = 1
(4.58)
Where, Yk is the output, f 2 is the activation function of output layer, Wjk are the
weights from hidden layer j to output layer k, Zj are the 18 inputs of hidden layer, b2j
is the bias of output layer. These weights are obtained from MATLAB R2009a using
the experimental data for training. The weights Wij and Wjk are represented in Tables
1.141 and 4.142 respectively. These weights and biases are substituted in the
Equations 4.57 and 4.58 for tensile strength. From Eq 4.57, we can obtain the 18
equations for Z1, Z2,…Z18.
Z1 = 1/(1 + exp[-{0.382142 (X1) - 0.42367 (X2) + 0.952446 (X3) + 0.755976 (X4) +
0.565316 (X5) - 0.02861 (X6) - 0.10564 (X7) - 0.43918 (X8) + 0.484962 (X9) +
0.675011 (X10) + 0.939019 (X11) + 0.050265 (X12) - 0.03446 (X13) - 0.93307
(X14) + 1.065603 (X15) - 0.1115}]
Z2 = 1/(1 + exp[-{-0.55194 (X1) + 0.908657 (X2) + 0.511847 (X3) + 0.855901 (X4)
-0.35219 (X5) + 0.350105 (X6) + 0.33427 (X7) - 0.75761 (X8) - 0.15283 (X9) -
0.41829 (X10) + 0.367584 (X11) - 0.41739 (X12) + 0.908936 (X13) + 0.709844
(X14) - 0.31726 (X15) + 0.012249}]
Z18 = 1/(1 + exp[-{0.407502 (X1) - 0.55724 (X2) - 0.28895 (X3) - 0.54576 (X4) -
0.94112 (X5) - 0.43681 (X6) + 0.399274 (X7) + 0.225536 (X8) + 0.114787
(X9) -0.09457 (X10) - 0.4752 (X11) + 0.020778 (X12) +0.60742 (X13)
+0.610202 (X14) + 0.048432 (X15) + 0.500942}]
(4.59)
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From Table 4.142 and Eq. 4.58 we can write the equations for predicted output
values.
Y1 = 1/(1 + exp[-{0.369281 (Z1) - 0.87737 (Z2) + 0.747083 (Z3) - 0.9129 (Z4) -
0.7312 (Z5) - 0.63249 (Z6) - 1.62309 (Z7) + 0.427932 (Z8) - 0.13922 (Z9) +
0.270219 (Z10) - 1.07406 (Z11) - 0.98496 (Z12) + 0.017084 (Z13) - 0.82347
(Z14) + 0.542311 (Z15) + 0.256166 (Z16) + 0.631918 (Z17) - 1.77349 (Z18) +
0.309902}]
Y2 = 1/(1 + exp[-{0.674341 (Z1) + 0.942999 (Z2) - 0.88613 (Z3) - 0.09935 (Z4) +
0.164941 (Z5) + 0.373276 (Z6) + 0.438866 (Z7) + 0.300082 (Z8) + 0.453829
(Z9) -0.2523 (Z10) + 0.163164 (Z11) - 0.76776 (Z12) - 0.88469 (Z13) + 0.95953
(Z14) -0.43035 (Z15) + 0.189949 (Z16) + 0.924322 (Z17) - 0.62844 (Z18) -
0.61392}]
.Y5 = 1/(1 + exp[-{0.28463 (Z1) - 0.55747 (Z2) + 0.674113 (Z3) + 0.94215 (Z4) +
0.692746 (Z5) + 0.011999 (Z6) - 0.44225 (Z7) + 0.493234 (Z8) - 0.52614 (Z9)
+0.914691 (Z10) + 0.24052 (Z11) + 0.200524 (Z12) - 0.65479 (Z13) - 0.81931
(Z14) - 0.48948 (Z15) + 0.717141 (Z16) + 0.822134 (Z17) + 0.399268 (Z18) +
0.450365}]
(4.60)
The Eq. 4.60 can be used to predict the output values of normalized tensile strength,
yield strength, impact energy absorbed, hardness and density.
4.5.7 DISCUSSION:
The maximum error is not more than 0.31% and the minimum error is 0.26%. It can
be concluded that the proposed neural network model is capable of predicting the
quality characteristics of the sintered products. The approach of building model and
processing data provides a new way for the optimum employment of the process
parameters. This approach not only helps in the reduction of the experimentation
required but also reduces the problems associated with empirical models that involve
the evaluation of large number of constraints.
In PIM process the deduction of required process input values is a non-trivial problem
because of the numerous controllable and uncontrollable variables associated in the
process. Also, there are multiple solutions, so a number of different input
combinations can produce an identical output. In such cases, we can utilize additional
factors such as cost, availability of resources or time considerations, in order to
determine which solution is most preferable.
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This study has demonstrated that the neural networks are well suited to generate
correlation between PIM process parameters. This study developed a neural network
model for predicting tensile strength, yield strength, impact toughness, hardness and
density in terms of PIM process parameters. The developed network displayed good
performance. The ANN results were in good agreement with experimental data. The
optimum architecture of ANN was 15-18-5 achieved through Taguchi methodology
and ANOVA was used to observe the significance of variable parameters. From Table
4.141 it can be observed that learning rate, momentum and number of neurons are
insignificant factors and don’t make much contribution in improvement of MSE.
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CHAPTER 5
CONCLUSIONS AND FUTURE SCOPE OF WORK
5.1 CONCLUSIONS: This study investigated the influence of 15 PIM process
control parameters, namely injection pressure, injection temperature, mould
temperature, holding pressure, injection speed, powder loading, holding time, cooling
time, solvent debinding temperature, thermal debinding temperature, isothermal
holding time, sintering temperature, heating rate, sintering time and cooling rate on
tensile strength, yield strength, impact toughness, hardness and density of the parts
produced by stainless steel SS316L powder and PEG, PMMA, paraffin wax and
stearic acid based binder system. The conclusions drawn from this research are as
follows:
When the injection molding process parameters are controlled whereas the process
parameters for debinding and sintering stages are kept constant:
 The injection pressure, mould temperature, holding pressure, injection speed,
and powder loading are the significant factors during injection molding stage,
which influence the tensile strength of the parts produced by PIM process.
Whereas the injection temperature, holding time, cooling time are insignificant
factors. These factors fail to achieve 95% confidence level and are considered
to be error factors. The optimum level of input parameters (injection
pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC (holding
pressure)75MPa (injection speed)5 ccm/s (powder loading)61.5 %vol. (holding
time)15sec (cooling time)8sec results an average tensile strength of 550 MPa.
 The injection pressure, injection temperature, mould temperature, holding
pressure, injection speed, powder loading and mould temperature are the
significant factors during injection molding stage, which influence the yield
strength of parts produced by PIM process.  The holding time and cooling time
are insignificant factors.  The optimum level of input parameters (injection
pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC (holding
pressure)75 MPa (injection speed)5 ccm/s (powder loading)61.5% vol. (holding
time)15sec (cooling time)8sec results an average yield strength of 293 MPa.
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 The injection pressure, mould temperature, and powder loading are the
significant factors during injection molding stage which influence the impact
toughness of the parts produced by PIM process.  The injection temperature,
holding pressure, injection speed, holding time and cooling time are
insignificant factors. The optimum level of input parameters (injection
pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC (powder
loading)61.5%vol. results an average impact energy absorption of 112 J.
 The injection pressure, injection temperature, mould temperature, holding
pressure, injection speed, powder loading, holding time and cooling time are
all significant factors, which influence the hardness of the parts produced by
PIM process. The optimum level of input parameters (injection pressure)60MPa
(injection temperature)170ºC (mould temperature)55ºC (holding pressure)75MPa
(injection speed)5 ccm/s (powder loading)61.5 %vol. (holding time)15sec (cooling
time)8sec results an average hardness of 72 HRB.
 The injection pressure, mould temperature, injection speed and powder
loading, are the significant factors, which influence the density of the parts
produced by PIM process. The injection temperature, holding pressure,
holding time and cooling time are insignificant factors. The optimum level of
input parameters (injection pressure)60MPa (injection temperature)170ºC (mould
temperature)55ºC (holding pressure)75MPa (injection speed)5 ccm/s (powder
loading)61.5 %vol. (holding time)15sec (cooling time)8sec results an average density
of 7.6814 gm cm-3.
 Though it is observed that tensile strength, yield strength, impact toughness,
hardness and density improves with the injection pressure but it can’t be
increased beyond certain limit because not only it creates the defects in the
green part but also its interaction effect is not favourable with other input
variables. If the interaction effects of mould temperature, holding pressure,
injection speed and powder loading are taken into consideration it is observed
that at a mould temperature of 55ºC, holding pressure of 75 MPa, injection
speed of 5ccm/s and powder loading of 61.5% vol. the desirable injection
pressure is only 55 MPa for good tensile strength. The optimum working
range for all quality characteristics is 53 to 58 MPa.
 When injection temperature increases, the injection pressure decreases due to
fall in viscosity of the feedstock. The combination of high injection pressure
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with high injection temperature causes binder to separate from the powder
binder matrix. As a result the green part contains less binder to hold the
powder particles and become brittle. A zone of low strength is developed in
the range of 155 to 161ºC because the primary binder PMMA melts in this
range and there is sudden fall in viscosity.
 The mould temperature influences the cooling time of the molding process. A
hotter mould requires a longer cooling time for part produced. So the cycle
time is increased but it improves the orientation relaxation. However, when an
extremely hot melt comes into contact with a cold mould, the temperature
drop causes internal stresses in the parts produced.
 The particle migration is dependent on shear rate so the migration takes place
from low shear rate region to higher shear rate region. When the maximum
shear rate crosses the critical value the binder molecules break down and
causes improper filling. Since, the shear rate depends on filling time, which is
inversely proportional to injection speed. So it can be concluded that the
maximum shear rate depends on the injection speed and the injection speed
has a critical effect on the shear rate. The injection speed also influences the
surface finishing and other properties of the green part. Higher injection speed
refers shorter filling time and higher volumetric flow rate so it will require
higher injection pressure. High injection speed also generates the frictional
heating that raises the melt temperature. So combined effect of high injection
temperature and high shear rate reduces the melt viscosity and therefore
offsets the high injection pressure requirements.
 The powder loading of 61.5% volume is best for all mechanical properties. For
higher powder loading, there is no sufficient binder to fill the space among the
powder particles. Therefore, voids are formed in the feedstock. The feedstock
has high viscosity and it become difficult to mold it. But, the higher powder
loading favours compact shape retention. Whereas the excess binder causes
compact slumping because the powder particles settle or migrate during
debinding.
 The optimum range of cooling time is observed 6 to 9 seconds. It depends on
the part thickness, injection temperature and mould temperature. Though
shortest cooling time is desirable but an insufficient cooling time results in
defected parts. These parts have low strength. When the parts are ejected in
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too hot state the common problems observed in the parts are warpage and sink
marks. An insufficient cooling time may also cause the parts to stick with the
mold and ejector pin marks.
When the debinding process parameters are controlled whereas process parameters for
injection molding and sintering stages are kept constant:
 The solvent debinding temperature and isothermal holding time are the
significant factors during debinding stage, which influence the tensile strength
of the parts produced by PIM process. Whereas, thermal debinding
temperature is an insignificant factor.  The optimum level of input parameters
(Solvent debinding temperature)70ºC (thermal debinding temperature)400ºC
(isothermal holding time)360min results an average tensile strength of 552 MPa.
 The Solvent debinding temperature and thermal debinding temperature are the
significant factors which influence the yield strength of the parts produced by
PIM process, whereas isothermal holding time is an insignificant factor. The
optimum level of parameters (Solvent debinding temperature)70ºC (thermal
debinding temperature)400ºC (isothermal holding time)240min results an average
yield strength of 293 MPa.
 The Solvent debinding temperature and thermal debinding temperature are the
significant factors which influence the impact toughness of the parts produced
by PIM process, whereas isothermal holding time is an insignificant factor.
The optimum level of parameters (Solvent debinding temperature)70ºC (thermal
debinding temperature)400ºC (isothermal holding time)300min results an average
impact energy absorption of 109 J.
 The thermal debinding temperature and isothermal holding time are the
significant factors which influence the hardness of the parts produced by PIM
process, whereas solvent debinding temperature is an insignificant factor. The
optimum level of parameters (Solvent debinding temperature)60ºC (thermal
debinding temperature)350ºC (isothermal holding time)360min results an average
hardness of 72 HRB.
 The Solvent debinding temperature and thermal debinding temperature are the
significant factors which influence the density of the parts produced by PIM
process, whereas isothermal holding time is an insignificant factor. The
optimum level of parameters (Solvent debinding temperature)70ºC (thermal
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debinding temperature)400ºC (isothermal holding time)300min results an average
density of 7.5952 gm cm-3.
 The solvent debinding temperature is found to be a significant factor for all the
characteristic features except hardness studied in this work. A high value is
desirable for high tensile strength, yield strength, impact toughness and
density but a low value is desirable for high hardness. The mechanical
properties achieved by final parts are directly dependent on the performance of
solvent debinding. It can also be concluded that large duration is required for
solvent debinding because in the beginning the diffusion distance for the water
and PEG is short and the debinding process is fast but as the debinding
proceeds the newly formed pore channels extend to inner region of the green
part. It causes longer diffusion length and slows down the debinding rate. The
PMMA links the metal powder particles together but its presence creates
physical barrier to PEG molecules diffusion from the green part and thus
reduces the rate of removal of PEGs.
 Thermal debinding temperature is an insignificant factor for tensile strength
but significant for yield strength, hardness, impact toughness and density.
High thermal debinding temperature above 380 ºC is desirable for high yield
strength and density. It plays a vital role in the control of impact toughness of
the part produced. The low values of thermal debinding temperature may
cause very poor impact toughness.
 The isothermal sintering time is a significant factor for achievement of good
tensile strength and hardness by parts produced though PIM process so it can’t
be compromised and increasing the isothermal holding time will create
remarkable improvement in the characteristic features.
When the sintering process parameters are controlled whereas the process
parameters for injection molding and debinding stages are kept constant:
 The sintering temperature, heating rate,   sintering time, cooling rate, and
sintering atmosphere are the significant factors during sintering stage, which
influence the tensile strength of the parts produced by PIM process. The
optimum level of input parameters (sintering temperature)1340ºC (heating
rate)16ºC/min (sintering time)60min (cooling rate )5ºC/min (sintering
atmosphere)Nitrogen results an average tensile strength of 573MPa.
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 The sintering temperature, heating rate,   sintering time, cooling rate, and
sintering atmosphere are the significant factors during sintering stage, which
influence the yield strength of the parts produced by PIM process. The
optimum level of input parameters (sintering temperature)1340ºC (heating
rate)8ºC/min (sintering time)60min (cooling rate )5ºC/min (sintering atmosphere)Vacuum
results an average yield strength of 296.0 MPa.
 The sintering temperature, heating rate, sintering time, and cooling rate are the
significant factors during sintering stage, which influence the impact
toughness of the parts produced by PIM process. Whereas, sintering
atmosphere is an insignificant factor. The optimum level of input parameters
(sintering temperature)1380ºC (heating rate)8ºC/min (sintering time)120min (cooling
rate )5ºC/min (sintering atmosphere)Vacuum results an average impact energy
absorption of 113 J.
 The sintering temperature, heating rate,   sintering time, and cooling rate are
the significant factors during sintering stage, which influence the hardness of
the parts produced by PIM process. Whereas sintering atmosphere is an
insignificant factor. The optimum level of input parameters (sintering
temperature)1380ºC (heating rate)12ºC/min (sintering time)120min (cooling rate )5ºC/min
(sintering atmosphere)Nitrogen results an average hardness of 75 HRB.
 The sintering temperature, heating rate,   sintering time, and cooling rate are
the significant factors during sintering stage, which influence the density of
the parts produced by PIM process. Whereas sintering atmosphere is
insignificant factor. The optimum level of input parameters (sintering
temperature)1380ºC (heating rate)12ºC/min (sintering time)120min (cooling rate
)10ºC/min (sintering atmosphere)Nitrogen results an average density of 7.5546 gm
cm-3.
 The sintering temperature is a significant factor for all the four mechanical
properties under observation and final densification. The highest tensile
strength and yield strength are attained at sintering temperature of 1380 ºC.
But, beyond this temperature the tensile strength and yield strength decreases
because the prominent phenomenon is now melting. At 1375 ºC the SS316L
powder begins to melt so the bondage among the particles becomes week. But,
contrary effects are observed in the case of impact toughness, hardness and
final density. All these characteristics improve at 1380 ºC.
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 The densification and changes in mechanical properties occur mainly in the
heating period. Heating rate is also one of the significant process parameter
which affects both the densification and final mechanical properties of the
sintered part. High heating rate at 16 ºC/min is found most suitable for high
tensile and yield strength, but low heating rate of 8 ºC/min is found most
suitable for high impact toughness. The hardness and densification are
observed to be best at a heating rate of 12 ºC/min.
 Sintering time is also a significant factor for densification and development of
all the mechanical properties. During this time at sintering temperature the
closed pores continue to reduce or vanish and the grain size increase. The
short holding time is appropriate for obtaining the final components with high
tensile strength and yield strength but large sintering time, is a must for high
impact toughness, hardness and proper densification.
 The cooling rate is also a significant factor for densification and mechanical
properties under consideration but its contribution is low as compared to other.
Slow cooling rate of 5 ºC/min is desirable for good tensile strength, yield
strength, impact toughness, and hardness, but a comparatively high cooling
rate of 10 ºC/min is suitable for perfect densification.
When all the PIM process input parameters and output characteristics are taken
together: for Grey relation analysis.
 The optimum level of process parameters obtained from grey relation analysis:
(injection pressure)60MPa (injection temperature)170ºC (mould temperature)55ºC
(holding pressure)75MPa (injection speed)5 ccm/s (powder loading)61.5 %vol.
(holding time)5sec (cooling time)8sec (Solvent debinding temperature)70ºC
(thermal debinding temperature)400ºC (isothermal holding time)360min (sintering
temperature)1380ºC (heating rate)12ºC/min (sintering time)100min (cooling rate )5ºC/min
(sintering atmosphere)Nitrogen results in  the average tensile strength of 558
MPa, average yield strength of 292 MPa, average impact toughness of 113 J,
average hardness of 73 HRB and average density of 7.6615 gm cm-3 .
 In PIM process the deduction of required process input values is a non-trivial
problem because of the numerous controllable and uncontrollable variables
associated in the process. Also, there are multiple solutions, so a number of
different input combinations can produce an identical output.
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 The research outcomes are used in development of a neural network model for
predicting tensile strength, yield strength, impact toughness, hardness and
density in terms of PIM process parameters. The proposed neural network
model 15-18-5 is capable of predicting the quality characteristics of the
sintered products comparable to experimental results. The developed network
displayed good performance. The ANN predictions are in good agreement
with experimental data.
 The approach of building model and processing data provides a new way for
the optimum employment of the process parameters. The study confirms the
ability of ANN to predict the tensile strength, yield strength, impact toughness,
hardness and density. This approach not only helps in the reduction of the
experimentation required but also reduces the problems associated with
empirical models that involve the evaluation of large number of constraints.
The maximum error in prediction is not more than 0.31% by ANN model.
5.2 FUTURE SCOPE OF WORK:
 To find the required set of process input variables for a desired output is a
non-trivial problem because numerous controllable and uncontrollable
variables are associated in the process. Also, a number of different input
combinations can produce an identical output. In such cases, we can consider
additional factors such as material and manpower cost, availability of
resources or time considerations, in order to determine the solution that is
most preferable in the industry for cost saving.
 The metal powder used in this work was stainless steel SS316L, which has a
fixed composition. The alloying elements can be changed by mechanical
alloying as per desired mechanical properties in the part. The effect of alloying
elements can also be modeled using computational techniques.
 The weights obtained from ANN can be modified by using Genetic
Algorithms for further improvement in prediction of output.
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