Abstract. In this paper an approximation scheme is developed for the solution of the linear quadratic Gaussian (LQG) control on a finite time interval for hereditary systems with multiple noncommensurate delays and distributed delay. The solution here proposed is achieved by means of two approximating subspaces: the first one to approximate the Riccati equation for control and the second one to approximate the filtering equations. Since the approximating subspaces have finite dimension, the resulting equations can be implemented. The convergence of the approximated control law to the optimal one is proved. Simulation results are reported on a wind tunnel model, showing the high performance of the method.
lem of delay systems with any number of pure delay terms, assuming the absolute continuity of the kernel in the distributed delay integral. Theoretical convergence results are obtained in the finite horizon case, as this approximation scheme does not guarantee the uniform exponential stability of the approximate semigroups. However, it is proved in [28, 29] that, in the case of commensurate delays and without distributed delay, a weaker condition is sufficient to obtain the strong convergence of the approximated LQ algebraic Riccati equation solution. The authors call this condition uniform output stability. It is proved that the spline approximation scheme developed in [27] does satisfy this condition, so that the above convergence result is available for the infinite horizon case. But, as pointed out by Morris on page 9 of paper [36] , the convergence properties of this approximation scheme are not sufficient to ensure convergence of the closed loop response.
In [40] , a piecewise linear approximation theory has been developed for the finite and infinite horizon LQ of general delay systems. Theoretical convergence results are obtained both in the finite and infinite horizon cases, as the condition of uniform exponential stability is verified.
In [32] error estimates are established for the approximation of delay systems by means of the averaging scheme. In [26] a scheme using first order splines is developed satisfying the uniform exponential stability condition, and error estimates are established too, as is done in [32] for the averaging scheme. Such a scheme uses the classic averaging subspace of piecewise constant functions to define the approximated system equation, but defines the approximated infinitesimal generator in that subspace not in the usual averaging methodology but by using an inverse projector from such subspace to the subspace built up using splines. Such a scheme, which is a mixed averaging spline one, is used in [26] for the infinite horizon LQ problem of general hereditary systems.
The matter of uniform exponential stability for spline approximation schemes has been investigated in [15] , in the scalar open loop case. There the real eigenvalue (unique if the coefficient on delay term is positive, in the hereditary equation) of the infinitesimal generator of the semigroup governing the system is used, in order to define a particular inner product, by which Galerkin spline approximations [3] preserve the uniform exponential stability of the approximated semigroups. How this can be applied to optimal multivariables regulator problems is an open and interesting question.
In the synthesis of approximate optimal controllers developed by all above approximation schemes [4, 24, 26, 27, 40] it is assumed that the system state is completely accessible. Moreover, the approximated control input is generated by a finite rank feedback operator applied to the true state in the delay time interval. From an engineering point of view, the resulting controller is still infinite dimensional and therefore not directly implementable.
The synthesis of finite dimensional dynamic output feedback compensators for hereditary systems in a deterministic setting is considered in paper [25, section 4.2] . The proposed controller is composed of an observer and of a feedback control law from the observed state. Both the gains, for the finite dimensional observer and control, are obtained by approximating the solutions of two algebraic Riccati equations. The resulting controller resembles the solution of an LQG problem, although no reference to an optimal stochastic control problem is made in the paper. The main tool is the use of the averaging approximation scheme [2, 24] and the main result is the stability of the overall closed loop system.
In [35] the same problem is investigated with reference to a general class of de-terministic distributed systems. An approximation theory that provides an implementable scheme for the filtering problem of systems evolving on Hilbert spaces has been studied in [14, 18, 20, 22] . This theory has been successfully applied to delay systems.
In the literature the case with one pure delay term is usually completely reported [2, 24, 28, 29, 40] and the general case with multiple noncommensurate delays is usually just briefly indicated. However, the extension of all results to the general case is not straightforward [2, 3, 24, 40] or even unfeasible [28, 29] .
As a final point of this bibliographic review, we must stress the existence of a large amount of spline approximation schemes [3, 4, 26, 27, 40] for the deterministic optimal quadratic state regulator (LQ problem), where the control gain operator is approximated by approximating the relevant Riccati equation. In principle, the same approximation schemes could be adapted for approximating the covariance operator defined by the solution of the dual Riccati equation, and the Kalman filter equation that solves the LQG problem in the stochastic setting. On the other hand, the applicability of such schemes to the case of stochastic delay systems with partial noisy state observations is not a trivial question and it has not been investigated up to now, and the main problem of proving the convergence remains unsolved.
The control problem with partial state observation has been treated in literature employing the averaging scheme in a deterministic setting [25] . On the other hand, a known result [4] is the superiority of spline approximation schemes with respect to averaging ones, with respect to numerical convergence rate.
On the basis of these considerations the aim of this paper is to define a finite dimensional scheme that approximates the solution of the finite horizon linear quadratic Gaussian control problem for stochastic delay systems with partial observations. The resulting implementable scheme has the following features:
(i) the optimal closed loop response of the LQG problem can be approximated with arbitrarily small error; (ii) the scheme can be applied also in the LQ problem; (iii) the approximation method is based on splines and not on averaging; (iv) the matrices that implement the approximation of the optimal filter-controller scheme are easily parametrized as a function of the approximation order and can be easily computed; (v) the scheme allows one to deal with general hereditary systems, that is, with multiple noncommensurate delays and distributed delay; (vi) simultaneous approximation of a semigroup and of its adjoint is not required, so that problems arising from nondensity of the intersection of the respective generator domains are avoided; (vii) the scheme allows a quite natural extension to be used for the solution of the infinite horizon LQG problem; (viii) the scheme has nice numerical properties, in that it shows good performances even with a low finite dimensional approximation order; (ix) the scheme allows one to get a faster convergence of the approximation by increasing the order of the spline degree. Of course for most of the above-mentioned points, the scientific literature offers effective algorithms. Nevertheless, the problem of considering all these issues at the same time remains an interesting point.
The paper is organized as follows. In section 2 stochastic hereditary systems are written in state-space form and the infinitesimal generator of the adjoint of the 1236 A. GERMANI, C. MANES, AND P. PEPE semigroup that governs the system is studied. It is proved that such an operator has a deeply different structure if a weighted inner product is used instead of the usual one. In section 3 the finite horizon LQG is presented, and theorems for a suitable approximation scheme are proved. In section 4 an approximation scheme which satisfies hypotheses of section 3 is described for the general case. In section 5 matrices which represent finite dimensional linear operators are calculated to implement the method. In section 6 the infinite horizon case is addressed. In section 7 simulation results are reported, showing the effectiveness of the proposed method. Section 8 contains the conclusions.
Stochastic delay systems.
In this paper we deal with the class of those dynamical systems that in technical literature are generally known as linear delay systems, sometimes also called hereditary systems. When state and observation noise are present, these are described, for t ≥ 0, by stochastic equations of the typė z(t) = A 0 z(t) + 
The noise ω belongs to the Hilbert space L 2 ([0, t f ]; R s ) equipped with the standard Gaussian cylinder measure (this corresponds to model ω as a white-noise process [1] ). Independence of state and observation noises is assumed, that is, F 0 G T = 0 and, without loss of generality, GG T = I q , where I q denotes the identity matrix in R q×q . The variable z in the interval [−r, 0] is assumed to be generated as follows:
wherez is absolutely continuous with derivative in L 2 ([−r, 0]; R N ) and the process ω, independent of ω, belongs to the Hilbert space L 2 ([−r, 0]; Rs) equipped with the standard Gaussian cylinder measure, and the kernel k(ϑ, τ ) is integrable for τ ∈ [−r, 0].
As is well known, system (2.1) can be rewritten in state-space form in the Hilbert space M 2 = R N ×L 2 ([−r, 0]; R N ), endowed with the following weighted inner product [3] :
where g(ϑ) is the piecewise constant nondecreasing function defined as
where χ S denotes the characteristic function of the interval S.
Here and in the following the standard assumption is made that summations vanish when the upper limit is smaller than the lower one (e.g., δ = 1 in (2.4)).
In this paper, for the sake of brevity and whenever it does not cause confusion, the space L 2 ([−r, 0]; R N ) will be simply indicated as L 2 . In the same way C k will denote the space 
y(t) = Cx(t) + Gω(t), (2.6) where A : D(A) → M 2 is defined as
with domain (2.8) and the linear operators B, C, F are defined as
The Hilbert-Schmidt operator L = L0 L1 , which defines the stochastic initial state x(0), derives from definition (2.2) and is defined as follows:
(2.12)
The mean value and nuclear covariance of the initial state x 0 are as follows:
A. GERMANI, C. MANES, AND P. PEPE Remark 2.1. Note that the weighted scalar product (2.3), (2.4) assures that there exist real α such that A−αI has the nice property to be dissipative [3] . This property is used in the paper to prove the convergence of the approximation scheme.
For the reader's convenience, the definitions of some operators related to the system (2.5), (2.6) that will be extensively used in the paper are reported below. 
T 0 x 0 ; (2.14)
with dense domain
The proof that the operator defined by (2.20), (2.21), (2.22 ) is in fact the adjoint of operator A is reported in appendix.
Remark 2.3. The difference between the case of just one pure delay and of multiple pure delays is given by summations in (2.20), (2.21), which vanish in the first case and complicate the analysis very much in the second one.
3. The finite horizon LQG for delay systems. In this section the problem of defining a feedback control law for the stochastic delay system (2.1), (2.2) is considered. In particular we are interested in the problem of synthesizing the control law that minimizes the cost functional
with 0 < t f < ∞, where matrix Q 0 is symmetric nonnegative definite. It can be readily recognized that the functional (3.1) admits the following representation in M 2 :
where Q : M 2 → M 2 is defined as
and x(t) satisfies system equations (2.5), (2.6). The solution of this problem, as is well known, is the classical LQG controller given by the following equations [1] :
where T (t) is the semigroup governing the system, that is, the semigroup generated by the operator A in (2.7), (2.8), andx 0 and P 0 are the expected value and the covariance operator of the initial state x(0) in M 2 , respectively. The solution given by these equations is a very important result only from a theoretical point of view. For our purposes we need to recall that the solutions of the Riccati equations (3.5), (3.7) evolve in the Hilbert space of Hilbert-Schmidt operators and moreover, for every t f < ∞, there exist constants K P and K R such that [20] sup (3.8) where, as usual, · H.S. denotes the Hilbert-Schmidt norm [1] .
In engineering applications, due to its infinite dimensional nature, such a solution is not directly implementable. Therefore it becomes important to investigate when such a solution admits a finite dimensional approximation.
Throughout the paper, given a Hilbert space X and a closed subspace S ⊂ X, the orthogonal projection operator from X to S will be denoted as Π S .
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In the next lemma, the linear space of bounded operators on a Hilbert space H is denoted L(H). 
where Op ∈ C ([0, t f ]; L(H 2 )) and let Γ n (t, τ ) be the sequence of mild evolution operators
where
Let K be a compact subset in the Hilbert space of Hilbert-Schmidt operators mapping
Let M be a positive real such that
Applying the Gronwall's inequality, Since the set of operators (t) the semigroup generated by the operator Π Ψ n A * Π Ψ n : M 2 → Ψ n . Let P n (t) and R n (t) be the solutions of the finite dimensional differential Riccati equationṡ (Hp 2 ) Π Ψ n converges strongly to the identity operator;
1242
Proof. See the proof of Theorem 3 in [20] . Remark 3.4. Note that, with the given definitions, in general the semigroup T * Ψ n (t) generated by the operator Π Ψ n A * Π Ψ n is different from the semigroup T * Ψn (t), the adjoint of the semigroup generated by Π Ψn AΠ Ψn .
Lemma 3.5. Let Ψ n and Ψ n be sequences of finite dimensional subspaces of
Consider the following operators:
Let S(t) and S n (t) be the semigroups generated by operators A and A n , respectively. Let Π Hn be the following sequence of orthoprojection operators, strongly converging to identity,
Assume that assumptions Hp 1 -Hp 4 of Theorem 3.3 are satisfied. Then
Proof. Thesis Th 1 is an immediate consequence of hypothesis Hp 3 .
As far as Th 2 is concerned, we have 
, (3.26) where
To prove Th 3 it is sufficient to prove that the three operators in (3.27) converge uniformly to zero in the H.S. norm. Let us start with operator Op n 1,2 (t). We have
Moreover, from the uniform convergence of R n (t) stated in Theorem 3.3, R being self-adjoint, and for Lemma 3.1, by (3.29) it follows that Op 
A. GERMANI, C. MANES, AND P. PEPE Since, by Lemma 3.1, Π Ψn P (t) − P (t) H.S. → 0 uniformly and (Π Ψn P (t)Π Ψn − P n (t))Π Ψn H.S. → 0 by Theorem 3.3, it follows that the norm of Op 
has already been proved. Moreover,
Again, as proved in [20] , the term (Π Ψn P (t)Π Ψn − P n (t))Π Ψn H.S. → 0 uniformly and thanks to Lemma 3.1 also
, and the lemma is proved. Lemma 3.6. Let U (t, τ ), 0 ≤ τ ≤ t, be the mild evolution operator
Let {U n (t, τ )} be the sequence of mild evolution operators
Proof. Let us denote by g(t, τ ) and g n (t, τ ) the quantities (3.37) from which, denoting the approximation error by e n (t, τ )
we have
and therefore
Now, given > 0, by Lemma 3.1 there exists an integer ν ,X such that, for all n > ν ,X , we have (3.42) where (3.44) and therefore
This concludes the proof. Now, the main theorem can be given. Theorem 3.7. Using the same hypotheses of Theorem 3.3, let u n (t) be the input obtained by the following finite dimensional equations:
where P n and R n are given by (3.15) and (3.16) . Let u(t) be the optimal input,x(t) the optimal estimated state, x n (t) and x(t) the actual state evolving when u n (t) and u(t) are applied to system (2.1), (2.2), respectively.
Proof. Let X = x x and X n = xn xn . It iṡ
X(t) = AX(t) + D(t)X(t) + O(t)ω(t),
,
be as in Lemmas 3.5, 3.6. We have
which can be rewritten as
Let us introduce the Hilbert spaces
and define the operators (3.59) and the functions
In the space W X,t , (3.55), (3.56) can be expressed as
The first term in the right-hand side goes to zero thanks to Lemma 3.6.
For the second term we have
which goes to zero by using Lemmas 3.1, 3.5, and 3.6. This concludes the proof.
The approximation scheme.
In this section, we will derive the approximation scheme for the LQG controller (3.4)-(3.7). The first step is the definition of the sequences Ψ n and Ψ n of subspaces approximating D(A) and D(A * ). This is made by a suitable definition of basis vectors for subspaces Ψ n ⊂ D(A) and Ψ n ⊂ D(A * ). In order to avoid confusion with the general settings in section 3, the forthcoming choice for Ψ n and Ψ n will be denoted by Φ n and Φ n respectively. In [3] the dynamics of linear delay systems is approximated using classical first order splines uniformly distributed over the interval [−r, 0]. With this choice the computation of matrix representation of the approximated operators is quite complex due to the fact that in general, for a given number n of subintervals of [−r, 0], the delay instants −r j do not coincide with knots of splines.
It is useful to define a multi-index s = (n 1 , . . . , n δ ) that characterizes the partition of each interval [−r i , −r i−1 ], for i = 1, . . . , δ, into n i subintervals of length (r i − r i−1 )/n i , in which n i + 1 classical first order splines are considered (see Figure 1 ), numbered from 0 to n i . Definition 4.1. A sequence {s n } of multi-indexes, defined for n = 1, 2, . . ., where n is the lowest of indexes n j of the multi-index (i.e., n = min{s n }), is denoted a test sequence if there exists a constantc such that for each n it is max{s n }/n ≤c. The approximating subspace Φ n and Φ n are defined as follows. 
where 
where a jk is the k column of matrix A From the definition, for each k it is
(4.14)
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So it is only to be verified that for
It is also
and so ⎛ Remark 4.6. In the case of just one pure delay, vectors generating subspaces Φ n and Φ n become, respectively,
for Φ n , and
for Φ n . As can be seen, a great simplification is obtained with respect to the general case. Vectors v are just the ones in [3] , and vectors w differ just for the fact that the nonzero term in R N is taken from the first N vectors to the last ones, and the L 2 part of these last N vectors is multiplied for the columns of matrix A T 1 . This simplification with respect to the general case is due to the much simpler domain (2.21).
Consider now a test sequence of multi-indexes {s n }, and consider the associated sequence of orthoprojection operators Π Φn : M 2 → Φ n and Π Φ n : M 2 → Φ n . For brevity, from now on the following notation is used:
Recall that operators Π n and Π n , being orthogonal projectors, have the following properties:
The following results can be given on the convergence of the sequences of projectors Π n , Π n , and of the sequence of semigroups generated by Π n AΠ n and Π n A * Π n .
Theorem 4.7. The sequence of orthoprojection operators Π n : M 2 → Φ n converges strongly to the identity operator.
Proof. 
By Theorem 2.5 in [42] it is x n 1 − x 1 → 0, and the thesis follows by
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Theorem 4.8. The sequence of semigroups T Φn generated by the operators Π n AΠ n converges strongly to the semigroup governing the system (2.5), (2.6).
Proof. Let D be the set in the proof of the previous theorem. There exists λ > 0 such that (A − λI)D is dense in M 2 (see Lemma 2.2 in [3] ). There exists α such that (A − αI) e (Π n AΠ n − αI) are dissipative (see Lemma 2.3 and proof of Theorem 3.1 in [3] 
and as
, and Theorems 1.5, 2.5 in [42] ), it follows that AΠ n x − Ax → 0. Take into account that (Π n x) 1 
Thus the Trotter-Kato theorem hypotheses are satisfied ( [38] , Lemma 3.1 in [3] ).
As can be seen, the proofs of the above two theorems follow the same lines of the proofs in [3] , developed for the case of first order splines uniformly distributed in the interval [−r, 0].
Lemma 4.9. The subspace
is dense in M 2 . Proof. As usual, let us prove density in
Consider the sequence of elements in U ,
As y 1 is bounded, f n is bounded too, uniformly on n. It follows that
Remark 4.10. The previous lemma proves that the intersection between the domain of A and the domain of A * is dense in M 2 if the weighted inner product is used. See that the subspace U is contained in both the domains. It is a standard result that such an intersection is in general not dense if the usual inner product is used [11, 14, 24, 27, 43] .
Theorem 4.11. The sequence of orthoprojection operators Π n : M 2 → Φ n converges strongly to the identity operator.
Proof. It is sufficient to prove strong convergence in a dense subspace of M 2 . Therefore, consider the subspace U in (4.34) .
It is shown below that for any y = y 0 y 1 ∈ U there exists a sequence of approximations y n ∈ Φ n such that lim n→∞ y n − y M 2 = 0. Consider the following definition of y n ∈ Φ n :
It is, by substituting expressions of vectors generating the subspace Φ n (4.6), (4.7), (4.8), (4.11),
Moreover, it is readily recognized that
which gives the norm of the error between a function y 1 ∈ W 1,2 and its approximation with first order splines in which the value at each spline knot (the instants t i j ) is exactly the value of the function at time t i j . It is a standard result that the error tends to zero in L 2 norm for n → ∞ (Theorem 2.4 in [42] ) and therefore lim n→∞ y n − y M 2 = 0. This implies, by property (4.30), the strong convergence to identity of operator Π n .
Lemma 4.12. There exists a real constant α such that the operator A * − αI and operators Π n A * Π n − αI are dissipative. Proof. In [3] it has been proved that there exists α such that operator A − αI is dissipative and therefore generates a semigroup which is a contraction one. This implies that the adjoint semigroup is a contraction one too and therefore its infinitesimal generator A * − αI is dissipative [1] . Dissipativity of A * − αI implies that for any n the operator Π n A * Π n − αI is dissipative. This happens because for 
Proof. Let us at first assume the following additional property on the term A 01 in the definition of operator A * :
is a matrix of functions in
where g is the weighting function in the inner product (2.4). Hypothesis (Hp 0 ) will be removed at the end of the proof. First, it will be shown that under assumption (Hp 0 ) there exists a sufficiently large λ and matrices
in which the linear functional F λ (z 1 ) :
Nδ is defined as follows:
Next, it will be shown that there exists a sufficiently large λ such that for any given x = x0 x1 ∈ M 2 and for any ε > 0 there exists z =
and therefore, from (4.45),
that is, the density of (A * − λI)D in M 2 . In order to prove (4.45) as a first step it is shown how to find a function Y 1 (y 0 , z 1 ) such that for any y 0 ∈ R N and z 1 
For any given pair y 0 ∈ R N and z 1 
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. . .
where H δ,2 is defined in (A.4) , Lemma A.1, in the appendix.
In order to guarantee that y = 
. . . . . .
(4.57)
By substituting (4.52) and (4.55) into (4.57) and rearranging we have (4.58)
Because H p is nonsingular (Lemma A.3 in the appendix), by (4.58) it results that ⎡ ⎢ ⎣ y 1 (−r 1 ) . . .
From (4.61) and (4.53), recalling that r δ = r, matrices N j (λ) and M j (λ), j = 1, . . . , δ are defined such that
The left-continuous function y 1 = Y 1 (y 0 , z 1 ) we were looking for is given by
in which f (ϑ) is given by (4.51) . This is such that
Finally, recalling the definition (4.50) of function f , it is 
It is clear that there exists a sufficiently large λ such that Q 0 (λ) is nonsingular, due to the presence of the term −λI N (the other terms are all bounded functions of λ).
, is given by 
This expression allows one to define the matrices P j 0 (λ) and P j 1 (λ) used in (4.45) as
. 
Composition of functions
(4.
The proof of the lemma is obtained if the set R is proved to be dense in L 2 ([−r, 0]; R N ). This is true because it can be readily shown that density of R is sufficient to conclude that ∀x ∈ M 2 , for any ε > 0, there exists a y ∈ D such that x−(A * −λI)y M 2 ≤ ε (i.e., density of (A * − λI)D). Given a x = It is now an easy matter to show that vector y = y A − y B + y C is such that
It remains to prove that R is dense for sufficiently large λ. We will show that if for any f ∈ L 2 ([−r, 0]; R N ) there exists a vector α ∈ R Nδ such that
for sufficiently large λ, and this is a sufficient condition for density of R.
To this purpose consider a f ∈ L 2 , let α be the solution of (4.80), and define the function
, that is, f and density of R, under nonsingularity of Γ(λ), is proved. It remains to prove the nonsingularity of the δN × δN matrix Γ(λ) defined in (4.81) for a sufficiently large λ. Such a proof is reported in [39] and is worked out by showing that det Γ(λ) is a continuous function of λ and that there exists the limit matrix Γ = lim λ→+∞ Γ(λ). Such a matrix can be easily proved to be nonsingular, because it is block triangular (each block is N × N ), in which the diagonal consists of the following nonsingular δ blocks: block 1 is I N , block j, for j = 2, . . . , δ, is I + 
it follows that there exist k 0 such that (A * − λI)y k0 − x < , provided y k is uniformly bounded. It is sufficient that D k0 < 2 sup k y k . It remains to prove uniform boundedness of
If k is sufficiently large such that (λI − A * ) −1 D k ≤ d < 1, the following inequality holds:
which proves the uniform boundedness of (A * k − λI) −1 . The uniform boundedness of y k follows by Proof. Since it is
and lim n→∞ Π n y − y M2 = 0, ∀y ∈ M 2 (strong convergence), the lemma is proved if for any
n (x), (4.91) where
.
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It is such that x 0 = x 0 , so that x − x M 2 = x 1 − x 1 L2 and therefore
Considering that the function
and
As for the first term at the right-hand side of inequality (4.96), since it is
by standard results of spline analysis (see Theorem 2.5 in [42] ), each term in the summation goes to zero for n → ∞.
As for the second term, from definition of vectors w that generate V n , it is, by applying the Schmidt inequality (see Theorem 1.5 in [42] ),
For each term in the summation it is
Again, by standard results on spline approximation (Theorem 2.5 in [42] ), each term in the summation goes to zero for n → ∞. This proves that S n (x) goes to zero for n → ∞.
It remains to prove that the term δ x 1 (0) − (Π n x) 1 (0) 2 in the right-hand side of (4.91) goes to zero for n → ∞.
First, note that being x ∈ D(A * ) it is such that for i = 1, . . . , δ − 1
where x 1 (−r + i ) denotes the limit of x 1 (ϑ) for ϑ approaching −r i from the right (note that in general x 1 (−r + i ) = x 1 (−r i )). Simple computations, taking into account definition (2.22) of k j , give
At point −r it is generated by the operators Π n A * Π n converges strongly to T * , the adjoint of the semigroup generated by A. Proof. The results in Lemmas 4.12, 4.13, and 4.14 imply that the hypotheses of the Trotter-Kato theorem, as stated in [38] and reported also in Lemma 3.1 in [3] , are satisfied, and this proves the convergence of T * Φ n to T * .
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n (0) = Π nx (0) in which P n and R n are the finite dimensional solutions of the Riccati equations (3.15) and (3.16) in which the projectors Π n and Π n are considered. Let u(t) be the optimal input,x(t) the optimal estimated state, x n (t) and x(t) the actual state evolving when u n (t) and u(t) are applied to system (2.1), (2.2), respectively. Then
Proof. The proof comes from Theorem 3.7, whose assumptions (from Hp 1 to Hp 4 ) are satisfied thanks to Theorems 4.7, 4.8, 4.11, and 4.15.
Implementation of the method.
In this section the numerical implementation of the approximation scheme described in the previous section, and which satisfies all properties listed in the introduction, is reported.
Consider two Hilbert spaces U and V and two finite dimensional subspaces U n ⊂ U and V m ⊂ V of dimension n and m, respectively. Let (u 1 , . . . , u n ) be a basis of U n and (v 1 , . . . , v m ) a basis of V m . Consider the nonsingular matrices T n ∈ R n×n and Z m ∈ R m×m , whose components are defined as
Recall that the orthoprojection operator from U to U n performs the following operation on a vector x ∈ U:
and the orthoprojection operator from V to V m performs the following operation on a vector y ∈ H 2 :
Let us denote as ξ n the isomorphism that associates to a vector x ∈ U n its coordinate representation
and as ξ m the isomorphism
Consider now the algebra S of linear operators from U n to V m . It is
The following isomorphism η m n is induced between S and the algebra of matrices m × n:
that is, such that
Isomorphisms between points of finite dimensional spaces and their coordinate representations and between linear operators on finite dimensional spaces and their matrix representations allow us to write the approximated Riccati equations for control (3.16) and for filtering (3.15) aṡ
and the approximated filter equation (3.46) and control equation (3.47) in the forṁ
In (5.9) and (5.10)x n,C is the coordinate expression of vectorx n in the basis of Φ n ,ẑ n (t) is the approximation of the optimal estimate of z(t), P n (t) and R n (t) are square matrices whose components are defined as { P n (t)} i,j = (P n (t)v j , v i ) and
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(5.12) with P n (t) and R n (t) solutions of the matrix differential equations (Riccati) in (5.9), the approximate LQG controller can be written as follows:
It is important to stress the fact that matrices in (5.11) have a fixed structure and, in the case of hereditary systems without distributed delay, such matrices depend only on the multiindex s n and on the matrices A j (j = 0, 1, . . . , δ) , B 0 , C 0 , F 0 , G that describe the system and on the weight matrix Q 0 that defines the cost functional. This property follows from the fact that splines are not uniformly distributed over the interval [−r, 0]: each interval [−r i , −r i−1 ] has an independent spline distribution.
The numerical computation of matrices (5.11) is a straightforward function of the multi-index s n and of the system matrices. As an example, the expressions of matrices in (5.11) are reported for systems with two pure delay terms (multi-index s n = (n 1 , n 2 ) with n = inf(n 1 , n 2 )) and no distributed delay.
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If there is the distributed delay too, then the following matrix must be added in the right-hand side of (5.19):
6. Remarks on the infinite horizon case. The methodology here presented for LQG control of hereditary systems over a finite time-horizon can be applied also for LQG control over infinite time-horizon. The basis is the paper [14] in which, under suitable conditions, the convergence of the solution of an approximate Riccati differential equation, evaluated in a sufficiently large time, to the solution of the corresponding infinite dimensional algebraic Riccati equation is proved. The hypotheses required in [14] for such a convergence are satisfied by hereditary systems and by the approximation scheme here presented. Such hypotheses are the Hilbert-Schmidt property of operators Q and F F * , the convergence of the sequence of projection operators involved, and the convergence of the semigroups approximating the semigroup generated by the operator which, in the algebraic Riccati equation, multiplies on the left the unknown Riccati operator. Structural properties are requested in paper [14] of approximate controllability of pairs (A, F ) and (A * , Q). In that paper the approximate solution of an algebraic Riccati equation is found by exploiting the approximability of the corresponding dynamical Riccati equation and its time convergence toward the steady state, and finding a large enough time-horizon T to approximate the steady-state solution. Such a solving method, which requires only convergence of one approximating semigroup, does not allow for a uniform convergence of the approximate solution toward the actual one (see Theorem 3.2 of [14] , relationship among , T , and n). On the other hand, such a solving method does not require the uniform exponential stability of the approximating semigroups nor the convergence of the adjoint approximate semigroups.
Using the approximate solutions of the Riccati algebraic equations, by using the above paper, the infinite horizon LQG controller can be built. The problem of guaranteeing the convergence of the approximation schemes in infinite horizon case continues to be worthy of attention.
Nevertheless, when the state is fully available, the approximation scheme here presented has the nice property to guarantee convergence also in the infinite horizon case, as stated in the following theorem.
Theorem 6.1. Consider system (2.5), with fully available state, that is,
and the following cost functional
2). Let the pair (A, B) be stabilizable and the pair
where R n (T ) is the approximate solution of the algebraic Riccati equation for control
obtained [14] by evaluating the approximate dynamic Riccati equation (3.16) in a suitable time T , and x n (t) is the corresponding evolving state. Let x(t) be the state evolving when the optimal infinite horizon LQG control law is applied to the system. Then, for every > 0, there exists a T , such that for every T > T there exists an n T , such that for every n > n T the semigroup which governs the closed loop system, that is, the one generated by A − BB R n (T )Π n , is exponentially stable and, moreover,
Proof. First let us prove that E x(t) is uniformly bounded. Let S(t) be the semigroup generated by the optimal closed loop infinitesimal generator A − BB R, with R the solution of the algebraic Riccati control equation. There exist positive constants M and σ such that S(t) ≤ Me −σt . It is (6.6)
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It is
by which it follows that (6.9)
and by the Gronwall inequality
Now let > 0. By Theorem 3.2 in [14] and by the inequality
it follows that there exists T such that for every T > T there exists n T such that for every n > n T
and so
which implies the exponential stability of the closed loop semigroup. As far as the second part of the thesis is concerned, let
by which, taking into account (6.12),
7. Examples. Simulations reported in this section have been performed by MATLAB on a PC using the 3rd order Runge-Kutta integration algorithm. Example 1. Consider the following unstable hereditary system:
where z(t), u(t), y(t) ∈ R, ω 1 (t), ω 2 (t) ∈ R are independent white Gaussian standard noises.
By denoting Z(t) = z(t) dz(t) dt
, and ω(t) =
ω1(t) ω2(t)
, the system (7.1) can be rewritten as follows:
The weight matrix in the functional (3.1) has been chosen as 
while the initial estimateẐ(ϑ) has been set to 0 in the same interval. The covariance operator P 0 of the initial state in M 2 has been chosen as follows:
. The integration step has been chosen equal to 0.0025. Figures 2-5 report the first component of the actual Z(t) evolving when the approximated input is applied to the system and of the estimatedẐ(t) for different values of n 1 and n 2 . Figures 6-9 report the second component of Z(t) andẐ(t). In Figures  10-13 the first component and the second one of Z(t) andẐ(t), the approximated control input and the noisy output, are reported for n 1 = n 2 = 6.
Example 2. Consider now the well-known National Transonic Facility [4, 27, 40] , the liquid nitrogen wind tunnel at NASA Langley Research Center in Hampton, VA. Here only one of the state variables is measured, the guide vane angle, while no measurement of the mach number nor of the guide vane angle derivative is available. Moreover, we suppose an additive Gaussian noise corrupts the dynamics of the system and the above measure. A simplified model of such a system is given by (see [4] for the 
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with (1/a) = 1.964, k = −0.0117, ξ = 0.8,ω = 6.0, and ω 1 (t), ω 2 (t) ∈ R independent white Gaussian standard noises. As in the LQ problem developed in [4, 27, 40] , the matrix Q 0 in the functional (3.1) has been chosen as follows:
In simulations we have supposed to know exactly the initial state
and we have used 
for different n and the same noise realization are reported in Table 1 . The integration step has been chosen equal to dT = 0.001, the integral J 10 has been computed as dT
. We have considered also the infinite horizon LQ problem: this means that we have considered only the Riccati equation for control and evaluated the dynamic approximated Riccati operator in a sufficiently large time. We have stopped integration when the norm of the difference between the Riccati matrix operators evaluated in time kdT and (k + 1)dT was less than 10 −10 . Tables 2-5 report the values of matrices Π n 0 and of matrices of functions Π n 1 (ϑ) [4, 27, 40] of the approximated, not yet implementable, LQ control law In Tables 3-5 the values of the second column, the only one not zero, of matrices Π n 1 of continuous functions are reported, just in instants −jr/n, j = 0, 1, . . . , n (between such points the continuous function in consideration is a one degree polynomial).
In the wind tunnel example, and in all other examples we have simulated, no oscillations appear for Π n 1 (ϑ), which was an important problem arising while consid- ering the approximation scheme [4] . In that approximation scheme Π n 1 is increasingly oscillatory with increasing n, while in our scheme, as in [27, 40] , each function in Π n 1 is monotone. This property becomes very important if one wants to implement the approximating feedback law in a real system [27] .
In Table 6 the approximations of order n = 8 of matrix Π 0 , denoted Π 8 0 , are reported, computed with approximation schemes in [2, 24, 4, 27, 40] and with the method presented in this paper. Also the exact optimal Π 0 is reported, as computed in [27] . Table 7 reports the values of the functional
computed using the same approximation schemes for n = 8. The value computed with the method proposed in this paper is obtained by numerical integration of (7.6). The value computed with t f = 20 is quite the same (for n = 2 it is J 20 = 136.4133).
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[z T (t)Q 0 z(t)+u 2 (t)]dt, computed for different n and for the same noise realization, are reported in Table 8 .
All approximation schemes give, within numerical errors, practically the same value of the cost functional. It is indeed remarkable that the proposed approximation scheme is able to reach such value of the functional starting from noisy output measurements and not, as the other schemes do, starting from noiseless full state information (in a delay interval).
In Figures 18-20 the three components of the state are reported in the infinite horizon case, for n = 2. The plots of the input and of the output are reported in Figures 21 and 22 .
Comparison with the methods presented in [25, 26] cannot be reported because such papers do not contain numerical results. 8. Conclusions. In this paper a new spline approximation scheme has been developed for the finite horizon LQG control of general hereditary systems. The approximated LQG controller is a finite dimensional linear system driven by the noisy output. It has been proved that the approximated implementable feedback input and the corresponding state converge to the optimal ones. The approximation scheme makes use of first order splines, introduced by [3] for hereditary systems, suitably adapted to the LQG problem which involves three differential equations, that is, the filter equation and the two Riccati equations required for the computation of the optimal stochastic control. Generally in the literature one of these equations is considered, that is the Riccati equation for the deterministic state feedback optimal control [4, 24, 26, 27, 40] . A methodology with two approximating subspaces has been necessary to apply such spline functions to obtain convergence of the overall LQG problem.
The main feature of the proposed scheme is from a numerical point of view. Indeed our proposal of an implementable LQG controller gives practically the same results of the well-known LQ controller, with a complete knowledge of the infinite dimensional state in a deterministic setting, with reference to an important widely studied case as the NASA National Transonic Facility. The choice of spline environment instead of averaging one is motivated in [4] , where its numerical advantages are stressed.
Moreover, the proposed method for choosing splines has the important degree of freedom regarding the possibility of approximating separately the semigroup governing the system and its adjoint. This allows us to use splines of any order [3] . This is very promising for obtaining very good performances in the future.
Future work will involve the infinite horizon LQG problem, which in this paper has been only sketched. For such a problem, the approximation scheme developed here can be used, and convergence of the type in paper [14] can be obtained. As a final remark, we would like to stress that the methodology presented in this paper can involve more than one type of approximation for the three equations governing the LQG stochastic control in order to get the best combination of theoretical and numerical convergences of approximation schemes developed until now [2, 3, 24, 26, 27, 40] . 
where k j are functions defined in (2.22) .
Proof. In the case δ = 1 the summation vanishes and the lemma is trivially true. In the case δ > 1, consider (A.1) in time instants −r k (A.2)
which can be put in matrix form as
. . . Remark A.2 The proof of this proposition concerning the adjoint operator A can also be done by methodology shown in [15] . Using standard Lax-Milgram-type representation theorems, a relationship follows between equivalent inner products, so that an adjoint operator in a given inner product can be found by another one obtained in an equivalent inner product (see [15] and references therein). and this proves the nonsingularity of H p (λ) for any nonnegative λ.
