Introduction
Kernel-based methods, such as SVM classifier, have been proven to have more predominance of generalization and better performance of classification than traditional methods. As the main point of these technologies, kernel functions can increase the computational power of traditional linear learning machines by projecting the data into a high dimensional feature space, and can transform a non-linear problem into a linear problem [1] .
Although kernel functions have been widely used in pattern recognition, they have some weaknesses.
Traditional kernel functions only accept 1D vector as their input data. But some real-world data such as image data are often 2D matrices, which can not be directly accepted by the kernel functions unless doing some preprocessing work. One way is to abstract features. But there are many categories of ways to abstract features and each one can only be efficient to some special object. How to select the appropriate ones is always a difficult problem. The other way is to decrease the dimensions of data. The simplest method is to treat the image data as a 1D vector. C. Kaynak [2] divides 32 32 × bitmaps of handwritten digits into nonoverlapping blocks of 4 4 × and counts the number of on-pixels in each block. Then he gets a vector of 64 elements and uses it as the feature vector.
This way can only be efficient with data of small size.
In fact, many statistic analysis approach of the first way do the same thing. They treat the image as a set of non-relevant pixels and the structural information of two-dimensional data are lost.
In this paper, we propose a new kind of kernel function that can directly accept image data as input data. Section 2 introduces the traditional RBF kernel function in brief and educes our idea. In Section 3, we describe our kernel function in detail. In Section 4, the new kernel function is compared with the old approaches on UCI Optical Handwritten Digits dataset
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Traditional Kernel Functions
Our idea comes from the traditional kernel Functions.
First, let us see the three types of traditional ones which are generally used.
Poly:
Out purpose is to construct a new form of kernel function where u and v can be 2D data. In (1) and (3), the operation between u and v is inner product, which can not operate on image data generally. And we don't pay attention to them. In (2), the operation is 
RBF2D
Note that in (4) 
Distance between Image Data
Image data are matrices. The distance between two matrices can be computed using Frobenius Norm [5] generally.
) ( (5) Here, A and B are N M × matrices. And From the formula, we can see that, all elements in A and B are out-of-order, only statistical information is reserved.
Unlike in a vector or a data set, an element in a matrix has relation to the 8 elements (or even more) around it, as be shown in Figure 1 .
Figure 1. An element in a matrix
Especially for image data, most targets are objects of some shape or structure and cover a region in the The two images in Figure 2 are the same object under different luminance conditions. Because the object has an anomaly surface, they look different in luminance, and SSIM doesn't work. For solving this problem, we propose our method which is block-based.
Although the two images look different in every block at the corresponding position (in Figure 3) , we can increase their similarity after some simple preprocessing work, which will not work on the whole image. the following form, in (6).
Here, n A and n B are the data matrices of the nth block. where the constant 1 C is included to avoid lum ω increasing too fast. For 8-bit grayscale or 24-bit true-color images, the maximum of each pixel is 255, we choose = 1 C 10~20 which is calculated using the image data sets on internet.
Content Difference Weight. For images, content
is more important than luminance. The two images in Figure 2 have different luminance level, but obviously they are the same object. We consider that the luminance difference between two images of the same object will be less complex than that of different objects. We suppose n C is the luminance difference these blocks' effect, they will be set smaller weight. So we hope pos ω has Gauss form (in Figure 4, Equation   13 ), where the constant s is the value that is predefined for the block at the corner. r is the distance between the block and the center. 0 r is half of the diagonal length. We choose s=0.5 in our study. 
where parameter m (0<m<1) is the weight of lum ω and con ω . Because we think lum ω is from the whole view while con ω is from the detail view. Parameter m is set to control the proportion how much they contribute to n ω .
From all above discussions in Section 3.1, we know
It can be used as a weight. Then our ) , ( B A d is accomplished finally.
Blocking Option
The size of each block and how the blocks are organized are also important to our RBF2D kernel function. But we will not discuss them in this paper in detail. We only give our solution in this paper.
Experiment Results

ALOI dataset
ALOI data set includes 1000 objects and each object has 24 8-bit grayscale images under different luminance conditions. The size of each image is 144 × 192. We choose 3 objects. They are shown in Figure 5 . 
Conclusion
In this paper, we proposed RBF2D which can accept 2D image data as input data without abstracting the features that we often do nowadays. And we compare it to the old method using the UCI Optical Handwritten 
