This paper extends the LSDV bias approximations in Bun and Kiviet (2003) to unbalanced panels. The approximations are obtained by modifying the within operator to accommodate the dynamic selection rule. They are accurate, with higher order terms bringing only decreasing improvements. This removes an important cause for limited applicability of bias corrected LSDV estimators.
Introduction
It is well known that the LSDV estimator for dynamic panel data models is not consistent for N large and finite T . Nickell (1981) derives an expression for the inconsistency for N → ∞, which is O (T −1 ). Kiviet (1995) uses asymptotic expansion techniques to approximate the small sample bias of the LSDV estimator to also include terms of at most order N −1 T −1 , so offering a method to correct the LSDV estimator for samples where N is small or only moderately large. In which is clearly an important cause for their limited applicability.
This paper extends the bias approximation formulas in Bun and Kiviet (2003) to accommodate unbalanced panels with a strictly exogenous selection rule. Monte
Carlo experiments are carried out to assess how unbalancedness affects the LSDV 2 bias and the bias approximations of various order. Kiviet (1995) , (1999) and Kiviet and Bun (2003) consider the standard dynamic panel data model
Bias approximations
where y it is the dependent variable; x it is the ((k − 1) × 1) vector of strictly exogenous explanatory variables; η i is an unobserved individual effect; and it is an unobserved white noise disturbance. Collecting observations over time and across individuals gives by Kiviet (1999) , which contains terms of higher order than T −1 :
where expectations are to be meant conditional on strictly exogenous regressors, individual effects and start-up values for y, 
0 otherwise , i = 1, ..., N and t = 1, ..., T Thus, for any i the number of usable observations is given by
The total number of usable observations is given by n = X N i=1 T i , while T = n/N denotes the average group size. The unbalanced dynamic model can then be written as
with the unbalanced LSDV estimator given by 
The LSDV estimator is given by
where
is the symmetric and idempotent (NT × NT ) matrix wiping out individual means and also selecting usable observations.
Initial times may vary across individuals and are given by t We make the following assumption: a) γ < 1 and for each i the variables in X are stationary over time; b) it |X, S, η,
Considering all expectations below as conditional on (X, S, η, y t 0 ), the LSDV bias is given by
Under our assumption, S is strictly exogenous, so that all the properties of normally distributed variables can be used as in Kiviet (1995) and ( The following three possible bias approximations emerge
In the next Section we shall evaluate their performance in approximating the LSDV bias as estimated by Monte Carlo simulations.
Monte Carlo Experiments
Our Monte Carlo experiments closely follows Kiviet (1995) and Bun and Kiviet (2003) , with the difference that a strictly exogenous selection rule is included.
Data for y it are generated by model (2.1) with k = 2 and for x it by
.., N and t = 1, ..., T
Initial observations y i0 and x i0 are generated following a procedure that avoids the waste of random numbers and small sample non-stationary problems (see 
We Table 1 .
- Table 1 show the actual LSDV biases for γ and β, respectively, as estimated by 20000
Monte Carlo replications. As expected from results of the preceding section, the bias for both γ and β is decreasing in T . Interestingly, the bias is also decreasing in the degree of unbalancedness for given sample size. With respect to the other parameter of interest, σ 2 s , γ and ρ, the patterns found by Bun and Kiviet (2003) are all confirmed.
Columns 7 to 9 and 11 to 13 in Table 2 present bias approximations for γ and β, respectively. Regardless of the degree of unabalancedness, they are accurate, with the approximations including higher order terms being equal to the true bias in a vast majority of cases. In addition, as it happens for the balanced designs studied by Bun and Kiviet (2003) , the leading term of the approximations already accounts for a predominant portion of the true bias (90% on average).
- Table 2 approximately here-
Conclusion
This paper has derived approximations of various order to the bias of the LSDV dynamic estimator for unbalanced panel data. The approximations are obtained by modifying the within operator to accommodate the dynamic selection rule.
Monte Carlo experiments confirm all results by Bun and Kiviet (2003) for balanced panels. In particular we find that the bias approximations are accurate with a decreasing contribution to the bias of the higher order terms. We also find that the bias is decreasing in T and in the degree of unbalancedness. Our results, therefore, suggest that 1) the derived bias approximations can be used to construct LSDVC estimators for unbalanced panels, removing an important cause for their 11 limited applicability; 2) Bun and Kiviet's (2003) finding that bias corrections can be based on the simple leading term of the approximation carries over into unbalanced panels; 3) while increasing T is always beneficial in reducing the LSDV bias, reducing unbalancedness at the expenses of time observations, for given N and T , may instead exacerbate the bias. 
