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Abstract. Variations in dynamic properties are commonly used in Structural Health Monitor-
ing to assess the conditions of a structural system, being these parameters sensitive to damage-
induced changes. Yet, such variations can also be due to changes in environmental parameters, 
like fluctuations in temperature, humidity, etc. By performing a continuous monitoring, the cor-
relation between those factors appears and their variations, if no damage exists, result in a 
cyclic phenomenon. Negative selection, a bio-inspired classification algorithm, can be ex-
ploited to distinguish anomalous from normal changes, thus eliminating the influence of envi-
ronmental effects on the assessment of the structural condition. This algorithm can be trained 
to relate specific extracted features (e.g. modal frequencies) and other monitored parameters 
(e.g. environmental conditions), allowing to identify damage when the registered value over-
steps the confidence interval defined around the predicted value. Negative selection draws in-
spiration from the mammalian immune system, whose physiology demonstrates the efficiency 
of this process in discriminating non-self elements, despite the restricted number of receptors 
available to face a vast amount of aggressors. In this paper, a negative-selection algorithm 
based on a non-random strategy for detector generation is optimized and tested on the moni-
toring data of a prominent monument of the Portuguese architecture. 
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1 INTRODUCTION 
Developing methods for continuous real-time damage detection in aerospace, mechanical 
and civil engineering is one of the main goals of the Structural Health Monitoring (SHM). In 
this regard, anomaly detection algorithms offer great advantages as they allow a quick cost- 
saving strategy for the early-warning in case of fault by classifying the value of case-specific 
monitored features as healthy or anomalous through the solution of a forward problem. The 
algorithms succeed when they are able to correctly identify an anomaly in the system behavior, 
namely an abnormal variation in such features and their performance can be assessed in terms 
of false positive errors (a normal state labelled abnormal) and false negative errors (an abnormal 
state labelled as normal), see Table 1. 
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Table 1: Possible results of the anomaly detection. 
Mathematically, the problem stated above is a two-class or binary classification problem, 
whose aim is to label each element of a given data set as normal or abnormal and supervised 
“pattern classification” or “pattern recognition” algorithms are used to solve it [1]. The scope 
is to find a mapping function f(X) between the input data, composed of the features 
Xi=(xi
1,…,xi
n), and the output Y={Non-self, Self}, where 𝑆 ⊆ ℝ𝑛 is the feature space or space 
of the states of the system. The best mapping function is the one that gives the smallest possible 
error in terms of wrongly labelled X [1], [2]. The algorithm learns this mapping procedure, 
beforehand, by means of a given number of training data whose label is known.  
Negative Selection Algorithm (NSA) states a family of classification algorithms based on a 
minimal common framework, firstly developed by Forrest et al. [3] and improved with different 
details [4], [5]. The NSA demonstrated to be a powerful anomaly detection tool, thanks to a 
very simple formulation which makes it extremely easy to implement and computationally in-
expensive. Furthermore, the NSA does not require any “a priori” numerical or analytical model 
of the system and allows to carry out the classification just learning from data collected in the 
undamaged state. In fact, in many real cases, the anomaly detection must be formulated as a 
one-class problem, since only the elements belonging to one of the two classes, viz. to the nor-
mal state, are available in the learning stage. For these reasons, negative selection methods have 
been satisfactorily applied to fault diagnosis in mechanical engineering [6]. However, despite 
the promising results and the suitability for real case applications in the field of monitoring, so 
far, the use of NSA in the civil engineering practice is still very limited.  
Experience demonstrates that the features used to assess the health state of a system are 
extremely sensitive to time-varying operational and environmental conditions as ambient fac-
tors can cause large variations in the monitored quantities, masking those induced by structural 
damage. The process of filtering out such effects with NSA has been addressed by Surace and 
Worden [7], [8], using the response transmissibility functions in terms of transverse displace-
ment with respect to an excitation applied to a single node as feature for the classification. 
Though, in many real situations, data are collected under the operating condition of the system 
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without recurring to forced excitation mechanisms, thus, it is more common to monitor the 
natural frequencies as state indicators [9]. 
In light of the above considerations, the first aim of the paper is to show how to set the key 
parameters of the NSA algorithm for anomaly detection in civil engineering applications, and 
how to test and analyze its performance using a statistical design of the experiments to normal-
ize data and filter out environmental effects. The data used to carry out the experiments come 
from the monitoring systems installed in the Church of Monastery of Jerónimos in Lisbon, a 
prominent Portuguese monument which was object of an extensive experimental campaign in 
past years [10], [11]. The second aim of the work is to introduce a modified version of the 
canonic Real-valued Negative Selection Algorithm with constant radius (RNSA) and discuss 
the preliminary results of this new formulation. 
The reminder of the paper is organized as follows: after a brief presentation of the proposed 
version of the algorithm in Section 2, Section 3 explains the design of the experiment conducted, 
whereas the results are reported in Section 4. Finally, in Section 5, the main conclusions drawn 
from the work are summarized. 
 
2 NOVEL DETERMINISTICALLY GENERATED NSA 
The NSA distinguishes self from non-self elements by assessing the matching between any 
monitored element and a set of detectors. Each detector is an element d = (cdet, rdet) of the space 
belonging to Non-self defined by a n dimensional vector cdet, namely the center, and a real value 
rdet, namely the radius or matching threshold. 
The feature space is usually normalized. The unitary space U = [0,1]n, where n is the dimen-
sionality of the search space, is divided into two complementary subsets, Self  and Non-self, 
such that: 
 𝑆𝑒𝑙𝑓 ∪ 𝑁𝑜𝑛 − 𝑠𝑒𝑙𝑓 = 𝑈       𝑆𝑒𝑙𝑓 ∩ 𝑁𝑜𝑛 − 𝑠𝑒𝑙𝑓 = ∅   (1) 
To map the elements of the problem space onto the unitary space, it is necessary to introduce 
a normalization algorithm. Normalization is essential for some data mining processes and in-
creases both the speed of learning and the effectiveness. It consists in rescaling the input value 
into a specific output range, usually [0,1]. However, the performance of the algorithm can be 
affected by the type of normalization used [12]. In the present study, the conventional min-max 
normalization algorithm is employed. Min-max normalization maps each value xij of the attrib-




      (2) 
 The main issue is the “out of range” problem, since during the monitoring there might be 
elements of the feature space whose values exceed the bounds known during the train. Some 
authors suggest a 20% increase of the bounds and it is evident that problem-specific knowledge 
helps defining a more suitable limit. Usually, all the values which lay outside the boundary in 
the problem space are normalized into the limit of the bound, so that any inverse mapping be-
comes impossible. In this study, the “out of range” values are classified into two specific sets: 
(1) suspension of the anomaly evaluation if the temperature range is exceeded, (2) “unhealthy” 
element labelling if the frequency range is exceeded. The bounds of the temperature are limited 
to the values available in the training data, whereas for the frequencies a 20% variation margin 
is allowed. 
The NSAs are all composed of two stages: (1) censoring and (2) monitoring. During the first 
stage of the process, a given number of detectors are generated rejecting anyone that matches 
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an element in Self. The matching threshold can be set in order to allow an overlapping of the 
detector (rdet) with the self set (rself). In the second stage, new collected data z is matched against 
the detectors. The closest detector is identified and the element is classified as Non-self if the 
distance (cdet, z) < rdet. 
The formulation of the distance and the definition of the matching thresholds form the 
matching rule that in the unitary space defines the shape of the detector. 
Gonzalez et al. [1] developed the first real-valued NSA with many similarities to the binary 
coded greedy algorithm [13]. Each detector had a fixed radius and its center was defined ac-
cording to two strategies: (1) to move it away from the training data and (2) to keep it separated 
from the other detectors (coverage maximization). Randomly generated detectors are likely to 
present blind holes of different size and shape between them or between them and the self ele-
ments. Li et al. [14] faced such issue by exchanging the random generation with a deterministic 
generation based on the division of the problem space in hypercubes. 
In this paper, a similar concept is followed and adapted to the specific problem space. The 
difference is in the inclusion of the moving away process. In fact, operating in a two-dimen-
sional space (normalized temperature – normalized first frequency) with Euclidean distance, 
the problem of covering the feature space with the detectors corresponds to the problem of 
covering a rectangle of side length equal to 1 with circles, allowing overlapping and avoiding 
any holes. Although this version of the algorithm loses generality, being suitable only for the 
2-D space, it results easier to implement and still largely applicable to many monitoring prob-
lems since it is common to work with two main parameters: (1) the fundamental frequency of 
the system, easy to measure, and (2) the temperature, whose influence on the frequencies is 
well-known.  
Despite in discrete geometry a few studies have already addressed the optimization of the 
distribution of a given number of circles to cover a square [15]–[17], here a regular grid is 
preferred because it allows a variable number of detectors, thereby guaranteeing a complete 
coverage of the feature space at the cost of a bigger overlapping area. In detail, the unitary flat 
surface is subdivided into a given number of squares and the detector is assumed as the circum-
scribed circle, considering two well-known results of discrete geometry, see Figure 1 [16]: (1) 
a circle covers the maximum total length of two parallel lines when its position is symmetric 
and (2) a circle covers the maximum total length of two perpendicular lines when its position 
is symmetric and the intersection of the lines is on the boundary of the circle.  
 
Figure 1: Maximum coverage of parallel and perpendicular lines with a circle. 
 
Once the number of division n of the side of the space is defined, the side of each inscribed 
square can be computed as:  
 𝑏 = 1/𝑛      (3) 
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     (4) 
The detectors so generated are matched with the training set and the ones that match a self-
element are collected into a different temporary set. From this set, only the external elements 
are saved, namely the ones with maximum and minimum normalized frequency for the same 
normalized temperature, whereas the others are deleted. Considering the distribution of the fea-
tures, this approach allows to surround the samples. Then, the saved elements are moved away 
from the self data as in the canonical form of the NSA and, finally, added back to the detectors 
set. When moving away from the self elements, the adaptation rate automatically reduces the 
step size of the detector to avoid an excessive jump and to help the convergence to the minimum 
allowable distance. In detail, the following formulation is adopted [18]: 
𝜂𝑖 = 𝜂0𝑒
−𝑖/𝑡     (5) 
where η0 is the initial value of the adaptation rate and t is a parameter that controls the decay. 
 
The pseudo-code of the censoring follows below: 
1. Define (rself, b, η0, t, dist) 
Generate the set D as a regular grid of detectors every b from b/2 to (1-b/2) whose radius is 𝑟 = √𝑏2/2 
Initialize as 0 the counter age of the number of attempts of moving the detector 
2. Calculate, for each detector di the closest self element, NearestSelf 
2.1. If  𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑑, 𝑁𝑒𝑎𝑟𝑒𝑠𝑡𝑆𝑒𝑙𝑓) < 𝐷𝑒𝑡𝑠𝑒𝑙𝑓𝑑𝑖𝑠𝑡 
   Move di to a temporary set TD 
3. For each element vertical of the grid save the elements of TD with maximum and minimum normalized 
frequency and discard the others. 
4. Calculate NearestSelf for each detector di in TD  
4.1. If 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑑, 𝑁𝑒𝑎𝑟𝑒𝑠𝑡𝑆𝑒𝑙𝑓) < 𝐷𝑒𝑡𝑠𝑒𝑙𝑓𝑑𝑖𝑠𝑡 
   age = age + 1 




4.1.1. If age > t 
               Move di to the set D 
4.1.2. Else 
          𝑑𝑖 = 𝑑𝑖 + 𝜂𝑖 ∙ 𝑑𝑖𝑟 
4.2. Else 
   age = 0 
   Move di to the set D 
5. End 
 
3 DESIGN OF THE EXPERIMENT  
The NSA algorithm depends on several parameters that must be appropriately set before 
running the analysis, like: (1) the number of samples in the training set, (2) the self radius rself, 
(3) the detector radius rdet, here related both to the number of divisions n of the feature space 
and to the side of the inscribed squares b, (4) the factors to define the process of “moving away”, 
namely the adaptation rate η0 and the maturity age t, and (5) the threshold or censoring distance 
between self-element and detector. The definition of the distance is a non-quantitative parame-
ter. 
Many authors have denounced a general lack of attention to the parameter setting in the 
application of Soft Computing methods despite the significance of this aspect for the outcome 
of the process [19]. Therefore, in the present study, the Design Of Experiment (DOE) approach 
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is followed to draw objective conclusions. The DOE is a procedure for planning the experiments 
by changing the values of selected factors and observing the consequences in the dependent 
variables. As for this specific case, a three-level full factorial design is applied, identifying three 
main factors: the number of divisions of the side of the unitary space, n, which is related to the 
detector radius rdet through Eq. (4); the maturity age t; and the censoring distance dist, defined 
as a function of the two radii, i.e. self radius rself and detector radius rdet. Table 2 summarizes 
the values adopted for all the three identified parameters. 
 
LEVELS n t dist 
1 40 5 rdet 
2 20 15 0.5·(rself + rdet) 
3 10 30 (rself + rdet) 
Table 2: Values adopted in the three-level factorial design. 
As for the adaptation rate η0, a value equal 0.005 is chosen, using only one parameter to 
assess the influence of the moving process. Finally, the self radius is set to 0.05 that corresponds 
to a temperature variation of 1.2°C and a frequency variation of 0.03 Hz, while all the distances 
are computed using the Euclidean formulation. It is worth noting that in the three-level factorial 
design the levels are usually low, intermediate and high, although the first factor, viz. the num-
ber of divisions, is decreasing and is inversely proportional to the detector radius which is, thus, 
increasing. 
The detector generation proposed in this work avoids any random effect, except for the se-
lection of the training data (set to 300 elements), thus the random generation of the training set 
is repeated 6 times. After the training stage, the remaining data (480 healthy-states and 2 anom-
alies) are used to simulate the monitoring stage. For each combination of the levels and each 
repetition, the number of generated detectors, as well as the right classifications, True Positive 
(TP) – True Negative (TN), and the wrong classifications, False Positive (FP) – False Negative 
(FN), are collected and used for the analysis.  
In order to assess the robustness, the optimized version of the algorithm is further tested over 
a set of random problem instances artificially created according to the probability distribution 
of the recorded data set. All the numerical experiences are conducted using OCTAVE, an open 
source software which uses the same programming language as MATLAB. 
4 DISCUSSION OF THE RESULTS  
As stated in the Introduction, the revisited version of the NSA algorithm is here implemented 
making use of the data collected from an extensive experimental campaign carried out on the 
Church of Monastery of Jerónimos in Lisbon [10], [11]. The focus was on the external temper-
ature measurement and the first natural frequency extracted from the automated dynamic iden-
tification process (Figure 2). As a clear correlation between these two quantities has been 
observed [10], continuing the monitoring it is essential to assess whether any new couple of 
recorded values (Temperature, First Frequency) belongs to the same distribution or it is an 
anomaly linked to a possible damage condition. The scope of the analysis is to train the classi-
fication algorithm over a set of self elements (i.e. a sub set of measurements belonging to the 
health state of the system), setting the best values for the intrinsic parameters of the algorithm 
itself, and to validate its performance using all the remaining data of the experimental campaign 
as well as other numerically generated data.  
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Figure 2: Trend of temperature and first natural frequency during the monitoring period. 
 
The examination of the results allows to understand that the algorithm produces no false 
negatives, but the number of the anomalies within the data is not sufficient to draw any further 
conclusions on this aspect. Indeed, in many real applications, there is no a priori knowledge of 
the anomalies. 
The cube plot of the algorithm outcome (Figure 3) shows, for each combination of levels, 
the average number of detectors and false positives over the 6 repetitions. In a cube plot the 
coordinates of each node correspond to the level (low, intermediate or high) of the factors which 
represent in turn the axes of the three-dimensional space. It is intuitive to see that decreasing 
the overlapping during the training (moving from level 1 to 3) leads to a reduction of false 
positive errors, as increasing the detector radius strongly affects the reduction of the number of 
detectors. The maturity age has no influence on the number of detectors, which is coherent with 
the algorithm since this number is defined before moving the detectors away from the self train-
ing set, but it is interesting to notice that the effect on the false positive results is also small. 
The algorithm performance is assessed in terms of detectors generated and false positives 
normalized to the highest values found during the experiment (1423 detectors and 269 FP). For 
this purpose, a weighted objective function which gives more importance to the FP (75%) and 
less to the number of detectors (25%) is used as it is better to compromise on the memory 
allocation than on the error reduction. It is noted that the percentage weights have been arbi-
trarily chosen. Different percentage values or more sophisticated multi-objective approaches 
can be adopted, but these aspects are not addressed in the present work. For each combination 
of the factors, the following objective function is evaluated: 
 






    (6) 
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Figure 3: NSA cube plot. The axes represent the factors of the 3-D space; the nodal coordinates corre-
spond to the factors’ levels; and the numbers between brackets indicate the average number of detectors 
and false positives for each combination of levels. 
      
             (a)                            (b) 
 
(c) 
Figure 4: Statistical evaluation of the influence of setting parameters on the algorithm performance: (a) 
estimated marginal means, (b) differences between marginal means and (c) standard deviations for the 
three independent variables. 
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The marginal means, namely the means of the objective function f averaged across all levels 
of the factors (Figure 4a), allow to better weigh their effects and to define the best level to 
minimize the objective function. According to the graph, the best values of the setting parame-
ters are obtained for: detector radius level 2, censoring distance level 3 and maturity age level 
3. In what concerns the difference between the marginal means (Figure 4b) for the different 
factors’ levels, this quantity is a good indicator of the significance of a certain variable. In this 
particular case, the maturity age results to be the least significant, meaning that the other two 
variables have higher influence on the algorithm performance. Finally, the standard deviations 
estimated for the different factors at the different levels (Figure 4c) provide an estimate of the 
effect of randomness on the factors. Unlike the censoring distance, which features minor vari-
ations in the standard deviation values over the different factors’ levels, both detector radius 
and maturity age show higher dispersions. The interaction plots in Figure 5 show the marginal 
means for different values representing the interaction between two factors. This further com-
parison enables to improve the setting based on the marginal means of Figure 3a. In fact, alt-
hough the marginal mean for the intermediate level of the detector radius is lower than for the 
high level, an evident interaction with the censoring distance exists. Assuming the high level of 
the censoring distance, the marginal means for the high level of the detector radius is the lowest 
(Figure 5a). Therefore, the best combination for the factors is the one with the high level also 
for the other variables.  
It is remarked that the analysis of the interaction plots is essential when the experiment fol-
lows a fractional design and the best combination of setting parameters needs to be found to 
minimize the objective function f and maximize the algorithm performance. Since, in the pre-
sent study, the design of the experiment is full factorial it is possible to confirm that the lowest 
value of f is obtained from the combination with high levels of the three variables, as clearly 
highlighted by the inspection of the interaction plots. 
 
 
             (a)                            (b) 




Figure 5: Interaction plots of the three setting parameters over the different levels: (a) detector radius vs 
censoring distance; (b) detector radius vs maturity age; and (c) censoring distance vs maturity age. 
 
The last step of this work consists in monitoring a series of 1000 health-state data, randomly 
generated according to the joint probability mass function of the two variables (temperature and 
frequency) discretized into interval of 2°C and 0.02 Hz respectively, and a series of 520 outliers, 
40 per each interval of 2°C. The outliers are randomly generated according to the marginal 
distribution of the frequencies into a temperature interval to be out of the following range: 
𝑠𝑢𝑝 = 𝑄3 + 1.5(𝑄3 − 𝑄1)     (7) 
𝑖𝑛𝑓 = 𝑄1 − 1.5(𝑄3 − 𝑄1)     (8) 
where Q1 and Q3 are the first and the third quartile, respectively. 
Due to the consistency of the results of the previous analysis, the selection of the detector 
set is unlikely to affect the outcome. The detectors generated in the second repetition of the 
experiment are used as an example for this test. In Figure 6 such a set of detectors is displayed, 
compared with self and non-self acquired data. 
The new simulated data are normalized to the same range of the acquired data and plotted 
together in Figure 7. All the outliers normalized to values bigger than 1 or lower than 0 are 
rejected. Therefore, 38 elements are discarded in total. 
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Figure 7: Comparison between acquired and generated monitoring data. 
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Figure 8: Simulated monitoring stage. 
 
 




Figure 10: True Positive (red) against False Negative (green). 
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In Figure 8, the detectors and the data used for the simulated monitoring are plotted together. 
It is remarked that among the Health-state data only 10 false positive errors emerge (1%), see 
Figure 9, whereas among the Anomalies the false negatives are 107 (about 22% reduced to 21% 
considering the out of bound data rejected), see Figure 10. Such a value, clearly relevant, is 
likely due to the formula used to randomly generate the anomalies, which lack any reference to 
real anomalous conditions. Indeed, analysing Figure 8, several green dots (anomalies) can be 
noticed between the blue ones (normal states). 
5 CONCLUSIONS  
NSA is a family of classification algorithms suitable for one-class classification problems 
(anomaly detection). In this paper, a new NSA based on a deterministic generation of the de-
tectors for a 2-dimensional feature space is applied to filter out the environmental effects from 
the monitoring data collected from the Church of Monastery of Jerónimos, in Lisbon. 
The influence of three selected parameters is analysed to assess the algorithm performance 
and to define the best setting. It is found that two are the parameters that result relevant for the 
performance of the algorithm: matching threshold and detector radius. Afterward, the algorithm 
with the best setting is tested over artificially generated data of both healthy and anomalous 
states. If appropriately formulated, the proposed NSA shows promising results: indeed, the al-
gorithm configuration selected for this study allows to reduce the false positive answers to a 
negligible 1% of the available data, despite a still relevant 21% of false negative classifications. 
Plausibly, such a value has been affected by the method adopted to generate artificial non-self 
elements lacking any information about real non-self conditions. Although the nearly-complete 
absence of false positives is already a great achievement in terms of algorithm reliability, the 
NSA formulation will be further tested on lab specimens so that self and non-self samples can 
be generated under controlled conditions and the influence of other parameters as the self radius 
and the number of training elements will be also assessed. 
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