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PROPER IMPROVEMENT OF WELL-KNOWN NUMERICAL
RADIUS INEQUALITIES AND THEIR APPLICATIONS
PINTU BHUNIA AND KALLOL PAUL
Abstract. New inequalities for the numerical radius of bounded linear op-
erators defined on a complex Hilbert space H are given. In particular, it is
established that if T is a bounded linear operator on a Hilbert space H then
w2(T ) ≤ min
0≤α≤1
‖αT ∗T + (1− α)TT ∗‖ ,
where w(T ) is the numerical radius of T. The inequalities obtained here are
non-trivial improvement of the well-known numerical radius inequalities. As an
application we estimate bounds for the zeros of a complex monic polynomial.
1. Introduction
Let B(H) denote the C∗-algebra of all bounded linear operators defined on a
complex Hilbert space H with inner product 〈., .〉. For T ∈ B(H), T ∗ denotes the
adjoint of T . Also |T |, |T ∗| denote the positive operators (T ∗T )
1
2 , (TT ∗)
1
2 respec-
tively. The alphabet “ O ” stands for the zero operator on H. The numerical
range of T , denoted by W (T ), is defined as
W (T ) = {〈Tx, x〉 : x ∈ H, ‖x‖ = 1}.
Two important constants associated with numerical range of T are the numer-
ical radius w(T ) of T and the Crawford number c(T ) of T , which are defined
respectively as
w(T ) = sup { |λ| : λ ∈ W (T ) } and c(T ) = inf { |λ| : λ ∈ W (T ) } .
For T ∈ B(H), let ‖T‖ be the operator norm of T . The numerical radius satisfies
the following well-known inequality
1
2
‖T‖ ≤ w(T ) ≤ ‖T‖. (1.1)
The spectral radius of T, denoted as r(T ), is defined as the radius of the smallest
circle with center at origin containing the spectrum σ(T ) of the operator T . It
is well-known that closure of the numerical range contains the spectrum and so
r(T ) ≤ w(T ). The inequality (1.1) is sharp, w(T ) = ‖T‖ if T is normal and
w(T ) = 1
2
‖T‖ if T 2 = O. Over the years, various numerical radius inequalities
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have been obtained to improve on the inequality (1.1). Interested readers can
look into [1, 3, 4, 5, 10, 11] and the references therein for more information on
recent advances in numerical radius inequalities.
In this paper, we establish some new inequalities for the numerical radius of
bounded linear operators. In particular we obtain the inequalities
w2(T ) ≤ min
0≤α≤1
∥∥α|T |2 + (1− α)|T ∗|2∥∥ ,
w2(T ) ≤ min
0≤α≤1
{
α
2
w(T 2) +
∥∥∥∥α4 |T |2 + (1− 34α)|T ∗|2
∥∥∥∥
}
.
We show that the inequalities obtained here greneralize and improve on the exist-
ing well-known inequalities given in [1, 10, 11]. As an application of the numerical
radius inequalities obtained here we give a better estimation of the bounds for
the zeros of a complex monic polynomial.
2. Main Results
We begin this section with the following proposition that gives an inequality
involving the operator norm and the Crawford number of bounded linear opera-
tors.
Proposition 2.1. Let T ∈ B(H). Then the following inequality holds.
‖T‖2 +max
{
c(|T |2), c(|T ∗|2)
}
≤ ‖T ∗T + TT ∗‖.
Proof. The proof follows from the observation that ∀x ∈ H with ‖x‖ = 1 we
have, ‖Tx‖2 + ‖T ∗x‖2 = 〈(T ∗T + TT ∗)x, x〉 ≤ ‖T ∗T + TT ∗‖. 
To proceed further we need the following lemmas.
Lemma 2.2. ([8, pp. 75-76]) Let T ∈ B(H) and let x ∈ H. Then
|〈Tx, x〉| ≤ 〈|T |x, x〉1/2 〈|T ∗|x, x〉1/2.
Lemma 2.3. ([12, p. 20]) Let T ∈ B(H) be positive and let x ∈ H with ‖x‖ = 1.
Then
〈Tx, x〉r ≤ 〈T rx, x〉, ∀ r ≥ 1.
Now, we are in a position to present our first theorem.
Theorem 2.4. Let T ∈ B(H). Then
w2r(T ) ≤
∥∥α|T |2r + (1− α)|T ∗|2r∥∥ , ∀ r ≥ 1, and ∀ α, 0 ≤ α ≤ 1.
Proof. Let x ∈ H with ‖x‖ = 1. Then by Cauchy-Schwarz inequality, we get
|〈Tx, x〉| = α|〈Tx, x〉|+ (1− α)|〈Tx, x〉| ≤ α|〈Tx, x〉|+ (1− α)‖T ∗x‖.
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Therefore, by the convexity of the function f(t) = t2r, we get
|〈Tx, x〉|2r ≤ α|〈Tx, x〉|2r + (1− α)‖T ∗x‖2r
≤ α〈|T |x, x〉r 〈|T ∗|x, x〉r + (1− α)〈|T ∗|2x, x〉r, by Lemma 2.2
≤ α〈|T |rx, x〉 〈|T ∗|rx, x〉 + (1− α)〈|T ∗|2rx, x〉, by Lemma 2.3
≤
α
2
(
〈|T |rx, x〉2 + 〈|T ∗|rx, x〉2
)
+ (1− α)〈|T ∗|2rx, x〉,
by AM-GM inequality
≤
α
2
(
〈|T |2rx, x〉+ 〈|T ∗|2rx, x〉
)
+ (1− α)〈|T ∗|2rx, x〉, by Lemma 2.3
=
〈{α
2
(
|T |2r + |T ∗|2r
)
+ (1− α)|T ∗|2r
}
x, x
〉
≤
∥∥∥α
2
(
|T |2r + |T ∗|2r
)
+ (1− α)|T ∗|2r
∥∥∥
=
∥∥∥α
2
|T |2r +
(
1−
α
2
)
|T ∗|2r
∥∥∥ .
Taking supremum over all x ∈ H with ‖x‖ = 1, we get
w2r(T ) ≤
∥∥∥α
2
|T |2r + (1−
α
2
)|T ∗|2r
∥∥∥ , ∀ r ≥ 1, ∀ α, 0 ≤ α ≤ 1.
Replacing T by T ∗ in the above inequality we get,
w2r(T ) ≤
∥∥∥(1− α
2
)
|T |2r +
α
2
|T ∗|2r
∥∥∥ , ∀ r ≥ 1, ∀ α, 0 ≤ α ≤ 1.
Combining the above two inequalities we get the desired inequality. 
As a consequence of Theorem 2.4 we easily get the following corollary.
Corollary 2.5. Let T ∈ B(H). Then
w2(T ) ≤ min
0≤α≤1
∥∥α|T |2 + (1− α)|T ∗|2∥∥ . (2.1)
In [10], Kittaneh proved that the following inequality
w2(T ) ≤
1
2
∥∥|T |2 + |T ∗|2∥∥ . (2.2)
Inequalities obtained in Theorem 2.4 and Corollary 2.5 generalize and improve
on the inequality (2.2) obtained by Kittaneh. In order to appreciate our inequality
(2.1), we give the following examples which show that
min
0≤α≤1
∥∥α|T |2 + (1− α) |T ∗|2∥∥ < 1
2
∥∥|T |2 + |T ∗|2∥∥
and imply that our inequality (2.1) is a non-trivial improvement of the inequality
(2.2).
Example 2.6. (i) Let
T =

 0 1 00 0 2
0 0 0

 .
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Then
|T |2 =

 0 0 00 1 0
0 0 4

 and |T ∗|2 =

 1 0 00 4 0
0 0 0

 .
Therefore,
min
0≤α≤1
∥∥α|T |2 + (1− α) |T ∗|2∥∥ = min
0≤α≤1
max{1− α, 4− 3α, 4α} =
16
7
and
1
2
∥∥|T |2 + |T ∗|2∥∥ = 5
2
.
Thus,
min
0≤α≤1
∥∥α|T |2 + (1− α) |T ∗|2∥∥ < 1
2
∥∥|T |2 + |T ∗|2∥∥ .
(ii) Let
S =


0 2 0 0
0 0 3 0
0 0 0 0
0 0 0 1

 .
Then
|S|2 =


0 0 0 0
0 4 0 0
0 0 9 0
0 0 0 1

 and |S∗|2 =


4 0 0 0
0 9 0 0
0 0 0 0
0 0 0 1

 .
Therefore,
min
0≤α≤1
∥∥α|S|2 + (1− α) |S∗|2∥∥ = 81
14
<
13
2
=
1
2
∥∥|S|2 + |S∗|2∥∥ .
To prove our next theorem we need the well-known Heinz inequality.
Theorem 2.7 (Heinz inequality [9]). Let T ∈ B(H). Then for all x, y ∈ H,
|〈Tx, y〉|2 ≤ 〈|T |2λx, x〉 〈|T ∗|2(1−λ)y, y〉, ∀ λ, 0 ≤ λ ≤ 1. (2.3)
We note that Lemma 2.2 is a special case of the Heinz inequality. Now pro-
ceeding in the same way as Theorem 2.4 we get the following theorem.
Theorem 2.8. Let T ∈ B(H). Then
w2r(T ) ≤
∥∥∥α
2
(
|T |4λr + |T ∗|4(1−λ)r
)
+ (1− α)|T ∗|2r
∥∥∥ (2.4)
and
w2r(T ) ≤
∥∥∥α
2
(
|T |4λr + |T ∗|4(1−λ)r
)
+ (1− α)|T |2r
∥∥∥ , (2.5)
∀ r ≥ 1 and ∀ α, λ with 0 ≤ α, λ ≤ 1.
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In [1], Abu-Omar and Kittaneh proved that the following inequality
w2(T ) ≤
1
2
w(T 2) +
1
4
∥∥|T |2 + |T ∗|2∥∥ . (2.6)
In our next theorem we generalize and improve on the inequality (2.6). To do so
we need the following inequality.
Lemma 2.9. (Buzano [7]) Let a, e, b ∈ H with ‖e‖ = 1. Then
|〈a, e〉 〈e, b〉| ≤
1
2
(‖a‖ ‖b‖ + |〈a, b〉|) .
Using Buzano’s inequality we first prove the following lemma.
Lemma 2.10. Let T ∈ B(H) and let x ∈ H with ‖x‖ = 1. Then
|〈Tx, x〉|2r ≤
1
2
|〈T 2x, x〉|r +
1
4
〈
(|T |2r + |T ∗|2r)x, x
〉
, ∀ r ≥ 1. (2.7)
Proof. Taking a = Tx, b = T ∗x and e = x in Lemma 2.9, we get
|〈Tx, x〉|2 ≤
1
2
(
|〈T 2x, x〉|+ ‖Tx‖ ‖T ∗x‖
)
.
By convexity of the function f(t) = tr (r ≥ 1), we get
|〈Tx, x〉|2r ≤
1
2
(
|〈T 2x, x〉|r + ‖Tx‖r ‖T ∗x‖r
)
≤
1
2
(
|〈T 2x, x〉|r +
1
2
(‖Tx‖2r + ‖T ∗x‖2r)
)
, by AM-GM inequality
=
1
2
(
|〈T 2x, x〉|r +
1
2
(〈|T |2x, x〉r + 〈|T ∗|2x, x〉r)
)
≤
1
2
(
|〈T 2x, x〉|r +
1
2
(〈|T |2rx, x〉 + 〈|T ∗|2rx, x〉)
)
, by Lemma 2.3
=
1
2
|〈T 2x, x〉|r +
1
4
〈
(|T |2r + |T ∗|2r)x, x
〉
.
This completes the proof. 
Now, we present the desired theorem.
Theorem 2.11. Let T ∈ B(H). Then ∀ r ≥ 1 and ∀ α, 0 ≤ α ≤ 1,
(i) w2r(T ) ≤
α
2
wr(T 2) +
∥∥∥∥α4 |T |2r +
(
1−
3
4
α
)
|T ∗|2r
∥∥∥∥ , (2.8)
(ii) w2r(T ) ≤
α
2
wr(T 2) +
∥∥∥∥(1− 34α)|T |2r + α4 |T ∗|2r
∥∥∥∥ . (2.9)
Proof. Let x ∈ H with ‖x‖ = 1. Then by Cauchy-Schwarz inequality, we get
|〈Tx, x〉| = α|〈Tx, x〉|+(1−α)|〈Tx, x〉| ≤ α|〈Tx, x〉|+(1−α)‖T ∗x‖, ∀ α, 0 ≤ α ≤ 1.
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By convexity of the function f(t) = t2r (r ≥ 1), we get
|〈Tx, x〉|2r ≤ α|〈Tx, x〉|2r + (1− α)‖T ∗x‖2r
≤ α|〈Tx, x〉|2r + (1− α)〈|T ∗|2rx, x〉, by Lemma 2.3
≤
α
2
|〈T 2x, x〉|r +
α
4
〈
(|T |2r + |T ∗|2r)x, x
〉
+ (1− α)〈|T ∗|2rx, x〉,
by Lemma 2.9
=
α
2
|〈T 2x, x〉|r +
〈{α
4
(
|T |2r + |T ∗|2r
)
+ (1− α)|T ∗|2r
}
x, x
〉
=
α
2
|〈T 2x, x〉|r +
〈{
α
4
|T |2r +
(
1−
3
4
α
)
|T ∗|2r
}
x, x
〉
≤
α
2
wr(T 2) +
∥∥∥∥α4 |T |2r +
(
1−
3
4
α
)
|T ∗|2r
∥∥∥∥ .
Taking supremum over all x ∈ H with ‖x‖ = 1, we get the inequality (2.8).
Replacing T by T ∗ in the inequality (2.8) we get the inequality (2.9). This
completes the proof. 
As a consequence we get the following upper bound for the numerical radius.
Corollary 2.12. Let T ∈ B(H). Then
w2(T ) ≤ min {β1, β2} , (2.10)
where
β1 = min
0≤α≤1
{
α
2
w(T 2) +
∥∥∥∥α4 |T |2 +
(
1−
3
4
α
)
|T ∗|2
∥∥∥∥
}
and
β2 = min
0≤α≤1
{
α
2
w(T 2) +
∥∥∥∥
(
1−
3
4
α
)
|T |2 +
α
4
|T ∗|2
∥∥∥∥
}
.
Proof. The proof follows easily by taking r = 1 in the inequalities (2.8) and
(2.9). 
Inequalities obtained in Theorem 2.11 and Corollary 2.12 generalize and im-
prove on the inequality (2.6) obtained by Abu-Omar and Kittaneh. In order to
appreciate our inequality (2.10), we give the following examples, it shows that
the inequality (2.10) is a non-trivial improvement of the inequality (2.6).
Example 2.13. (i) Let
T =

 0 1 00 0 2
0 0 0

 .
Then by elementary calculations, we get β1 =
7
4
and β2 =
22
13
. Therefore,
min {β1, β2} =
22
13
<
7
4
=
1
2
w(T 2) +
1
4
∥∥|T |2 + |T ∗|2∥∥ .
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(ii) Let
S =


0 2 0 0
0 0 3 0
0 0 0 0
0 0 0 1

 .
Then by elementary calculations, we get β1 =
19
4
and β2 =
37
8
. Therefore,
min {β1, β2} =
37
8
<
19
4
=
1
2
w(S2) +
1
4
∥∥|S|2 + |S∗|2∥∥ .
We next prove the following theorem.
Theorem 2.14. Let T ∈ B(H). Then ∀ r ≥ 1 and ∀ α, 0 ≤ α ≤ 1 we have
w2r(T ) ≤
∥∥∥∥∥α
(
|T |+ |T ∗|
2
)2r
+ (1− α) |T ∗|2r
∥∥∥∥∥ . (2.11)
w2r(T ) ≤
∥∥∥∥∥α
(
|T |+ |T ∗|
2
)2r
+ (1− α) |T |2r
∥∥∥∥∥ . (2.12)
Proof. Let x ∈ H with ‖x‖ = 1. Then by Cauchy-Schwarz inequality, we get
∀ α, 0 ≤ α ≤ 1,
|〈Tx, x〉| = α|〈Tx, x〉|+ (1− α)|〈Tx, x〉| ≤ α|〈Tx, x〉|+ (1− α)‖T ∗x‖.
By the convexity of the function f(t) = t2r (r ≥ 1), we get
|〈Tx, x〉|2r ≤ α|〈Tx, x〉|2r + (1− α)‖T ∗x‖2r
≤ α|〈Tx, x〉|2r + (1− α)〈|T ∗|2rx, x〉, by Lemma 2.3
≤ α
(
〈|T |x, x〉1/2〈|T ∗|x, x〉1/2
)2r
+ (1− α)〈|T ∗|2rx, x〉, by Lemma 2.2
≤ α
(
〈|T |x, x〉+ 〈|T ∗|x, x〉
2
)2r
+ (1− α)〈|T ∗|2rx, x〉,
by AM-GM inequality
= α
(
〈(|T |+ |T ∗|)x, x〉
2
)2r
+ (1− α)〈|T ∗|2rx, x〉
≤ α
〈(
|T |+ |T ∗|
2
)2r
x, x
〉
+ (1− α)〈|T ∗|2rx, x〉, by Lemma 2.3
=
〈{
α
(
|T |+ |T ∗|
2
)2r
+ (1− α) |T ∗|2r
}〉
≤
∥∥∥∥∥α
(
|T |+ |T ∗|
2
)2r
+ (1− α) |T ∗|2r
∥∥∥∥∥ .
Taking supremum over all x ∈ H with ‖x‖ = 1, we get the inequality (2.11).
Replacing T by T ∗ in the inequality (2.11), we get that the inequality (2.12). 
The following corollary is an easy conequence of Theorem 2.14.
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Corollary 2.15. Let T ∈ B(H). Then
w2(T ) ≤ min{γ1, γ2}, (2.13)
where
γ1 = min
0≤α≤1
∥∥∥∥∥α
(
|T |+ |T ∗|
2
)2
+ (1− α) |T ∗|2
∥∥∥∥∥
and
γ2 = min
0≤α≤1
∥∥∥∥∥α
(
|T |+ |T ∗|
2
)2
+ (1− α) |T |2
∥∥∥∥∥ .
Remark 2.16. In [11], Kittaneh proved that the following inequality
w2(T ) ≤
1
4
‖ |T |+ |T ∗| ‖2 . (2.14)
The inequalities obtained in Theorem 2.14 and Corollary 2.15 generalize and
improve on the inequality (2.14) obtained by Kittaneh. As before considering the
operators T and S used in Example 2.6 we can show that the inequality (2.13) is
a non-trivial improvement of the inequality (2.14).
3. Application to estimate the modulus of zeros of polynomials
Let p(z) = zn + an−1z
n−1 + an−2z
n−2 + . . . + a1z + a0 be a monic polynomial of
degree n(≥ 2) with complex coefficients ai, i = 0, 1, . . . , n−1. Then the Frobenius
companion matrix of p(z) is
C(p) =


−an−1 −an−2 . . . −a1 −a0
1 0 . . . 0 0
0 1 . . . 0 0
...
...
...
...
0 0 . . . 1 0


n×n
.
It is well-known that all the eigenvalues of C(p) are exactly the zeros of the
polynomial p(z).We consider C(p) as a bounded linear operator on Cn. Therefore,
it follows from the inequality r(C(p)) ≤ w(C(p)) that if λ is a zero of p(z) then
|λ| ≤ w(C(p)). Using this argument, we obtain estimation for the bounds of the
zeros of the polynomial p(z). In order to achive our goal, we first prove the
following inequality for the numerical radius of 2× 2 block matrices.
Theorem 3.1. LetH1, H2 be two complex Hilbert spaces and let T =
(
O B
C O
)
∈
B(H1 ⊕H2). Then
w2(T) ≤ min
0≤α≤1
max {‖(1− α)BB∗ + αC∗C‖, ‖αB∗B + (1− α)CC∗‖} .
Proof. By short calculations, we get
αT∗T+ (1− α)TT∗ =
(
(1− α)BB∗ + αC∗C O
O αB∗B + (1− α)CC∗
)
.
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It follows from Corollary 2.5 that
w2(T) ≤ min
0≤α≤1
∥∥∥∥
(
(1− α)BB∗ + αC∗C O
O αB∗B + (1− α)CC∗
)∥∥∥∥
= min
0≤α≤1
max {‖(1− α)BB∗ + αC∗C‖, ‖αB∗B + (1− α)CC∗‖} .
This completes the proof of the theorem. 
Next we need the following two lemmas.
Lemma 3.2. ([6, Lemma 2.4]) Let Sn =


0 0 . . . 0 0
1 0 . . . 0 0
0 1 . . . 0 0
...
...
...
...
0 0 . . . 1 0


n×n
. Then the
numerical radius of Sn is given by
w(Sn) = cos
(
pi
n+ 1
)
.
Lemma 3.3. ([2, Cor. 2]) Let H1, H2 be two complex Hilbert spaces and let
S =
(
A B
C D
)
∈ B(H1 ⊕H2). Then
w(S) ≤
1
2
(w(A) + w(D)) +
1
2
√
(w(A)− w(D))2 + 4w2(T),
where T =
(
O B
C O
)
.
Now, we are in a position to present our desired estimation for the bounds of
the zeros of p(z).
Theorem 3.4. Let λ be any zero of p(z). Then
|λ| ≤
1
2
(
|an−1|+ cos
(pi
n
))
+
1
2
√√√√(|an−1| − cos(pi
n
))2
+ 2
(
1 +
n−2∑
i=0
|ai|2
)
.
Proof. Let C(p) =
(
A B
C D
)
, where A = (an−1)1×1, C =


1
0
...
0


n−1×1
,
B = (−an−2 − an−3 . . .− a1 − a0)1×n−1 and D = Sn−1. Then, by using Theorem
3.1, we get that
w
(
O B
C O
)
≤ min
0≤α≤1
max


√√√√α + (1− α) n−2∑
i=0
|ai|2,
√√√√(1− α) + α n−2∑
i=0
|ai|2

 .
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Clearly,
min
0≤α≤1
max
{
α + (1− α)
n−2∑
i=0
|ai|
2, (1− α) + α
n−2∑
i=0
|ai|
2
}
=
1
2
(
1 +
n−2∑
i=0
|ai|
2
)
.
Therefore, from Lemma 3.3, we get
w(C(p)) ≤
1
2
(w(A) + w(D)) +
1
2
√√√√(w(A)− w(D))2 + 2
(
1 +
n−2∑
i=0
|ai|2
)
.
Clearly, w(A) = |an−1| and w(D) = cos
(
pi
n
)
, by Lemma 3.2. Hence, we get the
required inequality of the theorem.

Example 3.5. We consider a monic polynomial p(z) = z5 + 2z4 + iz2 − i. Then∑3
i=0 |ai|
2 = 2. Therefore, it follows from Theorem 3.4 that if λ be any zero of
p(z) then
|λ| ≤
1
2
[
2 + cos
(pi
5
)
+
√(
2− cos
(pi
5
))2
+ 6
]
≈ 2.76634921105.
Following [6, Section 3], we list the bounds for the zeros of the polynomial p(z)
to conclude that the bound obtained in Theorem 3.4 is better than the existing
bounds.
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