Introduction
Regular physical activity plays an important role in weight control, reducing risk of cardiovascular disease, type 2 diabetes, some cancers besides improving mental health and bone strength as described by Warburton et al. [2006] . Dunn et al. [1999] have shown that an easily available practice for an active lifestyle is to walk regularly . Characterizing energy expenditure from walking would provide a valuable tool in the assessment of activity-based intervention measures.
Over the last decade, commodity-priced kinematic sensors such as accelerometers and gyroscopes have become promising tools for the quantication of calories consumed from human movement. Recent research by Aminian and Naja [2004] , Troiano [2006] , Rothney et al. [2007] has focused on combining their small size, low cost, increasingly high precision with pattern recognition techiniques. These techniques rely on learning a data-driven regression map from movement features to a ground truth measure of calorie consumption. Learning regression models from inertial sensors is a wellstudied problem as shown by [Vathsangam et al., 2010] , [Albinali et al., 2010] and Vathsangam et al. [2011a] .
An important issue that arises when learning this map is that the participants of any sample population will exhibit natural variations in weight, height, leg-length, age, sex etc. A successful calorie estimation model must be able to predict calories from movement accurately while accounting for these variations. A natural question to ask is whether it is possible to create a model that allows accurate user-specic modeling while capturing commonalities across users of diering physiological descriptions. If so, what combinations of inertial sensor and physiological features together provide the best descriptors of this model?
In this study, we address the problem of normalizing predictions of energy expenditure across a population when using inertial sensor data to predict calories burnt. We focus on a particular activity: steady-state treadmill walking, because it allows the capture of a repeatable, well-dened and easily quantiable movement. We use inertial data from a triaxial accelerometer and triaxial gyroscope mounted on the right iliac crest as inputs to describe walking movement and treat the functional mapping of these inputs to energy expenditure as a two-level hierarchical regression problem. Our rst goal is to identify the best features to represent movement and physiological parameters as dened by highest prediction accuracy. We then show results comparing the accuracy of the generalized approach with conventional regression models. This study expands on previous work involving hierarchical linear modeling by Vathsangam et al. [2011b] . It diers from the original work in that an in-depth feature study is evaluated for the Hierarchical Linear Model. We also compare our approach to current state of the art speed-based and accelerometer count-based approaches.
Related Work
Current techniques for normalizing energy prediction across a population adopt two methodologies. The rst family of techniques create isolated user-specic models from each individual's data. Such models are not likely to be successful for unseen data points of another participant. The second set of techniques learn a general model treating all users as one after normalizing for users based on physical characteristics such as weight or height. For example, a common technique to normalize across participants is to scale energy consumption values by a suitable weight exponent. The participants in the population are then replaced by a single pseudo-participant with weight-scaled energy values. Most common scaling coecients include a range from 0.6 − 1.0 by Zakeri et al. [2006] , the most popular being 0.67 by Neville et al. [1992] , 0.75 by Rogers et al. [1995] and 1.0 by Waters and Mulroy [1999] , Wyndham et al. [1971] andPearce et al. [1983] . An issue with weight scaling is determining the appropriate scaling coecient across a target population. Rogers et al. [1995] showed that scaling coecients vary across This means that one has to determine a dierent scaling coecient for each new population. Such an approach suppresses the role of individual variances in predicting energy expenditure. Also, Waters and Mulroy [1999] showed that in addition to weight, the effect of other physiological descriptors such as sex, stride length and heart rate also have to be incorporated and it is not clear how scaling based techniques would generalize across these additional parameters.
An important observation to be made when modeling across a population is that the individual participants in the population share common kinematic traits. In the case of energy expenditure from steadystate treadmill walking, all participants share a common property in that steady state walking is cyclical in nature. This individual details of the map from the nature of walk to energy expenditure might vary for each participant. However, similar participants might exhibit similar maps. It might be possible to take advantage of common traits across users to capture a general population model and use it to create better individual models. The challenge is to fuse both the individual and population-based characteristics into a unied framework while maintaining the simplicity of standard regression techniques.
Linear regression can be extended to capture commonalities across a population using a Hierarchical Linear Model (HLM) such as that described by Gelman and Hill [2007] . Given a target population, HLM based techniques use linear models at levels within and across participants. Figure 1 illustrates the principle behind HLMs. At one level we have participant specic models relating inertial sensor features to energy expenditure. At a second level we capture the inter-dependence of dierent subject-specic models on physiological parameters using a (second) regression model. The advantages of such an approach are many. Using a second level to capture commonalities across subjects allows the separation of the dependence on physiological parameters from participant-specic inertial sensor data. Such an approach also allows exibility in deciding the right combination of physiological parameters to represent participants. Training this model allows joint modeling of inter-participant information. Most importantly, HLM allows one to generate informed participantspecic models using only higher level information. This is an advantage when limited or no data is available for a new participant. Thus we retain all the benets of subject-specic monitoring using linear regression while capturing generalizability across populations. Hierarchical Linear Modeling has been successfully used in various biological systems for joint modeling across a population [Gelfand et al., 1990] .
Estimating Energy across a Population
Our goal is to obtain a data-driven functional map from movement features (derived from continuous inertial sensor data) to calories burned (as measured by averagė V O 2 consumption). This map must be accurate be obtainable using minimal data from the user. We set this that are related to the input variables by a best-t function f (x n ). In this section, we describe a family of techniques for creating individualized regression maps and then extend these techniques normalize these maps across a populating using a Hierarchical Linear Model (HLM).
Representing Treadmill Walking
Steady state human walk is cyclic in nature [Chang et al., 2004] . We capture this periodicity using a single inertial sensor worn above the iliac crest on the right hip. Sensor data corresponds directly to the accelerations and rotational rates of the hip in the sensor's local 
where is a noise parameter and w p = (w 0p , . . . , w M −1p ) T are the model weights. Training the model is equivalent to learning the weights w p and the noise parameters σ p .
Using the properties of Gaussian distributions, we have
Bayesian Linear Regression (BLR) Bishop [2006a] adopts a Bayesian approach to linear regression by introducing a prior probability distribution over w p . We choose a Gaussian prior, p(w p ) = N w p ; 0, α −1 I over the model parameters w p . The optimal prediction for a new data point is given by the predictive distribution:
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and S −1
Model parameters are estimated by nding the best α and σ p to maximize the evidence function, nding the best parametersŵ to maximize the likelihood given a xed α and σ p alternately until convergence. This technique provides a subject-specic BLR model that can be trained and used for each participant separately. 
Generalizing Energy Estimation Models with
Our model diers from the BLR case in that, we assume that the prior distribution overw p is not uninformative but has a linear dependence on k and Phys p :
Both w p and k are hidden variables which need to be estimated from data. Variable k is also not a point estimate but has a prior distribution k ∼ N (k; 0, σ −2 I).
Each w p is now an informative prior dependent on the person's physiological features Phys p through k. We denote W = {w p }
P p=1
Training the multilevel model is equivalent to learning individual w p 's, the overall parameter k as well as the noise parameters {σ p } P p=1 , α and σ. The HLM combines P personal regression models in two ways. First, the local regression coecients w p determine energy values for each person. Second, the dierent coecients are connected through the population-level model parameter k. Intuitively, the HLM captures the inherent similarity in walking across dierent people while accounting for individual walking styles and energy consumption.
Likelihood evaluation
We aim to nd the optimal parameters that maximize the likelihood of each energy prediction y np for each person p, given the input data points x np and the physiological features Phys p . This likelihood can be written as:
=ˆp(Y, W|X, PHY)dW (11) =ˆp(Y|W, X, PHY)p(W|X, PHY)dW (12) p(W|X, PHYS) can be expressed in terms of hidden variable k as:
From the graphical model in Fig. 3 , the probabilities p(Y|W, X, PHYS) and p(W|X, k, PHYS) can be broken down into individual distributions as:
From the model graph, we can infer w p ⊥ ⊥ X p |k, Phys p , y np ⊥ ⊥ Phys p |x np , w p and k ⊥ ⊥ Phys p X p . Thus:
Substituting Eqs. 14, 15 and 16 into Eqs. 12 and 13, we have:
The pair of equations represented by [17] represent the likelihood of the observations Y given physiological features PHY and inputs X. Maximizing the log -likelihood, L = log l is equivalent to nding the optimal w p ,k and respective noise parameters that maximize these equations. Of particular interest is parameter k ∈ R D which helps generate a person dependent weight w p given only the physiological parameters. The probabilities p(y np |x np , w p ) and p(w p |k, Phys p ) are dened by Eqs. 8 and 9 respectively. For the class of exponential distributions in the absence of prior information, there is no closed form solution for {w p } P p=1 and k. Hence approximation techniques are required. Table 1 summarizes the terms used in our model. 
Algorithm description
We propose an EM like algorithm Bishop [2006b] to learn the parameters {w p } P p=1 and k. Our original aim was to maximize the likelihood L = log p(Y|X, PHY).
We approximate the likelihood term to incorporate the maximum a posteriori estimates of individual weights w p denoted byŵ p . Eachŵ p is now a point estimate assumed to be known and can be interpreted as a parameter that has to be optimized. From Eq. 9, the MAP estimate corresponds to the mean of each w p . The modied algorithm maximizes the incomplete log likelihood log p(Y|Ŵ, X, PHY). It does so by maximizing the expected complete log likelihood log p(Y, Z|Ŵ, X, PHY) . This expectation is written as:
We treat k as a hidden variable that needs to be estimated and hence Z = k. Phys p to w EM through k in a component-wise manner. We solve each of these regression problems in a BLR framework similar to that described in Sec. 3.2 to obtain a mean and variance measure for k.
M step Maximize likelihood of the data set given k.
This corresponds to re-estimating parameters using the current value of k. The learned k from the E-step is used to estimate individualŵ p 's given their physiological features Phys p . From the linear relationship as dened by Eq. 9, we have:
We use this estimate as initial conditions and maximize the likelihood of the data set. Given k (which is xed after the E-step), this is equivalent to maximizing individual likelihoods of each of the participants. Maximizing the individual likelihoods is the same as nding the optimal w p given N p data pairs {x np , y np } Np np=1 . This is equivalent to solving P individual Bayesian Linear Regression problems with the initial conditions of w p 's as dened above and nding the optimal w p 's.
Evaluate log likelihood The total log likelihood is the sum of the P individual log likelihoods found from the M step. We check for convergence of log likelihood and if not, repeat the E and M steps again. Using this algorithm we learn a generalized energy prediction model that maps physiological features to subject specic weights w p and uses these weights to predict energy expenditure for each subject. When it was required to extract an FFT over a signal, the Fourier coecients corresponding to frequencies greater than 10 Hz were discarded. All features were calculated for both the accelerometer and gyroscope and for each axis within each. Data for each user was thus a set of epochs each containing 6-dimensional raw data and the average rate of oxygen consumption (V O 2 ) for that epoch. These represent per-user data while walking at ve dierent speeds.
Reference Equations for Comparison
In order to compare our approach with current stateof-the-art techniques, a speed based calorie prediction 
Choosing Optimal Movement Features
Given candidate feature families as described in Sec.
3.1, our rst study focused on determining the best feature space to represent human movement. Once again, the best candidate was determined as that which minimized theV O 2 prediction error. Figure 5 summarizes the results. In each run, data from one participant p was selected. 60% of this data was randomly partitioned into training data, the remaining constituting test data.
Five dierent feature families were extracted from the epochs corresponding to the training data. Five dierent subject-specic models (shown in yellow) for each of the feature families using participant p's training data The 1024 point FFT produced the least error in both the subject-specic model and HLM. Errors from the HLM were roughly twice that of the subject-specic regression models. Subject-specic regression models performed better than speed or count based techniques. An interesting observation is that while the second lowest errors in the subject-specic model cases were obtained using motion shape as a feature, the corresponding second lowest errors in the HLM cases were obtained when using motion periodicity as a feature. Features that constitute motion shape and motion variation vary across experiment sessions. These feature values can change with slight changes in orientation, location of sensor, diering walking styles between sessions in addition to natural variations across participants. On the other Given that it produced the lowest error rates, in both subject-specic models and HLMs the 1024 point FFT was used as the only feature space to represent human movement for the remainder of this study.
Choosing the Single-best Optimal Physiological Feature
Given the 1024 point FFT transform as the optimal feature set to represent movement, the second study Figure 6 illustrates the errors obtained.
With these results in mind, the optimal feature space was chosen to be the 1024 point FFT at the individual level and weight only at the population level. 
Algorithm Comparison

Comparison with Subject-specic Modeling
Given the optimal feature space, an important question is how the HLM compares with subject-specic models. Fig. 7 illustrates the relative errors obtained when an HLM (shown in red) trained using data from P − 1 people is compared with a subject-specic model for the p th person with varying training data (shown in yellow) averaged across all participants. The testing methodology was similar to that described in Section 5.1.1 except that the feature set was kept constant and the percentage of training data was varied. For reference, speed based and accelerometer count based calorie determination techniques also shown. The HLM showed the same accuracy at all percentages of training data and hence only one bar is shown. The HLM showed comparable errors to subject specic models with 10% of training data used. With more training data, subject specic models outperformed the HLM and speed/count based approaches. The availability of more training data allows stronger modeling capability of subject-specic models. An HLM still showed the same level of performance as a subject-specic model with small amounts of data. Hence, in cases where no data from a subject is available, using an HLM might be a preferable option to predict calories burnt. With large amounts of data, a subject-specic model with large amounts of data would perform better than both the HLM and speed/accelerometer based approaches described. It can be shown that predictions from a BLR model (used in estimating k's) approach the ideal value with increasing large amounts of training data. Hence it is expected that as the size of the target population with an uninformative prior is also trained. Using an HLM with initial conditions along with a small percentage of training data produced similar errors to using a subject-specic model with large amounts of training data (p<0.1 per subject).
is expanded, the HLM will perform competitively with the subject-specic approach.
Utilization of HLM as an Informative Prior
Given the superior performance of subject-specic models, this section of the study explores whether a hybrid approach utilizing both an HLM and a subjectspecic model could be used to produce even more accurate results. This can be achieved by combining the weights obtained using the generalized model with limited training data to equal or improve model prediction accuracy. Such an approach would be benecial because it oers the potential of using less training data for training subject-specic models. Given the learned k, from a HLM, one can predict the subject specic weightŵ p for an unknown subject using Eq.
18. One can then train a subject-specic model with thisŵ p as an informative initial condition and limited subject-specic data. by itself produces higher errors than a subject-specic model, the lowest errors can be obtained by using the k from the model to obtain a subject specic weightŵ p and using thisŵ p as an informative prior with small amounts of training data from the participant. (b) Illustration of the training errors as a function of dierent exponents as compared with subject-specic models and HLM. Subject-specic models outperform weight exponent scaled models regardless of exponent. Generalized models perform worse than subject-specic or weight exponent scaled models. and probabilistic linear models are trained, these are compared against the subject-specic and generalized model described in this study.
Sources of Model Inaccuracies
This section of the study focused on how the HLM and subject-specic models compare against such scaling based approaches. The unied data set was divided into training and testing data and regression models were trained. This was repeated for dierent randomly sampled data and percentages of training and testing data.
Various exponent coecients in the range 0.6 < s < 1.6 were used in increments of 0.1 and percentage errors (as dened in previous section) were recorded. Thus for different combinations of training data and exponent coecients, we have an error surface. Fig. 10a shows the surface as seen from above. This represents a color plot of errors for various training percentage-exponent coefcient combinations. Lowest errors (≈ 6.5%) were seen with an exponent coecient of 0.7−1.0 and a large percentage of training data (> 50%). This exponent coecient value corresponded to previous research indicating that the optimal value is approximately 0.65 − 1.0. Flexibility in modeling physiological and feature parameters: HLMs allow exibility in incorporating features both at the physiological and sensor modeling level. By dierentiating these features at multiple levels, one can easily switch, add or remove various combinations and examine their eects on prediction accuracy. In our study, weight was the single best physiological feature and a 1024-point FFT was the best feature for description of movement.
Accurate models with sparse data: In many studies across a large population, researchers often have to deal with inadequate or unequal amounts of data from participants. Capturing inter-participant dependencies through a higher level of modeling allows one to eectively transfer model information from those participants for whom extensive data are available to those where only limited data are available. Our implementation demonstrated the eectiveness of using the HLM to obtain an informative initial condition to further train individual models. Despite having access to sparse data, using an informative initial condition produced similar errors to a subject-specic model with large training data.
Comparison with subject-specic and weightscaled modeling: The generalized model showed similar errors to subject-specic models with 10% of training data used. Subject-specic models performed better than weight exponent scaled models for all exponent scales. An important insight was that generalized models showed competitive prediction accuracies with the subject-specic model in the middle energy range for each subject but broke down when predicting for lower or higher energy ranges. This is most likely because most subjects exhibit similar walking patterns in the mid-speed ranges.
Future Work
We plan to expand our work in a number of directions.
The most important extension is to test our algorithm across a much larger population and more comprehensive set of activities. Testing across a larger population will also allow a comparison between the eects of other physiological features such as height, stride length and sex on prediction accuracies. We also aim to test the algorithm in free-living conditions across common activities such as walking, sitting and standing. Finally, we plan to compare other approaches that learn the parameters k and w p , including Gibbs-sampling and variational approximations.
