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RESUMEN 
Este proyecto consiste en el desarrollo e implementación de un algoritmo basado 
en inteligencia artificial, que permita realizar las pruebas de estanqueidad y con 
esto identificar envases de Tereftalato de Polietileno (PET) que presentan fugas. 
Se realiza el desarrollo del sistema a partir de mediciones de presión. Para esto se 
propone elaborar un mecanismo prototipo, mediante el cual se realice la 
adquisición de la señal de presión, este mismo mecanismo permite la inyección de 
aire a presión en el envase y el sellado del mismo. La señal adquirida es 
procesada digitalmente y mediante una máquina de soporte vectorial (SVM por 
sus siglas en inglés) se clasifica en una de dos categorías. Existen muchas 
herramientas de procesamiento digital de señales, sin embargo en aplicaciones de 
clasificación las SVM, han demostrado ser una muy buena alternativa. Las SVM 
requieren de un proceso de entrenamiento, que se realiza a partir de señales de 
las cuales se conoce la clase a la que pertenecen. Luego de su entrenamiento, se 
realiza un programa mediante el cual se realiza la clasificación de una nueva 
botella. El algoritmo de la SVM es implementado en un sistema de procesamiento 
en tiempo real, con el fin de realizar la clasificación de envases ON-Line. Para esta 
última etapa se propuso el uso del Compac Rio de National Instruments, dadas 
sus características de trabajo para ambientes industriales. 
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1. INTRODUCCIÓN 
 
La industria Colombiana es cada día más competitiva, los tratados de libre 
comercio firmados en los últimos años hacen que este sector esté en camino de 
implementar procesos de producción de alta tecnología, con los cuales la 
productividad, calidad y economía estén a nivel de las mejores compañías del 
mundo. El sector de los plásticos y en particular el de la fabricación de envases no 
se escapa de esta nueva tendencia mundial. En Colombia, hay gran cantidad de 
empresas dedicadas a la transformación de materia prima en productos de 
consumo masivo, como es el caso los envases de Tereftalato de Polietileno o más 
conocidos como envases PET, por sus siglas en inglés. Una de las pruebas de 
calidad que debe garantizar la fabricación de este tipo de envases, en especial 
cuando el uso final es como contenedor de sustancias líquidas como agua, aceite, 
gaseosas y demás bebidas, es la de no tener ningún tipo de fuga. De ahí la 
importancia para este sector de contar con sistemas de medición y prueba de las 
propiedades del producto final. 
 
1.1. PRESENTACIÓN DEL PROBLEMA 
 
El problema se centra en la adquisición y procesamiento digital de las señales de 
la presión medida, que permitan determinar las características de estanqueidad de 
los envases de PET. Dos tipos de sistemas de detección pueden encontrarse, el 
primero off line en el cual se toma una muestra de los envases y se prueban en el 
laboratorio. Este tipo de sistemas por lo general son lentos y emplean 
herramientas de procesamiento complejas, sin embargo brindan mayor 
información sobre las características del envase, su gran desventaja es que no 
prueba la totalidad de envase producidos. En el segundo tipo on line, el sistema se 
incluye en la línea de producción y prueba todos los envases fabricados, por lo 
tanto requiere herramientas de procesamiento muy rápidas, algoritmos de 
procesamiento de tiempo real, además debe permitir su ensamble o acople con la 
máquina que produce los envases. El proyecto planteado corresponde a este tipo 
de sistemas. El tipo de señales para análisis de fugas en general es muy amplia, 
ejemplos son las señales acústicas, de vacío o de presión. En algunos casos, se 
encuentran sistemas de prueba de estanqueidad que detectan la presencia del 
elemento que se transporta o que contiene el recipiente bajo prueba, esta es la 
situación de los detectores de fugas de gas natural.  
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Cuando se trata de envases de PET la señal a procesar es, en la gran mayoría de 
los casos, la que se obtiene por el decaimiento de presión que se presenta en el 
elemento que tiene una fuga, cuando este se presuriza por un breve lapso de 
tiempo. Así mismo, se encuentran muchas técnicas de procesamiento digital 
aplicadas a la detección de fugas. Algunas de ellas son: redes neuronales [11], 
[12], wavelets [12], [13], teoría de control difuso [14], [15], [16], entropía [5], 
liapunov [23], autocorrelación [5], [10], teoría de caos [17], predictor ARX [21], 
interferometría óptica [27], [28], entre otras. Sin embargo, son pocas en la 
aplicación específica de envases de PET, en la cual poca documentación se 
encuentra. Algunos fabricantes como HongKong Pinguan Machinery Ltd, publican 
en su página de internet el método empleado, en este caso decaimiento de 
presión y comparación con un umbral crítico. Otras compañías como Bofiglioli 
Engineering, no presentan la técnica utilizada. En este proyecto se propone 
analizar la señal de presión obtenida, mediante un clasificador de soporte vectorial 
para establecer las características del envase. 
 
1.2. MOTIVACION 
 
El proyecto surge de la necesidad que tienen industrias fabricantes de envases de 
Tereftalato de Polietileno, más conocido como PET (por sus siglas en inglés 
Polyethylene Terephtalate), de realizar pruebas de control de calidad. Una de 
estas pruebas tiene que ver con la verificación de la estanqueidad en el cuerpo de 
la botella. La mayoría de este tipo de envases se usa como contenedores de 
líquidos, como por ejemplo gaseosa, agua, aceite de cocina, entre otros. En 
algunas de estas industrias, el control de calidad se realiza mediante la inspección 
visual, una persona observa cada botella cuando sale de la máquina que las 
fabrica. Teniendo en cuenta que estas máquinas producen alrededor de 3000 - 
4000 botellas por hora1, la inspección visual solamente permite la detección de 
envases con defectos de gran magnitud. Envases con orificios del orden de 
fracciones de milímetro solo son detectados al momento de envasar el líquido, o 
tiempo después cuando el líquido se hace visible, al dañar las cajas en las que se 
empacan varias botellas para ser transportadas. Esto genera grandes pérdidas a 
las compañías embotelladoras o productoras de los diferentes líquidos.  
 
                                            
1
 Máquina modelo JS4000 de Taizhou Jiansheng Machine Co., Ltd. 
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En la actualidad existen máquinas automáticas que realizan este tipo de pruebas, 
sin embargo no son de fabricación nacional. Esto implica un factor de riesgo 
porque no se encuentran representantes colombianos que las distribuyan, instalen 
y realicen las pruebas correspondientes al momento de la entrega. Se requiere la 
presencia de ingenieros de fábrica que hacen costosa su implementación, esto sin 
contar con las condiciones de servicio posventa que esto implica.  
 
Existen métodos de detección de fugas de fácil implementación, sin embargo no 
resultan aplicables dadas las condiciones técnicas exigidas, como es el caso del 
número de botellas por hora que deben ser probadas, o que su funcionamiento 
debe ser en línea para garantizar la totalidad de la producción. Así mismo, las 
empresas que han desarrollado este tipo de máquinas y que logran rendimientos 
cercanos a los exigidos, emplean métodos o algoritmos de procesamiento 
desarrollados por su propio personal, y que por obvias razones, los mantienen 
bajo la protección de secreto empresarial.  
 
El desarrollo del proyecto se puede justificar desde tres puntos de vista, de la 
siguiente manera:  
 
• A nivel mundial se encuentran muchos sistemas de detección de fugas, sin 
embargo no aparecen muchas investigaciones publicadas con aplicaciones 
específicas, a envases o contenedores como se presenta en este proyecto. 
Los fabricantes de máquinas para la realización de esta tarea mantienen 
restringido el acceso a esta información como es el caso de Bofiglioli 
Engineering de Italia.  
 
• A nivel nacional, nuestro país cuenta con un campo industrial que se está 
fortaleciendo. El desarrollo de investigaciones desde la universidad, con 
aplicación inmediata en el sector productivo, contribuye en gran medida a 
que los avances tecnológicos se den desde el interior mismo del país, 
aprovechando el conocimiento y las características propias de nuestros 
sectores y no solamente con la importación de tecnología, con los 
correspondientes procesos de adaptación y modificación a que se ve 
obligada la industria colombiana. Es decir, se establece el aporte de la 
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universidad en el desarrollo de tecnología colombiana para la industria 
colombiana.  
 
• Desde la naturaleza y magnitud del problema a resolver, se puede observar 
que pertenece al campo de la investigación aplicada, en el cual es de gran 
importancia la implementación de herramientas de procesamiento de 
señales en tiempo real, que garanticen la oportuna respuesta y además que 
sean inmunes a perturbaciones de tipo industrial como ruido eléctrico, 
interferencias y ruidos ambientales presentes. 
 
1.3. OBJETIVO GENERAL 
 
Determinar e implementar un algoritmo de “tiempo real” basado en inteligencia 
artificial, para analizar la estanquidad de envases de tereftalato de polietileno. 
 
1.4. OBJETIVOS ESPECÍFICOS 
 
• Elaborar el mecanismo prototipo, incluyendo la selección del sensor de 
presión diferencial adecuado, que permita realizar la adquisición de la señal 
para la construcción de una base de datos y la prueba final del algoritmo. 
 
• Realizar el análisis de las señales de la base de datos, con el fin de 
establecer el tipo de entrenamiento de la SVM.  
 
• Diseñar y elaborar la etapa entrenamiento de la SVM, a partir de las 
características obtenidas.  
 
• Diseñar y elaborar la etapa de decisión, encargada de determinar si el 
envase presenta fuga o no.  
 
• Validar el algoritmo empleando una base de datos ampliada con nuevas 
señales.  
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• Implementar el algoritmo sobre una plataforma que permita su ejecución en 
“tiempo real”.  
 
• Realizar pruebas finales sobre el mecanismo prototipo y envases nuevos. 
 
1.5. ORGANIZACIÓN DEL TRABAJO 
 
El presente documento está conformado por tres capítulos, el primero que 
antecede a esta sección contiene la introducción en la cual se incluye el 
planteamiento del problema, la motivación y objetivos del trabajo realizado. Se 
hace especial énfasis en el carácter de aplicación industrial que tiene el proyecto, 
en busca de la innovación y mejora tecnológica en el área de aplicación 
presentada. 
 
El capítulo 2 reúne el estado del arte en cuanto a detección de fugas se refiere y 
los aspectos teóricos relevantes para el desarrollo del proyecto. Dentro de los 
antecedentes se plantea la importancia que ha tenido la investigación en el sector 
petrolífero, en este segmento industrial se han llevado a cabo, y se continúan 
desarrollando gran cantidad de investigaciones con excelentes resultados. 
También se destaca que prácticamente todas las herramientas de inteligencia 
artificial se han utilizado en los procesos de detección de fugas. En cuanto al 
marco teórico, se presentan los elementos que son utilizados en la solución del 
problema planteado, aquí la Máquina de Soporte Vectorial concentra gran parte de 
la atención. Como paquetes de software (Matlab), cuentan con herramientas que 
permiten la utilización de la SVM en aplicaciones de corte industrial. También de 
presenta información acerca de la implementación de sistemas de procesamiento 
en tiempo real, como es el caso de la plataforma cRio de National Instruments.  
 
El capítulo 3 contiene todo el proceso llevado a cabo en el desarrollo del proyecto, 
está organizado por secciones que corresponden con cada una de las etapas del 
mismo. Desde la estructura necesaria para el montaje de los diferentes 
componentes mecánicos, neumáticos y electrónicos hasta la implementación en la 
plataforma de tiempo real seleccionada, pasando por la etapa de adquisición de 
señales, análisis de las mismas, programación y entrenamiento de la SVM, 
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elaboración y ejecución de pruebas off line y por la elaboración e implementación 
de las pruebas on line que permiten comprobar el funcionamiento en tiempo real 
del proyecto. El documento es abundante en la presentación de imágenes que 
permiten aclarar cada uno de los elementos utilizados, gráficas que muestran las 
características de las señales obtenidas. Al finalizar este capítulo se presenta el 
análisis de los resultados así como las conclusiones en donde se realizan 
consideraciones que pueden tenerse en cuenta al momento de la implementación 
de este proyecto en una línea de producción de tipo industrial. 
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2. REVISIÓN DE LITERATURA Y ASPECTOS TEÓRICOS 
 
2.1. ESTADO DEL ARTE 
 
La detección de fugas ha sido un área de gran interés en el sector industrial, en 
especial en los sistemas de transporte de petróleo y de gas por los costos 
ambientales, sociales y económicos que implican para una región o país. Es así 
como en todo el mundo existen normas para la explotación y distribución de 
combustibles, y multas económicas muy elevadas en los casos en los que se 
incumplen con las mismas. En tuberías hay muchos métodos empleados para la 
detección de fugas, estos pueden ser clasificados en métodos directos e indirectos 
[1], [2]. En otras áreas también se han desarrollado sistemas o métodos de 
detección de fugas, como es el caso de tuberías de transporte de agua, pruebas 
en diferentes tipos de envases y pruebas en Sistemas Micro Electro Mecánicos o 
MEMS por sus siglas en inglés. Muchas herramientas o métodos se han aplicado, 
hasta el punto que en la actualidad los algoritmos de inteligencia artificial están 
liderando esta tarea con excelentes resultados.  
 
La adquisición se señales acústicas con fin de realizar la detección de fugas en 
tuberías ha sido de gran importancia, sin embargo la aparición de señales 
acústicas que no provienen de fugas reales, genera inconvenientes en estos 
métodos de detección [3]. Las emisiones acústicas pueden ser definidas como una 
onda elástica transitoria, generada por la rápida liberación de energía dentro del 
material [3]. El análisis de estas emisiones acústicas permite la identificación de 
fugas, incluso a distancias lejanas. Las técnicas y equipos desarrollados basados 
en la señal acústica, han sido efectivos en tuberías de agua [5]. Algunos 
instrumentos convencionales, empleados en la detección de fugas son: varillas 
equipadas con auriculares, geófonos y micrófonos [6], [7], sin embargo su 
efectividad depende, en gran medida, de la habilidad del operario. Con el fin de 
evitar la dependencia del usuario, los métodos que emplean procesamiento digital 
de señales acústicas, han sido de gran ayuda y han hecho que las diferentes 
técnicas tengan avances importantes en cuanto a su efectividad.  
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Los instrumentos desarrollados a partir de esta idea, están conformados en 
general de la siguiente manera:  
 
• Un sensor o conjunto de sensores se emplean para explorar la tubería.  
• Las señales allí obtenidas, son transmitidas mediante sistemas de 
adquisición de datos, que incluyen filtros y amplificadores, a sistemas de 
procesamiento de información como microcontroladores, PCs o DSPs.  
• Por último una unidad de procesamiento, se encarga de la identificación de 
las fugas, allí se pueden emplear una de muchas herramientas de 
procesamiento disponibles, en general un solo algoritmo puede dedicarse a 
esta tarea o la combinación de algunos de ellos. En [4], un algoritmo o 
modelo de procesamiento, se encarga de la extracción de las 
características de las señales y otro, a partir de estas características, se 
encarga de la identificación de las fugas correspondientes.  
 
Los métodos acústicos son empleados ampliamente en tuberías que transportan 
gas, petróleo o incluso agua. 
 
Los métodos de detección de fugas mediante la medición del decaimiento de 
presión, se han empleado principalmente en el control de calidad en la fabricación 
de envases. En este caso, se trata de la inyección de aire en el envase bajo 
prueba hasta obtener una presión determinada, y luego analizar el 
comportamiento de la señal de presión medida en el interior del envase. La gran 
mayoría de los equipos desarrollados para esta tarea, basan su funcionamiento en 
la simple comparación, durante un lapso de tiempo determinado, de la señal con 
respecto a un valor fijo o umbral definido. Este valor de umbral se establece 
después de una gran cantidad de pruebas, que permiten determinar el valor 
óptimo para cada aplicación. Una representación de este método se presenta en 
la figura 1. 
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Figura 1 Detección de fugas por decaimiento de presión 
 
Fuente: Gráfica disponible en http://www.pg-leak.com/en/container-leak-tester-01.html 
 
El método es simple, razón por la cual permite el empleo de equipos que no 
cuentan con poderosas herramientas de procesamiento, como es el caso del 
controlador lógico programable (PLC por sus siglas inglés), el cual es ampliamente 
usado a nivel industrial. Sin embargo, las limitantes de este método son evidentes 
cuando se trata de microfugas, ya que en estos casos la presión dentro del envase 
cambia muy lentamente, y durante el periodo de comparación no alcanza a 
superar el umbral dando un resultado erróneo. Algunas compañías han usado este 
método por mucho tiempo, mejorando la técnica hasta lograr resultados muy 
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buenos en función del diámetro de la fuga capaz de detectar [8], incluso algunas 
de estas compañías anuncian en la actualidad el uso de inteligencia artificial para 
mejorar la precisión y la capacidad de detección. Sin embargo, estos desarrollos 
se mantienen ocultos dado el carácter comercial de estas compañías.  
 
Una variante de este método, consiste en la producción de una pequeña 
deformación en el envase cuando se tiene presurizado, el análisis de la relación 
presión-deformación permite determinar si se trata de un elemento con una fuga o 
no [9]. Aun así, no se conoce si este método se emplea en la actualidad por los 
fabricantes de las máquinas de prueba envases. 
 
Métodos de procesamiento utilizando inteligencia artificial: En la detección de 
fugas tal como se mencionó anteriormente los métodos tradicionales, acústicos o 
de decaimiento de presión, por si solos no son suficientes para garantizar la 
calidad de un envase, o si por el contrario se presenta una fuga en alguna zona 
determinada del mismo. En la actualidad las técnicas de procesamiento digital de 
señales, con las modernas herramientas proporcionadas por la inteligencia 
artificial, son empleadas en casi todas aplicaciones de análisis de señales, la 
detección de fugas no es la excepción. Una breve descripción de algunas de estas 
herramientas se presenta a continuación: 
 
Autocorrelación: La principal propiedad de la autocorrelación, es la de entregar 
una medida de la coherencia de una serie en el dominio del tiempo. Esta 
propiedad en realidad lo que permite es tener una idea de la autosimilitud de la 
señal [5]. Algunas de las características que se pueden obtener a partir de la 
autocorrelación son [10]: la rapidez con la que una señal cambia con respecto al 
tiempo, en donde un proceso tiene una componente periódica, y si un valor en un 
instante de tiempo es similar o no con valores anteriores. En [5] las características 
de autosimilitud obtenidas por medio de la autocorrelación, son usadas en la capa 
de entrada de una red neuronal, que se encarga de determinar la existencia o no 
de una fuga en una red de distribución de agua.  
 
Redes Neuronales: Una red neuronal, puede definirse como una estructura o 
sistema construido para hacer uso de los principios organizacionales del cerebro 
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humano. Los elementos fundamentales de esta red se conocen como neuronas 
artificiales, y cuentan con alta conectividad entre ellas y con la capacidad de 
realizar operaciones de cálculo [11]. Las redes neuronales artificiales son 
especialmente usadas en el reconocimiento y clasificación de patrones, en la 
compresión de imágenes y en el filtrado de señales. Como se mencionó en el 
numeral anterior, una red neuronal artificial es usada en la detección de fugas en 
tuberías de agua. Así mismo, se usan redes neuronales para la detección de fugas 
en tuberías de petróleo [12]. En este caso, el algoritmo para la detección de la 
fuga, parte de la adquisición de señales por medio de sensores de presión, estas 
señales pasan por una etapa de adecuación, luego por medio de wavelets se 
realiza la descomposición de las señales, y por último mediante la red neuronal se 
extraen las características y se clasifican los perfiles de fuga.  
 
Wavelets (onditas): La transformada de onditas o wavelets, es considerada un 
tipo especial de transformada de Fourier, que permite obtener información en 
función del tiempo y de la frecuencia de forma cuasi simultánea. La transformada 
de onditas es muy utilizada en procesamiento de señales, es común aplicación en 
filtros, compresión y descompresión de datos y en extracción de características. 
Esta última aplicación es empleada en [12] como etapa previa a la red neuronal 
artificial, que se encarga de la clasificación de estas características para 
determinar la presencia de la fuga. Así mismo, en [13] se emplean wavelets en la 
detección de fugas de manera inmediata en tuberías de petróleo, con el fin de 
evitar robo, minimizar pérdidas y garantizar el normal funcionamiento del sistema 
de transporte. En este caso, se usan dos sensores de presión en los extremos del 
tramo de tubería que se desea explorar, cuando una fuga se produce, esta genera 
una onda de presión que se transmite a lo largo de la tubería. Esta onda, 
representa una caída de presión que se conoce como punto de rareza de la señal 
[13]. El algoritmo de wavelet permite detectar este punto de rareza y el momento 
en que se produce. 
 
Teoría del Control Difuso: La lógica difusa, ha sido una de las herramientas que 
ha encontrado aplicaciones en diferentes áreas como la economía, la medicina, la 
administración y los sistemas de control, entre otras. Esta teoría, que fue 
introducida desde 1965 por Zadeh [14], crea un nuevo tipo de variables, las 
variables difusas, que son descritas por expresiones lingüísticas como largo, alto o 
rápido, etc. Todo un proceso matemático, alrededor de estas nuevas variables se 
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ha desarrollado, y ha permitido dar solución a problemas muy difíciles de 
representar con las variables tradicionales. En [15], se emplea la teoría de control 
difuso para la detección de la zona de fuga antes de que se produzca la 
perforación. La mayoría de los métodos empleados analizan la información 
obtenida después de producirse la fuga, con las correspondientes riesgos o 
pérdidas que esto implica [16]. Por lo anterior este método es aplicado en la 
prevención y predicción de fugas.  
 
Teoría de Caos: Como se ha visto hasta ahora, la detección de fugas en tuberías 
de transporte de petróleo, gas o agua ha tenido un gran interés en los 
investigadores. No menos importante, es la detección de fugas en plantas 
refinadoras de petróleo, por el peligro que esto implica para el personal que allí 
trabaja. En [17], un sistema de detección de fugas de gas a alta presión en 
refinerías de petróleo, basado en la teoría del caos es planteado. El método, 
consiste en aplicar el Criterio de Información de Caos [20], a señales acústicas 
adquiridas por medio un micrófono. Como fuente sonora se usa un generador 
artificial de gas a alta presión, o simulador de la fuga, que se ubica a 16 metros del 
sensor. En estas condiciones, el micrófono captura, no solamente, el sonido del 
gas a alta presión sino también los sonidos ambientales, representados como 
ruido de fondo. Basados en estudios anteriores [18], se puede asumir que el ruido 
de fondo está conformado por elementos no determinísticos, mientras que las 
señales producidas por la fuga del gas a alta presión, contiene componentes 
determinísticas. Con el fin de discriminar entre los dos tipos de señales adquiridas, 
se usa el método TPM (por sus siglas del inglés Trajectory Parallel Measure) [19], 
con el cual se puede determinar la presencia de fuga, comparando con un valor 
umbral fijado.  
 
Predicción ARX: Otro de los algoritmos para la detección de fugas en tuberías, 
está basado en un predictor autoregresivo MIMO (Múltiples entradas / múltiples 
salidas) [21], en este caso con un filtro de entrada. Este algoritmo, está 
conformado por dos etapas, una que se encarga de la detección de la fuga y otra 
de la localización en el tiempo. Para esto, se almacena un vector de datos, en una 
ventana de tiempo, con la información necesaria para determinar el instante en 
que se produce la fuga.  
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Estabilidad de Liapunov: Un método basado en el criterio de estabilidad de 
Liapunov, es usado para la detección de fugas. En [23], se presenta el trabajo 
realizado con pruebas en la tubería de una planta petrolera en Nigeria. El método 
consiste en tomar un modelo tradicional de flujo de líquidos en una tubería, se 
incluye un término que representa una fuga. Los diferentes criterios de estabilidad 
en sistemas de flujo, fueron aplicados para desarrollar el modelo para la detección 
de la fuga. Se usa una matriz de estabilidad para determinar los eigenvalores del 
sistema. Una fuga es detectada, cuando alguno de los valores propios toma valor 
menor que -1. Mediante un programa de simulación, se determina la certeza de la 
fuga, en cada iteración del programa se evalúan los eigenvalores, asignado votos 
a favor o en contra de la presencia de la fuga. Por la teoría de probabilidad y la 
estadística [24], el criterio de Bayes es aplicado. De acuerdo con [22], cuando una 
fuga se produce en una tubería, la onda sonora que se genera viaja por el fluido a 
velocidad sónica. Con mediciones de tiempo de propagación de la onda, se puede 
llegar a obtener el tamaño de la fuga.  
 
Espectrometría de Masa de Helio e Interferometría Óptica: Por último, en este 
recorrido por los diferentes métodos para detección de fugas, se incluye una 
aplicación que ha brindado gran apoyo en los avances tecnológicos, en todas las 
áreas de la vida humana, los MEMS o Sistemas Micro Electro Mecánicos. Son 
muchos los dispositivos de este tipo, como sensores, acelerómetros, giróscopos, 
sensores infrarrojo que deben ser empacados al vacío y más aún, que el tiempo 
de vida depende de la duración de este vacío [25]. Cuando se trata de 
empaquetamientos pequeños, las exigencias de hermeticidad son mayores, dado 
que estos son susceptibles de microfugas. Estudios han mostrado, que la tasa 
máxima de fugas en empaques pequeños, es varios órdenes de magnitud menor 
que los empaques que son más grandes [27], [28]. La espectrometría de masa de 
Helio, se basa en el bombardeo de un elemento con Helio presurizado por un 
tiempo determinado, luego se pasa a un espectrómetro, en donde se mide la 
velocidad de salida del helio. Por otro lado, la interferometría óptica, se basa en el 
patrón de interferencia obtenido, al atacar el espécimen sometido a presión con un 
haz láser, el frente de onda reflejado produce un interferograma que es capturado 
con una cámara.  
 
Máquinas de Soporte Vectorial (SVM por sus siglas en inglés): Las SVM han 
sido ampliamente usadas en tareas de clasificación de información [29], sin 
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embargo no se encuentran reportes de aplicaciones en la detección de fugas, a 
pesar de su gran fortaleza a la hora de distinguir datos entre dos clases. La SMV 
es considerada una gran herramienta de clasificación lineal o no lineal [30] y ha 
sido empleada en problemas como ecualización de canal de ultra banda ancha 
[31], estimación de canal en sistemas de multiplexación de frecuencia ortogonal 
[32], detección de actividad de voz [33]. Un clasificador SMV es básicamente un 
algoritmo que maximiza la distancia entre dos clases, minimizando error de 
clasificación. La SMV busca a partir de un conjunto de datos de entrenamiento, un 
hiperplano que separe las dos clases a las que pertenecen. Este hiperplano puede 
ser tan simple como una recta en el caso de que se trate de datos linealmente 
separables, como el de la figura 2, o puede estar conformado por muchas 
fronteras de decisión que conforman un hiperplano más complejo, como es el caso 
de la figura 3. 
Figura 2 Datos linealmente separables 
 
Fuente: Disponible en Statistics Toolbox de Matlab 
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Figura 3 Datos para un clasificador no lineal 
 
Fuente: Disponible en Statistics Toolbox de Matlab 
 
 
2.2. MARCO TEÓRICO 
2.2.1. Máquina de Soporte Vectorial 
Una máquina de soporte vectorial SVM, es una herramienta de clasificación que 
permite encontrar fronteras lineales a partir de no lineales [35]. Esto se logra a 
partir de una transformación de:  
 ⟶ ∥   							
1	 
Es decir transforma el espacio de dimensión m en uno de dimensión n, en este 
nuevo espacio las fronteras de las dos clases pueden ser vistas como rectas o 
superficies de decisión, linealmente separables. 
Se supone que se tiene un conjunto de N datos que pertenecen a una de dos 
clases de la forma 
, , 
, , 
,  … 
, , donde  ∈ . Los vectores  
corresponden a vectores de datos a clasificar, mientras que los valores de  son 
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escalares que definen la clase a la que pertenece el vector  correspondiente, se 
define entonces que  ∈ 
1,−1. El conjunto de todos los valores de  se conoce 
como vector de etiquetas, es decir: = 
, …. Estos datos definen un 
hiperplano de la forma mostrada en la ecuación (2). 
: 
 =  +  = 0						
2 
En donde,  es un vector unitario. De esta manera 
 induce una regla de 
decisión de la forma mostrada en la ecuación (3). 
!
 = "#$
 + 							
3 
Se puede demostrar que 
 está dada por la función distancia de  al 
hiperplano, con la ecuación (4). 
&	
 > 0,∨& 						 
4 
Si se trata del caso linealmente separable, el problema se transforma en 
maximizar un margen * entre los puntos y las clases +1 y -1. Es decir, se 
convierte en un problema de optimización, como el de la ecuación (5). 
+,,			,-,			‖,‖/	*					
5 
Sujeto a 
&
 +   *, # = 1, 2, 3…				
6 
El cual puede transformarse en un problema más sencillo por el principio de 
dualidad [36], como el de la ecuación (7). 
#,,			,-‖‖						
7 
Sujeto a 
&
 +   1, # = 1, 2, 3…						
8 
Todos los puntos que cumplen con (7) sujetos a &
 +  = 1 son llamados 
vectores de soporte. Esta es la forma más usual de escribir el criterio de 
separación de datos basado en vectores de soporte. En la figura 4 se puede 
mostrar el problema mencionado. 
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Figura 4 Problema de optimización de una SVM, caso lineal. 
 
Fuente: Tomada de [35] página 418 
Cuando se trata de un caso no lineal, este puede verse como un caso en cual las 
clases se traslapan [35]. Una manera de analizar este problema es maximizando 
aún más *, pero permitiendo que algunos elementos queden clasificados 
erróneamente, es decir que el proceso de clasificación permita algún margen de 
error. Para esto, se define una nueva variable de holgura 4 = 
4, 4…45	. En este 
caso la restricción en (5) puede presentarse de dos formas, como se muestra en 
las ecuaciones (9) y (10). 
&
 +   * − 4& 											
9 
o 
&
 +   *
1 − 4&													
10 
∀&, 4&  0,84& 9 :;"<+<=5&/  
Las dos formas conllevan a soluciones diferentes. En la primera, ecuación (9), las 
clases se traslapan una distancia 4& en el margen, sin embargo su solución resulta 
en un problema de optimización no convexo. Mientras que en la segunda, 
ecuación (10), mide la distancia de superposición relativa, que cambia con el 
ancho del margen *, su solución resulta en un problema de optimización convexo, 
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razón por la cual es la que generalmente se usa. En este caso, 4 es la cantidad 
proporcional por la cual la predicción está en el lado equivocado del margen y ∑4& 
es la cantidad proporcional total por la cual la predicción está en el lado 
equivocado del margen. La ecuación (11) muestra el problema de optimización 
mencionado. 
#‖‖												
11 
Sujeto a 
4&  0,∑ 4& 9 :;"<+<=, &
 +   
1 − 4&, ∀&  
Esta la forma más usual del clasificador de soporte vectorial para caso no lineal. 
La figura 5 muestra el problema mencionado. 
Figura 5 Problema de optimización de una SVM, caso no lineal. 
 
Fuente: Tomada de [35] página 418 
 
2.2.2. Solución del Problema de Optimización Mediante 
Multiplicadores de Lagrange 
El problema de optimización en (11), puede presentarse como una solución de 
programación cuadrática mediante el uso de multiplicadores de Lagrange [36], y 
puede reescribirse de forma equivalente como mediante la ecuación (12). 
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#,,			,- 12 ‖‖ + ?84&
5
&/ 								
12 
Sujeto a 
4&  0, &
 +   
1 − 4&, ∀& 
En donde se introduce un parámetro ?, que es el costo y que reemplaza la 
constante. Introduciendo los multiplicadores Lagrangianos positivos @&, con # = 1, 2…A, se tiene la formulación de Lagrangiano primal de la ecuación (13). 
BC = 12‖‖ + ?84&
5
&/ −8@&D&
 +  − 
1 − 4&E
5
&/ −8F&4&
5
&/ 											
13 
Se requiere, entonces, minimizar BC con respecto a ,  y además que todas las 
derivadas de BC con respecto a @& sean cero. El cual es un problema cuadrático 
convexo, lo que significa que se puede resolver el problema dual de maximizar BC 
sujeto a que el gradiente de BC con respecto a @& sean cero y también sujeto a que @&  0. Esta definición es conocida como el Wolfe Dual [37], que tiene la propiedad 
de que el máximo de BC se presenta en los mismos valores de ,  y @& que el 
mínimo, ambos sujetos a sus correspondientes restricciones. 
 
Que el gradiente de BC mencionado sea cero, conlleva las ecuaciones (14) y (15). 
 =8@&&&5&/ 						
14 
0 =8@&&5&/ 						
15 
Sustituyendo estas condiciones en (13) se obtiene el Lagrangiano Dual para el 
caso lineal de la ecuación (16). 
BG =8@&5&/ −
1288@&@H&H& ⋅ H
5
H/
5
&/ 											
16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Tanto BC como BG parten de la misma función objetivo, tienen diferentes 
restricciones y la solución puede obtenerse ya sea minimizando BC o maximizando BG. 
Es de notar que hay un multiplicador de Lagrange por cada punto de 
entrenamiento. Los vectores de soporte serán los puntos para los cuales se 
obtiene la solución @&  0. Los vectores de soporte serán fundamentales en el 
momento de la implementación de la SVM, debido a que se encuentran lo más 
cerca posible al umbral de desición. Si los vectores de soporte son removidos la 
solución cambia, mientras que si otros puntos no son incluidos en el 
entrenamiento, la solución es la misma. 
 
Para el caso no lineal, la solución viene de hacer uso de las funciones Kernel, la 
cual es una función J: ×  →  tal que: 
J: 
&, & → M
& ⋅ MNHO																
17 
y que representa el producto escalar en el espacio de las características de 
cualquier dimensión [38], [39]. Cabe destacar que mediante el uso de las 
funciones Kernel no es necesario conocer las funciones M de forma explícita. Sin 
embargo, las funciones K deben cumplir con el teorema de Mercer, para ser 
usadas como productos punto y en consecuencia como funciones Kernel. 
 
Algunas de las funciones K más usadas en aplicaciones de clasificación son [40], 
[41]: 
• Kernel lineal: J
&, & = & ⋅ H 
• Kernel polinomial: J
&, & = 
& ⋅ H + 1P, en donde Q es el orden del 
polinomio 
• Kernel de base radial gausiana (rbf): J
&, & = =R S− TUVWUXTYZY [, en donde \ > 0 es el parámetro que controla el ancho del kernel. 
Otras funciones kernel más complejas que pueden encontrarse en software como 
Matlab son: kernel cuadrático, kernel de perceptrón multicapa e incluso se dispone 
de la opción para aplicar una función kernel definida por el usuario. 
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2.2.3. Aplicación de la SVM 
De (14) se puede obtener la función solución de la forma mostrada en la ecuación 
(18). 

 = ℎ
 +  =8@&&JN&, HO + 																	
185&/  
El proceso de entrenamiento consiste, entonces, en encontrar los vectores de 
soporte, los valores de los multiplicadores de Lagrange @& y los valores de  o 
bias. Sin embargo, dadas las restricciones de (16), en especial @& > 0, la función 
en (18) no requiere evaluarse en todos los puntos del espacio de características, 
basta con evaluarse en los vectores de soporte y aplicar la función de decisión (3) 
para clasificar un nuevo dato, como se presenta en la ecuación (19). 
!^
 = "#$N_ + _O = "#$ `8@&&JN& , HO + 5ab&/ c																	
19 
Teniendo en cuenta lo anterior, el entrenamiento puede llevarse a cabo con 
herramientas informáticas como Matlab, y luego ponerse en funcionamiento con 
datos nuevos que requieran ser clasificados.  
A manera de ejemplo se realiza el entrenamiento con los siguientes conjuntos de 
datos pertenecientes a dos clases, así: 
A la clase + pertenece el conjunto de datos {(1,0),(0,1),(-1,0)\,(0,-1)}, los valores de & para esta clase son -1 
A la clase d pertenece el conjuto de datos {(3,1),(3,-1),(6,1),(6,-1)}, los valores de & para esta clase son 1. 
La figura 6 representa estos puntos, en donde se ha seleccionado un color para 
cada clase. 
Con ayuda de Matlab se realiza el entrenamiento de la SVM, que arroja el 
resultado representado en la figura 7. 
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Figura 6 Representación de los conjuntos de datos para entrenamiento 
 
Figura 7 Resultado del entrenamiento usando Matlab 
 
 
23 
 
Se observan nuevamente los puntos de los dos conjuntos, sin embargo tres de 
ellos aparecen encerrados en círculos, correspondiendo a los vectores de soporte, 
además se muestra el hiperplano de separación. Es evidente que los dos 
conjuntos son linealmente separables.  
El ejemplo anterior se solucionó haciendo uso de la función SVMTRAIN, que 
requiere el vector de datos de entrenamiento & y el vector de categorías &. Para 
el proceso de entrenamiento, esta función primero realiza un proceso de 
desplazamiento y escala, con el fin de obtener una media de cero en los vectores 
de datos. Los valores de los vectores de soporte calculados fueron los siguientes: 
VS={(-0.4608,0), (0.2765,1.0801), (0.2765,1.0801)} 
Estos vectores no coinciden con los que aparecen seleccionados en la figura 7. 
Por esta razón, para hacer uso de la SVM en la clasificación de un nuevo dato, es 
necesario aplicarle el mismo proceso de desplazamiento y escala que se realizó a 
los datos de entrenamiento. La información completa que devuelve la función 
SVMTRAIN, incluye los multiplicadores de Lagrange @&, el valor de , el factor de 
escala y el desplazmiento aplicado a los datos. Los valores entregados para este 
ejemplo son los siguientes: 
@& = D3.6768,−1.8384,−1.8384E 
 = D−0.2499E 
fghiD0.3687, 1.0801E factor de escala 
fGjhD−2.25, 0E factor de desplazamiento 
Con una segunda función SVMCLASSIFY de Matlab es posible clasificar un nuevo 
dato, sin embargo esta solo sirve a manera de confirmación. Mediante 
programación, es posible implementar la prueba de un nuevo dato usando los 
valores entregados por la función de entrenamiento. Tal programa será 
implementado en el sistema de tiempo real.  
A manera de ejercicio se entrenó la SVM mediante un kernel gausiano, obteniendo 
como resultado los vectores de la figura 8. Se puede observar que en este caso se 
requiere de 5 vectores de soporte, lo cual hace más difícil la prueba, adicional a 
que la función gaussiana es más compleja. 
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Figura 8 Resultado del entrenamiento usando Kernel Gaussiano 
 
 
2.2.4. Sistemas de Tiempo Real 
Los sistemas de tiempo real son ampliamente usados en la solución de 
problemas, en los cuales el tiempo de realización de una tarea, una operación o 
un cálculo, es crítico. Es así como por ejemplo en computación, un cálculo puede 
considerarse de tiempo real, si su exactitud depende del tiempo que tome en 
desarrollarla [42]. Es decir, los cálculos tienen límites de tiempo para su ejecución. 
Los sistemas de tiempo real se pueden clasificar de acuerdo con su rigidez, al 
momento de cumplir con el tiempo de operación en dos tipos: 
 
• Sistemas de tiempo real blandos: En esta categoría se consideran sistemas 
en los cuales las operaciones son sensibles al tiempo de ejecución, sin 
embargo el sistema no fallará si algunos plazos no son cumplidos. Es decir, 
permiten, de alguna manera, variaciones de los tiempos de ejecución. 
 
• Sistemas de tiempo real duros: A esta clase perteneces los sistemas en los 
cuales, una falla, en algunos casos destructiva, sucede si algún plazo no se 
cumple. 
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Se puede establecer que el tiempo real depende de la aplicación y por ello 
muchos sistemas han sido desarrollados, entre estos, los DSPs, las FPGA, 
sistemas de arquitectura de procesamiento paralelo, entre otras. 
 
National Instruments, compañía generadora de soluciones para el sector industrial, 
especialmente en automatización, ha desarrollado una plataforma para este tipo 
de aplicaciones llamada Compac Rio, abreviada cRio. 
 
CRio es un sistema industrial programable que cuenta con un controlador 
embebido, para la comunicación y procesamiento y un chasis, el cual contiene una 
FPGA reconfigurable de entrada/salida. Además se pueden ensamblar diferentes 
módulos de entrada y salida de diseño industrial. Toda esta arquitectura 
programable mediante el software Labview, el cual ya es una herramienta muy 
importante en desarrollos industriales por su ambiente amigable y gran capacidad 
de procesamiento. La comunicación con el PC para su programación puede 
realizarse mediante puerto Ethernet o RS232. En la figura 9 se presenta el sistema 
de NI. 
Figura 9 Sistema cRio de NI, módulos I/O incluidos. 
 
Fuente: Manual del fabricante 
La configuración inicial del sistema requiere unos pasos adicionales antes de 
iniciar la clásica programación de Labview.  
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• Conectar el sistema cRio a través de puerto Ethernet al PC. Se debe 
configurar una red con IP estática y que se encuentre en la misma subred. 
• Iniciar el Measurement & Automation Explorer: Debe aparecer bajo Remote 
Systems el sistema cRio conectado. Al seleccionar el cRio deberán 
aparecer sus características y las condiciones de conexión como la 
dirección IP y el serial, entre otras. La figura 10 muestra esta configuración. 
• Teniendo en cuenta que el sistema es reconfigurable, se debe instalar el 
software que se requiera para cada aplicación en particular. Esto se realiza 
haciendo click secundario y add software, en seguida seleccionar los 
paquetes requeridos, la figura 11 muestra esta acción. Este proceso 
demora algunos minutos y ocupará espacio en la memoria del cRio, razón 
por la cual se recomienda instalar la menor cantidad de paquetes que 
permitan realizar la aplicación desarrollada. Con esto termina el proceso en 
el Measurement & Automation Explorer. 
• A continuación se debe iniciar Labview, iniciar un nuevo proyecto. En el 
menú Project Explorer, a nivel de My Computer, con click secundario se 
puede agregar targets o dispositivos como el cRio. Seleccionando la opción 
de dispositivos existentes, el sistema realiza una búsqueda del Crio que se 
encuentra conectado y lo adiciona. 
 
Figura 10 Configuración de conexión de cRio 
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Figura 11 Instalación de software en el cRio 
 
 
• El cRio aparece en el árbol jerárquico, expandiéndolo se observar el chasis 
correspondiente. Con click secundario sobre el chasis, se pueden agregar 
los diferentes módulos de entradas y salidas que va a ser usados. 
• Por último, realizando click secundario sobre el cRio, seleccionando nuevo, 
se puede agregar un nuevo VI. A partir de allí se realiza la programación 
conocida sobre Labview. La figura 12 muestra la etapa final de este 
proceso. 
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Figura 12 Creación de un nuevo VI en el cRio 
 
 
Las especificaciones del cRio y los módulos I/O, usados en este proyecto se 
relacionan en la tabla 1. 
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Tabla 1 Especificaciones técnicas NI cRio 9076 
REFERENCIA DESCRIPCIÓN 
NI 9076 cRio 
Sistema integrado con chasis reconfigurable FPGA y 
controlador de tiempo real embebido. 
FPGA Spartan -6 LX45: 2M compuestas, 400MHz, DRAM 
256MB 
Internal nonvolatile storage 512MB 
10/100BASE-TX Ethernet, RS232 Serial 
NI 9472 
Módulo de salida digital serie C 
8 canales de 100 µs , 6-30 V, 750mA/Ch, 
NI 9234 
Módulo de entrada analógica AC/DC 
4 canales ± 5V, 24 Bits 
Base de tiempo maestro interna: 13,1072 MHz, ± 50 ppm max 
Porcentaje de lectura (Error de ganancia): 0.34% ± 0.3 dB 
CMRR 
& 	9 1Jk 47 dB 
Impedancia de entrada diferencial: 305kΩ 
 
2.2.5. Adquisición de Señales 
Con el fin de entrenar la máquina de soporte vectorial, se requiere realizar la 
adquisición de un paquete de señales, base de datos, provenientes de envases en 
perfecto estado y de otros que presentan algún tipo de fuga. Este entrenamiento 
se realiza fuera de línea, es decir que la señales son almacenadas para luego 
llevar a cabo tal proceso. Para esta etapa de adquisición se cuenta con la tarjeta 
de National Instrumens NI6009, la cual se conecta por puerto USB al PC y permite 
la configuración de sus entradas analógicas en modo diferencial por software, 
opción muy buena para la medición de señales provenientes de sensores 
directamente. El circuito interno de las entradas analógicas se muestra en la figura 
13, donde se destaca el módulo PGA (Amplificador de Ganancia Programable) el 
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cual configura ganancia de la entrada diferencial automáticamente, con base en el 
rango de voltaje definido en la aplicación. Los valores de ganancia son: 1, 2, 4, 5, 
8, 10 o 20. 
Figura 13 Circuito interno de las entradas analógicas de la NI6009 
 
Fuente: Ficha técnica del fabricante 
Las especificaciones técnicas de la NI6009, se relacionan en la tabla 2. 
Tabla 2 Especificaciones técnicas NI6009 
DESCRIPCIÓN VALOR 
Entradas 
analógicas 
Entradas analógicas diferenciales 4 
Entradas analógicas unipolares 8 
Resolución diferencial 14 Bits 
Resolución unipolar 13 Bits 
Frecuencia de muestreo máxima 48Bits 
Salidas Analógicas 
Canales 2 
Resolución 12 Bits 
Máxima rata de actualización 150 Hz 
Rango 0 a +5V 
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E/S Digitales 
Canales 12 
Rango de voltaje máximo -0.5 a 5.8 V 
Salida colector abierto Programable 
Resistencia Pull-up 4.7KΩ 
 
2.2.6. Sensor de Presión 
Con base en lo anteriormente estudiado, se decide realizar el proyecto basado en 
el análisis de señales de presión de aire en el interior de la botella. Sin embargo, 
se puede tener dos opciones, una midiendo la presión absoluta en el interior de la 
botella y analizando su decaimiento en un breve lapso de tiempo, teniendo en 
cuenta que el sensor puede ser más económico y el proceso de medición más 
sencillo. Con esto se puede conseguir una relación costo beneficio mejor, es 
importante resaltar que el proyecto es de tipo industrial y sus costos son un factor 
muy importante, al momento de decidir su implementación real. La segunda 
opción consiste en medir la presión en el interior de la botella y compararla con un 
punto de referencia, esto se logra con un sensor de presión diferencial, con el cual 
el proceso es más complicado pero puede permitir detección de fugas más 
pequeñas. 
 
Para este proceso se proponen dos sensores con las siguientes características: 
MPX5700AP, sensor de presión absoluta con rango de 0-7 Bar (0-700 KPa), 
aplicable teniendo en cuenta que este tipo de pruebas se realiza entre 4 y 6 Bar. 
La figura 14 muestra su alta linealidad, lo cual es muy bueno para este proyecto. 
Las demás características importantes de este sensor se presentan en la tabla 3. 
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Figura 14 Característica de Voltaje de Salida Vs Presión del sensor MPX5700AP. 
 
Fuente: Ficha técnica del fabricante 
 
Tabla 3 Principales características del sensor MPX5700AP 
DESCRIPCIÓN VALOR 
Presión máxima 2800 KPa 
Rango de Presión 0-700 KPa 
Precisión ± 2.5 % lmhh 
Sensitividad 6.4 l Jn+o  
Tiempo de Respuesta 1 ms 
Salida full escala 4.7 V 
Span full escala 4.5 V 
 
MPX2200DP, sensor de presión diferencial con rango de 0-2 Bar, en este caso es 
aplicable teniendo en cuenta que la diferencia entre la presión de referencia y la 
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del envase es muy baja para fugas pequeñas. Su característica de salida se 
presenta en la figura 15 y sus demás características en la tabla 4. Se destaca que 
la máxima presión es de 8 Bar (800 KPa), lo que garantiza la realización de la 
prueba. Además se espera que se mejore la detección, dado que el span es de 
solo 2 Bar. 
Figura 15 Característica de Voltaje de Salida Vs Presión del sensor MPX2200DP. 
 
Fuente: Ficha técnica del fabricante 
 
Tabla 4 Principales características del sensor MPX2200DP 
DESCRIPCIÓN VALOR 
Presión máxima 800 KPa 
Rango de presión 200 KPa 
Linealidad ± 0.25 % lmhh 
Sensitividad 0.2 l Jn+o  
Tiempo de respuesta 1 ms 
Span full escala 40 mV 
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Con las características antes mencionadas se puede establecer que la frecuencia 
máxima de muestreo debe ser inferior a 1 KHz, puesto que el tiempo de respuesta 
de los dos sensores es de 1ms. Teniendo en cuenta que la señal de presión es 
una variable relativamente lenta, es posible aplicar una frecuencia 10 veces menor 
para garantizar la medida en el sensor. La ecuación (20) permite obtener el valor 
de la frecuencia de muestreo a usar. 
pjhqrs = 110 ∗ ur = 110 ∗ 1" = 100vk																	(20) 
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3. INGENIERÍA DEL PROYECTO 
 
Tal como se presentó en la sección 2.2.6, para el desarrollo de este proyecto se 
propone realizar dos tipos de pruebas basadas en medición de presión que se 
presentan en la figura 16. 
Figura 16 Pruebas propuestas. (a) Decaimiento de presión, (b) Mediante medición de presión 
diferencial 
 
• Decaimiento de presión, figura 16 (a), la cual consiste en la medición de la 
presión absoluta en el interior de la botella en dos periodos de tiempo. Uno 
cuando se abre la válvula V1 y se inyecta aire a la botella, el segundo luego 
de cerrar V1 y esperar el tiempo necesario para diferenciar las señales 
provenientes de botellas en perfecto estado y botellas con fugas. 
• Presión diferencial, figura 16 (b), en este caso se realiza la medición de la 
presión entre el interior de la botella y una cámara presurizada que sirve de 
referencia, para esto se incluye una segunda válvula. El procedimiento 
consiste en lo siguiente: El estado inicial de V1 es cerrada mientras que el 
estado inicial de V2 es abierta. Inicialmente conmuta V1 y con esto se 
inyecta aire a la botella, luego se cierra V2, creando una cámara entre V1 y 
V2 con una presión interna correspondiente a la presión de la línea de aire. 
Nuevamente se espera un tiempo para observar el comportamiento de la 
señal medida. Para finalizar el proceso se debe abir primero V2 igualando 
la presión en el sistema, con esto se garantiza que la presión en los 
terminales del sensor no supere su valor máximo permitido. Por último se 
cierra V1 y se termina el proceso. 
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Los tiempos establecidos para las pruebas se definió con base en la cantidad de 
botellas que deben ser probadas para garantizar que el sistema puede operar en 
una línea de producción continua. Se requiere probar una botella en máximo tres 
segundos, con esto se puede garantizar un total de 1200 botellas por hora. 
Cuando se requiere una velocidad mayor se adicionan sistemas en paralelo, los 
sistemas actuales proponen 3 o más sistemas en paralelo para lograr la 
productividad requerida. El tiempo requerido para la inyección de aire es de 1 
segundo, de esta manera se dispone de dos segundos para el análisis de 
decaimiento de presión.  
 
Con el fin de llevar a cabo las dos pruebas propuestas, se plantea el desarrollo del 
proyecto etapa por etapa de la forma que se muestra en la figura 17. 
 
Figura 17 Desarrollo del proyecto etapa por etapa 
 
 
3.1. MECANISMO PROTOTIPO 
La primera etapa del desarrollo del proyecto consistió en la elaboración de un 
prototipo electromecánico, con el cual se puedan realizar las etapas de adquisición 
de señales, las pruebas OFF Line y las pruebas ON Line. 
 
Este mecanismo está conformado de la siguiente manera: 
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1. Base: Sirve como estructura para el posicionamiento de la botella, además 
sobre esta se instalan los demás elementos del mecanismo. Esta base se 
muestra en la figura 18. 
 
Figura 18 Base del mecanismo prototipo 
 
 
2. Boquilla: Pieza mediante la cual se inyecta presión en la botella, cuenta con 
un anillo de caucho que permite sellar la boca del envase para evitar fuga. 
Además este anillo se puede cambiar fácilmente en caso de desgaste, por 
medio de una tuerca de sujeción. La figura 19 muestra la boquilla elaborada 
junto con el diseño de la misma. 
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Figura 19 Boquilla para inyección de aire y medición de presión en el interior de la botella. 
(a) Representación del funcionamiento, (b) Modelo físico, (c) Empaque de caucho y tuerca 
de sujeción 
 
3. Cilindro de doble efecto: Este se encarga de posicionar la boquilla sobre la 
boca de la botella. El cilindro debe soportar una fuerza de empuje que 
ejerce el aire a presión sobre la boquilla hacia arriba, por esta razón su área 
debe ser mayor que el área de la boca de los envases que se van a probar. 
Teniendo en cuenta los cilindros comerciales se utilizó uno de 5 cm de 
diámetro y una carrera de 5 cm, que es suficiente para posicionar la 
boquilla. 
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4. Electroneumática: Tres electroválvulas son necesarias para el control del 
proceso de adquisición de señales y para la prueba de las botellas en línea. 
La primera (V1) es una 5/2, que se encarga de controlar el cilindro de doble 
efecto en sus dos movimientos. La segunda (V2) se requiere para controlar 
la inyección de aire a presión. La tercera se encuentra ubicada entre la 
boquilla y V2 y tiene la función de crear una cámara de presión constante, 
que servirá como referencia en la medición de presión diferencial. Cuando 
se realiza medición de presión absoluta esta electroválvula se omite. 
 
5. Sistema de Control: Adicionalmente se requiere de un sistema de control 
que permita llevar a cabo todas las acciones de cada prueba, para esto se 
utilizó Labview y la tarjeta de adquisición de datos NI6009. El programa 
desarrollado controla el movimiento de la boquilla, por medio del cilindro de 
doble efecto y la electroválvula 5/2, así como también controla la inyección 
de aire en la botella. La figura 20 muestra el diagrama de tiempos del 
programa desarrollado. 
 
Figura 20 Diagrama de tiempos del sistema de control 
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3.2. ADQUISICIÓN DE SEÑALES 
Con el fin de realizar la adquisición de las señales de presión para el 
entrenamiento de la SVM dos programas fueron necesarios, el primero para la 
adquisición de la señal de presión absoluta en el interior de la botella y el segundo, 
para la adquisición de la señal de presión diferencial entre el interior de la botella y 
la cámara de referencia. En los dos casos se adquiere la señal durante el proceso 
de inyección como durante el tiempo de espera. Para esta adquisición se utilizó la 
tarjeta NI6009, sus especificaciones se encuentran relacionadas en la tabla 2. Los 
diagramas de flujo de los dos programas elaborados para la etapa de adquisición 
de datos se presentan en las figura 21 y 22. Para la medición de presión absoluta 
se utilizó el sensor MPX5700AP, para la medición de presión diferencial el sensor 
MPX2200P. 
Las figura 23 muestra los resultados de la medición de presión con estos dos 
programas. Se observan tres periodos de tiempo importantes en los dos casos: el 
primer segundo (T1) es un tiempo de espera para dar inicio al proceso, con el fin 
de empalmar este sistema con el que posiciona la botella después de su 
fabricación, no se tiene en cuenta. Durante el segundo 2 (T2) la botella está 
siendo presurizada y durante los segundos 3 y 4 (T3), se observa el 
comportamiento de la presión con la botella sellada.  
  
En total se utilizaron 4 botellas clasificadas de la siguiente manera: 
• Botella 1 en perfecto estado 
• Botella 2 con una fuga menor a 1 mm de diámetro (0,97 mm aprox.) 
• Botella 3 con fuga menor a 0,5 mm de diámetro (0,46 mm aprox.) 
• Botella 4 con fuga menor a 0,2 mm de diámetro (0,15 mm aprox.) 
 
Para la perforación se utilizó una aguja caliente, que luego fue medida con un 
calibrador digital. Con cada botella se realizó la adquisición de dos señales con 
cada sensor. En total se obtuvo una base de datos de 16 señales. La frecuencia 
de muestreo utilizada fue de 100Hz, de acuerdo con la ecuación (20). Es decir 
cada señal contiene un total de 400 muestras para análisis. Adicionalmente, para 
efectos de comparación se realizó la adquisición de dos señales mas con 
frecuencia de muestreo de 1KHz, la cual está justo al límite de la respuesta de los 
sensores. 
41 
 
Figura 21 Diagrama de flujo de la adquisición de datos. Medición de presión absoluta. 
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Figura 22 Diagrama de flujo de la adquisición de datos. Medición de presión diferencial. 
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3.3. ANÁLISIS DE SEÑALES 
El análisis se realiza a las señales, durante los periodos de tiempo T2 y T3, 
teniendo en cuenta que T1 es un tiempo de espera para iniciar el proceso. En las 
dos curvas de la figura 23, se observa que se presentan discontinuidades en los 
instantes en los que las electroválvulas conmutan, incluso se puede observar, en 
especial en la curva (a), que después de la conmutación la presión presenta 
oscilaciones. Estas características de las señales serán tenidas en cuenta para el 
entrenamiento de la SVM.  
 
Figura 23 Señales adquiridas. (a) Señal de presión absoluta, (b) Señal de presión diferencial. 
 
 
También se observa que el sensor de presión absoluta, curva (a), entrega valores 
del orden de voltios, abarcando todo el span del mismo para esta medición. 
Teniendo en cuenta que este sensor es de 0 – 700 KPa y su sensitividad es de 6,4 
l
Jn+o , ver tabla 3. Esto sugiere que este sensor estará limitado cuando se trate 
de detectar fugas muy pequeñas, en donde la diferencia de presión es de algunos 
KPa o incluso menor a 1. 
 
En la curva (b), correspondiente a la medición con el sensor de presión diferencial, 
se observa que para la misma botella la medida es de algunos mV, y no se usa 
todo el span del sensor. Observando la tabla 4, este sensor es de 200KPa y su 
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sensitividad es de 0,2 l Jn+o , por lo que se espera que este tipo de sensor 
permita la detección de fugas más pequeñas. 
Con el fin de llevar a cabo el entrenamiento de la SVM, a partir de las señales 
adquiridas se construyó una base de datos ampliada, de la siguiente manera: 
• Señales tipo A, se toma el fragmento conformado por T2 y T3. Es decir la 
señal a analizar completa. El tamaño de cada señal es de 300 datos. 
 
• Señales tipo B, se toma solamente el fragmento T2, es decir la señal 
correspondiente al periodo de presurización de la botella. Tamaño de cada 
señal de 100 datos. 
 
• Señales tipo C, se toma solamente el fragmento T3, es decir la señal 
correspondiente al periodo durante el cual la botella esta sellada y se 
observa el decaimiento de presión en su interior. Tamaño de cada señal de 
200 datos. 
 
• Señales tipo D, se toma la misma señal tipo C pero eliminando las 
oscilaciones que se presentan al comienzo del periodo T3, es decir se 
descartan 300 mseg de este periodo de tiempo. Tamaño de cada señal 170 
datos. 
 
3.4. ENTRENAMIENTO DE LA SVM 
Mediante Matlab se realizó el entrenamiento de la SVM, este proceso se llevó a 
cabo con cada uno de los diferentes tipos de señales de la base de datos 
ampliada. Los resultados fueron los siguientes: 
 
1. Señales tipo A: debido a las discontinuidades de la señal en los 
momentos de conmutación de las electroválvulas, el proceso no 
converge. Es decir no es posible encontrar hiperplanos de separación 
entre las dos clases. 
 
2. Señales tipo B: En este caso el resultado para la señal obtenida 
mediante sensor de presión absoluta converge si se usan las señales de 
las botellas en perfecto estado (botella 1) y botella con fuga de 1mm 
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(botella 3). Además solo converge empleando la mitad del periodo final, 
es decir tomando los datos en el intervalo de tiempo (1.5 2) seg. La 
figura 24 muestra este resultado para kernel lineal y gaussiano. En el 
caso de las señales tomadas mediante sensor de presión diferencial, la 
SVM no converge. Esto se debe a que durante el proceso de inyección 
de aire la presión diferencial medida corresponde a la caída de presión 
en la electroválvula, en tal caso con un flujo constante la caída de 
presión es constante. Se trata de la ley de ohm para circuitos 
neumáticos. 
 
Figura 24 Entrenamiento de la SVM con señales tipo B de presión absoluta. (a) Kernel lineal, 
(b) Kernel gaussiano. 
 
 
3. Señales tipo C: En este caso debido a las oscilaciones presentadas en 
los instantes siguientes a la conmutación, el entrenamiento de la SVM 
no converge.  
 
4. Señales tipo D: Para este tipo de señales el entrenamiento de la SVM 
converge tanto para señales de presión absoluta como para señales de 
presión diferencial. Sin embargo, para señales de presión diferencial se 
logra convergencia con señales provenientes de botellas con fuga 
menor de 0.2 mm, mientras que con las de presión absoluta solamente 
con señales de fugas hasta de 0.5mm. Con esto se observa que con las 
pruebas realizadas mediante el sensor de presión diferencial se 
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obtienen los mejores resultados. En la figura 25 se presentan los 
resultados de entrenamiento para este tipo de señales con kernel lineal 
y con kernel gaussiano.  
 
Figura 25 Entrenamiento señales tipo D de presión diferencial. (a) Kernel lineal, (b) Kernel 
Gaussiano. 
 
Se puede observar, que mediante el uso de kernel lineal la cantidad de vectores 
de soporte es de tres, mientras que para el caso de kernel gaussiano se requiere 
de 9 vectores de soporte. Este será un factor determinante en el momento de la 
implementación de la SVM en tiempo real, dado que a mayor número de vectores 
de soporte mayor es la cantidad de operaciones que se deben realizar. Además el 
algoritmo para una kernel no lineal es mucho más complejo que el de uno lineal. 
Los vectores de soporte, multiplicadores de Lagrange, factor de escala y 
desplazamiento y bias resultado del proceso de entrenamiento con kernel lineal, 
que se usará en las pruebas Off Line se presentan a continuación: 
lw = (1.5471,1.3226), (0.5669, 0.6640, ), (1. 6432,0.8522) 
@ = D8.5748, 1.5682,10.1429E 
 =	 D0,0586E 
ghi = D1.9219, 369.6113E Factor de escala 
Gjh =	 D3.0950,0,0612E Factor de desplazamiento 
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3.5. PRUEBA DE LA SVM OFF LINE 
Una vez entrenada la SVM, se requiere validar su funcionamiento con datos 
reales. Para esto, se tomaron señales de botellas tanto buenas como con fugas y 
se aplicó la SVM entrenada anteriormente. Para realizar esta tarea se debe 
recordar que la SVM se aplica solamente a un dato, es decir a una muestra de la 
señal tomada. Esto no es suficiente para determinar si la botella pertenece a una 
clase o a la otra, se requiere aplicar la SVM a todos los datos de la señal en el 
intervalo de tiempo correspondiente. Mediante el uso de un ciclo iterativo y la 
función svmclassify de matlab, se realiza la prueba de cada uno de los datos.  
El proceso de validación se realiza a los datos de todo el intervalo T3, es de 
recordar que el proceso de entrenamiento se llevó a cabo descartando 300mseg 
de este periodo, por esta razón puede esperarse que el resultado de la aplicación 
de la SVM durante los primeros 300 mseg sea erróneo. Sin embargo, esto puede 
ser útil en el sistema de tiempo real porque la aplicación de la SVM, se sincroniza 
con la conmutación de la electroválvula T3 y evita la necesidad de retardar su 
inicio.  
Teniendo en cuenta que la frecuencia de muestreo utilizada es de 100Hz, el índice 
de control del ciclo debe iniciar en 200, que equivale al tiempo t=2 seg. El proceso 
de validación se realizó inicialmente con los mismos datos con los que fue 
entrenada la SVM, obteniendo error en muy pocos datos. Luego se realizó para un 
nuevo vector de datos provenientes de una botella diferente a las usadas para el 
entrenamiento, el error aumentó levemente en los datos iniciales del periodo T3, 
como era de esperarse. Lo anterior se evidencia porque el resultado de la prueba 
en estos datos toma valor de 1 y de -1, solo a partir de los primeros 400 mseg 
aproximadamente el resultado se mantiene en el valor de 1, estableciendo que la 
botella pertenece a esta clase. La figura 26 muestra los resultado de esta prueba, 
en la parte (a) se muestra la señal de una botella buena en color verde y en color 
azul la señal de una botella con fuga de 0.5 mm aproximadamente, a la cual se 
aplicó la prueba. En la parte (b) de la figura 26 se muestra el resultado de la 
prueba. 
Con los resultados obtenidos, se puede establecer que el procedimiento llevado a 
cabo es adecuado para la implementación de la SVM para pruebas ON Line. Sin 
embargo, la función SVMCLASSIFY, es propia de Matlab y no puede aplicarse 
directamente para la prueba de tiempo real. Para esto se requiere desarrollar otro 
algoritmo que realice la misma tarea que la función SVMCLASSIFY, es decir se 
requiere elaborar un algoritmo que evalúe para cada dato del vector la ecuación 
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(19). Dado que al usar el kernel lineal la SVM converge, el algoritmo consiste en 
evaluar el producto punto entre cada dato y cada uno de los vectores de soporte, 
luego multiplicar por cada uno de los términos de Lagrange y por último sumar el 
bias (		) a cada producto. Para finalizar se evalúa el signo de esta función dando 
como resultado 1 o -1, de acuerdo con la clase a la cual corresponda. 
 
Figura 26 Resultados de la validación de la SVM. 
 
Basado en lo anterior y dado que el resultado del entrenamiento de la SVM con 
kernel lineal arroja tres vectores de soporte, se deben realizar tres productos punto 
por cada dato. Esta tarea se logra mediante otro ciclo anidado al anterior. Además, 
debe aplicarse el proceso de escala y desplazamiento requerido para la función 
SVMTRAIN. Este programa se desarrolló nuevamente en Matlab para probar su 
funcionamiento, el diagrama de flujo del algoritmo se muestra en la figura 27 y el 
resultado obtenido en Matlab en la figura 28. El resultado obtenido con este 
algoritmo es el mismo que el obtenido con la función SVMCLASSIFY, sin 
embargo, como la plataforma para el sistema en tiempo real es Labview se debe 
elaborar el mismo programa en este software.  
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Figura 27 Diagrama de flujo del algoritmo para prueba en tiempo real. 
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Figura 28 Resultado de la evaluación del algoritmo en Matlab, para tiempo real. 
 
3.6. ALGORITMO EN TIEMPO REAL 
La plataforma de implementación del sistema en tiempo real es cRio 9076, con los 
módulos NI9472 de salidas digitales y NI9234 de entradas analógicas de National 
Instruments. Las características de estos equipos se encuentran en la tabla 1. 
Teniendo en cuenta que el sistema debe operar en línea, el cRio debe no 
solamente ejecutar la SVM, sino también controlar el mecanismo para inyección 
de aire y realizar la adquisición de datos. Con cada nuevo dato adquirido en el 
intervalo de tiempo T3, es decir a partir de sellar la botella con la electroválvula 3 y 
de crear la cámara presurizada con la electroválvula 2, se debe evaluar la SVM, 
clasificándolo como un dato procedente de una botella buena o con fuga. 
Utilizando la idea de [23], el resultado de la evaluación de cada dato se convierte 
en un voto a favor de la clase botellas buenas o a favor de la clase botellas 
defectuosas. Nuevamente, la frecuencia de muestreo utilizada es de 100Hz y el 
intervalo T3 es de 2 segundos, con lo que se obtienen 200 datos para evaluar. Se 
define la clase de botellas buenas con -1 y la de botellas defectuosas con 1. De 
esta manera se puede implementar la sumatoria directa sobre el resultado de cada 
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evaluación, si al final todos los datos pertenecen a la misma clase el valor de la 
sumatoria será de ±	200. Sin embargo, dado que los primeros 300 mseg del 
periodo T3 fueron eliminados para el entrenamiento de la SVM, se espera que no 
todos los resultados pertenezcan a la misma clase. 
Ahora se trata de determinar cuál debe ser el número de votos que permita 
determinar el estado de la botella, parece lógico de si el resultado final de la 
sumatoria es negativo se trata de una botella buena, mientras que si es positivo es 
el caso de una botella defectuosa, en este caso el umbral de decisión es de 0. En 
este caso, este umbral no es adecuado porque se puede presentar que 101 datos 
de resultado 1 y 99 den resultado -1, con esto la sumatoria será de 2, pero la 
verdad es que tiene igual probabilidad de que sea botella buena o defectuosa.  
En este problema la idea es garantizar que una botella está buena, de tal manera 
que se garantiza la totalidad de la producción. Además, se debe tener certeza 
cuando la botella está defectuosa para no desechar producción de manera 
equivocada afectando productividad. Si se toma nuevamente el análisis de los 200 
datos, cada resultado de una clase contraria a la real no sumará en su favor sino 
que, por el contrario restará un voto, es decir cada resultado contrario equivale a 
dos votos. Con esto y teniendo en cuenta los 300 mseg son 30 datos que pueden 
ser erróneos, cada clase podrá tener 140 votos a favor. Se definió como umbral de 
decisión para botellas buenas de 100 votos a favor, que equivale a un resultado de 
-100 en la sumatoria final, esto garantiza que por lo menos se obtuvo un total de 
150 votos a favor y 50 en contra. En el caso de botellas defectuosas, el umbral es 
menor en este caso 0, es decir si se presentan 100 votos de una clase y 100 de la 
otra, el envase debe desecharse. Con esto se establece una brecha diferencial de 
100 que separa las dos clases. 
El algoritmo a implementar resulta de la combinación adecuada de los dos 
algoritmos elaborados para la adquisición y las pruebas off line, es decir los 
algoritmos presentados en la figuras 22 y 27. En este nuevo algoritmo, la 
adquisición de datos se realiza únicamente durante el periodo T3, evaluando la 
SVM cada vez que se adquiere un nuevo dato. La frecuencia de muestreo se logra 
mediante un retardo temporal de 10 mseg en el ciclo externo del diagrama de flujo 
de la figura 27. Con esto, la información temporal se encuentra en el índice de 
control del ciclo externo, correspondiendo cada incremento a 10mseg, mientras la 
variable temporal va de 2 a 4 segundos el índice del ciclo va de 1 a 200. De esta 
forma, este índice sirve como valor de tiempo o coordenada x del dato a evaluar y 
la SVM debe entrenarse nuevamente.  
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El algoritmo fue realizado en Labview, en donde se dispone de dos salidas 
digitales para indicar la clase a la que corresponde la botella evaluada. Con esta 
salida es posible accionar algún elemento o actuador que permita desechar el 
envase. Con esto el sistema queda en disposición de incluirse en una línea de 
producción continua. 
 
Figura 29 Programa en Labview del sistema en tiempo real. 
 
 
El programa realizado para la aplicación en tiempo real se presenta en la figura 
29, los nuevos valores, resultado del proceso de entrenamiento final son los 
siguientes: 
lw = (1.5959,0.99), (1.2754,0.8329), (1.6728,0.7262) 
@ = 	 D23.6799, 3.6093,27.2893E 
 =	 D0.3712E 
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ghi =	 D0.0128, 278.727E Factor de escala 
Gjh =	 D164.5, 0.0358E Factor de desplazamiento 
La puesta en marcha del sistema en tiempo real se llevó a cabo en 2 etapas, de la 
siguiente manera: 
• Por medio de una interfaz gráfica en Labview, con la cual se monitorea el 
proceso de medición de presión diferencial y a la vez se puede observar el 
valor de la sumatoria y de los votos que se van obteniendo en favor de 
alguna de las dos clases. Además se puede observar los diferentes valores 
utilizados como son: los vectores de soporte, los multiplicadores de 
Lagrange, el bias y los valores de escala y desplazamiento aplicados a 
cada dato. Para dar inicio al proceso, se pulsa un botón de arranque 
dispuesto en el panel de control. La figura 30 muestra la interfaz gráfica que 
incluye el panel de visualización de la presión medida. 
 
• Una vez probado mediante la interfaz gráfica, se procede a desconectar el 
cable de comunicación entre el cRio y el PC. En esta condición el sistema 
funciona de forma independiente, solamente al final del proceso, mediante 
el valor de la salida digital correspondiente a cada clase se puede conocer 
el resultado entregado. En este caso, por medio de un pulsador externo se 
da inicio al proceso de detección, a través de una de las entradas del cRio. 
De esta forma el sistema queda separado del PC y listo para ser llevado al 
proceso industrial en línea. 
Figura 30 Interfaz gráfica en Labview para monitoreo en tiempo real. 
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3.7. ANÁLISIS DE LOS RESULTADOS 
En la figura 31 se presentan las señales adquiridas empleando el sensor de 
presión diferencial y con frecuencia de muestreo de 100Hz, tiempo de adquisición 
4 segundos, de acuerdo con lo descrito en la sección 3.2. Las curvas rojas 
corresponden a botellas con fugas de 1 mm aproximadamente, las curvas azules a 
botellas con fuga de 0.5 mm aproximadamente, las amarillas a botellas con fuga 
menor a 2 mm y las verdes corresponden a botellas en perfecto estado. 
Luego del entrenamiento se aplicó la SVM a cada tipo de señal con los siguientes 
resultados: 
• En la figura 32 se presenta la señal de una botella sin fuga, parte (a), y el 
resultado de la prueba con la SVM, en la parte (b). Se observa que la 
clasificación es -1, con solo 4 resultados erróneos. Es decir que la 
clasificación realizada es correcta, inclusive para durante los primeros 
instantes luego del cierre de la electrovávula 2. 
 
• El resultado de aplicar la SVM a la señal de botellas con fuga de 1 mm 
aproximadamente, se presenta en la figura 33. En este caso la clasificación 
es 1, al igual que en el caso anterior son muy pocos datos erróneos, 5 
valores. La clasificación es correcta. 
 
Figura 31 Señales adquiridas de las diferentes botellas. 
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Figura 32 Señal y resultado de la prueba para una botella buena. 
 
• El resultado para la señal de la botella con fuga de 0.5 mm 
aproximadamente, se presenta en la figura 34. En este caso, la cantidad de 
datos erróneos aumentó levemente, 20 datos fueron clasificados en la clase 
contraria. Sin embargo, la botella es clasificada correctamente. 
 
Figura 33 Señal y resultado de la prueba para una botella con fuga de 1 mm 
aproximadamente. 
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Figura 34 Señal y resultado de la prueba para una botella con fuga de 0.5 mm 
aproximadamente. 
 
• El resultado para la señal de la botella con fuga menor a 2 mm se presenta 
en la figura 35. Esta señal debe tener como resultado 1, botella defectuosa. 
Sin embargo su clasificación es -1, es decir se clasificó de manera 
equivocada. para explicar esto, se presenta en la figura 36 la señal de la 
botella buena, curva azul, y la señal de la botella con fuga menor a 0.2 mm, 
en color rojo. Las dos señales se superponen durante casi todo el tiempo lo 
que las hace casi imposible de diferenciar. Esto puede mejorarse utilizando 
un sensor de presión diferencial de un rango menor, sin embargo debe 
asegurarse que soporte presiones superiores a 4 bar entre terminales. 
 
Figura 35 Señal y resultado de la prueba para una botella con fuga menor a 0.2 mm. 
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Figura 36 Señal obtenida para una botella buena (azul) y una con menor a 0.2 mm (roja). 
 
 
En las figuras 32 a 34 se puede observar que el proceso de detección es estable a 
partir de 500 mseg de iniciar la evaluación, es decir a partir de 2.5seg del inicio de 
toda la prueba. Con esto, es posible establecer un umbral de decisión que permita 
obtener el resultado de la prueba en la mitad del periodo T3, es decir un segundo. 
De acuerdo con el planteamiento inicial, en donde se requiere de 3 segundos para 
probar cada botella, con la reducción de T3 a 1 segundo se logra un incremento 
del 33% en el rendimiento del sistema. 
Adicionalmente se realizó el proceso de entrenamiento y prueba de la SVM con 
las señales obtenida con frecuencia de muestreo de 1KHz. El resultado del 
entrenamiento se presenta en la figura 37, en la cual se puede identificar que 
también se requieren tres vectores de soporte, como en las señales de 100Hz. 
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Figura 37 Resultado del entrenamiento con señales de 1KHz. 
 
 
En la figura 38(a), se muestra la señal de una botella buena, y en la figura 38(b) el 
resultado de la prueba de la SVM, con resultado de clasificación igual a 1. Se 
observa que, al igual que con las señales de 100 Hz, la clasificación es correcta 
con algunos errores en los instantes siguientes a la conmutación de V2 y ya 
explicado anteriormente. 
 
Figura 38 Señal y resultado de la prueba con señales tomadas a 1 KHz. 
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3.8. CONCLUSIONES Y PERSPECTIVAS FUTURAS 
La máquina de soporte vectorial como herramienta de procesamiento para la 
determinación de las botellas con fugas resulta ser una muy buena elección, en 
especial porque la evaluación final se realiza por medio de un proceso de votación 
a favor o en contra de una de las dos clases establecidas. Es decir, todos los 
datos obtenidos de la señal de presión aportan información acerca del estado de 
la botella. Por el contrario, cuando se emplea un valor umbral de la señal de 
presión para tomar la decisión, solamente un dato, la presión después de un 
tiempo de espera, determina si la botella es buena o no. En este caso el 
comportamiento durante el tiempo de espera no aporta información alguna. 
El proceso de entrenamiento de la SVM es rápido y requiere básicamente de las 
señales de dos botellas, una en perfecto estado y otra que presente la fuga más 
pequeña que se desea detectar. La implementación de una SVM con kernel lineal 
puede llevarse a cabo sobre sistemas de control de tipo industrial como PLCs, su 
complejidad depende de la cantidad de vectores de soporte requeridos para 
diferenciar las clases. Por el contrario cuando se trata de una SVM con kernel no 
lineal, su implementación en tiempo real puede convertirse en un problema muy 
complejo que requiere de sistemas con herramientas de procesamiento digital de 
señales avanzado, haciéndolo costoso y en algunos casos como el de esta 
aplicación, no viable económicamente. 
En el caso de la detección de microfugas la SVM debe acompañarse de un sensor 
de presión diferencial de un rango menor, como se mencionó en la sección 
anterior, sin embargo el sector industrial cuenta con transmisores de presión 
diferencial de rango programable, los cuales evitan el tener que cambiar el sensor 
para cada aplicación. La frecuencia de muestreo de 100 Hz, permite la utilización 
de sistemas de procesamiento convencionales como PLCs de gama media 
optimizando aún más los recursos, con lo cual es posible pensar en su 
implementación en procesos industriales. Se deja lo anterior como una perspectiva 
futura de este proyecto. 
El proceso de puesta en funcionamiento de este sistema en una producción de 
envases en línea, puede llevarse a cabo rápidamente sin necesidad de grandes 
modificaciones en la infraestructura de la empresa. Además, teniendo en cuenta 
que la SVM debe entrenarse con señales obtenidas en sitio, se convierte en una 
solución a la medida, garantizando su aplicación en la mayoría de los casos. Esto 
es muy importante teniendo en cuenta el carácter industrial de este problema. 
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