Modern intelligent transportation systems provide data that allow real-time demand prediction, which is essential for planning and operations. The main challenge of prediction of Origin-Destination (O-D) flow matrices is that demands cannot be directly measured by traffic sensors; instead, they have to be inferred from aggregate traffic flow data on traffic links. Specifically, spatial correlation, congestion and time dependent factors need to be considered in general transportation networks. In this paper we propose a novel O-D prediction framework based on Fusion Line Graph Convolutional Networks (FL-GCNs). We use FL-GCN to recognize spatial and temporal patterns simultaneously. The underlying road network topology is transformed into a corresponding line graph. This structure provides a general framework for predicting spatial-temporal O-D information from link traffic flows. Data from a New Jersey Turnpike network is used to evaluate the proposed model. The results show that FL-GCN can recognize spatial and temporal patterns. We also compare FL-GCN with Kalman filter; the results show that our model can outperform Kalman filter by 17.87% in predicting the whole O-D pairs.
Introduction
Origin-Destination (O-D) flows are fundamental prerequisites for transportation analysis. Reliable prediction of O-D flows can improve planning and operations in real-time traffic management [1, 2, 3] . Traffic demand is typically characterized by an O-D matrix. The elements in the matrix denote the number of trips between O-D pairs during a certain time interval. In some cases, link flows can be obtained from traffic sensors such as loop inductors (Fig. 1 ). Then we can use real-time link flows, historical O-D flows, historical link flows to forecast future O-D flows. Network topology is used in the process of parameter estimation and demand prediction.
Prediction of O-D flows has been studied for decades. Several models have been proposed to solve the problem. Gravity Model is a widely used approach to tackle static O-D prediction problems. However, its effectiveness is limited because of highly dynamic and nonlinear features of transportation flows that cannot be captured by its underlying mathematical structure. Statistical models, such as Generalized Least Squares (GLS), Maximum Likelihood (ML) estimation, and Bayesian methods are widely used to solve the O-D estimation and prediction problem. The objective of GLS is to minimize the difference between estimated flows and observed flows [4, 5] . ML estimators are obtained by maximizing the likelihood of observed flows conditional on estimated O-D flows [6] . In the framework of Bayesian approach, posterior probability is calculated by combining prior probability expressed by O-D flows and link flow likelihood conditional on estimated O-D flows. The Bayesian solution [7, 8] is to find O-D flows that would maximize posterior probability.
Advanced models take spatial and temporal effects into consideration. For the spatial part, the key problem is the mapping from O-D flows to link flows. Assignment matrices are often used to represent this relationship. There are two steps from O-D flows to link flows. The first step is the mapping from O-D flows to path flows. We need to consider route choice behaviors in this step. The second step is from path flows to link flows. If the path is not congested, the mapping of path to link flows is given by a link-path incidence matrix. In general transportation networks with congestion, User Equilibrium (UE) is often used to characterize route choice behaviors. The bi-level O-D estimation method incorporates the UE assumption [9] . The upper level is to minimize the difference between estimated and observed flows. The lower level is to determine a flow pattern that satisfies user equilibrium conditions. Another method that incorporates UE is the Path Flow Estimator (PFE) [10, 11] . The object of PFE is to find the optimized path flows. The estimated O-D flows are calculated by adding up flows on all paths connecting respective O-D pair. For the temporal part, Okutani [12] and Ashok and Ben-Akiva [13] used Kalman filter to represent the dynamic transition between consequent O-D flows. The transition equation uses an auto-regressive model to predict future O-D flows based on prior ones. The measurement equation denotes the relationship between O-D and link flows to capture the topology of transportation networks. In this paper, we use Kalman filter as a benchmark to compare the performance of our proposed approach.
The performance of traditional statistical models is limited due to their linearities. Realtime prediction requires more powerful models to represent spatial and temporal correlations. In recent years, deep neural networks have shown to be effective in approximating nonlinear features in classification, regression and control problems [14, 15] . Up to date, supervised learning plays a major part in the field of deep learning. Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) are effective in recognizing spatial and temporal patterns respectively [16, 17] . Since transportation networks are represented by nodes and arcs, graphstructured data appear frequently in this domain. We can incorporate prior knowledge of traffic topology into deep neural networks. Graph Neural Networks (GNNs) are shown to be effective in dealing with graph-structured data [18] . Graph Convolutional Networks (GCNs) [19] utilize the adjacency matrix to represent node connections. Incorporating network topology into deep neural networks can accelerate convergence and improve prediction performance. Gated Graph Neural Networks (GGNNs) [20] have shown outstanding performance in time-series graph tasks. Yu et al. [21] extended GCN to time-series structure and proposed an integrated framework for spatial-temporal graph traffic forecasting. This structure can represent the evolution of node information but it can not reflect the information flow from arcs to nodes. Chen et al. [22] proposed the Line Graph Neural Networks (LGNNs) to solve the problem. However, this structure requires extensive information exchange between nodes and arcs, which can increase computing burden in practice.
In this paper, we propose the Fusion Line Graph Convolutional Networks The rest of this paper is organized as follows. In Section 2, we elaborate on our proposed model for O-D flow prediction. In Section 3, we use real traffic data to evaluate our approach and show our results and analysis. In Section 4, we summarize the conclusions and propose several directions for future work.
The Model
In this section, we describe the framework of Fusion Line Graph Convolutional Networks (FLGCNs). We first introduce the preliminary definitions which would be used in our model. Then we elaborate on our model in three sections: Graph Convolutional Networks (GCNs), Line Graph Convolutional Networks (L-GCNs), and FL-GCNs. GCN is the structure that represents the evolution of link flows. L-GCN denotes the relationship from links to nodes. 
Preliminary Definitions
We follow the notations in [23] and consider a directed graph G = (V, E) that includes a set of nodes V and a set of links E. The network consists of n d nodes, n lk links and n od = n d (n d − 1) O-D pairs. We assume that n l of the n lk links are equipped with traffic sensors.
During an analysis period divided into equal intervals h = 1, 2, 3, . . ., we use x rh to represent the number of vehicles between the r th O-D pair departed in interval h. The number of traffic counts at detector l during interval h is denoted by y lh . We use x h to denote corresponding 
where k and m are the number of prior intervals in link and O-D flows.
Graph Convolutional Networks (GCNs)
In our O-D prediction problem, we first use GCN to denote the evolution of link flows. Graph neural networks incorporate the traffic topology into neural networks. The GCN proposed by Kipf and Welling [19] is shown to be efficient in learning on graph-structured data.
The input and output of this structure are both link flows. To fit the structure of neural networks and incorporate time-series information, we integrate real-time link flows with historical link flows and use the (n l * 2k) vector Z h−1 to denote the integrated link flows as follows:
Since we consider the evolution of link flows, we use the (n l * n l ) adjacent matrix A L to represent the link connections. Then we use spectral convolution to predictŷ h , which denotes the predicted link flows in interval h. In this case, we consider the n l link detectors as 'nodes'. Features in each 'node' include real-time link flows and historical link flows in vector Z h−1 . The number of features in each 'node' is 2k.
The spectral operation on graphs is defined as the multiplication of a signal z ∈ R n l (a scalar for each node) with a filter g θ = diag(θ) parameterized by θ ∈ R n l in the Fourier domain:
where U is the matrix of eigenvectors of the graph Laplacian
= UΛU T , with a diagonal matrix of its eigenvalues Λ. D is the degree matrix and I n l is the identity matrix.
The operation in Eq. (2) is computationally expensive due to the multiplication with eigenvector matrix U, especially in large graphs. Hammond et al. [24] suggested that g θ (Λ) could be approximated by a truncated expansion in terms of Chebyshev polynomials T k (x) with kth order. Kipf and Welling [19] limited the layer-wise convolution operation to k = 1 to alleviate overfitting on local neighborhood structures for graphs with very wide node degree distributions. They further approximated the largest eigenvalue of L and constrained the number of parameters. Then Eq. (2) can be approximated by:
Note that repeated application of the operation could lead to numerical instabilities and exploding gradients in deep neural networks. Kipf and Welling [19] introduced the renormalization trick and replaced
to simplify expressions. Then we can extend the signal z ∈ R n l to Z ∈ R n l ×2k with 2k input features and generalize the convolution operation by:
where Θ ∈ R 2k×1 is a matrix of filter parameters andŷ is the (n l * 1) convolved signal matrix. We consider a two-layer GCN as follows:
The function of the modified adjacency matrixÂ L in GCN is similar to the assignment matrix in Eq. (5b). It can approximate the dynamic evolution of link flows and accelerate the convergence of deep neural networks.
Line Graph Convolutional Networks (L-GCNs)
The GCN approximates the dynamic evolution of link flows. In our O-D prediction problem, we need to represent the evolution from links E to nodes V . In this part, we transform the original directed graph G = (V, E) into corresponding line graph and show the structure of L-GCN.
Consider a directed graph such as that in Fig. 2 . We can transform the original graph into corresponding line graph and use the notation L(G) to represent this operation. The line graph represents adjacencies between edges of G. We use an incidence matrix P to represent the aggregation relationship from links to nodes. Take node i in Fig. 2 for example, P ij represents the link starting from node i and denotes the outflow from node i. Then we set the corresponding value in the incidence matrix to be 1. Accordingly, P ji represents the inflow and the value is −1. If there is no connection between links and nodes, we should set the value in the incidence matrix to be 0. Fig. 2 . Construction of the line graph and the incidence matrix.
In Fig. 2 , we have the node adjacency matrix A N , the link adjacency matrix A L and the incidence matrix P. Chen et al. [22] proposed the Line Graph Neural Networks (LGNNs) that considered the interaction between nodes and links.
LGNN includes the evolution of original graph G, the evolution of line graph L(G) and the interaction between them. However, this structure requires extensive information exchange between nodes and links, which can increase computing burden in practice. In our approach, We relax some connections in LGNN and only consider the evolution of link flows and the aggregation of link flows. The evolution of link flows is denoted by GCN and the aggregation of link flows is represented by the incidence matrix P. The proposed L-GCN is shown as follows:
where φ is the activation function, w 2 and b 2 are parameters in neural networks. Compared with GCN, L-GCN utilizes deep neural networks to approximate the aggregation of link flows.
Fusion Line Graph Convolutional Networks (FL-GCNs)
In this part, we present the structure of FL-GCN which includes historical O-D flows. 
where ψ is the activation function, w 3 and w 4 are weighted parameters for two branches, and b 3 is the parameter in neural networks. We can use CNN to capture adjacent O-D pair correlations. In this case, x H h is considered as an image with one channel. Then we can change the expression as follows:
where '•' denotes the convolution operator.
Case Study
New Jersey (NJ) Turnpike data were used to test the applicability of Fusion Line Graph Convolutional Networks (FL-GCNs) for Origin-Destination (O-D) prediction. Fig. 4 shows the simplified map of NJ turnpike. The dataset provides the entrance and exit times for each vehicle. We used the entrance time to calculate O-D flows. The analysis period was from 6:15 A.M. to 9:45 A.M. with the length of departure interval being 15 minutes. We assumed that the link flows were counted at the entrance of each link. To calculate the link flows, we followed the method in [23] and assumed each vehicle had a constant speed 60mph. This assumption is unrealistic in real scenarios. However, all we need is a set of consistent O-D and link flows to implement our approach. The issue of whether the constant speed consumption is reasonable is not directly relevant. Since there is only one route for each O-D pair in NJ Turnpike, the route choice effect is not considered.
There Kalman filter was considered as a benchmark to compare the performance of FL-GCN. In Kalman filter, we followed the assumptions in [25] . Firstly, the structure of transition matrix remained constant over the whole day. Secondly, a flow between O-D pair r for a period was related only to r th O-D flow of prior intervals, so the transition matrix was diagonal. The assignment matrix was calculated directly from link counts and O-D flows. In addition, we used deviations from the same interval 7 days ago as state variables [23] . The details of Kalman filter implementation are shown in Appendix A..
Results and Analysis
We use Root Mean Square Error (RMSE) and Root Mean Square Error Normalized (RMSN) in Eq. (4) to evaluate the performance. RMSE is used to measure the absolute difference and RMSN is used to measure the relative difference.
where N is the total number of predicted O-D pairs in June 2013,x i is the i th predicted O-D flow and x i is the ground truth.
The results are shown in Table 1 . We have conducted experiments with different prediction steps. FL-GCN-CNN denotes the FL-GCN approach using CNN to represent the evolution from While the performance in FL-GCN becomes worse as we increase the prediction step, the change is not much significant. In addition, errors in two kinds of FL-GCN are both smaller than those in Kalman filter. We use FL-GCN-CNN to calculate the RMSE improvement compared with Kalman filter, the results show that FL-GCN with CNN can outperform Kalman filter by 18.02%, 17.9%, and 17.7% in predicting 1-step, 2-step, and 3-step O-D pairs respectively. The average improvement is 17.87% in predicting the whole O-D pairs. Fig. 5 shows two figures in 1-step prediction and Fig. 6 shows figures in two step and three step predictions respectively. We use FL-GCN with CNN in these cases to get better performance. From the comparison, we can see that FL-GCN can recognize the temporal patterns better than Kalman filter. Fig. 7 shows the 1-step prediction comparison when the gap between historical data and true O-D flow is large. The results show that FL-GCN can also have better performance. In Kalman filter, we assume that the transition matrix keeps constant during the day, which would affect the auto-regressive process in Eq. (5a). FL-GCN can use neural networks to approximate the dynamic patterns.
In Fig. 5 , the first sub-figure is the O-D pair with higher flows while the second sub-figure is the one with lower flows. In Table 2 This work can be extended in several directions. First, we can use the proposed approach to deal with missing observations due to sensor failures. Second, we can extend the approach to recurrent line graph neural networks to recognize time-series patterns. Third, we can generalize the proposed framework by adding more traffic information (e.g. speed).
(d). E[w h w T j ] = Q h δ hj , where δ hj = 1 if h = j and 0 otherwise, Q h is the covariance matrix; (e). E[v h v T j ] = R h δ hj , where δ hj = 1 if h = j and 0 otherwise, R h is the covariance matrix. Equation (5a) denotes the auto-regressive progress, which describes the temporal relationship among consequent O-D flows. Equation (5b) represents the mapping from O-D flows to link traffic counts. The assignment matrix a p h is mainly influenced by router choice behaviors and the mapping from path flows to link flows, which can represent the nonlinear topology of transportation networks. Kalman filter uses perdition and update steps to minimize the estimate covariance, which denotes the prediction uncertainty.
We use ∂x h to represent the deviations, ∂x h = x h − x H h . To fit the structure of Kalman filter, we use the technique of State Augmentation [23] . Let s = max[p , q − 1], we re-define the state vector as follows:
Considering the following definitions: Then Equation (5a) can be written as:
From earlier assumption, it follows that: (a). E[W h ] = 0; (b). E[W h W T j ] = Θ h δ hj , where δ hj = 1 if h = j and 0 otherwise, Θ h has a top-left block Q h and is zero elsewhere.
For the measurement Equation (5b), we define: Then Equation (5b) can be written as:
Equation (6) and (7) together can be used to fit the Kalman filter process.
