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Regularity for Suitable Weak Solutions to the Navier-Stokes
Equations in Critical Morrey Spaces
G. Seregin
Abstract A class of sufficient conditions of local regularity for suitable weak
solutions to the nonstationary three-dimensional Navier-Stokes equations are
discussed. The corresponding results are formulated in terms of functionals
which are invariant with respect to the Navier-Stokes equations scaling. The
famous Caffarelli-Kohn-Nirenberg condition is contained in that class as a
particular case.
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1 Introduction and Main Result
In the present paper, we address the problem of smoothness of a certain
class of weak solutions to the nonstationary three-dimensional Navier-Stokes
equations (NSE’s)
∂tv + v · ∇v −∆v = −∇p, divv = 0. (1.1)
In our setting, they are considered in the unit space-time cylinder Q = B×]−
1, 0[, where B is the unit ball of R3 centered at the origin. As usual, v and
p stand for the velocity field and for the pressure field, respectively. We ask
the following question. What are minimal conditions which ensure regularity
of the velocity field v at the space-time origin z = (x, t) = (0, 0) = 0?
Our definition of regularity of v at the point z = 0 means that there exists a
number r ∈]0, 1] such that v is a Ho¨lder continuous function in the completion
of the space-time cylinder Q(r) = B(r)×] − r2, 0[. Here, B(r) is the ball of
radius r centered at the origin so that B = B(1). This definition is due to
1
O. Ladyzhenskaya and the author, see [5], and slightly differs from the most
popular one by L. Caffarelli, R.-V. Kohn, and L. Nirenberg given in their
celebrated paper [1].
Our interest to the above question is motivated by the important obser-
vation of J. Leray made in his remarkable paper [7]. J. Leray proved the
uniqueness of regular solutions in the class of turbulent solutions which are
also called weak Leray-Hopf solutions. For exact definitions, we refer the
reader to the paper [7] and, for example, to papers [5] and [10].
We restrict ourselves to the analysis of the so-called suitable weak solu-
tions also introduced in [1]. Here, we follow the definition of suitable weak
solution in F.-H. Lin’s reduction, see [8] and also [5] for discussions on other
definitions.
Definition 1.1 We say that the pair v and p is a suitable weak solution to
the NSE’s in Q if the following conditions are fulfilled:
v ∈ L2,∞(Q) ∩W 1,02 (Q), p ∈ L 3
2
(Q); (1.2)
the NSE’s hold in Q in the sense of distributions; (1.3)
for a.a. t ∈]− 1, 0[, the local energy inequality
∫
B
ϕ(x, t)|v(x, t)|2dx+ 2
t∫
−1
∫
B
ϕ|∇v|2dxdt′ ≤
t∫
−1
∫
B
(
|v|2(∆ϕ+ ∂tϕ)
+ v · ϕ(|v|2 + 2p)
)
dxdt′ (1.4)
holds for all non-negative functions ϕ ∈ C∞0 (R3 × R1) vanishing in a neigh-
borhood of the parabolic boundary ∂′Q of the cylinder Q.
Here, the following notion has been used:
Lm,n(Q) = Ln(−1, 0;Lm(B)), W 1,02 (Q) = L2(−1, 0;W 12 (B)),
and Lm(B) and W
1
m(B) are the usual Lebesgue and Sobolev spaces, respec-
tively.
Let us comment Definition 1.1 briefly. The most essential part of it is
local energy inequality (1.4). Unfortunately, we do not know whether or not
any weak Leray-Hopf solution to the initial boundary value problem for the
2
NSE’s satisfies the local energy inequality but at least one of them does so.
Moreover, in the case of local (in time) strong solvability of that problem,
its solution belongs to the class of suitable weak solutions at least up to
the moment of time when the first singularity occurs. Our assumption on
the pressure field p, see (1.2), is motivated by the linear theory. In this
sense, it is valid for any weak Leray-Hopf solution if the data of the initial
boundary value problem are not too bad. Moreover, we may vary classes
for the pressure filed. The space L 3
2
seems to be the most convenient for
treating. For more details, we refer the reader to the paper [5].
It is known that system (1.1) is invariant with respect to the scaling
vλ(x, t) = λv(λx, λ2t), pλ(x, t) = λ2p(λx, λ2t).
We call this scaling the natural one.
In the local regularity theory, functionals being invariant to the natural
scaling play a very important role. Here, it the list of some of them:
A(r) = ess sup
−r2<t<0
1
r
∫
B(r)
|v(x, t)|2dx, E(r) = 1
r
∫
Q(r)
|∇v|2dz,
C(r) =
1
r2
∫
Q(r)
|v|3dz, H(r) = 1
r3
∫
Q(r)
|v|2dz,
D0(r) =
1
r2
∫
Q(r)
|p− [p]B(r)| 32dz,
where
[p]B(r) =
1
|B(r)|
∫
B(r)
p(x, t)dx.
These functionals may be used to produce norms of special Morrey classes.
We call them critical Morrey spaces. The list of scaling invariant functionals
can be extended. For example, the norm Ms,l(r) = ‖v‖Ls,l(Q(r)) is invariant
with respect to the natural scaling if 3/s+ 2/l = 1.
The most of results in the local regularity theory is formulated with the
help of those functionals and have the form of the so-called ε-regularity con-
ditions. A typical ε-regularity condition reads: if the norm of the velocity
field v in critical Morrey’s space is small enough, then the space-time origin
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is a regular point of v. This is not completely rigorous statement but reflects
the spirit of the ε-regularity theory quite well. For example, the famous
Caffarelli-Kohn-Nirenberg condition can be formulated as follows.
Theorem 1.2 Let the pair v and p be a suitable weak solution to the NSE’s
in Q. There is a universal constant ε0 such that if
sup
0<r≤1
E(r) < ε0, (1.5)
then z = 0 is a regular point of v.
Another important example is the local version of the Ladyzheskaya-Prodi-
Serrin condition (LPS-condition) proved by Serrin and Struwe in papers [13]
and [14]. In our situation, it reads
Theorem 1.3 Let the pair v and p be a suitable weak solution to the NSE’s
in Q. Assume that numbers s and l satisfy conditions
3
s
+
2
l
= 1, 3 ≤ s ≤ +∞, 2 ≤ l ≤ +∞.
There is a positive constant ε0 depending on s and l only such that if
Ms,l(1) = sup
0<r≤1
Mr,l(r) < ε0,
then z = 0 is a regular point of v.
Other examples can be founded, for instance, in the paper [10].
If we believe that suitable weak solutions are smooth, then it would be
natural to get rid of smallness of scaling invariant functionals and show that
their boundedness is sufficient for regularity. In a number of cases, it is
obvious. For example, in the case of LPS-condition, if s > 3, boundedness of
Ms,l(1), together with the absolute continuity of Lebesgue’s integral and the
natural scaling, allows us to assume that Ms,l(1) is small as we wish. In the
marginal case s = 3 and l = +∞, the above mentioned reduction is much
more subtle and based on backward uniqueness results for the heat operator
with variable lower order terms, see [12] and [3]. For functionals A(r), C(r),
and E(r), this is an open problem, i.e., it is unknown whether or not their
boundedness implies regularity.
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To formulate our main result, let us introduce the additional notation
G = inf{lim sup
r→0
E(r), lim sup
r→0
C(r), lim sup
r→0
A(r)},
g = inf{lim inf
r→0
E(r), lim inf
r→0
C(r), lim inf
r→0
A(r), lim inf
r→0
H(r), lim inf
r→0
D0(r)}.
The main result of the paper is
Theorem 1.4 Assume that the pair v and p is a suitable weak solution to
the NSE’s in Q. For any M > 0, there exists a positive number ε(M) with
the following property. If G < M and g < ε(M), then z = 0 is a regular
point of v.
Let us discuss simple consequences of Theorem 1.4. In particular, one has
the following generalization of Theorem 1.2.
Corollary 1.5 Assume that the pair v and p is a suitable weak solution to
the NSE’s in Q. Given M > 0, let ε(M) be the number of Theorem 1.4. If,
for some M > 0, two conditions lim supr→0E(r) < M and lim infr→0E(r) <
ε(M) hold, then z = 0 is a regular point of v.
To see that Theorem 1.2 can be deduced from Corollary 1.5, it is sufficient
to let M = 1 and ε0 = min{1, ε(1)}. Another direct consequence of Theorem
1.4 can be stated as follows.
Corollary 1.6 Assume that the pair v and p is a suitable weak solution to
the NSE’s in Q. If G < +∞ and g = 0, then z = 0 is a regular point of v.
Certainly, there are other versions of Theorem 1.4. For example, we have the
following statement.
Theorem 1.7 Assume that the pair v and p is a suitable weak solution to
the NSE’s in Q. For any M > 0, there exists a positive number ε̂(M) with
the following property. Let G < M and
lim inf
r→0
E3(r) < ε̂(M),
where
E3(r) =
1
r
∫
Q(r)
|v,3|2dz, v,3 = ∂v
∂x3
.
Then z = 0 is a regular point of v.
Acknowledgement The work was supported by the Alexander von Hum-
boldt Foundation, by the RFFI grant 05-01-00941-a, and by the CRDF grant
RU-M1-2596-ST-04.
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2 Estimates of Suitable Weak Solutions to
the NSE’s
In this section, we would like to present the list of the main estimates of
suitable weak solutions to the NSE’s in Q. The first of them is a consequence
of multiplicative inequalities and has the form
C(r) ≤ c
[(̺
r
)3
A
3
4 (̺)E
3
4 (̺) +
(r
̺
)3
A
3
2 (̺)
]
(2.1)
for all 0 < r ≤ ̺ ≤ 1. Here and in what follows, we denote all positive
universal constants by c. A proof of (2.1) is given, for example, in [5].
There are two consequences of the local energy inequality:
A(R/2) + E(R/2) ≤ c
[
C
2
3 (R) + C(R) + C
1
3 (R)D
2
3
0 (R)
]
(2.2)
and
A(R/2)+E(R/2) ≤ c
[
C
2
3 (R)+C
1
3 (R)D
2
3
0 (R)+A
1
2 (R)C
2
3 (R)E
1
2 (R)
]
(2.3)
for all 0 < R ≤ 1. Inequality (2.2) follows from the local energy inequality
directly, a proof of (2.3) can be found in [5].
There are also three versions of the decay estimate for the pressure:
D0(r) ≤ c
[(r
̺
) 5
2
D0(̺) +
(̺
r
)2
C(̺)
]
(2.4)
or
D0(r) ≤ c
[(r
̺
) 5
2
D0(̺) +
(̺
r
)2
A
1
2 (̺)E(̺)
]
(2.5)
or
D0(r) ≤ c
[(r
̺
) 5
2
D0(̺) +
(̺
r
)3
A
3
4 (̺)E
3
4 (̺)
]
. (2.6)
Inequality (2.4)–(2.6) are valid for all 0 < r ≤ ̺ ≤ 1. Inequality (2.4) is
proved in [9] and inequalities (2.5) and (2.6) are discussed in [11].
The following lemma shows that if one of the quantities supm<r≤1E(r),
supm<r≤1C(r), or supm<r≤1A(r) is bounded, then all others are bounded
too.
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Lemma 2.1 Suppose that the pair v and p is a suitable weak solution to the
Navier-Stokes equations in Q. The following estimates are valid:
a) Let
sup
0<r≤1
E(r) = E0 < +∞. (2.7)
Then there exists a positive constant d depending only on E0 such that
A
3
2 (r) + C(r) +D20(r) ≤ d(E0)
(
r
1
2 (A
3
2 (1) +D20(1)) + 1
)
(2.8)
for all 0 < r ≤ 1/4;
b) Let
sup
0<r≤1
C(r) = C0 < +∞. (2.9)
Then
A(r) +D0(r) + E(r) ≤ c
(
r2D0(1) + C0 + C
2
3
0
)
(2.10)
for all 0 < r ≤ 1/2;
c) Let
sup
0<r≤1
A(r) = A0 < +∞. (2.11)
Then there exists a positive constant e depending only on A0 such that
C
4
3 (r) +D0(r) + E(r) ≤ e(A0)
(
r2(D0(1) + E(1)) + 1
)
(2.12)
for all 0 < r ≤ 1/2.
A proof Lemma 2.1 is based upon estimates (2.1)–(2.6) and presented in [11].
3 Proof of Theorem 1.4
The key part of the proof of Theorem 1.4 is
Proposition 3.1 Let the pair v and p be a suitable weak solution to the
NSE’s in Q.
For any M > 0, there exists a positive number ε10 = ε10(M) with the
following property. If
sup
0<r≤1
E(r) = E0 ≤M (3.1)
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and
gr∗ = min{E(r∗), A(r∗), C(r∗), H(r∗), D0(r∗)} < ε10(M) (3.2)
for some r∗ ∈]0,min{1/4, (A 32 (1) +D20(1))−2}[, then z = 0 is a regular point
of v.
Proof Assume that the statement of the proposition is false. Then there
exist a positive number M and a sequence of suitable weak solutions vn and
pn to the NSE’s in Q such that, for any n ∈ N, the following two conditions
hold
E(vn, r) =
1
r
∫
Q(r)
|∇vn|2dz ≤M (3.3)
for all 0 < r ≤ 1 and
grn(v
n, pn) =
= min{E(vn, rn), A(vn, rn), C(vn, rn), H(vn, rn), D0(pn, rn)} ≤ 1
n
(3.4)
for some
rn ∈]0,min{1/4, (A 32 (vn, 1) +D20(pn, 1))−2}[, (3.5)
but z = 0 is a singular point of vn. Here, we have used the notation
A(vn, r) = ess sup
−r2<t<0
1
r
∫
B(r)
|v(x, t)|2dx, C(vn, r) = 1
r2
∫
Q(r)
|vn|3dz,
H(vn, r) =
1
r3
∫
Q(r)
|vn|2dz, D0(pn, r) = 1
r2
∫
Q(r)
|pn − [pn]B(r)| 32dz.
On the other hand, since z = 0 is a singular point of vn, there exists a
universal positive number ε such that
C(vn, r) +D0(p
n, r) ≥ ε > 0 (3.6)
for all 0 < r ≤ 1, see, for example, [5]. We emphasize that (3.6) is valid for
any natural number n.
By Lemma 2.1 and by the properties of rn, see (3.5), we find the estimate
A
3
2 (vn, r) + C(vn, r) +D20(p
n, r) ≤
8
≤ d(M)
[( r
rn
) 1
2
r
1
2
n (A
3
2 (vn, 1) +D20(p
n, 1)) + 1
]
≤ d0(M) (3.7)
for all r ∈]0, rn[.
Now, let us scale our functions vn and pn so that
un(y, s) = rnv
n(rny, r
2
ns), q
n(y, s) = r2np
n(rny, r
2
ns)
for (y, s) ∈ Q. By the invariance of functionals and equations with respect
to the natural scaling, we have:
the pair un and qn is a suitable weak solution to the NSE’s in Q (3.8)
for each n ∈ N;
E(un, r) ≤M (3.9)
for all 0 < r ≤ 1 and for each n ∈ N;
grn(v
n, pn) = g1(u
n, qn)→ 0 as n→ +∞; (3.10)
C(un, r) +D0(q
n, r) ≥ ε > 0 (3.11)
for all 0 < r ≤ 1 and for each n ∈ N;
A
3
2 (un, r) + C(un, r) +D20(q
n, r) ≤ d0(M) (3.12)
for all 0 < r ≤ 1 and for each n ∈ N.
Now, let n tend to +∞. First of all, in order to pass to the limit in
non-linear terms, a strong compactness is needed. To this end, we estimate
the weak derivative of v in t using the equation in the standard way:∫
Q
∂tu
n · wdz =
∫
Q
(
un ⊗ un : ∇w −∇un : ∇w + (qn − [qn]B)divw
)
dz ≤
≤
(∫
Q
|un|3dz
) 2
3
(∫
Q
|∇w|3dz
) 1
3
+
(∫
Q
|∇un|2dz
) 1
2
(∫
Q
|∇w|2dz
) 1
2
+
+
(∫
Q
|qn − [qn]| 32dz
) 2
3
(∫
Q
|divw|3dz
) 1
3 ≤
≤ c
(
C
2
3 (un, 1) +D
2
3
0 (q
n, 1) + E
1
2 (un, 1)
)(∫
Q
|∇w|3dz
) 1
3 ≤
9
≤ d1(M)
( ∫
Q
|∇w|3dz
) 1
3
.
The latter estimate holds for any w ∈ C∞0 (Q). By the density arguments, it
is valid for any w ∈ L3(−1, 0;
◦
W 13(B)). So, we have
‖∂tun‖L3/2(−1,0;W−13/2(B)) ≤ d1(M). (3.13)
The final estimate comes from the known multiplicative inequality and has
the form ∫
Q
|un| 103 dz ≤ d2(M). (3.14)
Now, using known compactness arguments and selecting a subsequence if
necessary, we find
un
⋆
⇁ u in L2,∞(Q),
∇un ⇁ ∇u in L2(Q), (3.15)
un → u in L3(Q),
qn − [qn]B ⇁ q in L 3
2
(Q).
Moreover, the pair u and q ia a suitable weak solution to the NSE’s in Q and
A
3
2 (u, r) + C(u, r) +D20(q, r) ≤ d0(M) (3.16)
for all 0 < r ≤ 1.
Now, let us see what follows from (3.10). It is easy to observe that there
exists a subsequence {nk}∞k=1 such that either
E(unk , 1)→ 0, (3.17)
or
C(unk , 1)→ 0, (3.18)
or
A(unk , 1)→ 0, (3.19)
or
H(unk , 1)→ 0, (3.20)
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or
D0(q
nk , 1)→ 0 (3.21)
as k → +∞.
Let us discuss each case separately, starting with (3.17). According to
(3.17), we have
∇unk → 0 in L2(Q) (3.22)
and ∇u = 0 in Q. Therefore, E(u, r) = 0 for all r ∈]0, 1] and, by Theorem
1.2, z = 0 is a regular point of u and, in particular, there exists a number
0 < r1 ≤ 1 such that
sup
z∈Q(r1)
|u(z)| ≤ d3(M). (3.23)
Passing to the limit in (3.11), we show
C(u, r) + lim sup
k→∞
D0(q
nk , r) ≥ ε (3.24)
for all 0 < r ≤ 1. Thanks to (3.23), it follows from (3.24) that
cd33(M)r
3 + lim sup
k→∞
D0(q
nk , r) ≥ ε (3.25)
for all 0 < r ≤ r1.
Functions unk and qnk satisfy decay estimate (2.5). So, according to
(3.12), we have
D0(q
nk , r) ≤ c
[(r
1
) 5
2
D0(q
nk , 1) +
(1
r
)2
A
1
2 (unk , 1)E(unk , 1)
]
≤ d4(M)
[
r
5
2 +
(1
r
)2
E(unk , 1)
]
for all 0 < r ≤ 1. It remains to take the limit as k → ∞ and, by (3.22),
arrive at the inequality
lim sup
k→∞
D0(q
nk , r) ≤ d4(M)r 52
for all 0 < r ≤ 1. So, the latter estimate, together with (3.25), gives us the
relation
cd33(M)r
3 + d4(M)r
5
2 ≥ ε
for all 0 < r ≤ r1. It is not true for sufficiently small r. So, possibility of
(3.17) is excluded.
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Now, assume that (3.18) takes place. Here, we are going to use inequality
(3.12) and decay estimate (2.4). They lead us to the estimate
D0(q
nk , r) ≤ c
[
r
5
2D0(q
nk , 1) +
1
r2
C(unk , 1)
]
≤ d5(M)
[
r
5
2 +
1
r2
C(unk , 1)
]
(3.26)
for all 0 < r ≤ 1. But it follows from (3.11) that
ε ≤ d5(M)
[
r
5
2 +
1
r2
C(unk , 1)
]
+ C(unk , r), r ∈]0, 1]. (3.27)
Taking into account (3.18) and passing to the limit in (3.27) as k → +∞, we
show
ε ≤ d5(M)r 52 , r ∈]0, 1],
which is also wrong for sufficiently small r. So, case (3.18) is excluded as
well.
Cases (3.19) and (3.20) can be reduced to the previous one. Indeed, in
both cases the limit equation is u = 0. So, C(unk , r) → C(u, r) = 0 as
k → +∞ for all 0 < r ≤ 1. Repeating estimates (3.26) and (3.27), we see
that cases (3.19) and (3.20) do not occur either.
It remains to consider case (3.21). Here, we have qnk− [qnk ]→ 0 in L 3
2
(Q)
as k → +∞. Since
0 ≤ D0(qnk , r) ≤ c
r2
D0(q
nk , 1)→ 0,
we find
C(u, r) ≥ ε > 0 (3.28)
for all 0 < r ≤ 1. Let us describe the properties of the limit function u:
u ∈ L2,∞(Q) ∩W 1,02 (Q); (3.29)
the function u satisfies the system of equations
∂tu+ u · ∇u−∆u = 0, divu = 0 (3.30)
in Q in the sense of distributions;
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for a.a. t ∈]− 1, 0[, the function u satisfies the local energy inequality
∫
B
ϕ(x, t)|u(x, t)|2dx+ 2
t∫
−1
∫
B
ϕ|∇u|2dxdt′ ≤
≤
t∫
−1
∫
B
(
|u|2(∆ϕ + ∂tϕ) + |u|2u · ∇ϕ
)
dxdt′ (3.31)
for all non-negative functions ϕ ∈ C∞0 (R3 × R) vanishing in a neighborhood
of the parabolic boundary of the cylinder Q.
As it is shown in the Appendix, the function u, enjoying properties (3.29)-
(3.31), is, in fact, smoother. More precisely, u is Ho¨lder continuous say in
Q(1/4) and, in particular,
sup
z∈Q(1/4)
|u(z)| ≤ d6(M)
and, from (3.28), it follows that
cd36(M)r
3 ≥ ε
for all 0 < r ≤ 1/4, which is also not true. So, case (3.21) is excluded. Since
our observations contradict with (3.10), we may conclude that the statement
of Proposition 3.1 is valid. Proposition 3.1 is proved.
Proposition 3.2 Let the pair v and p be a suitable weak solution to the
NSE’s in Q. If
lim sup
r→0
E(r) <
1
2
m = M (3.32)
and
g <
1
2
ε10(m) = ε1(M), (3.33)
then z = 0 is a regular point of v.
Proof By condition (3.32), we can find a number r1 ∈]0, 1] such that
sup
0<r≤r1
E(r) ≤ m
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and scale v and p so that
u(x, t) = r1v(r1x, r
2
1t), q(x, t) = r
2
1p(r1x, r
2
1t), |x| < 1, −1 < t < 0.
The pair u and q is then a suitable weak solution to the NSE’s in Q and
sup
0<r≤1
E(u, r) ≤ m
and
g(u, q) <
1
2
ε10(m). (3.34)
By (3.34), among quantities lim infr→0E(u, r), lim infr→0A(u, r), lim infr→0
C(u, r), lim infr→0H(u, r), and lim infr→0D0(q, r), there should be at least
one, which is less than 1/2ε10(m). For example, let lim infr→0E(u, r) do so.
Then we can find a number r0 ∈]0,min{1/4, (A 32 (u, 1) + D20(u, 1))−2}[ such
that
E(u, r0) <
3
4
ε10(m)
and thus
gr0(u, q) < ε10(m).
By Proposition 3.1, the point z = 0 is a regular point of u and therefore it is
a regular point of v. Proposition 3.2 is proved.
In the same way, one can prove the following statements.
Proposition 3.3 Let the pair v and p be a suitable weak solution to the
NSE’s in Q.
For any M > 0, there exists a positive number ε2(M) such that if
lim sup
r→0
A(r) < M
and
g < ε2(M),
then z = 0 is a regular point of v.
Proposition 3.4 Let the pair v and p be a suitable weak solution to the
NSE’s in Q.
For any M > 0, there exists a positive number ε3(M) such that if
lim sup
r→0
C(r) < M
14
and
g < ε3(M),
then z = 0 is a regular point of v.
Proof of Theorem 1.4 It is a direct consequence of Propositions 3.2–
3.4. Theorem 1.4 is proved.
Let us give some comments on the proof of Theorem 1.7. The crucial
point is an analog of Proposition 3.1. It can be formulated as follows.
Proposition 3.5 Let the pair v and p be a suitable weak solution to the
NSE’s in Q.
For any M > 0, there exists a positive number ε̂10 = ε̂10(M) with the
following property. If
sup
0<r≤1
E(r) = E0 ≤M
and
E3(r∗) < ε̂10(M)
for some r∗ ∈]0,min{1/4, (A 32 (1) +D20(1))−2}[, then z = 0 is a regular point
of v.
Proof We repeat the proof of Proposition 3.1 with the following modifica-
tions. Instead of (3.4), we have
E3(v
n, rn) =
1
rn
∫
Q(rn)
|vn,3|2dz ≤
1
n
.
Now, (3.10) should be replaced with
E3(u
nk , 1)→ 0 as n→ +∞.
The latter implies
unk,3 → 0 in L2(Q)
and thus u,3 = 0 in Q. This makes it possible to introduce a new function
U(x1, x2, t) = u(x1, x2, x3, t) which satisfies the inequalities
E(u, r) ≥ 1
r
0∫
−r2
dt
r/
√
2∫
−r/
√
2
dx3
∫
x2
1
+x2
2
<r2/2
|∇2U |2dx1dx2 =
15
=
√
2
0∫
−r2
∫
x2
1
+x2
2
<r2/2
|∇2U |2dx1dx2dt ≥ 1√
2
E(u, r/
√
2)
for any 0 < r ≤ 1. Here, ∇2 is the two-dimensional gradient.
So, we can state that
0∫
−1
∫
x2
1
+x2
2
<1/2
|∇2U |2dx1dx2dt ≤ E(u, 1) < +∞
and thus
0∫
−r2
∫
x2
1
+x2
2
<r2/2
|∇2U |2dx1dx2dt→ 0 as r → 0.
This means that E(r)→ 0 as r → 0 and, by Theorem 1.2, z = 0 is a regular
point of u. So, we have shown the validity of (3.23) and (3.25).
Next, we proceed in a slightly different way. By (2.4), we have
D0(q
nk , r) ≤ c
[(r
̺
) 5
2
D0(q
nk , ̺) +
(̺
r
)2
C(unk , ρ)
]
for all 0 < r < ̺ ≤ 1. Thanks to (3.12), the new version of the previous
inequality can be given. It has the form
D0(q
nk , r) ≤ cd˜0(M)
[(r
̺
) 5
2
+
(̺
r
)2
C(unk , ρ)
]
for all 0 < r < ̺ ≤ 1. Passing to the limit as k → +∞, we find from (3.15)
the estimate
lim sup
k→0
D0(q
nk , r) ≤ cd˜0(M)
[(r
̺
) 5
2
+
(̺
r
)2
C(u, ρ)
]
for all 0 < r < ̺ ≤ 1. Setting ̺ = γr ≤ r1, we derive from (3.23) the
inequality
lim sup
k→0
D0(q
nk , r) ≤ cd˜0(M)
[
γ−
5
2 + cγ2d33(M)γ
3r3]
≤ cd˜4(M)
[
γ−
5
2 + γ5r3]
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which is valid for any γ > 1 and for any r > 0 satisfying the condition
γr ≤ r1. So, we have (see (3.25))
cd33(M)r
3 + cd˜4(M)γ
− 5
2 + cd˜4(M)γ
5r3 ≥ ε
for the same γ and r as in the previous inequality. Let us choose γ0(ε,M) > 1
and fix it so that
cd˜4(M)γ
− 5
2
0 (ε,M) ≤ ε/4.
Then
cd33(M)r
3 + cd˜4(M)γ
5
0(ε,M)r
3 ≥ 3ε/4
for all 0 < r ≤ r1/γ0(ε,M). The latter inequality does not hold for suffi-
ciently small r. Proposition (3.5) is proved.
The remaining part of the proof of Theorem 1.7 is the same as in Theorem
1.4.
4 Appendix
Consider the initial boundary value problem for the following system of linear
equations
∂tv + u · ∇v −∆v = f in Q. (4.1)
We assume that unknown vector-valued function v : Q → R3 satisfies the
homogeneous conditions on the parabolic boundary ∂′Q, i.e.,
v|∂′Q = 0. (4.2)
Here, u : Q→ R3 and f : Q→ R3 are given functions satisfying the following
conditions
u ∈ L2(Q), divu = 0 in Q, (4.3)
and
f ∈ L 5
3
(Q). (4.4)
Definition 4.1 The function v is called a weak solution to initial boundary
value problem (4.1) and (4.2) if it satisfies the conditions:
v ∈ L2,∞(Q) ∩ L2(−1, 0;
◦
W
1
2(B)) (4.5)
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t→
∫
B
v(x, t) · w(x)dx is continuous on [−1, 0] for any w ∈ L2(B); (4.6)
∫
Q
(
− v · ∂tw − v ⊗ u : ∇w +∇v : ∇w
)
dz =
∫
Q
f · wdz (4.7)
for any w ∈ C∞0 (Q);
‖v(·, t)‖L2(B) → 0 (4.8)
as t→ −1 + 0;
1
2
∫
B
|v(x, t)|2dx+
t∫
−1
∫
B
|∇v|2dxdt′ ≤
t∫
−1
∫
B
f · vdxdt′ (4.9)
for all t ∈ [−1, 0].
Theorem 4.2 Assume that conditions (4.3) and (4.4) hold. There exists at
least one weak solution v to initial boundary value problem (4.1), (4.2). In
addition, it has the following differentiability properties
v ∈ L3,∞(Q) ∩ L5(Q). (4.10)
Moreover, if
u ∈ L 10
3
(Q), (4.11)
then problem (4.1), (4.2) has a unique weak solution.
Proof We start with the proof of the existence. It is easy to find smooth
functions uδ and f δ with the following properties
divuδ = 0, uδ → u in L2(Q) (4.12)
and
f δ → f in L 5
3
(Q) (4.13)
as δ → 0. As it is shown in [6], see also [4], there is a unique smooth solution
vδ to the initial boundary value problem:
∂tv
δ + uδ · ∇vδ −∆vδ = f δ in Q (4.14)
and
vδ|∂′Q = 0. (4.15)
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Lemma 4.3 Assume that we are given three sufficiently smooth functions v,
u, and f satisfying (4.1) and (4.2). Then, for all t ∈] − 1, 0[, the following
inequalities are valid:
∂t
∫
B
|v|2dx+
∫
B
|∇v|2dx ≤ c
[( ∫
B
|f | 53dx
) 1
2
+
(∫
B
|f | 53dx
+
∫
B
|divu| 52dx
)∫
B
|v|2dx
]
(4.16)
and
∂t
∫
B
|w|2dx+
∫
B
|∇w|2dx ≤ c
[ ∫
B
|f | 53dx
( ∫
B
|w|2dx
) 4
9
+
∫
B
|divu| 52dx
∫
B
|w|2dx
]
, (4.17)
where w = |v| 32 .
Proof Multiplying identity (4.1) by v and integrating by parts, we have
1
2
∂t
∫
B
|v|2dx+
∫
B
|∇v|2dx =
∫
B
f · vdx+ 1
2
∫
B
|v|2divudx = I1 + I2. (4.18)
Now, our aim is to estimates I1 and I2. For I1, we use Ho¨lder’s inequality
I1 ≤
(∫
B
|f | 53dx
) 3
5
(∫
B
|v| 52dx
) 2
5
.
The second multiplier on the right hand side of the latter relation can be
estimated with the help of the multiplicative inequality
I1 ≤ c
(∫
B
|f | 53dx
) 3
5
(∫
B
|v|2dx
) 7
20
(∫
B
|∇v|2dx
) 3
20
.
Next, by Young’s inequality,
I1 ≤ 1
4
∫
B
|∇v|2dx+ c
(∫
B
|f | 53dx
) 12
17
(∫
B
|v|2dx
) 7
17
.
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Since 5/17+7/17 = 12/17, one may apply Young’s inequality once more. As
a result, we have
I1 ≤ 1
4
∫
B
|∇v|2dx+ c
∫
B
|f | 53dx
∫
B
|v|2dx+ c
(∫
B
|f | 53dx
) 1
2
. (4.19)
Now, we are going to evaluate I2. Ho¨lder’s inequality gives
I2 ≤ 1
2
( ∫
B
|v| 103 dx
) 3
5
(∫
B
|divu| 52dx
) 2
5
.
Then we use a multiplicative inequality
I2 ≤ c
(∫
B
|∇v|2dx
) 3
5
(∫
B
|v|2dx
) 2
5
(∫
B
|divu| 52dx
) 2
5
.
And, by Young’s inequality,
I2 ≤ 1
4
∫
B
|∇v|2dx+ c
∫
B
|divu| 52dx
∫
B
|v|2dx. (4.20)
Now, (4.16) follows from (4.18)-(4.20).
To prove the second estimate, we proceed as follows. First, we multiply
identity (4.1) by |v|v and then integrate by parts. As a result, we have the
identity
1
3
∂t
∫
B
|v|3dx+
∫
B
|v|(|∇v|2 + |∇|v||2)dx =
∫
B
|v|f · vdx
+
1
3
∫
B
|v|3divudx,
which implies the inequality
1
3
∂t
∫
B
|w|2dx+ 4
9
∫
B
|∇w|2dx ≤ J1 + J2, (4.21)
where
J1 =
(∫
B
|f | 53dx
) 3
5
(∫
B
|w| 103 dx
) 2
5
, J2 =
1
3
∫
B
|w|2divudx
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The term J2 is estimated in the same way as I2. So,
J2 ≤ 1
18
∫
B
|∇w|2dx+ c
∫
B
|divu| 52dx
∫
B
|w|2dx. (4.22)
For J1, one can apply a multiplicative inequality and Young’s inequality and
find
J1 ≤ c
(∫
B
|f | 53dx
) 3
5
(∫
B
|w|2dx
) 4
15
(∫
B
|∇w|2dx
) 2
5
≤ 1
18
∫
B
|∇w|2dx+
∫
B
|f | 53dx
(∫
B
|w|2dx
) 4
9
.
Combining the latter estimate with (4.21) and (4.22), we complete the proof
of (4.18). Lemma 4.3 is proved.
Now, we proceed with the proof of the theorem. From Lemma 4.3 and
from Gronwall’s lemma, it follows that certain norms of vδ and wδ = |vδ| 32
are bounded uniformly with respect to δ:
‖vδ‖L3,∞(Q) + ‖wδ‖L2,∞(Q) + ‖∇vδ‖L2(Q) + ‖∇wδ‖L2(Q) ≤ c < +∞. (4.23)
Moreover, by a multiplicative inequality and by (4.23),
‖vδ‖L5(Q) ≤ c < +∞ (4.24)
and thus
‖|vδ||uδ|‖L10/7(Q) ≤ c < +∞. (4.25)
The latter, together with identity (4.7), allows us to state that
‖∂tvδ‖L10/7(−1,0;W−110/7(B)) ≤ c < +∞. (4.26)
Now, the existence of at least one weak solution to initial boundary value
problem (4.1) and (4.2) can be deduced from estimates (4.23)-(4.26) in a
more or less standard way.
Now, let us switch to the proof of the uniqueness of weak solutions to
initial boundary value problem (4.1) and (4.2) in the class of weak solutions
in the sense of Definition 4.1. We start with a simple remark
◦
W
1
2(Q) ∩ L5(Q) = [C∞0 (Q)]W 12 (Q)∩L5(Q). (4.27)
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Assume that v1 is another solution to initial boundary value problem (4.1)
and (4.2). By (4.11),
u · ∇v1 ∈ L 5
4
(Q). (4.28)
Taking into account (4.27) and (4.28), let us transform identity (4.7) into the
form: ∫
Q
(
− v1 · ∂tw + (u · ∇v1) · w +∇v : ∇w
)
dz =
∫
Q
f · wdz (4.29)
for any w ∈ ◦W 12(Q) ∩ L5(Q).
On the other hand, according to the first part of the theorem, we have
|v||u| ∈ L2(Q) (4.30)
and thus∫
Q
(
− v · ∂tw − v ⊗ u : ∇w +∇v : ∇w
)
dz =
∫
Q
f · wdz (4.31)
for any w ∈ ◦W 12(Q).
Fix an arbitrary number ε ∈]0, 1/4[ and take a nonnegative smooth cut-
off function χ having a support in ] − 1 + ε/2,−ε/2[. Let ω̺ be a standard
smoothing kernel and let
v̺(x, t) =
0∫
−1
ω̺(t− s)v(x, s)ds.
Now, we introduce two test functions:
w = (χv̺)̺, w
1 = (χv1̺)̺.
For sufficiently small ̺, we have
w ∈ ◦W 12(Q) ∩ L5(Q), w1 ∈
◦
W
1
2(Q). (4.32)
Next, we use the first test function in (4.30) and then both of them in (4.31).
Taking into account well-known properties of smoothing kernel, we can pro-
duce three identities:
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∫
Q
(
− v1̺ · ∂t(χv̺) + (u · ∇v1)̺ · χv̺ +∇v1̺ : χ∇v̺
)
dz
=
∫
Q
f̺ · v̺dz, (4.33)
∫
Q
(
− v̺ · ∂t(χv1̺)− (v ⊗ u)̺ : χ∇v1̺ +∇v̺ : χ∇v1̺
)
dz
=
∫
Q
f̺ · v1̺dz, (4.34)
and ∫
Q
(
− v̺ · ∂t(χv̺)− (v ⊗ u)̺ : χ∇v̺ +∇v̺ : χ∇v̺
)
dz
=
∫
Q
f̺ · v̺dz. (4.35)
Add (4.33) and (4.34) and integrate the sum by parts, we find∫
Q
(
− v̺ · v1̺∂tχ+ (u · ∇v1)̺ · χv̺ − (v ⊗ u)̺ : χ∇v1̺
+2χ∇v̺ : ∇v1̺
)
dz =
∫
Q
f̺ · (v̺ + v1̺)dz.
Passing to the limit as ̺→ 0, we arrive at the identity∫
Q
(
− v · v1∂tχ+ 2χ∇v : ∇v1
)
dz =
∫
Q
f · (v + v1)dz. (4.36)
Now, we argue as follows. Taking into account two properties of weak solu-
tions (4.6) and (4.8) and choosing our cut-off function χ in an appropriate
way, we can state that
∫
B
v(x, t) · v1(x, t)dx+2
t∫
−1
∫
B
∇v : ∇v1dxdt′ =
t∫
−1
∫
B
f · (v+ v1)dxdt′ (4.37)
23
for a.a. t ∈] − 1, 0[. Proceeding in the same way, we derive from (4.35)
another identity
1
2
∫
B
|v(x, t)|2dx+
t∫
−1
∫
B
|∇v|2dxdt′ =
t∫
−1
∫
B
f · vdxdt′ (4.38)
for a.a. t ∈] − 1, 0[. But v1 is a weak solution and therefore it obeys global
energy inequality (4.9)
1
2
∫
B
|v1(x, t)|2dx+
t∫
−1
∫
B
|∇v1|2dxdt′ ≤
t∫
−1
∫
B
f · v1dxdt′ (4.39)
for all t ∈ [−1, 0]. From (4.37)–(4.39), it is easy to derive the estimate
1
2
∫
B
|v1(x, t)− v(x, t)|2dx+
t∫
−1
∫
B
|∇(v1 − v)|2dxdt′ ≤ 0
for a.a. t ∈]− 1, 0[. The latter implies v1 = v. Theorem (4.2) is proved.
Now, let us consider the pair v and p being a suitable weak solution to
the Navier-Stokes equations in Q, see definition 1.1. Our aim is
Proposition 4.4 Assume that the pair v and p is a suitable weak solution
in Q. Suppose that p is independent of spatial variables x. Then v is Ho¨lder
continuous in the Q(3/8).
Proof Fix a smooth cut-off function ψ vanishing in a neighborhood of ∂′Q
and being equal to one in Q(3/4). Let
v = ψv, f = v∂tψ − 2∇v∇ψ − v∆ψ + v · ∇ψv, u = v.
According to the theory of multiplicative inequalities,
u ∈ L 10
3
(Q), divu = 0. (4.40)
Moreover,
v ∈ L2,∞(Q) ∩ L2(−1, 0;
◦
W
1
2(B)) (4.41)
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and ∫
Q
(
− v · ∂tw − v ⊗ u : ∇w +∇v : ∇w
)
dz =
∫
Q
f · wdz (4.42)
for any w ∈ C∞0 (Q).
Now, let us prove that v is a weak solution to the initial boundary value
problem (4.1) and (4.2). By (4.41) and (4.42), it remains to verify that v
satisfies (4.6) and (4.9). Obviously, (4.8) is fulfilled since v is identically equal
to zero in a neighborhood of t = 0.
To check (4.6), we note that
v ⊗ u ∈ L 5
3
(Q).
This, together with (4.42), gives us the estimate for
‖∂tv‖L5/3(−1,0;W−15/3(B)) < +∞.
Then, (4.6) follows from (4.41).
Next, integrating by parts, we can derive the following identity
I(t) =
∫
B
|v(x, t)|2dx+ 2
t∫
−1
∫
B
|∇v|2dxdt′ − 2
t∫
−1
∫
B
f · vdxdt′
=
∫
B
ψ2(x, t)|v(x, t)|2dx+ 2
t∫
−1
∫
B
ψ2|∇v|2dxdt′
−
t∫
−1
∫
B
(
|v|2(∆ψ2 + ∂tψ2) + v · ∇ψ2|v|2
)
dxdt′.
By assumptions of Proposition 4.4, I(t) ≤ 0 for a.a. t ∈] − 1, 0[. Here, we
have used the identity ∫
B
v · ∇ψ2pdx = 0.
However, (4.6) means that the inequality I(t) ≤ 0 holds for all t ∈ [−1, 0].
So, we have demonstrated that v is a weak solution to initial boundary value
problem (4.1) and (4.2). Then, according to Theorem 4.2, we can state that
v ∈ L3,∞(Q)
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and thus
v ∈ L3,∞(Q(3/4)). (4.43)
In this case, we have a suitable weak solution v and p in Q(3/4) which satisfies
additional condition (4.43). Using scaling and results of [3], we show that
v is Ho¨lder continuous in the closure of the set Q(3/8). Proposition 4.4 is
proved.
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