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Almtraet--Systems of s linear ordinary differential equations (ODEs) are considered. A system of ODEs 
is separable if the number of stiff eigenvalues of the Jacobian matrix is k with k ~ s. A code, DENS2, 
for solving separable systems of linear ODEs is compared with the corresponding code, DENS 1, in which 
the same integration algorithm is implemented, but the separability is not exploited. A family of 
test-examples is introduced and used to carry out systematic comparisons between DENS1 and DENS2. 
The main topics in the investigation are: (i) the efficiency of DENS2 as a function of k/s, (ii) the 
performance of DENS2 for very stiff problems, (iii) the behaviour of DENS2 when the solution of the 
system of ODEs is rapidly varying, (iv) the performance of DENS2 when the Jacobian matrix is slowly 
varying and (v) the behaviour of DENS2 for different gaps between the stiff and non-stiff eigenvalues. 
The storage requirements for DENS2 are also discussed. A veetorized version of DENS2 is developed and 
it is shown that the separability algorithm implemented in DENS2 is even more efficient on vector 
processors than on sequential computers. The ideas applied in the development of DENS2 can easily be 
extended (a) for two wide classes of integration algorithms (the backward ifferentiation formulae and 
the methods of Runge-Kutta type) and (to) for systems of nonlinear ODEs. 
1. STATEMENT OF  THE PROBLEM 
Consider the linear initial value problem for first order ordinary differential equations (ODEs): 
y" = A( t )y  + b(t), y(a)  = r/, (1) 
where t ~[a,b] c R, y ~ c R s, A ( t )~R s×s, b ( t )~R ~ and s~N.  
Introduce the non-equidistant grid: 
(~u = {t./to= a, t._,  < t. (n = 1, 2 . . . . .  N),  tu= b ,N  ~ N}. (2) 
The distance, 
h.=t . - t . _~ (n = 1,2 . . . . .  N), (3) 
between two adjacent points in grid ~u is called the stepsize at step n or, simply, the stepsize when 
there is no danger of misunderstanding. 
Assume that a sufficiently accurate approximation Y0 to r/is available and consider the sequence 
{Yl,Y2 . . . . .  Yu}, (4) 
where y~ is an approximation to the value y( t , )  of the exact solution of (1) for t~ ¢ ~u. 
If (1) is stiff [e.g. 1, Chap. 8; 2], then methods based on backward differentiation formulae (BDFs) 
or methods based on formulae of Runge-Kutta (RK) type are commonly used in the calculation 
of sequence (4) [e.g. 3]. 
Assume that all yj ( j  = 1, 2 . . . . .  n - 1) are already calculated. Then the next approximation, y,, 
can be calculated by 
y. = ~ ~t,(/~.)y._, + h.~[A( t . )y .  + b(t.)] 
1--1 
(5) 
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when a BDF of order m is in use. The coefficients ~i (i = 1, 2 . . . . .  m) depend on 
(h._,  hh_2 h._,.+ ,) (6) 
~"=\  h. ' h. ' . . . .  h. 
because the grid f~u is not equidistant. 
The use of an m-stage diagonally implicit Runge-Kutta method (DIRK method [4]) is based on 
y. = y._, + h. ~ p,k,(h.), (7) 
i=1 
k~(h. )=A(t ._ ,+~ih . )  y . _ ,+h,  ky(h.)+?k,(h.) +b(t . _ ,+~ih . ) ,  (8) 
J 
i = 1, 2 . . . . .  m; the sum being equal to zero when i = 1. 
Let Is e R s×' be the identity matrix and let 
1 
?* = -h.----?" (9) 
Set 
in (5) and 
W=?* I~+A(t . ) ,  z=y . ,  c=?*~, ( [ i . )y . _ i -b ( t . )  (10) 
i=1 
W=?* I~+ A(t._,  +~h. ) ,  z =k,(h.), 
c=?*  A( t . _ ,+~,h . )  . _~+h.  ~kj (h. )  +b(t._~+ot, h.) (11) 
j= l  
in (8). Then both (5) and (8) are reduced to 
Wz = c (12) 
and it becomes apparent hat the number of systems (12) of linear algebraic equations which are 
to be solved at each integration step is one when a BDF is applied and m when an m-stage DIRK 
is used. 
The choice of a particular method (among the two classes, the BDFs and the methods of RK 
type) is beyond the scope of this paper. The choice depends, among other factors, on the 
distribution of the eigenvalues ofA (t) and may be a very difficult task. In our context it is important 
that from the above presentation it becomes clear that the solution of systems of linear algebraic 
equations is an essential part of the integration of (1) both when BDFs and RK methods are in 
use. This shows that an attempt to reduce the work needed in the solution of systems (12) is 
worthwhile. Such a reduction may be achieved if the eigenvalues of A (t) can be separated into two 
sets: 
A, = {2,(0, 2:(t) . . . . .  2k(t)}, (13) 
A2 = {2k+ l(t), 2k+2(t) . . . .  ,2s(t)}, (14) 
such that 
2;(t) ~Al A 2j(t) ~ A2 =~ IL(t)l ~> [2j(t)[. (15) 
If (15) is satisfied, then the system (1) is called separable and the separability may be exploited, 
in principle at least, in two different ways: (A) by using two different integration methods, for 
example, implicit for the dominant part of (1) (the part corresponding to set A0 and explicit for 
the non-dominant part of (1) (the part corresponding to set As); or (B) by using the same integration 
method and exploiting (15) only when systems (12) are solved. 
The first approach as been used by Dahlquist and S6derlind [5]. The second approach was first 
applied to a very special problem by Robertson [6] and then generalized by Enright and Kamel 
[7], Watkins and HansonSmith [8] and Bj6rck [9, 10]. It should be mentioned here that the 
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distribution of the eigenvalues of matrix W in (12) can be exploited (even when the system is not 
separable) by other approaches [e.g. 11-14], where iterative methods are used to solve the systems 
of linear algebraic equations (e.g. conjugate gradients may be applied in the linear algebraic 
equation solvers). 
The method proposed by Bjfrck [9, 10] is considered in the following sections. This method has 
been implemented bythe second author in several codes for solving ODEs (not only linear systems 
of ODEs), but mainly the implementation f this method in code DENS [15] is discussed. Two 
versions of DENS, DENS1 by which (12) is solved directly and DENS2 in which (15) is exploited 
in the solution of (12), are compared. The integration algorithm used is the same in DENS1 and 
DENS2. The two versions differ only in the part where systems (12) are treated. Therefore the 
differences in performance are due only to the fact that the separability of system (1) is exploited 
in DENS2. 
The results are presented in the following way. The integration algorithm used in code DENS 
is shortly described in Section 2. The arithmetic osts of some crucial operations (factorizations 
of a matrix, forward-back substitutions and, for DENS2 only, orthogonal iterations) are given in 
Section 3. The construction of meaningful (for our purposes) test-examples is described in Section 
4. Results of experiments performed on sequential computers (IBM 3081, Univac 1100 and CDC 
Cyber 855) are reported in Section 5. Moreover, the relationship between the computing times 
actually obtained and the arithmetic costs presented in Section 3 is also discussed there. In Section 
6 some experiments on a vector processor (Cray X-MP) are discussed. Some concluding remarks, 
concerning the implementation of the ideas for other integration methods (BDFs and RK 
methods), are given in Section 7. In the whole paper it is assumed that the number k of stiff 
components i  known. 
2. INTEGRATION ALGORITHM 
The integration algorithm implemented in code DENS is an MDIRKM (modified iagonally 
implicit Runge-Kutta method [16]) of order two. It is based on 
where 
Y. = Y.-1 + 0.5h.[kl(h.) + ke(h.)], (16) 
WJq(h.) = c~(h.), i = 1, 2, (17) 
1 
W~=?*I.+A(t._½), ?*=-h~--~' ?=1- - -~- ,  t ._½=t.-O.5h. ,  (18) 
c~(h.) = ?*[A(t._½)y._, + b(t._½)]. (19) 
c2(h.) = ~*{A (t._ ½)[y._, + h.(x/2 - 1)k~(h.)] + b(t._½)} 
= c,(h.) + ?~*h.(x/~ - 1)A(tn_½)k,(h.). (20) 
Some error estimation algorithm should be applied in connection with (16)-(20). Since we are 
only interested in the solution of the systems (17) in this paper, the above formulae are quite 
sufficient for our purposes and it is not necessary todiscuss further the integration algorithm here. 
However, adetailed escription of the integration algorithm could be found in Zlatev et al. [15, 17]. 
In DENS1 an LU-decomposition of the coefficient matrix in (17) is computed and used. If the 
separability condition (15) is satisfied and if DENS2 is used, then the systems (17) are treated in 
a special way. The solution of (17) is further described below. 
Consider (17) and assume that DENS1 is to be used. Let 
LjU/= WjPj, j <n, Pj being a permutation matrix in R sX~. (21) 
If j = n (if W, has been factorized at the integration step under consideration), then 
k,(h,) = P.(L.U.)-1c,(h.), i = 1, 2. (22) 
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I f j  < n (if an old factorization is to be used), then two iterative refinement (IR) processes are 
carried out at integration step n to determine k~(h,) and k2(h,): 
rl'](h.)=c,(h.) - W.klO(h.), /=0 ,  1 . . . . .  p , -  1, i=  1,2; (23) 
d!tl(h.) = Pj(LjUg)-'rlO(h.), l = 0, 1 . . . . .  p~-  1, i = 1, 2; (24) 
klt+'](h.) =k!O(h.)+d~tl(h.), 1=0,  1 . . . . .  p , -  1, i=  1,2; (25) 
Starting approximations for these IR processes can be obtained either by using the values, 
kl (h. _ 1 ) and k, (h. _ ~ ), of the unknown functions found at the previous integration step or by solving 
kl°l(h.) = Pj(LjUj)-'c~(h.), i = 1, 2. (26) 
Assume that some error tolerance ¢(t.) is given. The IR processes are terminated if any of the 
following stopping criteria is satisfied for some l = p~- 1 (i = 1, 2): 
def 
RATE(t)/> 1 A l > 1, RATE(l) = II d!O(h.)II/II dl'-'l(h.)II, (27) 
1 = MAXIT, the default value being MAXIT = 3, (28) 
II d!O(h,)II -< 611 - RATE(t)] c (t,)/x RATE(l) < 1, ~ = 0.1. (29) 
0.5h. 
The codes allow also termination of the iterative processes when the norm of the residual vector 
becomes mall by a criterion similar to (29) but with 6 = 0.01. 
If the IR is stopped by (27) or (28), then the acceptability criterion (29) is normally not satisfied 
and the result should not be used in the further calculations. A new factorization L.U. has to be 
computed in such a case. 
If (29) is satisfied, then the result is accepted. The code sets ki(h.) = kl t+ q(h.) and continues the 
calculations. The division by 0.5h. in the acceptability criterion (29) can be explained as follows. 
Look at (16) and assume that E(t._ ~) does not differ too much from c(t.). It should be expected 
that y,_ ~ has been calculated so that [[y(t,_ ~) -y , _  ~11 ~ c(t,_ j). Therefore it is natural to require 
that 0.5h, 11 dl~(h.)II ~ E(t~); it is expected that II dlll(h,)II ~ II kt(h,) - klO(h,)II, Thus, the code 
attempts to stop the IR when the accuracy in the calculation of an approximation toki(h.) is judged 
to be sufficient o achieve the accuracy required at the integration step under consideration. The 
factor 6 = 0.1 is used in an attempt to avoid the influence of errors due to the solution of the system 
of linear algebraic equations on the accuracy of y,. The factor 1 - RATE(I) is useful when the IR 
is slowly convergent. If this is so, then II d!O(h,)II could be small even when k!O(h,) is not sufficiently 
close to ki(h,). 
Assume now that the separability condition (15) is satisfied and is to be exploited by the use of 
DENS2. When linear systems of ODEs are solved it is convenient to rewrite the algorithm from 
[10] as follows. Let Q,e Rs×~(r ~< n) be a matrix whose columns form an orthonormal basis for 
the invariant subspace corresponding to the eigenvalues in set A~; see (13). Then in the I R processes 
(23)-(25) to calculate ki(h,) (i = 1, 2) we substitute for (24) the formula 
d~(h.) h.7[/~- Q,(?*Ik+ T;) -~ [,] = Vj]ri (h.), l=O,  1 . . . .  p , -1 ,  i=1 ,2 ,  (30) 
where 
Vj=QTA(tj_½), L=VjQ, ,  r<~j<~n. (31) 
To obtain the orthonormal matrix Q, the method of orthogonal iterations is used. Often a rather 
crude approximation Q, is quite sufficient [9, 10]. In the method of orthogonal iterations one starts 
with an s x k orthogonal matrix Q~0] and generates a sequence of matrices Q!q, Q~Z] . . . .  from 
A(t,_½)Q!~-q=Q!'~U~, i=  1,2 . . . . .  J. (32) 
For diagonally dominant matrix a good choice is to start with Q~°] whose columns are unit vectors 
corresponding to the k smallest diagonal element. This is implemented in DENS2 and used also 
for general matrices, but some results obtained with an arbitrary orthonormal starting matrix Q~01 
are given in Sections 5 and 6. These results show that the algorithm performs well even with an 
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arbitrary QI °J. However, the best choice would of course be to start with the correct subspace. Also 
the selection algorithm is the same for diagonally dominant matrices and for general matrices. 
Since the number of iterations in (32) is fixed equal to J (the default value being J = 2 in DENS2), 
there is no guarantee that the calculated Q[4 is sufficiently accurate. However, if the orthonormal 
basis found is not sufficiently accurate, then the IR process will not converge or will converge 
slowly. If this is the case, then the code will attempt to improve the accuracy of Q, by performing 
a new cycle of J iterations. It should be noted here that the same stopping criteria as in DENS1 
are used to stop the IR processes in DENS2. If the acceptability criterion (29) is not satisfied at 
step n, then the code calculates V,, T, and factorizes T*Ik + T,. If the IR process with the updated 
matrices is still not convergent, then a new orthonormal matrix Q, is calculated by performing a 
new cycle of J orthogonal iterations (this means that the orthonormal matrix is updated only if 
j = n). If three cycles of J orthogonal iterations are performed at step n and the IR is still not 
convergent, then the code reduces the stepsize. In this way the diagonal elements of the shifted 
Jacobian matrix are normally increased; see (11) and (9). It is expected that the speed of 
convergence of the orthogonal iterations will be increased after such an action. 
Here the great advantage of the method of orthogonal iterations (compared with the other 
methods which may be applied; see [10]) should be pointed out: we are able to restart the orthogonal 
iterations using the last approximation Qrso far obtained in the iteration. Therefore it is clear that 
the accuracy of the orthonormal bases used will gradually be increased and, what is even more 
important, this will be achieved without many extra calculations. The experiments carded out 
indicate that this strategy works rather well for some classes of problems. 
The comparison between (24) and (30) indicates that when k ¢ s a reduction of the computa- 
tional cost should be expected when DENS2 is used because a k x k matrix T7Ik + Tj is tO be 
decomposed instead of the s x s matrix Wj. In the next section the size of the expected reduction 
will be evaluated. 
3. ARITHMETIC COSTS AND STORAGE REQUIREMENTS 
As mentioned before, the only difference between the two versions DENS1 and DENS2 is the 
treatment of systems (17). If DENS 1 is used, then the computational work needed in the solution 
of (17) consists of factorizations ofs x s matrices and substitutions. The factorizations are normally 
not carded out at each integration step. Several substitutions per system are performed when an 
old factorization is used (one substitution consists of one forward and one back substitution). If 
DENS2 is used, then the k x k matrix 7*Ik + Tj is to be factorized. However, two matrix 
multiplications, see (31), have to be performed inorder to obtain Tj. Therefore it is natural to define 
the computational process consisting of (31) and the Gaussian transformations carried out on 
7*Ik + Tj as a factorization when DENS2 is in use. Similarly, the process defined by (30) and applied 
by the use of the factors of 7*Ik + Tj will be called a substitution when DENS2 is considered. Again 
a factorization is not carried out at each step, while several substitutions per system are to be used 
(this being true also when a new factorization is calculated at the step under consideration). 
Moreover, occasionally orthonormal bases Qr are to be calculated when DENS2 is chosen. 
Arithmetic osts per factorization, per substitution and (for DENS2 only) per calculation of an 
orthonormal basis will be given in this section. 
For DENS 1 the arithmetic costs per factorization and substitution measured by the number of 
simple arithmetic operations needed are well-known [e.g. 22, 24]: 
NFACT1 = 32-s 3+ O(s), 
NSUBST1 = 2s 2 + O(s). 
If DENS2 is in use, then the costs are 
NFACT2 = 2s2k + 2sk 2 + ~k 3 + O(s, k), 
NSUBST2 = 4sk + 2k 2 d- O(s, k), 
NORTH = J[2s2k + 2sk 2 + O(s, k)]. 
(33) 
(34) 
(35) 
(36) 
(37) 
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The following ratios can been obtained from (33)-(36) by neglecting the terms of lower order: 
N  CT, (!) (!),+(!), 
NFACT1 = 3 + 3 (38) 
(,,5 +: ("Y NSUBST1 = 2 (39) ks /  ks}  
and 
It is easy to see that 
k 0.259= NFACT2 
- < < 1 (40)  
s NFACT1 
k NSUBST2 
- < 0 .414=~ < 1. (41)  
s NSUBST1 
Assume that: (a) the number of calculations of orthonormal bases is not large and (b) the 
numbers of factorizations and substitutions calculated when DENS2 is specified o not differ too 
much from the corresponding numbers in a run of DENS1. 
Then the above formulae indicate that DENS2 would be expected to be more efficient than 
DENS1 when k/s < 0.2. Moreover, this is in some sense the worst case for DENS2: this should 
be so when the numbers of factorizations are relatively large (compared with the numbers of 
substitutions). If the numbers of factorizations are small and the numbers of substitutions are very 
large, then DENS2 will be more efficient han DENS1 even when k/s is considerably larger than 
0.2 [assuming again that (a) and (b) hold]. 
Several examples will be given in Section 5 in order to illustrate that the above conclusions hold 
when sufficiently large systems of ODEs are solved. After that, in Section 6, it will be demonstrated 
that on a vector processor the efficiency (with regard to the computing time) depends not only on 
the number of arithmetic operations but also on the possibility to achieve a supervector 
performance for the different parts of the computational work. Since an essential part of the 
computational work when DENS2 is used consists of matrix products which can be vectorized in 
a very efficient way, DENS2 may perform better than DENS1 even if k/s is considerably larger 
than 0.2. This will also be demonstrated numerically. 
We now consider the storage requirements of DENSI and DENS2. Assume that s is large (if 
this is not so, then the storage requirements are not very important). Two s × s matrices have to 
be stored in the computer memory when DENS1 is used. These matrices are A(t,_½) and the 
triangular factors of Wj (n ~ {1, 2 . . . .  , N}, j ~< n). If DENS2 is used, then it is still necessary to 
store the first of these matrices, while the two triangular factors of Wj are replaced by the triangular 
factors of y j* I  k + T 1E R k × k, VIE R s × k and Qr e R' x k (r ~<j ~< n). This means that $2 = k 2 + 2sk 
locations are used by DENS2 instead of the S~ = s 2 locations used by DENS1. Therefore the 
storage requirements for DENS2 are smaller than those for DENS1 when 
< l¢~k 2 + 2sk < s2¢, .k < 0.41. (42) 
St s 
DENS2 is usually more efficient han DENS1 with regard to the computing time when k/s <, 0.2. 
The above results how that in this case DENS2 will be more efficient also with regard to the storage 
requirements. This may be very important on some computers like Univac and CDC Cyber. 
4. FAMILY OF TEST-EXAMPLES 
It is desirable to construct a family of test-examples of type (I) by which the performance of 
DENS I and DENS2 can be investigated in a systematic way. Such a family should satisfy the 
following natural conditions: 
Condition (i). The exact solution y(t) is easily computable. 
Condition (ii). The number s of equations and the number k of elements in set At can freely be 
varied. 
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Condition (iii). The degree of stiffness can freely be varied. 
Condition (iv). The family contains both problems with y(t)  and/or A(t)  quickly varying in t 
and problems with y(t )  and/or A(t)  slowly varying in t. 
Let B,/~, a* = {a*}~= i and D = {d0}~' a.  i be a negative constant, a constant satisfying 0 ~< p ~< 1, 
a constant vector and a constant matrix. Define 
A( t )= {a0(t)}[,j.,, ao(t)=Bdouj(t), i , j  = 1,2 , . . . , s ;  (43) 
c~(t) = a*t + -o " , i = 1 ,2 , . . . , s ;  (44) 
j=l 
uj(t) = 1.1 + p sin 2 (0.5~jt), j = 1, 2 . . . . .  s; (45) 
u*(t)  = (1.1 + 0.5/])jt - 0.5 sin (~jt), j = 1, 2 . . . . .  s; (46) 
b(t) = a* - A(t)c(t) ,  (47) 
where d* (i, j = 1, 2 , . . . ,  s) are constants which have to be determined so that system (1) with A (t) 
and b(t) given by (43) and (47) can be solved in a dosed form for any choice of s, B,/~, a* and D. 
Theorem 4.1 
If 
d~=d 0 for i# j  and d*=d, - i ,  i , j= l ,2  . . . . .  s, (48) 
then the solution of (1) is given by 
y~(t)=a*t  + ~ doen~7 (°, i = 1,2 . . . . .  s (49) 
j= l  
when (43)-(47) are satisfied. 
Proof. Follows by differentiating (49) and substituting in (1). [] 
It is apparent hat condition (i) is satisfied. 
The number s of equations can be varied. The eigenvalues of A (t) can not be prescribed precisely 
in an easy way. However one can easily specify the free parameters d 0 (i, j = 1, 2 . . . . .  s) so that 
by the Gershgorin theorem [20] the ¢igenvalues of sets A~ and A 2 (these sets are defined in Section 1) 
are located in disjoint discs. Let us take (0 < T < 1 being assumed in the formulae given below): 
d,= - r /B ,  i=  1,2 . . . . .  s -k ;  d,=min(d~_L~_l/X, 1.0), 
i=s -k  + l , s -k  +2 . . . . .  s - l ;  and d~,=l.O, (50) 
do= --T/(Ss2), i , j  = 1,2 . . . . .  sA i  # j .  (51) 
Then by Gerschgorin's theorem the eigenvalues 2~(t) of A(t)  are such that 
[A,(t) - Bp,(t)[ <<. - B ~ Idou,(t)l < T_ (1.1 +/~), (52) 
J - I  S 
j# i  
where 0 ~< fl ~< 1, B is negative, u~(t) is given by (45) and 
Izi(t) = - ~u~(t )/B, i = 1, 2 . . . . .  s - k; 
IZs_k+l(t)=nlin[--X'-iU~_k+i(t)/B, us_k+i(t)], i=  1,2 . . . . .  k -- 1; 
#s(t) = us(t); 0 < x < 1. (53) 
The choice of (50)-(51) can be explained as follows. The Jacobian matrix created is such that 
the first s - k of its eigenvalues are of magnitude ~. These are the non-stiff eigenvalues which do 
not change when the stiffness parameter B is varied; this is clearly seen from (52) and the first 
equality of (53). The largest eigenvalue, 25 (t), should be of magnitude -B  and this is achieved by 
taking d~ = 1.0; see (50) and the third equality in (53). The other k - 1 eigenvalues are to be located 
between r and -B .  These are, roughly speaking, obtained by dividing the non-stiff eigenvalues 21(t) 
(i ffi 1, 2 . . . . .  s - k), which are approx, equal to ~, by z I (i = 1, 2 . . . . .  k - 1). However, these 
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eigen~calues should not exceed the last one and, therefore, the minimum is used in the second 
equality of (50). 
To make the test-matrix a graded matrix [21] we finally applied a similarity transformation with 
a diagonal matrix S whose diagonal elements are given by 
s i i=-z /B,  i=1 ,2  . . . . .  s -k ,  and sii=l, i=s -k+l , s -k+2 . . . . .  s. (54) 
Thus instead of (1) we solve 
where 
z' = C(t)z + g(t), (55) 
2 = Cy,  C( t )  = SA( / )S  - l ,  g(t) = Sb( t ) .  (56) 
It is clear that the eigenvalues of the matrix A (t) are well separated when ~ is sufficiently small 
(note that the last k eigenvalues are the stiff eigenvalues here; the reason for this choice will be 
explained at the end of this section). Thus, condition (ii) is satisfied. 
Condition (iii) is also satisfied; the degree of stiffness of the problem considered can be increased 
by decreasing B. 
The solution y(t) will be quickly varying in t when at least one component of vector a* is 
sufficiently large. The Jacobian matrix A (t) will be quickly varying in t when fl is not very small. 
This shows that the last condition, condition (iv), can easily be satisfied. 
As remarked in Section 2, it is best to initialize Q~01 by taking unit vectors corresponding to the 
k most negative diagonal elements in A(t). For our test-examples this is already a good 
approximation to the dominant subspace. Therefore, to make the comparison less favourable to 
DENS2 we took Q~01 = (Ik, 0) r instead of Q~0) = (0, Ik) T which should be the normal choice. It should 
be emphasized that the relations (50)-(5 l) (by which the stiff eigenvalues are the last k eigenvalues 
of the Jacobian matrix) together with the choice Q~01 = (Ik, 0) T make the determination of the 
orthonormal bases rather difficult. The experiments in Sections 5 and 6 show clearly that DENS2 
is rather efficient even in this situation. Of course, the results obtained by DENS2 could sometimes 
be improved considerably by a more judicious choice of Q~0). This is illustrated in Tables 7 and 8 
below. 
5. EXPERIMENTAL RESULTS 
The family of test-examples constructed in Section 4 will now be used in order to investigate in 
a systematic way the performance of the separability algorithm as implemented in DENS2 when 
different characteristics are varied. The performance of the separability algorithm when k/s is 
varied is perhaps the most important. Therefore xperiments in which k/s is varied are presented 
first. 
5.1. Variation of the number of stiff eigenvalues 
The parameters in the family of test-examples were chosen as follows: 
s=100,  B=-100.0 ,  f l= l .0 ,  a*=l / i  3, i= l ,2  . . . . .  s. (57) 
In this subsection T is fixed to 
T -- 0.001. (58) 
The default value of J, J = 2, is used (J is the number of iterations used in the computation of 
orthonormal bases; see the end of Section 2). The maximal number of iterations allowed in the 
IR process is also the default value, MAXIT = 3. The number of stiff eigenvalues k is varied in 
the range k = 5(5)40. The systems of ODEs defined as above are integrated in the interval [0, 100]. 
The computing times per factorization and per substitution for the two codes, DENSI and 
DENS2, are given in Table 1. It is seen from this table that the computing times per factorization 
and per substitution are practically the same for all k when DENS 1 is in use; of course, this should 
be so. The corresponding computing times increase with the increase of k when DENS2 is used. 
This should be expected; see the arithmetic osts given in Section 3. Moreover, it is apparent that 
Separability of linear ODEs 429 
Table I. Comparison of the computing times per factorization (FACTI and FACT2) and 
the computing times per substitution (SUBSTI and SUBST2) obtained when the codes 
DENSI and DENS2 are run 
DENS I DENS2 
k FACTI SUBSTI FACT2 SUBST2 
5 0.380 0.0119 0.0600 0.00139 
10 0.381 0.0120 0.110 0.00237 
15 0.381 0.0119 0.164 0.00341 
20 0.379 0.0119 0.223 0.00445 
25 0.379 0.0119 0.290 0.00561 
30 0.380 0.0119 0.361 0.00678 
35 0.379 0.0119 0.443 0.00804 
40 0.380 0.0119 0.529 0.00932 
there is a rather good agreement between the theoretical conclusions made in Section 3, see (40) 
and (41), and the numerical results presented in Table 1. 
The fact that the computing times per factorization and per substitution can be reduced when 
DENS2 is used with small values of k does not allow us to conclude that the performance ofDENS2 
is better than the performance of DENS1 for the global run (and for the value of k under 
consideration). Two extra conditions must be satisfied in order to obtain better performance of
DENS2 (see also Section 3): (a) the number of calculations of orthogonal bases should be 
sufficiently small and (b) the numbers of factorizations and substitutions calculated by DENS2 
should not differ too much from the corresponding numbers for DENS1. The results shown in 
Table 2 indicate that these conditions are satisfied for our first experiment. The numbers of 
factorizations and substitutions are normally larger when DENS2 is run. This is especially true for 
the numbers of substitutions. One of the reasons is that the IR process (23)-(25) are omitted at 
an integration step where a new factorization is calculated. This can not be done when DENS2 
is used. In the latter case h,?[I,- Qr(Tflk + Tj) -~ Vj], see (30), is an approximation to W; ~ also if 
j = n and the IR processes can not be skipped when j = n. In this connection the examples in 
Table 2 are unfavourable for DENS2 since the numbers of factorizations for these problems are 
rather large compared with the numbers of steps. While DENS1 omits the IR processes (23)-(25) 
at about one half of the steps, DENS2 has to carry out extra substitutions because the IR processes 
are to be performed at each integration step. The results in Table 2 indicate that even in such 
situations DENS2 performs rather well. 
The number of factorizations is often (but not always; see for example the results for k = 40 in 
Table 2) increased when DENS2 is applied because an attempt to use an old orthonormal basis 
Q, (r <j)  is carded out also whenj = n. Note that this is the reason why the number of calculations 
of orthnormal bases is kept small. 
The factorization times (not only those shown in Tables 1 and 2) indicate that DENS2 performs 
often better than DENS1 with regard to the computing time per factorization for values of k/s 
as large as 0.3. This is slightly better than the bound (40) found in Section 3. There are two reasons 
for such a behaviour. The first reason is the fact that the bound (40) is found by neglecting some 
lower order terms in (33) and in (35). But when s is sufficiently large, the neglected term in (33) 
is of the same order of magnitude as the third term and even the second term in the right-hand 
side of (35) that are taken into account when (40) is derived. The second reason is the fact that 
the pivotal interchanges are ignored in the discussion in Section 3. The better performance of 
DENS2 with regard to the computing time per factorization does not lead necessarily to a better 
performance in the global solution process. As mentioned above both the numbers of factorizations 
and the numbers of substitutions are increased when DENS2 is in use. Moreover, DENS2 spends 
some extra computing time to carry out orthogonal iterations. Therefore DI/~NS1 is better than 
DENS2 in the solution of the problem with k ffi 30 in Table 2. However, if the accuracy requirement 
is more stringent, hen DENS2 may become more efficient han DENS1 for the same problem. This 
is illustrated in Table 3. It is seen that the computing times spent in the calculation of orthonormal 
bases (for k ffi 30) are practically the same in Tables 2 and 3. This was typical for all experiments 
carried out by us and this shows that one should expect he separability code to perform better 
when the accuracy requirement is more stringent. 
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The main conclusion drawn from our experiments with different values ofk/s (only a few of these 
experiments were presented above) is: one should expect DENS2 to be more efficient han DENS1 
with regard to the computing time used when k/s <~ 0.2 (but it may perform better even for values 
of k/s as large as 0.3); moreover, the relative efficiency of DENS2 is proportional to k/s. 
5.2. Variation of the stiffness of the problem solved 
The stiffness of the test-problems from the family introduced in Section 4 can be varied by 
varying parameter B: decreasing the value of parameter B implies increasing the stiffness of the 
problem under consideration. The performance of codes DENS1 and DENS2 when the stiffness 
of the problem solved is varied will briefly be discussed in this subsection. 
Let 
s=20,  k=4,  E=1.0 ,10  -2 , B=-10% m=0(1)5, (59) 
and assume that the other parameters of the family of test-examples are as in Section 5.1. The 
results obtained by these parameters are given in Table 4. It is seen that the computational cost 
becomes greater for both codes when the stiffness is increased, but DENS2 remains more efficient 
than DENS1 for all values of B (note that k/s = 0.2 in this experiment). The time spent on 
computing the orthonormal bases is here negligible for all values of B. 
5.3. Problems in which y(t) varies in a large range 
In all previous experiments he solution is not very quickly varying in t; 0 < Ily(t)ll < 101 when 
t e [0, 100]. Some experiments in which y(t) varies quickly in t will be presented in this subsection. 
Set 
s=20, k=4,  E=I.0,10 -e, a*=lO0.O/i 3, i=l(1)s, (60) 
and assume that the other parameters are chosen as in Section 5.1. In this case 0 < [ly(t)[[ < 10001 
when t ¢ [0, 100] (i.e. the range in which the norm ofy(t)  varies is 100 times larger than the range 
in the previous experiments). The problem so defined has been solved by DENS 1 and DENS2. The 
results are given in Table 5. It is seen that DENS2 performs better than DENS1 even when such 
problems (that require many factorizations) are solved and even when the ratio k/s is rather large 
(k/s = 0.2). 
5.4. Experiments with a slowly varying Jacobian matrix A(t) 
The Jacobian matrix A (t) is slowly varying in t when the parameter fl is small. Many experiments 
with small values of fl have been performed (note that in the previous experiments he value of 
fl is 1.0 which is the maximal value of fl allowed in the family of test-examples). An experiment 
in which 
s=20,  k=4,  E=I.0,10 -e, fl=0.00001, (61) 
while the other parameters are as in Section 5.1, will be discussed below. It is clear that when the 
Jacobian matrix is slowly varying in t an attempt o reduce the number of factorizations can be 
carried out by allowing the codes to perform more iterations in the IR processes [or, in other words, 
by using large values of MAXIT; see (28)]. This can optionally be done both in DENS1 and in 
DENS2. This option has been used in the experiment discussed here by setting MAXIT -- 12. The 
performance of DENSl has not been changed significantly by this option. However, the results 
obtained with DENS2 with MAXIT = 12 and J = 2 are significantly poorer than the results 
obtained by the default option in spite of the fact that the number of factorizations i reduced. 
The explanation is that the IR processes carried out by DENS2 are convergent even though the 
orthogonal basis is rather crude (obtained by two iterations only). Therefore the speed of 
convergence is rather slow. There are three devices by which the appearance of such situations can 
be avoided: (a) to make the stopping criteria in the IR processes more stringent; (b) to reduce the 
maximal number of iterations allowed in the IR processes; and (c) to increase the number of 
iterations used in the calculation of orthonormal bases. The first of these devices is not very 
attractive because (i) the stopping criteria in the IR processes carried out in DENS1 have proved 
to be very reliable on a wide range of problems [15, 17, 22] and (ii) it is not desirable to use different 
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stopping criteria for the IR processes in DENS1 and DENS2. On the other hand, both the second 
device and the third device can successfully be used; this is illustrated in Table 6. Note that the 
use of the second evice leads us back to the default option (by which the reliability of the default 
values, J = 2 and MAXIT = 3, is demonstrated). The third device may be a useful option when 
the problem solved is large and it is desirable to reduce the number of factorizations (this number 
is slightly increased when the second evice is in use). The value J = 10 is used in Section 6 where 
some large problems (s = 500) are solved on a vector-processor. However, let us repeat, this is only 
an option by which the number of factorizations can be reduced sometimes. The default value 
performs in general quite satisfactorily. 
5.5. Variation of the gap between the stiff and non-stiff eigenvalues of the Jacobian matrix 
The gap between the sets A, and A2 (or, in other words, between the stiff and non-stiff eigenvalues 
of the Jacobian matrix A (t) of the system of linear ODEs) is defined by 
/ 
T* = max (12~l)/min (l~jl). (62) 
leA2 /jeAI 
In all test-examples discussed above the parameters of the family were chosen so that 
¢* ~ ¢ = 0.00l. (63) 
Experiments with different values of ¢ were also carried out. Some results are presented in Table 
7 (for not very stiff test-problems) and in Table 8 (for rather stiff test-problems). It is clearly seen 
that the performance of DENS2 becomes poor when, is large; see the results for • = 0.1. However, 
the performance can be improved considerably by taking unit vectors corresponding to the most 
negative diagonal elements of A (t) as columns of Q~01. The option obtained by this choice of Q~01 
is denoted by DENS2* in the tables. As mentioned before DENS2* is the option actually 
implemented in the code; our experiments show that good results can be obtained even with an 
arbitrary choice of Q~0]. 
The parameters s, k, # and E used to obtain the results given in Tables 7 and 8 are 
s=20,  k=4,  fl=0.01, ~=0.01. (64) 
Parameter B is given on the tables. The other parameters are as in Section 5.1. 
The experiments, not only those presented in this paragraph, show that DENS2 performs well 
when the gap between the stiff and non-stiff eigenvalues of the Jacobian matrix is at least 10. 
5.6. Summary of the results presented in this section 
The results presented in this section show that DENS2 is a very useful version for dense 
problems which are separable when the number of stiff eigenvalues i small and known. More 
precisely, the following conclusions can be drawn from the numerical experiments (not only those 
discussed in this section). 
(i) It is worthwhile to exploit the separability when k/s <<, 0.2 if the computing time needed 
is taken into account (Section 5.1). If the storage required is an important factor, then 
it may be worthwhile to exploit he separability even ifk/s > 0.2 (see the end of Section 3). 
(ii) The performance of the separability algorithm is normally not affected by the stiffness 
of the problem solved (Section 5.2) and by the quick variation of the solution vector 
(Section 5.3). Some care should be taken when the Jacobian matrix is very slowly varying 
(Section 5.4). 
(iii) The separability algorithm works better when the gap between the stiff and non-stiff 
eigenvalues i large (Section 5.5). 
6. EXPERIMENTS ON A VECTOR-PROCESSOR 
DENS1 was used in the numerical treatment of models arising in nuclear magnetic resonance 
spectroscopy [17, 22]. Such large programs are often run on vector-processors. Therefore some 
work has been done on the vectorization of the codes DENSI and DENS2; either by attaching 
some subroutines listed in [23] to our codes or by exploiting ideas from [23] (as well as some ideas 
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Table 9. The three levels of performance of a Clay computer 
Level of performance MFLOPS 
Scalar 0-4 
Vector 4-50 
Supervector 50-160 
from [24, 25]). The vectorization of the codes will be treated in detail in a separate work. In this 
section some numerical results, obtained in runs on a Cray X-MP, will be presented. 
There are three levels of performance for a Cray computer [23]. The MFLOPS, million floating 
point operations (multiplications or additions) per second, used to define each of these levels are 
given in Table 9. It is apparent hat one is interested in carrying out at least the most 
time-consuming arithmetic operations on the supercomputer l vel. This has been achieved, by the 
use of the subroutines and the ideas in [23], for all important linear algebra operations 
(factonzations, matrix products, substitutions and in the calculations of the orthonormal base) in 
DENS1 and DENS2 as will be demonstrated in the following. 
Consider the family of test-examples presented in Section 4. Let 
s=500,  k=20(20)200, B=-105,  J=10,  E=I.0.10 -6, (65) 
and let the other parameters be the same as in (57)-(58). The results obtained in the runs of DENS1 
and DENS2 for these parameters are given in Table 10. 
It is seen that DENS2 is now more efficient than DENS1, with regard to the computing time 
used, when k/s is considerably arger than 0.2. This is so because some operations used in DENS2 
are performed more efficiently than the corresponding operations in DENS1. This is illustrated for 
k = 140 in Table 11. For other values of k the characteristics for DENS1 are the same as in 
Table 11, while these characteristics vary with k when DENS2 is used (but the variation is not very 
significant). A factonzation in DENS2 consists of two matrix products and a factorization of 
a small matrix (see Section 2). Similarly, a substitution i  DENS2 consists of two matrix-vector 
multiplications and a substitution of a small matrix. Matrix products and matrix-vector 
multiplications are performed very efficiently on a vector-processor (see also [23]). 
7. REMARKS AND CONCLUSIONS 
The separability of the eigenvalues of the Jacobian matrix of a stiff linear system of ODEs is 
exploited in a specially written code DENS2. Comparisons between DENS2 and DENS1 (a code 
based on the same integration algorithm but without any attempt to exploit he separability) were 
carried out. The results how clearly that if the system of ODEs is separable, then it is worthwhile 
to exploit this property when the number of stiff eigenvalues of the Jacobian matrix is small 
(k/s <. 0.2, where k is the number of stiff eigenvalues while s is the number of equations in the 
system of ODEs; this being true even for larger values of k/s when a vector-processor is in use). 
Therefore options of existing software, in which the separability is exploited, are useful. 
The exposition is carried out for a special code and a special integration algorithm. However, 
this is done only in order to facilitate the explanation of the results. The algorithm of Bjrrck [10] 
could be applied for any separable system of ODEs (also in the non-linear case). Versions for 
exploiting the separability have also been developed for the codes SPAR1 [22] and LSODE [26]. 
The first of these codes, SPAR 1, is a version of DENS 1 in which the sparsity is exploited (utilizing 
algorithms and sparse techniques described in [27]. The second code is based on BDFs, see Section 
1, and is designed for non-linear systems of ODEs. Some tests were carried out with these versions 
of SPAR1 and LSODE. These experiments gave some promising results. However, the separability 
versions SPAR2 and LSODE2 are not validated yet. The development of a suitable family of 
sparse test-examples is by no means an easy task; this being especially true for the non-linear 
case. We want also to develop versions for separable systems of ODEs for all five subroutines of 
ODEPACK [26]. 
In the present versions in which the separability is exploited (DENS2, SPAR2, LSODE2) it is 
assumed the that user will provide some upper bound for k (the number of stiff eigenvalues). Efforts 
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Table I I. MFLOPS for the linear algebra operations calculated when a Cray 
X-MP with the CFT 1.14 compiler isused (the numbers ar caku]ated taking the 
results from Table I0 for k =, 140 end the arithmetic costs given in Section 3) 
Algorithm Linear algebra operation MFLOPS 
DENS 1 Factorization ! 05.40 
Substitution 85.3 I 
DENS2 Factorization 145.12 
Substitution 103.86 
Computation oforthnormal bases 133.33 
to leave the work needed to obtain the appropriate value of k to the code have been made. We 
are continuing the attempts to develop an adaptive device for determining of k. 
An interesting question is: do separable systems of ODEs appear in the numerical handling of 
physical models? Curtis [28] has established that for some diffusion-reaction models the systems 
of ODEs (that arise after the space discretization) are not separable. Of course, this is not a reason 
to postulate that there are no systems of ODEs which appear in connection with physical models 
and which are separable. As an illustration that such a conclusion should not be made let us 
mention the large air pollution models considered by McRae et al. [29]. The space discretization 
of such models leads to very large systems of ODEs. The stiffness of these systems is, roughly 
speaking, determined by the time-constants measuring the decay of the concentrations of different 
pollutants in the atmosphere. These constants vary in a quite large range [see Fig. 8, on p. 29 in 
29]. This indicates that these systems of ODEs are separable and codes in which the separability 
is exploited might be very useful in the numerical treatment of such large air pollution models. 
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