We represent credit spreads across ratings as a function of common unobservable factors of the Vasicek form. Using a state-space approach we estimate the factors, their process parameters, and the exposure of each observed credit spread series to each factor. We find that most of the systematic variation across credit spreads is captured by three factors. More significantly, we find that these factors are closely related to the implied volatility index (VIX), the long bond rate, and S&P500 returns, supporting the predictions of structural models of default at an aggregate level.
I. INTRODUCTION
The theoretical link between credit spreads and market variables is established by structural models of default. Models such as Merton (1974) and Longstaff and Schwartz (1995) are based on the economic definition of default as the event where a firm's value falls below the face value of its outstanding debt.
The unobservable value of the firm is assumed to follow Brownian motion under the assumption of riskneutrality, allowing the calculation of default probabilities and an endogenous recovery rate. Credit spreads are attributed entirely to the risk-neutral expected default loss, which is positively related to firm leverage and volatility in the firm value. An increase in the firm value through positive equity performance has the effect of reducing leverage and credit spreads. Under the assumption of riskneutrality the firm value process has a drift rate equal to the risk-free rate. The models predict that an increase in treasury yields increases the drift of the firm value process, leading to lower credit spreads.
In practice, structural models tend to underestimate short-term credit spreads. The use of smooth processes to represent the firm value may exclude the possibility of default by high grade issuers in the short term, which is inconsistent with the observed role of surprise in credit markets. In contrast, reduced-form models are flexible enough to empirically fit the term structure of credit spreads, but they do not provide an economic interpretation of default. Reduced form models such as Jarrow and Turnbull (1995) and Duffie and Singleton (1999) , define exogenous stochastic processes for the arrival time of default and exogenous recovery rates. An additional class of models combines the advantages of both structural and reduced-form approaches by incorporating exogenous effects such as jump-diffusions (Zhou 1997) in the firm value process to allow for surprise default.
To the extent that credit spreads reflect expectations on future default and recovery, we would expect broad-based spread indices to vary with macroeconomic variables such as interest rates, stock market returns and market volatility. In general, low-grade bond spreads are observed to be closely related to equity market factors (Huang and Huang 2002) while high-grade bonds behave like treasuries. Campbell and Taksler (2003) show credit spreads to be positively related to the market average of firm-level equity return volatility, and the increase in market and firm volatility documented by Campbell et al. (2001) is consistent with the steady rise in credit spreads through-out the 1990s. Duffee (1998) finds that yield spreads vary inversely with treasury yields, with the effect being strongest for callable bonds. As treasury yields fall, prices of callable bonds increase by a lower proportion than treasuries due to the higher value of embedded issuer calls, leading to wider credit spreads. Given that the proportion of callable bonds is greater among low-grade issuers, we expect the sensitivity to interest rates to be higher for indices of lowgrade bonds.
The evidence on the relationship between observed spreads and their theoretical determinants is mixed. Colin-Dufresne et al. (2001) regress credit spread changes of individual bonds on the changes in treasury yields, the slope of the yield curve, equity index returns, and index volatility, and estimate that these variables explain only about 25% of the variation in credit spreads. Using principal components analysis on the residuals they find that the changes in residuals across individual bonds are dominated by a single common systematic component that has no obvious relationship to variables from the interest rate and equity markets. Their conclusion is that structural models are not sufficient to explain the changes in individual bond credit spreads. A stream of literature demonstrates that credit risk itself accounts for a minor portion of the level of credit spreads, with most variation due to alternative risk factors or a risk premium similar to that in the equity markets. A significant portion of spread levels is attributed to the positive difference between tax rates on corporate and treasury bonds. Elton, Gruber, et al. (2001) estimate that expected loss accounts for less than 25% of the observed corporate bond spreads, with the remainder due to state taxes and factors commonly associated with the equity premium. Similarly, Delianedis and Geske (2001) attribute credit spreads to taxes, jumps, liquidity and market risk. Liquidity risk itself has been found to be a positive function of the volatility of a firm's assets and its leverage, the same variables that are seen as determinants of credit risk (Ericsson and Renault, 2006) .
Based on existing evidence, we take the view that the time-variation in credit spreads is driven by two classes of factors that are non-stationary and mean-reverting, respectively. The first group of factors affects credit risk which changes with macroeconomic conditions and has low rates of mean-reversion.
The second group relates to liquidity premiums that change with noisy short-term supply and demand shocks. Given that credit risk explains a lower proportion of high-grade spreads than low-grade spreads, it is intuitive that high-grade spreads should have stronger mean-reversion that reflects changes in liquidity due to supply/demand. In Figure 1 sub-investment grade bond spreads appear to be non-stationary while investment grade spreads revert to a long-run mean. While the two bond classes behave in fundamentally different ways, they also appear to have different exposures to shared common short-term shocks. This study assumes that the time-variation in credit spreads across ratings classes is driven by a common set of unobservable factors to which each observed spread is exposed with some unknown sensitivity. We aim to answer the following questions: 1) how many factors are required to explain the evolution of ratings-based spread indices, 2) what the exposures of individual indices are to each factor, and 3) what economic variables, if any, could be proxies for the factors.
Our choice of the state-space methodology is motivated by its advantage of allowing for both time-series and cross-sectional data simultaneously. It also provides a new and opposite approach to the existing literature on credit spread determinants. Most empirical studies on credit spreads adopt a general-tospecific approach where a range of known potential determinants is tested for statistical significance using OLS regressions. In contrast, state-space models require only an assumption about the structure of the factors that can then be estimated directly from the observed data. Another advantage of state-space models is that they can be applied to both stationary and non-stationary variables. OLS on the other hand requires that both dependent and independent variables are stationary, forcing most studies to focus on explaining the changes in credit spreads as a function of changes in independent variables. In this study we analyze the dynamics of credit spread levels directly.
Given an assumed parametric process form for the latent factors, the Kalman Filter Maximum Likelihood method can be applied to simultaneously estimate 1) the parameters of each factor process, 2) the sensitivities or loadings of each observed series to the individual factors, 3) the realizations of the factor series, and 4) the covariance matrix of the model errors.
The Vasicek (1977) normal mean-reverting process is chosen for the factors since, depending on the size of its mean-reversion coefficient, it is suitable for representing both non-stationary (presumed macroeconomic) as well as stationary (presumed microeconomic) determinants of credit spreads. A multifactor Vasicek form is also supported by the findings of Pedrosa and Roll (1998) that Gaussian mixtures can capture the fat-tailed distributions of credit spreads. An additional advantage of the Vasicek form is that the conditional normality of the states leads to an exact likelihood function that can be maximized to obtain the model parameters under the state-space approach.
Previous applications of the state-space model have focused on the term structure of treasury rates. Babbs and Nowman (1999) find that a three-factor Vasicek model adequately captures variations in the shape of the treasury yield curve, with two factors providing most of the explanatory power. Chen and Scott (1993) and Geyer and Pichler (1999) reach similar conclusions based on a multifactor CIR (1985) model, and find the factors to be closely related to the short rate and the slope of the curve.
This study aims to relate the factors driving credit spreads to variables from both equity and interest rate markets.
II. DATA
All data is from Bloomberg with observations taken at the end of each month Apr-96 to Mar-08. We use the 10-year maturity industrial corporate bond yield indices of 14 available ratings: AAA, AA, A1, A2, A3, BBB1, BBB2, BBB3, BB1, BB2, BB3, B1, B2, and B3. Bloomberg ratings are composites of S&P and Moody's ratings, with bonds rated BB1 or lower considered sub-investment grade. The yield indices are converted into credit spreads by subtracting the 10-year benchmark bond yield from each. Other variables sourced are the option-implied volatility index of the S&P500 (VIX) and the S&P500 level.
III. METHOD

A. The Multifactor Vasicek Model in State Space Form
For a given term to maturity, each of n observed credit spread indices by rating } ,..., , { . Each factor evolves according to its three parameters: the long-term mean θ , the speed of mean-reversion κ 2 , and the volatilityσ . In continuous time,
The mean-reversion parameter κ is directly related to the time taken for the process to reach its long-run meanθ .
In the absence of random shocks the difference between the current level and the mean decays exponentially towards zero. The expected time it takes for the process to decay halfway towards its mean is its 'half-life', equal to
The application of the Kalman Filter algorithm to estimate the factor loadings, the process parameters 
The measurement equation (3) covariance matrix H increases rapidly with additional observed series, most studies assume error independence. In state-space models of the treasury curve, (Chen and Scott (1993) , Geyer and Pichler (1996) , and Babbs and Nowman (1999)) a diagonal matrix with elements n h h h ,..., , 2 1 was used to capture the effects of differences in bid-ask spreads across n maturities. In this study we choose the same form to allow for different bid-ask spreads across n bond quality groups. The state equation (4) 
Innovations in the states occur through the normal 'noise' vector t η , with covariance matrix Q. It is assumed that the sources of noise in the state and measurement equations are independent.
B. The Kalman Filter
At each time step t, the filtered estimate t X of the state vector consists of a predictive component 
The covariance 
The recursive equations are started with guesses for the initial state vector 0 X and covariance matrix 0 Σ .
In practice, to ensure that the state vector adapts quickly to the first few observations, the initial state noise covariance 0 Σ should be set to an arbitrarily high number so that the Kalman Gain is close to a vector of ones. With further observations it is expected that the covariance terms and the Kalman gain will decrease and stabilize, resulting in a more constant mix of the predictive and error-correcting term in generating state vector estimates. The number of time-steps required for the Kalman Gain to stabilise is usually referred to as the 'burn-in' phase. The part of the estimated state vector coinciding with the burn-in phase is typically excluded in further analysis.
C. Fitting the Model
The state parameters ψ , the elements of the measurement matrix Z , and the measurement error covariance matrix H are estimated by maximizing the log-likelihood function (13) that follows directly from the prediction error decomposition. Given guesses for ψ , Z , and H , and fixed initialization values 0 X , and 0 Σ , the log-likelihood is
In maximizing the log-likelihood function we force all the factor loadings of the first observed credit spread series (AAA) to equal 1, so that the first observed series is a non-weighted sum of the latent factors.
We add this assumption as a way of ensuring that loadings and factor realizations are scaled comparably across factors and across models with different numbers of factors.
IV. RESULTS
One, two, and three-factor models are estimated for the period Apr-96 to Mar-03 as well as the full sample period Apr-96 to Mar-08. We are interested in how model estimates are impacted by the changing economic environment. From Apr-96 to Mar-03 lower-grade credit spreads generally increased until reaching their peak in Mar-03 (Figure 1 ). In the period that followed credit spreads generally narrowed and remained low until the subprime crisis in 2007. Table 1 shows the estimates for the mean-reversion speed (κ ), mean (µ), and volatility (σ ) of each Vasicek factor. The log-likelihood, AIC, and BIC criteria are highest for the three-factor model, under which all parameters (with the exception of one mean) are highly significant. The marginal improvement in the log-likelihood from the addition of a third factor is far smaller than for a second factor, suggesting that a 3-factor model is sufficient in capturing the common sources of variation in credit spreads. For comparison, the log-likelihoods for the one, two, three, and four-factor models are 1246.0, 1840.6, 2040.6, and 2100.10, respectively. The parameter estimates for factor 4 in a four-factor model are largely insignificant 3 , supporting the choice of the three-factor model.
A. Results for Apr-96 to Mar-03
The extracted factor under the one-factor model (Figure 2 .1) can be interpreted as a weighted average of the 14 observed series. Allowing for a second factor (Figure 2 .2) reveals two distinct smooth processes as the drivers of the cross-section of credit spreads, while in the three-factor model an additional more noisy process is identified (Figure 2. 3). In the three-factor model the half-life is 2.8 months for factor one, 4.1 years for factor two, and 1.6 years for factor three. The factors under the three-factor model are compared to well-known economic time-series in Figure 3 . Under the three-factor model, the noisy first factor 3 A parameter is significant at the 5% level if the estimated parameter divided by its standard error is greater than 1.96 in absolute value. The parameter standard errors estimates are based on a finite-difference Hessian matrix.
resembles the VIX for most of the sample period, the second resembles the (negative of) 10-year bond rate, and the third the S&P500 level. The correlations are 0.08 between Factor 1 and the VIX, -0.74 between Factor 2 and the long bond rate, and 0.92 between Factor 3 and the S&P500 level. If a "burn-in" phase of the first 12 months is excluded under the Kalman Filter approach, the correlation between the VIX and Factor 1 increases from 0.08 to 0.47.
The estimated loadings of the observed series to each factor in the three-factor model are shown in Table 2 and Figure 2 .3. Are the sensitivities to the factors consistent with theory?
The shape of the loadings on the first factor suggests that equity volatility risk has a positive impact on credit spreads and that exposure to it increases with declining credit quality. The sharpest increase occurs in the crossing from investment to sub-investment grade bonds. To the extent that equity volatility is a proxy for a firm's asset value volatility, this result is consistent with the prediction of Merton (1974) that the probability of default and credit spreads both increase with volatility in the value of assets.
The positive loadings on Factor 2 appear counter-intuitive since lower rates should lower the cost of debt to issuers and improve their ability to repay it. But the result is consistent with the market feature that call provisions are more common among lower-rated bonds. As interest rates fall, the value of both government and corporate bonds increases, but credit spreads rise as non-callable government bond prices increase by a greater proportion than callable corporate bonds. As expected, this effect on spreads is strongest for the lowest-grade indices. The positive loadings on factor two and its negative correlation with the level of the 10-year treasury yield are consistent with the findings of Colin-Dufresne et al (2001) that an increase in the risk-free rate lowers credit spreads across all corporate bonds. The estimated loadings on factor 2 are also consistent with their finding that sensitivity of credit spread changes to interest rates increases monotonically across declining rating groups.
The sensitivities to Factor 3, which is closely correlated to the S&P500, change sign from positive to negative as bonds move from investment to sub-investment grade. The suggested positive relationship between equity market performance and high-grade credit spreads is at odds with the Merton (1974) model. According to the model, higher equity values increase the value of a firm's assets relative to its debt, lowering its probability of default. A possible explanation is that the positive equity performance throughout the 1990s is a proxy for rising leverage ratios during the same period. The negative effect on spreads of higher asset values may have been more than offset by increases in the value of debt. The greater ability of high-quality issuers to raise leverage ratios may explain the difference in the signs of the loadings on factor 3 for investment and sub-investment grade issuers during the period. Another explanation is that, for all but the worst credits, positive equity market performance may have contributed more to the substitution out of risky debt, in favor of equity, than to an increase in its value through improved creditworthiness.
B. Results for Apr-96 to Mar-08
We repeat the analysis for the full sample period and report the results in tables 3 and 4 and figures 5 to 7.
The signs of the correlation coefficients between the factors and macroeconomic variables in the threefactor model remain the same as for the first period: Factor 1 and the VIX at 0.71; Factor 2 and the long bond rate at -0.54; Factor 3 and the S&P500 at 0.76. The general shapes of the loadings and their signs remain unchanged for the 3-factor model, with the exception that loadings on factor 3 are more strongly negative for non-investment grade debt. This can be explained by changing market features between the first and the second period. Low-grade credit spreads increased throughout Apr-96 to Mar-03, while the S&P500 reached its peak in mid-2000 and declined until Mar-03. This lack of an obvious relationship between low-grade spreads and the equity market is reflected in estimated loadings of low-grade spreads on factor 3 being close to zero for the first period. For most of the period that followed (Apr-03 to Mar-08) non-investment grade spreads steadily declined, with lowest grade spreads declining the most, while at the same time the S&P500 trended upwards. This feature most likely contributes to the estimated loadings of low-grade spreads being more negative and varied across ratings when based on the full sample period.
The results for both periods suggest that all credit spreads vary in response to three common systematic factors that have proxies in the VIX, the long bond rate, and S&P500 returns. The co-movement between the factors and the variables is particularly evident from the beginning of the sub-prime crisis. Figure 6 shows that from the second half of 2007 factor 1 sharply increased as well as the VIX, factor 2 increased with (the negative of) the long-bond rate, and factor 3 declined with the S&P500 level. However, the ability of the three factors to explain observed spreads can rapidly decline during exogenous events, as
shown by the conditional density likelihoods in Figures 4 and 7 . Log-likelihoods dropped to a low during the 'LTCM' liquidity crisis of August 1998. Credit spreads reached levels that were not accounted for, or reflected in the macroeconomic conditions at the time. More interestingly, a two or three-factor model did not improve the fit over a one-factor model at this time. The drops in log-likelihood that accompany the largest market moves point either to the presence of an additional factor that cannot be represented by the Vasicek form or the need to allow for time-variation in the factor loadings.
V. CONCLUSION
This study concludes that most of the systematic variation in credit spread indices by rating is explained by three factors. The factors vary broadly with the VIX, the long bond rate, and S&P500 returns, which are the theoretical determinants of credit risk. The sensitivities of credit spread indices to each of the factors suggest that the predictions of the Merton (1974) structural model hold on an aggregate level.
While most empirical literature considers liquidity risk, rather than credit risk, to be the major determinant of credit spread levels and changes, we find that the three most important factors driving credit spreads vary with macroeconomic variables. The implication is that the dynamics of a potential liquidity risk premium are not easily separable from those of known macroeconomic variables, a result that is consistent with the findings of Ericcson and Renault (2006) that liquidity risk is determined by the same factors as credit risk.
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