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Abstract
Let Bw be a non-separable Banach space of real-valued functions endowed with a weighted
sup-norm. We consider partial sum processes as random functions with values in Bw. We es-
tablish weak convergence statements for these processes via their weighted approximation in
probability by an appropriate sequence of Gaussian random functions. The main result deals
with convergence of distributions of certain functionals in the case when the Wiener measure is
not necessarily a Radon measure on Bw. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Convergence of (possibly non-measurable) random functions with values in a (pos-
sibly non-separable) metric space has been studied intensively in the past few decades
(cf. Dudley, 1984; Homann-JHrgensen, 1984). This theory, as applied to what is called
the central limit theorem problem, assumes that the distribution law of the limiting ran-
dom function is a Radon measure. However, already the uniform empirical process with
a certain weight function provides an example which does not t into this notion of
a central limit theorem [cf. Theorem 4:2:3 of Csorg}o et al. (1986) (CsCsHM (1986));
for weighted empirical and quantile processes cf. also Csorg}o and Horvath (1993), and
Csorg}o and Horvath (1988) for weighted partial sums]. Recently, for partial sum pro-
cesses, Szyszkowicz (1991, 1992, 1996, 1997) discovered even more situations when
such phenomena appear. Related problems were treated in the literature by Muller
(1968), Sakhanenko (1974) and Bauer (1981), for example.
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We consider convergence of random functions with values in a non-separable
Banach space of functions endowed with a weighted sup-norm. In this paper, we restrict
ourselves to the case when random functions are induced by partial sum processes. One
of the aims of this paper is to clarify a possible way to treat convergence in distribution
when the limiting law is not a Radon measure. In particular, we show that this notion
of convergence is equivalent to having a bounded central limit theorem to hold true.
The usefulness of having a bounded central limit theorem has already been demon-
strated by Dudley (1990) for studying non-linear functionals of empirical processes.
Due to the limiting law being not necessarily a Radon measure, the usual approach
of proving tightness with respect to a weighted sup-norm topology is not applicable.
We overcome this diculty by establishing this kind of convergence in distribution
via strong approximation methods. Moreover, we extend results of Szyszkowicz (1991,
1992, 1996, 1997) to arbitrary weight functions.
We formulate our results in the next section. Section 3 contains their proofs. We
conclude with applications to describing an asymptotic behavior of hitting times of
weighted partial sum processes in Section 4.
2. Results and discussion
Let T  (0;1) be an interval that is open or closed at either end. A positive
real-valued function w dened on T will be called a weight function on T if
sup
t 2 [t1 ;t2]
w(t)<1; 8 [t1; t2]T: (2.1)
Given a weight function w on T; dene a vector space B(T; w) by
B(T; w) :=

f2RT : jjfjjw := sup
t 2 T
jf(t)jw(t)<1

:
Endowed with the weighted sup-norm jj  jjw; B(T; w) is a non-separable real Banach
space denoted by Bw := (Bw(T; w); jj  jjw). We put B :=B1 if w  1 on T .
As we shall work also with non-measurable functions, we need to introduce some
notations. Let (
;F; P) be a probability space. For an arbitrary map  from 
 into R;
put
 := ess inff:  is P-measurable and >g
and Z 
 dP := inf
Z
 dP:  is P-measurable and >

:
Also, let P(A) :=
R  5A dP for any set A
. Here and througout the paper 5A denotes
the indicator function of the set A.
Let X = fX (t) = X (t; ): t 2Tg be a real-valued stochastic process on a proba-
bility space (
;F; P). An induced random function is a P-measurable map ! !
X (!) :=X (; !) from 
 into RT with its product -algebra BT . We will say that a
random function X is a Bw-valued random function if
jjX jjw <1 P-almost surely: (2.2)
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We note that the real valued function ! ! jjX (!)jjw on 
 may, in some cases, be
F-measurable for an arbitrary weight function w. This is so, for example, if the random
function X is induced by a stochastic process with continuous sample paths. Moreover,
if a weight function w is right continuous with left-hand-side limits (c.d.l.g.), then a
measurable envelope as in Eq. (2.2) is irrelevant again for random functions X which
are induced by stochastic processes with c.d.l.g. sample paths.
To dene a partial sum process, let X1; X2; : : : be a sequence of random variables
(rv’s) on a probability space (
;F; P). Then, on (
;F; P); one can dene a partial
sum process S = fS(t): t 2Tg based on X1; X2; : : : by
S(t) :=
[t]X
i=1
Xi; t 2T:
For any given partial sum process S one can associate a sequence fSn: n>1g of
partial sum processes by Sn(t) := S(nt) for t 2T . Depending on X1; X2; : : : ; appropriately
normalized, Sn will tend to a limiting stochastic process as n ! 1. In this paper we
consider independent identically distributed rv’s X1; X2; : : : with a common distribution
function (df) F . Moreover, if the df F is such thatZ
x dF(x) = 0 and
Z
x2 dF(x) = 1; (2.3)
then the limiting stochastic process is a standard Brownian motion B= fB(t): t 2Tg.
To sketch the approach we use in this paper for establishing convergence in dis-
tribution for partial sum processes, we start with the case when the limiting Wiener
measure  is a Radon measure on Bw. Assume a df F satisfying Eq. (2.3) to be given.
In this case (cf. Corollary 2.2 below), one can construct a partial sum process eS and
a Brownian motion eB on a probability space ( e
; eF; eP) in such a way that
lim
n!1 n
−1=2jjeS(n)− eB(n)jjw = 0 in probability eP; (2.4)
whenever
lim
t#0;t"+1
jB(t)jw(t) = 0 almost surely; (2.5)
for a Brownian motion B. It is known that condition (2.5) is equivlent to the fact
that Wiener measure  is a Radon measure on Bw (cf. also Theorem 2:2 below).
Hence, Eqs. (2.4) and (2.5) imply (cf. Corollary 3:4 in Dudley, 1985) that eS induces
a sequence of Bw-valued random functions fn−1=2eSn: n>1g which converges in law
to a Bw-valued random function B in the sense of Homann-JHrgensen, i.e., for all
h :Bw ! R bounded and continuous, we have
lim
n!1
Z 
h(n−1=2eSn) d eP = Z h d : (2.6)
However, to conclude Eq. (2.6) for a partial sum process S; based on an arbitrary
sequence X1; X2; : : : with df F as above, for a non-measurable functional h we have
to show that the distribution of h(n−1=2Sn) does not depend on a particular choice of
rv’s X1; X2; : : : . This is a main point of the proof of the implication (2) ) (3) in
Theorem 2.3 below, covering the Radon case.
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The main purpose of this paper, however, is to establish convergence of weighted
processes when Eq. (2.5) ceases to hold, but one still has
jjBjjw = sup
t 2 T
jB(t)jw(t)<1 almost surely: (2.7)
In this case (cf. Theorem 2.1 below), one can construct a partial sum process eS and a
Brownian motion eB on a probability space ( e
; eF; eP) in such a way that
lim
n!1 n
−1=2jjeS(n)− eB(n)5[1=n;1)jjw = 0 in probability eP:
As to convergence in distribution, condition (2.7) does not guarantee that the Wiener
measure  is a Radon measure on Bw. Moreover,  may not have an extension to the
Borel -algebra under this condition. Thus, we cannot expect to prove convergence
in law in the sense of Homann-JHrgensen [cf. Note on p. 148 of Dudley (1985)].
Nevertheless, under certain measurability conditions (see Theorem 2.5 below), we prove
that
lim
n!1 h(n
−1=2Sn) = h(B) in distribution
for all uniformly continuous functionals h :Bw ! R such that
lim
n!1 h(f5Tn) = h(f) 8Tn " T; 8f2Bw: (2.8)
Here and throughout, Tn " T denotes any sequence of subintervals Tn increasing to T .
Note that Eq. (2.8) does not follow from (sup-norm) continuity of h. Rather, it is a
kind of order continuity assumption, since f5Tn ! f pointwise on T is convergence
in order.
A related problem, which we do not consider in this paper, is the problem of char-
acterizing those weight functions w for which Eq. (2.5) and=or Eq. (2.7) hold true. By
Eq. (2.1), the question of Eq. (2.7) holding true is equivalent to that of
lim
t#0; t"+1
jB(t)jw(t)<1 almost surely: (2.9)
Assuming the weight function w to be monotone near zero and innity, Gnedenko
(1948) and CsCsHM (1986) proved that Eq. (2.9) holds if and only ifZ
T
t−1 expf−c=(tw2(t))g d t <1
for some c> 0. By Khintchine (1939) and CsCsHM (1986), the same integral test for
w; with \for some c> 0" replaced by \for all c> 0", characterizes statement (2.5).
Now, we are ready to state our weighted approximation result.
Theorem 2.1. Let w be a weight function on T = (0;1) satisfying Eq. (2.7), and
let F be a df as in Eq. (2.3). Then one can construct a probability space ( e
; eF; eP)
carrying a partial sum process eS based on independent rv’s with df F and a Brownian
motion eB such that
lim
n!1 n
−1=2jjeS(n)− eB(n)5[1=n;+1)jjw = 0 in probability eP: (2.10)
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Using strong approximation results due to Major (1979), Szyszkowicz (1996, 1997)
established Theorem 2.1 for weight functions w satisfying certain monotonicity as-
sumptions. To avoid these restrictions, here we adapt Slepian’s inequality to the same
construction. For the weight function
w(t) = 1=
p
(t _ 3)log log(t _ 3); t 2T;
Muller (1968), (proof of Satz 2) derived a corresponding approximation (near innity),
using the Skorohod construction.
If, instead of Eq. (2.7), the weight function w satises Eq. (2.5), then the following
statement holds true.
Corollary 2.2. Let w be a weight function on T = (0;1) satisfying Eq. (2.5), and
let F be a df as in Eq. (2.3). Then one can construct a probability space ( e
; eF; eP);
carrying a partial sum process eS based on independent rv’s with df F and a Brownian
motion eB; in such a way that
lim
n!1 n
−1=2jjeS(n)− eB(n)jjw = 0 in probability eP (2.11)
and
lim
t!+1 jjeS5[t;+1)jjw = 0 eP-almost surely: (2.12)
Using strong approximation results due to Major (1979), Szyszkowicz (1996) estab-
lished Corollary 2.2 when a weight function w on T is monotone near zero and near
innity.
We use Corollary 2.2 to demonstrate the Radon variant of the invariance principle.
To state this result, we need additional notation. For every integer n>1; dene the set
Mn0 =M
n
0 (T; w) by
Mn0 (T; w) :=

f2B(T; w):8k 2N; fj[k=n; (k+1)=n) =const: and lim
Tn"T
jjf5TnTn jjw = 0

:
Each Mn0 is a separable (closed) subspace of the complete metric space Bw. Dene
also the set C0 = C0(T; w) by
C0(T; w) :=

f2RT :fcontinuous and lim
Tn"T
jjf5TnTn jjw = 0

:
One can show that if the weight function w has at most countably many discontinuity
points, then C0(T; w) is a separable (closed) subspace of the complete metric space Bw.
Theorem 2.3. Let a weight function w on T (0;1) be such that C0(T; w) is a
separable subspace of B(T; w). Each of the following statements about w implies
all the others:
(1) for a Brownian motion B for any increasing sequence fTn: n>1g of subintervals
of T;
lim
Tn"T
jjB5TnTn jjw = 0 almost surely;
(2) one can construct a probability space ( e
; eF; eP); carrying a sequence of partial
sum processes feSn: n>1g based on independent rv’s with df F satisfying Eq. (2.3)
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and a sequence of Brownian motions feBn: n>1g; in such a way that; for each n>1;eP-almost surely eSn 2Mn0 ; eBn 2C0 and
lim
n!1 jjn
−1=2eSn − eBnjjw = 0 in probability eP;
(3) any partial sum process S based on independent rv’s with df F satisfying
Eq. (2.3) induces a sequence of Bw-valued random functions fn−1=2Sn: n>1g which
converge in law to a Radon measure  on Bw; i.e.; for every h :Bw ! R bounded and
continuous;
lim
n!1E
h(n−1=2Sn) =
Z
h d ;
(4) any sequence of weighted partial sum processes fwSn=n1=2: n>1g based on inde-
pendent rv’s with df F satisfying Eq. (2.3) induces B-valued random functions which
converge in law to a Radon measure on B;
(5) there exists a Gaussian Radon measure w on B such that; for every nite
subset T0T; the marginal w;T0 is given by the characteristic functionZ
R#T0
eha;yiw;T0 (dy) = exp
8<:−12
Z
T
 X
t 2 T0
atw(t)5(0;t](u)
!2
du
9=; ;
for all collections of real numbers a= (at)t 2 T0 ;
(6) there exists a zero mean Gaussian process Bw = fBw(t): t 2Tg with covariance
function w(t)w(s)(t ^ s) for t; s2T; and with almost all sample paths bounded and
uniformly dBw -continuous; where
dX (s; t) = (EjX (s)− X (t)j2)1=2; s; t 2T:
Statement (3) of Theorem 2.3 for the weight function
w(t) = 1=(t _ 2); t 2T
and for the Skorohod space D(0;1) was proved by Muller (1968), (Satz 1), using a
tightness argument.
Our study of non-Radon variants of the invariance principle is based on Theo-
rem 2.1. To state these distributional results, we require additional notation. Denote
by Dw the (closed) subspace of Bw consisting of all c.d.l.g. functions. The -algebra
generated by balls in Dw will be denoted by Bb(Dw). It is well known that
Bb(Dw)BT \Dw (2.13)
if the weight function w is a c.d.l.g. function.
First we formulate, without proof, a corollary of Theorem 2.1 and Theorem 2 of
Borovkov and Sakhanenko (1973).
Corollary 2.4. Let w be a weight function on T = (0;1) such that Eq. (2.13) holds
true and; for a Brownian motion B;
lim
t#0
jB(t)jw(t) = 0 and lim
t"+1
jB(t)jw(t)<1 almost surely:
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Let Bb(Dw)-measurable functional h :Dw ! R be -almost surely continuous with
respect to Wiener measure  on Bb(Dw). Then any partial sum process S based
on independent rv’s with df F satisfying Eq. (2.3) induces a sequence of Dw-valued
random functions fSn: n>1g such that
lim
n!1 h(n
−1=2Sn) = h(B) in distribution: (2.14)
The next statement is our main result which says that the non-Radon variant of
the invariance principle is equivalent to having a bounded central limit theorem hold-
ing true. More precisely, statement (5) of the following theorem says that the ar-
ray of non-identically distributed row-wise independent Bw-valued random functions
fXi5[i=n;1): i>1g; n>1; satises a bounded central limit theorem.
Theorem 2.5. Let a weight function w on T (0;1) be such that Eq. (2.13) holds
true. Each of the following statements about w implies all the others:
(1) Eq. (2.7) holds true for a Brownian motion B;
(2) one can construct a probability space ( e
; eF; eP); carrying a sequence of partial
sum processes feSn: n>1g based on independent rv’s with df F satisfying Eq. (2.3)
and a sequence of Brownian motions feBn: n>1g; in such a way that; for each
n>1; eP-almost surely eBn 2Dw; and
lim
n!1 jjn
−1=2eSn − eBn5[1=n;+1)jjw = 0 in probability eP;
(3) any partial sum process S based on independent rv’s with df F satisfying
Eq. (2.3) induces a sequence of Dw-valued random functions fSn: n>1g and
Eq. (2.14) holds true for all uniformly continuous Bb(Dw)-measurable functionals
h :Dw ! R satisfying Eq. (2.8);
(4) any partial sum process S based on independent rv’s with df F satisfying
Eq. (2.3) induces a sequence of Bw-valued random functions fSn: n>1g and
lim
n!1 n
−1=2jjSnjjw = jjBjjw in distribution;
(5) any partial sum process S based on independent rv’s with df F satisfying
Eq. (2.3) induces a sequence ofBw-valued random functions fSn: n>1g and the sequence
fn−1=2jjSnjjw: n>1g is bounded in probability; (2.15)
(6) any partial sum process S based on independent standard normal rv’s induces
a sequence of Bw-valued random functions fSn: n>1g and Eq. (2.15) holds true.
It would be of interest to describe the largest class of functionals h in statement
(3), satisfying Eq. (2.14). Lemma 3:5 below provides a possible way of extending
statement (3) to non-measurable functionals h. A certain class of functionals, contin-
uous with respect to a renement of Skorohod topology, was introduced and treated
by Borovkov (1972) and Sakhanenko (1974). Later on, their results were extended by
Bauer (1981). Theorem 4.1 of Bauer (1981), when applied to partial sum processes, as-
serts that appropriate versions of Eqs. (1) and (3) together are equivalent to a version of
Eq. (5). However, as far as partial sum processes are concerned, in Theorem 2.5 these
are proved to be equivalent to each other. Szyszkowicz (1997) established Eqs. (2)
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and (4) under condition (2.7) when a weight function w on T = (0;1) is monotone
near zero and innity.
So far we were working with partial sum processes based on independet rv’s with
df F satisfying Eq. (2.3). Assume now, in addition, thatZ
jxjr dF(x)<1 (2.16)
for some r > 2. In this case, corresponding partial sums of rv’s can be approximated
by a Brownian motion directly via using strong approximation results due to Komlos
et al. (1976) and Major (1976). Given their result, the proof of the following statement
is based on similar arguments developed so far, and hence is omitted. For an earlier
version of this theorem on D[0; 1] we refer to Csorg}o and Horvath (1988) and, on
D[0;1), to Szyszkowicz (1992, 1996).
Theorem 2.6. Let r > 2 and let F be a df satisfying Eqs. (2.3) and (2.16). Let a
weight function w on T  (0;1) be such that
sup
t 2 T
t1=rw(t)<1: (2.17)
Then one can construct a probability space ( e
; eF; eP) carrying a partial sum process eS
based on independent rv’s with df F and a Brownian motion eB such that the sequence
fn−1=rjjeS(n)− eB(n)jjw: n>1g is bounded in probability eP: (2.18)
If; in addition to Eq. (2.17), the weight function w is such that
lim
t#0
t1=rw(t) = 0;
then; instead of Eq. (2.18), we have
lim
n!1 n
−1=rjjeS(n)− eB(n)jjw = 0 inprobability eP: (2.19)
In Theorem 2.6 take T = (0; 1]. By Eq. (2.17), Wiener measure on the Banach
space (B((0; 1]; w); jj  jjw) is a Radon measure, and Eq. (2.18) implies a Radon variant
invariance principle with a rate of convergence. The picture becomes dierent if in
Theorem 2.6 one takes T =[1;1). In this case, Eq. (2.17) does not guarantee that the
weighted Brownian motion is bounded (at innity). Hence, under this condition alone,
we do not have a non-Radon invariance principle, though nearness in the sense of
Eqs. (2.18) and (2.19) holds true.
Using extensions of the Komlos, Major and Tusnady approximations to the multi-
variate case (cf. Einmahl, 1989), and to the multi-indexed multivariate case (cf. Rio,
1993), appropriate versions of Theorem 2.6 can also be proved.
3. Proofs
The proofs of Szyszkowicz (1996, 1997) are based on the construction of Major
(1979). Our proofs of the weighted approximations in Theorem 2.1 and Corollary 2.2
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are based on a variant of Major’s construction that follows from (the proof of) Theo-
rem 1 of Einmahl (1987) and=or from Corollary 1:3 of Shao (1995).
Lemma 3.1. Let a df F as in Eq. (2.3) be given and put
2k :=
Z pk
−pk
x2 dF(x); k = 1; 2; : : : :
A sequence of independent rv’s X1; X2; : : : with this df F and a sequence of independent
normal rv’s Y1; Y2; : : : with EYk = 0; EY 2k = 
2
k can be constructed in such a way that
lim
k!1
1p
k
kX
i=1
(Xi − Yi) = 0 almost surely: (3.1)
To avoid a monotonicity assumption on weight functions, we use the following
inequality, due to Slepian (1962).
Lemma 3.2. Let U1; : : : ; Uk and V1; : : : ; Vk both be jointly Gaussian with mean zero
and such that EV 2i =EU
2
i ; i=1; : : : ; k and EViVj6EUiUj; 16i 6= j6k. Then; for any
x> 0;
P

max
16j6k
jUjj>x

6 2P

max
16j6k
jVjj>x

:
We also use the following well-known necessary condition for the almost sure
boundedness of a weighted Brownian motion.
Lemma 3.3. Let w be a weight function on T. Let a and b be the left and right
endpoints of T; respectively. If there exists a Gaussian process Bw = fBw(t): t 2Tg
with mean zero and covariance function w(t)w(s)(t ^ s); t; s2T; such that almost all
sample paths are bounded; then
lim
t#a; t"b
p
tw(t) = 0: (3.2)
Proof of Theorem 2.1. Dene a probability space ( e
; eF; eP) to be the product of
the probability space constructed by Major (1979) (see Lemma 3.1 above) and the
probability space carrying a sequence of independent N(0; 1) rv’s indexed by dyadic
rational numbers. Then, one can construct (cf. p. 22 in Csorg}o and Revesz, 1981) a
Brownian motion eB on ( e
; eF; eP) in such a way that
eB(k) = kX
i=1
Yi=i; k>1:
We claim that the partial sum process eS based on rv’s X1; X2; : : : and the Brownian
motion eB satisfy Eq. (2.10) whenever Eq. (2.7) holds true.
Let fan: n>1g be a sequence of positive real numbers such that
an ! 0 and nan !1; as n!1: (3.3)
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A particular choice of this sequence will be required and exploited later on. Then, for
every integer n>1, we have
sup
1=n6t<1
jeS(nt)− eB(nt)jw(t)p
n
6 sup
1=n6t<1
w(t)p
n

[nt]X
i=1
(Xi − Yi)
+ sup1=n6t6an w(t)pn

[nt]X
i=1
Yi(1− 1=i)

+ sup
an6t<1
w(t)p
n

[nt]X
i=1
Yi (1− 1=i)
+ sup1=n6t<1 w(t)pn jeB([nt])− eB(nt)j
=: I1(n) + I2(n) + I3(n) + I4(n): (3.4)
By Eqs. (3.1){(3.3), we have
lim
n!1 I1(n)6 supk>1
1p
k

kX
i=1
(Xi − Yi)
 limn!1 sup0<t6anptw(t)
+ sup
t 2 T
p
tw(t) lim
n!1 supk>nan
1p
k

kX
i=1
(Xi − Yi)

= 0 eP-almost surely: (3.5)
By Theorem 1:2:1 of Csorg}o and Revesz (1981), it follows that
lim
t!+1 jeB([t])− eB(t)j= log t <1 eP-almost surely:
This, in conjunction with Eq. (3.2), implies that
lim
n!1 I4(n)6 sup16s<1
jeB([s])− eB(s)j=ps lim
n!1 sup0<t6an
p
tw(t)
+ sup
t 2 T
p
tw(t) lim
n!1 sups>nan
jeB([s])− eB(s)j=ps
= 0 eP-almost surely: (3.6)
To estimate I3, we use Slepian’s inequality (Lemma 3.2) for comparing the (separable)
Gaussian processes G1; n and G2; n, respectively, dened by
G1; n(t) :=
w(t)p
n
[nt]X
i=1
Yi(1− 1=i); t 2T
with the covariance
K1; n(t; s) = EG1; n(t)G1; n(s) =
w(t)w(s)
n
[n(t ^ s)]n(t ^ s); s; t 2T
and
G2; n(t) := w(t)eB([nt])pn(t)=n; t 2T
with the covariance
K2; n(t; s) = EG2; n(t)G2; n(s) =
w(t)w(s)
n
[n(t ^ s)]
p
n(t)n(s); s; t 2T;
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where
n(t) =
1
[nt]
[nt]X
i=1
(1− i)2; t 2T:
We note that
K2; n(t; t) = w2(t)[nt]n(t)=n= K1; n(t; t):
Moreover, i " 1 implies that n(t)6n(s) for t>s. Therefore, we have
K2; n(s; t) = w(s)w(t)
[ns]
n
p
n(s)n(t)6w(s)w(t)
[ns]
n
n(s) = K1; n(s; t)
whenever s6t. The same inequality remains valid if t6s. Hence, by Slepian’s inequal-
ity, for every > 0, we have
eP(fI3(n)>g)6 2eP sup
an6t<1
w(t)p
n
jeB([nt])jpn(t)>
6 2eP
0@8<:I4(n) supk>nan
 
1
k
kX
i=1
(1− i)2
!1=2
>=2
9=;
1A
+2eP
0@8<:jjeBjjw supk>nan
 
1
k
kX
i=1
(1− i)2
!1=2
>=2
9=;
1A! 0;
as n!1. Thus,
lim
n!1 I3(n) = 0 in probability
eP: (3.7)
To estimate I2, we use Kolmogorov’s inequality. For every > 0, we have
P(fI2(n)>g)6 P
 (
sup
1=n6t6an
w(t) max
16k6nan

kX
i=1
Yi(1− 1=i)
>pn
)!
6 sup
1=n6t6an
w2(t)
1
2n
nanX
i=1
(1− i)2
=
fn(nan)
2nan
nanX
i=1
(1− i)2; (3.8)
where, for each integer n>1 and for all real c>1,
fn(c) :=
c
n
sup
1=n6t6c=n
w2(t):
We now show that there exists a sequence fan: n>1g satisfying Eq. (3.3) such that
fn(nan)61, for all n>1, and hence the right-hand side of Eq. (3.8) tends to zero as
n ! 1. Firstly, we note that fn() is a strictly increasing function on [1;+1) for
each n>1. Secondly, since
fn(c)6c sup
0<t6c=n
tw2(t);
by Eq. (3.2) we have also that
lim
n!1fn(c) = 0; 8c>1: (3.9)
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Let f n (y) := inffc>1: fn(c)>yg, or +1 if there is no such c, and let cn :=
f n (1)=2. Then, for all n>1, fn(cn)61 and we claim that cn ! +1, as n ! 1.
Indeed, if were to have M := supn>1cn <+1, then, due to monotonicity of fn() and
by Eq. (3.9), we would conclude that
16fn(2f−1n (1))6fn(4M)! 0 as n!1:
This contradiction assures that cn ! 1. Also, we claim that cn=n ! 0 as n ! 1.
Suppose not. Then there is a subsequence fnk : k>1g of integers such that nk ! 1
and cnk =nk> for some > 0. Then, for all k>1, such that nk > 1=, it follows that
1>fnk (cnk )> sup
1=nk6t6
w2(t):
Since w is unbounded (otherwise there is nothing to prove), we have a contradiction
proving the claim. Hence, the right-hand side of Eq. (3.8) with an = cn=n does not
exceed
1
2nan
nanX
i=1
(1− i)2 = o(1) as n!1;
the latter because i ! 1. Consequently,
lim
n!1 I2(n) = 0 in probability
eP: (3.10)
Thus, by Eq. (3.4), Eq. (2.10) follows from Eqs. (3.5), (3.6), (3.7) and (3.10). The
proof of Theorem 2.1 is now complete.
Remark. If we were to assume the weight function w to be non-increasing near zero,
then the last step of the proof of Theorem 2.1 can be simplied. Namely, in this case,
for each n>1, we have
fn(nan) = anw2(1=n):
Then one can dene the sequence fan; n>1g by
an := 1=(
p
nw(1=n)); 8n>1:
Due to the now assumed monotonicity of the weight function w, an ! 0, and by
Lemma 3.3, nan ! 1, as n ! 1. Consequently, the right-hand side of Eq. (3.8) is
now equal to
1p
n
w

1
n

1
2nan
nanX
i=1
(1− i)2 = o(1) as n!1:
Proof of Corollary 2.2. It is obvious that the partial sum process eS and the Brownian
motion eB constructed in Theorem 2.1 satisfy Eq. (2.11) whenever Eq. (2.5) holds true.
To prove Eq. (2.12), it is sucient to show that the right-hand side of the inequality
jjeS5[t;1)jjw6 sup
t6s<1

[s]X
i=1
(Xi − Yi)
w(s) + supt6s<1

[s]X
i=1
Yi(1− 1=i)
w(s)
+ sup
t6s<1
jeB([s])jw(s)
=: I1(t) + I2(t) + I3(t)
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tends to zero eP-almost surely as t ! +1. As above, by Lemma 3.1, we have that
lim
t!+1 I1(t) = 0;
eP-almost surely: (3.11)
To estimate I2, by Slepian’s inequality, we get
eP lim
t!+1 I2(t) = 0

= 1− lim
k!1
lim
l!1
eP sup
t>l
I2(t)> 1=k

> 1− 2 lim
k!1
lim
l!1
eP sup
t>l
jeB([t])jw(t)> 1=k :
(3.12)
As in the proof of Theorem 2.1 [cf. I4(n)], from the inequality
sup
t6s<1
jeB([s])jw(s)6 sup
t6s<1
jeB([s])− eB(s)jw(s) + jjeB5[t;1)jjw;
we conclude by Eq. (2.5) that
lim
t!+1 I3(t) = limt!+1 supt6s<1
jeB([s])jw(s) = 0; eP-almost surely: (3.13)
Therefore, by Eq. (3.12), we get
lim
t!+1 I2(t) = 0;
eP-almost surely:
This together with Eqs. (3.11) and (3.13) implies Eq. (2.12). This also completes the
proof of Corollary 2.2.
Proof of Theorem 2.3. (1)) (2) Follows from Corollary 2.2.
(2) ) (3) Let X1; X2; : : : be independent rv’s on a probability space (
;F; P) with
df F satisfying Eq. (2.3) and let S be a partial sum process based on X1; X2; : : : : For
each integer n>1, by separability of Mn0 , the distribution n of n
−1=2Sn is dened on
the Borel -algebra B(Mn0 ) of subsets of M
n
0 . The distribution of Brownian motion
is Wiener measure  with a support in the separable complete metric space C0(T; w).
By Ulam’s theorem,  is a Radon measure on Bw. Let n be the joint distribution
on the product -algebra B(Mn0 )⊗B(C0) induced by the pair of stochastic processes
(n−1=2eSn; n−1=2eBn) from statement (2). Let i, i=1; 2, denote natural projections on the
product space Mn0 C0. The marginals i(n) of n are n and , respectively. Due to
Remark 1:3 of Dudley (1985), it is enough to show that for every h :Bw ! R bounded
and continuous,
lim
n!1
Z 
h(n−1=2Sn) dP6
Z
h d : (3.14)
Given > 0, take a compact K C0Bw with (K)> 1− . By Lemma 1 of Dudley
(1966), there exists > 0 such that jh(u)− h(v)j< for all jju− vjjw <, u2K , and
v2Bw. For the restrictions hn := hjMn0 , n>1, and h0 := hjC0 , by assumption (2), there
exists a positive integer n0 = n0() such that, for all n>n0,
n(fjhn  1 − h0  2j>g)6 n(fjj1 − 2jjw >g) + (Kc)
= eP(fjjn−1=2eSn − eBnjjw >g) + (Kc)62:
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Therefore, for every integer n>1,Z 
h(n−1=2Sn) =
Z
Mn0
hn dn
=
Z
Mn0C0
hn  1 d n
6
Z
Mn0C0
jhn  1 − h0  2j d n +
Z
Mn0C0
h0  2 d n
and
lim
n!1Eh(n
−1=2Sn)6

1 + 4 sup
u2Bw
jh(u)j

+
Z
C0
h0 d :
Letting  # 0 gives Eq. (3.14) and hence (3) holds true.
(3)) (4) Dene a Radon probability w by w(A) := (w−1A) for all Borel sets A of
B. Let h :B! R be bounded and continuous. Then the function hw := h(w) : Bw ! R
is also bounded and continuous. Thus, by assumption (3), we have
lim
n!1 Eh(wn
−1=2Sn) = lim
n!1 Ehw(n
−1=2Sn) =
Z
Bw
hw d =
Z
B
h d w;
and (4) holds true.
(4) ) (5) Let T0 = ft1; : : : ; tkgT . Then, by assumption (4) and by Donsker’s
theorem, we haveZ
R#T0
eha;yiw;T0 (dy) = limn!1 E exp
8<:
kX
j=1
ajw(tj)Sn(tj)=
p
n
9=;
= exp
8><>:−12
Z
T
0@ kX
j=1
ajw(tj)5(0;tj](u)
1A2 du
9>=>; ;
for all collections of real numbers (aj)2Rk .
(5)) (6) Follows from Theorem 4.2 of Andersen and Dobric (1987).
(6)) (1) Dene a Brownian motion B by B(t) :=Bw(t)=w(t), t 2T . It is no loss of
generality to assume that B is a separable stochastic process. We assume +1 to be
the right end point of T and prove
lim
t!+1 jB(t)jw(t) = 0 almost surely: (3.15)
The other cases can be treated similarly. By Kolmogorov’s 0{1 law there exists a nite
constant c>0 such that
lim
t!+1 jB(t)jw(t) = c almost surely: (3.16)
Assume that c> 0. By Lemma 3.3, we have
lim
s;t!+1 d Bw(s; t)62 limt!+1 w(t)
p
t = 0:
Due to uniform dBw -continuity of the process Bw(t) = w(t)B(t) it follows that lim in
Eq. (3.16) is equal to lim. But the assumption c> 0 contradicts to the fact that
lim
t!+1 jB(t)jw(t) = 0 in probability:
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Hence c = 0 in Eqs. (3.16) and (3.15) is proved. This completes the proof of
Theorem 2.3.
For the next statement we need an additional notation, originally due to Homann-
JHrgensen. Namely, if  is a map from 
 into a measurable space (M;B), we say that
 is P-perfect if  is P-measurable and
(A) = P(2A); 8AM;
where  is the distribution law of  on (M;B). We refer to Section 2 of Dudley (1985)
for further information. The next statement is more general than the way we use it in
this paper. We prove it in the present generality because in this form it helps us to
demonstrate some diculties which may arise when using approximation methods to
establish convergence in distribution of non-measurable functionals. A similar result is
due to Borovkov and Sakhanenko (1973), (Theorem 2) when one has an approximation
by a single process.
Lemma 3.4. Let (M; d) be a metric space equipped with a -algebra B and let h be
a uniformly continuous functional on M . Assume that on a probability space (
;F; P)
two sequences fZn: n>1g and fYn: n>1g of M -valued random variables are given such
that
lim
n!1 n(fx2M M : d
(1(x); 2(x))>g) = 0; 8> 0; (3.17)
where n denotes their joint distribution on B⊗B and i; i=1; 2; are natural projec-
tions on MM . Assume also that there exists a right continuous distribution function
G such that
lim
n!1 2(n)(fx2M : h
(x)6rg) = G(r) (3.18)
for all points r 2R at which G is continuous. If either
(1) for each n>1; Zn is P-perfect and projections i; i = 1; 2; are n-perfect;
or
(2) h is B-measurable;
then
lim
n!1P(f!2
: (h  Zn)
(!)6rg) = G(r) (3.19)
for all points r 2R at which G is continuous.
Remark. In this paper we use Lemma 3.4 when h is B-measurable. In our application
n is the joint distribution of n−1=2(eS(n); eB(n)) from Theorem 2.1. To use assumption
(1) when h is non-measurable, we would have to show that projections i are n-perfect.
At present, we are not able to prove this without assuming additional restrictions. Note
that projections i, i= 1; 2, on product M M are -perfect if  is a product measure
on a product -algebra B ⊗B (cf. Proposition 2:5 in Dudley, 1985). For illustrating
the rst part of assumption (1), let S be a partial sum process based on a sequence
of independent rv’s X1; X2; : : : with df F . Then one can show that the induced random
function S is P-perfect if the sequence fXi; i>1g is P-perfect and df F is continuous.
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Proof. Denote by n and n the distributions on B induced by Zn and Yn, respectively,
i.e., n = 1(n) and n = 2(n). If (1) or (2) holds true then, for all r 2R and for
every integer n>1,
P(f(h  Zn)>rg) = n(fh>rg) = n(f(h  1)>rg) (3.20)
and
n(f(h  2)>rg) = n(fh>rg): (3.21)
By uniform continuity of h, for an arbitrary > 0 there exists > 0 such that, for all
r 2R,
fx2M M : (h  1)(x)>r − g
fx2M M : d(1(x); 2(x))>g [ fx2M M : (h  2)(x)>r − 2g:
This together with Lemma 3:1:6 in Dudley (1984) implies
n(f(h  1)>rg)6 n(f(h  1)>r − g)
6 n(fd(1; 2)>g) + n(f(h  2)>r − 2g):
Therefore, by Eqs. (3.17), (3.18), (3.20) and (3.21), we get
lim
n!1P(f(h  Zn)
>rg)6 lim
n!1 n(fh
>r − 2g)61− G(r − 2− 0):
Since > 0 is arbitrary, it follows that
lim
n!1P(f(h  Zn)
>rg)61− G(r − 0): (3.22)
On considering now the functional (−h), we have
lim
n!1P(f(h  Zn)
6rg) = lim
n!1P(f(−h  Zn)
>− rg)6G(r): (3.23)
Relations (3.22) and (3.23) imply Eq. (3.19) whenever r 2R is a continuity point of G.
Proof of Theorem 2.5. (1)) (2) Follows from Theorem 2.1.
(2) ) (3) Let X1; X2; : : : be independent rv’s on a probability space (
;F; P) with
df F satisfying Eq. (2.3) and let S be a partial sum process based on X1; X2; : : : . Take
a uniformly continuous Bb(Dw)-measurable functional h :Dw ! R satisfying Eq. (2.8).
Since a lattice sup of an arbitrary family of rv’s is almost surely equal to a lattice sup
of countably many of them, we conclude that, for each n>1,
jjSnjjw = jjeSnjjw in distribution;
where feSn; n>1g is a sequence of partial sum processes from statement (2). Hence,
each Sn induces a Dw-valued random function which is Bb(Dw)-measurable. Therefore,
we also have, for each integer n>1,
h(n−1=2Sn) = h(n−1=2eSn) in distribution:
Now statement (3) follows from statement (2) and from Lemma 3.4 if one equipes
M = Dw with a weighted sup-metric and with the -algebra Bb(Dw), and on taking
Zn = n−1=2eSn, Yn = eBn5[1=n;+1) and G, the df of the rv h(B).
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(3)) (4) Obvious.
(4)) (5) Obvious.
(5)) (6) Obvious.
(6)) (1) First we show that
sup
t 2 T
p
tw(t)<1: (3.24)
Assume, for example, that
lim
t"+1
p
tw(t) =1: (3.25)
By assumption (6), there exists M such that
sup
n>1
P(fn−1=2jjSnjjw >Mg)6 14 :
Let a real number A be such that, for a standard normal N (0; 1) rv X , P(fjX j>p
2Ag)> 34 . By Eq. (3.25), one can nd t > 1 such that
p
tw(t)>M=A. Hence, we
have
1
4
>P
 (p
tw(t)p
[nt]

[nt]X
i=1
Xi
>p2M
)!
>P(fjX j>
p
2Ag)>3
4
:
This contradiction assures that Eq. (3.25) is impossible. In a similar way, one can also
conclude that
lim
t#0
p
tw(t)<1:
Hence, by Eq. (2.1), Eq. (3.24) holds true.
Dene the probability space (
;F; P) to be a product of the probability space
carrying a given sequence fXi; i>1g of independent N(0; 1) rv’s and a probability
space carrying another sequence of independent standard normal real rv’s indexed by
dyadic rational numbers. Then one can construct (cf. p. 22 in Csorg}o and Revesz,
1981) a Brownian motion B on (
;F; P) in such a way that
B(n) =
nX
i=1
Xi:
Hence, for all n>1, we have
sup
t>1=n
n−1=2jB(nt)jw(t)6 sup
t 2 T
p
tw(t) sup
s>1
jB(s)− B([s])j=ps+ jjB(n)jjw
and conclude (1) by assumption (6), Eq. (3.24) and Theorem 1.2.1 of Csorg}o and
Revesz (1981). The proof of Theorem 2.5 is now complete.
4. Hitting times
Here we apply some of our results to determining the asymptotic behavior of hitting
times for weighted partial sum processes. Let w be a continuous weight function on
T = (0;1). Dene the rst entrance time functional hw : RT ! R by
hw(f) := infft > 0 : f(t)w(t)> 1g; f2RT ;
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where inf ;=+1, and dene the last entrance time functional gw : RT ! R by
gw(f) := supft > 0 : f(t)w(t)> 1g; f2RT ;
where sup ; = 0. These functionals are continuous on almost all sample paths of a
Brownian motion B since the weight function w is assumed to be continuous. This
follows, for example, from Theorem 8.1 in Dudley (1973) on absolute continuity of
the df of a supremum of certain Gaussian processes. We will use statement (3) of
Theorem 2.3 and Corollary 2.4 to establish a convergence in distribution of functionals
hw and gw, respectively. Hence, we also have to assume that the weight function w is
such that
lim
t#0
jB(t)jw(t) = 0 almost surely: (4.1)
We start with the rst entrance time. Given Eq. (4.1), hw(B)<1 almost surely if
and only if
sup
t 2 T
B(t)w(t)> 1 almost surely: (4.2)
Consequently, the weighted Brownian motion need not be bounded at innity. One can,
of course, use Theorem 2.3 with the time interval T = (0; k] for each integer k>1.
However, using the following extended continuous mapping theorem, one can prove a
convergence in distribution of functionals when processes are considered on the whole
time interval T = (0;1), just like in Section V.5 in Pollard (1984).
Theorem 4.1. Let h be a map between two metric spaces M1 and M2 equipped with
their Borel -algebras and let C be the set of continuity points of h. Assume that
fZn; n>1g is a sequence of functions from a probability space (
;F; P) into M1
which converge in law to a measurable function Z : 
 ! M1 with a separable range
and such that P(fZ 2Cg)=1. Then the composition function hZ is measurable with
separable range and h  Zn converges in law to h  Z .
Proof. It is easy to verify that composition function h  Z is measurable and has sep-
arable range. Given extended portmanteau theorem (cf. Theorem A in Dudley, 1990),
the proof of the second part of the statement is also standard. Indeed, for every closed
set H 2M2, we have
lim
n!1P
(fh  Zn 2Hg)6 lim
n!1P
(fZn 2 h−1(H)g)
6 P(fZ 2 h−1(H)g)
6 P(fh  Z 2Hg);
where A denotes the closure of the set A. The proof is now complete.
For T = (0;1) and for a given weight function w on T , dene the function space
Bloc = Bloc(T; w) by
Bloc(T; w) :=

f2RT : sup
0<t6k
jf(t)jw(t)<+1 8k 2N

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and equip it with the metric
dw(f1; f2) :=
1X
k=1
2−kminf1; jj(f1 − f2)5(0;k]jjwg; f1; f2 2Bloc:
For each integer k, dene a truncation map Rk from Bloc(T; w) into Bk :=B((0; k]; wj(0;k])
by Rk(f) :=fj(0;k]. Convergence in law in the metric space Bloc has the following
characterization.
Proposition 4.2. Let fZn: n>1g be a sequence of Bloc-valued functions and let Z be
a Bloc-valued rv (measurable with respect to Borel -algebra) with separable range.
Then Zn converge in law to Z if and only if Rk  Zn converge in law to Rk  Z as
functions with values in (Bk ; jj  jjRkw) for each xed integer k.
Proof. The proof of Theorem V.23 in Pollard (1984) carries over with only minor
changes. Here, instead of Example IV.11 in Pollard (1984), we invoke the char-
acterization of convergence in law via convergence in a bounded Lipschitz metric
(cf. Theorem B in Dudley, 1990).
Now, we are ready to give a description of the asymptotic behavior of the rst
entrance time for weighted partial sum processes.
Corollary 4.3. Let w be a continuous and positive weight function on (0;1); satis-
fying Eqs. (4:1) and (4:2). Consider a sequence of partial sum processes fSn : n>1g
based on independent rv’s with df F satisfying Eq. (2.3). Then
lim
n!1 hw(n
−1=2Sn) = hw(B) in distribution: (4.3)
Proof. As it was noted above, hw is a continuous functional on almost all sample
paths of a Brownian motion B. Thus, Eq. (4.3) follows from the continuous mapping
theorem in conjunction with Theorem 2.3 and Proposition 4.2.
We conclude by describing the asymptotic behavior of the last entrance time for
weighted partial sum processes.
Corollary 4.4. Let w be a continuous weight function on (0;1); satisfying Eq. (4.1)
and
P(fB(t)w(t)< 1; t " +1g) = 1: (4.4)
Consider a sequence of partial sum process fSn: n>1g based on independent rv’s with
df F satisfying Eq. (2.3). Then
lim
n!1 gw(n
−1=2Sn) = gw(B) in distribution: (4.5)
Remark. This statement extends a result of Bauer (1981), (Section 6) to weight func-
tions w such that 1=w is in the upper class for B, i.e., Eq. (4.4) holds true.
Proof. By Eq. (4.4), gw is a bounded functional on almost all sample paths of Brow-
nian motion B. Also, as it was noted above, gw is a continuous functional on almost
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all sample paths of a Brownian motion B. Then, Eq. (4.5) follows from Corollary 2.4
and the proof is complete.
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