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ル推定手法として知られる最小メジアン (Least Median of Square: LMedS) 推定を用いる






























































































にDARPA (US Defence Advanced Research Projects Agency) が企画したグランドチャレ
ンジが有名である．これは 400kmにおよぶ砂漠上のコースを，電子機器のみを用いて行う
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学習アルゴリズムには SVM (Support Vector Machine) やブースティングを用いるのが一
般である．しかし，知識に基づく手法は，市街地などの複雑な環境下においては検出する





































































































































図 2.4 勾配情報を利用した特徴ベクトルの算出 [14]: (a)原画像, (b)勾配強度，および勾
配方向, (c)各領域の勾配情報のヒストグラム
現在までにさまざまな歩行者検出手法が提案されているが，中でも特に歩行者の検出精
度が高い手法として，Dalalらによって提案されたHOG (Histograms of Oriented Gradients)









































































る (図 3.1)．そこで，世界座標系で表された空間の位置を (Xw, Yw, Zw) とすれば，同じ点
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 + t (3.3)
















一方，画像中の位置は，一般に，原点を画像中のある適当な位置 (cu, cv) に定め，長さ
の単位としては画素 (pixel) を用いる．このような画像中の位置を表す汎用的な座標を画





f/δu −f cot θ/δu cu
0 f/(δv sin θ) cv
0 0 1
 (3.6)
ここで，カメラの焦点距離は f，画像中心は (cu, cv)，画素の縦方向，および横方向の物理
的な間隔は δu, δvである．θは u軸と v軸のなす角度で，これは必ずしも直角とは限らな
い．画像座標m = (u, v)T と世界座標 X = (X,Y, Z)T との関係は以下の式で表される．T
はベクトルまたは行列の転置を表す．






P = A[R, t] =

p11 p12 p13 p14
p21 p22 p23 p24
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カメラキャリブレーションにより得られているとする．画像位置 (u, v) が与えられたとき，
それに対応する空間位置 (X,Y, Z) は画像位置 (u, v) と光学中心 (カメラ座標原点)を結ぶ
直線上にある．そのため，画像位置 (u, v) から空間位置 (X,Y, Z) を一意に特定すること
はできない．しかし，図 3.3のように，視点の異なる 2枚の画像を使うことで，それぞれ




m̃ ∼ PX̃w (3.10)
m̃′ ∼ P ′X̃w (3.11)
ただし，m̃ ∼ (u, v, 1)T , m̃′ ∼ (u′, v′, 1)T , X̃w ∼ (Xw, Yw, Zw, 1)T であり，P は m̃ の透視
投影行列，P ′ は m̃′の透視投影行列である．
式 (3.10), (3.11)は空間の位置 (Xw, Yw, Zw) を未知数とする連立方程式となるので，そ
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p31u − p11 p32u − p12 p33u − p13
p31v − p21 p32v − p22 p33v − p23
p′31u
′ − p′11 p′32u′ − p′12 p′33u′ − p′13
p′31v













この連立方程式は未知数の数が3に対して，方程式の数は4なので，空間の位置 (Xw, Yw, Zw)
の最小二乗解を得ることができる．
二つのカメラ間の対応関係は，図 3.2のように表される．Ww = (Xw, Yw, Zw)
T , W =
(X,Y, Z)T , W ′ = (X ′, Y ′, Z ′)T とおき，それぞれの外部パラメータをR, t, R′, t′とする
と，両カメラの座標系と世界座標系との関係は，次のように表すことができる．
W = RWw + t (3.13)






′T W ′ − R′T t′ (3.15)
ここで，式 (3.15)を式 (3.13)に代入すると，以下の式を導くことができる．
W = RR′T W ′ − RR′T t′ + t (3.16)
= RwW





tw = −RR′T t′ + t (3.19)
2つのカメラの内部パラメータ行列A, A′ と，Rw, twを用いて式 (3.10)における P , P ′
を次のようにおくことにより，一方のカメラ座標系を世界座標系とすることができる．
P = A[I,0] (3.20)
P ′ = A′[Rw, tw] (3.21)






かつ u軸と u′軸が同一直線上で同じ向きになるように設置されているとき (図 3.3)，この
ようなカメラ配置を平行ステレオとよぶ．このとき，式 (3.20)において，A, A′, Rw, tw
を以下のようにおくことに相当する．































ここで，f はカメラの焦点距離，bは 2台のカメラの間の線分 (基線長: baseline) の長さで
ある．














式 (3.25)，(3.26)，(3.27)において，u− u′ は 2つの画像上における投影点の横方向のずれ
量であり，視差 (disparity) と呼ばれている．とくに，空間点の奥行きZは，f , bが一定で
あれば，視差により一意に決まり，視差と反比例の関係にある．すなわち，奥行きが小さ
い (対象が近い) と，視差は大きくなり，逆に奥行きが大きい (対象が遠い) と，視差は小
さくなる．
平行ステレオから得られるステレオ画像は，エピポーラ線が水平になる．そのため，一




Cam era 1 Cam era 2
Epipolar line
Imaginary plane






画像に変換する．これをステレオ画像の平行化 (rectification) という (図 3.4)．
ステレオ画像のある 1点の対応点 m̃, m̃′の組を与えたとき，この 2 点間の回転行列と
平行移動ベクトルをL, eとすると，m̃と m̃′の関係は以下の式で示すことができる．
sm̃ = s′Lm̃′ + e (3.28)












ここで，K は上式をみたすような回転行列である．K を式 (3.28)の両辺に左から掛ける
と，次式が得られる．
sKm̃ = s′KLm̃′ + b[1, 0, 0]T (3.30)
平行化後の座標を ˜̂m, ˜̂m′とし，それぞれ以下の式で定義する．
ŝ ˜̂m = ŝ[û, v̂, 1]T = sKm̃ (3.31)
ŝ′ ˜̂m′ = ŝ′[û′, v̂′, 1]T = s′KLm̃′ (3.32)
ここで，ŝ, ŝ′は平行化後の正則化パラメータで，(û, v̂)と (û′, v̂′)は仮想的な画像平面に射











求める必要がある．ステレオ対応付け手法は，SAD (Sum of Absolute Differences) や SSD
(Sum of Squared Differences) などの相違度に基づく手法がある [35]．SAD や SSDに基づ
く対応付け手法は，多くの場合，計算コストが低く，実時間処理に適している．しかし，そ
の反面，画像間の輝度変化に弱く，ロバスト性の低さが問題となる．これに対して，筆者












像を画像 I，および画像 J とする．このとき，画像 Iの基準点 pに対応する画像 J の対応
点 qを見つける問題を考える．ステレオ画像は互いに δの視差を有しているとする．fc(x)
を連続空間で定義された 1次元信号とすると，これを実数値だけ微小移動した 1次元信号




g(n) = fc(x − δ)|x=nT
(3.33)
ただし，ここでは定式化の便宜上，離散空間のインデックスをn = −M,…,Mとし，Mは














N である．ここで，AF (k)およびAG(k) はそれぞれ f(n)および g(n) の
振幅成分であり，θF (k)および θG(k)はそれぞれの位相成分を表している．また，離散周波
数のインデックスを k = −M,…,M とする．式 (3.33)より F (k)およびG(k)の間には以
下の近似が成り立つ．













ここで G(k)は G(k)の複素共役である．θ(k) は θ(k) = θF (k) − θG(k)を表しており，式
(3.36)より，ejθ(k) ' ej 2πN kδ と近似できる．1次元 POC関数 r(n)は R(k)の 1次元逆離散


















いる．ここで，α = 1である．式 (3.39)が 1次元POC関数の正確なモデルを与える．さら
に，式 (3.40)は，区間−M ≤ n ≤ M において，式 (3.39)の優れた近似表現となっており，




することを実験で確認しており，実際にはα ≤ 1 となる．なお，δが整数の場合，式 (3.40)
はクロネッカーのデルタ関数となる．1次元 POC関数 r(n) の計算値からピークの位置を
検出することにより，切り出した 1次元信号 f(n)と g(n) の位置ずれ量 δ を検出すること
ができる．一般に，δが非整数 (実数) の場合も，次に述べるピークモデルのフィッティン
グを用いて δ を推定することによって，対応点の座標 qをサブピクセル精度で求めること
ができる．
3.2.6 1次元POCに基づくステレオ対応付けの高精度化
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ク評価式 (Peak Evaluation Formula: PEF) を導出する．式 (3.44) の対数をとれば，
次式で示される 2次曲線となる．




で，位置ずれ量 δを求めることができる．最大ピークの位置が n = 0となるように，




2 log(r(−1)) − 4 log(r(0)) + 2 log(r(1))
(3.46)
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図 3.7 1次元POC関数のピークモデルと位置ずれ量の関係：(a) 位置ずれ量がピクセル精
度の場合，(b) 位置ずれ量がサブピクセル精度の場合
• 複数の 1次元信号の利用
これまで，画像 Iにおける基準点 pを中心として抽出した 1次元信号 f(n)と，画像






まず，画像 I の基準点 pの周辺から B 個の 1次元信号 fi(n) (i = 1, 2,…, B) を抽
出する．一方，画像 J の点 q′の周辺の対応する位置からも B個の 1次元信号 gi(n)
(i = 1, 2,…, B)を抽出する．図 3.8に，fi(n)と gi(n)の選び方の一例を示す．このと
き，図 3.8に破線で示した画像領域を探索ウィンドウと呼ぶことにする．
1次元信号 fi(n)と gi(n)の 1次元POC関数を ri(n)と表記するものとする．ただし，





















図 3.8 複数の 1次元信号の利用による 1次元 POC関数の平均化
ここで，wiは，ri(n)に付随する重み係数であり，任意の定数に選ぶことができる．








図 3.9に処理の概要を示す．画像 I における基準点の座標を p = (p1, p2)とし，画像 J
における対応点の座標をq = (q1, q2)とする．平行化されたステレオ画像の対応付けは，対





• 平行化されたステレオ画像ペア Iおよび J








Layer 0: the original image











• 画像 J 上の対応点 q = (q1, q2)
(以下では，垂直座標の値が等しくなるように平行化し，p2 = q2 とする)
処理手順
Step 1
画像 Iおよび Jを，それぞれ 2−l倍だけ縮小することにより，一連の階層画像 Ilおよび
Jl（l = 1, 2,…, lmaxを生成する．
Step 2
最上位階層 lmaxでの基準点 plmax の座標を次式で与える．
plmax = (b2−lmaxp1c, b2−lmaxp2c) (3.49)
最上位階層においては，基準点と対応点が同じ座標を持つと仮定し，qlmax = plmaxとする．
したがって，対応点 qlmax の座標は次式で表される．
qlmax = (q1, q2) = (b2−lmaxp1c, b2−lmaxp2c) (3.50)
次に，l = lmax − 1として Step 3に移る．
Step 3
第 l階層上の基準点 plの座標を次式で与える．
pl = (b2−lp1c, b2−lp2c) (3.51)
次に，第 l階層での対応点 qlの初期値 q′lを次式で与える．
q′l = (2ql−1, b2−lp2c) (3.52)
Step 4
画像 Ilにおいて，中心が plとなるように探索ウィンドウを設定する．同様に，画像 Jl
において，中心が q′l となるように探索ウィンドウを設定する．1次元 POCに基づく対応














q = q0 + (δ, 0) (3.54)




る．走行空間を 3次元復元した座標系を図 3.10，図 3.10における高さ方向の値を図 3.11に
示す．前節において得られた走行空間の 3次元情報は，図 3.10 (a)に示す通り，ステレオ
カメラの一方を基準とした座標系に復元される．このとき，物体の高さを示すYe軸が道路








ある．以下では，走行空間の 3次元点の集合をU とする．つぎに，平面を形成する 3次元
点の集合を V とし，inlierと呼ぶことにする．また，集合 V に含まれない 3次元点の集合
を outlier (外れ値) と呼ぶ．一般にモデルパラメータを推定する際は最小二乗法を用いる
が，図 3.12に示すように，外れ値の影響を考慮しないためパラメータ推定に失敗する場合
がある．そこで，本論文ではロバストなモデル推定法として知られる最小メジアン (Least












図 3.10 道路を基準とした座標系への変換: (a) カメラを基準とした座標系, (b) 道路を基
準とした座標系









• 走行空間の 3次元点の集合 U
出力
• 平面の法線ベクトル vnor
























図 3.11 道路平面の抽出と座標系変換: (a) 原画像, (b) 道路抽出結果, (c) 図 3.10 (a) にお











モデルのため 3個の 3次元点を用い，その 3点が張る平面 Vcntを求める．
Step 2
全集合Uに含まれる全ての 3次元点について，点と平面 Vcnt の距離 d⊥を求める．この
距離 d⊥を評価基準とし，inlierと outlierを分離する．
{
inlier d2⊥ < t
2
d
outlier d2⊥ ≥ t2d





tdの閾値内に入る inlierの割合である．σ2 は d⊥ の標準偏差である．本稿ではβ=0.95(95%)
とする．また，平面の自由度は l=2 であるため，このとき F−12 (β)=5.99となる．
Step 3
Step 2で得られた inlier数 kinを閾値 Tinで評価する．閾値 Tinは，現在の外れ値の割合






ε = 1 − kin/u (3.56)
Ns =
log(1 − p)
log(1 − (1 − ε)3)
(3.57)




Step 1から Step 4をNs < cntとなるまで繰り返し実行する．
Step 6
得られた平面モデルの各候補と全集合 U に含まれる 3次元点群との距離の中央値を求
め，それが最小となる候補を道路平面のモデルとし，このモデルを構成する点群を平面の
集合 V とする．平面の集合 V に対して最小二乗法を適用することにより，法線ベクトル
vnor を推定する．






















ここで，変換前の走行空間の 3次元座標をWe = [Xe, Ye, Ze]T，道路平面を基準とした 3次
元座標をWm = [Xm, Ym, Zm]T として表す．道路平面と Ye軸との交点を te，変換前の各軸






























道路平面を基準とした座標系は，図 3.10 (b)に示すように，(i) Ym軸が法線ベクトル vnor
と平行で，(ii) Zm軸はYm軸とXe軸に直交し，(iii) Xm軸はYm軸とZm 軸に直交するよう
に設定すればよい．道路平面を基準とした座標系の各軸を表すベクトルを vxm , vym , vzm
とすると，以上の関係は以下のように表すことができる．
vym = vnor (3.61)
vzm = vxe × vym (3.62)
vxm = vym × vzm (3.63)




















Wm = RmWe + tm (3.66)























































• 高さ 130cm ∼ 190cm
• 横幅 30cm ∼ 80cm
入力
• 障害物領域の画像座標 lobj
• Disparity map D (図 4.2 (b))
• Width map X (図 4.2 (c))




ここで，lobjは障害物領域の画像座標の行列を格納した集合で lobj = {lo,1,…, lo,Nobj}である．
lobjの i番目の要素を lo,iとし，lo,iは障害物領域の画像座標の行列が格納されている．同様
に，lcnd，および acndは，それぞれ候補領域の画像座標の行列を格納した集合と候補領域
の大きさの行列を格納した集合を表す．それぞれ，lcnd = {lc,1,…, lc,Ncnd}, acnd = {ac,1,…








































図 4.2 障害物領域の 3次元情報: (a) 原画像, (b) disparity map, (c) width map (X軸), (d)






• Disparity map D (図 4.2 (b))
• Width map X (図 4.2 (c))







Step 1: ウィンドウの切り出しと 3次元情報の取得
まず，lo,iを中心に，大きさNsw1 ×Nsw2のウィンドウを開き，ウィンドウの内部に含ま
れる 3次元情報Xsw(n1, n2), Ysw(n1, n2), Zsw(n1, n2), およびDsw(n1, n2)を取得する．ここ
で，Xsw(n1, n2), Ysw(n1, n2), Zsw(n1, n2), Dsw(n1, n2)はそれぞれ走行空間のX軸, Y 軸, Z


















ウィンドウの対称性がない場合 (ret = 0), 参照点 lo,iは不適切な候補と判断し，ここで処
理を終える．ウィンドウの対称性がある場合 (ret = 1) は Step 3 に進む．式 (4.1)は，そ
れぞれの小領域の差分を krs ピクセルのみ許すことを示している．許容誤差 krsはステレオ
対応付け手法の信頼度により定義する．1次元POCによるステレオ対応付け手法は，サブ
ピクセル精度の対応付けを行うことができるが，計測対象までの距離や画像のノイズなど
を考慮し，krs = 1 とする．
Step 3: 基準の算出
まず，視差Dswの主成分DpdwをDswの中央値として，以下の式で求める．
Dpdw = med(Dsw) (4.2)
次に，参照点 lo,iにおける画像上の縦，および横の 1ピクセルが実際のどれだけの長さに
































Ysw(Nsw1, 1) . . . Ysw(Nsw1, Nsw2)
 (4.6)
上式より，参照点 (ui, vi)における各ピクセルの実際の長さは，以下のように算出できる．
Xbase = med(|Xt1 − Xt2|) (4.7)
Ybase = med(|Yt1 − Yt2|) (4.8)
領域の大きさは，日本人の平均身長と平均肩幅から，横幅 50cm×高さ 165cmとする．探
索範囲は横幅 30 ∼ 80cm，高さ 130 ∼ 190cmとする．以上のように定義した領域の大きさ
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Principal disparity 9.31 pixel
Candidate area











Symmetry check (each region)






lo,i を中心に，大きさ bi の領域を開き，領域の内部に含まれる視差 Dcnd(n3, n4) を取
得する．ここで，Dcnd は視差D の部分集合で，インデックスは n3 = 1, · · · , bi(2)，n4 =
1, · · · , bi(1)である．
Step 5: 領域の妥当性の評価
まず，視差Dcndの主成分 (中央値)Dpdcを以下の式で求める．
Dpdc = med(Dcnd) (4.11)
次に，物体の探索ステージの Step 2と同様に，Step 4で生成した領域の内部に含まれ






1 if (|Dpdw − Dpdc| ≤ krs)
∩ (|Ds1 − Ds2| ≤ krs ∪ |Ds2 − Ds3| ≤ krs















Step 5において，ret = 0の場合，検出対象の探索範囲brngの上限を現在の領域の大き
さ biに更新する．ret = 1の場合，検出対象の探索範囲brngの下限を現在の領域の大きさ
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brng(1, 1) + brng(2, 1)
2
,




探索範囲 brngを探索し終わるまで，Step 4 ∼ Step 6の処理を繰り返す．候補領域の大き
さを探索範囲から絞り込むことにより，ほぼ等視差を持つ最大の大きさの候補領域を生成
する．
Step 4 ∼ Step 6の処理により，参照点 lo,iに存在する対象に合わせた大きさの候補領域
を生成することができる．以上までに説明した物体の探索ステージと候補領域の最適化ス




































fu(u, v)2 + fv(u, v)2 (4.14)




fu(u, v) = I(u + 1, v) − I(u − 1, v)
fv(u, v) = I(u, v + 1) − I(u, v − 1)
(4.16)
ここで，勾配方向 θgは unsigned gradientとする．よって θgは 0◦～180◦の値を持つ．






最後に，各セルで作成した勾配方向のヒストグラムに対し，2 × 2セルを 1 ブロック
として正規化を行う．ブロックは，図 4.5 (c)のように 1セルずつ移動させながら作成す
る．入力画像は撮影時の環境によって輝度が異なるため，近隣のセルのヒストグラムと一
緒に正規化することで，局所的な輝度変化にロバストな特徴量になる．i行 j列のセルの
特徴量 (9次元) を Vi,j = [v1, · · · , v9] とすると，k番目のブロックの特徴量 (36次元) は
53
第 4章 歩行者検出アルゴリズム









• 入力画像サイズ: 128 × 64 [pixel]
• セルのサイズ: 8 × 8 [pixel]
• ブロックのサイズ: 2 × 2 [cell]
• 勾配方向 θ: unsigned gradient (0◦～180◦)






















































図 4.6 体の部位の組合せ: (a) 人体の特徴, (b) 部位毎の領域の分割





















Short ~ middle range targets (high resolution)
Long range targets (low resolution)
Head Top Bottom
Head Top Bottom
Right arm Left arm







5-1 5-2 5-34-1 4-2 4-3
7-1 7-2 7-36-1 6-2 6-3
Classifier







































         16 mm focal length
Stereo baseline: 12 cm
Camera: Point Grey Research Inc, 
    SCOR-14SOM-CS,
               8 bits digital resolution,
               bayer color,
               960 x 1280 pixels










て，高さ 15cm 以下の 3次元点群として与える．これは，一般的な縁石や歩道の高さを基




表 5.1 最小二乗法による路面の検出率 [%]
scene 1 scene 2 scene 3 scene 4 scene 5 scene 6 scene 7 scene 8
UR [%] 3.3 29.2 21.0 24.2 0.3 8.8 2.1 34.6
SR [%] 52.9 48.8 56.9 58.0 50.6 55.7 45.7 55.9
表 5.2 最小メジアン推定による路面の検出率 [%]
scene 1 scene 2 scene 3 scene 4 scene 5 scene 6 scene 7 scene 8
UR [%] 2.1 5.0 2.0 3.1 0.5 0.1 1.8 1.4













面検出手法は，表 5.1の結果から未検出率については平均して 15.4 %，余剰検出率につい
ては 53.1 %という結果が得られた．図 5.3の結果からも，最小二乗法は，路面以外の物体
や外れ値 (ステレオ対応付けの失敗) の影響を受けるため，正しく路面を抽出できないこ
とがわかる．一方，最小メジアン推定による路面検出手法は，表 5.2の結果から未検出率
については平均して 2.0 %，余剰検出率については 8.0 %という結果が得られた．未検出率
が最も低かったのは，シーン 6の 0.1 %，逆に最も高かったのはシーン 2の 5.0 % という
結果となった．余剰検出率については，シーン 1 の 5.1 %が最も低く，最も高かったのは
シーン 6 の 13.0 % であった．未検出率が最も低いシーンと余剰検出率が最も高いシーン
が一致していることから，このシーンについては道路として定義する高さの閾値の問題で
あることがわかる．今回，評価に使ったデータの中で特に路面検出が難しいシーンはシー






































の領域をランダムに切り出し，合計 2,436枚のデータを negative training examplesとし
て与える．評価データは，positive dataとして 563人，左右反転を含めて合計 1,126枚，








































scene 1 scene 2 scene 3 scene 4 scene 5 scene 6 scene 7 scene 8
FUL 7,537 7,222 8,816 11,387 7,411 8,114 7,824 9,474
PRG 112 80 100 99 105 120 89 145
5.5 市街地における提案歩行者検出手法の評価
図 5.1に示す車載ステレオカメラを搭載した自動車で市街地を走行し，得られる市街地












学習データは，前節で使用したものとは別に，positive training examplesとして 3,182
人分，negative training examplesとして 3,627枚分のデータを与える．ここで，候補領域
の生成手法と識別手法を以下のように分類する．FUL: 全探索手法，PRG: 提案生成手法，
HOG: Dalalらの手法，PRC: 提案識別手法．評価する対象は，手法 1: FUL + HOG，手








ていたシーンの実験結果を図 5.6–図 5.10に示す．以下では，表 5.3–5.5 の結果のそれぞれ
について詳しく分析，考察する．
全探索手法 (FUL) と提案する候補領域の生成手法 (PRG) の比較を表 5.3に示す．全探
索手法による候補領域の生成数はシーン 4 (図 5.8) が最も多い．これは，シーン 4の道路
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5.5 市街地における提案歩行者検出手法の評価
表 5.4 歩行者の検出率の比較 [%]
scene 1 scene 2 scene 3 scene 4 scene 5 scene 6 scene 7 scene 8
手法 1 (FUL + HOG) 71.7 63.3 94.2 79.6 93.3 94.9 64.3 88.2
手法 2 (FUL + PRC) 95.0 66.7 95.7 90.7 100 100 82.1 73.5
手法 3 (PRG + HOG) 83.3 33.3 75.0 68.9 73.3 78.9 75.6 85.6
手法 4 (PRG + PRC) 85.0 56.7 75.4 74.1 75.0 94.9 80.4 85.3
表 5.5 歩行者の誤検出数の比較
scene 1 scene 2 scene 3 scene 4 scene 5 scene 6 scene 7 scene 8
手法 1 (FUL + HOG) 11.0 13.6 13.1 35.8 14.8 16.3 11.2 36.3
手法 2 (FUL + PRC) 16.5 26.1 28.3 53.0 28.4 34.7 29.5 52.8
手法 3 (PRG + HOG) 3.2 5.0 2.2 3.3 2.0 1.2 1.5 1.9
手法 4 (PRG + PRC) 6.0 6.5 2.9 4.6 1.7 2.4 2.9 4.5
領域が複雑なテクスチャを持っていたため，道路領域からも候補領域を生成したためであ
る．その他のシーンにおいては，ほぼ同程度の数の候補領域を生成している．一方，提案






歩行者の検出率の比較を表 5.4に示す．表 5.4より，検出率は手法 1から手法 4のすべ













手法 1 (FUL + HOG) 手法 2 (FUL + PRC) 手法 3 (PRG + HOG) 手法 4 (PRG + PRC)
候補領域の数 8,473 106
検出率 [%] 81.8 90.0 73.1 78.6
誤検出数 19.0 33.7 2.5 3.9
誤検出数の比較を表 5.5に示す．候補領域の生成手法で比較すると，全探索手法を用い
た手法 1と手法 2は，シーン 1 (図 5.6) の誤検出数が最も少ない．これは，シーン 1は道路
領域が多く，走行空間上に物体が少ないことが理由である．誤検出数が多いシーンはシー






た特徴を持つことがわかる (表 5.6)．まず，候補領域の生成数は，全探索手法が 8473個に



















































処理 実行時間 [sec] 備考
ステレオ対応付け (POC) 9.1200 33,540点，C言語




部位別識別 (SVM: linear kernel) 15.81710 22個 (直列)，C言語
組合せの評価 (SVM: RBF kernel) 0.01320 C言語
Total 28.43115









図 5.6 歩行者検出結果の比較: scene 1 (a) 原画像, (b) 手法 1 (FUL + HOG), (c) 手法 2






図 5.7 歩行者検出結果の比較: scene 2 (a) 原画像, (b) 手法 1 (FUL + HOG), (c) 手法 2






図 5.8 歩行者検出結果の比較: scene 4 (a) 原画像, (b) 手法 1 (FUL + HOG), (c) 手法 2






図 5.9 歩行者検出結果の比較: scene 6 (a) 原画像, (b) 手法 1 (FUL + HOG), (c) 手法 2






図 5.10 歩行者検出結果の比較: scene 8 (a) 原画像, (b) 手法 1 (FUL + HOG), (c) 手法 2











図 5.11 提案する高度運転システムの評価: scene 1 (青領域: 走行可能領域 (路面), 赤領域:


































































第 4章では，提案する歩行者検出アルゴリズムについて述べた．まず，走行空間の 3 次
元情報を利用した歩行者の候補領域の生成手法について述べた．次に，姿勢変化および部
分的なオクルージョンに対応した候補領域の識別手法について述べた．
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