Abstract. We study a class of second-order elliptic equations of divergence form, with discontinuous coefficients and data, which models the conductivity problem in composite materials. We establish optimal gradient estimates by showing the explicit dependence of the elliptic coefficients and the distance between interfacial boundaries of inclusions. The novelty of these estimates is that they unify the known results in the literature and answer open problem (b ) proposed by Li-Vogelius (2000) for the isotropic conductivity problem. We also obtain more interesting higher-order derivative estimates, which answers open problem (c ) of Li-Vogelius (2000). It is worth pointing out that the equations under consideration in this paper are nonhomogeneous.
Introduction and main results
In this paper, we establish optimal gradient and higher derivative estimates for solutions of the isotropic conductivity problem. The problem is modeled by a class of divergence form second-order elliptic equations with discontinuous coefficients and data L ε;r1,r2 u : a(x) = k 1 χ B1 + k 2 χ B2 + χ B0 , k 1 , k 2 , r 1 , r 2 ∈ (0, ∞) are constants, B 1 := B r1 (ε/2 + r 1 , 0), B 2 := B r2 (−ε/2 − r 2 , 0), B 0 = R 2 \ (B 1 ∪ B 2 ), and χ is the indicator function. Here D models the cross-section of a fiber-reinforced composite, with the disks B 1 and B 2 representing the cross-sections of the fibers; the remaining subdomain representing the matrix surrounding the fibers. The gradient of the potential u represents the electric field in the conductivity problem or the stress in anti-plane elasticity problem. Moreover, a(x) is the conductivity (for the conductivity problem) or the shear modulus (for the anti-plane shear problem), which is a constant on the fibers, and a different constant on the matrix. The constant ε is used to denote the distance between B 1 and B 2 . See Figure 1 . It is important from a practical point of view to know whether |Du| can be arbitrarily large as the inclusions get closer to each other. It is also of interest to establish similar estimates for higher-order norms of solutions. The purpose of this paper is to investigate the explicit dependence of |D m u| (m ≥ 1) on ε, k 1 , k 2 , r 1 , and r 2 . In [7] , Babuska, Andersson, Smith, and Levin numerically analyzed the initiation and growth of damage in composite materials, in which the inclusions are frequently Date: January 10, 2018. spaced very closely and even touching. There have been many important work on the gradient estimates for solutions of elliptic equations and systems arising from composite materials. See, for instance, [10, 13, 15, 19, 20, 21] and the references therein.
For two touching disks in 2D with k 1 = k 2 = k away from 0 and ∞, Bonnetier and Vogelius [13] proved that |Du| remains bounded, with an upper bound depending on the value of k. Li and Vogelius [21] extended the result to general divergence form second-order elliptic equations with piecewise Hölder continuous coefficients in all dimensions, and they proved that |Du| remains bounded as ε ց 0. Actually they established stronger, ε-independent, piecewise C 1,α estimates for solutions. This extension covers inclusions of arbitrary smooth shape. Later Li-Nirenberg [20] further extended these results to general divergence form second-order elliptic systems including systems of elasticity. The estimates in [20] and [21] all depend on the ellipticity of the coefficients. In [21, Page 94 ], Li and Vogelius proposed several interesting questions including the following two: (b ): How does the constant in the estimates depend on the ellipticity constants? (c ): Do similar estimates hold for higher order norms of the solution, assuming of course all the data are appropriately smooth?
On the other hand, if the ellipticity constants are allowed to partially deteriorate, the situation is very different. The perfect conductivity problem with two inclusions can be described as follows
Formally, the system (1.2) above can be obtained from (1.1) by setting f i = 0 and passing to the limit as k 1 , k 2 ր ∞. In contrast to the case when k 1 and k 2 are finite and bounded below from zero, it was shown in [14] and [23] that the gradient of solutions may blow up as two inclusions approach each other with the blow-up rate ε −1/2 for a special solution in the 2D case. Rigorous proofs were later carried out by Ammari, Kang, and Lim [4] , and Ammari, Kang, Lim, Lee, and Lee [5] for the case of circular inclusions. Since then, the problem has been studied by many mathematician. It has been proved that for the two close-to-touching inclusions case the generic rate of |Du| blow-up is ε −1/2 in two dimensions, |ε log ε| −1 in three dimensions, and ε −1 in dimensions greater than three. See Yun [24, 25] , Bao, Li, and Yin [8] , as well as Lim and Yun [22] , and Ammari, Bonnetier, Triki, and Vogelius [2] . We also mention that more detailed characterizations of the singular behavior of |Du| have been obtained by Ammari, Ciraolo, Kang, Lee, and Yun [3] , Ammari, Kang, Lee, Lim, and Zribi [6] , Bonnetier and Triki [11, 12] and Kang, Lim, and Yun [17, 18] .
Similar to the perfect conductivity problem, the insulated conductivity problem can also be derived from (1.1) by passing to the limit as k 1 , k 2 ց 0, which can be considered as the complementary problem to the perfect case. The corresponding system is then given by
As in the perfect case, the gradient of solutions to (1.3) generally blows up as the distance between the inclusions goes to zero. In 2D, the authors of [4, 5] obtained the optimal bound for circular inclusions with comparable radii and the blow-up rate is ε −1/2 . The proof uses harmonic conjugators to convert the insulated case to the perfect case, which no longer works when d ≥ 3. For the higher dimensional case, Bao, Li, and Yin [9] established upper bound ε −1/2 by using a flipping technique and a variant of Li-Nirenberg's result. We point out that in all these papers, the equation is assumed to be homogeneous, i.e., f i ≡ 0, i = 1, 2.
The main purpose of this paper is to give a uniform expression for these three situations. The key strategy is to construct a Green's function for the elliptic operator L ε;r1,r2 with piecewise constant coefficients in order to express the solution explicitly. We then establish unified gradient estimates for the solutions of (1.1), which involve a precise dependence on k 1 , k 2 , r 1 , r 2 , and ε. This answers the open problem (b ) proposed by in the case of circular inclusions. Furthermore, regarding the open problem (c ), we obtain an upper bound for higher derivatives, which extends the results of Li-Vogelius [21] and , where the case when ε = 0 was studied.
Let k 0 = 1,
To illustrate the main ideas of the proof, we first assume that r 1 = r 2 = 1 and show the dependence of |Du| and |D m u| with respect to k 1 , k 2 , and ε. The general case is treated in Theorem 1.5.
In the first theorem below, we consider a weak solution to (1.1) in a neighborhood of the origin, which may not entirely contain the balls B 1 and B 2 . Theorem 1.1. Let ε ∈ (0, 1/2) and γ ∈ (0, 1) be constants. Assume that u is a weak solution of (1.1) in B 1 := B 1 (0) with r 1 = r 2 = 1 and f is piecewise C γ in B 1 , which satisfy for some constant C 1 > 0,
Then we have 5) where C > 0 is a constant depending only on γ. Furthermore, for any integer m ≥ 2, if f is piecewise C m−1,γ in B 1 , and for some constant C m > 0,
then we have
where C > 0 is a constant depending only on m and γ.
In the next theorem, we obtain more precise estimates in B 1 and B 2 by assuming that u satisfies (1.1) in a domain which contains both B 1 and B 2 . Theorem 1.2. Let ε ∈ (0, 1/2) and γ ∈ (0, 1) be constants. Assume that
u is a weak solution of (1.1) in D with r 1 = r 2 = 1, and f is piecewise C γ in D, which satisfy for some constant
Then we have 9) where C > 0 is a constant depending only on γ, D 1 , D 2 , and D. Furthermore, for any integer m ≥ 2, if f is piecewise C m−1,γ in D, and for some constant C m > 0,
then we have 11) where C > 0 is a constant depending only on m, γ, D 1 , D 2 , and D.
In the case of circular inclusions, the estimates (1.5) and (1.9) unify the known results in the literature:
(1) boundedness of |Du| for finite k 1 and k 2 regardless of the distance ε obtained in [13, 20, 21] ; (2) blow-up of |Du| with rate of 1/ √ ε for k 1 = k 2 = +∞ established in [3, 4, 5, 8, 24, 25] ; (3) blow-up of |Du| with rate of 1/ √ ε for k 1 = k 2 = 0 established [4, 5] . This is the first main contribution of this paper. It is worth pointing out that the estimate in D ∩ B 0 of (1.9) was achieved by using a completely different method, single layer potential method, in [4, 5, 8, 24, 25] . Compared to the references mentioned above, we also consider more general non-homogeneous equations. The second main contribution of our paper is the higher-order derivative estimates (1.7) and (1.11) , extending the results of Li-Vogelius [21] and more recent work of DongZhang [16] , where the boundedness of the higher derivatives was proved when two balls are assumed to touch each other at the origin. This in particular answers in the affirmative the conjecture in Li-Vogelius [21, Remark 8.2, pp 137] :
"We do feel, however, that for 0 < a 0 < 1 (as is the case here) the smoothness exhibited by u 0 makes it quite likely that the u ε have piecewise defined, uniformly bounded derivatives of any order..." Here u 0 stands for the solution when ε = 0, i.e., the two balls touch each other. Remark 1.3. The following example gives a lower bound of the gradient, which shows that (1.5) is optimal when k 1 , k 2 ≥ 1. Choose f 1 to be a nonnegative function supported in B 1/10 (−3, 0) which is a even function in x 2 with unit integral, and f 2 ≡ 0. Assume that u is a weak solution to (1.1) with f defined above and
for some constant C > 0 independent of ε, k 1 , and k 2 . See Section 3.2 for more details. For the special case when k 1 = k 2 = k, we can rewrite (1.5) and (1.12) as follows to get more transparent dependence of |Du| on k and ε: when k ≫ 1,
Remark 1.4. When B 1 ∪ B 2 ⊂ D and ε is fixed small, it is easy to see from (1.9) that as k 1 , k 2 → ∞, α, β → 1. Therefore, we not only have the blow-up rate 1/ √ ε in the narrow region D ∩ B 0 , but also show that the upper bounds in B 1 and B 2 tend to zero as k 1 , k 2 → ∞, which are consistent with the condition in [8] that
Finally we give the following theorem for the general case that r 1 and r 2 are not necessarily equal to 1. Theorem 1.5. Let ε ∈ (0, 1/2), γ ∈ (0, 1) be constants and ε ≪ r 1 , r 2 < 10. Under the assumptions of Theorem 1.2, we have, for any integer m ≥ 1,
where C > 0 is a constant depending only on m, γ, D 1 , D 2 , and D.
The remaining part of the paper is organized as follows. Section 2 is devoted to the construction of a Green's function of the operator L ε;r1,r2 by using the inversion maps Φ 1 and Φ 2 with respect to the circles ∂B 1 and ∂B 2 . In Section 3 we first derive the derivative estimates of the maps Φ 1 Φ 2 and Φ 2 Φ 1 , as well as their compositions. We then prove our main results, Theorems 1.1 and 1.2. Finally, Theorem 1.5 is proved in Section 4.
Construction of a Green's function
In this section, we construct a Green's function of the operator L ε;r1,r2 by adapting an idea in [21] . It is well known that
For simplicity of exposition, we write ∆ log |x − y| = δ(x − y). In order to illustrate the main ideas, we assume that r 1 = r 2 = 1. The general case is similar. See Section 4. We use L to denote the operator L ε;1,1 . Define the inversion maps of a point x ∈ R 2 with respect to ∂B 1 = ∂B 1 (1+ε/2, 0) and ∂B 2 = ∂B 1 (−1 − ε/2, 0), respectively, by
, .
It is clear that α, β ∈ (−1, 1). We define an auxiliary function G(x, y) as follows.
(1) When y ∈ B 0 , G(x, y) equals
Remark 2.1. We note that in the above definition of G, for the case y ∈ B 1 (or y ∈ B 2 ), the point (1 + ε/2, 0) (or (0, −1 − ε 2 ), respectively) is excluded, because Φ 1 (or Φ 2 ) has a singularity at (1 + ε/2, 0) (or (0, −1 − ε 2 ), respectively). All the other terms appearing in the summations are regular. Lemma 2.2. Let G(x, y) be defined above. Then we have
Moreover, G(x, y) and a(x)D ν G(x, y) are continuous across ∂B 1 ∪ ∂B 2 , where ν is the unit norm vector field of ∂(B 1 ∪ B 2 )
Proof. We first consider the case when y ∈ B 0 . When
In the same way, we can show that G(x, y) is harmonic in B 2 as well. When x ∈ B 0 , each term in the expression of G(x, y), with the exception of log |x − y|, is harmonic in B 0 by the same argument. Hence, when x ∈ B 0 , ∆ x G(x, y) = δ(x − y). Recall that, as we mention at the beginning of this section, we write ∆ x log |x − y| = δ(x − y).
It remains to verify the continuity of G(x, y) and a(x)D ν G(x, y) across the two circles ∂B 1 and ∂B 2 . We only present the calculations corresponding to the case ∂B 1 because the other case is similar. Using the simple fact that
we have, for any y ∈ B 0 ,
where we used 1 − α = 2/(k 1 + 1) in the last equality. Next, we check the continuity of a(x)D ν G(x, y) on ∂B 1 . Notice that for any differentiable function f ,
Therefore, for any y ∈ B 0 ,
, where we used 1 + α = 2k 1 /(k 1 + 1) in the last but one equality. For the case when y ∈ B 1 , the singularity appears in
. Therefore, G(x, y) is harmonic in B 0 . In the same way, G(x, y) is harmonic in B 2 as well. When x ∈ B 1 \ {(1 + ε/2, 0)}, each term in the expression of G(x, y), with the exception of the term
Now we verify the continuity of G(x, y) and a(x)D ν G(x, y) across the circle ∂B 1 . The proof of the continuity across ∂B 2 is similar. For x ∈ ∂B 1 , using (2.2) again, we have, for any y ∈ B 1 ,
Next, we check the continuity of a(x)D ν G(x, y) on ∂B 1 . In view of (2.3) again, for any y ∈ B 1 ,
where we used 1 + α = 2k 1 /(k 1 + 1) in the last but one equality. The case when y ∈ B 2 is similar, and thus omitted. The proof is finished.
With Lemma 2.2, we are ready to construct a Green's function G(x, y) of the operator L. Define
When defining G, (1 + ε/2, 0) and (−1 − ε/2, 0) are removed, since Φ 1 and Φ 2 have singularity at these points. Nevertheless, in the following proposition we prove that for fixed y, G(x, y) is well-defined in R 2 \ {y}. In particular, lim x→(1+ε/2,0)
G(x, y) or lim
exists when y = (1 + ε/2, 0) (or y = (−1 − ε/2, 0), respectively).
Proof. From Lemma 2.2, G(x, y) satisfies the compatibility conditions. Thus by linearity, G(x, y) satisfies the compatibility conditions as well. It remains to prove
For y ∈ B 0 , this is proved in Lemma 2.2. It remains to treat the case when y ∈ B 1 ∪ B 2 . We only consider the case when y ∈ B 1 because the case when y ∈ B 2 is similar. As we mentioned in Remark 2.1, Φ 1 has a singularity at (1 + ε/2, 0). By the definition of Φ 1 , (2.1), we have, for fixed y = (1 + ε/2, 0), when x is near (1 + ε/2, 0), log |Φ 1 (x) − y| ∼ − log |x − (1 + ε/2, 0)|, which implies that
Moreover, the singular part in k 1 G(x, (1 + ε/2, 0)) behaves like
Therefore, G(x, y) is bounded around (1 + ε/2, 0). This yields that (1 + ε/2, 0) is a removable singularity of G(·, y) for y = (1 + ε/2, 0), so that
When y = (1 + ε/2, 0), it suffices to consider x ∈ B 1 . Note that log |Φ 1 (x) − y| = − log |x − y| and G(x, y)
Thus, by the definition of G(x, y), k 1 G(x, y)−log |x−y| is harmonic in B 1 . Therefore, G(x, y) is well defined and
The proof is finished.
Derivative estimates
In order to establish the derivative estimates for solutions of (1.1), we first derive derivative estimates of the maps Φ 1 Φ 2 , Φ 2 Φ 1 , and their compositions.
Lemma 3.1. For any integers l ≥ 0 and m ≥ 1,
and
where C depends only on m.
Proof. We identify a point x = (x 1 , x 2 ) ∈ R 2 with a complex number z = x 1 +ix 2 ∈ C. For convenience, here we take a = 1+ε/2. With respect to the complex variable,
Thus,
.
Using a translation and dilation of coordinates
To find an expression of (Φ 2 Φ 1 ) l , we consider the fixed points of Φ 2 Φ 1 . Notice that Φ 2 Φ 1 has two fixed points, the one in B 1 given by
and the one in B 2 given by
Clearly, for z ∈ B 2 ,
which implies that for any z = λ 2 ,
and thus
By iteration, we have for any z = λ 2 and l ≥ 0,
. (3.3) Note that the identity above also holds when z = λ 2 . Next, we differentiate (3.3) with respect to z. For m = 1,
2 ∼ − √ ε and, for z ∈ B 2 (in the new coordinates),
it follows that
Thus, we obtain for l ≥ 0,
For higher-order derivatives, from (3.4), we have for m ≥ 2,
For z ∈ B 2 , using (3.5) and the simple inequality
Thus, (3.1) is proved. Similarly, write
By a translation and dilation of coordinates
The map Φ 1 Φ 2 also has two fixed points, the one in B 1 given bỹ
and the one in B 2 given bỹ
In the same way,
. (3.7)
1 ∼ √ ε and for z ∈ B 1 (in the new coordinates),
Thus, for l ≥ 0,
we obtain
. This completes the proof of the lemma.
In the next lemma, we show a Schauder estimate for the elliptic equation (1.1) with piecewise constant coefficient in the upper and lower half balls. We allow the coefficient to be partially degenerate and we give an explicit dependence of the constant in the estimate with respect to the coefficient. 
, where C is a constant depending only on d and m.
Proof. We define v(x 1 , x 2 ) = u(−x 1 , x 2 ) on B with the boundary conditions
When k ∈ (0, 1), the boundary conditions can be written as
In both cases, the boundary conditions are complementing boundary conditions introduced in [1] with uniformly bounded (constant) coefficients. Therefore, the desired estimate follows immediately from the classical regularity theory for elliptic systems. See, for instance, [1] .
3.1. Proof of Theorem 1.1. With the help of Green's function constructed in Section 2, and Lemmas 3.1 and 3.2, we are in the position to consider the nonhomogeneous equation (1.1) in B 1 .
Proof of Theorem 1.1. By dividing u and f by C 1 , without loss of generality, we may assume that C 1 = 1. We take a cutoff function η ∈ C ∞ 0 (B 1 ) such that η = 1 in B 1/2 . Let v = uη, which satisfies (1.4) and Lemma 3.2 with a conformal map, we infer thatf 1 ,f 2 , andf 3 are compactly supported in B 1 , piecewise C γ , and 10) which is a solution to (3.8) in R 2 . Claim: We have v =ũ + C 0 for some constant C 0 . Assuming for the moment that the claim above is proved, it suffices for us to estimateũ in B 1/2 .
Gradient estimates. To estimateũ, we define for j = 0, 1, 2,
Since log |x − y| is the fundamental solution of the Laplace equation in R 2 , h j and
Becausef i is piecewise C γ and the interfaces ∂B 1 and ∂B 2 are smooth, using Lemma 3.2 we see that for j = 1, 2, h j and g j are piecewise C 1,γ . Moreover, due to (3.9) , (3.13) Using Lemma 2.1 in [16] and the same argument for g as in the proof of Theorem 4.12 there, we see that h 0 and g 0 are also piecewise C 1,γ , and (3.14) Estimates in B 0 ∩ B 1/2 : First we consider the narrow region between B 1 and B 2 . For x ∈ B 0 ∩ B 1/2 , by the definition of G(x, y), we have
and DΦ 2 L ∞ (B0) are bounded by 1. For x ∈ B 0 ∩ B 1/2 , Φ 2 Φ 1 (x) and Φ 2 (x) are both in B 2 . Using the chain rule and (3.15), we have
which, thanks to Lemma 3.1 and (3.13) , is bounded by
Similarly, by the definition of G(x, y),
Since for x ∈ B 0 ∩ B 1/2 , (Φ 1 Φ 2 )(x) and Φ 1 (x), l ≥ 1 are both in B 1 , using Lemma 3.1 and (3.13) ,
using the same argument as above, from Lemma 3.1 and (3.14) , we have
The estimate of w 3 is also similar by using (3.12) , (3.13), and (3.14) . Therefore, recallingũ = −w 1 − w 2 − w 0 + w 3 , we have, for (3.16) Estimates in B 1 ∩ B 1/2 : In this case, we have (Φ 1 Φ 2 )(x) ∈ B 1 and Φ 2 (x) ∈ B 2 . By the definition (3.10) and the same argument as in the case x ∈ B 0 ∩ B 1/2 , we have
Thus, using Lemma 3.1 and (3.13) ,
Therefore, we have (3.16) 
In this case, we have (Φ 2 Φ 1 )(x) ∈ B 2 and Φ 1 (x) ∈ B 1 . By exactly the same argument as in the case x ∈ B 1 ∩ B 1/2 , we get (3.16) . Hence, estimate (1.5) is proved.
Higher derivative estimates. As before, we may assume that C m = 1. By Lemma 3.2 and (1.6),f i are piecewise C m−1,γ , and
where the summation is over all positive integer solutions of the Diophantine equation s 1 + 2s 2 + · · · + ns n = m and s := s 1 + s 2 + · · · + s n . Using (3.6), we obtain
where C > 0 is a constant depending only on m. Therefore, for instance in B 0 ∩B 1/2 , using (3.15) and (3.17) ,
In the same way, we bound |D m w 0 |, |D m w 2 |, and |D m w 3 | in all the three regions, then for |D mũ |. Therefore, we obtain the upper bound (1.7) for higher-order derivatives |D mũ |. Proof of the claim. We consider the growth property ofũ as x → ∞. First we estimate w 1 . From the definition of h 1 in (3.11) and the fact thatf i ∈ C α (B 1 ), we have |h 1 (x)| ≤ C/(1 + |x|). It then follows from (3.15) that w 1 L∞(R 2 ) ≤ C for some constant C depending only on k 1 , k 2 , and ε. Similarly, we have
On the other hand, from (3.12), we have |g j (x)| ≤ C log(|x| + e), which gives that |w 3 (x)| ≤ C log(|x| + e). Therefore, |ũ(x)| ≤ C log(|x| + e), and because of the boundedness of v, |ũ(x) − v(x)| ≤ C log(|x| + e). (3.18) Sinceũ − v satisfies the homogeneous equation D i (aD i (ũ − v)) = 0, by the De Giorgi-Nash-Moser estimate, for any R > 0, we have for some α 0 ∈ (0, 1),
which goes to zero as R → ∞ thanks to (3.18) . The claim is proved. The proof of Theorem 1.1 is completed. D y1 log |x − y|f 1 (y) dy.
As in the proof of Theorem 1.1, in B 0 ∩ B 1/2 , by using (3.21) we have
which yield (3.16) . While in B 1 ∩ B 1/2 , we have
Similarly, in B 2 ∩ B 1/2 ,
The theorem is proved.
Proof of Theorem 1.5
For general r 1 and r 2 , the inversion maps with respect to ∂B 1 and ∂B 2 in the complex variable are given by Φ 1 (z) := r (z − (r 1 + ε/2)) (r 1 + r 2 + ε)z − (r 1 + ε/2)(r 1 + r 2 + ε) + r 2 1 − (r 2 + ε/2).
Using a translation and dilation of coordinates (r 1 + r 2 + ε)z − (r 1 + ε/2)(r 1 + r 2 + ε) + r 2 1 → z and (r 1 + r 2 + ε)(Φ 2 Φ 1 )(z) − (r 1 + ε/2)(r 1 + r 2 + ε) + r Similarly, we can bound D(Φ 1 Φ 2 ) as well as the higher derivatives of Φ 1 Φ 2 and Φ 2 Φ 1 . Thus we obtain a generalization of Lemma 3.1, which shows the dependence of r 1 and r 2 . 
