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WEAK ORDERS ON SYMMETRIC GROUPS AND POSETS OF
SUPPORT τ-TILTING MODULES
RYOICHI KASE
Abstract. We give a necessary and sufficient condition for that the support τ -tilting poset
of a finite dimensional algebra Λ is isomorphic to the poset of symmetric group Sn+1 with
weak order. Moreover we show that there are infinitely many finite dimensional algebras
whose support τ -tilting posets are isomorphic to Sn+1.
1. Introduction
The notion of tilting modules was introduced in [BrB]. It is known that they control
derived equivalence [H]. Therefore to obtain many tilting modules is an important problem in
representation theory of finite dimensional algebras. Tilting mutation given by Riedtmann-
Schofield [RS] is an approach to this problem. It is an operation which gives a new tilting
module from given one by replacing an indecomposable direct summand. However tilting
mutation is not always possible depending on a choice of an indecomposable direct summand.
Adachi-Iyama-Reiten introduced the notion of support τ -tilting modules as a general-
ization of tilting modules [AIR]. They give a mutation of support τ -tilting modules and
complemented that of tilting modules. i.e. the support τ -tilting mutation has following nice
properties:
• Support τ -tilting mutation is always possible.
• There is a partial order on the set of (isomorphism classes of) basic support τ -tilting
modules such that its Hasse quiver realizes the support τ -tilting mutation. (An
analogue of Happel-Unger’s result [HU] for tilting modules.)
Moreover they showed deep connections between τ -tilting theory, silting theory, torsion
theory and cluster tilting theory.
Then for several classes of algebras, support τ -tilting posets are calculated. One interesting
example is a preprojective algebra of Dynkin type. Preprojective algebras play an important
role in representation theory of algebras and Lie theory. Mizuno shows the following result.
Theorem 1.1. [M, Theorem 2.30] Let Λ be a preprojective algebra of Dynkin type. Then
the support τ -tilting poset of Λ is isomorphic to corresponding Weyl group with weak order.
In particular, the support τ -tilting poset of preprojective algebra of type A is realized by
the symmetric group with weak order. Such an algebra is not only preprojective algebra of
type A. Iyama-Zhang shows that support τ -tilting poset of the Auslander algebra of the
truncated polynomial ring is also isomorphic to the symmetric group with weak order [IZ].
In this paper we classify such algebras.
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Notation. Throughout this paper, let Λ = kQ/I be a basic finite dimensional algebra over
an algebraically closed field k, where Q is a finite quiver and I is an admissible ideal of kQ.
We denote by Q0 the set of vertices of Q and Q1 the set of arrows of Q. We set Q
◦ the
quiver obtained from Q by deleting all loops.
1. For arrows α : a0 → a1 and β : b0 → b1 of Q, we mean by αβ the path a0
α
−→ a1
β
−→ b1 if
a1 = b0, otherwise 0 in kQ.
2. We denote by modΛ (proj Λ) the category of finitely generated (projective) right Λ-
modules.
3. By a module, we always mean a finitely generated right module.
4. For a poset P and a, b ∈ P, we denote by H(P) the Hasse quiver of P and put [a, b] :=
{x ∈ P | a ≤ x ≤ b}. We denote by dp(a) the set of direct predecessor of a in H(P) and
by ds(a) the set of direct successor of a in H(P). We say that P is n-regular provided
dp(a) + ds(a) = n holds for any element a ∈ P. We call a subposet P′ of P a full subposet
if the inclusion P′ ⊂ P induces a quiver inclusion from H(P′) to H(P). By definition if P′
is a full subposet of P, then H(P′) is a full subquiver of H(P).
2. Preliminary
In this section, we recall the definitions and their basic properties of support τ -tilting
modules, silting complexes and the weak order on Symmetric groups.
2.1. Support τ-tilting modules. For a module M , we denote by |M | the number of non-
isomorphic indecomposable direct summands of M . The Auslander-Reiten translation is
denoted by τ . (Refer to [ASS, ARS] for definition and properties.)
Let us recall the definition of support τ -tilting modules.
Definition 2.1. Let M be a Λ-module and P a projective Λ-module.
(1) We say that M is τ -rigid if it satisfies HomΛ(M, τM) = 0.
(2) A pair (M,P ) is said to be τ -rigid if M is τ -rigid and HomΛ(P,M) = 0.
(3) A support τ -tilting pair (M,P ) is defined to be a τ -rigid pair with |M |+ |P | = |Λ|.
(4) We call M a support τ -tilting module if there exists a projective module P such that
(M,P ) is a support τ -tilting pair. The set of isomorphism classes of basic support
τ -tilting modules of Λ is denoted by sτ -tiltΛ.
We denote by ei the primitive idempotent corresponding to a vertex i of Q. For a module
M , we define a subset of Q0 by
Supp(M) := {i ∈ Q0 | Mei 6= 0}.
If (M, eΛ) is a support τ -tilting pair for some idempotent e, then Supp(M) coincides with
the set of vertices i satisfying eei = 0.
Proposition 2.2. [AIR, Proposition 2.3] Let M be a support τ -tilting module. If (M,P ) and
(M,P ′) are support τ -tilting pairs, then addP = addP ′ = add eΛ, where e =
∑
i∈Q0\Supp(M)
ei.
Proposition 2.3. [AIR, Proposition 1.3, Lemma 2.1] The following hold.
(1) A τ -rigid pair (M,P ) satisfies the inequality |M |+ |P | ≤ |Λ|.
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(2) Let J be an ideal of Λ. Let M and N be (Λ/J)-modules . If HomΛ(M, τN) = 0, then
HomΛ/I(M, τΛ/JN) = 0. Moreover, if J = (e) is an two-sided ideal generated by an
idempotent e, then the converse holds.
Denote by FacM the category of factor modules of finite direct sums of copies of M .
Definition-Theorem 2.4. [AIR, Lemma 2.25] For support τ -tilting modules M and M ′,
we write M ≥ M ′ if FacM ⊇ FacM ′. Then one has the following equivalent conditions:
(1) M ≥M ′.
(2) HomΛ(M
′, τM) = 0 and Supp(M) ⊇ Supp(M ′).
Moreover, ≥ gives a partial order on sτ -tiltΛ.
Let (N,R) be a pair of a module N and a projective module R.
We say that (N,R) is basic if so are N and R. A direct summand (N ′, R′) of (N,R) is
also a pair of a module N ′ and a projective module R′ which are direct summands of N and
R, respectively.
A pair (N,R) is said to be almost complete support τ -tilting provided it is a τ -rigid pair
with |N |+ |R| = |Λ| − 1.
Theorem 2.5. (1) [AIR, Theorem 2.18] Every basic almost complete support τ -tilting pair
is a direct summand of exactly two basic support τ -tilting pairs.
(2) [AIR, Corollary 2.34] Let (M,P ) and (M ′, P ′) be basic support τ -tilting pairs. Then M
and M ′ are connected by an arrow of H(sτ -tiltΛ) if and only if (M,P ) and (M ′, P ′)
have a common basic almost complete support τ -tilting pair as a direct summand. In
particular, sτ -tiltΛ is |Λ|-regular.
(3) [AIR, Corollary 2.38] If H(sτ -tiltΛ) has a finite connected component C, then C =
H(sτ -tiltΛ).
For a basic τ -rigid pair (N,R), we define
sτ -tiltN⊕R− Λ := {M ∈ sτ -tiltΛ | N ∈ addM, HomΛ(R,M) = 0},
equivalently, which consists of all support τ -tilting pairs having (N,R) as a direct summand.
For simplicity, we omit 0 if N = 0 or R = 0.
Given an idempotent e = ei1 + · · · + eiℓ of Λ so that R = eΛ, we see that M be-
longs to sτ -tiltR− Λ if and only if it is a basic support τ -tilting module with Supp(M) =
Q0 \ {i1, . . . , iℓ}. Hence, by Proposition 2.3 this leads to a poset isomorphism sτ -tiltR− Λ ≃
sτ -tiltΛ/(e). More generally, we have following reduction theorem.
Theorem 2.6. [J] Let (N,R) be a basic τ -rigid pair and let T be the Bongartz completion of
(N,R). If we set Γ := EndΛ(T )/(e), then |Γ| = |Λ|−|N |−|R| and sτ -tiltN⊕R−(Λ) ≃ sτ -tilt(Γ),
where e is the idempotent corresponding to the projective EndΛ(T )-module HomΛ(T,N).
Theorem 2.6 implies that for an idempotent e ∈ Λ, we have a poset isomorphism sτ -tilteΛ Λ ≃
sτ -tiltΛ/(e).
2.2. Silting complexes. We denote by Kb(proj Λ) the bounded homotopy category of
proj Λ.
A complex T = [· · · → T i → T i+1 → · · · ] in Kb(proj Λ) is said to be two-term provided
T i = 0 unless i = 0,−1.
4 RYOICHI KASE
We recall the definition of silting complexes.
Definition 2.7. Let T be a complex in Kb(proj Λ).
(1) We say that T is presilting if HomKb(proj Λ)(T, T [i]) = 0 for any positive integer i.
(2) A silting complex is defined to be presilting and generate Kb(proj Λ) by taking direct
summands, mapping cones and shifts.
We denote by siltΛ (2siltΛ) the set of isomorphism classes of basic (two-term) silting com-
plexes in Kb(proj Λ).
We give an easy property of (pre)silting complexes.
Lemma 2.8. [AI, Lemma 2.25] Let M be a τ -rigid module and P1
d
→ P0 → M → 0 a
minimal projective presentation of M . Then addP1 ∩ addP0 = {0}.
Remark 2.9. Let [P1
d
→ P0] ∈ 2siltΛ. By Theorem 2.11 and Lemma 2.8, we may assume
that addP1 ∩ addP0 = {0}.
The set siltΛ also has poset structure as follows.
Definition-Theorem 2.10. [AI, Theorem 2.11] For silting complexes T and T ′ of Kb(proj Λ),
we write T ≥ T ′ if HomKb(proj Λ)(T, T
′[i]) = 0 for every positive integer i. Then the relation
≥ gives a partial order on siltΛ.
The following result connects silting theory with τ -tilting theory.
Theorem 2.11. [AIR, Corollary 3.9] We consider an assignment
(−1th) (0th)
S : (M,P ) 7→ [ P1 ⊕ P
(pM ,0)
−→ P0 ]
where pM : P1 → P0 is a minimal projective presentation of M .
(1) [AIR, Lemma 3.4] For modules M,N , the following are equivalent:
(a) HomΛ(M, τN) = 0.
(b) HomKb(proj Λ)(S(M),S(N)[1]) = 0.
(2) [AIR, Lemma 3.5] For any projective module P and any module M , the following are
equivalent:
(a) HomΛ(P,M) = 0.
(b) HomKb(proj Λ)(S(0, P ),S(M)[1]) = 0.
In particular, the assignment S gives rise to a poset isomorphism sτ -tiltΛ
∼
−→ 2siltΛ.
In the end of this subsection, we recall g-vector of 2-term objects of Kb(proj Λ).
Definition 2.12. Let X = [P ′ → P ] be a 2-term object of Kb(proj Λ). If [P ] − [P ′] =∑
i∈Q0
gi[eiΛ] in the Grothendieck group K0(proj Λ) of proj Λ, then we call (gi)i∈Q0 ∈ Z
Q0
the g-vector of X and denote it by gX.
Theorem 2.13. [AIR, Theorem 5.5] The map T → gT gives an injection from the set of
isomorphism classes of 2-term presilting objects to K0(proj Λ).
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2.3. Weak orders on Symmetric groups. Let Sn+1 be the (n + 1)-th symmetric group
and si ∈ Sn+1 denotes an adjacent transposition (i, i+1). Then each element w ∈ Sn+1 can
be written in the from w = siℓsiℓ−1 · · · si1. If ℓ is minimum, then we call ℓ the length of w
and denote it by ℓ(w). In this case, an expression siℓsiℓ−1 · · · si1 of w is said to be a reduced
expression of w. The following is well known (see [BjB, Section 1] for example).
Theorem 2.14. Let w = siℓ · · · si1.
(1) Assume that j < ℓ satisfies
(i) siℓ · · · sij+1(ij) > siℓ · · · sij+1(ij + 1).
Then there exists k < j such that
(ii) s := sik−1 · · · sij+1(ij) < sik−1 · · · sij+1(ij + 1) =: t and sik(s) > sik(t).
Moreover, we have
w = siℓ · · · ŝik · · · ŝij · · · si1.
(2) The inversion number of w is coinsides to ℓ(w).
(3) (Matsumoto’s exchange condition). If siℓ · · · s1 is a non-reduced expression, then there
exists j < ℓ satisfying (i) of above and so
w = siℓ · · · ŝik · · · ŝij · · · si1.
We give a proof for reader’s convenience.
Proof. For w ∈ Sn+1, we denote by γ(w) the inversion number of w. It is well known that
• γ(siw) = γ(w) + 1⇔ w
−1(i) < w−1(i+ 1).
• γ(siw) = γ(w)− 1⇔ w
−1(i) > w−1(i+ 1).
• γ(wsi) = γ(w) + 1⇔ w(i) < w(i+ 1).
• γ(wsi) = γ(w)− 1⇔ w(i) > w(i+ 1).
We show (1). Assume that j < ℓ satisfies (i). Then (ii) follows from (i) and ij < ij + 1. It
is easy to check that (s, t) = (ik, ik + 1). Hence we conclude that
sik−1 · · · sij+1sijsij+1 · · · sik−1 = sik .
In fact, we have that
sik−1 · · · sij+1(ij) = ik and sik−1 · · · sij+1(ij + 1) = ik + 1.
Then we obtain that
siksik−1 · · · sij+1 = sik−1 · · · sij+1sij .
In particular, we have
w = siℓ · · · sik · · · sij+1sij · · · si1 = siℓ · · · ŝik · · · ŝij · · · si1 .
Next we prove (2). Let siℓ · · · si1 be a reduced expression of w. By (1), we have that
siℓ · · · sij+1(ij) < siℓ · · · sij+1(ij + 1)
for any j. Hence, we obtain that
γ(w) = γ(siℓ · · · si2) + 1 = · · · = γ(1) + ℓ = ℓ.
Finally, we show the assertion (3). Suppose that
siℓ · · · sij+1(ij) < siℓ · · · sij+1(ij + 1)
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for any j ∈ {1, . . . , ℓ− 1}. Then same argument used in the proof of (2) gives that
ℓ(w) = γ(w) = ℓ.
This is a contradiction. Therefore we have (i). 
We recall definition of the (left) weak order on Sn+1.
Definition 2.15. Let w,w′ ∈ Sn+1. We write w ≤ w
′ if there exists si1 , . . . , sik such that
w′ = sik · · · si1w and ℓ(w
′) = ℓ(w) + k.
It is obvious that ≤ gives a partial order on Sn+1. We call this partial order the left weak
order on Sn+1.
Clearly (Sn+1,≤) is a ranked poset by the length function ℓ. Moreover, (Sn+1,≤) has
the lattice properties i.e. for any w,w′ ∈ Sn+1, {σ ∈ Sn+1 | σ ≥ w,w
′} admits a maximum
element w ∧ w′ and {σ ∈ Sn+1 | σ ≤ w,w
′} admits a minimum element w ∨ w′. (see [BjB,
Section 3.2]). By definition the minimum element of (Sn+1,≤) is the identity 1 ∈ Sn+1
and the maximum element is the longest element w0 := (n + 1, n, . . . , 1) ∈ Sn+1. Then the
assignment w 7→ ww0 gives a poset isomorphism
(Sn+1,≤)
∼
→ (Sn+1,≤).
For a non-empty subset J ⊂ {1, 2, . . . , n}, we denote by w0(J) ∈ Sn+1 the longest element
of 〈sj | j ∈ J〉 ⊂ Sn+1. Then we have the following.
Proposition 2.16. Let J be a non-empty subset of {1, . . . , n}.
(1) [BjB, Lemma 3.2.3]
∨
j∈J sj = w0(J).
(2) [1, w0(J)] = 〈sj | j ∈ J〉.
(3) [BjB, Lemma 3.24] If w ≤ sjw for any j ∈ J , then we have∨
j∈J
(sjw) = w0(J)w.
Proof. We prove (2). Let w ≤ w0(J). Suppose that w 6∈ 〈sj | j ∈ J〉. w ≤ w0(J) implies
that there exists a reduced expression
siℓ · · · si1
of w0(J) such that R = {r | it 6∈ J} 6= ∅. We take a minimum element r of R. Since
sir−1 · · · si1, w0(J) ∈ 〈sj | j ∈ J〉, we have that w
′ := siℓ · · · sir ∈ 〈sj | j ∈ J〉. Then
siℓ · · · sir+1(ir) = w
′(ir + 1) > w
′(ir) = siℓ · · · sir+1(ir + 1). Hence Theorem 2.14 gives that
siℓ · · · sir is non-reduced. This is a contradiction. 
3. Main result
Let Λ = kQ/I be a basic finite dimensional algebra, where I is an admissible ideal of kQ.
We consider the following condition.
Condition 3.1. (a) Q◦ is isomorphic to the following quiver:
1 2 3 n
(b) For each arrow x : i→ j with i 6= j in Q, xΛej = eiΛej = eiΛx.
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(c) For any pair (i, j) of Q0, w
i
j 6= 0 in Λ, where w
i
j is the shortest path from i to j in Q.
Example 3.2. (1) Let
−→
∆ be a quiver of type An with linear orientation. Q denotes the
double quiver of
−→
∆ i.e. Q0 :=
−→
∆0 and Q1 :=
−→
∆1 ⊔ {α
∗ : t(α) → s(α) | α ∈
−→
∆1}. Then
Πn := kQ/(
∑
α∈
−→
∆1
αα∗ − α∗α) is said to be the preprojective algebra of type An.
We can easily check that the preprojective algebra Πn of type An satisfies the Con-
dition 3.1. In fact, (a) and (c) of the Condition 3.1 obviously hold. Let α be an arrow
from x to y. Then the relation
∑
α∈
−→
∆1
(αα∗ − α∗α) induces that for any path w from x
to y on Q, there exists N such that
w = (αα∗)Nα = α(α∗α)N .
This gives (b) of the Condition 3.1.
(2) The Auslander algebra of the truncated polynomial ring k[X ]/(Xn) satisfies the Condi-
tion 3.1.
(3) Let Q be the following quiver:
1 2 3 n
Im denotes an admissible ideal of kQ generated by
{liαi, li+1α
∗
i , αili+1, α
∗
i li, l
m
i , αiα
∗
i , α
∗
iαi | i ∈ Q0},
where αi (resp. α
∗
i ) is the arrow from i to i+1 (resp. from i+1 to i) and li is the loop on i
(in the case that m = 1, we regard Q = Q◦ and I1 is generated by {αiα
∗
i , α
∗
iαi | i ∈ Q0}).
Then Λm := kQ/Im satisfies the Condition 3.1.
We remark that for any algebra Λ satisfying the Condition 3.1, there is a surjective
algebra homomorphism from Λ to Λ1.
(4) Let Q be the following quiver.
1
α
β
2
l1
l′1
l2
l′2
Let I be an admissible ideal of kQ generated by
{(αβ)2, (βα)2, l1α− α(l2 + l
′
2), l
′
1α− αl
′
2, l2β − βl
′
1, l
′
2β − βl1, l
2
i , l
′
i
2
, lil
′
i, l
′
ili (i = 1, 2)}
Then Γ = kQ/I satisfies the Condition 3.1.
Main result of this paper is the following.
Theorem 3.3. Let Λ = kQ/I is a finite dimensional algebra with I being an admissible
ideal of kQ. Then sτ -tiltΛ ≃ (Sn+1,≤) if and only if Λ satisfies the Condition 3.1.
Remark 3.4. By using [EJR, Theorem 4.1] (and Theorem 1.1), we can construct infinitely
many algebras whose support τ -tilting posets are isomorphic to (Sn+1,≤). In fact, let Λm
be the algebra considered in Example 3.2 (3). Then zm := l
m−1
1 + l
m−1
2 + · · · + l
m−1
n is in
RadΛ∩Z(Λm), where Z(Λm) is the center of Λm. It is easy to check that Λm/(zm) = Λm−1.
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Hence [EJR, Theorem 4.1] implies that sτ -tiltΛm ≃ sτ -tiltΛ1 for any m ≥ 1. Also by using
[EJR, Theorem 4.1] and Theorem 1.1, we have that
sτ -tiltΛm ≃ sτ -tiltΛ1 ≃ sτ -tiltΠn ≃ (Sn+1,≤).
Therefore [EJR, Theorem 4.1] is very powerful. But unfortunately, there exists an algebra
Λ with sτ -tiltΛ ≃ (Sn+1,≤) such that we can’t prove sτ -tiltΛ ≃ (Sn+1,≤) by using [EJR,
Theorem 4.1] and Theorem 1.1.
We denote by Λ❀ Λ′ if there exists z ∈ RadΛ∩Z(Λ) such that Λ/(z) ∼= Λ′. Let ∼ be the
equivalence relation on the set of (isomorphism classes of) basic finite dimensional algebras
generated by ❀. Then we can show that
Γ 6∼ Π2,
where Γ is the algebra considered in Example 3.2 (4). Note that if Λ❀ Λ(1),Λ(2), then there
is Λ′ such that Λ(1),Λ(2) ❀ Λ′. In particular, Λ(1) ∼ Λ(2) if and only if there exists Λ such
that
Λ(1) ❀ · · ·❀ Λ and Λ(2) ❀ · · ·❀ Λ.
Now suppose that Γ ∼ Π2(∼ Λ1). Since Λ1 has no non-zero element in RadΛ1∩Z(Λ1), there
is a path
Γ❀ · · ·❀ Λ1.
Let z ∈ RadΓ ∩ Z(Γ). Since RadΓ ∩ Z(Γ) ⊂ e1(RadΓ)e1 + e2(RadΓ)e2 and
l1, l
′
1αβ, l1αβ, l
′
1αβ, l2, l
′
2, βα, l2βα, l
′
2βα
form a basis of e1(RadΓ)e1 + e2(RadΓ)e2, we can write
z = al1 + bl
′
1 + cαβ + dl1αβ + el
′
1αβ + a
′l2 + b
′l′2 + c
′βα+ d′l2βα+ e
′l′2βα.
By zα = αz and zβ = βz, we obtain that a = a′ = b = b′ = d = d′ = e = e′ = 0 and
c = c′. Then c = c′ = 0 follows from l1z = zl1. This implies that RadΓ ∩ Z(Γ) = 0.
Therefore we have that Γ ≃ Λ1 and reach a contradiction. Γ 6∼ Π2 says that we can’t prove
sτ -tiltΓ ≃ (S3,≤) by using [EJR, Theorem 4.1] and Theorem 1.1.
4. Proof of Theorem 3.3
In this section, we give a proof of Theorem 3.3. From now on, we put Pi = eiΛ the indecom-
posable projective module of Λ associated with i ∈ Q0. Also we putXi := eiΛ/eiΛ(1−ei)Λ ≃
Λ/(1 − ei). Note that Xi is in sτ -tiltΛ with Supp(Xi) = {i}. Therefore we have that
dp(0) = {Xi | i ∈ Q0}.
4.1. Case n = 2. In this subsection, we see that Theorem 3.3 hold for the case that n = 2.
The following results are proved in [AK]. We give proofs for reader’s convenience.
Lemma 4.1. [AK] Let Q be a quiver with precisely two vertices, say 1, 2, and I an admissible
ideal of kQ. Suppose that there is an arrow α from 1 to 2. Put Λ := kQ/I. Then X1⊕P2 is
not τ -rigid. Moreover, we have HomΛ(P1, τX1) = 0 if and only if α is a unique arrow from
1 to 2 and αΛe2 = e1Λe2 = e1Λα.
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Proof. Let PX1 = [P
r
2
d
→ P1] be a two term presilting complex associated with X1. We can
easily see that HomΛ(P2, τX1) 6= 0. In fact, we have that HomKb(proj Λ)(PX1, P2[1]) 6= 0.
We assume that HomKb(proj Λ)(PX1 , P1[1]) = 0(⇔ HomΛ(P1, τX1) = 0). Then any homo-
morphism f ∈ HomΛ(P
r
2 , P1) factors through d. By considering f = (
r︷ ︸︸ ︷
α, 0, . . . , 0) : P r2 → P1,
we obtain that r = 1. In particular, we may regard d as an element of e1Λe2 and get that
(e1Λe1)d = e1Λe2.
Hence there exists x ∈ e1Λe1 \ e1(RadΛ)e1 such that α = xd. We conclude that
e1Λα = e1Λxd = e1Λd = e1Λe2.
Note that Im d = dΛ = e1Λe2Λ. Therefore there also exists y ∈ e2Λe2 \ e2(RadΛ)e2 such
that α = dy. This implies that
αΛ = dyΛ = dΛ = e1Λe2Λ.
Hence, α is a unique arrow from 1 to 2 and we have
αΛe2 = e1Λe2 = e1Λα.
If α is a unique arrow from 1 to 2 and αΛe2 = e1Λe2 = e1Λα holds, then it is easy to
check that
PX1 = [P2
α
→ P1]
gives a minimal projective presentation of X1 and HomKb(proj Λ)(PX1 , P1[1]) = 0. 
The following proposition is an immediate consequence of Lemma 4.1.
Proposition 4.2. Let Q and Λ be as in Lemma 4.1.
sτ -tiltΛ ≃ (S3,≤) if and only if the following hold.
(a) There exists a unique arrow α of Q from 1 to 2 and αΛe2 = e1Λe2 = e1Λα.
(b) There exists a unique arrow β of Q from 2 to 1 and βΛe1 = e2Λe1 = e2Λβ.
Proof. Since dp(0) = {X1, X2}, sτ -tiltΛ ≃ (S3,≤) if and only if there are a path from Λ to
X1 with length 2 and a path from Λ to X2 with length 2. This is equivalent to that X1, X2
are not projective and X1 ⊕ Pi, X2 ⊕ Pj are τ -rigid with {i, j} = {1, 2}. Then the assertion
follows from Lemma 4.1. 
4.2. ‘if ’ part. We assume that Λ satisfies the Condition 3.1.
For vertices i, j ∈ Q0, we denote by f
j
i the homomorphism from Pi to Pj given by the
path wji i.e. f
j
i (eiλ) = w
j
iλ ∈ Pj .
Lemma 4.3. (1) Let α : i→ j be an arrow of Q◦. Then we have
ei(RadΛ)α = α(RadΛ)ej
(2) Let w ∈ eiΛej Then there is a unique a ∈ k and (not necessary unique) l ∈ ei(RadΛ)ei
such that w = (a + l)wij in Λ. Also there is a unique a
′ ∈ k and (not necessary unique)
l′ ∈ ej(RadΛ)ej such that w = w
i
j(a
′ + l′) in Λ. Furthermore, we have a = a′.
(3) Let f ∈ HomΛ(Pj , Pi) and V ⊂ Q0. Assume that f is given by w = (aei + l)w
i
j with
a 6= 0. Then f is factors through P =
⊕
t∈V Pt if and only if w
j
i factors through some
t ∈ V .
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Proof. We show (1). Let l ∈ ei(RadΛ)ei. Then
lα ∈ eiΛej = αΛej.
Accordingly, there exists a ∈ k and l′ ∈ ej(RadΛ)ej such that
lα = α(a+ l′).
If a 6= 0, then a+ l′ is an invertible element in Λ = kQ/I. Therefore we have that α− lαl′′ ≡
0mod I for some l′′ ∈ kQ. Since I is admissible, we reach a contradiction. Hence we conclude
that
ei(RadΛ)α = ei(RadΛ)eiα ⊂ α(RadΛ)ej .
Similarly, one can check that
ei(RadΛ)eiα ⊃ αej(RadΛ)ej .
Next we prove (2). Existence of a ∈ k and l ∈ ei(RadΛ)ei directly follows from Condi-
tion 3.1 (b). Suppose that
w = (a1 + l1)w
i
j = (a2 + l2)w
i
j.
It is sufficient to show that a1 = a2. If a1 6= a2, then (a1−a2+l1−l2)w
i
j = 0 and a1−a2+l1−l2
is invertible. In particular, we obtain wij = 0. This contradicts to Condition 3.1 (c). Same
argument gives that there are unique a′ ∈ k and l′ ∈ ej(RadΛ)ej such that w = w
i
j(a
′ + l′)
in Λ. Then a = a′ follows from (1). The assertion (3) follows from (1) and (2). 
Theorem 4.4. [M] Let Λ be the preprojective algebra of type An. For i ∈ Q0, we let
Ii = (1− ei).
(1) (See also [BIRS, III]). Let w ∈ Sn+1. If siℓ · · · si1 and sjℓ · · · sj1 are reduced expression of
w, then we have
Iiℓ · · · Ii1 = Ijℓ · · · Ij1.
In this case, we denote Iiℓ · · · Ii1 by Iw.
(2) Iw ∈ sτ -tiltΛ.
(3) The map w 7→ Iww0 gives a poset isomorphism
(Sn+1,≤)
∼
→ sτ -tiltΛ.
We let Ξ := {i = {i0 < i1 < · · · < i2m} ⊂ {0, 1, . . . , n + 1} | m ≥ 0, I 6= {0}, {n + 1}}.
For Ξ ∋ i = {i0 < i1 < · · · < i2m}, we set mi := m.
Lemma 4.5. If Λ = kQ/I is a preprojective algebra of type An, then
# τ -rigidΛ ≤ #{i ∈ Ξ | mi > 0}.
Proof. Since any indecomposable τ -rigid module X is in add Iw for some w ∈ Sn+1 and
Iw = e1Iw ⊕ · · · ⊕ enIw, one sees that
τ -rigidΛ = {eiIw | 1 ≤ i ≤ n, w ∈ Sn+1} \ {0}.
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Note that eiΛ has following form (loewy series).
i
i− 1 i+ 1
1
2
n− i+ 1
i
n
n− 1
Let w ∈ Sn+1 and j ∈ {1, . . . , n}. We show that eiIw/eiIw(1−ej)Λ is either a simple module
or 0. Assume that
eiIw/eiIw(1− ej)Λ 6= 0.
Let λ = eiλ ∈ eiIw such that λ := (λ + eiIw(1 − ej)Λ) 6= 0. Since λ(1 − ej) = 0, we may
assume that λ ∈ eiIwej . By the relation of Λ, one sees that
λ = wij(a+ (αjα
∗
j )f(αjα
∗
j ))(αjα
∗
j )
N ,
fore some N ∈ Z≥0, a ∈ k \ {0} and f(X) ∈ k[X ]. Hence we also may assume that
λ = wij(αjα
∗
j )
N . Now we let λ′ ∈ eiIw. Above argument implies that there are N
′ ∈ Z≥0,
b ∈ k \ {0} and g(X) ∈ k[X ] such that λ′ = wij(b+ (αjα
∗
j )g(αjα
∗
j ))(αjα
∗
j )
N ′ . Then N > N ′
implies that λ = wij(αjα
∗
j )
N = 0. Therefore one has that N ≤ N ′. In particular, λ′ ∈ λΛ.
Thus eiIw/eiIw(1− ej)Λ is a simple module associated with j.
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Hence one obtains that eiIw has following form.
1
i
n
i0 + 1
i1 i2t−1
i2t
i2t+1
i2m−1
i2m − 1
eiIw
α∗ α
i0
i′
i2m
i′ = n− i+ 1
Accordingly, eiIw determines a polygon P whose vertices are v0, v1, v2, . . . , v2m−1, v2m and
v corresponding to i0, i1, i2, . . . , i2m−1, i2m and n − i + 1. We note that i0 6= i2m. Now we
input P in R2 by following correspondence:
• v0 = (0, 0).
• α = (1,−1).
• α∗ = (−1,−1).
Then we have
v2t−1 = (i2t−1 − i0, i2t−1 − i0 + 2
∑t−1
s=1 i2s−1 − 2
∑t−1
s=1 i2s),
v2t = (i2t − i0,−i2t − i0 + 2
∑t
s=1 i2s−1 − 2
∑t−1
s=1 i2s).
Let v2m = (i2t− i0,−i2t− i0+2
∑m
s=1 i2s−1−2
∑m−1
s=1 i2s) =: (x, y). Since v is the intersection
of {a(1,−1) | a ∈ R} and {b(1, 1) + v2m | b ∈ R}, we conclude that
(n− i− i0 + 1,−(n− i− i0 + 1)) = v = (
x− y
2
,
−x+ y
2
).
Therefore eiIw is uniquely determined by i = (i0 < i1 < · · · < i2m) ∈ Ξ. In particular,
τ -rigidΛ is parametrized by a subset of
{i ∈ Ξ | mi > 0}.

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For i ∈ Ξ, we set a two-term objects Xi(Λ) = Xi = [X
−1
i
di→ X0i ] as follows:
Pi0
Pi2
Pi1
Pi2mi−2
Pi2mi
Pi2mi−1
Pi2mi−3
f i1i0
f i1i2
(−1th) (0th)
f
i2mi−1
i2mi−2
f
i2mi−1
i2mi
f
i2mi−3
i2mi−2
where we assume P0 = Pn+1 = 0.
Lemma 4.6. Xi is indecomposable.
Proof. It is sufficient to show that EndKb(proj Λ)(Xi) is local. Let ϕ = (u, v) ∈ EndKb(proj Λ)(Xi),
where u ∈ EndΛ(
⊕
t Pi2t) and v ∈ EndΛ(
⊕
t Pi2t+1). Denote by u
s
t : Pi2t → Pi2s and
vst : Pi2t+1 → Pi2s+1 given by u and v respectively. If t 6= s, then u
s
t and v
s
t are in radi-
cal of modΛ. Hence u (resp. v) is an isomorphism if and only if utt (resp. v
t
t) is isomorphism
for any t.
By Lemma 4.3 (2), we can easily check that if utt (resp. v
t
t) is an isomorphism, then v
t
t and
vt−1t−1 (resp. u
t
t and u
t+1
t+1) are isomorphisms. In this case, we have that ϕ is an isomorphism.
Therefore, ϕ is not an isomorphism only if ust and v
s
t are in radical of modΛ for any t, s.
Conversely, if ust and v
s
t are in radical of modΛ for any t, s, then ϕ is not an isomorphism.
In particular, the set of non-isomorphisms of EndKb(proj Λ)(Xi) form an ideal. This gives the
assertion. 
Lemma 4.7. Let i, j ∈ Ξ. For a pair (t, s) such that 0 < i2t < j2s+1 < n + 1, we define
two sequences t+(t, s) := (t = t0 ≤ t1 ≤ t2 ≤ · · · ) and s
+(t, s) := (s = s0 ≤ s1 ≤ s2 · · · ) by
following rule:
(i) tr :=
 max{t ≤ mi + 1 | i2t−2 < j2sr−1+1} if sr−1 ≤ mj − 1mi + 1 if sr−1 ≥ mj, tr−1 ≤ mi
mi + 2 if tr−1 ≥ mi + 1
.
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(ii) sr :=
 max{s ≤ mj | j2s−1 < i2tr} if tr ≤ mimj if sr−1 < mj, tr = mi + 1
mj + 1 if sr−1 ≥ mj.
Also we define two sequences t−(t, s) := (t = t0 ≥ t−1 ≥ t−2 ≥ · · · ) and s
−(t, s) := (s = s0 ≥
s−1 ≥ s−2 ≥ · · · ) by following rule:
(iii) sr :=
 min{s ≥ −1 | j2s+3 > i2tr+1} if tr+1 ≥ 0−1 if tr+1 ≤ −1, sr+1 ≥ 0−2 if sr+1 ≤ −1.
(iv) tr :=
 min{t ≥ −1 | i2t+2 > j2sr+1} if sr ≥ 0−1 if sr = −1, tr+1 ≥ 0−2 if tr+1 ≤ −1
If HomKb(proj Λ)(Xi, Xj[1]) = 0, then one of the following holds.
(1) We have (a), (b), (c) and (d).
(a) i2tr < i2tr+1 ≤ j2sr+1 for any r ≥ 0 such that tr ≤ mi.
(b) i2tr−2 < i2tr−1 ≤ j2sr−1+1 for any r ≥ 1 such that tr ≤ mi + 1.
(c) j2sr−1+1 < j2sr−1+2 ≤ i2tr for any r ≥ 1 such that sr ≤ mj.
(d) j2sr−1 < j2sr ≤ i2tr for any r ≥ 1 such that sr ≤ mj.
Where we put i2mi+1 = j2mj+1 = n+ 2 and i2mi+1 = j2mj+1 = n+ 3.
(2) We have (a), (b), (c) and (d).
(a’) j2sr+1 > j2sr ≥ i2tr for any r ≤ 0 such that sr ≥ 0.
(b’) j2sr+3 > j2sr+2 ≥ i2tr+1 for any r ≤ −1 such that sr ≥ −1.
(c’) i2tr+1 > i2tr+1−1 ≥ j2sr+1 for any r ≤ −1 such that tr ≥ −1.
(d’) i2tr+2 > i2tr+1 ≥ j2sr+1 for any r ≤ −1 such that tr ≥ −1.
Where we put i−1 = j−1 = −1 and i−2 = j−2 = −2
Proof. We note that if tr ≤ mi (resp. sr ≤ mj) for r ≥ 0, then tr < tr+1 (resp. sr < sr+1).
and if tr ≥ −1 (resp. sr ≥ −1) for r ≤ 0, then tr > tr−1 (resp. sr > sr−1). We also note that
HomKb(proj Λ)(Xi, Xj[1]) = 0 implies that i2p 6= j2q+1 for any p, q. We first show the assertion
in the case that t1 = t0 + 1. Let
ξ+ := {(i2t0+1, j2s0+1) | i2t0+1 > j2s0+1}(=: ξ
+
0 )
⊔ {(i2tr−1, j2sr−1+1) | r ≥ 1, i2tr−1 > j2sr−1+1, tr ≤ mi}(=: ξ
+
1 )
⊔ {(i2tr , j2sr−1+2) | r ≥ 1, i2tr < j2sr−1+2, sr ≤ mj}(=: ξ
+
2 )
⊔ {(i2tr , j2sr) | r ≥ 1, i2tr < j2sr , sr ≤ mj}(=: ξ
+
3 )
⊔ {(i2tr+1, j2sr+1) | r ≥ 1, i2tr+1 > j2sr+1, tr ≤ mi}(=: ξ
+
4 ).
ξ− := {(i2t0 , j2s0) | i2t0 > j2s0}(=: ξ
−
0 )
⊔ {(i2tr+1, j2sr+2) | r ≤ −1, i2tr+1 > j2sr+2, sr ≥ −1}(=: ξ
−
1 )
⊔ {(i2tr+1−1, j2sr+1) | r ≤ −1, i2tr+1−1 < j2sr+1, tr ≥ −1}(=: ξ
−
2 )
⊔ {(i2tr+1, j2sr+1) | r ≤ −1, i2tr+1 < j2sr+1, tr ≥ −1}(=: ξ
−
3 )
⊔ {(i2tr , j2sr) | r ≤ −1, i2tr > j2sr , sr ≥ 0}(=: ξ
−
4 ).
It is sufficient to show that either ξ+ = ∅ or ξ− = ∅ holds. We assume that ξ+ 6= ∅. We
consider lexicographical order  on Z2 (i.e. (x, y)  (x′, y′) if either (i) x < x′, or (ii)
x = x′, y ≤ y′ hold) and take a minimum element (x, y) ∈ ξ+.
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Claim 1. Suppose that ξ− 6= ∅. Let (x′, y′) be a maximum element of ξ−.
(1) Assume that (x′, y′) = (i2tr′+1, j2sr′+2) ∈ ξ
−
1 . If r
′ = −1, then we have
i2t0+1 ≤ j2s−1+3.
If r′ < −1, then the following holds.
j2sr′+3 = j2sr′+1+1 = i2tr′+1+1 < · · ·
< i2tp+2 = i2tp+1 = j2sp+2 < j2sp+3 = j2sp+1+1 = i2tp+1+1 < · · ·
< i2t−2+2 = i2t−1 = j2s−2+2 < j2s−2+3 = j2s−1+1 = i2t−1+1
< i2t−1+2 = i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1
.
(2) Assume that (x′, y′) = (i2tr′+1−1, j2sr′+1) ∈ ξ
−
2 ,. If r
′ = −1, then we have
i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1.
If r′ < −1, then the following holds.
i2tr′+1 = j2sr′+2 < j2sr′+3 = j2sr′+1+1 = i2tr′+1+1 < · · ·
< i2tp+2 = i2tp+1 = j2sp+2 < j2sp+3 = j2sp+1+1 = i2tp+1+1 < · · ·
< i2t−2+2 = i2t−1 = j2s−2+2 < j2s−2+3 = j2s−1+1 = i2t−1+1
< i2t−1+2 = i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1
.
(3) Assume that (x′, y′) = (i2tr′+1, j2sr′+1) ∈ ξ
−
3 . Then we obtain i2tr′+2 > j2sr′+1 > 0. If
r′ = −1, then we have
i2t−1+2 = i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1.
If r′ < −1, then the following holds.
i2tr′+2 = i2tr′+1 = j2sr′+2 < j2sr′+3 = j2sr′+1+1 = i2tr′+1+1 < · · ·
< i2tp+2 = i2tp+1 = j2sp+2 < j2sp+3 = j2sp+1+1 = i2tp+1+1 < · · ·
< i2t−2+2 = i2t−1 = j2s−2+2 < j2s−2+3 = j2s−1+1 = i2t−1+1
< i2t−1+2 = i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1
.
(4) Assume that (x′, y′) = (i2tr′ , j2sr′ ) ∈ ξ
−
4 . Then we obtain 0 < i2tr′ < i2tr′+1 = j2sr′+1. If
r′ = −1, then we have
i2t−1+2 = i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1.
If r′ < −1, then the following holds.
i2tr′+2 = i2tr′+1 = j2sr′+2 < j2sr′+3 = j2sr′+1+1 = i2tr′+1+1 < · · ·
< i2tp+2 = i2tp+1 = j2sp+2 < j2sp+3 = j2sp+1+1 = i2tp+1+1 < · · ·
< i2t−2+2 = i2t−1 = j2s−2+2 < j2s−2+3 = j2s−1+1 = i2t−1+1
< i2t−1+2 = i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1
.
Proof. We treat the case that (x′, y′) = (i2tr′ , j2sr′ ) ∈ ξ
−
4 . By definition we obtain that
i2t ≥ i2tr′+2 > j2sr′+1 > i2tr′ > j2sr′ ≥ 0. Accordingly, Pi2tr′ , Pj2sr′+1 6= 0. Let f
j2s
r′
+1
i2t
r′
∈
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HomΛ(Pi2t
r′
, Pj2s
r′
+1) given by w
j2s
r′
+1
i2t
r′
. We consider ϕ = (ϕ
j2s+1
i2t
: P
j2s+1
i2t
→ Pj2s+1) ∈
HomΛ(X
−1
i , X
0
j ) = HomΛ(⊕Pi2t ,⊕Pj2s+1) such that
ϕ
j2s+1
i2t
=

f
j2s
r′
+1
i2t
r′
(t, s) = (tr′, sr′)
0 otherwise.
We may regard ϕ as a morphism in HomKb(proj Λ)(Xi, Xj[1]) by natural way. Note that
HomKb(proj Λ)(Xi, Xj[1]) = 0.
Therefore there are h = (h
j2s+1
i2t+1
) ∈ HomΛ(X
0
i , Y
0
J ) and h
′ = (hj2si2t ) ∈ HomΛ(X
−1
i , Y
−1
J ) such
that
ϕ = h ◦ dXi + dXj ◦ h
′.
In particular, one sees the following equation. (See figure 1.)
f
j2s
r′
+1
i2t
r′
= h
j2s
r′
+1
i2t
r′
+1
◦ f
i2t
r′
+1
i2t
r′
+ h
j2s
r′
+1
i2t
r′
−1
◦ f
i2t
r′
−1
i2t
r′
+ f
j2s
r′
+1
j2s
r′
◦ h
j2s
r′
i2t
r′
+ f
j2s
r′
+1
j2s
r′
+2
◦ h
j2s
r′
+2
i2t
r′
.
Note that i2tr′−1, j2sr′ < i2tr′ < j2sr′+1 < j2sr′+2. Lemma 4.3 implies that
Pi2t
r′
Pi2t
r′
+2
Pi2t
r′
+1
Pj2s
r′
Pj2s
r′
+2
Pj2s
r′
+1
Pi2t
r′
−1
h
j2s
r′
+1
i2t
r′
+1
h
j2s
r′
+1
i2t
r′
−1
h
j2s
r′
i2t
r′
f
j2s
r′
+1
i2t
r′
h
j2s
r′
+2
i2t
r′
f
i2t
r′
−1
i2t
r′
f
j2s
r′
+1
j2s
r′
+2
f
i2t
r′
+1
i2t
r′
f
j2s
r′
+1
j2s
r′
Figure 1.
i2tr′+1 ≤ j2sr′+1.
Since (i2tr′ , j2sr′ ) is maximum in ξ
− and (i2tr′ , j2sr′ ) ≺ (i2tr′+1, j2sr′+1), we conclude that
j2sr′+1 ≤ i2tr′+1.
In particular, we get
i2tr′+1 = j2sr′+1.
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Lemma 4.3 also says that
h
j2s
r′
+1
i2t
r′
+1
= 1 + l,
for some l ∈ RadEndΛ(Pj2s
r′
+1).
Next we consider ϕ
j2s
r′
+1
i2t
r′
+2
= 0. We obtain the following equation.
0 = h
j2s
r′
+1
i2t
r′
+1
◦ f
i2t
r′
+1
i2t
r′
+2
+ h
j2s
r′
+1
i2t
r′
+3
◦ f
i2t
r′
+3
i2t
r′
+2
+ f
j2s
r′
+1
j2s
r′
◦ h
j2s
r′
i2t
r′
+2
+ f
j2s
r′
+1
j2s
r′
+2
◦ h
j2s
r′
+2
i2t
r′
+2
.
By Lemma 4.3, we have that
h
j2s
r′
+1
i2t
r′
+3
◦ f
i2t
r′
+3
i2t
r′
+2
+ f
j2s
r′
+1
j2s
r′
◦ h
j2s
r′
i2t
r′
+2
+ f
j2s
r′
+1
j2s
r′
+2
◦ h
j2s
r′
+2
i2t
r′
+2
= (−1 + l) ◦ f
j2s
r′
+1
i2t
r′
+2
= f
j2s
r′
+1
i2t
r′
+2
◦ (−1 + l′),
for some l′ ∈ RadEndΛ(Pj2s
r′
+2). Then Lemma 4.3 implies that
j2sr′+2 ≤ i2tr′+2.
Since (i2tr′ , j2sr′ ) is maximum in ξ
− and (i2tr′ , j2sr′ ) ≺ (i2tr′+1 , j2sr′+2), we conclude that
i2tr′+2 ≤ i2tr′+1 ≤ j2sr′+2.
In particular, we have that
i2tr′+2 = i2tr′+1 = j2sr′+2 and h
j2s
r′
+2
i2t
r′+1
≡ −1modRadEndΛ(Pj2s
r′
+2).
If r′ < −1, then one can check that
(♯)

i2tr′+2 = i2tr′+1 = j2sr′+2 < j2sr′+3 = j2sr′+1+1 = i2tr′+1+1 < · · ·
< i2tp+2 = i2tp+1 = j2sp+2 < j2sp+3 = j2sp+1+1 = i2tp+1+1 < · · ·
< i2t−2+2 = i2t−1 = j2s−2+2 < j2s−2+3 = j2s−1+1 = i2t−1+1
< i2t−1+2 = i2t0 = j2s−1+2 < j2s−1+3 ≥ i2t0+1
,
and
(♮)
{
h
j2sp+1
i2tp+1
≡ 1 modRadEndΛ(Pj2sp+1)
h
j2sp+2
i2tp+1
≡ −1 modRadEndΛ(Pj2sp+2),
for any p ∈ {r′, r′ + 1, . . . ,−1} inductively. In the case that r′ = −1, we have that
i2t0+1 ≤ j2s−1+3.
In fact, we have an equation
f
j2s
−1+3
j2s
−1+2
◦ h
j2s
−1+2
i2t0
+ f
j2s
−1+3
j2s
−1+4
◦ h
j2s
−1+4
i2t0
+ h
j2s
−1+3
i2t0−1
◦ f
i2t0−1
i2t0
+ h
j2s
−1+3
i2t0+1
◦ f
i2t0+1
i2t0
= 0
and that h
j2s
−1+2
i2t0
≡ −1 modRadEndΛ(Pj2s
−1+2
). Accordingly, Lemma 4.3 implies the as-
sertion. Similar argument gives remaining assertions. (We only note that if (x′, y′) =
(i2tr′+1, j2sr′+1) ∈ ξ
−
3 , then −1 ≤ i2tr′+1 < j2sr′+1 implies that sr′ ≥ 0. Therefore, we
obtain that 0 < j2sr′+1 < i2tr′+2. In particular, we have Pi2tr′+2 6= 0 6= Pj2sr′+1.)

Claim 2. (1) If (x, y) = (i2t0+1, j2s0+1) ∈ ξ
+
0 , then ξ
− = ∅.
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(2) If (x, y) = (i2tr , j2sr−1+2) ∈ ξ
+
2 , then we have i2tr−1 = j2sr−1+1 and
(∗)

i2tr−2 = i2tr−1 = j2sr−1 > j2sr−1−1 = j2sr−2+1 = i2tr−1−1 > · · ·
> i2tp−2 = i2tp−1 = j2sp−1 > j2sp−1−1 = j2sp−2+1 = i2tp−1−1 > · · ·
> i2t2−2 = i2t1 = j2s1 > j2s1−1 = j2s0+1 = i2t1−1
> j2s0 ≥ i2t1−2 = i2t0 .
(3) If (x, y) = (i2tr , j2sr) ∈ ξ
+
3 , then we have sr = sr−1 + 1 and so
(x, y) = (i2tr , j2sr) = (i2tr , j2sr−1+2).
(4) Assume that (x, y) = (i2tr+1, j2sr+1) ∈ ξ
+
4 . If tr < mi, then i2tr = j2sr > j2sr−1 =
j2sr−1+1 = i2tr−1 and (∗) hold. If tr = mi, then i2tr 6= n+1. Furthermore, we obtain that
i2tr = j2sr > j2sr−1 = j2sr−1+1 = i2tr−1 and (∗).
(5) If (x, y) = (i2tr+1−1, j2sr+1) ∈ ξ
+
1 (r ≥ 0), then we have that tr+1 = tr + 1 and so
(x, y) = (i2tr+1−1, j2sr+1) = (i2tr+1, j2sr+1).
Proof. We show (1). Suppose that ξ− 6= ∅ and take a maximum element (x′, y′) of ξ−. If
(x′, y′) = (i2t0 , j2s0), then i2t0 > j2s0 . Now we consider f = f
j2s0+1
i2t0
∈ HomΛ(Pi2t0 , Pj2s0+1)
given by the path w
j2s0+1
i2t0
. Since HomKb(proj Λ)(Xi, Xj[1]) = 0, we have that f factors through
Pi2t0−1 ⊕ Pi2t0+1 ⊕ Pj2s0 ⊕ Pj2s0+2 . Note that w
j2s0+1
i2t0
does not factor through i2t0−1, j2s0+2
and j2s0 . Therefore Lemma 4.3 implies that i2t0 < i2t0+1 ≤ j2s0+1. This contradicts to
i2t0+1 > j2s0+1. Hence we may assume that (x
′, y′) ∈ ξ−b (b = 1, 2, 3, 4). Then Claim 1
implies that
i2t0+1 ≤ j2s−1+3 ≤ j2s0+1.
This contradicts to the hypothesis of (1).
Next we show (2). We consider ϕ ∈ HomΛ(X
−1
i , Y
0
J ) = HomΛ(⊕Pi2p ,⊕Pj2q+1) given by
(ϕ
j2q+1
i2p
: Pi2p → Pj2q+1) where
ϕ
j2q+1
i2p
=
 f
j2sr−1+1
i2tr
(p, q) = (tr, sr−1)
0 otherwise.
Then one can apply similar argument we used in the proof of Claim 1 for ϕ and obtain
(∗). Likewise, we have (∗) in the case of (3), (4) and (5). (For the assertion (4), we
remark that (x, y) = (i2tr+1, j2sr+1) implies that sr < mj. By definition of sr, we have
i2tr < j2sr+1 < j2mj+1 = n+ 2 and so i2tr 6= n+ 1.) 
We continue a proof of Lemma 4.7. (Remark: We now assume that ξ+ 6= ∅ and consider
the case that t1 = t0 + 1.) Suppose that ξ
− 6= ∅ and take a maximum element (x′, y′) ∈ ξ−.
We will give a contradiction in the case that (x, y) ∈ ξ+4 and (x
′, y′) ∈ ξ−4 .
Let (ϕ, h, h′) be a triple considered in the proof of Claim 1. Then one has (♯) and (♮).
Therefore by Claim 2 (4) and (♯), we conclude that
i2t1−1 = i2t0+1 ≤ j2s−1+3 ≤ j2s0+1 = i2t1−1.
In particular, we have that
j2s−1+3 = j2s0+1 = i2t1−1.
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Note that ϕ
j2s0+1
i2t0
= 0 and h
j2s0
i2t0
≡ −1modRadEndΛ(Pj2s0 ) (by (♮) and s0 = s−1 + 1). Hence
Lemma 4.3 and i2t1−1 = j2s0+1 imply that
h
j2s0+1
i2t1−1
≡ 1modRadEndΛ(Pj2s0+1).
Then by using Lemma 4.3 and the condition (∗), one can check that{
h
j2sp−1+1
i2tp−1
≡ 1 modRadEndΛ(Pj2sp−1+1)
h
j2sp
i2tp
≡ −1 modRadEndΛ(Pj2sp ),
for any p ∈ {1, . . . , r} inductively. Now Claim 2 (4) implies that i2tr 6= n + 1(⇔ Pi2tr 6= 0).
Then i2tr+1 > j2sr+1 gives that sr < mj(⇔ Pj2sr+1 6= 0). Note that ϕ
j2sr+1
i2tr
= 0 and
h
j2sr
i2tr
≡ −1modRadEndΛ(Pj2sr ).
If tr = mi, then by Lemma 4.3, w
j2sr+1
i2tr
factors through either j2sr+2 or i2tr−1. This is a
contradiction. If tr < mi, then Lemma 4.3 implies that w
j2sr+1
i2tr
have to through i2tr+1. In
particular, we obtain that
i2tr < i2tr+1 ≤ j2sr+1.
This contradicts to that (x, y) = (i2tr+1, j2sr+1) ∈ ξ
+
4 .
If (x, y) ∈ ξ+a and (x
′, y′) ∈ ξ−b , then similar argument gives a contradiction. Therefore we
have the assertion in the case that t1 = t0 + 1.
Suppose that t0 < mi and 2t1− 2 > 2t. Let t
′ := t1− 1 > t and t
+(t′, s) = (t′0 < t
′
1 < · · · ),
s−(t′, s) = (s′0 < s
′
1 < · · · ), t
−(t′, s) = (t′0 > t
′
−1 > · · · ), s
−(t′, s) = (s′0 > s
′
1 > · · · ).
By definition we have the following:{
t′r = tr r ≥ 1
s′r = sr r ≥ 1
We also obtain that t′1 = t
′
0 + 1. Hence the assertion holds for (t
′, s). If (t′, s) satisfies the
condition (1), then the assertion is obvious. Therefore we assume that (t′, s) satisfies the
condition (2). If s0 = 0, then we have s−1 = −1 = t−1 and
j2s0 = j2s′0 ≥ i2t′0 ≥ i2t0 .
Then it is easy to check the condition (2) of this lemma. Hence we may assume that s0 > 0.
Claim 3. We have the following.
(1) There exists ℓ ≥ 0 such that {
t′r−ℓ = tr r ≤ −1
s′r−ℓ = sr r ≤ −1
(2) If t0 6= t
′
−ℓ, then we have
j2s0 ≥ j2s−1+2 ≥ i2t0 > i2t0−1 ≥ j2s−1+1.
In particular, (t, s) satisfies the condition (2).
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Proof. Note that s′−1 ≥ s−1. First we assume that s
′
−1 = s−1. If s
′
−1 = s−1 = −1, then
t′−1 = t−1 = −1. If s
′
−1 = s−1 ≥ 0, then we have that
i2t′0 > · · · > i2t0 ≥ i2t−1+2 > j2s′−1+1 = j2s−1+1 > i2t−1 .
Therefore we obtain t′−1 = t−1. Hence the assertion is obvious. Next we assume that
s′−1 > s−1. Let ℓ be a positive integer such that j2s′
−ℓ
+1 ≥ j2s−1+3 ≥ j2s′
−ℓ−1+3
. Thus we have
that
i2t′
−ℓ
+2 > j2s′
−ℓ
+1 ≥ j2s−1+3 ≥ j2s′
−ℓ−1+3
> i2t′
−ℓ
.
Note that j2s−1+3 > i2t0 > j2s−1+1. If j2s−1+3 > j2s′
−ℓ−1+3
, then j2s−1+1 ≥ j2s′
−ℓ−1+3
and so we
have
i2t′
−ℓ
+2 > j2s′
−ℓ
+1 ≥ j2s−1+3 > i2t0 > j2s−1+1 ≥ j2s′
−ℓ−1+3
> i2t′
−ℓ
.
This gives that
t′−ℓ < t0 < t
′
−ℓ + 1.
This is a contradiction. Hence we conclude that
s−1 = s
′
−ℓ−1.
If i2t0 > i2t′
−ℓ
, then we get that
i2t′
−ℓ
+2 > j2s′
−ℓ
+1 ≥ j2s−1+3 > i2t0 > i2t′
−ℓ
.
This is a contradiction. Therefore, we obtain that
i2t0 ≤ i2t′
−ℓ
.
Then we have that
i2t′
−ℓ
≥ i2t0 ≥ i2t−1+2 > j2s′
−ℓ−1+1
= j2s−1+1 > i2t−1 .
This implies t′−ℓ−1 = t−1. (Remark: If s−1 = s
′
ℓ−1 = −1, then t
′
−ℓ−1 = t−1 = −1.) In
particular, we conclude that {
t′r−ℓ = tr r ≤ −1
s′r−ℓ = sr r ≤ −1
Suppose that t0 6= t
′
−ℓ. In this case, we have i2t′
−ℓ
> i2t0 . Since (t
′, s) satisfies the condition
(2), we conclude that
j2s0 ≥ j2s−1+2 = j2s′
−ℓ−1+2
≥ i2t′
−ℓ
> i2t0 > j2s′
−ℓ−1+1
= j2s−1+1.
By applying Lemma 4.3 (3) for f
j2s′
−ℓ−1
+1
i2t0
, we obtain that
i2t0−1 ≥ j2s′
−ℓ−1+1
= j2s−1+1.

Therefore by Claim 3, the assertion also holds for the case that 2t1 − 2 > 2t. 
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For i, j ∈ Ξ and f : Pi2t → Pj2s+1, we set ϕ(i, j, f) = ϕ(f) := (ϕ
j2q+1
i2p
: Pi2p → Pj2q+1) ∈
HomΛ(X
−1
i , X
0
j ) where
ϕ
j2q+1
i2p
=
 f (p, q) = (t, s)
0 otherwise.
We regard ϕ(t, s, f) as a morphism in HomKb(proj Λ)(Xi, Xj[1]).
Lemma 4.8. Let i, j ∈ Ξ. Let (t, s) be a pair such that 0 < i2t < j2s+1 < n + 1.If either (1)
or (2) of Lemma 4.7 holds, then ϕ(f) = 0 for any f ∈ HomΛ(Pi2t , Pj2s+1)..
Proof. We first consider the case that the assertion (1) of Lemma 4.7 holds. We note that
i2t+1 = i2t0+1 ≤ j2s0+1 = j2s+1 ≤ n. In particular, we have t < mi and s < mj.
Claim 4. We have the following.
(1) t1 ≤ mi and s1 ≤ mj.
(2) If t1 ≤ mi and s1 < mj, then there exists h
j2s+1
i2p+1
: Pi2p+1 → Pj2s+1 and h
j2q+2
i2t1
: Pi2t1 → Pj2q+1
for any p ∈ {t, . . . , t1 − 1} and q ∈ {s, . . . , s1 − 1} such that
ϕ(f)− h ◦ di − dj ◦ h
′ = ϕ(g)
for some g : P2t1 → P2s1+1, where h ∈ HomΛ(X
0
i , X
0
j ) and h
′ ∈ HomΛ(X
−1
i , X
−1
j ) are
morphisms given by {hj2s+1i2p+1 | t ≤ p ≤ t1 − 1} and {h
j2q+2
i2t1
| s ≤ q ≤ s1 − 1} respectively.
(3) If i2t1 = n + 1, then ϕ(f) = 0 in K
b(proj Λ).
(4) If s1 = mj, then ϕ(f) = 0 in K
b(proj Λ).
(5) If t1 = mi, then s1 = mj.
Proof. We show (1). By the condition (1)-(b) of Lemma 4.7 (note that t1 ≤ mi + 1 by
definition of t1), we get that
i2t1−1 ≤ j2s+1 ≤ n.
This implies that t1 ≤ mi. Then s1 ≤ mj follows from the definition of s1. We prove (2) and
(3). By Lemma 4.3, we can write f = l ◦ f
j2s+1
i2t
for some l ∈ EndΛ(Pj2s+1). By the condition
(1)-(a) of Lemma 4.7, we conclude that w
j2s+1
i2t
factors through i2t0+1. In particular, we obtain
that
ϕ(f)− h1 ◦ di = ϕ(f1),
for some f1 : Pi2t+2 → Pj2s+1, where h1 is a morphism in HomKb(proj Λ)(X
0
i , X
0
j ) given by
h
j2s+1
i2t+1
:= l ◦ f
j2s+1
i2t+1
and f1 : Pi2t+2 → Pj2s+1. Inductively, one can constructs h
j2s+1
i2p+1
: Pi2p+1 →
Pj2s+1 for any p ∈ {t, t+ 1, . . . , t1 − 2} and f
′ : Pi2t1−2 → Pj2s+1 such that
ϕ(t, s, f)− h′ ◦ di = ϕ(f
′),
where h′ is a morphism in HomKb(proj Λ)(X
0
i , X
0
j ) given by {h
j2s+1
i2p+1
| t ≤ p ≤ t1− 2}. By using
the condition (1)-(b) of Lemma 4.7, there are h
j2s+1
i2t1−1
: Pi2t1−1 → Pj2s+1 and f
(1) : Pi2t1 → Pj2s+1
such that
ϕ(f)− h ◦ di = ϕ(f
(1)),
where h is a morphism in HomKb(proj Λ)(X
0
i , X
0
j ) given by {h
j2s+1
i2p+1
| t ≤ p ≤ t1 − 1}. Thus we
have ϕ(f)− h ◦ di = 0 in tha case that i2t1 = n + 1 and get the assertion (3). Assume that
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i2t1 < n+1. Lemma 4.3 implies that there exists l
′ ∈ EndΛ(Pi2t1 ) such that f
(1) = f
j2s+1
i2t1
◦ l′.
Now by the condition (1)-(c) of Lemma 4.7, we obtain that w
j2s+1
i2t1
factors through j2s+2.
Therefore, we conclude that
ϕ(f (1))− dj ◦ h
′
1 = ϕ(f
(1)
1 ),
for some f
(1)
1 : Pi2t+2 → Pj2s+1, where h
′
1 is a morphism in HomKb(proj Λ)(X
−1
i , X
−1
j ) given by
h
j2s+2
i2t1
:= f
j2s+2
i2t1
◦ l′. Inductively, (and by using the condition (1)-(d) of Lemma 4.7), we can
construct h
j2q+2
i2t1
: Pi2t1 → Pj2q+2 for any q ∈ {s, s+ 1, . . . , s1 − 1} and g : Pi2t1 → Pj2s+1 such
that
ϕ(f (1))− dj ◦ h = ϕ(g),
where h′ is a morphism in HomKb(proj Λ)(X
−1
i , X
−1
j ) given by {h
j2q+2
i2t1
| s ≤ q ≤ s1 − 1}.
We prove (4). By the assertion (3), we may assume that i2t1 ≤ n. Then j2s1 ≤
i2t1 ≤ n follows from the condition (1)-(d) of Lemma 4.7. Therefore, for a morphisms
h ∈ HomΛ(X
0
i , X
0
j ) and h
′ ∈ HomΛ(X
−1
i , X
−1
j ) constructed in the proof of (2), we have that
ϕ(f)− h ◦ di − dj ◦ h
′ = 0.
Finally we show the assertion (5). The condition (1)-(a) of Lemma 4.7 implies that
n+ 2 = i2t1+1 ≤ j2s1+1.
Hence s1 = mj. 
Therefore if i2t < j2s+1 and the assertion (1) of Lemma 4.7 hold, then ϕ(f) = 0 follows
from Claim 4.
Next we assume that the condition (2) of Lemma 4.7 holds. We note that j2s = j2s0 ≥
i2t0 = i2t ≥ 1.
Claim 5. We have the following.
(1) s−1, t−1 ≥ −1.
(2) j2s−1+2 > 0(⇔ Pj2s
−1+2
6= 0).
(3) If s−1 ≥ 0 and t−1 ≥ 0, then there exists h
j2q
i2t
: Pi2t → Pj2q and h
j2s
−1+1
i2p+1
: Pi2p−1 → Pj2s
−1+1
for any q ∈ {s, . . . , s−1 + 1} and p ∈ {t, . . . , t−1 + 1} such that
ϕ(f)− dj ◦ h
′ − h ◦ di = ϕ(g)
for some g : P2t−1 → P2s−1+1, where h
′ ∈ HomΛ(X
−1
i , X
−1
j ) and h ∈ HomΛ(X
0
i , X
0
j ) are
morphisms given by {h
j2q
i2t
| s ≥ q ≥ s−1+1} and {h
j2s
−1+1
i2p−1
| t ≥ p ≥ t−1+1} respectively.
(4) If s−1 = −1, then ϕ(f) = 0 in K
b(proj Λ).
(5) If t−1 = −1, then s−1 = −1.
Proof. The assertion (1) follows from the definitions of s−1 and t−1. The condition (2)-(b’)
of Lemma 4.7 gives that j2s−1+2 ≥ i2t0 > 0. Hence we obtain the assertion (2). The assetion
(5) follows from (2)-(d’) of Lemma 4.7. In fact, if t−1 = −1, then −1 = i2t−1+1 ≥ j2s−1+1.
One can apply similar argument used in the proof of Claim 4 (2),(3) and get the assertion
(3) and (4). 
Then ϕ(f) = 0 directly follows from Claim 5. 
WEAK ORDERS ON SYMMETRIC GROUPS AND POSETS OF SUPPORT τ -TILTING MODULES 23
By considering labeling-change i↔ n+ 1− i on Q0 ⊔ {0, n+ 1} = {0, 1, . . . , n, n+ 1}, we
also obtain the following.
Lemma 4.9. Let i, j ∈ Ξ. For a pair (t, s) such that n + 1 > i2t > j2s−1 > 0, we define
two sequences t+(t, s) := (t = t0 ≥ t1 ≥ t2 ≥ · · · ) and s
+(t, s) := (s = s0 ≥ s1 ≥ s2 · · · ) as
follows:
(i) tr :=
 min{t ≥ −1 | i2t+2 > j2sr−1−1} if sr−1 ≥ 1−1 if sr−1 ≤ 0, tr−1 ≥ 0−2 if tr−1 ≤ −1 .
(ii) sr :=
 min{s ≥ 0 | j2s+1 > i2tr} if tr ≥ 00 if tr = −1, sr−1 ≥ 1−1 if sr−1 ≤ 0 .
Also we define two sequences t−(t, s) := (t = t0 ≤ t−1 ≤ t−2 ≤ · · · ) and s
−(t, s) := (s = s0 ≤
s−1 ≤ s−2 ≤ · · · ) as follows:
(iii) sr :=
 max{s ≤ mj + 1 | j2s−3 < i2tr+1} if tr+1 ≤ mimj + 1 if tr+1 = mi + 1, sr+1 ≤ mj
mj + 2 if sr−1 ≥ mj + 1
.
(iv) tr :=
 max{t ≤ mi+1 | i2t−2 < j2sr−1} if sr ≤ mjmi + 1 if sr ≥ mj + 1, tr+1 ≤ mi
mi + 2 if tr+1 ≥ mi + 1
.
If HomKb(proj Λ)(Xi, Xj[1]) = 0, then one of the following holds.
(1) We have (a), (b), (c) and (d).
(a) i2tr+2 > i2tr+1 ≥ j2sr−1−1 for any r ≥ 1 such that tr ≥ −1.
(b) j2sr−1−1 > j2sr−1−2 ≥ i2tr for any r ≥ 1 such that sr ≥ 0.
(c) j2sr+1 > j2sr ≥ i2tr for any r ≥ 1 such that sr ≥ 0.
(d) i2tr > i2tr−1 ≥ j2sr−1 for any r ≥ 0 such that tr ≥ 0.
Where we put i−1 = j−1 = −1 and i−2 = j−2 = −2.
(2) We have (a’), (b’), (c’) and (d’).
(a’) j2sr−3 < j2sr−2 ≤ i2tr+1 for any r ≤ −1 such that sr ≤ mj + 1.
(b’) i2tr+1 < i2tr+1+1 ≤ j2sr−1 for any r ≤ −1 such that tr ≤ mi + 1.
(c’) i2tr−2 < i2tr−1 ≤ j2sr−1 for any r ≤ −1 such that tr ≤ mi + 1.
(d’) j2sr−1 < j2sr ≤ i2tr for any r ≤ −1 such that sr ≤ mj.
Where we put i2mi+1 = j2mj+1 = n+ 2 and i2mi+2 = j2mj+2 = n+ 3.
Lemma 4.10. Let i, j ∈ Ξ. Let (t, s) be a pair such that n+1 > i2t > j2s−1 > 0.If either (1)
or (2) of Lemma 4.9 holds, then ϕ(f) = 0 for any f ∈ HomΛ(Pi2t , Pj2s−1).
By Lemma 4.7, Lemma 4.8, Lemma 4.9 and Lemma 4.10, we obtain a combinatorial de-
scription of HomKb(proj Λ)(Xi, Xj[1]) = 0.
Proposition 4.11. Let i, j ∈ Xi. Then HomKb(proj Λ)(Xi, Xj[1]) = 0 if and only if the
following two conditions hold.
(a) For any pair (t, s) with 0 < i2t < j2s+1 < n+ 1, either (1) or (2) of Lemma 4.7 holds.
(b) For any pair (t, s) with 0 > i2t > j2s−1 > n+ 1, either (1) or (2) of Lemma 4.9 holds.
Let PΛ := sτ -tiltΛ ∩ add
⊕
i∈ΞXi.
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Lemma 4.12. Let Λ be the preprojective algebra of type An. Then PΛ = sτ -tiltΛ.
Note that the number of isomorphism classes of indecomposable 2-term presilting object
of Kb(proj Λ) is equal to # τ -rigidΛ+ n. Then Lemma 4.5 implies that
# τ -rigidΛ + n ≤ #{i ∈ Ξ | mi > 1}+ n = #Ξ.
By Lemma 4.6, Proposition 4.11, we have that Xi is indecomposable 2-term silting object
of Kb(proj Λ) for any i ∈ Ξ. Hence X is an indecomposable 2-term presilting object of
Kb(proj Λ) if and only if X is isomorphic to Xi for some i ∈ Ξ.
Proposition 4.13. Assume that Λ satisfies the Condition 3.1. Then we have
sτ -tiltΛ ≃ (Sn+1,≤).
Proof. By Lemma 4.6, Proposition 4.11 and Lemma 4.12, we have that PΛ is a full subposet
of sτ -tiltΛ and
PΛ ≃ (Sn+1,≤).
This gives the assertion. In fact, PΛ is n-regular and so finite connected component of
sτ -tiltΛ. Hence we have PΛ = sτ -tiltΛ. 
4.3. ‘only if’ part. In this subsection, we prove that sτ -tiltΛ ≃ (Sn+1,≤) induces the
Condition 3.1. For a proof, we use an induction on n. In subsection 4.1, we treated the
case n = 2 and in subsection 4.2, we showed that sτ -tiltΛ ≃ (Sn+1,≤) if Λ satisfies the
Condition 3.1. Hence we may assume that Theorem 3.3 holds for any Λ such that #Q0 < n
and consider the case that #Q0 = n.
Let Λ = kQ/I be an algebra such that
sτ -tiltΛ ≃ (Sn+1,≤).
Let ρ : (Sn+1,≤)
∼
→ sτ -tiltΛ and denote by Tw := ρ(w). For any a ∈ Q0, we set Xa :=
eaΛ/eaΛ(1 − ea)Λ. Then dp(0) = {Xa | a ∈ Q0} = {Tsi | 1 ≤ i ≤ n}. Therefore we may
assume that Q0 = {1, . . . , n} and Tsi = Xi.
Lemma 4.14. For i 6= j ∈ Q0, we set Xi,j := Xi
∨
Xj.
(1) [0, Xi,j] has one of the following form.
0
Xi Xj
Xi,j
(i)
0
Xi Xj
Xi,j
(ii)
(2) In the case of (i), there is no edge between i and j in Q.
(3) In the case of (ii), then we have
i j
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(4) Q◦ is a double quiver of type An, i.e.
1 2 3 nQ◦ =
Proof. Note that [1, si ∨ sj] has following form.
si sj
sisj = sjsi
1
si sj
sisjsi = sjsisj
1
sjsi sisj
(|i− j| > 1) (|i− j| = 1)(∗)
Accordingly, we have (1).
We prove remaining assertions. If [0, Xi,j] has form (i), then Xi and Xj are projective
Λ/(1 − ei − ej)-modules. Therefore, we obtain the assertion (2). Let M be a maximum
element of sτ -tilt(1−ei−ej)Λ− Λ. Then Xi, Xj ≤ M implies that Xi,j ≤ M . In particular,
[0, Xi,j] is a full subposet of sτ -tilt(1−ei−ej)Λ− Λ ≃ sτ -tiltΛ/(1 − ei − ej). Since [0, Xi,j] is
2-regular and so finite connected component of sτ -tilt(1−ei−ej)Λ− Λ. This implies that
[0, Xi,j] = sτ -tilt(1−ei−ej)Λ− Λ ≃ sτ -tiltΛ/(1− ei − ej).
Then the assertion (3) follows from Proposition 4.2. The assertion (4) is a direct consequence
of (1), (2), (3) and (∗). 
Lemma 4.15. Let Yi ∈ ds(Λ) such that Pi 6∈ addYi. We define σ ∈ Sn as follows:
Tsiw0 = Yσ(i).
(1) Let i 6= j ∈ Q0 and Yi,j := Yi ∧ Yj. Then [Yi,j,Λ] has one of the following form.
Yi,j
Yi Yj
Λ
(i)
Yi,j
Λ
(ii)
Yi Yj
(2) In the case of (i), there is no edge between i and j in Q.
(3) In the case of (ii), then we have
i j
(4) σ induces quiver automorphism
Q◦
∼
→ Q◦.
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Proof. Similar to the proof of Lemma 4.14 (1), one can easily check (1). Note that Yi, Yj ∈
sτ -tiltΛ/(eiΛ⊕ejΛ) Λ ≃ sτ -tiltΛ/(1 − ei − ej). By using same argument used in the proof of
Lemma 4.14, one has [Yi
∧
Yj ,Λ] = sτ -tiltΛ/(eiΛ⊕ejΛ) Λ. Then the assertions (2) and (3) follow
from Proposition 4.2. We prove (4). i and j shear an edge in Q if and only if |i− j| = 1. By
definition of σ, we have that |i− j| = 1 if and only if Yσ(i) and Yσ(j) satisfies (ii). Hence the
assertion follows from (1), (2) and (3). 
Lemma 4.16. Let i < j and e = ei + ei+1 + · · ·+ ej.
(1) sτ -tilt(Λ/(1− e)) ≃ (Sj−i+2,≤).
(2) If j − i < n− 1, then we have a path
eiΛ/eiΛ(1−ei)Λ← eiΛ/eiΛ(1−ei)Λ⊕eiΛ/eiΛ(1−ei−ei+1)Λ← · · · ←
j⊕
k=i
eiΛ/eiΛ(1−ei−· · ·−ek)Λ
in sτ -tilt(1−e)Λ− Λ.
Proof. We prove (1). Since si∨si+1∨· · ·∨sj be the longest element in 〈si, . . . , sj〉 ≃ Sj−i+2,
we have that
[0, Tsi ∨ · · · ∨ Tsj ] = ρ([1, si ∨ · · · ∨ sj]) ≃ (Sj−i+2,≤).
Note that Tsi , . . . , Tsj ∈ sτ -tilt(1−e)Λ− Λ. Therefore for a maximum elementM of sτ -tilt(1−e)Λ− Λ,
we obtain that
Tsi ∨ · · · ∨ Tsj ≤M.
In particular,
[0, Tsi ∨ · · · ∨ Tsj ] ⊂ sτ -tilt(1−e)Λ− Λ.
Since sτ -tilt(1−e)Λ− Λ ≃ sτ -tilt(Λ/(1− e)) is (j − i+ 1)-regular poset, we conclude that
sτ -tilt(Λ/(1− e)) ≃ [0, Tsi ∨ · · · ∨ Tsj ] ≃ (Sj−i+2,≤).
Next we show (2). By (1) and the hypothesis of induction, Λe := Λ/(1− e) satisfies (a),
(b) and (c) of Condition 3.1. Hence one can check that
ℓ−1⊕
k=i
eiΛe/eiΛe(1− ei − · · · − ek)Λe ←
ℓ⊕
k=i
eiΛe/eiΛe(1− ei − · · · − ek)Λe.
In fact, the 2-term presilting object in Kb(proj Λe) corresponding to eiΛe/eiΛe(1 − ei,k)Λ is
Xii,k , where ei,k := ei + · · · + ek and ii,k := {i − 1 < i < k + 1}. Then Xii,k ⊕ Xii,k′ is
a presilting object of sτ -tiltΛe = sτ -tilt(1−e)Λ− Λ by Proposition 4.11 (or direct calculation).
Then the assertion follows from
eiΛe/eiΛe(1− ei − · · · − ek)Λe ≃ eiΛ/eiΛ(1− ei − · · · − ek)Λ.

Lemma 4.17. We have the following.
(1) If i < j. Then Tsjsj−1···si is a unique element of
dp(Tsj−1···si) ∩ [Tsj−2···si, Tsj−1···si ∨ Tsj ].
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Moreover, if (i, j) 6= (1, n), then
Tsjsj−1···si =
j⊕
k=i
eiΛ/eiΛ(1− ei − · · · − ek)Λ.
(2) If i > j. Then Tsjsj+1···si is a unique element of
dp(Tsj+1···si) ∩ [Tsj+2···si, Tsj+1···si ∨ Tsj ].
Moreover, if (i, j) 6= (n, 1), then
Tsjsj+1···si =
j⊕
k=i
eiΛ/eiΛ(1− ei − · · · − ek)Λ.
Proof. We consider the case that i < j. We claim that
Tsjsj−1···si ∈ dp(Tsj−1···si) ∩ [Tsj−2···si , Tsj−1···si ∨ Tsj ].
It is obvious that Tsjsj−1···si ∈ dp(Tsj−1···si). Put w = sj−2 · · · si. Then we obtain that
w
wsj = sjw sj−1w
sjsj−1sjw
sj−1sjw sjsj−1w
Note that wsj ≥ sj and w 6≥ sj. Hence we conclude that wsj = sj ∨ w and
sj−1w ∨ sj = sj−1w ∨ w ∨ sj = sjsj−1sjw = sj−1sjsj−1w.
In particular, we conclude that
Tsjsj−1w ∈ [Tw, Tsj−1w ∨ Tsjw] = [Tw, Tsj−1w ∨ Tsj ].
Then the uniqueness follows from the fact that ds(sjsj−1sjw) = {sj−1sjw, sjsj−1w}.
We note that Tsi = Xi = eiΛ/eiΛ(1− ei)Λ. Now we assume that
Tsj′sj′−1···si =
j′⊕
k=i
eiΛ/eiΛ(1− ei − · · · − ej′)Λ
holds for any j′ ∈ {i, · · · , j − 1}. Then Tsjw = Tw ∨ Tsj = Tw ⊕ Xj and Tsj−1w = Tw ⊕
eiΛ/eiΛ(1−ei−· · ·−ej−1)Λ. Therefore Tsjw, Tsj−1w ∈ sτ -tiltTw⊕(1−e)Λ− Λ, where e := ei+· · ·+
ej . This shows that Tsjw∨Tsj−1w ≤M , whereM is a maximum element of sτ -tiltTw⊕(1−e)Λ− Λ.
In particular, we have that
sτ -tiltTw⊕(1−e)Λ− Λ ⊃ [Tw, Tsj−1w ∨ Tsjw] = [Tw, Tsj−1w ∨ Tsj ].
By Jasso’s theorem, we have that sτ -tiltTw⊕(1−e)Λ− Λ is a two-regular poset. Hence we obtain
that
sτ -tiltTw⊕(1−e)Λ− Λ = [Tw, Tsj−1w ∨ Tsjw] = [Tw, Tsj−1w ∨ Tsj ].
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Note that Lemma 4.16 implies
Tsj−1w ⊕ eiΛ/eiΛ(1− e)Λ ∈ sτ -tiltTw⊕(1−e)Λ− Λ.
Hence, we get that
j⊕
k=i
eiΛ/eiΛ(1− ei− · · · − ek)Λ = Tsj−1w ⊕ eiΛ/eiΛ(1− e)Λ ∈ dp(Tsj−1w)∩ [Tw, Tsj−1w ∨ Tsj ].
In particular, the following hold.
Tsjsj−1w =
j⊕
k=i
eiΛ/eiΛ(1− ei − · · · − ek)Λ.
Accordingly, we obtain (1). Similar argument gives the assertion (2). 
Lemma 4.18. Let w = snsn−1 · · · si.
(1) For any σ ∈ 〈s1, . . . , sn−1〉, we have
σw ≥ w.
(2) Let σ, σ′ ∈ 〈s1, . . . , sn−1〉. Then
σw ≤ σ′w ⇔ σ ≤ σ′.
(3) We have the following.
[w, (s1w) ∨ · · · ∨ (sn−1w)] = [w, (s1 ∨ · · · ∨ sn−1)w] = 〈s1, . . . , sn−1〉w
poset
≃ (Sn,≤).
Proof. We show (1). Suppose that there exists σ ∈ 〈s1, . . . , sn−1〉 and j ∈ {1, . . . , n−1} such
that σw ≥ w and sjσw 6≥ w. Let siℓ · · · sin−i+2sn · · · si be a reduced expression of σw. We
set ik := k+ i−1 for k ≤ n− i+1 and iℓ+1 = j. Then by Theorem 2.14, there exists (j < k)
such that
(i) siℓ+1 · · · sij+1(ij) > siℓ+1 · · · sij+1(ij + 1)
If j ≤ n− i+1, then siℓ+1 · · · sij+1(ij+1) = n+1. This contradicts to (i). Thus j > n− i+1.
Then Theorem 2.14 says that sjσw = siℓ+1 · · · ŝik · · · ŝij · · · si1sn · · · si and this expression
have to be a reduced expression of sjσw. This contradicts to sjσw 6≥ w.
We prove (2). First we assume that σ ≤ σ′ and show that σw ≤ σ′w. We may assume that
σ′ = siσ. By (1), there exists a reduced expression siℓ · · · si1 of σ such that siℓ · · · si1sn · · · si
is a reduced expression of σw. Then we want to show that sisiℓ · · · si1sn · · · s1 is a reduced
expression of σ′w. If not, then same argument used in the proof of (1) implies that there
exists j < k such that
siσw = siℓ+1siℓ · · · ŝik · · · ŝij · · · si1w,
where we put siℓ+1 := si. This implies that ℓ(siσ) < ℓ(σ). Hence we reach a contradiction.
Next we assume that σw ≤ σ′w. Then assertion follows from (1). In fact, there exists a
reduced expression siℓ · · · si1 of σ such that siℓ · · · si1sn · · · si is a reduced expression of σw.
If we take a path
siℓ · · · si1sn · · · s1 → siℓ+1siℓ · · · si1w → · · · → siℓ+ℓ′ · · · siℓ+1siℓ · · · si1w = σ
′w.
Then siℓ+ℓ′ · · · siℓ+1siℓ · · · si1 is a reduced expression of σ
′.
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We show the assertion (3). Let J = {1, . . . , n− 1}. By Proposition 2.16, we have that∨
j∈J
(sjw) = (
∨
j∈J
sj)w = w0(J)w.
Let w′ ∈ [w,w0(J)w]. Then there is a path
w ← si1w ← · · · ← siℓ′ · · · si1w = w
′ ← · · · ← siℓ · · · siℓ′+1siℓ′ · · · si1w = w0(J)w.
Let σ = siℓ′ · · · si1 . By definition, siℓ′ · · · si1 is a reduced expression of σ and siℓ · · · si1 is
a reduced expression of w0(J). Also we have that σ ≤ w0(J). Hence Proposition 2.16(2)
implies that w′ ∈ 〈sj | j ∈ J〉w. Then the assertion follows from (1) and (2). 
Similarly, we have the following.
Lemma 4.19. Let w = s1s2 · · · si.
(1) For any σ ∈ 〈s2, . . . , sn〉, we have
σw ≥ w.
(2) Let σ, σ′ ∈ 〈s2, . . . , sn〉. Then
σw ≤ σ′w ⇔ σ ≤ σ′.
(3) We have the following.
[w, (s2w) ∨ · · · ∨ (snw)] = [w, (s2 ∨ · · · ∨ sn)w] = 〈s2, . . . , sn〉w
poset
≃ (Sn,≤).
Lemma 4.20. Let w+i = sn · · · si. We put M
+
i ∈ ind addTw+i such that M
+
i 6∈ addTsnw+i .
Then
sτ -tiltM+i Λ = ρ([w
+
i , (s1w
+
i ) ∨ · · · ∨ (sn−1w
+
i )]) = ρ(〈s1, . . . sn−1〉w
+
i ).
Proof. Since sjw
+
i ≥ w
+
i for any j ∈ {1, . . . , n−1}, we see that Tw+
i
have to be the minimum
element of sτ -tiltM+i
Λ. (Note thatM+i ∈ addTs1w+i ∩· · ·∩addTsn−1w
+
i
.) Let T be a maximum
element of sτ -tiltM+i Λ. Then we obtain that
Ts1w+i ∨ · · · ∨ Tsn−1w
+
i
≤ T.
In particular, Lemma 4.18 implies that
sτ -tiltM+i
Λ ⊃ [Tw+i , Ts1w
+
i
∨ · · · ∨ Tsn−1w+i ] = ρ(〈s1, . . . , sn−1〉w
+
i ) ≃ (Sn,≤).
Since (Sn,≤) is a (n− 1)-regular poset, we conclude that
sτ -tiltM+i Λ = [Tw
+
i
, Ts1w+i ∨ · · · ∨ Tsn−1w
+
i
] = ρ(〈s1, . . . , sn−1〉w
+
i ).

Similarly we obtain the following.
Lemma 4.21. Let w−i = s1 · · · si. We put M
−
i ∈ ind addTw−i such that M
−
i 6∈ addTs1w−i .
Then
sτ -tiltM−i Λ = ρ([w
−
i , (s2w
−
i ) ∨ · · · ∨ (snw
−
i )]) = ρ(〈s2, . . . sn〉w
−
i ).
Lemma 4.22. sτ -tiltPσ(i) Λ = ρ([
∧
k 6=i(skw0), w0]) = ρ(〈sk | k 6= i〉w0.)
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Proof. Note that for any k 6= i, we have Pσ(i) ∈ addTskw0. Let Ni be the minimum element
of sτ -tiltPσ(i) Λ. Then Ni ≤
∧
i 6=k Tskw0 and
sτ -tiltPσ(i) Λ ⊃ [
∧
i 6=k
Tskw0,Λ].
Now we let
∧
i 6=k(skw0) = ww0 and w
′ =
∨
i 6=k sk. Then w
′w0 ≤ skw0 for any k 6= i. Thus
we conclude that
w′w0 ≤ ww0.
Therefore we obtain
w′ ≥ w.
On the other hands, we have ww0 ≤ skw0(⇔ w ≥ sk) for any k 6= i. In particular, w ≥ w
′.
Hence we obtain w = w′ and
[
∧
k 6=i
(skw0), w0] = [(
∨
k 6=i
sk)w0, w0] = 〈sk | k 6= i〉w0 ≃ (Si ×Sn−i+1,≤
op).
Since (Si ×Sn−i+1,≤
op) is a (n− 1)-regular poset, we obtain the assertion. 
Lemma 4.23. We have the following.
(1) M+1 = Pσ(n) and M
−
n = Pσ(1).
(2) If i 6= 1, then M+i = eiΛ/eiΛ(1− ei − · · · − en)Λ. Furthermore, we have that
sτ -tiltM+i Λ ∩ sτ -tiltPσ(n−i+1) Λ 6= ∅.
(3) If i 6= n, then M−i = eiΛ/eiΛ(1− ei − · · · − e1)Λ. Moreover, we have that
sτ -tiltM−i Λ ∩ sτ -tiltPσ(n−i+1) Λ 6= ∅.
Proof. We show (1). Note that w0 = s1(s2s1) · · · (sn · · · s1) ∈ 〈s1, . . . , sn−1〉w
+
1 and w
+
1 =
sn · · · s1 ∈ 〈s1, . . . , sn−1〉w0.We also note that w0 = (sn)(sn−1sn) · · · (s1 · · · sn) ∈ 〈s2, . . . , sn〉w
−
n
and w−n = s1 · · · sn ∈ 〈s2, . . . , sn〉w0. Hence we have 〈s1, . . . , sn−1〉w
+
1 = 〈s1, . . . , sn−1〉w0 and
〈s2, . . . , sn〉w
−
n = 〈s2, . . . , sn〉w0. Then the assertion follows from Lemma 4.20, Lemma 4.21
and Lemma 4.22. In fact, we see that
sτ -tiltM+1 Λ = sτ -tiltPσ(n) Λ, sτ -tiltM
−
n
Λ = sτ -tiltPσ(1) Λ.
Next we prove (2). We claim that
〈sk | k 6= n− i+ 1〉w0 = {w ∈ Sn+1 | w(a) ≤ n− i+ 1 for any a ≥ i+ 1}.
Since w0(a) = n− a + 2, we obtain
〈sk | k 6= n− i+ 1〉w0 ⊂ {w ∈ Sn+1 | w(a) ≤ n− i+ 1 for any a ≥ i+ 1}.
Then
〈sk | k 6= n− i+ 1〉w0 = {w ∈ Sn+1 | w(a) ≤ n− i+ 1 for any a ≥ i+ 1}.
follows from the fact that
〈sk | k 6= n− i+ 1〉w0
1:1
↔ Si ×Sn−i+1
1:1
↔ {w ∈ Sn+1 | w(a) ≤ n− i+ 1 for any a ≥ i+ 1}.
Let w = (sn−1 · · · s1)(sn−1 · · · s2) · · · (sn−1 · · · si−1)w
+
i . One can easily check that
w(a) ≤ n− i+ 1
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for any a ≥ i+ 1. Hence w ∈ 〈sk | k 6= n − i+ 1〉w0 ∩ 〈s1 . . . , sn−1〉w
+
i . Then the assertion
follows from Lemma 4.17 (1), Lemma 4.20 and Lemma 4.22.
Similar argument implies the assertion (3). 
Lemma 4.24. We have the following.
(1) σ(i) = n− i+ 1.
(2) sτ -tiltP−n Λ = ρ(〈s1, . . . , sn−1〉).
(3) sτ -tiltP−1 Λ = ρ(〈s2, . . . , sn〉).
(4) Supp(P1) = Supp(Pn) = Q0.
Proof. We prove (1). We first consider the case that n is odd. Let i = n+1
2
. By Lemma 4.15
(4), either (i) σ(a) = n+1− a for any a ∈ {1, . . . , n} or (ii) σ(a) = a for any a ∈ {1, . . . , n}.
occurs. In particular, we have σ(i) = i. Now it is sufficient to show that σ(i− 1) = i+ 1. If
not, then we have σ(i− 1) = i− 1. Let a minimal projective presentation
PM+i+1 := [P
r
i → Pi+1(→ ei+1Λ/ei+1ΛeiΛ = M
+
i+1)]
ofM+i+1. By Lemma 4.23, we conclude thatM
+
i+1⊕Pσ(n−i) =M
+
i+1⊕Pi−1 is τ -rigid. Therefore
HomKb(proj Λ)(PM+i+1
, Pi−1[1]) = 0. This implies that αi−1 ∈ ei−1Λei factors through i + 1.
(Note that r > 0.) Accordingly, we reach a contradiction.
Assume that n is even and let i = n
2
. It is sufficient to show that σ(i) = n− i+ 1 = i+ 1.
If not, then σ(i) = i. Consider a minimal projective presentation
PM+i+1 := [P
r
i → Pi+1(→ ei+1Λ/ei+1ΛeiΛ = M
+
i+1)]
of M+i+1. Then as in the case that n is odd, we see that HomKb(PM+
i+1
, Pi[1]) = 0. This is a
contradiction.
We prove (2). Note that w := s1(s2s1) · · · (sn−1 · · · s1) = s1 ∨ · · · ∨ sn−1 is a maximum
element of 〈s1, . . . , sn−1〉. Let M be a maximum element of sτ -tiltP−n Λ. Then M ≥ Ts1 ∨
· · · ∨ Tsn−1 = Tw. Since [0, Tw] = ρ([1, w]) = ρ(〈s1, . . . , sn−1〉) ≃ (Sn,≤), one obtains that
sτ -tiltP−n Λ = [0, Tw] = ρ(〈s1, . . . , sn−1〉).
Similarly, one sees the assertion (3).
We show (4). Supp(P1) 6= Q0 implies that (P1, Pn) is a τ -rigid pair.In particular, we have
that sτ -tiltP1 Λ ∩ sτ -tiltP−n 6= ∅. By Lemma 4.22 and (1), one obtains that
sτ -tiltP1 Λ = ρ(〈s1, . . . , sn−1〉w0).
On the other hand, the assertion (2) of this Lemma implies that
sτ -tiltP−n Λ = ρ(〈s1, . . . , sn−1〉).
Note that for any element w ∈ 〈s1, . . . , sn−1〉w0, we have w(n + 1) 6= n + 1. Also note that
for any element w ∈ 〈s1, . . . , sn−1〉, we have w(n+ 1) = n + 1. This shows that
〈s1, . . . , sn−1〉w0 ∩ 〈s1, . . . , sn−1〉 = ∅.
We conclude that
Supp(P1) = Q0.
Similar argument implies that
Supp(Pn) = Q0.
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
Lemma 4.25. We have the following.
(1) P1 ⊕X1, Pn ⊕Xn are τ -rigid and Pi ⊕M
±
i is τ -rigid for any i 6= 1, n.
(2) For any i 6= 1, n, we have a minimum projective presentation
Pi−1
α∗i−1
→ Pi → eiΛ/eiΛei−1Λ =M
+
i
of eiΛ/eiΛei−1Λ and a minimum projective presentation
Pi+1
αi→ Pi → eiΛ/eiΛei+1Λ = M
−
i
of eiΛ/eiΛei+1Λ. Furthermore, we obtain that
α∗i−1Λ = eiΛei−1Λ, eiΛα
∗
i−1 = eiΛei−1, αiΛ = eiΛei+1Λ and eiΛαi = eiΛei+1.
(3) We have a minimum projective presentation
P2
α1→ P1 → e1Λ/e1Λe2Λ = X1
of X1. Moreover, we obtain that
α1Λ = e1Λe2Λ and e1Λα1 = e1Λe2.
(4) We have a minimum projective presentation
Pn−1
α∗n−1
→ Pn → enΛ/enΛen−1Λ = Xn
of Xn. Furthermore, we obtain that
α∗n−1Λ = enΛen−1Λ and enΛα
∗
n−1 = enΛen−1.
Proof. We prove (1). By Lemma 4.24 (2), we see that n 6∈ Supp(Tsnw+1 ) and n ∈ Supp(Tw
+
1
).
This implies that Tw+1 = Tsnw
+
1
⊕M+1 (see definition ofM
+
1 ). By Lemma 4.23 and Lemma 4.24,
we obtain that M+1 = P1. In particular, add(Tsnw+1 ⊕ P1) ∋ X1 ⊕ P1 is τ -rigid. Similarly, we
can check that Pn ⊕ Xn is τ -rigid. Also Pi ⊕M
±
i are τ -rigid by Lemma 4.23 (2), (3) and
Lemma 4.24 (1).
We show (2). Let
r⊕
t=1
P
(t)
i−1 = P
r
i−1
f
→ Pi → eiΛ/eiΛei−1Λ = M
+
i
be a minimal projective presentation of M+i = eiΛ/eiΛei−1Λ. (1) implies that
HomKb(proj Λ)(PM+i , Pi[1]) = 0.
Now we put f = (f (t) : P
(t)
i−1 → Pi) and consider φ ∈ HomKb(proj Λ)(PM+i , Pi[1]) given by
ϕ(t) : P
(t)
i−1 → Pi, where ϕ
(t) =
{
α∗i−1 t = 1
0 t 6= 1
. Then there exists h ∈ EndΛ(Pi) such that
(∗) h ◦ f (t) = ϕ(t)
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for any t. This shows that h has to be an isomorphism and r = 1. Let x = f(ei−1)
and y = h(ei). Then xΛ = eiΛei−1Λ and yx = α
∗
i−1. Since xΛ = eiΛei−1Λ, there exists
y′ ∈ ei−1Λei−1 \ Rad(ei−1Λei−1) such that xy
′ = α∗i−1. Hence we obtain
α∗i−1Λ = xy
′Λ = xΛ = eiΛei−1Λ.
HomKb(PM+
i
, Pi[1]) = 0 implies that for any morphism g from Pi−1 to Pi, there exists h
′ ∈
EndΛ(Pi) such that g = h
′ ◦ f . This says that eiΛei−1 = eiΛx. Therefore, we see that
eiΛα
∗
i−1 = eiΛyx = eiΛx = eiΛei−1.
By applying same argument to the minimum projective presentation
r⊕
t=1
P
(t)
i+1 = P
r
i+1
f
→ Pi → eiΛ/eiΛei+1Λ = M
−
i
of M−i , we have that r = 1 and
αiΛ = eiΛei+1Λ, eiΛαi = eiΛei+1.
We now get the assertion (2).
Similarly one obtains (3) and (4). 
By Lemma 4.24 and Lemma 4.25, we have the following.
Proposition 4.26. sτ -tiltΛ ≃ (Sn+1,≤) only if Λ satisfies the Condition 3.1.
Proof. Condition 3.1 (a) follows from Lemma 4.14 (4) and Condition 3.1 (b) follows from
Lemma 4.25. Hence it is sufficient to show that
α1 · · ·αn−1 6= 0 6= α
∗
n−1 · · ·α
∗
1.
If α1 · · ·αn−1 = 0, then Lemma 4.25 implies that n 6∈ Supp(P1). This contradicts to
Lemma 4.24 (4). Therefore, we obtain
α1 · · ·αn−1 6= 0.
Likewise, we also obtain
α∗n−1 · · ·α
∗
1 6= 0.

5. Some remarks on g-vectors
In this section, we see that for two algebras satisfying the Condition 3.1, an poset isomor-
phism sτ -tiltΛ from sτ -tiltΓ preserves g-vectors.
Proposition 5.1. Let ρ, ρ′ be poset isomorphisms from (Sn+1,≤) to sτ -tiltΛ. If ρ(si) =
ρ′(si) holds for any i, then we have ρ = ρ
′.
Proof. We show the following claim.
Claim 6. Let w ∈ Sn+1 and siℓ · · · si1 a reduced expression of w. Assume that ℓ(sjw) = ℓ+1
and put w′ = sjsiℓ−1 · · · si1. Then we have the following.
(a) If ℓ(w′) = ℓ, then sjw is a unique element of dp(w) ∩ [w,w ∨ w
′].
(b) If ℓ(w′) = ℓ− 2, then sjw = siℓw
′ ∨ sjw
′.
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Proof. We show the assertion (a). In the case that |iℓ−j| > 1, it is obvious that sjw = w∨w
′.
Thus we may assume that |iℓ − j| = 1. Note that ℓ(siℓsjw) = ℓ(sjsiℓw
′) = ℓ + 2. If not,
then ℓ(siℓsjw) = ℓ(sjsiℓw
′) = ℓ and siℓsjw = sjsiℓw
′ = sjw ∧ siℓw
′. Thus we have that
siℓ−1 · · · si1 ≤ sjw, siℓw
′ and
siℓ−1 · · · si1 < siℓsjw.
By considering lengths, we see that there exists k such that sksiℓ−1 · · · si1 = siℓsjw. Hence
sk = siℓsjsiℓ , this is a contradiction.
Therefore, there are two paths
siℓsjw → sjw → w → siℓ−1 · · · si1 and siℓsjw = sjsiℓw
′ → siℓw
′ → w′ → siℓ−1 · · · si1.
This gives the assertion (a).
Next we show the assertion (b). Since ℓ(w′) = ℓ − 2, we have that |iℓ − j| = 1 and
ℓ(sjw) = ℓ(siℓsjsiℓw
′) = ℓ+ 1. Then we have two paths
sjw → w → siℓ−1 · · · si1 = sjw
′ → w′ and sjw = siℓsjsiℓw
′ → sjsiℓw
′ → siℓw
′ → w′.
This implies the assertion (b). 
Claim 6 says that an poset automorphism ϕ is uniquely determined by ϕ(s1), . . . , ϕ(sn).
In, particular, if ϕ(si) = si holds for any i, then ϕ = id. This gives the assertion. 
Corollary 5.2. Let Λ = kQ/I, Γ = kQ′/I ′ be algebras satisfying the Condition 3.1. Assume
that Q◦ and (Q′)◦ are the double quiver of 1 → 2 → · · · → n. Then there is a unique poset
isomorphism ρ : sτ -tiltΛ
∼
→ sτ -tiltΓ satisfying ρ(eiΛ/eiΛ(1 − ei)Λ) = eiΓ/eiΓ(1 − ei)Γ.
Moreover, ρ preserves g-vectors i.e. we have that
gT = gρ(T ),
for any T ∈ sτ -tiltΛ.
Proof. By Proposition 4.11, the map Xi(Λ) → Xi(Γ) induces a desired poset isomorphism.
Uniqueness follows from Proposition 5.1. 
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