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MINIMAL PRIMES OVER PERMANENTAL IDEALS
GEORGE A. KIRKUP
Abstract. In this paper we discuss minimal primes over permanental
ideals of generic matrices. We give a complete list of the minimal primes
over ideals of 3×3 permanents of a generic matrix, and show that there
are monomials in the ideal of maximal permanents of a d×2d−1 matrix if
the characteristic of the ground field is sufficiently large. We also discuss
the Alon-Jaeger-Tarsi Conjecture, using our results and techniques to
strenthen the previously known results.
1. Introduction
1.1. Definitions. Let A = (ai,j) be any n×n matrix over a commutative
ring R. The permanent of this matrix is∑
σ∈Sn
a1,σ(1)a2,σ(2) · · · an,σ(n).
This is often described as the formula for the determinant of A without the
minus signs.
Fix m,n, d and a field k. We define Id(m,n) ⊂ k[xi,j ] to be the ideal
generated by the permanents of the d×d submatrices of Mm,n = (xi,j), a
generic m×n matrix over k. The main goal of this paper is to understand
the minimal primes over Id(m,n).
1.2. Background. Two recent papers discuss this notion. In [5], Lauben-
bacher and Swanson carefully analyze I2(m,n) for all m,n. They use the
language of ideals, minimal primes, radical, Gro¨bner bases, etc. to give a
very complete understanding of these ideals.
In [7], Yu discusses some relationships between the rank of a matrix and
the “perrank” of a matrix, namely the size of the largest submatrix whose
permanent is nonzero. He does not use the language of ideals, preferring
an entirely set-theoretic approach to begin to answer some combinatorial
questions. These were raised in [1] Alon and Tarsi in 1989 and again treated
in [2] in 1994.
1.3. Overview. Our techniques will be very algebraic, and will be simple
applications of the multilinearity of permanents which is discussed in Section
2. In Section 3 we review relevant results from [5] and give several proofs
based on the results of the previous section.
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In Section 4 we discuss the main conjecture of Chapter, which is
Conjecture 1. If char k > d or char k = 0 and n ≥ 2d − 1 then the
minimal primes containing Id(m,n) must either contain a column of the
generic matrix or the d− 1×d− 1 permanents of some m− 1 rows.
This would inductively give the minimal primes over the ideals Id(m,n)
for large m,n if we knew the minimal primes over Id(m,n) for m,n ≤ 2d−1.
We prove Conjecture 1 for the case d = 3 in Section 5. What we are able to
show in general is that any prime over Id(d, 2d− 1) which contains no entry
from some row must contain the (d − 1)×(d − 1) permanents of the other
d− 1 rows.
We continue in Section 6 where we discuss the ideals
Id(d, d+ 1) in detail. Then in Section 7 we focus on I3(3, 4), paying special
attention to 3×4 matrices with no entries vanishing whose maximal perma-
nents do vanish.
In Section 8 we discuss in general the case in which m,n > d. We apply
these ideas to the case d = 3 in Section 9, in which we list the minimal
primes over I3(4, 4). From this we deduce the minimal primes over I3(m,n)
for all m,n.
In Section 10 we relate our conjecture and results to the combinatorial
conjectures in [1].
In this section we strengthen the results of [1] and [2].
2. The Multilinearity of the Permanent and the Algebra of
Permanents
Let A = (ai,j) be a d×d matrix. Then the permanent of M can be
expressed as
d∑
1
xi,1 · A
ıˆ
1ˆ
where Aıˆ
1ˆ
is the (d− 1)×(d− 1) permanent of the submatrix of A obtained
by omitting row i and column 1. This is similar to the expansion by minors
(Laplace expansion) for determinants. This expansion can obviously done
for any row or column and this multilinearity is the key observation for our
entire study of permanental ideals.
We begin with an example of the importance of multilinearity that we will
use throughout this Chapter. If A is a d×(d−1) matrix, and column vectors
v1, . . . , vd have the property that (A vi) has permanent 0 for all i, then the
vector (A1ˆ, . . . , Adˆ), of the (d− 1)×(d− 1) permanents of A, is in the kernel
of the matrix (v1 v2 . . . vd). Thus, by rank-nullity, either the determinant of
(v1 v2 . . . vd) is 0 or the (d− 1)×(d− 1) permanents of A vanish identically.
Another application concerns the “algebra of permanents.” Fix d < n and
consider the ring S = k[Ai1,...,id ] where 1 ≤ ij ≤ n for each j and the Ai1,...,id
are indeterminants. Let R = k[xr,s] where 1 ≤ r ≤ d and 1 ≤ s ≤ n. Then
there is a map φ : S−→R taking Ai1,...,id to the permanent of the matrix
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(ci1 , . . . , cid) where cj is the j
th column of the generic d×n matrix (xr,s).
The image of the map S−→R is the algebra of maximal permanents, and
is isomorphic to S/(ker φ). We can find interesting elements of kerφ in the
following way.
Let H be a matrix whose columns are indexed by multi-subsets, J, of
{1, . . . , n} whose cardinality is d− 1. Then let the column of H indexed by
J be the vector A1,J, . . . , Ad,J. For example, if d = 3, and n = 4 then
H =


A1,1,1 A1,1,2 A1,1,3 A1,1,4 A1,2,2 A1,2,3 A1,2,4 A1,3,3 A1,3,4 A1,4,4
A1,1,2 A1,2,2 A1,2,3 A1,2,4 A2,2,2 A2,2,3 A2,2,4 A2,3,3 A2,3,4 A2,4,4
A1,1,3 A1,2,3 A1,3,3 A1,3,4 A2,2,3 A2,3,3 A2,3,4 A3,3,3 A3,3,4 A3,4,4
A1,1,4 A1,2,4 A1,3,4 A1,4,4 A2,2,4 A2,3,4 A2,4,4 A3,3,4 A3,4,4 A4,4,4

 .
We now focus our attention on a particular column, with index J. Then
let Aıˆ
J
be the permanent of the (d− 1)×(d− 1) matrix with columns J and
omitting row i. Then the Jth column can be expanded as

∑
i xi,1A
ıˆ
J∑
i xi,2A
ıˆ
J
...∑
i xi,nA
ıˆ
J

 .
Therefore, no matter what J is, the column above is in the span of

x1,1
x1,2
...
x1,n

 , . . . ,


xd,1
xd,2
...
xd,n


so the rank of H is at most d. Therefore, the (d + 1)×(d + 1) minors of H
vanish.
3. I2(2, 3)
This section reviews a result of Laubenbacher and Swanson [5], and gives
three different proofs of it, suggesting three different approaches to the prob-
lem in general.
Theorem 2. If char k 6= 2 then any prime containing I2(2, 3) either contains
an entire row of M2,3 or it contains an entire column of M2,3.
Proof. Let p be a prime over I2(2, 3). The first argument we give is closely
related to the computational proof in [5]. If there is no entry of the first row
of M2,3 in p then since I2,3 is homogeneous in each row and each column,
we can dehomogenize each column so that the x1,1 = x1,2 = x1,3 = 1. Then
I2(2, 3) becomes 〈x2,1 + x2,2, x2,1 + x2,3, x2,2 + x3,2〉. Since char k 6= 2, this
ideal is generated by 〈x2,1, x2,2, x2,3〉. Therefore, there must be some entry
of M2,3 in p. We may reindex so that x1,1 ∈ p. Thus p must also contain
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x2,1x1,2 and x2,1x1,3 so either p contains the first row or the first column of
M2,3.
The next two proofs use our notation from the previous section,
Ai,j = x1,ix2,j + x1,jx2,i.
Since A1,2 = A1,3 = 0 modulo I2(2, 3), the vector (x1,1, x2,1) is in the kernel
of the matrix of 1×1 permanents
T2,3 =
(
x1,2 x1,3
x2,2 x2,3
)
.
Therefore, 〈x1,1, x2,1〉 · 〈 detT2,3〉 ∈ I2(2, 3) so p either contains a column
of M2,3 or the 2×2 minors of M2,3. Since char k 6= 2, we can combine the
minors with the permanents to form all polynomials of the form x1,ix2,j with
i 6= j. The result then follows similarly to the end of the first proof.
The last proof uses the fact that the symmetric matrix
H2,3 =

A1,1 A1,2 A1,3A1,2 A2,2 A2,3
A1,3 A2,3 A3,3


has rank 2 by the discussion in Section 2. Since Ai,j = 0 modulo I2(2, 3)
whenever i 6= j, the determinant of H2,3 is A1,1 · A2,2 · A3,3. Therefore, one
of the Ai,i must be in p. Since char k 6= 2, Ai,i ∈ p implies that x1,i · x2,i ∈ p
and thus one of these entries is in p. The proof again follows in the same
manner as the first proof. 
These three proofs of the result reflect three different perspectives on how
to proceed with the study of permanental ideals.
4. Monomials in Id(d, 2d − 1)
In this section we will focus on d×(2d−1) matrices whose maximal perma-
nents vanish, showing that there must be some entries which vanish (under
mild hypotheses) and giving some general tools for understanding the mini-
mal primes over the ideal Id(d, 2d−1). We use the approach in the first proof
of Theorem 2. The case of d×n matrices with n < 2d−1 is less understood.
The discussion in this section will revolve around the following conjecture,
which will be proved in the case d = 3 in Section 5
Conjecture 3. Let k be any field with char k > d or 0 and Md,2d−1 be
the generic d×(2d − 1) matrix over k. Any minimal prime over Id(d, 2d −
1) either contains a column of Md,2d−1 or contains the (d − 1)×(d − 1)
permanents of some set of d − 1 rows of Md,2d−1. If char k ≤ d then, in
addition to these possibilities, a minimal prime may instead contain the
d×d minors of Md,2d−1.
First we set up some notation for the section. Let Md,n = (xi,j) be the
generic d×n matrix where n > d. If
α = (α1, . . . , αd−1)
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is a strictly increasing sequence with 1 ≤ α1 and αd−1 ≤ 2d− 1 then let Aα
be the (d − 1)×(d − 1) subpermanent of M obtained by omitting the first
row and including columns α1, . . . , αd−1. Now define
A′α = Aα ·
∏
i 6∈α
x1,i.
If
β = (β1, . . . , βd)
is a strictly increasing sequence with 1 ≤ β1 and βd ≤ n then let Pβ be the
d×d subpermanent of M obtained by including columns β1, . . . , βd, and as
above, let
P ′
β
= Pβ ·
∏
i 6∈β
x1,i.
Note that
P ′
β
=
∑
α⊂β
A′α.
The next proposition will use sums of permanents heavily, so let
Si(α) =
∑
P ′
β
where the sum runs over all β such that the cardinality of β∩α is i. Finally,
let
Ti(α) =
∑
A′α′
where the sum runs over all β such that the cardinality of α′ ∩ α is i.
Proposition 4. For any d, n with 2d− 1 > n > d and any α of size d− 1,
the ideal Id(d, n) contains
(n − d+ 1)!(A′α + (−1)
n−dT2d−n−2(α)).
Proof. In this proof we will treat A′α as atomic. We will prove the result by
constructing an element of Id(d, n) and checking the number of times each
A′α appears.
Fix α and let Si = Si(α). Let
(1) B =
d−1∑
i=2d−n−1
(−1)i(i+ n− 2d+ 1)!(d − i− 1)!Si.
We claim that B = ±(n− d+ 1)!(A′α + T2d−n−2).
Each Si is a sum of various A
′
α′ . In fact, if the cardinality of α
′ ∩ α is i,
then Si contains n− (d− 1)− (d− i− 1) = n− 2d+ i+2 copies of A
′
α′ . On
the other hand, Si+1 also contains d− 1− i copies of A
′
α′ .
Given any A′α′ , for which the cardinality of α
′ ∩α is i, it can only appear
in the definition of Si or Si+1. Thus we can measure its contribution to B
from the definition in (1). It appears
(−1)i+1(n−2d+i+2)!(d−i−2)!(d−1−i)+(−1)i(n−2d+i+1)!(d−1−i)!(n−2d+i+2) = 0
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times. Therefore, the only contribution to B from A′α′ comes from the α
′
such that the cardinality of α ∩ α′ is 2d − n − 2 or α′ = α. In the former
case, A′α′ appears in S2d−n−1
d− 1− (2d − n− 2) = n− d+ 1
times. Therefore, the total number of times A′α′ appears in the definition of
B is
(−1)2d−n−1(2d− n− 1 + n− 2d+ 1)! · (d− (2d− n− 1)− 1)! · (n− d+ 1)
= (−1)n+1(0)! · (n− d)! · (n− d+ 1)
= (−1)n+1(n− d+ 1)!.
A′α appears in Sd−1 n − (d − 1) times and in no other Si. Therefore, the
number of times A′α appears in the definition of B is
(−1)d−1(d− 1 + n− 2d+ 1)! · (d− (d− 1)− 1)! · (n− (d− 1))
= (−1)d−1(n− d)! · (0)! · (n− d+ 1)
= (−1)d−1(n− d+ 1)!.
This completes the proof since B is a sum of polynomials in Id(d, n) 
The following proposition is proved in exactly the same manner, and
shows why the ideal Id(d, 2d − 1) is of special importance.
Proposition 5. d! · A′α ∈ Id(d, 2d − 1) for any d, α.
Proof. We can use the same proof as in Proposition 4. Let
(2) B =
d−1∑
i=0
(−1)ii!(d− i− 1)!Si.
We claim that B = d! · A′α.
Given any A′α′ , with the cardinality of α
′ ∩ α i, it only appears in the
definition of Si and Si+1. Thus we can count the number of times it appears
in B from the definition (2); it appears
(−1)i+1(i+ 1)!(d − i− 2)!(d − 1− i) + (−1)ii!(d − 1− i)!(i + 1) = 0
times. Therefore, the only contribution to B from an A′α′ comes from A
′
α,
since there is no i = d. Thus B = d! ·A′α as claimed. 
Notice that this generalizes the first proof of Theorem 2. We get the
following corollaries.
Corollary 6. If char k > d then
∏
xi,j ∈ Id(d, 2d − 1).
Proof. We induct on d. Certainly x1,1 ∈ I1(1, 1).
Now assume that
∏
xi,j ∈ Id−1(d − 1, 2d − 3). Then it is clear that∏
xi,j ∈ Id−1(d − 1, 2d − 1). However, the proposition implies that for any
f ∈ Id−1(d− 1, 2d − 1),
f ·
∏
xd,j ∈ Id,2d−1,
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proving the result. 
The following corollary states Proposition 5 set-theoretically.
Corollary 7. Suppose that char k > d and M is a d×(2d − 1) matrix over
k whose maximal subpermanents vanish. Then for any row, either there is
an entry in that row which vanishes, or the (d− 1)×(d− 1) subpermanents
vanish in the other d− 1 rows.
5. The Ideal I3(3, 5)
In this section, we will use the results of the previous section to prove
Conjecture 3 in the case d = 3. If char k = 2, I3(3, 5) is just the determinan-
tal ideal, which is prime. Therefore, for the rest of this section we assume
that char k 6= 2.
For the sake of clarity, we review the results from the previous section
in the case d = 3. Let Ai,j be the permanent of the 2×2 submatrix of
M3,5, with columns i, j and rows 2, 3. Then Proposition 5 implies that if
char k = 0 or char k > 3 then
A1,2x1,3x1,4x1,5 ∈ I3(3, 5).
Moreover, Proposition 4 implies that for all k (recall char k 6= 2),
A1,2x1,3x1,4 −A3,4x1,1x1,2 ∈ I3(3, 5).
All polynomials of these form which can be obtained by permuting the rows
and columns of M are also in I3(3, 5).
Theorem 8. If d = 3 and char k 6= 2, 3 then any minimal prime containing
I3(3, 5) either contains a column of M or the 2×2 permanents of some two
rows. If char k = 3 any prime not containing one of these must contain the
2×2 minors of some collection of 4 columns.
Proof. Let p be a prime over I3(3, 5). For any three columns of M , either
p contains the determinant of those three columns, or it contains the 2×2
permanents of the other 2 columns by the multilinearity of the permanents.
Suppose that there is a 3×3 submatrix whose determinant is not in p, and
reindex so they are columns 3, 4, 5. Then the 2×2 permanents of the first
2 columns are in p. Therefore, by Theorem 2 either a row or a column of
this 3×2 matrix is in p. If a column is in p we are done. If a row is in p
then we can reindex so x1,1, x1,2 ∈ p. If x1,i ∈ p for some other i, reindex
so it i = 3, and then the 2×2 permanents A1,2, A1,3, A2,3 (omitting row 1)
are in p or x1,4, x1,5 ∈ p. In the latter case, we are done, and in former case,
we are also done by Theorem 2. Therefore, we can assume that x1,i 6∈ p for
i = 3, 4, 5. In this case, by Proposition 4, we again have A1,2, A1,3, A2,3 ∈ p,
which proves the claim.
There remains the case in which the 3×3 minors of M3,5 are in p. In this
case, the matrix H3,5 from Section 2 also must have rank 2 (modulo p), so
8 GEORGE A. KIRKUP
its 3×3 minors are in p. Consider three well-selected columns of H,
H ′ =


A1,1,2 A1,1,3 0
A1,2,2 0 A2,2,3
0 A1,3,3 A2,2,3
0 0 0
0 0 0

 .
The existence of H ′ shows that if the 2×2 minors of the last two rows are not
in p then all the entries of H ′ are in p. This implies that 3×3 permanents
of the matrix
(3)

x1,1 x1,2 x1,3 x1,1 x1,2 x1,3x2,1 x2,2 x2,3 x2,1 x2,2 x2,3
x3,1 x3,2 x3,3 x3,1 x3,2 x3,3


vanish. If char k 6= 2, 3, then 3! 6= 0, so we may assume that there are at
least two entries from the first row in p by Proposition 5. Thus, by the
previous paragraph, if char k 6= 3 we have proved the result.
If char k = 3, we can still use Proposition 4. Let Ai,j be the 2×2 subper-
manent of M3,5 obtained by omitting the first row and including columns
i, j (possibly i = j). We are in the situation in which the maximal minors
of M3,5 are in p, but the 2×2 minors of the last two rows are not in p, which
implied that maximal permanents of matrix (3) were in p. If an entry of (3)
were in p then the previous paragraph would imply the result. Therefore, we
can dehomogenize each column (set x1,1 = x1,2 = x1,3 = 1) so Proposition
4 implies that Ai,j = Ak,l for all i, j, k, l ≤ 3 by applying the proposition to
each set of 4 columns of (3). Therefore, Ai,j − Ai,k = 0 for all i, j, k so the
permanent of (
x2,i x2,j − x2,k
x3,i x3,j − x3,k
)
vanishes for all choices of i, j, k. Therefore, either x2,j = x2,k for all j, k
or the 2×2 minors of the bottom two rows of 3 vanish. Since this is true
for all j, k, the 2×2 minors of the bottom two rows vanish in either case.
Since I3(3, 5) is also homogeneous in each row and none of the entries of (3)
vanish,we can dehomogenize the bottom two rows so that x2,1 = x3,1 = 1.
Therefore we have specialized the matrix (3) to
(4)

1 1 1 1 1 11 x2 x3 1 x2 x3
1 x2 x3 1 x2 x3

 .
The 3×3 permanents of this matrix yield the equations
2(1 + x2 + x2) = 2(1 + x3 + x3) = 0
so x2 = x3 = 1. Rehomogenizing, this means that the 2×2 minors of matrix
(3) are in p.
Therefore, for any pair of columns, either the 2×2 minors of those two
columns are in p or the 2×2 minors of the other three columns are in p.
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This implies that either there is either a column vanishes modulo p or the
2×2 minors of four columns of M3,5 are in p. This completes the proof. 
6. Minimal Primes over Id(d, d+ 1)
Corollary 6 implies that if char k > d and if the maximal permanents of
a d×(2d− 1) matrix vanish, then at least one entry of the matrix is 0. The
natural question is whether this is sharp. In particular, if the permanents of
a d×n matrix, with n < 2d− 1 vanish, does there need to be an entry of the
matrix which is 0? The following example shows that at least in the case
d×(d+1), there need not be any entries which vanish. These examples were
constructed by making many of the entries in the matrices 1 and solving the
resulting equations.

1 · · · 1 1 2− 3d
...
. . .
...
...
...
1 · · · 1 1 2− 3d
1 · · · 1 2− 2d (d− 2)(d − 1)
1 · · · 1 d (2d − 1)(d− 2)


For example, if d = 3, this is
1 1 1 −71 1 −4 2
1 1 3 5

 .
Moreover, the following 4×6 matrix (where i2 = −1) has its maximal
permanents vanish, 

1 1 1 1 1 1
1 1 1 −1 −1 −1
1 1 1 i i i
1 1 1 −i −i −i

 .
At this point I am not sure whether there are any 4×6 matrices over k with
vanishing maximal permanents and no vanishing entries if k does not have
a square root of −1.
We now discuss Id(d, d+ 1), the smallest example of an ideals defined by
d×d permanents, in detail. The next section will explicitly go through the
calculations in Section 2 in this case.
LetM = (xi,j) be a d×(d+1) generic matrix and let Pj be the permanent
of the square matrix obtained by omitting the jth column of M . Let
Br,p,q =
∂
∂xr,p
Pq.
Notice that Br,p,q = Br,q,p and Br,p,p = 0. Moreover, for p 6= q, Br,p,q is the
d − 1×d − 1 subpermanent of M obtained by omitting row r and columns
p, q.
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Now consider the matrix of partial derivatives
L′p =


B1,1,p · · · B1,d+1,p
...
...
Bd,d+1,p · · · Bd,d+1,p


and let Lp be the d×d matrix obtained by omitting the p
th column of L′p,
which is 0. We define fp to be the determinant of Lp.
Another natural construction for a matrix of partial derivatives holds a
row r constant:
Wr =


Br,1,1 · · · Br,1,d+1
...
...
Br,d+1,1 · · · Br,d+1,d+1

 .
Let gr be the determinant of the symmetric matrix Wr.
Notice the similarity betweenWr andH2,4 from Section 2. However, there
is an important difference. Namely, Ai,j in H2,4 is the permanent of the 2×2
matrix which has columns i, j whereas Br,i,j omits columns i, j.
Proposition 9. For any i, j, we have xi,jfj, xi,jgi ∈ Id(d, d+ 1).
Proof. By symmetry we may assume that i = j = 1.
For x1,1f1, note that for all j 6= 1,
Pj =
∑
i
xi,1Bi,1,j.
Let ej be the determinant of the d− 1×d− 1 submatrix of L1, omitting the
first column and the jth row. Now consider the polynomial
f ′j =
∑
j
(−1)jejPj
=
∑
j
(−1)jej
∑
i
xi,1Bi,1,j
=
∑
i
xi,1
∑
j
(−1)jBi,1,jej .
For i = 1, the interior sum is just the expansion by minors of detL1 = f1.
However, for i 6= 1, the interior sum is the expansion by minors of the
determinant of L1 where the first column is replaced by the i
th. Thus, for
i 6= 1, the interior sum is 0. Thus f ′j = x1,1f1, so x1,1f1 ∈ Id(d, d+ 1).
The second statement is proved in exactly the same method, noting that
Pj =
∑
p
x1,pB1,p,j.
(Recall that if j = p then B1,p,j = 0.) From here, the proof proceeds exactly
as the previous part. 
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The previous proposition allows us to make some statements about the
minimal primes over Id(d, d + 1). Let
Jd = Id(d, d + 1) + 〈fj, gi〉 ⊂ k[xr,s].
Corollary 10. If Q is any minimal prime containing Id(d, d+1), then either
Q contains a row, a column, or contains Jd.
Proof. This is immediate from the previous proposition. If Q does not con-
tain some fj, then it contains xi,j for all i. Thus Q contains the prime ideal
generated by xi,j for all i and the d×d permanent Pj .
On the other hand, if Q does not contain gi for some i, then Q contains
the ideal generated by xi,j for all j. So Q contains a row. 
7. J3, A Prime Containing I3(3, 4)
In this section, we assume that the characteristic of k is 0, although I
believe that the results hold (except for the rational point discussion) for all
odd characteristics.
For ease of notation, let
M =

x1 x2 x3 x4y1 y2 y3 y4
z1 z2 z3 z4


and let I3(3, 4) be the ideal of 3× 3 subpermanents of M .
Proposition 11. Let k = Q. The ideal J3, defined in Section 6 is a prime
ideal of codimension 4, and I3(3, 4) is the intersection of J3, the primes
containing a row of M , and those containing a column of M . Therefore,
I3(3, 4) is a radical complete intersection.
The proofs are due to Singular [4] and Macaulay 2 [3]. Singular will
compute the primary decomposition of I3(3, 4) (using the GTZ algorithm –
the SY algorithm did not terminate) in several hours.
The most interesting ideal in Ass(I3(3, 4)) is certainly J3. Since I3(3, 4)
is a complete intersection, we can compute its degree as
deg(J3) = deg(I3(3, 4)) − 3 deg(P1)− 4 deg(P3) = 81− 3(1) − 4(3) = 66
where P1 is a prime containing a row of M and P3 is a prime containing a
column ofM , which can be verified directly by Macaulay 2 [3]. The singular
locus of I3(3, 4) is contained in the variety defined by J3.
In the previous section we exhibited a rational point on the variety defined
by J3. The question of finding all rational points with all entries non-zero
(full support) can be simplified greatly by the observation that multiplica-
tion of any row or column by a scalar results in the multiplication of the
permanent by that scalar. This is a result of the homogeneity of Id(m,n).
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In particular, we may normalize five entries to obtain a matrix of the form
M =

1 1 1 1u a b c
u d e f

 .
This is a Zariski open set in the variety defined by J3, so there are few ma-
trices which cannot be written in this form, and most of those are contained
in other irreducible components of I3(3, 4). Let J
′ be the ideal generated
by the 3× 3 subpermanents of M , which is still homogeneous. The variety
defined by J ′ is certainly Zariski dense in that defined by J3 since it contains
the open set of all matrices with full support.
One interesting situation arises when one of the entries, say a = −u. This
is evidently a special case since a = −u implies that the 2×2 subpermanent
in the top left corner is 0. It turns out that the ideal I3(M) + 〈a + u〉 has
four primary components, and the irreducible varieties they correspond to
may be represented in the following ways.
1 1 1 10 0 b c
0 0 eb −ce

 ,

1 1 1 10 0 0 0
0 d e f

 ,

1 1 1 1u −u 0 0
u u e −e


and 
1 1 1 1u −u u u
u 0 e −u− e


Notice that in no case can the matrix have full support.
Thus, we can change coordinates, A = a+u,B = b+u, . . . F = f +u and
still invert the variables. The four 3×3 subpermanents ofM can be thought
of as relations between the 2× 2 subpermanents of the matrix consisting of
the last two rows of M . In particular, after some reorganizing, we can
rewrite the generators of J ′ as
J ′ = 〈AE+BD−2u2, AF+CD−2u2, BF+CE−2u2, u·(A+B+C+D+E+F−6u)〉.
Since we can invert A,B,C, we get the relations
E =
2u2 −BD
A
F =
2− CD
A
and thus
D =
u2 · (−A+B + C)
BC
.
By symmetry, this means that given the u,A,B,C coordinates, the rest of
the coordinates are determined (by field operations), as long as A,B,C, u
are nonzero. Recall, however, that one of the generators of J3, g3, is a
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relation only among the elements of the first two rows of M . In particular,
we have the following relation
h = u2ab+ u2ac+ u2bc+ ua2b+ ua2c+ uab2 + uac2 + ub2c+ ubc2 + a2bc+ ab2c+ abc2
= u2(ab+ ac+ bc) + u(a2b+ a2c+ ab2 + ac2 + b2c+ bc2) + (a2bc+ ab2c+ abc2)
= σ1σ3 − σ4
where σ1 = a+ b+ c+ u, σ3 = abc+ abu+ acu+ bcu, and σ4 = abcu.
The form h defines a quartic surface in P3 which is symmetric in all
four variables and has fourteen double points. Since it is quadratic in each
variable, we can view it as a double cover of P2. In that light, we can find
several rational curves on the surface, by adding constraints which make the
discriminant vanish. For example, if abc(a + b + c) = 0, then the constant
term vanishes, when viewed as a quadratic in u.
We can also view the surface as an elliptic surface over P1, since h is a
cubic over the function field of P1 (pick any 2 variables to distinguish). In
this light, if we can find a rational point on that elliptic curve (corresponding
to a rational curve), we can multiply it by integers using the group law on
the elliptic curve. This will yield infinitely many rational curves on the
surface unless the original point was a torsion point.
Notice that if A = B then the constant term is 0, so there is a unique
solution for C in terms of A and B. In particular, we note that the following
matrix has its 3×3 subpermanents vanish for any choice of a.

 1 1 1 a+ 21 a a −a(2a+ 1)
a+ 1 −a −a a(1− a)


Moreover, for all a 6= −2,−1,−1/2, 0, 1, this yields a matrix with full support
that has its 3×3 subpermanents vanish.
Another interesting special case is when A = 1/B since then the leading
term vanishes. In that case we can write another one-parameter family of
matrices in J ,

 1 1 a+ 1 3(a+ 1)1 a −a a2 + a+ 1
a+ 2 −a(2a+ 1) a(1− a) (a− 1)(2a + 1)(a+ 2)

 .
In this case, we get a matrix of full support unless a = −2,−1,−1/2, 0, 1 or
a is a root of x2 + x+ 1 or 3 = 0.
Other information about J3 that seems interesting is derived from the
free resolution, which Macaulay 2 calculates as
0←−S/J3←−S←−S
11←−S34←−S42←−S24←−S6←− 0
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with Betti diagram
total : 1 11 34 42 24 6
0 : 1 . . . . .
1 : . . . . . .
2 : . 4 . . . .
3 : . . . . . .
4 : . . 6 . . .
5 : . 4 12 12 . .
6 : . . . . . .
7 : . 3 16 30 24 6
The Castelnuovo-Mumford regularity of J3 is 7 and its Hilbert polynomial
is
11
840
z7 +
1
15
z6 +
1
30
z5 +
41
12
z4 +
653
120
z3 +
1171
60
z2 −
2647
210
z + 7.
8. Submaximal Permanents
In this section we will introduce some notation that will make the discus-
sion in Section 9 clearer.
Fix d,m, n and let v be a weakly decreasing sequence of positive integers
of finite length l(v), for example (3, 2, 2). Let s(v) be the sum of all the
entries of v and define
d′(v) = s(v)− l(v) + 1
and e(v) = d− d′(v).
Suppose that s(v) ≤ m,n and d′(v) ≤ d. Then we define a prime of
type v as follows. Let M ′ be any submatrix of M of size m′×n′ where
m′ + n′ + e = m+ n. Then consider any ordered partition of the rows and
columns of M ′ such that the sizes of the sets in the partition (both for rows
and columns) matches the entries of v, except perhaps for extra one element
sets in the partition. Let ai be the permanent of the vi×vi submatrix of M
′
given by the rows and columns in the sets of size vi in the partitions. Then
let p be generated by ai for all i and all the entries of M
′ not used in any
of the ai. Any prime that can be obtained in this way is called a prime of
type v.
Notice that given a sequence v, if v′ = (v, 1) then the primes of type v
are the same as the primes of type v′ (so long as s(v′) ≤ m,n) so we can
somewhat simplify the description of the types by assuming that no entry
of v is 1, except in the case of the empty sequence, which we notate by (1).
For some easy examples of this, suppose that d = 2. Primes of type (1)
are those which are generated by all the elements of M except for one row
or one column. Primes of type (2) are those which are generated by some
2× 2 subpermanent and all the entries of M outside this 2× 2 block. There
are no other kinds of primes of type v in the case d = 2 since d′(v) can be
at most 2.
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Proposition 12. Fix m,n, d, and suppose that v is a weakly decreasing
sequence of positive integers of finite length. If s(v) ≤ m,n and d′(v) ≤ d
then primes of type v contain Id(m,n).
Proof. Since it is clear that the primes of type v are indeed prime, we only
need to show that the variety of such a prime is contained in the algebraic set
defined by Id(m,n). The next lemma, which is a corollary of the expansion
by minors of permanents allows us to reduce to the case in which d′(v) = d.
Lemma 13. Suppose that m1 ≤ m, n1 ≤ n, and d1 ≤ d. If
d− d1 ≥ (m+ n)− (m1 + n1)
then Id1(m1, n1) ⊃ Id(m,n).
Thus we assume d′(v) = d, and we induct on l(v). If l(v) = 1, then d = v1
and a prime of type v is generated by a d×d subpermanent of M and all the
other entries of M , which evidently contains Id(m,n).
Let v = (v1 . . . vl), let v = (v1 . . . vl−1), and let p be any prime of type v.
We can rearrange columns and rows so that p is generated by the upper-left
vl×vl subpermanent, all the other entries from the first vl rows and columns,
and in the lower right m − vl×n − vl submatrix, M , is a prime of type v.
Let
d = d′(v) = d− vl − 1.
By induction, p contains all the d×d subpermanents of M . Now, consider
any d×d submatrix, T , of M . If T contains the first vl rows of M , then
since p contains all the vl×vl subpermanents of the submatrix given by the
first vl rows of T , expansion by minors implies that the permanent of T is
contained in p. Now assume that T does not contain the first vl rows of M .
Then it must contain at least d− vl + 1 rows from the rest of M . However,
by induction, p contains the d×d subpermanents of this lower submatrix.
Now we can use Lemma 13 to finish the proof. In this case m1 ≥ d− vl − 1,
m = n = n1 = d, and d1 = d = d− vl − 1. Therefore, since
d− d1 = d− (d− vl − 1) ≥ (m+ n)− (m1 + n1)
p contains the permanent of T . Thus we have shown that p contains Id(m,n).

9. The Ideals I3(m,n)
We have already completed our discussion of the minimal primes over
I3(3, n). In this section we will discuss the minimal primes over I3(4, 4).
The primes from the previous section which are relevant are those of type
(1), (2), (3), and (2,2). In addition, we say a prime is of type (3A) if it
contains the ideal J3 (from section 7) for some 3×4 (resp. 4×3) submatrix
and all the entries of the remaining rows (resp. columns).
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Theorem 14. If char k > 3 then the minimal primes over I3(4, 4) are of
type (1), (2), (3), (3A), or (2,2). If char k = 3 then the ideal of 2×2 minors
of the generic matrix is the only other minimal prime.
Proof. If p is any prime over I3(4, 4) = I and p contains all the entries from
some row or column, then p obviously contains a prime of type (3) or (3A).
If p contains three elements from some row or column (say x1,1, x1,2, x1,3)
then p either contains x1,4 or the 2×2 permanents of the matrix
x2,1 x2,2 x2,3x3,1 x3,2 x3,3
x4,1 x4,2 x4,3


and thus contains a prime of type (2) or (1).
If p contains two elements from some row or column (say x1,1, x1,2), then
p either contains x1,3, x1,4 or the 2×2 permanents of the first two columns.
By Theorem 2 this means p either contains a column of M4,4 or the entries
in a 2×2 block of M4,4. The former case has been dealt with already. In the
latter case, suppose p contains x1,1, x1,2, x2,1, x2,2. Let the Ai,j be the 2×2
permanent of the bottom two rows and columns i, j. We have the following
relations from the 3×3 permanents,
x1,3A1,4 + x1,4A1,3, x2,3A1,4 + x2,4A1,3
so either x1,3x2,4 − x1,4x2,3 ∈ p or A1,3, A1,4 ∈ p. However, since x1,3x2,4 −
x1,4x2,3 ∈ p already, the former case would imply that there were three
elements from some row in p (since char k 6= 2). In the latter case, we
already have A1,2 ∈ p, and similarly A2,3, A2,4 ∈ p. Therefore, either p
contains a prime of type (2,2) or p contains three entries from one of the
bottom two rows.
If p contains only one element from some row (say x1,1) then by Proposi-
tion 4 the 2×2 permanents of the first 2 columns and last three rows vanish.
Therefore, we can use one of the previous cases.
Finally, if p contains no entries of M , then we can dehomogenize each
column so x1,i = 1 for each i. As above let Ai,j be the 2×2 permanents in
the last two columns. By Proposition 4 we know A1,2 = A3,4, A1,3 = A2,4,
and A1,4 = A2,3. If the 2×2 minors of the first two rows do not vanish, then
by the multilinearity of permanents, the 3×3 minors of

0 A3,4 A2,4 A2,3
A3,4 0 A1,4 A1,3
A2,4 A1,4 0 A1,2
A2,3 A1,3 A1,2 0

 .
The top left 3×3 minor of this matrix is 2A1,2A1,3A1,4. Therefore, one of
those is in p, say A1,2. This implies that A3,4 ∈ p as well. Moreover, this
means that A1,3 +A2,3 = 0 so substituting in the matrix H from Section 2
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the the 3×3 minors of the following matrix vanish.

A1,1 0 A1,3 −A1,3
0 A2,2 −A1,3 A1,3
A1,3 −A1,3 A3,3 0
−A1,3 A1,3 0 A4,4


Taking the first three columns and rows 1,2,4 the minor is
−A1,1A1,3(−A1,3)− (−A1,3)A2,2A1,3 = A
2
1,3(A1,1 +A2,2).
Therefore, either A1,3 = 0 which would mean that the 2×2 permanents of
the bottom two rows vanish, and hence an entry vanishes, or Ai,i = 0 for
all i which also implies that entries of the matrix vanish. Since no entries
of the matrix vanish, this is a contradiction. Therefore, the 2×2 minors of
every pair of rows vanishes, which is to say that the 2×2 minors of M are
in p. If char k 6= 3, this implies that many entries of M vanish, so the result
is proved. 
Corollary 15. If m,n ≥ 4 and char k 6= 2, 3 then all minimal primes over
I3(m,n) are of type (1), (2), (3), (3A), or (2,2). If char k = 3 then another
minimal prime is the ideal of 2×2 minors of Mm,n.
Notice that if m,n ≥ 4 then all the primes of type 1, 2, 3, 3A, and (2,2)
are minimal over I3(m,n).
10. The Alon–Jaeger–Tarsi Conjecture
Now we turn our attention to one of the major motivations for the study
of permanental ideals, the Alon–Jaeger–Tarsi Conjecture. We will briefly
review the results of [1] and then show how our results and conjectures
apply to this conjecture.
The Alon–Jaeger–Tarsi conjecture was stated in [1] as
Conjecture 16. Let A be a nonsingular d×d matrix over a finite field k
with cardinality q ≥ 4. There exists a vector v in kn such that both v and
Av have no zero component.
In [1], Alon and Tarsi show that if A is a matrix over k such that when the
matrix A is repeated q − 2 times, the resulting matrix A′ = (A | A | · · · | A)
has a nonvanishing maximal permanent then there is such a vector. They
prove Conjecture 16 for q = pk where p is prime and k ≥ 2. In [2] the
authors extend this result to the cases q ≥ d + 1 ≥ 4 and q ≥ d + 2 ≥ 3
using a simple counting argument. In Corollary 22 we will show this result
for q ≥ d ≥ 4.
Let A = (ai,j) be a d×n matrix over a field k. The key objects of [1] are
the polynomials
PA(X1, . . . ,Xn) =
d∏
i=1
(
n∑
i=1
ai,jXj)
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and
P ′A(X1, . . . ,Xn) = X1X2 · · ·Xn · PA(X1, . . . ,Xd)
The definition of PA immediately implies
Lemma 17. If X = (X1, . . . ,Xn) is any vector in k
n then P ′A(X) = 0 if
and only if X and A(X) both have no nonzero entries.
We introduce the notation of [1] here for convenience and consistency. Let
α = (α1, . . . , αn) be a vector of nonnegative entries whose sum is d. Then
let cα be the coefficient of the monomial X
α1
1 · · ·X
αn
n and let Aα be the d×d
matrix with αi repetitions of the i
th column of A. Claim 1 in [1] is
Lemma 18. The permanent of Aα is cα ·
∏
(αi)!.
If one could show that for an invertible matrix A, the d×2d matrix
A′ = (A | A) has a non-vanishing maximal permanent, then Conjecture
16 would follow. Therefore, Jeff Kahn conjectured that, indeed, A′ has a
non-vanishing maximal permanent. Yu discusses this conjecture and has
some interesting theorems related to it in [7]. The following conjecture is a
refinement of Kahn’s by De Loera [6]. It should be noted that Conjecture 3
obviously implies this result set-theoretically.
Conjecture 19. Let Md,d be the generic d×d matrix over a field k. Then
if I is the ideal of d×d permanents of the d×2d matrix (Md,d | Md,d),
(detMd,d)
d ∈ I.
If k has characteristic 2, the permanent is the determinant so the con-
jecture is obvious. If the characteristic of the field is 3 then we have the
following refinement, the proof of which is related to the proof of the result
in [1].
Proposition 20. If char k = 3 and Id is the ideal of d×d permanents of the
d×2d matrix (Md,d |Md,d), then
d∏
1
Di(Mi) ⊂ Id
where Mi is the i×d submatrix of Md,d given by the first i rows and Di(Mi)
is the ideal of i×i minors of Mi.
Proof. Let {a1, . . . , ad−1} be any multiset of columns of Md,d = M . Then
modulo Id, the permanent of the matrix with columns {i, a1, . . . , ad−1} is
0 for any i because if there is no number repeated three times, then the
permanent is a generator of Id and if there is a number repeated three times,
the 3×3 permanents of those three columns vanish since 6 = 0. Therefore, by
expansion by “minors,” the permanent vanishes. This implies that Dd(M) ·
Pd−1(M | M) ∈ Id where Pd−1(M | M) is the ideal of (d − 1)×(d − 1)
subpermanents of (M | M). Thus, we can induct, using the case d = 1
which is obvious as the base case. 
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This refinement is not true for arbitrary fields. In fact, a quick calculation
using Macaulay 2 [3] shows that if k = Q then
D3(M3) ·D2(M2) ·D1(M1) 6⊂ Id(M3 |M3).
Computations using Macaulay 2 also suggest that in characteristic 3,
d∏
j=1
Di(Md) ⊂ Id(Md |Md),
which is stronger than Proposition 20.
The next lemma, whose proof is contained in the proof of the Proposition
20, may be of great use in proving Conjecture 19, especially if one could
classify the minimal primes over Id−1(d, d).
Lemma 21. Let Md,d be the generic d×d matrix over a field k. Then if I
is the ideal of d×d permanents of the d×2d matrix (Md,d |Md,d),
(detMd,d) · Id−1(d, d) ∈ I.
Using this Lemma and Corollary 15, we prove
Theorem 22. Conjecture 16 is true for q ≥ d ≥ 4.
Proof. Let A be an invertible d×d matrix. By Lemma 18, there is a vector
X with only nonzero coordinates such that AX has nonzero coordinates
unless the matrix (A | · · · | A), with A repeated q − 2 times has vanishing
maximal permanents. Therefore, we can assume that this is the case. Since
A is invertible, Lemma 21 implies that the d − 1×d − 1 permanents of
(A | · · · | A), with A repeated q − 3 times, vanish. By repeated application
of Lemma 21, we see that the d− q+3 sized permanents of A vanish. Since
q ≥ d, we know that the 3×3 permanents of A vanish. However, by Corollary
15, the only invertible d×d matrices with its 3×3 permanents vanishing are
of type (2,2) with d = 4. Therefore, we need only consider A of the form

x1 x2 0 0
y1 y2 0 0
0 0 z1 z2
0 0 w1 w2


with the added constraint that (A | A) has its 4×4 permanents vanishing.
This is impossible unless one of the rows vanishes, which contradicts the
assumption that A is invertible. 
Now we turn our attention away from invertible matrices, and consider
arbitrary matrices which have vectors with only nonzero coordinates such
that their images have the same property.
Lemma 18 is useful whenever αi < p for all i. Otherwise, (αi)! = 0
for some i and thus the lemma is trivial for that α. To get past this,
we would need to replace the permanent of Aα = bi,j by another object,
defined similarly. Fix α and let Sd be the symmetric group on the set
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{1, . . . , d}. Further, let Sα be the quotient group Sd/(
∏
Sαi) where Sα1
acts on the set {1, . . . , α1}, Sα2 on the set {α1, . . . , α1 + α2}, etc. Then the
product b1,σ(1)b2,σ(2) · · · bd,σ(d) is well-defined in the sense that for any two
representatives of σ in Sd the above products are equal. Using this notation,
we get the following lemma.
Lemma 23.
cα =
∑
σ∈Sd/(
∏
Sαi )
d∏
1
bi,σ(i)
This lemma is what was implicitly used in [1] to prove Lemma 18.
The last piece of [1] that we will use is
Lemma 24. Let f be any polynomial in k[x1, . . . xn] where k is the finite
field with q elements, k = Fq. f is identically 0 over k if and only if f can
be reduced to the zero polynomial by the relations xqi = xi.
We are now ready to prove
Theorem 25. Suppose that A is any d×n matrix over the finite field k = Fq
and q > d + 1. There is a vector X ∈ kn such that neither X nor AX has
any 0 entries if and only if no row of A is identically 0.
Proof. It is clear that if a row of A is identically 0 then every vector in the
image of A has an entry that is 0. Therefore, we may assume that there is
no vectors X such that neither X nor AX has any 0 entries, and we will
prove that A has a row which is identically 0.
By Lemma 17 we know that the polynomial P ′A is identically 0 on k
n.
Since q > d+ 1, Lemma 24 implies that cα = 0 for every α.
We proceed by induction on d, since the result is clear for 1×n matrices.
For α = (d, 0, . . . , 0), cα = 0 implies that there is an entry of the first column
of A which is 0.
We will prove that either a row of A is identically 0 or the first column
is identically 0. Assume that there are exactly d > e > 1 entries of the first
column which are 0. Reindex so that a1,1 = · · · = ae,1 = 0. Then let
L = {α | α1 = d− e}.
By Lemma 23, for every α ∈ L,
cα = ae+1,1 · · · ad,1 · c
′
(α2,...,αn)
.
where A′ is the e×(n − 1) submatrix of A, omitting the first column and
including the first e rows and c′(α2,...,αn) is the coefficient of X
α2
2 . . . X
αn
n of
P ′A′ . If c
′
(α2,...,αn)
= 0 for all α then by induction A′ must have a row that is
identically 0, but that implies that A also has such a row.
Therefore, one of ae+1,1 · · · ad,1 must be 0, so more than e entries of the
first column vanish which contradicts the assumption that exactly e entries
vanish. Therefore, the first column must be identically 0, but this argument
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implies that every column is identically 0, so A is identically 0. Therefore,
in any case, A has a row which is identically 0. 
Now we consider the case where d+ 1 is a prime, and use Corollary 7 to
establish the following theorem.
Proposition 26. Suppose that A is any d×n matrix over the finite field
k = Fd+1 where d + 1 is prime. Further, suppose that there is no vector
X ∈ kn such that neither X nor AX has any 0 entries. Then either a row
of A is identically 0 or
A =


1 b1 0 . . . 0
1 b2 0 . . . 0
...
...
...
...
1 bd 0 . . . 0


up to scaling of the rows and permutation of the columns, where {b1, . . . , bd}
is the multiplicative group k∗.
Proof. Since P ′A is identically 0, by Lemmas 17 and 18, the matrix (A | · · · |
A) where A is repeated d− 1 times has its maximal permanents vanish. By
Corollary 7 either all but 2d − 2 entries in every row of this matrix vanish
or the (d− 1)×(d− 1) permanents of some d− 1 rows vanish. In the latter
case, a row of A must vanish by Theorem 25. In the former case, at most
2 entries from every row of A can be nonzero. If any entry of a column is
zero, either that column is identically 0 or a row of A iis identically 0 by the
same argument as in Theorem 25. Therefore, we can assume that exactly
two columns of A are nonzero, and so we can reindex A and normalize so
that the first column is identically 1. Then the coefficient ci,j,0,...,0 is the j
th
elementary symmetric function of the entries in the second column. Since
these are 0 for every 0 < j < d and
cd,0,...,0 + c0,d,...,0 = 0
so c0,d,...,0 = −1, the entries of the second column of A are the roots of the
polynomial zp−1 − 1, which are all the elements of the multiplicative group
k∗. 
In fact, this result holds without the assumption that q + 1 is a prime.
This can be proven by using the proof above to show that after normalizing
one column, the other columns must contain all the nonzero elements of the
field. Then, assuming that the first column is identically 1, and the next
two columns are nonzero, computing cα for α = (i, q− i, 1, 0, . . . , 0) for each
i, one can show via the Vandermonde determinant that either column 2 or
3 must be zero.
11. Conclusion
Proving Conjecture 3 it would be a great step forward in understanding
permanental ideals and permanents in general. For example, it would make
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it relatively easy to decide whether a matrix of size d×n where n ≥ 2d − 1
had vanishing maximal permanents.
It is somewhat striking that the only techniques used in this paper rely
on the multilinearity of permanents with some help from symmetry. This
suggests that the multilinearity techniques could be successfully applied to
ideals defined by other multilinear functions on the d×d submatrices. I
believe that this could be a fruitful approach, but have not had time to
pursue this direction.
Another direction I have not pursued is the full primary decomposition
of the ideals. Proposition 11 (proved using Macaulay 2) says that I3(3, 4) is
radical, so there are no embedded components in that case. For I3(3, 5) on
the other hand, there are over 200 embedded components, and the decom-
position is at this point inscrutable.
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