A new grid of 65 faint near-infrared standard stars is presented. They are spread around the sky, lie between 10th and 12th mag at K, and are measured to precisions better than 0.005 mag in the J, H, K and Ks bands; the latter is a medium-band modi ed K. A secondary list of red stars suitable for determining color transformations between photometric systems is also presented.
Introduction
Photometric measurements in the near-infrared were extended to faint limits and placed on a rm foundation with the work of Elias et al. (1982, henceforth E82) , who presented accurate J, H, and K magnitudes for forty stars near 7th magnitude at K. These new standard stars were measured with respect to a set of 4th magnitude standards, which had been established relative to Lyrae. The uncertainties were generally smaller than 0.005 mag. Another paper which furthered the state of near-infrared standardstar photometry was that of Campins, Rieke, and Lebofsky (1985) . These authors advocated the use of solar-analog stars, and also established an accurate absolute calibration. Recent technological advances have created a need for a new set of yet fainter infrared standard stars. These include the advent of mega-pixel imaging arrays, telescopes signi cantly larger than were in use prior to 1982, the Hubble Space Telescope/NICMOS camera system, and the recently commissioned 2Mass all-sky JHK-band survey. Essentially all imaging photometry in the nearinfrared, i.e., in the 1 to 2.5 m range, is now carried out with detector arrays, whose high quantum eciencies and somewhat limited dynamic range motivated this program. We present J, H, K, and Ks magnitudes for 65 stars with 10<K<12 spread around the sky. (The Ks lter is a modi ed K lter that reduces the thermal background for warm ground-based telescopes.) We also present data for 27 stars that span a range in J?K color from 0 to 3, plus one with a J?K color of 8. These stars can be used to transform between ours and other photometric color systems.
Observational Program 2.1. Sample Selection
This program originated in 1993 as part of the image calibration plan for the NICMOS camera aboard Hubble Space Telescope (HST). For the purposes of transforming HST/NICMOS photometric data obtained with bandpasses di erent from those of conventional ground-based lter systems, we decided to devote most of the e ort to stars with solar-type colors. Solar analogues have the minimum number of strong absorption features in the near-infrared of any spectral type and are also preferred for calibrating observations of solar system objects. Thus colors in the range 0.42 < B?V < 0.86 and E(B?V) < 0.16 (as estimated from the Burstein and Heiles (1978) reddening maps) were chosen. Both the requirements of HST/NICMOS and those of ground-based cameras on telescopes of apertures greater than 2.5 m indicated that K-band magnitudes around 11 would be best. A list of HST guide stars thus selected by color and magnitude from Lasker, Sturch et al. (1988) was made, and various HST observability criteria were imposed. Additional stars were chosen to lie close in the sky to the best-measured E82 standards, in order to minimize airmass, time, and telescope pointing di erences as the stars were being observed. The resulting list is concentrated along the equator, and at 40 degrees declination. The red stars were selected from a literature search to span a wide range in J?K color.
Two other sets of faint infrared standard stars are currently in use. Carter and Meadows (1995) published JHKL magnitudes for stars in the range K = 8 to 9.5, and while the data appear to be accurate, the stars are rather bright to be practical for current array cameras on large telescopes. The UKIRT group (Casali and Hawarden 1993) has published data for a set of equatorial stars; comparisons with our data are given in section 5. Recently, a new set of northern standards based on the UKIRT system has appeared (Hunt et al. 1998) ; these are also discussed in section 5. Table 1 gives information on the telescopes and infrared cameras used in this program, and Tables 2  and 3 list the stars measured. In each case the detector was a NICMOS3 256 256 HgCdTe array produced by the Rockwell International Science Center; see, e.g., Vural (1994) . The observations were carried out on the 1-m Swope telescope at Las Campanas Observatory, Chile, and on the 1.5-m Mayer telescope at Palomar Observatory. The observational program was divided into three parts. In part 1 the IRCAM camera, normally mounted on the 2.5-m du Pont telescope at Las Campanas, was used at two different imaging scales to establish directly the infrared magnitudes of 17 "new" standard stars with respect to the best determined E82 standards, (viz., those of a or a+ quality). The 17 new standard stars observed in part 1 are noted with a 1 in the last column of Table  2 . For the the Ks magnitudes of the E82 standards we simply de ned Ks = K.
Telescopes and Cameras
A new infrared camera, the C40IRC, was placed into operation at Las Campanas in 1995 during part 1 of the program. It is quite similar to the Palomar infrared camera described by Murphy et al. (1995) . Part (2) of the program consisted of using the C40IRC to extend the database from the southern and equatorial stars to an additional 30; for these observations the 17 stars from part 1 were treated as true standards. This procedure was necessitated by the fact that the new C40IRC camera produced sharper images and has higher throughput than the IRCAM, and that the relatively coarser pixel scale concentrated a larger fraction of the light into the central pixel(s). This meant that during periods of excellent seeing, and without defocussing or scanning the telescope, the E82 standards were too bright, i.e., the signal levels in the central pixel(s) were approaching the point where the the adopted linearity correction was more than a few percent. These corrections are discussed below. A 2 (or 4) in the last column of Table 2 indicates southern (or equatorial) stars in this list.
Northern stars were observed on the Palomar 1.5-m telescope with the P60IRC, a camera that was placed into operation in late 1994. The P60IRC is described by Murphy et al. (1995) . Part 3 of the program consisted of using the equatorial standards of part 1 to extend the calibration into the northern sky, i.e., to declinations +40 degrees. In addition, six equatorial stars measured in part 2 were repeated from Palomar as a consistency check. A 3 in the last column of Table 2 indicates those stars observed only from Palomar, while a 4 indicates that data were obtained using both telescopes.
Observing Conditions and Procedures
Observations on a typical night began with acquisition of twilight sky at eld frames a few minutes after sunset. By the term " at eld" we include only strictly multiplicative factors in the overall transmission of the telescope/camera combination. Regions of sky selected to be free of bright stars were used and the telescope was moved a few arcseconds between exposures. A scaled median of the (dark-subtracted) frames then produced a at minimally a ected by residual stars or by fringing, which is due mostly to bright atmospheric OH lines. During twilight these lines are much fainter than the continuum from the sky. Because our sources are essentially continuum objects, it is important to atten the frames with ats that are also dominated by continuum emission. This procedure comes as close as is possible in a practical sense, to ensuring that the frames are attened in a purely multiplicative way. Flats were acquired at the beginning of every night, if possible, and were intercompared for consistency. These comparisons generally indicated that grand average twilight ats, one for each wavelength, for an entire observing run, would have the highest signal-to-noise ratios. A typical observation of a star consisted of acquiring a set of several frames at each of three to ve positions on the array. The mean of these several frames was considered to be a single measurement. Regions of the array free of dead pixels were always used; bad pixels close to the star positions were replaced by linearly interpolated values.
Integration times were adjusted so that the peak signal in the core of the image was well below the point at which the linearity correction was substantial, viz., less than 2% (see below). Stars were observed at the minimum possible airmass. We tried to observe at least six, but no more than ten, E82 or part 1 standards each night. In no case were observations made when conditions were deemed to be marginal or non-photometric. After all the reductions were completed for the nights believed to be photometric, data from two nights were discarded.
The seeing at Las Campanas was very good for this program, as is normal for the site. Typical image diameters on the 1-m telescope/C40IRC were 1.1 arcseconds, though because of the coarse pixel scale this is only an estimate. The generally excellent weather at Las Campanas allowed the observation of several stars a large number of times and with an identical instrumental setup. The weather at Palomar was not as good as at Las Campanas during this program and consequently the coverage and precision of the northern standards are not as high.
Several of the red stars are rather bright to be observed in the normal way, particularly at K or Ks. For these the telescope was defocussed enough to reduce the signal in the central few pixels by a factor of two or three. Checks of signal versus focus showed that this procedure did not introduce spurious systematic o sets in the magnitudes.
3. Data Reduction 3.1. Linearization Data reduction was carried out with a set of scripts that call IRAF 3 routines. The rst step was to correct for nonlinearity, as the Rockwell HgCdTe arrays display a non-linear response that amounts to a few percent over the useful range of the detector. The linearity correction issue is endemic to all near-infrared arrays operated in a capacitive discharge mode. Linearization of the data is a crucial factor in spanning the 4 magnitude di erence between the 7th magnitude E82 stars to the new ones near 11th magnitude, and special care was taken to measure and apply the linearity correction. Our systems do not use a mechanical shutter, so precise integration times were guaranteed by the use of hardware electronic timers, and are accurate at the few microsecond level. The frames are acquired in a double-correlated mode and thus a subtlety enters the situation. Once the array reset voltage has been lifted, the array begins detecting light, i.e., before the rst integration of the two that comprise double-correlated read. In principle then, the voltage measured at the rst read is already slightly non-linear. Depending on the length of the exposure and on the brightness of the star, a simple low light level linearity correction factor will underestimate the correction necessary. In order to account for this e ect a simple algebraic model of the dependence of output upon input was developed, and the unknown factor C in the expression I(out) = I(in) ( 1 + C I(in)) was found by measuring the output as a function of input light level of the illuminated dome as the exposure time was varied. The parameter C is actually a function of the ratio of the integration time to the time elapsed from time zero to beginning of the rst read. The linearity correction is about four percent over the whole range of signal out of the array, for the long integration time case. We minimized the correction by keeping the corrected central pixel signal levels less than 70 percent of "maximum". Typically about 70 percent of the light in the stellar image proles falls outside the central one or few pixels where the linearity correction matters the most. Thus on average the corrections for the E82 stars were about one percent.
The accuracy of the linearization procedure for parts (2) and (3) of the program became almost irrelevant because all the stars have comparable magnitudes, around 11th at K, and consequently both the signal levels and integration times were comparable for the E82 standards and the new ones.
Further Processing
After linearization, sets of frames at a given telecope position were averaged with a ( ve) sigmaclipping algorithm turned on; this rejected pixel values saturated by cosmic rays. Average dark frames were subtracted from the data frames which were then divided by the normalized at eld pictures. Sky frames were computed for each (averaged) frame in a sequence, as follows. Suppose the star image was placed at four locations on the array. The sky to be used for the rst frame was computed from the other three averaged pictures. Files of eld star locations were kept for each star and these locations were used to automatically clean the frames of all stars (including the target) before averaging the three to produce the rst sky frame. This step guaranteed that very clean sky frames were always used. The signal level of each sky frame was scaled so that its mode was equal to the mode of the star frame; this produced an average sky value on the sky-subtracted star frame close to zero. Aperture photometry was performed on versions of the sky-subtracted frames that were cleaned of nearby stars; an aperture 10 arcseconds in diameter was used. This rather large aperture contributed extra sky noise, but reduced the systematic e ects of seeing variations. The (near-zero) sky was subtracted one last time by taking the median value within an annular aperture around the star. Table 2 lists the results for the HST stars of the program. The rst column contains a star designation number adopted for convenience and column (2) lists the HST designations. Our numbers are not sequential because some stars were dropped from the program. The uncertainties listed with each magnitude are one sigma of the mean, calculated according to the precepts outlined in section 4.3. The columns labelled N give the number of measurements for each lter. Table 3 contains the data for the red stars. 4
Results

New Standard Star Magnitudes
Positions and Finding Charts
The positions listed for the stars in Table 2 were taken from Lasker et al. (1988) , the Coalsack star positions are from Jones et al. (1980) , and the other red star positions were checked using the set of HST CD-ROMs. Figure 1 presents H-band nding charts for all the program stars. North is up, East is to the left, and each chart is 106 arcseconds on a side. Three of the red stars, LHS191, LHS2026, and LHS2397a, have proper motions larger than 0.5 arcseconds per year. Table 4 lists the proper motion vectors from Luyten (1979) ; the epoch for these three charts is 1996.90.
Two elds require some explanation. The Lynds 547 dark cloud contains many red stars, one of which we selected on the basis of color and K magnitude. The extremely red star Oph N9 in the Rho Ophiucus dark cloud was suggested by Elias. It corresponds to star BKLT 162713-244133 of Barsony et al. (1997) , and to source number 232 of Greene and Young (1992) .
Uncertainties
The most important uncertainties arise from the cameras, detectors, and the atmosphere. Non-ideal pixel scales, imperfections in linearization, at elding, removal of pixels a ected by cosmic rays, and calculation of the sky frames all contribute small amounts to the uncertainties. Low level variations in atmospheric transparency and in water vapor content are probably responsible, however, for most of the dispersion in the measured instrumental magnitudes for standard stars throughout a night. It has been our practice not to try to solve for airmass corrections night-by-night, as this can lead to spurious values for coe cients if the extinction is variable and non-gray. The latter is relevant at the lter passband edges where water vapor in uences the e ective width of the passband. We have adopted canonical airmass corrections of 0.10, 0.04, and 0.08 mag/airmass, (at J, H, and Ks respectively) and measured all standards and unknowns over the smallest possible range of airmass, typically 0.2. Our adopted corrections are rather close to the average values measured in the northern 2Mass survey, viz., 0.11, 0.03, and 0.06 mag/airmass (Cutri 1998) .
The one m (sigma of the mean) uncertainties for each new standard in part 1 are given in Tables 2  and 3 . In calculating the weights for each individual measurement it was assumed that the E82 stars have e ectively zero uncertainty. This assumption certainly seems justi ed, as the highest quality E82 standards were usually measured many times. For a given night the dispersion in the instrumental constant (i.e., the instrumental magnitude corresponding to some known photon arrival rate) was used to compute the uncertainty for each measurement. This uncertainty is an indicator of the quality of the night; the values, averaged and medianed over all nights, are given in Table 5 . To these were added the m of the separate measurements on the array. The recipe for the stars measured in parts 2 and 3 was to carry into the uncertainty in the night constant a contribution from the nal uncertainties in each of the part 1 standards. Thus the second set of new standards { codes 2, 3, and 4 in Tables 2 and 3 { are not formally as well measured as those of the rst set.
Implicit in Table 5 is that high precision stellar measurements in the near-infrared wavebands are not di cult to make, provided su cient care is taken, particularly in the production of sky frames.
The individual datapoints for a given star in a given passband were averaged giving 1/ 2 m weight to each, so for individual datapoints x i , the average < x > is Tables 2 and 3 appear to be between 60 percent and a factor of two too large, formally speaking. The explanation for this must be that taking the dispersion for the standard stars' data for a given night overestimates the uncertainties. It is often the case at Las Campanas that a high inversion layer falls during the rst few hours of the night and this produces a (small) monotonic increase in transparency. Most of the data obtained under these conditions may then be better than indicated by the dispersion for the whole night. This explanation notwithstanding, we advocate using the uncertainties given in the Tables, should they be needed.
Variability
The color selection criteria of the HST guide stars suggests that variability should be rare or absent in our sample. In no case was any star found to be variable in any passband, over the three year span of the observations. Figure 2 , which shows a typical set of uncertainties, also illustrates the typical case for non-variability.
The red stars have not been extensively monitored for variability and while the colors should vary less than the magnitudes, caution should be used. Some of Coalsack stars do appear to be varible, as discussed by E83 and below in section 5.3. Recently Cutri (1998) has communicated 2Mass results on the red star in the L547 eld which indicate that it might be variable. The present colors agree with those of 2Mass, but the magnitude of the star appears to have changed by about 0.07 mag. Barsony et al. (1997) list the following magnitudes for Star Oph N9: J > 17.0, H = 12.54, and K = 9.58, compared to our data: J = 17.55, H = 12.39, K = 9.53. These magnitude di erences may well result from di erences in the e ective wavelengths of the two photometric systems, and are not surprising considering the extremely red colors of this star.
Comparisons 5.1. Las Campanas -Palomar
Six equatorial HST stars and six red stars were measured from both Las Campanas and from Palomar. The average di erences are between 0.01 and 0.02 mag for each lter, but the average observational uncertainties for the Palomar data are rather large, and none of the di erences is formally signi cant.
Las Campanas -UKIRT
Early in part 1 of this program measurements were made of several UKIRT standard stars (Casali and Hawarden 1992) . The primary purpose was to check our magnitude scale using a completely independent dataset. Table 6 shows our UKIRT star data reduced using the table 2 values for the new standards. The main result is that the K-magnitudes agree fairly well and consequently that we have no reason to suspect a linearity error at the 0.01 mag level or better, between 7th and 12th magnitude at K. This statement rests on the K magnitudes, as color di erences might be expected for J and H.
A second result is that our J?K color system agrees rather well with that of UKIRT, although this is not a strong result as neither the number of stars, the color range, nor the the uncertainties are really adequate. There appears to be a 2-o set between our H?K color systems, but this is not a cause for concern, given the limited number of comparisons.
The new infrared standard values of Hunt et al. (1998) were established relative to the UKIRT system stars. The di erences at K shown in Table 6 suggest that the UKIRT values, and consequently those of Hunt et al. may contain small systematic and/or random errors. Comparisons of additional UKIRT stars measured by the 2Mass project (Cutri 1998 ) support this contention, but are not extensive enough as yet to permit a de nitive comparison. Elias et al. (1983, henceforth E83 ) presented a comparison of the CIT/CTIO and Anglo Australian Observatory (AAO) infrared photometric systems based in part upon measurements of red stars in the Coalsack Nebula. The purpose of the comparison was to establish color transformations that could be used to place data from one system onto the other. We have likewise measured a number of Coalsack stars, in order to get approximate transformations, but the comparisons are not exhaustive. We measured several stars not directly measured on the CIT/CTIO system, so we have transformed the necessary Jones et al. (1980) data using the E83 equations to compile the magnitudes, colors, and di erences for fourteen Coalsack stars. Figure 6 plots the correlations and Table 7 gives the least squares ts. The weights for each data point were derived from the un-6 certainties in Table 3 . The outlying star on the plots is cskd-8, whose data are transformed from the AAO system; it has been ignored in the ts.
Coalsack Star Data and Color Transformations
The J?K and J?H gures show a rather strong color term, which is due to the J lters, as there is only a small color term for H?K, and no systematic dependence of K-magnitude on color. The sense of the J-dependent color di erences between the CIT/CTIO and the present LCO system is that systematically redder stars appear even redder on the LCO system, and at a level intermediate between the CIT/CTIO versus AAO systems. This is qualitatively consistent with expectation, as the CIT/CTIO system used a Silicon Fabry lens to image the telescope entrance pupil onto the InSb detector. The refractive index and transmission of silicon change rapidly across the J band, and the net result is that the e ective wavelength of the CIT/CTIO J lter lies to the red of that of the LCO system. (Neither the AAO nor the LCO systems use silicon optics.) A red star will appear brighter at J on the CIT/CTIO system, and thus J?H or J?K bluer, compared to the LCO system. It should also be noted that the color di erence between the LCO and CIT/CTIO systems is de ned to be zero for the A0 standard stars of E82. The formal J?H and J?K linear ts do not pass through (0,0) as they should, and thus the linear relationships are de ned only for J?H > 0.35 and J?K > 0.45. The H?K correlation was forced to pass through (0,0), as this appeared to be consistent with the data. The K-magnitude comparison shows considerable scatter, but as E83 noted, color variations should be smaller, and indeed the tightness of the correlations bears this out.
Our color transformation measurements are not extensive enough to be de nitive. The advent of the 2Mass database has made this point rather moot, however. We expect that color transformations of the sort needed for future near-infrared astronomy will be referred to stars with very well-measured colors in the 2Mass catalog.
K versus Ks
The zero point of the Ks magnitudes in our system is set by assuming that Ks = K for the A0 E82 standards. The data in Table 3 show considerable scatter in the relationships between Ks?K and color, for example J?K. This results from the presence (or lack thereof) of stellar CO band absorption which a ects the K lter much more than the Ks lter. If colors and transformations between K and Ks for giants, dwarfs, or other objects are required, the lter pro les in the Appendix can be used.
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Appendix 7.1. Filters and E ective Passbands
We endeavored to use identical lters in each of our three cameras, but this was not always feasible. Figure 4 shows the transmission functions of the lters and a quantum e ciency curve for a typical Rockwell HgCdTe detector. The marked decline in QE toward shorter wavelengths is not necessarily as pronounced for the three detectors used for this program. The lter transmission functions are appropriate for normal incidence and operation at 77 deg K.
The Ks ("Kshort") lter was developed by Dr. M. Skrutskie. It was speci cally designed to reduce the thermal background at ground-based sites which do not typically experience very cold ambient temperatures. It is not the same as the K' ("K prime" ) lter in use at Mauna Kea Observatory (Wainscoat and Cowie 1992) . The background reduction is a factor of two during typical observing conditions at Palomar and Las Campanas.
The J lter, obtained from Optical Coating Laboratories Inc. (Santa Rosa, CA), was specially designed for this program. The goal was to locate the edges of the passband so that transmission variations in the atmospheric water vapor bands would intro-duce less scatter into the data, while not reducing the throughput too severely. The task of designing a new J lter has been considered in some detail by Young, Milone, and Stagg (1994) , and by Simons (1996) . Our approach was less quantitative than either of these studies; we speci ed the passband while visually inspecting a nominal atmospheric transmission curve. The variations in transmission are sharply dependent on wavelength and atmospheric water vapor content, as can be seen in the J-band gures in Young et al. (1994) . Our expectations of an improvement over our previous lters was borne out. Table 5 shows that the typical dispersion in the system transmission throughout a night is no larger at J than at H. Direct comparison of magnitudes for our old and new J lters were made for several stars during several nights; no signi cant di erences were found and the two lters are consequently treated as if they have identical e ective wavelengths. This is not unexpected for the relatively neutral-colored stars that de ne the present system, given the transmission data shown in Figure 4 . Tables 8 through 11 list the data presented in Figure 4 . From these one can compute accurate synthetic colors for model energy distributions.
For parts (2), (3), and (4) of this program, in which the new P60IRC and C40IRC cameras were used, the lter passbands were slightly altered from those presented in Figure 4 and Tables 8 through 11. The lters were tilted by 5 degrees in order to de ect ghost images away from the primary image. The passband curves thus shift to shorter wavelengths by the following amounts: J: 0.002 m, H: 0.0025 m, K or Ks: 0.003 m. These shifts are are entirely negligible for the E82 standards or the new ones, all of which have approximately the same colors. As the shifts are less than 0.3% of the lter wavelengths, they are unlikely to be important even for the reddest stars. Table 7 . Variability of the stars at K accounts for the large scatter in K (see E83 for discussion). MOS3 quantum e ciency curve for this system. The curve labelled J is the new lter used in parts 2, 3, and 4 of the program. Jold is the old lter used in part 1. The transmissions are for normal incidence at the lter/detector operating temperature of 77 degK. Tables 8 through 11 contain the numerical data for the lter curves alone. The very small shifts due to lter tilts are discussed in the text. macros v4.0. 
