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Abstract
We consider two graph colouring problems in which edges at distance
at most t are given distinct colours, for some fixed positive integer t. We
obtain two upper bounds for the distance-t chromatic index, the least num-
ber of colours necessary for such a colouring. One is a bound of (2− ε)∆t
for graphs of maximum degree at most ∆, where ε is some absolute posi-
tive constant independent of t. The other is a bound of O(∆t/ log ∆) (as
∆→∞) for graphs of maximum degree at most ∆ and girth at least 2t+1.
The first bound is an analogue of Molloy and Reed’s bound on the strong
chromatic index. The second bound is tight up to a constant multiplicative
factor, as certified by a class of graphs of girth at least g, for every fixed
g ≥ 3, of arbitrarily large maximum degree ∆, with distance-t chromatic
index at least Ω(∆t/ log ∆).
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1 Introduction
Given a graph G = (V,E) and a positive integer t, a distance-t edge-colouring of
G is a colouring of the edges such that no two edges within distance t are given
the same colour. Here, the distance between two edges is defined as the number
of vertices in a shortest path between them. Adjacent edges have distance 1 and
thus a distance-1 edge-colouring is just a proper edge-colouring. The distance-t
chromatic index of G, denoted χ′t(G), is the least integer k such that there exists
a distance-t edge-colouring of G using k colours. Distance-2 edge-colourings, also
known as strong edge-colourings, have a rich history, going back to problems
posed in 1985 (cf. [4]).
The distance-t edge-colouring problem is related to colouring powers of graphs.
Observe that χ′t(G) = χ((L(G))
t), where χ(·) denotes the chromatic number, L(·)
denotes the line graph, and the t-th power of a graph is the graph obtained by
adding the edges between pairs of vertices at distance at most t. The distance
between two vertices is defined as the number of edges in a shortest path between
them. To be unambiguous, we remark here that, for us, the distance between a
vertex and an edge is the smaller of the distances between the vertex and each
endvertex of the edge.
In this paper, we study the distance-t chromatic index of graphs of bounded
maximum degree. In this setting, observe first that, if G has maximum degree at
most ∆, then easily
χ′t(G) ≤ 1 + 2
t∑
j=1
(∆− 1)j < 2∆t,
since the maximum degree of (L(G))t is at most 2
∑t
j=1(∆ − 1)j. It is natural
to wonder whether this trivial upper bound can be improved upon. Erdo˝s and
Nesˇetrˇil asked this in 1985 (cf. [4]) for the t = 2 case, and in particular asked for
some constant ε > 0 such that for all graphs G of maximum degree at most ∆,
χ′2(G) ≤ (2−ε)∆2. They pointed out a simple class of graphs (blown-up 5-cycles)
of arbitrarily large maximum degree ∆ with strong chromatic index 5∆2/4. For
t ≥ 3, the second author together with Putra Manggala [7] recently observed that
there are examples (in particular, some specific Hamming graphs) that are regular
of arbitrarily large degree ∆ and have distance-t chromatic index greater than
∆t/ (2(t− 1)t−1) = Ω(∆t), thus certifying that the trivial upper bound cannot
be replaced by any bound that is o(∆t).
In the case t = 3, an alternative construction noted in [7] based on the projec-
tive plane yields bipartite regular graphs of girth 6 with arbitrarily large degree
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∆ and distance-3 chromatic index ∆3−∆2 + ∆. It is worth remarking here that
higher-dimensional projective geometries, the so-called generalised polygons also
yield constructions in the cases t = 4 and t = 6. In particular, using generalised
quadrangles (respectively, hexagons) it can be checked that there are bipartite
regular graphs G of girth 8 (respectively, 12) with arbitrarily large degree ∆ such
that χ′4(G) = (1 + o(1))∆
4 (respectively, χ′6(G) = (1 + o(1))∆
6). Although there
exist generalised octagons, these unfortunately do not have the appropriate inci-
dence properties for good bounds on χ′8; moreover, Feit and Higman [5] showed
that finite generalised n-gons only exist for n ∈ {2, 3, 4, 6, 8}.
More than a decade after it was posed, Molloy and Reed [9], using a combina-
tion of structural and probabilistic methods, were able to affirm the above strong
chromatic index question of Erdo˝s and Nesˇetrˇil, with ε taken to be some constant
greater than 0.002. Our first result provides a distance-t (t ≥ 3) analogue of this
bound with an absolute choice of ε valid for all t.
Theorem 1. Let ε = 0.00008 and let t ≥ 2 be an integer. For large enough ∆0,
the distance-t chromatic index χ′t(G) of any graph G of maximum degree ∆ ≥ ∆0
is at most (2− ε)∆t.
We point out that our proof of Theorem 1 provides a different solution to the
problem of Erdo˝s and Nesˇetrˇil (albeit with a weaker constant), by a method that
applies uniformly to all t ≥ 2. We have found that the specific argument of
Molloy and Reed can be adapted to the case t = 3 (with a choice of ε > 0.0002),
but omit the full details since it remains unclear if this can be extended any
further to, say, t = 4 or t = 5.
Our second result is a o(∆t) upper bound for graphs of large girth. The
following may be considered as an extension of an O(∆2/ log ∆) bound on χ′2 for
C4-free graphs due to Mahdian [8].
Theorem 2. Let t ≥ 2 be an integer. For all graphs G of girth at least 2t + 1
and maximum degree at most ∆ it holds that χ′t(G) = O(∆
t/ log ∆).
By a probabilistic construction, this bound is tight up to a constant factor de-
pendent upon t.
Proposition 3. There is a function f = f(∆, t) = (1 + o(1))∆t/(t log ∆) (as
∆ → ∞) such that, for every g ≥ 3 and every ∆, there is a graph G of girth at
least g and maximum degree at most ∆ with χ′t(G) ≥ f(∆, t).
The complete bipartite graphs K∆,∆ are regular of arbitrarily large degree ∆, have
girth 4 and strong chromatic index ∆2 as noted in [4]. Similarly, the examples
based on projective geometries mentioned above are regular of arbitrarily large
degree ∆, have girth 2t and distance-t chromatic index (1 + o(1))∆t for t ∈
{3, 4, 6}. Thus the girth condition in Theorem 2 cannot be weakened for the
cases t ∈ {2, 3, 4, 6}; however, for t = 5 or t ≥ 7, no construction is known of
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graphs of arbitrarily large maximum degree ∆, with girth greater than 3 and
Ω(∆t) distance-t chromatic index.
We note that, if the girth condition in Theorem 2 is strengthened, then it
is possible to improve the bound to one that is tight up to a constant multiple
independent of t. For the chromatic number of the t-th power of a graph of
maximum degree ∆ and girth at least g, Alon and Mohar [2] outlined an upper
bound of O(∆t/(t log ∆)) if g ≥ 3t+ 1. In a similar fashion, the following can be
shown to hold, and we leave the details to the reader.
Proposition 4. Let t ≥ 2 be an integer. For all graphs G of girth at least 3t− 2
and maximum degree at most ∆ it holds that χ′t(G) = O(∆
t/(t log ∆)).
Our upper bounds (Theorems 1 and 2 and Proposition 4) follow by first
performing a structural neighbourhood count, then applying a known chromatic
number upper bound given each of the neighbourhood subgraphs has bounded
sparsity. We briefly review chromatic number bounds for graphs with sparse
neighbourhoods in Section 2; these tools all depend on the Lova´sz Local Lemma.
The structure of the paper is as follows. In Section 2, we review known results
on the colouring of graphs with sparse neighbourhoods. In Section 3, we develop
the general upper bound. In Section 4, we prove the upper bound for graphs of
high girth and also give the probabilistic construction showing said bound is tight
up to a constant multiple. Some open problems are mentioned in the conclusion.
Notation and preliminaries
Graphs in this paper have no parallel edges or loops. Let G = (V,E) be a graph.
We use the following notation.
• For u, v ∈ V , a uv-walk is a sequence (u, e1, v1, . . . , e`, v) such that each
element in the sequence is incident (in G) with the following element in the
sequence. The length of such a walk is `. We may also refer to the above as
an e1e`-walk and instead write (e1, v1, . . . , v`−1, e`) if no confusion between
the vertices and edges can arise.
• For A,B ⊆ V , the symbol [A,B]G denotes the set of all edges of E that
have one endvertex in A and one in B.
• For A ⊆ V , G[A] denotes the subgraph of G induced by the vertices of A.
• For X ⊆ E, GJXK denotes the graph (V,X).
• For v ∈ V , the neighbourhood NG(v) of v is the set of all vertices that are
adjacent to v, and the degree degG(v) of v is the cardinality of NG(v). We
may omit the subscript G when the context is clear.
• For v ∈ V , the set of edges of G incident with v is denoted by G(v).
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2 Colouring graphs with sparse neighbourhoods
It is easy to see that a graph’s chromatic number is at most its maximum degree
plus one. Beginning with the unpublished work of Johansson [6] in the mid-1990’s,
there were several results improving upon this bound in the case of graphs for
which the number of edges spanning each neighbourhood set is bounded. We
state some of these bounds here. All of these were proved using the probabilistic
method, with the Lova´sz Local Lemma.
Theorem 5 (Johansson [6]). For all triangle-free graphs Gˆ with maximum degree
at most ∆ˆ, it holds that χ(Gˆ) = O(∆ˆ/ log ∆ˆ).
Theorem 6 (Molloy and Reed [9]). Let δ, ε > 0 be such that ε < δ
2(1−ε)e
− 3
1−ε .
There is some large enough ∆ˆ0 such that the following holds. If Gˆ = (Vˆ , Eˆ) is a
graph with maximum degree at most ∆ˆ ≥ ∆ˆ0 such that for each vˆ ∈ Vˆ there are
at most (1− δ)(∆ˆ
2
)
edges spanning N(vˆ), then χ(Gˆ) ≤ (1− ε)∆ˆ.
Theorem 7 (Alon, Krivelevich and Sudakov [1]). For all graphs Gˆ = (Vˆ , Eˆ)
with maximum degree at most ∆ˆ such that for each vˆ ∈ Vˆ there are at most ∆ˆ2/f
edges spanning N(vˆ), it holds that χ(Gˆ) = O(∆ˆ/ log f).
Theorem 8 (Mahdian [8]). Let ε > 0. There is some large enough ∆ˆ0 such
that the following holds. If Gˆ = (Vˆ , Eˆ) is a graph with maximum degree at most
∆ˆ ≥ ∆ˆ0 such that for each vˆ ∈ Vˆ ,
(i) the largest independent set in the subgraph spanning N(vˆ) has at most
O(∆ˆ1/2) vertices, and
(ii) with the exception of at most O(∆ˆ1/2) neighbours of vˆ, every vertex uˆ ∈ Vˆ
has at most O(∆ˆ1/2) common neighbours with vˆ,
then χ(Gˆ) ≤ (1 + ε)∆ˆ/ log ∆ˆ.
3 A general upper bound
In this section, we prove Theorem 1. We use Theorem 6 in combination with the
following structural lemma.
Lemma 9. Let t ≥ 2 be an integer. For δ = 1/618 ≈ 0.001618 and large enough
∆0, it holds that, if Gˆ = (Vˆ , Eˆ) is L(G)
t for some graph G = (V,E) of maximum
degree at most ∆ ≥ ∆0, then there are at most (2− 2δ) ·∆2t edges spanning the
neighbourhood of each vertex of Vˆ .
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Proof. Without loss of generality, we assume that G = (V,E) is ∆-regular. Let
Gˆ = (Vˆ , Eˆ) be L(G)t and pick an arbitrary e∗ ∈ Vˆ . Note that e∗ is an edge of G.
Set
Nˆ = NGˆ(e
∗) and Sˆ = E(Gˆ[Nˆ ])
and observe that |Nˆ | < 2∆t. The proof of the lemma is by contradiction. Suppose
that
|Sˆ| > (2− 2δ)∆2t. (1)
For X, Y ⊆ E, let W`(X, Y ) denote the collection of walks in G of length
at most ` starting with an edge in X and ending with an edge in Y , and let
w`(X, Y ) = |W`(X, Y )|. If X or Y contains only a single edge, then we omit the
set brackets and write, for example, w`(e, f). For e, f ∈ E, let
τ(e, f) = max{wt+1(e, f)− 1, 0}.
Observe that, for e, f ∈ Vˆ , we have wt+1(e, f) > 0 if and only if ef ∈ Eˆ or e = f .
Thus ∑
e,f∈Nˆ
τ(e, f) =
∑
e,f∈Nˆ
wt+1(e, f)− (2|Sˆ|+ |Nˆ |)
< wt+1(Nˆ , Nˆ)− 2|Sˆ|. (2)
Combining (2) with the observation that wt+1(Nˆ , E) ≤ |Nˆ | · 2∆t < 4∆2t, we
obtain
4∆2t > wt+1(Nˆ , E) = wt+1(Nˆ , Nˆ) + wt+1(Nˆ , E − Nˆ)
=
∑
e,f∈Nˆ
τ(e, f) + 2|Sˆ|+ wt+1(Nˆ , E − Nˆ).
Thus with (1) we have∑
e,f∈Nˆ
τ(e, f) + wt+1(Nˆ , E − Nˆ) < 4δ ·∆2t. (3)
For i ∈ {0, . . . , t}, let Ai be the set of vertices of G at distance i from e∗.
In particular, A0 consists of the two endvertices of e
∗. Set A = A0 ∪ · · · ∪ At−1.
Observe that |Ai| ≤ 2(∆− 1)i for all i ∈ {0, . . . , t}, and that |A| < 2∆t−1.
Furthermore, let Bt be the set of vertices u ∈ At such that
degGJNˆK(u) ≥ ∆/2. (4)
Trivially, (4) also holds for any u ∈ A.
For u, v ∈ V , let us write σ`(u, v) for the number of uv-walks of length at most
` whose first edge is in Nˆ . Setting α = 1− 5δ, β = α/36 and γ = β/(2β+ 1), the
desired contradiction will be obtained with use of the following two claims.
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Claim 10. ∑
u,v∈A∪Bt
σt(u,v)≥β∆
σt(u, v) > α ·∆2t−1.
Claim 11. If u, v ∈ A ∪Bt are such that σt(u, v) ≥ β∆, then∑
e∈GJNˆK(u)
f∈GJNˆK(v)
τ(e, f) ≥ γ∆ · σt(u, v).
Before proving these claims, let us see how they imply the lemma. We sum
the inequality in Claim 11 over all u, v ∈ A ∪ Bt such that σt(u, v) ≥ β∆.
Correcting the possible overcounting by a factor of 4 (which corresponds to the
labellings/orderings of e, f), we obtain∑
e,f∈Nˆ
τ(e, f) ≥ γ∆
4
·
∑
u,v∈A∪Bt
σt(u,v)≥β∆
σt(u, v) >
γ∆
4
α ·∆2t−1 = γα
4
·∆2t,
where the last inequality follows from Claim 10. This contradicts (3) if γα/4 > 4δ.
Substituting the values of α, β and γ, we find, after some routine manipulation,
that γα/4 > 4δ is equivalent to 185δ2 − 618δ + 1 > 0, which is true if 0 < δ ≤
1/618. As e∗ is an arbitrary element of Vˆ , the resultant contradiction proves the
lemma.
Proof of Claim 10. This proof amounts to verifying the following inequality:∑
u,v∈A∪Bt
σt(u, v) > 2α ·∆2t−1. (5)
The reason for this is as follows. Assuming the truth of (5), the mean of σt(u, v)
over all u, v ∈ A ∪ Bt is at least 2α · ∆2t−1/|A ∪ Bt|2. To simplify this lower
bound, we recall that |A| < 2∆t−1; furthermore, since the number of edges of
G between At−1 and At is at most |At−1| · ∆ < 2∆t, the size of Bt is at most
2∆t/(∆/2) = 4∆t−1 by the definition. Hence, assuming (5), the mean of σt(u, v)
as above is at least
2α∆2t−1
36∆2t−2
=
α∆
18
= 2β∆.
Claim 10 is now implied by the following elementary inequality: if x1, . . . , xn
are quantities with mean at least a, then∑
i:xi≥a/2
xi >
an
2
. (6)
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ve∗
Bt
W
At−1
A1
≥ ∆/2
...u
Figure 1: An illustration of how to obtain a walk in Wt+1(Nˆ , E − Nˆ) from a bad
walk W , in the proof of Claim 10.
We apply (6) to the numbers σt(u, v), where u and v range over A ∪ Bt, setting
a = 2β∆. Then the left hand side of (6) coincides with that of the inequality in
Claim 10, while the right hand side of (6) is at least α∆2t−1 by (5). Claim 10
follows. Thus, it remains to prove the inequality (5).
Before continuing, let us make a basic observation about the cardinality of A:
(2− 2δ)∆t−1 < |A|. (7)
If this does not hold, then |Nˆ | ≤ ∆|A| ≤ (2 − 2δ)∆t which in turn implies that
|Sˆ| ≤ (|Nˆ |
2
)
< (2− 2δ)∆2t, a contradiction to (1).
To prove (5), we start by counting all walks in G of length at most t whose
first vertex, say u, is in A. By (7), there are at least (2 − 2δ)∆t−1 choices for
u, and so the number of such walks is at least (2 − 2δ)∆2t−1. Of these walks,
those whose last vertex is outside of A ∪ Bt we call bad. To any bad walk W
with last vertex v, we may append any of the at least ∆/2 edges incident with v
and not contained in Nˆ (since v /∈ A ∪Bt) to obtain a walk in Wt+1(Nˆ , E − Nˆ).
See Figure 1 for a depiction. Since the obtained walks are distinct for distinct
choices of u, W and the appended edge, we deduce from (3) that the number of
bad walks is less than
4δ ·∆2t
∆/2
= 8δ ·∆2t−1.
We then conclude that more than (2− 2δ− 8δ)∆2t−1 = 2α ·∆2t−1 walks of length
at most t with first vertex in A are not bad. This completes the proof of (5) and
hence of the claim. ♦
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Proof of Claim 11. For u, v ∈ V and f ∈ GJNˆK(v), we let σ`(u; f, v) denote the
number of uv-walks of length at most ` whose first edge is in Nˆ and whose last
edge is f . Call f relevant if σt(u; f, v) > 0. For this proof, we consider two cases.
Case 1. At least γ∆ edges of GJNˆK(v) are relevant.
Let e ∈ GJNˆK(u) and f ∈ GJNˆK(v) with f relevant. Observe that, if W is
a vu-walk of length at most t whose last edge is e, then we may prepend f to
obtain a walk in Wt+1(f, e). A similar observation holds for uv-walks of length
at most t. We find that
wt+1(e, f) ≥ σt(v; e, u) + σt(u; f, v).
Since f is relevant, we infer that τ(e, f) ≥ σt(v; e, u) and thus∑
e∈GJNˆK(u)
f∈GJNˆK(v)
τ(e, f) ≥ γ∆ ·
∑
e∈GJNˆK(u)
σ(v; e, u) = γ∆ · σt(u, v).
Case 2. Fewer than γ∆ edges of GJNˆK(v) are relevant.
As in the last case, if e ∈ GJNˆK(u) and f ∈ GJNˆK(v), then wt+1(e, f) ≥
σt(u; f, v). Using inequality (4) (valid for u since u ∈ A∪Bt) and the assumption
of Case 2, we obtain∑
e∈GJNˆK(u)
f∈GJNˆK(v)
τ(e, f) ≥
∑
e∈GJNˆK(u)
∑
f∈GJNˆK(v)
f relevant
(wt+1(e, f)− 1)
≥ ∆
2
·
∑
f∈GJNˆK(v)
f relevant
(σt(u; f, v)− 1)
≥ ∆
2
· σt(u, v)− ∆
2
· γ∆.
What remains is a routine verification that the resulting expression is at least
γ∆ · σt(u, v), which follows from the assumption that σt(u, v) ≥ β∆.
This concludes the proof of Claim 11. ♦
Having proved Claims 10 and 11, the proof of Lemma 9 is now complete.
We proceed to prove Theorem 1. Fix an integer t ≥ 2, ∆ is large enough and
vˆ is a vertex of Gˆ = L(G)t. By Lemma 9, there are at most (2− 2δ) ·∆2t edges
spanning N(vˆ), where δ = 1/618. To apply Theorem 6, we need to replace the
∆2t term by
(
∆ˆ
2
)
, where ∆ˆ = 2∆t is an upper bound on the maximum degree of
9
Gˆ. Since (2−2δ) ·∆2t approaches (1−δ)(∆ˆ
2
)
(and ∆ is large enough), the number
of edges spanning N(vˆ) is at most
(1− δ′) ·
(
∆ˆ
2
)
,
where δ′ is a little smaller than δ, say δ′ = 1/619. Setting ε′ = 1/25000, it is
routine to check that
ε′ <
δ′
2(1− ε′) · e
−3/(1−ε′),
making Theorem 6 applicable to Gˆ with δ′ and ε′. We conclude that
χ(Gˆ) ≤ (1− ε′)∆ˆ = (2− 2ε′) ·∆t,
which completes the proof of Theorem 1.
4 Graphs of prescribed girth
In this section, we prove Theorem 2 and Proposition 3.
For Theorem 2, we require the following lemma.
Lemma 12. Let t ≥ 2 be an integer. Suppose Gˆ = (Vˆ , Eˆ) is L(G)t for some
graph G = (V,E) of girth at least 2t+ 1 with maximum degree at most ∆. So Gˆ
has maximum degree at most ∆ˆ = 2∆t. Then, for each vˆ ∈ Vˆ , with the exception
of at most 2∆t−1 = O(∆ˆ1−1/t) neighbours of vˆ, every vertex uˆ ∈ Vˆ has at most
(3t+ 2)∆t−1 = O(∆ˆ1−1/t) common neighbours with vˆ.
Proof. Let e∗ be an arbitrary edge of G. As in the proof of Lemma 9, for i ∈
{0, . . . , t}, we let Ai be the set of vertices of G at distance i from e∗.
We say that an edge in G is heavy if its distance from e∗ is less than t;
otherwise, we say it is light. Using the girth condition, it is straightforward to
verify the following three claims. To aid the reader, we have included a depiction
of NGˆ(e
∗) in Figure 2.
Claim 13. Every vertex in At−1 is incident with at most one heavy edge.
Claim 14. At most one endvertex of a light edge is in At−1.
Claim 15. Every vertex in At is adjacent to at most two vertices in At−1.
Now consider any f ∈ NGˆ(e∗) that is not a heavy edge, i.e. f is a light edge
in NGˆ(e
∗). We want to estimate the number of members of NGˆ(e
∗) at distance at
most t from f in G. Trivially, there are at most 2∆t−1 heavy edges at distance
at most t from f in G. To enumerate the fet-walks (f, v1, e1, · · · , vt, et) of length
t + 1 where et is a light edge in NGˆ(e
∗), we condition on the least i ∈ {1, . . . , t}
such that one of the following events occurs: (i) vi ∈ At−1 and ei is a heavy edge,
10
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.
A1
A2
At−1
e∗
At
...
Figure 2: An illustration of NGˆ(e
∗) in the proof of Lemma 12. Each of the
induced subgraphs G[Ai], i ∈ {1, . . . t}, have no edges. The light edges of NGˆ(e∗)
are precisely those between the top two layers.
or (ii) vi ∈ At and ei is a light edge in NGˆ(e∗). By Claim 14, the set of light edges
in NGˆ(e
∗) is precisely the set [At−1, At]G, and the induced subgraph G[At−1] has
no edges. Considering the fact that et is a light edge in NGˆ(e
∗), we conclude that
the quantity i in the conditioning above is well-defined.
By Claims 13 and 15, there are at most three choices for the edge ei, while
there are up to ∆ choices for each of the remaining edges in the path. Therefore,
the total number of such paths is upper bounded by 3t ·∆t−1. Summing up, with
the exception of the at most 2∆t−1 = O(∆t−1) heavy edges, for every f ∈ NGˆ(e∗)
there are at most (3t + 2)∆t−1 = O(∆t−1) edges at distance at most t from f in
G. Since e∗ was an arbitrary element of Vˆ , this completes the proof.
The conclusion of Lemma 12 implies that for each vˆ ∈ Vˆ there are at most
∆ˆ/f edges spanning N(vˆ), for f = 4∆/(3t + 4) = O(∆ˆ1/t). An application of
Theorem 7 to Gˆ then yields Theorem 2.
It is worth noting that, under the conditions of Lemma 12, the largest inde-
pendent set in the subgraph spanning N(v) has size O(∆ˆ1−1/t) for each v ∈ Vˆ .
Therefore, if some analogue of Theorem 8 holds in which the O(∆ˆ1/2) conditions
are replaced by O(∆ˆ1−1/t) conditions, then we would obtain a stronger upper
bound on χ′t(G) for graphs G of girth 2t+ 1.
Next, to show that the bound in Theorem 2 is tight up to a constant multiple,
we use a probabilistic construction inspired by the classical proof due to Erdo˝s [3]
that there are graphs with arbitrarily large girth and chromatic number. Similar
constructions for strong edge-colouring and colouring powers of graphs are found
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in [2] and [8], respectively. Let Gn,p be a random graph on n vertices with edge
probability p. We say that a property holds asymptotically almost surely (a.a.s.) if
it holds with probability tending to 1 as n→∞. The distance-t matching number
µt(G) of a graph G is defined as the size of a largest set of edges in G such that
no two of its members are at distance at most t. Clearly, χ′t(G) ≥ |E|/µt(G) for
any graph G = (V,E). For the proof of Proposition 3, we require the following
estimate of µt(Gn,p).
Lemma 16 (Kang and Manggala [7]). Let ε > 0 and suppose p = d/n with
d ≥ d0 for some large fixed d0. If
kt =
n
2dt−1
(t log d− log log d− log et+ ε) ,
then µt (Gn,p) ≤ kt a.a.s.
Proof of Proposition 3. Let G = Gn,p where p = d/n for d = (log n)
1/(g+1). By
Lemma 16, µt(G) < nt log d/(2d
t−1) a.a.s. The following are routine random
graph estimates: a.a.s.,
(i) the expected number of cycles of length less than g in G is less than log n;
(ii) the number of edges incident with vertices with degree at least d+ d/ log d
is at most n; and
(iii) the number of edges in G is (1 + o(1))nd/2.
Now remove from G all edges in cycles of length less than g and all vertices having
degree at least d+d/ log d. By the above estimates, the remaining graph a.a.s. has
at least (1+o(1))n∆/2 edges, girth at least g, and µt < (1+o(1))nt log ∆/(2∆
t−1).
Thus, a.a.s. it is a graph of girth at least g with distance-t chromatic index at
least
(1 + o(1))
n∆/2
nt log ∆/(2∆t−1)
= (1 + o(1))
∆t
t log ∆
.
5 Concluding remarks
It would be interesting to find classes with larger distance-t chromatic index with
respect to the maximum degree. Unlike for the case t = 2 — Erdo˝s and Nesˇetrˇil
conjectured that the blown-up 5-cycle is optimal — no extremal classes have
been conjectured yet for t ≥ 3; however, our knowledge is rather limited. In fact,
we know of no classes with Ω(∆t) distance-t chromatic index aside from the two
mentioned in the introduction.
We do suspect that the examples from projective geometries are extremal for
their respective distance-t chromatic indices, i.e. t ∈ {3, 4, 6}. However, then
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the asymptotic upper bound of 1.99992∆t (or slightly lower for t = 3) would be
nearly double the true value.
Further improvements in the constant ε for the upper bound of Theorem 1
are possible. In particular, Molloy and Reed [9] alluded to an improvement
for Theorem 6, which if implemented imply immediate improvements in ε for
Theorem 1 as well as for their own bound on the strong chromatic index. However,
the resulting bounds could remain far from best possible. Indeed, there is no
class of examples to preclude an upper bound that replaces the factor (2− ε) in
Theorem 1 by some factor that decreases to zero as t→∞.
The cases t ∈ {2, 3, 4, 6} of Theorem 2 hint at the existence for every t ≥ 5 of
some threshold parameter g′t such that
• there are graphs of arbitrarily large maximum degree ∆ with girth g′t and
distance-t chromatic index at least Ω(∆t), and
• any graph of maximum degree at most ∆ with girth at least g′t + 1 has
distance-t chromatic index at most O(∆t/ log ∆).
For t = 5 and t ≥ 7, it may indeed hold that g′t = 2t, but the graphs in the
general (Hamming graph) class of Ω(∆t) examples mentioned in the introduction
each have many short cycles. The question if g′t exists is similar to a question for
colouring powers of graphs of prescribed girth, which was posed over a decade
ago [2] and remains open. Alon and Mohar asked for a parameter gt such that
• there are graphs of arbitrarily large maximum degree ∆ with girth gt and
the chromatic number of the t-th power of the graph is at least Ω(∆t), and
• for any graph of maximum degree at most ∆ with girth at least gt + 1, the
chromatic number of the t-th power of the graph is at most O(∆t/ log ∆).
They suggested that the “drastic change” implied by the existence of such a pa-
rameter would occur at around 3t. We remark here however that an O(∆t/ log ∆)
bound for colouring the t-th power of graphs of maximum degree ∆ and girth at
least 2t+ 3 follows by adapting the method used in Theorem 2, showing we have
(if it exists) gt ≤ 2t+ 2 as opposed to gt being around 3t.
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