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Abstract
Evolutionary design modelling is a form of generative design, where
processes inspired by biological evolution are used to produce popu-
lations of solutions to design problems. An important element within
this strategy, is how genes are abstracted and used to represent solu-
tions to the design problem. The basis of this thesis, is that developing
this area (the representation of genes) is a good way to further the
field of evolutionary design modelling. Representations used in the
study of language grammars, computer algorithms and dynamic sys-
tems are examined with their potential for structuring the genetic
code. The aim of this is to create find representations that are stable
after genetic operations, expressive enough to represent design prob-
lems and have enough granularity that novel solutions emerge from
these simulations.
Abbreviations
EDM : Evolutionary Design Modelling
DNA : Deoxyribonucleic acid
NoSF : Notes on the Synthesis of Form
FBMA : Formal Basis of Modern Architecture
CA : Cellular Automata
GA : Genetic Algorithm
GP-Systems : Grid-planning Systems
L-Systems : Lindenmayer Systems
ML-System : Miller’s Living Systems
Contents
Contents v
List of Figures ix
1 Introduction 1
1.1 What is Evolutionary Design? . . . . . . . . . . . . . . . . . . . . 1
1.2 Designing an Evolutionary Simulation . . . . . . . . . . . . . . . . 3
1.3 Problems in Evolutionary Design Modelling . . . . . . . . . . . . 6
1.4 A Framework for Evolutionary Design Modelling . . . . . . . . . . 8
1.5 Scope of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Purpose of Study and Contribution . . . . . . . . . . . . . . . . . 13
1.7 Research Methodology . . . . . . . . . . . . . . . . . . . . . . . . 13
1.8 Design Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Literature Review 19
2.1 Introduction to Literature Review . . . . . . . . . . . . . . . . . . 19
2.2 Evolutionary Design . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 The Sixties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Alexander, HIDECS and Notes on the Synthesis of Form . 23
2.3.1.1 Notes on the Synthesis of Form . . . . . . . . . . 24
2.3.1.2 Hierarchical Decomposition . . . . . . . . . . . . 25
2.3.1.3 Criticisms and Interpretation . . . . . . . . . . . 28
2.3.2 Peter Eisenman and the Formal Basis of Modern Architecture 30
2.3.3 Nicholas Negroponte and the Architecture Machine . . . . 38
2.4 Relevant Work Prior to 1960 . . . . . . . . . . . . . . . . . . . . . 42
v
2.4.1 Jean-Nicholas-Louis Durand . . . . . . . . . . . . . . . . . 42
2.4.2 D’Arcy Thompson on Growth and Form . . . . . . . . . . 45
2.4.3 Alan Turing . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.5 The Seventies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5.1 Graph-Based Approaches . . . . . . . . . . . . . . . . . . . 51
2.5.1.1 Automated Spatial Planning . . . . . . . . . . . . 51
2.5.1.2 Geometry and Topology . . . . . . . . . . . . . . 53
2.5.1.3 Interactive approaches . . . . . . . . . . . . . . . 54
2.5.2 Shape Grammars . . . . . . . . . . . . . . . . . . . . . . . 55
2.5.3 William Mitchell and The Logic of Architecture . . . . . . 57
2.6 Selected Themes from Computer-Aided Design 1980-2010 . . . . . 61
2.6.1 Parametric Modelling . . . . . . . . . . . . . . . . . . . . . 61
2.6.2 Generative Design - Greg Lynn and Animate Form . . . . 64
2.6.2.1 Populations . . . . . . . . . . . . . . . . . . . . . 65
2.6.2.2 Architectural Diagrams . . . . . . . . . . . . . . 66
2.7 Summary of Literature Review . . . . . . . . . . . . . . . . . . . 69
3 Concept Kernels 70
3.1 Introduction to Concept-Kernels . . . . . . . . . . . . . . . . . . . 70
3.2 From Concept Seeding to an Evolutionary Design Framework . . 71
3.3 A Framework using Concept Kernels . . . . . . . . . . . . . . . . 74
3.3.1 Input into the system . . . . . . . . . . . . . . . . . . . . . 75
3.3.2 The Incubator and Design Kernels . . . . . . . . . . . . . 75
3.3.3 The Generator: Cultivator and Evolver . . . . . . . . . . . 75
3.3.4 The Model Builder and Design Style Sheets . . . . . . . . 75
3.4 Case Study: Reptiles . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.4.1 The Reptiles Project . . . . . . . . . . . . . . . . . . . . . 79
3.4.2 Reptile code from a Regular Language . . . . . . . . . . . 80
3.4.3 Reptiles, Morphogenesis and Context-Free Languages . . . 83
3.4.4 Reptiles, Self-Organisation and Context-Sensitive Languages 87
3.4.5 Reptile, Parametric-Modelling, BIM and Turing-Complete
Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
vi
4 The Computational Approach 95
4.1 Introduction to Computational Approach . . . . . . . . . . . . . . 95
4.2 Introduction to Grammars . . . . . . . . . . . . . . . . . . . . . . 98
4.3 Regular Languages . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.1 Definition of Regular Grammars and Expressions . . . . . 101
4.3.2 Precedent work . . . . . . . . . . . . . . . . . . . . . . . . 105
4.3.3 Specific and General Automata . . . . . . . . . . . . . . . 107
4.3.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . 109
4.3.3.2 Computation . . . . . . . . . . . . . . . . . . . . 109
4.3.4 Evolutionary Models . . . . . . . . . . . . . . . . . . . . . 111
4.3.4.1 Specific Automata and Models . . . . . . . . . . 112
4.3.4.2 Generic Automata . . . . . . . . . . . . . . . . . 115
4.3.4.3 Dissection based models . . . . . . . . . . . . . . 116
4.3.5 Grid-planning Systems . . . . . . . . . . . . . . . . . . . . 119
4.3.5.1 Mutation . . . . . . . . . . . . . . . . . . . . . . 121
4.3.5.2 Crossover . . . . . . . . . . . . . . . . . . . . . . 121
4.3.5.3 Selection . . . . . . . . . . . . . . . . . . . . . . 122
4.3.6 Final notes regarding Regular Languages . . . . . . . . . . 126
4.4 Context-Free Languages . . . . . . . . . . . . . . . . . . . . . . . 127
4.4.1 Definition and Conventions . . . . . . . . . . . . . . . . . 128
4.4.2 Precedent Work . . . . . . . . . . . . . . . . . . . . . . . . 129
4.4.3 Composition and Morphogenesis . . . . . . . . . . . . . . . 130
4.4.3.1 Grid-based Lindenmayer Systems . . . . . . . . . 130
4.4.3.2 Composing plans . . . . . . . . . . . . . . . . . . 132
4.4.3.3 Simulating Morphogenesis . . . . . . . . . . . . . 135
4.4.4 Genetic Operations . . . . . . . . . . . . . . . . . . . . . . 136
4.4.4.1 Crossover . . . . . . . . . . . . . . . . . . . . . . 137
4.4.4.2 Mutation . . . . . . . . . . . . . . . . . . . . . . 138
4.4.5 Final Notes . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.5 Context-Sensitive Models and Turing-complete Languages . . . . 140
4.5.1 Precedent Work . . . . . . . . . . . . . . . . . . . . . . . . 141
4.5.2 Extending GL-Systems . . . . . . . . . . . . . . . . . . . . 143
4.5.3 Unrestricted Grammars and Computation . . . . . . . . . 148
vii
4.5.4 Computation . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.5.5 Evolving algorithms . . . . . . . . . . . . . . . . . . . . . 157
4.6 Summary of the Computational Paradigm . . . . . . . . . . . . . 158
5 The Systems Approach 161
5.1 Miller’s Living Systems . . . . . . . . . . . . . . . . . . . . . . . . 164
5.2 Stability and Symmetry Breaking . . . . . . . . . . . . . . . . . . 167
5.2.1 Dynamic Systems . . . . . . . . . . . . . . . . . . . . . . . 167
5.2.2 Turing Patterns . . . . . . . . . . . . . . . . . . . . . . . . 168
5.2.3 Symmetry breaking . . . . . . . . . . . . . . . . . . . . . . 171
5.3 ML-Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
5.3.1 Base Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.3.2 Environment Cells . . . . . . . . . . . . . . . . . . . . . . 178
5.3.3 Motor Cells . . . . . . . . . . . . . . . . . . . . . . . . . . 180
5.3.4 Signaler Subsystem . . . . . . . . . . . . . . . . . . . . . . 180
5.3.5 Boundary Cells . . . . . . . . . . . . . . . . . . . . . . . . 183
5.4 Genetic Operations . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.5 Case Study: Martin House . . . . . . . . . . . . . . . . . . . . . . 187
5.6 Summary of the Systems Approach . . . . . . . . . . . . . . . . . 192
6 Conclusion 194
6.1 Summary of Chapters . . . . . . . . . . . . . . . . . . . . . . . . 194
6.1.1 Concept Kernels . . . . . . . . . . . . . . . . . . . . . . . 195
6.1.2 Summary of the Algorithmic Approach . . . . . . . . . . . 195
6.1.3 Summary of the Systems Approach . . . . . . . . . . . . . 196
6.2 Conclusions from Experiments and Contributions . . . . . . . . . 197
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
6.3.1 Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
6.3.2 Organisation and Genealogy . . . . . . . . . . . . . . . . . 199
6.4 Final Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
References 202
viii
List of Figures
1.1 Evolutionary Design comes at the intersection of three fields. . . . 3
1.2 The process of a genetic algorithm. . . . . . . . . . . . . . . . . . 4
1.3 The space where solutions exist can be seen as a landscape. . . . . 5
1.4 Implementation of an Evolutionary Solver . . . . . . . . . . . . . 6
1.5 Overview of the framework used in this dissertation . . . . . . . . 10
1.6 Different representations of concept kernels . . . . . . . . . . . . . 12
1.7 Planning concepts compiled from the work of Ching [1996], Clark
[1985], Laseau [1989] . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.8 Overview of dissertation. . . . . . . . . . . . . . . . . . . . . . . . 16
2.1 Diagram after Alexander’s - the finding of sub-graphs. . . . . . . . 26
2.2 Diagram after Alexander’s - Tree Diagram after decomposition . . 27
2.3 Emphasising the main entry by a turn in the minor entry. . . . . 33
2.4 Development of minor axes after Eisenman. . . . . . . . . . . . . 33
2.5 Radiant heating cores define a static system. . . . . . . . . . . . . 34
2.6 The dominant cruciform pattern. . . . . . . . . . . . . . . . . . . 35
2.7 Definition of two separate volumes by individual readings. . . . . 35
2.8 Continuous reading of cores. . . . . . . . . . . . . . . . . . . . . . 36
2.9 A compilation of developments in Computer-Aided Design . . . . 41
2.10 Drawing after Durand. . . . . . . . . . . . . . . . . . . . . . . . . 43
2.11 The starting points for the generative design sequence (drawing
after Durand). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.12 Durand’s designs for buildings resulting from the development of
the initial diagrams. . . . . . . . . . . . . . . . . . . . . . . . . . 45
ix
2.13 The transformation (through shear) from one species of fish to
another. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.14 The comparison between jellyfish and ink drops. . . . . . . . . . . 47
2.15 Diffusion through cells from ‘On Growth and Form’. . . . . . . . . 48
2.16 Close packed rhombic dodecahedra from ‘On Growth and Form’. . 49
2.17 Plans from Grason’s An Approach to Computerized space planning
using Graph Theory (1971) . . . . . . . . . . . . . . . . . . . . . . 52
2.18 The topology for Frank Lloyd Wright drawing after Mitchell. . . . 54
2.19 Frank Lloyd Wright Houses from Mitchell’s ‘Logic of Architecture’. 55
2.20 Constraints and modelling features. . . . . . . . . . . . . . . . . . 65
3.1 The epigenetic process by Frazer and Connor [1979] . . . . . . . . 72
3.2 Evolutionary process [Sun, 2001, p.46]. . . . . . . . . . . . . . . . 72
3.3 Framework for an evolutionary system by [Janssen, 2004, p.180]. . 73
3.4 A review of modelling frameworks by John Frazer (unpublished). . 74
3.5 Overview of the framework used in this dissertation . . . . . . . . 76
3.6 The proposed workflow going from genetic instructions through to
development and finally evaluation. . . . . . . . . . . . . . . . . . 78
3.7 The isospatial grid in two dimensions . . . . . . . . . . . . . . . . 83
3.8 The set of 18 units used by the Reptile system. . . . . . . . . . . 83
3.9 The star and knot grown to 4 iterations. . . . . . . . . . . . . . . 84
3.10 Turtle interpreting instructions. . . . . . . . . . . . . . . . . . . . 85
3.11 The ‘knot’ growth sequence simulated with the extended L-System
rules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.12 Instructs produce an invalid result. . . . . . . . . . . . . . . . . . 88
3.13 Ball bearings used to represent the Reptile structure Frazer [1974]. 89
3.14 The sequence grown from a knot seed over a discrete grid. . . . . 89
3.15 The rules used to make the Reptile structure shown on the right. 90
3.16 Truss system adapted from the base geometry of the ‘Reptile’ tiles. 92
4.1 Instructions read by a processor . . . . . . . . . . . . . . . . . . . 96
4.2 A transition diagram showing a set of possible descriptions for a
house. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
x
4.3 A representation used for evolving spatial configurations (Jo and Gero
[1998]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.4 Janssen’s generative process (Drawing after Janssen [2004]). . . . 106
4.5 Diagrams used to describe finite machines. . . . . . . . . . . . . . 109
4.6 Minsky’s 3-moment delay and binary adding machine (Minsky
[1967]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.7 A family of columns (Frazer [1995]). . . . . . . . . . . . . . . . . . 112
4.8 An elementary example of a parameterized model. . . . . . . . . . 113
4.9 Simple buildings from printed from two different inputs. . . . . . 114
4.10 Drawing after Bemis and Burchard [1938]. . . . . . . . . . . . . . 116
4.11 Representation using set operations by March and Steadman [1971].117
4.12 A set of rectangular dissections. . . . . . . . . . . . . . . . . . . . 118
4.13 An outcome that cannot be accomplished with dissection alone and
a plan that might use this configuration after March and Steadman
[1971]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.14 Various shapes possible with GP-systems. . . . . . . . . . . . . . 120
4.15 The Villa Malcontenta with a GP-System. . . . . . . . . . . . . . 120
4.16 The tracing algorithm. . . . . . . . . . . . . . . . . . . . . . . . . 121
4.17 A run of a simulation using GP systems, areas shaded show iden-
tical solutions due to naive selection process. . . . . . . . . . . . . 124
4.18 The kernel as a set of rules and starting position. . . . . . . . . . 128
4.19 Rectangles overlaid on the grid. . . . . . . . . . . . . . . . . . . . 132
4.20 Palladio’s Villa Cornaro approximated with a GL-System. . . . . 133
4.21 The Palladian villas chosen by (Wittkower [1971]) described using
GL-Systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.22 Elements spread out to show the axes. . . . . . . . . . . . . . . . 135
4.23 Combination of two motifs. . . . . . . . . . . . . . . . . . . . . . 135
4.24 A GL representation of a Villa’s growth after two and three iterations.136
4.25 A tree representation of the equation (3+2)*4 and of the GL-code
‘FF[+F][-F]’ as a n-ary and binary tree. . . . . . . . . . . . . . . . 137
4.26 A recombination operation on a rewrite rule. . . . . . . . . . . . . 137
4.27 A model representation where the rules can make references to the
environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
xi
4.28 An example of a design model that uses a context-sensitive gram-
mar drawn after Wojtowicz and Fawcett [1986]. . . . . . . . . . . 141
4.29 Some room configurations. . . . . . . . . . . . . . . . . . . . . . . 144
4.30 Room divided into grid and cells on perimeter have been tagged
to a different state. . . . . . . . . . . . . . . . . . . . . . . . . . . 145
4.31 The gradients of cell states for each element channel. . . . . . . . 146
4.32 Furniture elements represented with cells. . . . . . . . . . . . . . . 147
4.33 The behaviour of each ‘furniture cell’. . . . . . . . . . . . . . . . . 147
4.34 The movement of a furniture cell. . . . . . . . . . . . . . . . . . . 148
4.35 Furniture elements. . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.36 An example of a good solution to the requirements. . . . . . . . . 149
4.37 A general processor reading a general kernel. . . . . . . . . . . . . 149
4.38 A conventional drawing of a Turing Machine. . . . . . . . . . . . . 152
4.39 A Turing machine adding one to binary string. . . . . . . . . . . . 153
4.40 A Turing machine copying a string. . . . . . . . . . . . . . . . . . 155
4.41 A universal Turing machine after Denning et al. [1978]. . . . . . . 156
5.1 The population of two species, predators and prey modelled as a
Lotka-Volterra System. . . . . . . . . . . . . . . . . . . . . . . . . 168
5.2 The two chemical (activator and inhibitor) alter each other’s pro-
duction rates and diffuse to adjacent cells. . . . . . . . . . . . . . 169
5.3 The similarities between the Villa Stein and Villa Malcontenta,
first described by Rowe [1982]. . . . . . . . . . . . . . . . . . . . . 174
5.4 Pask’s diagrams for coupling between two subsystems (Pask [1969]).176
5.5 The base subsystem from which all the other subsystems arise from.178
5.6 Diffusion of morphogen ‘a’ through the system and subsystem ‘E’
arriving after threshold is reached. . . . . . . . . . . . . . . . . . . 179
5.7 Multiple environment cells overlaid. . . . . . . . . . . . . . . . . . 180
5.8 A motor subsystem responding to different signals. . . . . . . . . 181
5.9 Different types of the signaler subsystem. . . . . . . . . . . . . . . 182
5.10 A ring of signaler cells used to create a 1D reaction-diffusion system183
5.11 A set of nested boundary subsystems each dissolving at a different
threshold of morphogen ‘a’. . . . . . . . . . . . . . . . . . . . . . 184
xii
5.12 The basic form of Wright’s Martin house . . . . . . . . . . . . . . 187
5.13 The major and minor axes in the design. . . . . . . . . . . . . . . 188
5.14 The formation of a secondary axis. . . . . . . . . . . . . . . . . . 189
5.15 Formation of secondary boundary shapes. . . . . . . . . . . . . . 189
5.16 Operations taking place within each boundary. . . . . . . . . . . . 190
5.17 Adjacencies are calculated this is used to create feedback loops
between subsystems. . . . . . . . . . . . . . . . . . . . . . . . . . 190
5.18 Adding detail to the developed model. . . . . . . . . . . . . . . . 191
6.1 A diagram of the ‘Tree of Life’ (Letunic [2008]) . . . . . . . . . . 200
xiii
Chapter 1
Introduction
“...some people are convinced that that architecture will be outmoded
and replaced by technology. Such a conviction is not based on clear
thinking. The opposite happens. Wherever technology reaches its
real fulfillment, it transcends into architecture...”
Mies van der Rohe in The Artless Word (Neumeyer [1994])
This dissertation explores the ways that architectural designs and ideas can be
represented within the field of evolutionary design. These representations are used
to simulate an evolving population of solutions to design problems, specifically
problems about spatial planning.
1.1 What is Evolutionary Design?
Evolutionary design is a growing field within computer-aided-design research,
where processes inspired by biological evolution are used to produce solutions to
design problems. Evolution in biology has lead to a breath-taking diversity of life,
adapted to the particularities of location and climate. Part of the reason for this
success, is that biological evolution works with entire populations of life forms,
which when translated to computational methods mean populations of solutions.
These solutions compete on the basis of how well they are suited for survival in a
particular context. Evolutionary design aims to imitate and abstract this process
1
by working with populations of design solutions that evolve towards better results
using the fittest surviving solutions to pass down their characteristics to the next
generation of solutions.
Evolutionary methods in computer science arrived in the 1970s with researchers
such as John Holland advocating canonical approaches like the Genetic Algo-
rithm(Holland [1975]). Perhaps the most famous example of evolutionary com-
putation are the biomorphs given by Richard Dawkins in the book The blind
watchmaker(Dawkins [1996]). Another evolutionary project to achieve fame is
the artificial life experiments conducted by Karl Sims (Sims [1994]). Some exam-
ples of evolutionary design will be discussed in the literature review that follows
this chapter.
There are several advantages to the evolutionary approach to design. The
most important being that many solutions are considered, which potentially in-
creases the chances of better results. The second advantage is that this approach
is conceptually very simple and we have biological evolution as a useful and intu-
itive metaphor to follow. The third advantage is that the evolutionary system is
a heuristically driven exploration and can be used in situations where there is no
expert knowledge, or the knowledge cannot be formally described. There are also
benefits to this approach over other digital design processes such as it allowing
parallel processing.
The proposition of this thesis is that evolutionary design processes can be
more effective if the representation of design concepts are better understood. A
constructive approach to design is proposed, where design ideas and concepts are
created, stored and combined in creative ways. The aim of this thesis is to answer
the question:
How can architectural design concepts and intent be repre-
sented digitally for the purposes of virtual evolution?
If developments in the field of biology are taken as a precedent, then the
question could be phrased as ‘How can we structure the DNA of architectural
design?’. This exploration will limit design concepts to spatial planning prob-
lems, particularly in the capturing of compositional themes within evolutionary
representations. As evolutionary design comes at the intersection of three fields
2
(computer science, evolutionary biology and design) there are many terms and
themes that have been brought in from its contributing disciplines. Some of the
complexities and themes present in evolutionary design will be discussed to give
an overview of the field.
Evolutionary
 Biology
Computer
Science
Design
Evolutionary
Computation
Evolutionary
Design
Figure 1.1: Evolutionary Design comes at the intersection of three fields.
1.2 Designing an Evolutionary Simulation
The typical evolutionary algorithm is shown in Figure 1.2. The process begins
with initialising a population (often randomly). It then evaluates the fitness of
each member of the population, then selects a subset of the most fit members of
the population, culling the ones that are less fit. The individuals who had the
best fitness are allowed to breed a new set of solutions and the process repeats
itself until some termination criteria are met.
3
Create the 
initial population
Evaluate the fitness of 
each individual in the 
population
Select the best-fit 
individuals for 
reproduction
Breed new individuals 
through crossover and 
mutation operations
Evaluate fitness of new 
population members
Replace least-fit 
population with new 
members
Termination
criteria 
met?
NO
YES
ENDBEGIN
Figure 1.2: The process of a genetic algorithm.
Several steps are involved in designing a virtual evolution. The first key step is
in finding a representation that links the genotype (or the internal genetic descrip-
tion) of an individual in a population to a phenotype (the outward appearance).
The phenotypic characteristics are what gets evaluated in the evolutionary sim-
ulation.
The space of solutions is known in the field of evolutionary computation as
search space and this can be seen as a landscape of solutions with the fittest
solutions forming peaks. The highest peak is the global maximum. Smaller peaks
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are local maxima. Figure 1.3 shows such a landscape. The easiest search space
to visualise would be a population of solutions which had two parameters (or
genes), each represented by a real number. If each of these genes was mapped to
an axis (X and Y) and the fitness of the solution was mapped as its height (the
Z-axis) then the highest point would correspond to the fittest solution. The aim
of a genetic algorithm is to traverse this space moving across the smaller peaks
and valleys until the global maximum is reached. Most problems will have more
than two parameters and become much harder to visualise.
Global Maximum
Local Maximum
Gene 1
Gene 2
Figure 1.3: The space where solutions exist can be seen as a landscape.
On this topic however, ‘search space’ is only a guide and does not have the
same importance it has in computer science.While evolutionary computational
methods are dominated by the idea of traversing a search-space, such an abstrac-
tion may not be suitable for design. This view against search-spaces is also taken
by Janssen [2004] and Janssen et al. [2002]. It is for this reason that the epis-
temology of this thesis has been described as ‘constructive’. Ideas are borrowed
from computer science and biology to support design tasks, as opposed to alter-
ing design methods to match a scientific framework. The emphasis in this case
is on design ideas, which are a constant point of reference in the exploration and
articulation of design methods that follow.
The next element needed in simulating an evolutionary process is the defi-
nition of genetic operations, notably crossover (where the genes of the parents
are mixed and passed down to the new generation) and mutation (small random
changes in the genetic sequence that allow for possible improvements in the in-
dividual’s fitness). There are also approaches to evolutionary computation that
use mutation or crossover exclusively (De Jong [2006]).
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The last step in designing an evolutionary system is to create a function for
evaluating the fitness of each member of the population. The process need not
be entirely automated. It is possible to have a human user who participates in
the evaluation process, effectively breeding solutions as one would breed plants
or animals to have particular characteristics. This approach was used in the
biomorphs example mentioned earlier as well as Rastogi and Frazer’s Interactiva-
tor (Frazer et al. [1995]). An implementation of an evolutionary solver developed
specifically for this dissertation is shown in Figure 1.4.
Figure 1.4: Implementation of an Evolutionary Solver
1.3 Problems in Evolutionary Design Modelling
One of the central problems of evolutionary modelling lies in finding a suitable
representation for the geno/phenotype matching. Janssen [2004] describes the
variability problem of finding a form of representation that is simultaneously
not so rigid that it would never allow any novelty in the outcomes and not too
unstructured as to change chaotically and thus fail to follow the principles of
evolution. Variability refers to the generative process producing enough variety
in the outcomes. This includes having the possibility of having novelty in the
variations produced during the evolutionary run.
This fidelity of the representation will be referred to in this dissertation as the
stability of the genotype. What this means is that small changes in the genome
should lead to small phenotypic changes and large amounts of mutation in the
genotype should lead to large phenotypic changes. Without a controlled rate of
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mutation (i.e. a distribution where small changes occur much more frequently
than large ones) the process might never reach a stable solution as it is unable
to make changes small enough to reach the peak of the solution space or make
changes large enough to move away from local maxima and reach the global
peak. Stability describes the effectiveness of the evolutionary representation,
the inheritance of traits and the effect of mutation. De Jong [2006] presents
instructive examples of how without controlled mutation, the evolutionary process
will not converge. The third problem that is important to this dissertation shall
be called the problem of granularity. Granularity refers to the range of possible
outcomes due to the size of the components that make up the solution. Imagine
that a house was to be was modelled (at a reasonable size) using the types of
building blocks used as children’s toys. If each block was the size of a brick, then
only the basic form could be captured using this representation. If the blocks
were a few centimeters in size, then internal walls could be modelled. If the
blocks were made of a variety of materials, then the distinction could be made
between walls and windows. If the images in Figure 1.7 could be used as an
example, the lower (tertiary) modules allow for certain degrees of freedom (for
example a one-way grid can move in one direction at each bay) while the levels
above (primary and secondary) have many more degrees of freedom and can also
be ‘combined’ together, i.e. a radial array of linear forms, or a linear array of
radial forms.
A fourth problem arises from the desire to interact with the evolutionary
process. If the metaphor of ‘search-space’ is not to be the core concept and instead
a process of ‘growing’ or ‘breeding’ designs is to be followed, then there is a need
for interaction with the system and thus the design of seed representations needs
to factor this in. This interaction brings with it another form of the granularity
problem in finding the correct level in which users interact with the system. This
is however not a problem that directly concerns the designing of evolutionary
genes.
The three main problems of evolutionary design modelling are summarised
as:
• The problem of variability.
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• The problem of stability.
• The problem of granularity.
All three of these problems need to be addressed when designing a suitable
representation for evolutionary design modelling.
1.4 A Framework for Evolutionary Design Mod-
elling
Janssen [2004] presents an overall framework based on evolutionary modelling as
do Gu and Frazer [2009]), Bukhari [2011] and Gero and Kazakov [1999]. As a
testing system for the various experiments in this dissertation, a suitable frame-
work was developed as shown in Figure 1.5. The derivation of this framework,
from those of Janssen and Frazer shall be described in Chapter 3. However unlike
the research of Gu and Janssen whose texts are based on an overall picture of
evolutionary design modelling, the content of this dissertation lies within a much
narrower scope, focusing entirely on the problem of representing the geno- and
phenotypes. However as it is necessary to see how this piece fits into the overall
picture of evolutionary modelling, the encompassing framework should be kept
as a constant reference.
The key points of the framework shown in Figure 1.5 are:
• The input and initialisation of the problem. Before the simulation begins,
the design requirements (such as the number of rooms and their sizes) and
the site are given. This information is used by the fitness function.
• The generator that drives the evolutionary simulation. This subprocess
manages the culling, storing and displaying of solutions.
• The archive is a place for storing kernels and also allows the epigenetic
changes to happen in a subprocess called the incubator.
• A user-interface that allows a user to make alterations in the direction
taken by the generator.
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• The output of the process as design solutions which should be tangible
enough to be further developed using other external methods. The litera-
ture review to follow in the next chapter will bring up the topic of building
information modelling for the purpose of data interchange.
Most of this dissertation lies in exploring different representations for con-
cept kernels as these are the mechanisms for storing design concepts. The reason
creating the different components in the framework, is that many different repre-
sentations will be given in Chapter 3 to 5. These representations push processing
to different parts of the framework, for example one may have an extended in-
cubation step, while another may be better suited for mutation operations that
crossover.
1.5 Scope of Research
The architectural concepts that shall be examined in this dissertation pertain to
spatial arrangements as this is a noted problem within the field of computer aided
design research. A range of planning concepts are shown in Figure 1.7. As the
images show, there is the overall form of the design (primary forms), there are
particular formal concepts such as symmetry and repetition (secondary concepts)
and there are also particular schemes that are common (tertiary schemes).
The scope of this research is limited to defining how these particular formal
concepts can be represented digitally in order to make use of evolutionary mod-
elling while still allowing genetic operations (mutation and crossover). These
are framed by the two problems that have been mentioned: the variability and
stability problems. There are also three themes that arise from having concept
representation as a focus: These are:
• Morphogenesis: a word taken from development biology to describe the
growth of a form (from the Greek words meaning form ‘morphe’ and be-
ginning ‘genesis’). The developmental process of kernels in this thesis is
much more extended than in the majority of evolutionary methods that ex-
ist in literature. Authors who have influenced the study of morphogenesis
9
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include D’Arcy Wentworth Thompson, Alan Turing and Aristid Linden-
mayer. Some of the key texts by these authors shall be reviewed in Chapter
2.
• Composition: the representation of the design concepts as kernels requires
structuring the information to have qualities such as hierarchy, aggregation,
specialisation and abstraction. A design solution comes from the combina-
tion of a set of design concepts. A large part of this study is in understanding
ways to build more complex assemblies.
• The Virtual and Actualisation: the move from the conceptual to the
‘actual’ is at the core of much of the writing of Manuel De Landa (i.e.
De Landa [2002] and Gilles Deleuze (i.e.Deleuze [1968]). The idea of a
virtual morphogenetic field in De Landa’s writing refers to the field of pos-
sibility a system (for example a living creature) can have and the virtual
processes that allow actualisation bringing about form through morphogen-
esis.
These three themes have been chosen to emphasise the role played by the
conceptual ‘kernels’ in the framework put forward for this dissertation. In other
frameworks such as those mentioned by Janssen [2004] or Bukhari [2011], the
notion of a schema has been given. In such approaches, higher-level processes are
structured as a separate layer from the lower-level processes such as the genetic
operations. Decisions need to be made as to how much information is held in the
genome and how much is held in the system that interprets the genome. To take
the biological analogy, not all the information that describes the organism is held
in the DNA, some morphological characteristics are the result of chemical and
physical forces at work. This is a key theme in the work of D’Arcy Thompson
(Thompson [1945]). The relationship between the kernel and interpreter varies
with the different representations. These relationships are explored in Chapters
4 and 5 and are Figure 1.6 summarises these relationships. Each of the four
diagrams in Figure 1.6 will be expanded upon in the studies to follow.
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1.6 Purpose of Study and Contribution
The aim of evolutionary design modelling (EDM) as a field is to produce better
tools that support design as an activity instead of merely being an aid to draugh-
ting and visualisation. This dissertation aims to enrich and advance this field by
focusing entirely on the representation of design concepts within the evolutionary
process, thereby expanding the possible outcomes of prior research in this field,
especially the ideas and frameworks put forward by Janssen [2004] and Frazer
[1974]. A link is also made between evolutionary systems and contemporary
forms of modelling such as building information modelling and parametric mod-
elling. This connection between the field of EDM and other modelling methods
should be help in expanding its use. The gap in current research that has been
identified, is in the articulation of gene representations in the evolutionary pro-
cess, especially in representations that grown in complexity over time. As genes
are the primary means of transferring information, this aspect has the greatest
potential for allowing the system itself to evolve.
1.7 Research Methodology
To gain a better understanding of the design field from which evolutionary mod-
elling came (the field of computer-aided design) a literature review (Chapter 2)
has been presented that looks at key work from 1960 to 2011. This review extracts
several themes that have been present in computer-aided design research, partic-
ularly on the topic of intent. The methodology of subsequent chapters follows a
cyclic process of conceptualising a particular representation type, implementing
this representation and reflecting on its merits.
In constructing a framework to explore different representations, two com-
plementary propositions are put forward. The first is that the design concepts
can be described as an algorithm (Chapter 4) and second that they can be de-
scribed as a dynamic system (Chapter 5). These two approaches are each a way
of conceptualising the evolutionary process and are both very general. They are
not exclusive as each could be configured to simulate the other; their separa-
tion lies in the expressiveness that is available for understanding and framing the
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Figure 1.7: Planning concepts compiled from the work of Ching [1996], Clark
[1985], Laseau [1989]
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evolutionary process.
The final chapter gives the conclusions reached on the three problems that
structure this dissertation (variability, stability, granularity). In conceptualis-
ing the forms of representation used, examples have been used to illustrate the
reasons for their development. The two explorations that make up Chapter 4
and Chapter 5 are structured according the the Chomsky Hierarchy (to explore
computer languages) and Miller’s Living Systems (to explore Systems Theory).
Between these two approaches, most of the existing representations used in EDM
has been addressed.
1.8 Design Concepts
Nigel Cross identifies five aspects of design that separate it from other problem-
solving activities:
1. Designers tackle ‘ill-defined’ problems.
2. Their mode of problem-solving is ‘solution-focused’.
3. Their mode of thinking is ‘constructive’.
4. They use ‘codes’ that translate abstract requirements into concrete objects.
5. They use these codes to both read and write in object languages.
Cross [2006]
From these observations, it should be apparent that there is a difference in the
objectives held in design from that in science. A key difference is the arbitrary
difference between solutions to a design problem. At the same time, in a similar
manner to a work of art, a design concept has a wholeness to it or as Mies van
der Rohe described it, architecture is the ‘crystallization of its inner structure’
(Neumeyer [1994]). Gilles Deleuze quotes Servien:
Pius Servien rightly distinguishes two languages: the language of sci-
ence dominated by the symbol of equality, in which each term may
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be replaced by others and lyrical language in which each term is irre-
placeable and can only be repeated.
(Deleuze [1968] translated by Patton, 1994).
These thoughts are not far removed from those of Jean-Nicolas-Louis Durand
who wrote in his seminal work Precis des lecons d’Architecture:
Architecture is a science and an art all at the same time: like a science,
architecture demands knowledge; like art it requires talent. Talent is
none other than the just and easy application of knowledge. This cor-
rectness and facility cannot be acquired except by sustained exercise
and multiple applications. In the science, one can know something
perfectly after having done it a single time. But in the arts, one can-
not know how to execute something well without having done so a
considerable number of times.
(Durand [1813] translated by Britt, 2000).
The repetition that Deleuze writes about is not a ‘simple’ repetition, but to
“a more secret vibration which animates it, a more profound, internal repetition
within the singular” (Deleuze [1968]). As Dalibor Vaseley writes, the problems of
representation in architecture have always been related to the process of making
(poesis) as well as creative imitation (mimesis) (Vesely [2004]). There is a need for
an architecture project to exist with its own logic and autonomy, carrying forward
the evolution of a particular conceptual line. Later sections of this dissertation
will look at the evolution of floor plans by Frank Lloyd Wright as a case-study,
exploring the historical evolution of such plans and their underlying concepts.
In biology, various ‘ideas’ are carried on in the body plans of living creates; the
symmetry in the vertebrae for example stays as a constant theme in the chordata
phylum with other biological ideas such as the articulation of wings or hooves
evolving on top of this central concept. To elaborate on the architectural design
process — which has already been described as ‘ill-defined’ and ‘constructive’ in
nature — some points are added.
Spillers and Newsome give the following list of properties of the design process:
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1. “Design must have a heuristic component. If any fully automated process
is to be classified, one way that it can be excluded as a design process is to
see whether it requires heuristics.
2. Optimization is not design. As a corollary of the above, once a design has
been reduced to parametric studies of a given model, design activity has
ceased.
3. Enumeration is not design. Once the design process has been reduced to
simply examining all possibilities, design activity has ceased. ...”
Spillers and Newsome [1988]
These three points are very important for the definition of design that this
dissertation follows. The literature review that follows summarises key ideas from
the history of design methods and the introduction of computing to architectural
design. More specifically, the aim of the literature review is to develop a narrative
around the themes of design concepts and intent with regard to architecture as
a ‘design science’.
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Chapter 2
Literature Review
2.1 Introduction to Literature Review
A language that doesn’t affect the way you think about programming
is not worth knowing.
Epigrams in Programming Perlis [1982]
The first section of the literature review highlight some work within evolu-
tionary design. However as the main theme of this thesis is on understanding
problems of representation and design intent, this section shall be brief. The
literature review will continue with the texts of authors who explored problems
of representation, particularly within the field of computer-aided design research.
Each of the sections that make up the literature review is dedicated to a particu-
lar period in the short history of computer-aided design from 1960-2011 and one
section will looks at three notable writers from outside this period.
For the decade beginning 1960, the work of four writers: Christopher Alexan-
der, Peter Eisenman, John Frazer and Nicholas Negroponte will be reviewed.
Some work of particular interest and merit that took place prior the advent of
the digital computer in architectural theory is then examined, namely the work
of Jean-Nicolas-Louis Durand, who can be seen as one of the earliest writers of
on the topic of ‘generative design’. D’Arcy Wentworth Thompson is included,
as he is referenced by and provided inspiration to countless works to follow the
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line of biologically-inspired design. Amongst those inspired by Thompson is Alan
Turing, the last writer reviewed in this section. Thompson and Turing were
not situated within the field of architecture though their influence on texts on
research into morphogenesis is seminal to the said fields. Apart from Turing Ma-
chines which is of importance to the topics presented in Chapter 4, Alan Turing
was also the first to investigate what are now called ‘Turing Patterns’, which
describe a system of distributing morphogens within an environment as a part of
a study on morphogenesis and there are discussed in Chapter 5.
In the 1970s several influential works and writers emerged. The authors re-
viewed are William Mitchell, James Gips, George Stiny, and James Grason. Each
of these writers articulated a particular approach and formalism to architectural
methods and models. Gips and Stiny introduced shape grammars in their 1972
paper ‘Shape grammars and the generative specification of painting and sculpture’
(Stiny and Gips [1972]). Grason [1970] used graphs and their duals as the basis
of a spatial problem solving program implemented on the computer at Carnegie-
Mellon. Mitchell [1990] presents the ‘Logic of Architecture’, which while published
in 1990, is full of themes that he had written about earlier during the 1970s.
During the 80s and 90s the number of architectural computer-aided design
(CAD) applications increased rapidly as did the number of journals dedicated to
particular topics within CAD. From all the innovations that occur during this
decade, three were chosen as they reflect important shifts in thought. The first
is the use of parametric modelling that began in the early 1980s and received
much attention, particularly when architects such as Frank Gehry started using
such software to model iconic works like the Guggenheim Museum in Bilbao and
the Walt Disney Concert Hall in Los Angeles. In the early 1990s the designs and
writing of Greg Lynn gained much attention with several seminal conferences
and inspired an interest in Folded Architecture (Lynn [1993]). Lynn was heav-
ily inspired by the writing of Gilles Deleuze and much of the world surrounded
‘Folded Architecture is derived from the two books Le Pli (‘The Fold’) and Mille
Plateaus (‘Thousand Plateaus’) by Deleuze and Guattari [1987] and Deleuze and
Guatari (Deleuze and Guattari [1972]). This line of philosophy relates to the cen-
tral themes of this dissertation as it shares similar epistemological roots. instead
of a single solution there are populations of solutions. Instead of an identity de-
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fined by essences, there is an identity brought about by the morphogenesis of the
entity.
2.2 Evolutionary Design
The history of evolutionary computation within the field of computer science has
been summarised by many authors including De Jong [2006] and Kicinger et al.
[2005]. Evolutionary design is however, a smaller field and most research in
this field follows much later, driven by the increased accessibility of computing
in design research. There are however some instructive precedents from earlier
decades, particularly Frazer [1974]. Some researchers and their work within the
field of evolutionary design are listed in Table 2.1.
Amongst the researchers closest to this dissertation in their approaches to
evolving design solutions are Bentley [1999], Frazer and Connor [1979]; Frazer
[1995] and Janssen [2004]. The work of these two authors and the key ideas
behind concept seeds and kernels is the topic of Chapter 3.
Other authors who have worked with evolutionary design modelling for design
tasks include Jo and Gero [1998], Homayouni [2007], Keane [1996], Rosenman
[1996] and Verma and Thakur [2010]. Evolutionary methods have also been
used extensively in fields in the engineering architecture such as the optimisa-
tion of HVAC systems (Nassif et al. [2005], Alcala´ et al. [2003]), structural sys-
tems (Adeli and Sarma [2006], Jenkins [1991]) and hydraulics (Diniz et al. [2010],
Clark and Wu [2006]). Chapters 4 and 5 will look at the structure of the under-
lying representations used in some of these works. There are also approaches to
design that are related to evolutionary modelling such as the use of cellular au-
tomata (i.e. Herr and Kvan [2007]) which have been put forward in various texts.
The connection between the representations used in these related processes and
the representations used in evolutionary design modelling will also be discussed.
2.3 The Sixties
The sixties mark a period where some of the seminal work was produced both
on the use of computers for supporting design as well as the movement of ‘design
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Development Process Spatial planning ‘Genobot’
Janssen [2004] Homayouni [2007] Hornby and Pollack [2001]
Evolved Forms Spatial planning Optimisation
Coates [2010] Rosenman and Gero [1997] Keane [1996]
Interactivator Evolving chairs Spatial planning
Frazer et al. [1995] Bentley [1999] Verma and Thakur [2010]
Table 2.1: Examples of Evolutionary Design
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science’. 1962 was the year that Ivan Sutherland’s SketchPad was created which
marked the first electronic visual interface for drawing. This section summarises
the work of three influential architecture theorists, Christopher Alexander, Peter
Eisenman and Nicholas Negroponte. Each of the authors has produced enough
work to span several theses and the following summaries are by no means rep-
resentative of their contributions, which still continue even at the time of this
writing. Instead the focus is purely on the decade beginning 1960 with work up
until 1970.
One of the earliest conferences on ‘design methods’ took place in London in
1962 where Christopher Alexander spoke on the core ideas of what would later
become the seminal text ‘Notes on the Synthesis of Form’ (NoSF). Studying the
manner in which Alexander’s work influenced the discipline of computer science;
one is reminded of the earlier quote by Mies van der Rohe of technology tran-
scending into architecture. Peter Eisenman’s thesis ‘The Formal Basis of Modern
Architecture’ forms a critical counter-point to that of Alexander. Eisenman’s the-
sis was brought into this dissertation to highlight the depth to which architectural
form can be analysed. It is also brought in as a counter-position to the line of
literature that has emphasised automated spatial planning without a particularly
rich vocabulary for articulating space.
The last author Nicholas Negroponte provides a critical summation of how
computation can affect the design studio and the culture of the architectural
design environment. The work at the MIT Media Labs (founded by Negroponte)
would also become seminal in the fields of virtual reality and Human-Computer
Interaction (HCI).
The work of all the people mentioned evolved through the four decades from
the particular decade being examined. Therefore this dissertation is focused
largely on their views during this decade (the 60s) as a basis with which to
construct a narrative around the ‘science’ of architecture.
2.3.1 Alexander, HIDECS and Notes on the Synthesis of
Form
For the topic of this thesis, Alexander’s importance comes in three ways:
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• Alexander was one of the earliest users of computers for design support and
created the program HIDECS (Hierarchical Decomposition) in 1962 and
this was tested in practice.
• He formalised a system for design given in NoSF as well as a compendium
of heuristics, a ‘Pattern Language’ (Alexander1977).
• Finally, his work on patterns was very influential to the field of computer
science. As the software used in design becomes increasingly complex, it
necessary to follow good practice regarding the softwares architecture and
the design patterns presented by Gamma et al. [1994] are considered one
of the best texts on the topic for object-orientated programming and the
authors attribute the inspiration to the work of Alexander.
Alexander holds a unique place within architecture theory. Despite the widespread
reading of his work, it is difficult to place it within the lineage of architectural
theory, for example Rocha [2004] points out that the appearance of Notes on the
Synthesis of Form when appearing in Kruft’s ‘A history of Architectural Form’
is “isolated and with no particular historical contextualisation” (Rocha [2004]).
Alexander is positioned in the niche of the humanist tradition (Grabow [1983])
in a similar manner to Teilhard de Chardin in biology or Buckminster Fuller to
science. This review shall now proceed with a summary of three themes pertain-
ing to the work of Alexander: his seminal text ‘Notes on the Synthesis of Form’,
‘Hierarchical Decomposition’ which was the task of HIDECS, one of the earliest
computer programs (1962) for design support, and finally criticisms and a review
of the early ‘design-science’ movement.
2.3.1.1 Notes on the Synthesis of Form
NoSF was published in 1964 at a time when the use of computers in academic
institutions was starting to emerge. Alexander’s influence went beyond the disci-
pline of architecture to those of other fields, most notably computer science and
design patterns.
Alexander’s writing had notable recognition in the field of computer science
(Coplien [1998], Lea [1994]). Alexander states in this book that he saw design
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as a task itself and separated from production. Diagrams and maps take priority
over traditional representations of buildings and form:
“We need to make explicit maps of the problem’s structure, and there-
fore need first to invent a conceptual framework for such maps. This
is all I have tried to do...”
([Alexander, 1964, p.128])
These maps can be equated with labelled graphs in mathematics. Much of
the method comes in manipulating a graph so that the problem (misfits) become
apparent and the parts of the problem are clustered in such a way as to make
visible what the common threads and issues are. Alexander describes synthesis
as something that can be deduced from the analysis:
“The starting point of synthesis is the program. The end product
of synthesis is the realization of the problem, which is a tree of dia-
grams. The realization is made by making small diagrams and putting
them together as the program directs, to get more and more complex
diagrams.”
[Alexander, 1964, p.84].
2.3.1.2 Hierarchical Decomposition
The analysis of requirements and misfits takes the form of a graph which is then
articulated into sub-graphs based on connectivity and fundamental cycles.
“We now have a graph G(M,L) which represents the design problem.
To solve the problem, we shall try to decompose the set M in such a
way that it gives us a helpful program for design”.
([Alexander, 1964, p.95])
Having created the graph, NoSF describes the next step as to decomposing it
into a tree so each sub-problem can be addressed.
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Figure 2.1: Diagram after Alexander’s - the finding of sub-graphs.
The method described in NoSF proposes that the solution of a problem can
be attained by some proper arrangement of the problem definition in context.
The aim of this is to let the solution ‘appear’ out of the context.
“Once we have described the levelness of the metal block, or the lines
of force of the magnetic field, there is no conceptual difficulty, only
a technical one, in getting the form to fit them, because the unitary
description of the context is in both cases also a description of the
form.”
This type of diagram, which contains with it the constraints and context, is
seen as similar to an ‘equilibrium’ state in biology, physics or in eco-systems.
“The context and the form are complementary. This is what lies
behind D’Arcy Thompson’s remark that the form is a diagram of
forces. Once we have the diagram of forces in the literal sense (that
is, the field description of the context), this will in essence also describe
the form as a complementary diagram of forces”
Ibid p.21
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Figure 2.2: Diagram after Alexander’s - Tree Diagram after decomposition
The assumption given is that every design problem has one decomposition
or solution “that is especially proper to it” (Ibid p,83 ) which is to say, one that
minimizes the number of ‘misfits’. The example worked through in NoSF is that
of a planning for an Indian Village where over 140 parameters were listed.
The aim of the program HIDECS was to automate the decomposition of the
graph into a tree by finding clusters and ‘cutting’ the links of weakest connectivity
as shown in the figure above. Later in Alexander’s work ‘A Pattern Language:
Towns, Buildings, Construction’ (1977) and the article ‘A city is not a tree’ (1965)
a more critical stance to such hierarchical structures is taken. Rajinder [1993]
describes how after this period, Alexander emphasised the opposite direction,
opting for a holistic approach.
The pattern language which was written along with architect Sara Ishikawa
gives a list of 253 patterns that could describe most buildings. In this system,
each pattern relates strongly to a part of a building, be it a physical structure
or a point of interaction (such as an entrance, or the need for privacy) and in
each case there is a recommended solution that has been developed over many
uses. Guggenheim (2009) points out how much this contrasts with the Modernist
tendency to define a single building for a particular use (recreation, residential,
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work).
2.3.1.3 Criticisms and Interpretation
There are numerous criticisms that have been made of Alexander’s work. Lawson
[1995] points out that many of them came from Alexander himself, who criticized
the methodical approach to design.
In 1971 in the article The state of the art in design methods, Alexander would
say that the methodology could produce only the most simple and banal of out-
comes (Lawson [1995]) . Alexander’s line “Forget the whole thing!” has been
cited by both Lawson [1995] and Lawson [2007]. Despite this, the work is still
very important from a historical perspective and for all the issues it raised.
For the purposes of this dissertation, the most important aspect of Alexander’s
work is the representation of the problem and solution. In NoSF, this took the
form of a graph and he proposed operations to decompose it into smaller more
manageable problems. One fundamental problem with this method is that there
is no description of geometrical form, despite such references to Thompson’s work
and the diagram of forces [Alexander, 1964, p.21].
This means that there will tend to be a reliance on an established means of
style and construction and the only case study that is given is that of a planning
one (the Indian Village). Other examples that are constantly spoke of in the text
include simple objects such as ‘kettles’ and even then, presuppositions are made
on how they should operate or be handled. Lawson [1995] finds that there was
only one recorded serious attempt to use the system described in NoSF, which
ended in failure.
Some parts of the case study in NoSF may seem overly ambitious, for example
Alexander aimed to address the social problems of classism within the Indian
village by having places where there is mixing. Regardless of the feasibility of
such proposals, the intentions were good; no other architectural author of the 60s
and 70s has highlighted ‘social change’ with as much consistency as Alexander
did.
Ultimately, none of Alexander’s propositions are incompatible with an evolu-
tionary approach (at least the evolutionary approach that is advocated by this
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dissertation). The goal of reducing misfits is the same as increasing fitness, the
goal of any evolutionary system. The lesson that evolutionary systems can learn
from NoSF is the need to have an interface and environment where the problems
can be represented prior to any simulation. NoSF also highlights the complexity
that is involved in defining problems as well as context.
While NoSF did not explicitly state the method that would be used to gather
information for, or interact with the system there is still the incentive or drive
with this line of thinking to be inclusive and to rigorously gather information
particular to the problem. The biggest discrepancy is his view that there is one
especially good solution, while in an evolutionary approach, there is a family of
equivalent solutions sitting on a pareto-surface. These are the solutions which
have been evaluated with an ‘objective’ fitness function; if the small arbitrary
decisions that accompany any designer’s work are included there are an infinite
number of solutions to any given architectural design problem.
What was never reconciled with Alexander’s work was the way in which the
geometrical aspect of form should be rationalized, represented and articulated.
This would later be addressed in books such as William Mitchell’s Logic of Ar-
chitecture.
Guggenheim and So¨derstro¨m [2010] gives Rykwert’s criticism of the position
held in NoSF by pointing out that the simple task of ‘sitting’ has no optimal
solution. He also gives Aldo Rossi’s general criticism to the field of ‘Naive Func-
tionalism’ that the historical city had ‘types’ whose role was symbolic and made
the city part of a historic continuum rather than be grounded in any functional
justification. However the most important criticism of NoSF that shall be ex-
amined in this dissertation comes from Peter Eisenman in his own thesis ‘The
Formal Basis of Modern Architecture’. This precedent is given, not as a particular
criticism to Alexander, but a general one of the field digital design research, par-
ticularly in the simplifications, assumptions and reductivism that is made when
algorithms are used for generating design.
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2.3.2 Peter Eisenman and the Formal Basis of Modern
Architecture
This review will draw on Peter Eisenman’s thesis ‘The Formal Basis of Modern
Architecture’ which was accepted in 1968. In the famous debate between Eisen-
man and Alexander that took place in 1982, Eisenman joked that his thesis was
an attempt to “dialectically refute” Alexander’s work “Notes on the Synthesis of
Form” (Teyssot [1983]).
Eisenman takes a very strong contrasting view to Alexander rather than
looking at functionality as the basis of design, Eisenman began a movement of
‘post-functionalism’ (Eisenman [1976]). That is to say, the basis of architecture
lies in its conceptual structure instead of function. In his thesis, the works of Mies
van der Rohe, Le Corbusier, Frank Lloyd Wright and Alvar Aalto are presented
with analysis and formal decomposition. The work aims to find the structure and
grammar behind the forms given by the great architects.
To some extent, this marks a difference in ideology as well as their architectural
epistemology. To Alexander, it is the progression of a historic continuum while
for Eisenman it lies in breaks and ruptures along the continuum.
For Eisenman “A canonical work is a hinge, a rupture, a premonition, in other
words, of something that necessarily signals a change” (Eisenman and Lourie
[2008]). So while Alexander was interested in the continuity of architecture in the
vernacular tradition, Eisenman regards the points of change within architectural
history to be those that best capture what we call architecture. For this reason
Eisenman keeps in his work an appreciation for the great works of the past (at
least those that follow a certain lineage of architectural theory).
In the preface to Eisenman’s book ‘Ten Canonical Buildings ’, Stan Allan
claims that the book title was intended to explicitly state that buildings them-
selves are a source of ideas in architecture, not concepts that have been bor-
rowed from other disciplines such as philosophy ([Eisenman and Lourie, 2008,
p.9]). Looking at these arguments from an evolutionary perspective, a paral-
lel can be drawn with speciation (the separation of biological populations into
species). The points that we recognize in the study evolutionary biology are the
places where we can recognize definite changes in the organism’s genealogy.
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Comparing the approaches of Alexander and Eisenman is a mundane exercise
as the intent behind each text is very different. One is a pre-design analysis of
requirements while the other a post-design analysis of form. Their positions are
irreconcilable as they have very different definitions of what constitutes architec-
ture. What is of interest however, is the form of representation that each of these
authors used. In NoSF, the (pre-design) analysis diagrams use various graphs as
a means of communication, while in ‘The Formal Basis of Modern Architecture’
(hereon abbreviated to FBMA) the (post-design) diagrams take the form of find-
ing structural features (axes, planes, proportions) as well as relating specific form
to generic form. FBMA is very graphical with many hand-drawn illustrations of
formal analysis.
While Eisenman did not in any way intend for his work to be related to
computer science it is of interest because it highlights many of the shortcomings of
the design methods movement of the 1960s. One of the most important analytical
aspects that was brought forward from FBMA was the use of geometry or to
be more precise, the meaningful articulation of geometry which is the basis of
composition.
Eisenman also highlights that an architectural project is an overlay of many
interacting systems. As opposed to Alexander’s description which represented
the problem through mathematics (graph theory), Eisenman created his method
of analysis based on a formal decomposition, drawing the major and minor axes,
the major volumes, the patterns of repetition and how different compositional
entities competed or complemented each other.
The aim of introducing this in this literature review, is to recognise that the
languages and systems of formal analysis already present in architectural theory
can be very sophisticated and that this is often forgotten about in many of the
spatial planning and computer-based approaches that were to follow in subsequent
decades. While some writers, notably Mitchell [1990] and March and Steadman
[1971] have articulated architectural composition, others have not shown the same
sensitivity.
Some elements of the compositional language that Eisenman’s used in his
thesis shall be discussed. The most important distinction Eisenman makes in his
critique of form is the separation of form into ‘generic’ and ‘specific’. The forms
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used in a design are a specific application of a generic form and generic forms
are objective and have inherent properties. The specific form can be interpreted
structurally in relation to properties that are inherited from the generic ones
([Eisenman, 1963, p.37]). In the text, Eisenman adamantly stresses the objective
nation of ‘generic’ forms:
Specific form demands perceptual responses of an aesthetic or subjec-
tive nature i.e. to such factors as its proportion, quality of surface,
structure, symbolism etc. Generic Form does not ask to be considered
in these terms. It is not a question of our liking or disliking a cube: it
is a question of our accepting its existence and recognising its inherent
properties.
[Eisenman, 1963, p.37]
The Platonic idealism that is present within FBMA (the Platonic Solids are
incorrectly described as ‘cones, spheres, cubes’ (Ibid, p.65) would disappear
with subsequent work and writing by(and on) Eisenman, for example in Pe-
ter Eisenman: Feints Cassara and Eisenman [2006] the relationship to the post-
structuralist philosophy of Gilles Deleuze is explored, while in Chora L Works:
Jacques Derrida and Peter Eisenman (Derrida et al. [1997]) the relationship of
his work to Derrida’s philosophy is explored.
To Arie Graafland, ‘The Formal Basis of Modern Architecture’ anticipated the
move towards linguistics and semiotics that would emerge a decade later in ar-
chitectural theory of 1970s (Graafland [2007]). Like Alexander, Eisenman argues
that architecture is logical and that there are objective considerations. However
unlike NoSF, these objectives are not driven by function, or even aesthetics or
structure but by the architecture concept.
To take a look at his descriptions, some extracts from the analysis of Martin
house are shown with the diagrams re-drawn (From FBMA, pages 191-201):
“...this entry is read as a minor entry and equated about the transverse
axis... The main entry into the reception hall takes on a greater
weight again by its lack of a symmetrical relationship with any other
element.”
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Ibid. p.195
Figure 2.3: Emphasising the main entry by a turn in the minor entry.
“The volumetric definition of these minor axes can be thought of as
counterpoised about the dominant central axis ....”
Ibid. p.195
Figure 2.4: Development of minor axes after Eisenman.
33
“...the presentation of both a static and a continuous reading. The
initial definition of the static system is provided by the rhythm of the
radiant heating unit sand their surrounding columns which read as a
series of pavilions.”
Ibid. p.195
Figure 2.5: Radiant heating cores define a static system.
“Starting with the paired groups BC and GF these can be seen as
providing a definition to the dominant central axes creating a kind of
shattered core with reference to Wright’s other cruciform houses.”
Ibid. p.195
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Figure 2.6: The dominant cruciform pattern.
“The living room fireplace in this context is seen as being deflected
and turned off centre by the thrust of the pergola axis.”
Ibid. p.197
Figure 2.7: Definition of two separate volumes by individual readings.
“This context about the transverse axis ... provides a series of static
volumes that pulsate in a concertina like fashion expanding and con-
tracting along this axis.”
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Ibid. p.197
Figure 2.8: Continuous reading of cores.
From these extracts it can be gathered that the reasons that particular ar-
chitectural forms exist are not merely for meeting functional requirements; nor
are they dominated by some sort of compositional system alone. Within this lies
the reason that this work being of interest to generative design. The representa-
tions are moving closer to describing a type of ‘diagram’ or ‘system’ forming the
conceptual underpinning that drives the architecture. As Eisenman writes:
A system is then the organisation and control, both perceptual and
conceptual, of these articulations and distortions. It is derived from a
generic form which was suggested by the programmatic requirements.
It uses a vocabulary derived from the inherent qualities of this generic
form. It orders this vocabulary by a grammar and syntax to produce
a final state where all parts are fully stressed and utilised, and exist
in a delicate balance and equilibrium.
Ibid. p.95
This section is reminiscent of Alexander recalling D’Arcy Thompson’s diagram
of forces but with the added complication that architecture is also ‘read’ like a
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text. On the importance of diagrams in architecture, Vidler [2000] says that the
privileged position they hold stems from them responding simultaneously to the
aesthetics of rationalism and the authority of functionalism.
Others have adopted Eisenman’s analytical approaches, notably that of Baker
[1996], who analyses the work of Le Corbusier in the same fashion. The later work
Giuseppe Terragni: Transformations, Decompositions, Critiques by Eisenman et al.
[2003] is an entire book dedicated to an analysis of two of Terragni’s buildings.
The concepts or ideas shall be used in chapter three and four of this dissertation
have been reduced to the following list:
• That of an ‘axis’ (major, minor, transverse, longitudinal, dominant, cen-
tralised).
• Rhythm as the repetition of elements.
• Symmetry and asymmetry.
• Centrality.
• Expansion and contraction of volumes.
The aim here is to give some credit to the notion that if we are to communicate
or understand the ‘form’ of a design, it must be related in some way to concepts
that we can recognize. These concepts cannot be grounded in stylistic elements
such as a architraves and tripglyphs but more abstract ones such as planes, axes
and volumes.
The final part of the thesis (Eisenman intentionally avoids the heading of
‘Conclusion’) sets out to discover what would constitute an ‘open-ended’ theory
of architecture. There is some criticism of Jean-Nicholas Durand’s texts which
Eisenman claims follow a close-ended view of theory in the tradition of Vitruvius
and Alberti. This thread shall be picked up in Chapter 2 where Durand’s ‘Nou-
veau prcis des leons d’architecture’ is reviewed as one of the earliest treatises on
systematic design.
Despite the numerous changes in ideology that would occur in Eisenman’s
writing over the years, the Formal Basis of Modern Architecture should be a
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considered a monumental effort in the decomposition and analysis of architectural
form.
2.3.3 Nicholas Negroponte and the Architecture Machine
Now we’ve got the notion of a machine with an underspecified goal,
the system that evolves. This is a new notion, nothing like the notion
of machines that was current in the Industrial Revolution, absolutely
nothing like it. It is, if you like, a much more biological notion, maybe
I’m wrong to call such a thing a machine.”
Pask [1969]
This section reviews some of the insights given in Nicholas Negroponte’s 1970
book: ‘The Architecture Machine’, a book “for students, for people who are inter-
ested in groping with problems they do know how to handle and asking questions
they do not know how to answer” (Negroponte [1970]).
In a 1975 article of the same title, Negroponte described the Architecture
Machine as “a book, a mini-computer, a family of mini-computers, a small cur-
riculum, a computer ethic, another book, and a catch all for a variety of papers”
Negroponte [1975]. The phrase ‘Architecture Machine’ in the context of this
book, is not the building-as-machine, as given by Price, or Le Corbusier’s famous
quote, but refers to the design process and tools that would engage in the design
process. While published in 1970, all of the work contained in the book was
created in prior years, which is why this topic is placed in the sixties . URBAN5,
a computer program featured in this book was created in 1967.
The premise of the book, as written in the preface, considers that machines
can help the design process in three ways:
1. In the automation of current practices which may lead to higher efficiency
and perhaps a saving in cost.
2. That designers alter their current modes of working to suit that of the
machine and the consideration go to ‘only those issues are considered that
are supposedly machine-compatible’.
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3. The design process, considered as evolutionary, can be presented to a ma-
chine also considered as evolutionary, and a mutual training, resilience and
growth can be developed.
The third point is the most intriguing proposal to the systems that shall be
proposed in this dissertation.
This is perhaps, the first suggestion of an evolutionary approach to design
using computer-aided technology. The preface follows with the statement that
“only the third” shall be considered in the book. The observations are very astute
in that the first point leads to the use of CAD as commonly practiced today.
The second relates to most of the implementations that were carried out in the
three decades (60s, 70s and 80s) while the third point aims for a new type of design
support system which has with it, the same driving force as this dissertation: a
system that evolves.
Along with this connection to cybernetics, the other reason for including Ne-
groponte’s work, is that more than any of the authors reviewed, the idea of a
‘culture’ of the studio particularly one influenced by the arrival of the computer
is considered. As mentioned, ‘The Architecture Machines’ is also a reference to
the academic program at MIT that Negroponte was involved with.
In the 1975 article, Negroponte criticised how architecture schools were teach-
ing computing to students especially the continual bootstrapping’ of one year
onto the next where the library of code and methods is inherited.
Can you imagine a sand box where each child must use the sandcastle
of the previous kind? Instead, introductory courses are viewed as a
way of thinking about thinking, where the development of algorithms
and the debugging of programs far exceed the pedagogical values of a
finished program.
Negroponte [1975]
Much of the machinery described in the book aims to have a dialog between
user and machine, with what are referred to as ‘self-learning’ machines. In this
way ‘evolution’ refers to the machine picking up new knowledge from the user as
illustrated in this conversation between a user and URBAN5 (the machine):
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Architect: All studios must have outdoor access.
URBAN5: I am sorry. I do not understand.
Architect: All studios must have access to the outdoors.
URBAN5: I am sorry. I do not understand.
Architect: A one-room residential unit must have outdoor access.
URBAN5: Now I understand. Furthermore, from now on, whenever
you say “studios,” I will assume you mean one-room residential units.
Negroponte [1970]
The similarities of this to Gordon Pask’s Conversation Theory show some of
the common spirit that accompanied the cybernetic movement of the time. The
Architecture Machine itself, contained 6 references to Pask’s work (as observed
by Frazer [1993]).
Negroponte held the belief that design is not dominantly about problem-
solving as much as it is about problem-finding and making the design aware of
the elements such as constraints of the particular case.
The book following The Architecture Machine, named ‘Soft Architecture Ma-
chines’ would focus on the software side of the machinery.
Particular emphasis is placed on ‘sketch’ recognition software, some of it as a
response to Alexander’s observation that despite the current drive for computers,
they did not put the designer in the right ‘state of mind’ to start designing.
A segment of an interview by Max Jacobson, is included in Soft Architecture
Machines, where Alexander’s criticisms of ‘interaction’ with computers is recorded
(Jacobson [1971]).
Having formed the architecture machine group at MIT, Negroponte would
move on to establish the MIT Media Lab which specialized in Human-Computer
Interaction, which would go on to make many innovations including the Tangible
User Interfaces group.
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Figure 2.9: A compilation of developments in Computer-Aided Design
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2.4 Relevant Work Prior to 1960
This section summarises the work of three authors whose work was published
prior to 1960. Two of these authors write from outside the discipline of architec-
ture. The reason for placing this section after the review of the sixties was to set
the themes prior to reviewing work that deals with topics more general than that
of design, but is of particular relevance. The three authors are Jean-Nicholas-
Louis Durand, D’Arcy Wentworth Thompson and Alan Turing. Jean-Nicolas
Durand was an architectural theorist from the 18th century, D’Arcy Thompson
a biologist, well known for his work on morphogenesis and Alan Turing, a British
mathematician known for his contributions to computer science, artificial intel-
ligence as well the study of morphogenesis. Taking the themes of the preceding
section the functional depiction of design aims, the compositional aspect of de-
sign and the evolutionary nature of design variations we can find all three of
these aspects present in the work of Durand.
2.4.1 Jean-Nicholas-Louis Durand
Jean-Nicolas Durand appeared in this dissertation earlier, under the critique of
Eisenman who had described his work as a ‘closed-ended’ at the end of his thesis.
Durand’s text ‘Precis des lecons d’architecture donnees a l’Ecole polytechnique’,
which was published in 1799 is the subject of interest in this section. The text is
Durand’s attempt to systematise design and deals with several topics of interest,
the most important is particular to design methodologies such as the problem of
the general and the particular. The drawings that appear in Lecons, are amongst
the earliest of diagrams that have been applied to architectural design. To make
the approach described as widely accessible as possible, the architecture styles
shown in Lecons take away all detail and most of the stylistic elements. This also
corresponds to Durand’s preference for economy and functionality in design over
all other factors. Durand became a professor at the Ecole Polytechnique in 1796
where his class consisted largely of engineering students (Madrazo [1994]). To
help with his teaching, he produced his writing in a systematic and logical style
with many diagrams and plans drawn. During the 18th Century there was an
interest in taxonomy and classification especially in biology, such as was produced
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by scholars like Carl Linnaeus (his Species Plantarum was published in 1753) and
this idea reached Durand’s interest Madrazo [1994]. Other architecture theorists
such as Julien-David Leroy had worked along similar lines, producing tables of
temple plans.
In his work Recueil et paralle`le des e´difices de tout genre, anciens et modernes,
Durand’s classification of buildings, had one plate, that was very different to the
historical categories used (Egyptian, Roman, functional places, theatres, markets)
and is instead titled ‘Round temples’ where the structures are classified not by
history or function but by form Madrazo [1994]. This formed the basis of Lecons
where the forms and their build-up were also described. Amongst the many
plates, which include details, plan and elevations, there are several composition
systems explained, including how complex plans can be built up systematically
from grids. Figure 2.10 taken from Lecons shows how a grid-based design is
gradually built up.
Figure 2.10: Drawing after Durand.
The process consists of laying out the main axes, adding new grids and sec-
ondary axes, laying out walls, and finally laying out the smaller elements such
as the lines marking vaulting. Madrazo points out that in the same way that
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numbers are used as abstractions to be used for mathematical operations in en-
gineering, geometry could be used for architecture Madrazo [1994]. Figure 2.11
below shows a plate with the title ‘Ensembles d’edifices resultants des divisions
du quarre, du parallelogramme et de leurs cominaisons avec le cercle’ (plans re-
sulting from dissections of circle and square). This image shows diagrams only,
the essence of the structure at its most abstract. each of these can go through
the process shown in the figure generative process described earlier.
Figure 2.11: The starting points for the generative design sequence (drawing after
Durand).
Madrazo points out an interesting comparison between Palladio and Durand.
While Palladio was able to search for generic principles through his practice, fi-
nally arriving at the Villa Rotunda (a single building that captured and embodied
all of his ideas), Durand would have found this method strange, instead always
working from the generic towards the specific. This may be attributed to the
difference between approaching design as an art and approaching it as a science.
The following problems shall be taken from Durand’s work:
1. To build up a composition with increasing levels of complexity.
2. To be able to manipulate a range of body-plans in the manner described.
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Figure 2.12: Durand’s designs for buildings resulting from the development of the
initial diagrams.
One of the most well-known of criticisms to Durand’s work comes from Al-
berto Perez-Gomez in The Crisis of Modern Science (1983), where the author
points out that Durand rejects all stories of an architectural origin which had
been a part of architecture since ancient times. Perez-Gomez invokes Husserl’s
argument of a ‘crisis’ of the sciences’ from Husserl’s final essay which argued that
science was becoming increasingly empirical and naturalistic, overshadowing the
possibility of the ‘science of the mind’ (Pe´rez Go´mez [1983]). This criticism is
qualitatively similar to that of the debate between Eisenman and Alexander, it
concerns the basis and terms by which we define architecture and its origin. Pos-
sibly, many of the criticisms stem from Durand’s own text, which does not cover
the phenomenological or symbolic aspects of architecture. At the very least, the
work of Durand makes us question the ‘limits’ of what we can consider to be a
‘design science’ that fits with architecture. Madrazo [1994] contemplates that the
last three decades has seen intensification in the goal of formalising architectural
knowledge.
2.4.2 D’Arcy Thompson on Growth and Form
D’Arcy Thompson’s work ‘On Growth and Form’ (1917) has been very influential
in many disciplines. It was already mentioned that Christopher Alexander made
reference to the ‘diagram of forces’ ([Alexander, 1964, p.21]). Alan Turing was
45
also influenced by this book in his own studies of morphogenesis ([Saunders, 1992,
p.ix]) as were many of the architectural theorists of the 1970s including Mitchell,
Steadman and March (Mitchell [1990]). The central theme of ‘On Growth and
Form’ is that literature in the field of biology did not emphasise enough the role
of physics and the growing process when describing the ‘form’ of an organism.
This book addresses this problem by looking at the geometrical processes that
give rise to form. Thus concepts such as allometry (the change in proportions
with growth) were of central importance. Thompson also emphasised how simple
transformations in the proportions could explain the difference between animals
of the same body plan.
Figure 2.13: The transformation (through shear) from one species of fish to an-
other.
On Growth and Form is impressive for the sheer number of ideas that are
presented in a single book. Having neither the computation nor mathematics
to simulate the phenomena described, Thompson creatively found manual ways
to work through the examples of growth. Comparing the form of a jellyfish to
a drop of ink falling into water, as well as the bones of animals to trusses and
bridges, Thompson gave notes on the structural component of living creatures -
the ‘diagram of forces’.
There are three concepts from On Growth and Form that are important re-
garding the themes of this dissertation:
• The first is allometry and the changes in proportions between elements.
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Figure 2.14: The comparison between jellyfish and ink drops.
• The second is the use and importance of close-packed geometry.
• The third theme is the diffusion of chemicals through membranes.
Several of the sections of this thesis shall go into detail on these themes.
Turing’s work looks almost entirely at the concepts centred around diffusion while
Frazer utilizes close-packed spheres and grids. In both these cases, use is made
of the ‘environment’ to determine the way that growth takes place. Even with
Durand, there was special emphasis on the ‘grid’ as a development aid. This is
shown in the images below.
2.4.3 Alan Turing
There are a handful of humans who have has much impact on the 20th century
as as Alan Turing did. He is regarded as instrumental to a vast range of fields
including cryptography, artificial intelligence, computer science and biological
pattern formation. It is only his work on the last two fields that this thesis
reviews. While not involved with the discipline of architecture, the work of Alan
Matheson Turing is interesting for a variety of reasons. First he is credited as
laying the foundations for a theory of computer science. Second, he was very
interested in the field of biological morphogenesis and published one of the most
influential papers on the topic of creating a mathematical model to serve such
purposes.
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Figure 2.15: Diffusion through cells from ‘On Growth and Form’.
The second chapter of this thesis concerns itself with ‘Turing machines’ and
the third part with what are known as ‘Turing Patterns’. In his 1950 article ‘Com-
puting Machinery and Artificial Intelligence’, Turing proposed that the question
‘Can machines think?’ be replaced with a small test. He called the test the
‘Imitation Game’ which would be played out with a man (A), a woman (B) and
an interrogator (C). The aim of the game is for (A) or (B) to convince the inter-
rogator that they are female and the other is not, which would happen through
conversation via some tele-typing mechanism.
The questions can be on any given topic and should be conducted in natural
language. Over time, the test has mutated and been generalised to ‘can the
interrogator tell if who he is conversing with is human or not’. While there are
many who criticise the test, it is still one of the most widely known tests in
artificial intelligence. One of the most famous arguments made against it was by
John Searle in 1980 and came to be known as the ‘Chinese Room’. The argument
is as follows, a human in a room has instructions written in English (the only
language he knows) which give instructions as to how to manipulate Chinese
symbols.
If instructions are handed into the room he can work through the instruc-
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Figure 2.16: Close packed rhombic dodecahedra from ‘On Growth and Form’.
tions in order to give an output that is coherent. The heart of this argument is
that the entity cannot come to ‘understand’ Chinese through only understand-
ing syntax. Despite this, no program has actually managed to pass the Turing
test completely. Part of the reason for this, is that the number of questions that
could be asked is very large and so is the subtlety of what characterises ‘human’
speech. This affirms the point given in the introduction that ‘Enumeration is not
design’. In the same way that books with titles such as ‘500 house plans’ are not
a mechanism that produces design, despite designs coming out, there needs to be
the ‘generation’ of design in the process itself, even if this is guided by heuristics
and preconceptions. For this reason, ‘morphogenesis’ plays a large part in this
dissertation.
However, Alan Turing’s most famous contribution to computer science would
come in the development of abstract universal computers. In 1936, Turing de-
scribed an “a-machine” (automatic machine) which would later be known as a
‘Turing Machine’, a machine that was used to explain the limits of computation.
In 1937 he worked with Alonzo Church in Princeton on what would later be
known as the Turing-Church hypothesis, which equated Lambda calculus, logic,
Turing Machines and effective function computation as equivalent mechanisms of
problem solving. Chapter 4 will deal with Turing machines in detail so only a
very brief description is given here. The important aspect of these machines is
that they can simulate the logic of any ‘algorithm’ and thus computational lan-
guages. The limits of these machines are described by some, to show the limits of
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what can be ‘computed’ algorithmically. The second chapter of this dissertation
is dedicated solely to the idea that if DNA were to act as instructions, then it
could perform as a computer program. After the War, Turing became interested
in the problem of biological morphogenesis. Reading D’Arcy Thompson’ s work,
he sought to explain the process through mathematics. While Darwin and people
such as Thompson had explain ‘what’ happens in nature (through evolution) they
did not explain ‘how’ it happened. What was the mechanism for morphogenesis?
Turing himself, never answered that question specifically, but did build a mathe-
matical model that explained how many of the morphogenetic processes such as
symmetry breaking could occur.
The last part of this dissertation, questions whether we can think about the
virtual DNA in much closer terms to the way they operate in biology. This
is necessarily an abstraction as simulating the chemical and physical reactions
that occur at the molecular level is very difficult. Turing proposed that a large
part of the biological growth process could be attributed to two actions: the
diffusion of a chemical (or morphogen) through cells and the propagation of a
reactive component that increased its production. A set of partial differential
equations were given to explain phenomena such as the patterns on animal skins.
Numerically solving for the concentrations of these patterns in two (or sometimes
three) dimensions leads to very organic looking images. In the time since then,
many Turing Patterns have been found to explain the organic patterning that
occurs in nature. The importance of this concept lies in the desire to have small
components ‘self-organise’ and form assemblages of machines
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2.5 The Seventies
This section will mirror the themes of the sixties: the graph based approach,
geometric and compositional languages and the attempt to synthesise the two.
In the decade beginning 1970, computer programming had become much more
accessible and the conceptual work from the previous decade could be imple-
mented.
Many of the trends in algorithmic approaches to design problems originate in
this decade and some of the most important ones will be examined.
2.5.1 Graph-Based Approaches
While the ‘design methods’ movement slowly started fading during the seventies
(Lawson [2007]), the rising accessibility of computing meant that the number of
implementations and algorithms designed rose during this decade.
Most space-planning graph approaches do the same their constraints are edges
and the rooms are nodes, arranging the graph in such a way that there are no
intersections, leads to a structure that resembles a possible plan.
2.5.1.1 Automated Spatial Planning
On the topic of space planning, Charles Eastman had written in the 1970 article
‘Representations for Space Planning’ that the methods of the time that were used
for computer graphics were inadequate for representing spatial problems.
The common problem that was to follow in much of the literature on auto-
mated spatial planning could be stated as:
Given a set of adjacencies and a set of rooms, generate a floor-plan
that satisfies these adjacencies.
A version of this problem would become known as the ‘quadratic assignment
problem’ and features in many articles on the topic of facilities layout and plan-
ning. Some of the earliest and most widely cited work from this period, is that of
John Grason’s from Carnegie-Mellon University. The program named ‘GRAMPA’
Graphic manipulation package was used to solve certain spatial allocation prob-
lems.
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Figure 2.17: Plans from Grason’s An Approach to Computerized space planning
using Graph Theory (1971)
This particular problem and variants of it have been selected as one of the tests
for the evolutionary system this thesis proposes. It is of interest largely because
it was amongst the first to state the problem in the form that would be common
to the literature of the 1970s and 1980s. This form is concise, but inadequate
for any practical cases. For an excellent summary of what would constitute the
design process (and therefore the tools and representations needed) the article
‘Three Paradigms for Architecture’ by Mitchell [1994] will be reviewed later in
this section. Other writers carried through with the graph-based approach for
spatial planning incorporating a richer set of nodes not just spatial adjacency data
but context data similar to Alexander’s method. The work of Eastman during
this period is exemplary in this regard. In the article ‘Modeling School Facility
Requirements in new Communities’ (Eastman [1970]), the problem definition
included growth curves of the student population, construction sequences and
other social, economic and administrative constraints. However, it is useful to
examine smaller case of geometry and adjacency as this was never fully resolved
in a satisfactory manner and was the topic of many articles.
The majority of articles on the topic of automated spatial planning tend to
make assumptions about the geometry of the spaces created such as them being
rectangular dissections.During the 1980s the amount of literature on the topic of
rectangular dissections shifted towards the design of VLSI chips and the interest
for use in architectural design waned. Galle [1981] survey the methods used for
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automated spatial planning They classify the approaches to spatial planning into
the following five categories.
1. On-line machine control and appraisal of the designer’s layout proposals.
2. Stepwise automatic layout generation interactively guided by manual selec-
tion of desirable partial solutions.
3. Non-exhaustive automatic generation satisfying given constraints.
4. Exhaustive automatic generation satisfying given constraints.
5. Automatic generation of optimal or quasi optimal layouts under given con-
straints.
Homayouni [2007] then classifies the algorithms that are used for spatial plan-
ning are then classified into four approaches:
1. Additive space allocation.
2. permutational space allocation.
3. analogical methods.
4. genetic algorithms.
The algorithms were evaluated according to: how well they handle constraints,
their complexity, their ability to evaluate solutions and user-friendliness. From
Homayouni’s survey, genetic algorithms fare the base overall with regard to the
criteria mentioned.
2.5.1.2 Geometry and Topology
On the relation between topology and geometry several writers point out the
large number of plans that come out of a single topology. One of the best known
examples comes from Lionel March and was shown in Mitchell’s book ‘Logic of
Architecture’ is the case of the topology shown in Figure 2.18 which has many
outcomes in Frank Lloyd Wright’s own work as shown in Figure 2.19.
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Figure 2.18: The topology for Frank Lloyd Wright drawing after Mitchell.
2.5.1.3 Interactive approaches
While interaction with the computer was limited in this decade, The eventual
succession of the graph-based approaches lead to interactive approaches and soft-
ware, once computation had become fast enough during the 1990s.vAn interactive
tool for space planning in ‘Interactive design optimiation of architectural layouts’
by Michalek et al. [2002] and in ‘Dynamic space ordering at a toplogical level in
space planning’ by Medjdoub and Yannou [2001]. Most of the articles on this
topic keep the same constraints and assumptions as their predecessors such as
the quadratic, orthogonal layouts. It is also largely assumed that the optimum
solution, is the arrangement that minimises the amount of circulation necessary.
During the 90s, interaction becomes a major concern in algorithmic design as
opposed to the work in the 60s and 70s where it was common to write the code,
have it processed and produce an outcome after the algorithm was run.
Some of the leading work in human-computer interaction came from the MIT
Media Lab which, as mentioned in the previous section, was founded by Nicholas
Negroponte. During the successive decades as computers became more powerful,
the sophistication of the tools increased, being able to interpret physical gestures
and arrange data and visualisations dynamically. One of the themes of this thesis
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Figure 2.19: Frank Lloyd Wright Houses from Mitchell’s ‘Logic of Architecture’.
is the importance of human interaction in the design process especially with the
mantra of ‘autonomous’ or ‘automation’ that surrounds the use of evolutionary
computation methods for design.
2.5.2 Shape Grammars
Shape grammars are one of the most noted developments of the 1970s in the
study of architectural form. They were presented initially in an article by Stiny
and Gips in 1971 and refer to a production system which operates like a language
grammar, but uses shapes instead.
Where phrase structure grammars are defined over an alphabet of
symbols and generate one-dimensional strings of symbols, shape gram-
mars are defined over an alphabet of shapes and generate n-dimensional
shapes.
Stiny and Gips [1972]
A shape grammar consists of rules which describe a shape transformation (or
replacement), a starting configuration and some mechanism to implement the
geometric operations (in most writing these are done manually). The rules can
be applied in serial or parallel (Gips [1999]). Since that time shape grammars
have been used to produce various architectural styles: Koning and Eizenberg
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present a shape grammar to produce houses in Frank Lloyd Wright’s Prairie style
(Koning and Eizenberg [1981]). Mitchell and Stiny present a grammar for Mogul
gardens and Palladian Villas. Mayer and Turkienicz present grammars for Oscar
Niemayer’s forms. Gips also describes parametric shape grammars which have
parameters and can take more information in from the existing geometry (Gips
[1999]). The innovation in shape grammars was the formality with which they
were defined as opposed to the transformations given by Durand. The basic
premise between shape grammars and Durand’s method is the same, being able
to substitute increasingly complex geometry for simpler counterparts, utilising
the information that is slowly built up with each iteration such as the guidelines
and grids. While many articles were published on the topic of shape grammars,
they had very little impact on practice or in CAD implementations according
to Gips [1999] for a variety of reasons; one being that an implementation was
very difficult. They also seem relatively inefficient for the purposes of a single
design, for example the Palladian Villa given by Mitchell and Stiny take 68 rules
greater than the total number of walls in the design! Their value however, was
not in articulating a single design, as would be common in practice, but a design
‘language’ or style which could generate a multitude of design. Due to the number
of simplifications made in many of the projects such as the Frank Lloyd Wright
house recreations, the effectiveness of the approach cannot be verified.
Mitchell writes:
Some may think, for example that the Palladian grammar specifies
to many possibilities, and some may think that it specifies too few.
It depends on what you understand by “Palladian Villa” ([Mitchell,
1990, p.181]).
This highlights the problem that it is very difficult to be exact about something
that is defined so vaguely as a ‘design style’. A more pressing problem with the
use shape grammars as a design tool is that from the examples given by the most
important sources, the language only partly corresponds to that of much of the
writing on architectural analysis. For example the analysis given by Eisenman
or Baker identify aspects such as axes, lines of vision, circulation, overall facade
patterns and rhythm such as ABA or ABCBA, while most of the work given
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in writings on shape grammars attempt to iteratively arrive at the end form by
applying operations to a simple form. In other words, the plans of architectural
evolution come as a result of the project working as some sort of ‘system’ while
shape grammars operate largely in a context-free manner applying only local
changes to the shape.Janssen classifies approaches to generative design into three
categories: parametric, combinatorial and substitutional (Janssen [2004]). Shape
grammars fit into the third category.
Other forms of substitution systems include fractals, Koche curves and L-
Systems. The problem of specifying a Palladian Villa in a generic form shall be
revisted in Chapter 3. Shape grammars should not be seen as incompatible with
other approaches as they refer to a very general mechanism of shape production
and can be interpreted in many ways. Ang et al. [2006] present shape grammars
in conjunction with evolutionary computation.
2.5.3 William Mitchell and The Logic of Architecture
Mitchell’s most well known book ‘The Logic of Architecture’ was published in
1990 but the majority of the themes that are presented relate to his work during
the 1970s, including his collaborations with George Stiny, Lionel March and Philip
Steadman.
In the preface to the book, Mitchell describes it’s aim as presenting how
‘architectural languages’ can be “established, interpreted and used”.
There are three aspects that make up the central argument of ‘The Logic of
Architecture’:
1. That the relationship of criticism to design may be understood as a matter
of the truth-functional semantics of a critical language in a design world.
2. How designs can be generated by the rules set by formal grammars.
3. The rules of such grammars encode knowledge of how to put together build-
ings that function adequately. (Preface to ‘The Logic of Architecture’)
Before continuing, it is useful to look at an older article by Mitchell: ‘Three
paradigms for Computer-Aided Design’ (Mitchell [1994]).
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In this article, Mitchell poses design as three distinct paradigms, first as a
problem-solving activity, then as a knowledge-based activity and finally as a so-
cial activity. In this regard, the logic of architecture sets the scene for the first two
paradigms. In order to state architectural ‘knowledge’ in a formal way, appropri-
ate for computational use (especially artificial-intelligence type algorithms) there
needs to be some formal way of encoding this. Design as a solely ‘problem-solving’
activity ceased and could not be persued unless the problem was very simple. As
stated in the introduction, once a problem has been reduced to enumeration or a
parametric optimization, then it is no longer a design problem. The formulation
for design as a ‘problem-solving’ as used by Mitchell was taken from Herbert
Simon’s text ‘The Sciences of the Artificial’ (1969) which stated that design was
similar to other types of intellectual problems such as ‘theorem-proving, chess
and operations research’.
The latter are formulated by setting a domain of possible solutions, some test
for measuring the fitness of a candidate solution and some method for generating
candidate solutions. There are some criticisms of this definition, most notably
Janssen et al. [2002] argue that design cannot be seen as a ‘search-space’ problem
which is a common theme in Artificial Intelligence programming, but is rather a
generative process that unfolds through the project. With regard to design as a
‘knowledge-activity’ as designers normally use stored knowledge to perform their
tasks, Mitchell writes that first-order predicate calculus was considered during the
70s. Facts were stated as ‘predicates’ and rules were expressed as ‘implications’.
if <this > then <the implication is this > (Mitchell [1990])
Using logical programming languages such as PROLOG made drawing infer-
ences from these predicates convenient. However the limitations of this approach
should be acknowledged. Summarising the formalization of knowledge, Mitchell
ends the section with:
...any knowledge-base that is constructed in finite time and stored and
processed on a finite machine can only be a more-or-less incomplete
and imperfect sample for the indefinite amount of potentially relevant
design knowledge that floats around out there. We can never get it
all, we can never be sure that we have it right...
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(Mitchell [1994])
The idea of any design support system itself evolving is very important and
with technology become more connected and distributed, software has now taken
the paradigm of updating and upgrading over the course of the product’s use,
instead of trying to build perfect software before it is sold. The ‘Logic of Ar-
chitecture’ has many items of relevance, particularly how compositional concepts
such as rhythms, symmetries, asymmetries and the connections between parts
are formally stated.
There are however some over-optimistic goals that are stated. For example it
is stated:
Once we have established the space, shapes, primitives, properties,
functions and relations that will concern us in a design world, we can
go a step further and axiomatize that world. That is, we can state
necessary relationships between shapes that exist within it.
Mitchell [1994]
The knowledge surrounding the practice of parametric modelling would greatly
increase in the 90s and retrospectively, it is easy to see that the grammar struc-
tures that are mentioned in the book were not specialized enough for the task of
capturing all the necessary geometrical relations. Most of the approaches used
in the book rely first-order predicate calculus. With more approaches based on
fuzzy logic, neural networks and other machine learning methods, the position of
this book in the 90s results in it being somewhat out-dated.
There is however in the book, a genuine interest in the formalisation of design
that most literature of the period is missing. From the perspective of learning,
whether it is human or artificial, the axiom-based logic that is presented is one
step closer to bridging the gaps between natural language, formal (and functional)
composition and design cognition. The book also preserves the continuity with
the preceding decades as opposed to the 90s avant-garde which saw to break
away from traditional views on geometry and form. Finally under the topic of
the future role of AI in design, Mitchell suggests that the design studio of the
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future will be a ‘virtual studio’ supported by networking allowing ‘moving groups
of people’ to function as teams.
The notion of ‘design-worlds’ is also appealing and resonates with the ‘fitness
landscapes’ that are present in the AI-use of genetic algorithms. The idea of a
‘design space’ and ‘design worlds’ are worth consideration just as the topic of
human-computer interaction still needs to be further explored.
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2.6 Selected Themes from Computer-Aided De-
sign 1980-2010
During the 1980s, Computer Aided design emerged as a distinct field. In the 90s
CAD had become the norm in most architectural offices.
From the developments that occurred in this period, three topics shall be
reviewed.
The first was the development of parametric modelling, the second, the evo-
lution of architectural CAD to Building Information Modelling (BIM) and the
third was the popularisation of generative design methods as shown the work of
Greg Lynn.
2.6.1 Parametric Modelling
I think it is fundamental to anybody who wants to seriously think
about design or technology today to have those sorts of program-
ming capabilities. What I dont mean is knowing the syntax of some
esoteric language that is trivial you can pick that up very quickly.
What I think is crucial, is to have the intellectual skills of abstraction,
definition of relationship, all of these sorts of things that parametric
modelling demonstrates.
William Mitchell in Architecture in the Digital Age: Design and Manufacturing
(Kolarevic [2003])
Parametric modelling refers to many different concepts within modelling.
The most general feature that is generally agreed upon is that the model can
be rebuilt and altered in relation to some parameter changing.
The earliest software that allowed for the changing of dimensions include the
‘Shape Processing Language’ from Autographics in Coates et al. [1981]. Lee et al.
[2006] names some of the earliest implementations: PADL-1, GEO-MAP-III
(1986) and MCAE(1988) .
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Early papers that described dimension-driven modelling with assemblies in-
clude Charles Eastman’s ‘Design of Assemblies’ (Eastman [1981]).
The development of Constructive Solid Geometry(CSG) and Boundary Repre-
sentations Geometry (BREPS) eventually lead to the ‘explicit history or ‘feature-
based’ approach to shape definitions. “Features are high-level shape constructs
that make it possible for a shape designer to void having to work from the low
level or individual curve and surface elements” (Mun et al. [2003]).
Throughout the early 90s, geometry continued to become more generalised.
Kolarevic writes on how the essential forms that had been used in ancient
architecture, right through to the forms of Le Corbusier (such as the cylinder,
pyramid, prism and sphere) were seen as just special cases of quadratic surfaces
instead of ‘unique isolated archetypes’ with the rise of new modelling methods
(Kolarevic [2003]).
Lee et al. [2006] recognized that one of the greatest values in parametric mod-
elling was not just in creating geometry, but also that it could be a way of cap-
turing domain specific knowledge.
The models used should therefore contain not only geometric information, but
also semantic information and relationships between objects.
The rest of this section will continue in describing features of parametric
modelling.
There are five concepts of interest associated with parametric modelling:
• Explicit History: also known as ‘procedural shape generation’ or ‘History-
based models’ (Pratt [1998]) in other writings. This form of modelling
usually take the form of transactions which are structured as an acyclic
graph.
• Constraint-Satisfaction: which is also known as associative geometry.
“...with the use of constraints, it is possible to describe dependencies be-
tween components in objects and between objects” (Solano and Brunet
[1994]). Part 108 of the ISO STEP standard includes information for the
exchange of design parameters and constraints of elements (Ji et al. [2011]).
Figure 2.20
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• Subtyping: “An object-orientated language often provides a subtyping
mechanism...One type may be a subtype of another, with the implication
that if B is a subtype of A, an object of type B may be used wherever an
object of type A may be used” Bretthauer [1990].
In the case of modelling software an example is where a beam object can
be replaced by any other particular beam because they are both subtypes
of the same supertype.
• Patterns and Perspectives: In many industrial design tools, collections
of parts are called assemblies.
These are allowed their own variables which can modify some qualities of
the assemblage.
The manipulation of an assemblage might require a special ‘view’or ‘per-
spective’, in detailing the frame of a wall, an elevation is needed, a program
manipulating spatial adjacencies might have an interactive graph control.
The choice of the term ‘perspective’ was adapted from the work of Haymaker et al.
[2004].
It is used to describe a certain user-interface during the design process
which could include amongst others an orthographic drawing, a perspectival
projection or a graph.
While it may seem a trivial point to give a name to something so basic to
design, it should be noted that certain constraints are related directly to
the perspective where they are created.
• Encapsulation: The features created for BIM work at a very low level
in order to become more expressive, there is the need to deal with more
complex configuration using high level languages.
As an example consider the operations that could occur to a curtain wall,
various parameters could be adjusted that change its properties.
In a parametric model these operations are contained within the data-
object. Encapsulation is essential for ‘intelligent’ objects.
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Parametric modelling highlighted one of the shortcomings of traditional CAD
that designers did not work solely with ‘elements’ but also with relationships,
conditions and constraints. Robert Aish gives the following overview of the limi-
tations of traditional CAD software:
On the issue of software I think the problem is that the software engi-
neers producing the initial CAD software looked at what they thought
real designers were doing, and made the incorrect assumption that
the process of design was all done through the direct manipulation
of geometry. The software engineers got into the typical Microsoft
approach of creating an application which was a metaphor of what
was previously done. In fact, in a deeper analysis of the architectural
design process, we find that it has both an intuitive and a formal com-
ponent. These can be more effectively combined in a computational
design tool that allows the designer to be possibly more programmatic
if he wants to be and as the design problem requires... My view is
that a CAD application is in fact more like a visual programming
environment.
Robert Aish quoted by Kolarevic [2003]
2.6.2 Generative Design - Greg Lynn and Animate Form
Starting with the ANY conference and moving to the well known ‘Folding in Ar-
chitecture’, edition of Architectural Design Journal, the 90s in architecture saw
a revived interest in the work of the philosopher Gilles Deleuze, especially in the
wake of the rising amount of generative design work that was happening. At the
fore of the 90s avant-garde was Greg Lynn who was introducing several Deleuzian
themes to architectural theory. Amongst them was the exploration between the
Actual and the Virtual, the space of actualisation and populational and intensive
thinking in form-finding. The sustained interest in fields such as animation along
with the increased interest in material science leads to adaptations of hylomor-
phism as part of the genesis of form. This architectural split had already been
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Figure 2.20: Constraints and modelling features.
present in the distinction between the Gothic and the Classical, architecture as
directed by (material) structure in opposition to architecture as directed by ab-
stract concepts, the material being conceptually inconsequential ([Leach, 2002,
p.5]).
The description of populations is of particular interest to the field of evolution-
ary computation as the system uses large populations of entities. The next theme
(of Architectural Diagrams) is also interesting, because Lynn starts to highlight
the points where human cognition needs to give way to computational analysis
before we can proceed further.
2.6.2.1 Populations
Lynn [1992] summarises an analysis by Rudolf Wittkower, in a particularly el-
egant way. In ‘Multiplicitous and Inorganic Bodies’, he describes Wittkower’s
interpretion of Palladio as ‘inventing an origin for his[Palladio’s] work’. The
nine-square grid is used as the origin point for the eleven Palladian villas that
Wittkower analyses. To Lynn, Wittkower does not see type as the correspon-
dence of geometry between Villas (recall the Palladian Grammar from Stiny and
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Mitchell) but is a system that “functions as a unified and self-regulating body”
(Lynn [1992]). Thus the villas operate both as individuals and as a whole. A
similar theme is used in Lynns Embryological House:
Most architects want to understand the Embryological House experi-
ment as a search for an ideal house as if the whole collection of houses
was a conceit to then select the best one. They are all equivalent. I
love them all equally as if they were my children.The design problem
was not the house, but the series, the entire infinitesimally extensive
and intensive group (Rocker [2006]).
Deleuze’s writing, which blends ideas taken from Rene Thom’s catastrophe
theory, Bergson’s creative evolution and the immanence of Spinoza was used
as inspiration for much of Lynns writing on the genesis of form. Among the
many ideas and terms, there is a view of individuals being ‘singularities’ on a
plane (or plateaus) where (and through) which they exist. This idea is very
different to the types of conceptual work that have been described to this point
in the literature review, apart from D’Arcy Thompson’s work. Along with the
view of a hylomorphic genesis, there is also the push towards self-organisation
as a component of form. This view of material self-organisation is perhaps most
strongly present in the work of Antonio Gaudi and Frei Otto. Lynn should be
credited not just just applying these concepts to a new architecture, but also
recognizing these qualities in historic work such as Palladio, which is a difficult
step to make. One of the central themes that shall be addressed in this thesis is
the virtual dimensions of the form generation process which shall extend much
of the preceding work on evolutionary computation in design.
2.6.2.2 Architectural Diagrams
Antony Vidler points out a theme in Architectural drawing that has been a re-
peated within this literature review, that sketches by architects are closer to
a diagram than a pictorial representation. He critically questions whether the
diagrams that come out of the digital realm contain any abstract qualities at all:
Where Corbusian and Miesian diagrams held within them the poten-
tial of form to be realized as abstract spatial relations - abstractions of
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abstractions, so to speak - the digital drawing is nothing more nor less
than the mapping of three- or four-dimensional relations in two, more
like an engineering specification than an abstraction. The aesthetics
of digitalization, moreover, seem driven less by a polemical belief in
the virtues of an abstract representation of a new world, than by the
limits of software’s replication of surface, color, and texture and its
notorious aversion to any ambiguity: the potential openness of the
sketch, of the drawn line in all its subtleties, is reduced to thin-line
clarity and allover surface pattern.
Vidler [2000]
The ‘ambiguity’ that is present in the sketch is hard to recreate in the digital
environment and Lynn, Frazer, Rahim, Ruiz are amongst the few within the field
of architecture to use the computer a ‘soft’ tool.Like D’Arcy Thompson, Lynn saw
forces, diagrams and forms being related. However unlike Thompsons biological
analysis, Lynn applies this to design within an ‘active abstract space’ where forms
become actualised through forces. It is pointed out by Lynn, that at the urban
scale, the number of forces is so great that it goes beyond what a human can
comprehend, thus needing computation to help us further this thought. In ‘An-
imate Form’, Lynn tries to move beyond parameters as being single-dimensions,
to something richer at the level of fields: “It is important for any parameter-based
design that there be both the unfolding of an internal system and the infolding of
contextual information fields” ([Lynn, 1998, p.15]). This theme shall be explored
in Chapter 3.
In ‘Deleuze and the Genetic Algorithm’, Manuel De Landa, suggests a Deleuzian
ontology for design containing three concepts in its framework:
• Populational thinking,
• Toplogical thinking and
• Intensive thinking.
Populational thinking has already been encountered in Lynn’s writing as well
as experiments. Topological thinking refers to the mathematics of topology where
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the connectivity of parts is described as opposed to their geometry. Intensive
thinking refers to the use of non-extensive properties while length, height and
width are extensive, density, pressure and temperature are intensive, i.e. if a cup
of water at 60 °C is divided into two, you get two half-cups each at 60 °C, not
two at 30 °C.
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2.7 Summary of Literature Review
This chapter summarised some of the key points in the development of computer-
aided design from 1960 to 2010. There are some important notes that are gathered
from the literature reviewed in this section. The most important would be that
several domain-specific languages are needed for the exploration of architectural
design. Some of these languages may be graphical and some may be textual
in nature. The next lesson is that the interaction between user and computer
cannot be ignored. For design-support, this takes some form of dialogue. Initially
it was put forward by Pask and Negroponte’s work that this dialog would be
based on natural language. The final point to be considered is that architectural
concepts (the essence or the genes) lie in defining a system rather than a particular
explicit form revisiting the idea that design is enumeration (as discussed in the
introduction.
The literature review has dealt with approaches to architecture as a ‘science’,
rather than specific research implementations of evolutionary modelling. Chap-
ters 4 and 5 will be described in detail some of the representations used in past
work. More importantly, one of the gaps in current research surrounding evolu-
tionary design modelling is that the representations of genes have not been given
serious examination. As this thesis aims to find ways of representing design con-
cepts and design intent within the genome, the literature focused on the concepts
and intent that theorists put forward in past literature.
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Chapter 3
Concept Kernels
3.1 Introduction to Concept-Kernels
In the introduction, the concept-kernel was proposed as an answer to the central
question:
‘How can architectural design concepts and design intent be
represented digitally for the purposes of virtual evolution?’
This chapter will show the derivation of concept kernels from precedent work
and their position within the evolutionary framework. In this dissertation, a
concept kernel refers to the genotype representation used in the evolutionary
process. Each kernel representation must have these three attributes:
1. That it can be read by an interpreter which in turn produces a form that
can be evaluated.
2. That the form that results from interpreting this representation has some
phenotypic traits.
3. That the representation can have genetic operations performed on it (mu-
tation and crossover) to form new kernels.
As the first proposal in this study is based on an exploration of algorithms,
the mechanism that reads the kernels instructions are divided into a reader and
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processor. The reader has the sole task of interpreting the kernel’s instructions,
while the processor uses the output of the reader to create the form. The pro-
cessor is always a general purpose computer while the reader may be a simpler
automaton.
Throughout the exploration presented in the next chapter, the amount of
information stored in the instructions, processor and reader are varied. On one
end of the spectrum, the kernel simply holds a set of parameters interpreted by
the reader that the processor uses to build a form according an an algorithm. On
the other end of the spectrum, the kernel holds a complete algorithm, which the
reader is capable of interpreting and can send low-level computational instructions
to the processor. Either approach has problems that are associated with the
representation used.
In the former, it is most likely that there might be insufficient variability and
novelty. In the latter, there is a problem of keeping the representation stable
while still allowing genetic operations. Slight mutations to the algorithm might
create offspring that cannot be processed to create forms.
3.2 From Concept Seeding to an Evolutionary
Design Framework
As stated in the introduction, concept kernels are a derivative of Frazer’s work
on‘concept-seeding ’. The idea of concept-seeding in computer-aided architectural
design stems from the 1979 paper by Frazer and Connor ‘A conceptual seeding
technique for architectural design’ which developed the ideas from Frazer’s 1967
Reptiles project (Gowan [1973]). In the Reptiles project, a starting configuration
of units (the ‘seed’) were described using a set of instructions. Each instruction
consisted of five values, which describe the unit’s location and orientation. Var-
ious operations could be performed on the seed which allowed the structure to
‘grow’ while the overall form remained a closed shape. A more detailed descrip-
tion of the Reptiles project is given as part of a case-study later in this chapter.
In the original Reptiles paper, the user performs various operations on a grow-
ing seed during the developmental process. The process was did not have an au-
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tomated component (such as an evolutionary algorithm), instead the user would
actively alter the growth of the design through through the operations their chose.
The growing process will be referred to as the developmental stage or the epige-
netic stage.
The framework given by Frazer and Connor [1979] included three subpro-
cesses: the ‘seed’, the ‘cultivation program’ and ‘data structures’ as shown in
Figure 3.1.
Figure 3.1: The epigenetic process by Frazer and Connor [1979]
Fraser’s students expanded on this framework in later decades.Sun [2001]
added two features: rudiments and formatives. ‘Rudiments’ refer to an assem-
blage of components and works as a parametric model. A ‘formative’ is a set
of rudiments and a description of how they can be configured together. Design
knowledge is stored in the combination of these two elements. The use of com-
ponents and assemblies is very similar to the parametric modelling prevalent in
software used in industrial design.
Design & 
Manufacturing 
Knowledge
Primitives Rudiments Formatives
Design
Specification
Product 
Prototypes
Product 
Designs
Figure 3.2: Evolutionary process [Sun, 2001, p.46].
The next important development came from Janssen [2004] who put much
more emphasis on the robustness of the framework itself, making the system
reconfigurable and adaptable. An important feature of this framework is the
modularity in the different sub-processes. This allows the framework to evolve
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over time as developer add and refine the components of the system. This frame-
work is shown in Figure 3.3). In Janssen’s the users create a design schema prior
to the evolutionary process which captures the designer’s intent.
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Figure 3.3: Framework for an evolutionary system by [Janssen, 2004, p.180].
Frazer summarises the approaches to computer-aided design in Figure 3.4
based on the way in which changes can be made to the model in light of analysis.
In the first approach, an explicit model means that all changes are made manually
after the analysis is performed. The second approach which uses parametric
modelling is similar, in that changes are made manually, but they are much
easier to make as the model has been built for flexibility. In the last method,
(the evolutionary approach) some of the analysis is automated and the changes
are performed automatically as well. The last approach considers the greatest
number of variations.
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Figure 3.4: A review of modelling frameworks by John Frazer (unpublished).
3.3 A Framework using Concept Kernels
The intent for using concept kernels was very different to that of the precedent
work. The framework used in this dissertation was designed entirely around
showcasing different forms of genome representations and so the framework was
intended for experimentation rather than practical applications. Janssen intro-
duced the design schema as a means of capturing the designer’s intent. A schema
is not used in this framework and instead more information will be held within
the genetic encoding, which has been called the kernel. Design intent in the
proposed framework is captured by individual genes containing desirable charac-
teristics and the user selecting kernels that contain these genes. The reason for
not including a schema was for the purposes of exploring different types of kernels
and to experiment with how complex they could be.
The kernel is stored for use in later simulations. The initial population can
be made up of kernels from this library, so that there is some preservation of
the characteristics that are desirable. Once this kernel is in the library, it can
contribute towards further evolution and crossover to produce variations and
new kernels. This reliance on kernels to hold information has the benefit that the
evolutionary representation can be open-ended. In other words, there is no limit
to how much complexity is held in the genome.
As a practical system, the design-schema approach is likely to produce rea-
sonable solutions quickly because the solution space has been stated explicitly
through the design schema. The advantage of having an open-ended system such
as the one proposed, is that it is likely to start contributing novel results and
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conversely, the disadvantage is that a larger search-space is traversed.
Each part of the framework shown in Figure 3.5 shall now be expanded upon.
3.3.1 Input into the system
As all of the problems worked through in Chapters 3 and 4 are about spatial
planning, the main input into the system takes the form of an adjacency matrix.
The cells of the matrix shall each have one of three values (-1,0,1). These represent
whether an adjacency between rooms is desirable (1), undesirable (-1) or whether
it does not matter whether the room are adjacent to each other(0). The subjective
inputs such as the composition of the plan, comes from the user making choices
about which kernels are taken from the library.
3.3.2 The Incubator and Design Kernels
In the box labelled ‘2’ in the framework shown in Figure 3.5 there are two ele-
ments. The first is the archive that holds a collection of kernels and the second
is the ‘incubator’. The Incubator is a set of processes that govern the formation
of new kernels which are then stored in the library (the epigenetic stage).
3.3.3 The Generator: Cultivator and Evolver
The task of the Generator is to control the subprocesses that generate design
solutions. The first of these subprocesses is the Cultivator. In the examples used
later in this chapter, the cultivation process consists simulating an epigenetic
process, allowing a initial kernel to ‘grow’ into a design solution. The Evolver
evaluates the solutions and arranges them according to their fitness, culling the
less fit solutions and placing the better ones into the kernel library.
3.3.4 The Model Builder and Design Style Sheets
The last module within the framework adds uses the geometry and other data
of the evolutionary process to build a building information model. ‘Design Style
Sheets ’ are introduced as a way of increasing the amount of detail in the scene.
Janssen introduced design schema to evolutionary design:
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The schema conception stage is similar to the equivalent stage in the
existing design process. In the existing process, design schema are
usually implicitly defined. The proposed method requires the design
schema to [be] explicitly defined.
[Janssen, 2004, p.65]
The proposed generative evolutionary design framework allows the
design team to restrict design variability by specifying the character
of designs to be evolved. This approach is based on the notion of
a design entity that captures the essential and identifiable character
of a family of designs. This design entity is called a design schema.
The design team encodes the design schema as a set of rules and
representations that can be used by the evolutionary system. The
system can then be used to evolve designs that embody the encoded
character.
[Janssen, 2004, p.6]
It was also suggested by Janssen that the schema encoding be performed as
a group activity. The movement of design as a problem-solving activity which
was the dominant paradigm of the 60s to a social and knowledge based one was
described by Mitchell [1994]. Mitchell’s analysis of this change was reviewed
in the previous chapter. As this dissertation aims to examine the limits as to
how the genotypic characteristics could be encoded, a design schema stage is not
used. Instead, for the purposes of including procedural tasks during the modelling
process, the use ‘designs style sheets’ is put forward. In this context, a style sheet
is a set of procedural instructions to alter the ‘look’ of a set of simple shapes. The
style-sheet is applied after the developmental process but before the evaluation
stage. therefore the style-sheets are applied by the cultivator subprocess.
A workflow which utilises style sheets is shown in Figure 3.6. The kernel con-
tains genetic information, the cultivator uses this information to build a model,
it adds more detail using style sheets, and this gets evaluated by the evolutionary
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solver. The style sheet adds detail — windows, objects, doors — to the appear-
ance(phenotype) of the solution. The solution having had it’s appearance altered
can then be converted to a building information model. After the BIM model is
made, further refinement is possible in a traditional BIM application. The evo-
lutionary framework is not automating the entire design process but is assisting
the exploration of many different solutions.
Design Kernel
(Contains instructions)
Cultivator
Development stage
Cultivator
Style Sheet Application
Evaluator
[ 0, 2, 4, 5, 9, 2, 12] [0,2]    [4, 5]    [9,2]
Criteria 1 = 20pts
Criteria 2 = 30pts
Criteria 3 = 10pts
Criteria 4 = 25pts
Criteria 5 = 10pts
Criteria 6 = 40pts
Figure 3.6: The proposed workflow going from genetic instructions through to
development and finally evaluation.
3.4 Case Study: Reptiles
This section will use Frazer’s Reptiles project as a platform for developing the
structure used for exploration in the next chapter. The difficulty of designing a
representation for genetic encodings in EDM lies in finding a balance between
expressivity and complexity. While the Reptiles project did not use an explicit
evolutionary process, the formalisms used are useful for understanding some of
the representation problems in the domain of evolutionary design modelling. The
‘Reptile’ project is of interest to this research for a variety of reasons. The first
being that it is amongst the earliest of systems in the architectural domain to
represent morphogenesis as part of a generative design. It also showed how the
‘environment’ (or the space where the development happens) could be used in
an active and creative way in the form building process, which was unique when
we consider the other approaches to computational methods in the 60s and 70s.
This development later lead to the use of systems such as cellular automata or
agent-based models in generative design processes, as well being the basis of
many interactive tools such as the Universal Constructor. The name ‘Reptile’
was derived from its use of REPetitive TIL(E)ing, though in this case the ‘tile’
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was a three-dimensional unit. The name was also a reference to the stegosaurus
drawn on the front page of the 1974 article ‘Reptiles’ whose Latin name translates
to ‘roof-backed-lizard’.
This section does not explore evolution, but is instead focused on the repre-
sentations used to capture the themes central of this dissertation (morphogenesis,
composition and actualisation). As the next Chapter is based on computer al-
gorithms and has been divided according the ‘Chomsky Hierarchy’, the Reptiles
project will be explored and reinterpreted according to it. The next chapter will
cover the Hierarchy and grammars in much more detail, so the importance of this
reinterpretation is in gaining a qualitative ‘feel’ for different ways of representing
computer instructions. The aim of recreating this experiment is to see what the
benefits are of using different forms of grammar; in other words, finding the ex-
pressive potential of each class in the hierarchy. The four classes of grammar in
the Chomsky Hierarchy, ordered from most restricted to general are:
1. Regular grammars
2. Context-Free grammars
3. Context-Sensitive grammars
4. Unrestricted grammars
The first representation given will use a language based on the original Reptile
project while the sections to follow are based on alternative grammars created
entirely for the purpose of this exploration.
3.4.1 The Reptiles Project
The Reptiles project intended to describe a lightweight enclosure which consisted
of two types of units. Frazer describes the advantages of this system in relation
to the existing enclosure systems of the time:
Most existing lightweight enclosure systems will only build one shape
or size of enclosure such as a dome or barrel vault. Most existing
lightweight enclosure systems require a large number of variants on the
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basic units. Most existing lightweight enclosure systems have a non-
orthogonal geometry which is incompatible with traditional rectilinear
forms and produces awkward edge conditions and special units. The
Reptile system will produce a great variety of different shapes and
sizes of enclosure. The system consists of only two units. The system
in entirely compatible with traditional rectilinear geometry and can
thus join the ground and other buildings with a straight edge without
the need for any special units
Frazer [1974]
The contribution to generative design presented in the Reptile paper, was the
concept of the ‘seed’: a theme that would surface in later projects such as the
Interactivator (Frazer et al. [1995]). The ‘seed’ refers to a minimal object from
which the generative process started, ensuring that the solution remained valid
at all times. This format (starting configuration, environment and rules) shall be
generalised in Chapter 3. Note that every grammar also requires a ‘start symbol’,
normally depicted as ‘S’.
3.4.2 Reptile code from a Regular Language
The original Reptile system used a set of 3D ‘tiles’ that were positioned on layers
of a 3 axis grid using a set of coordinates. As the computational system did not
use floating point arithmetic, having coordinates in this form ensures that every
tile is placed on a whole number coordinate set. For example the coordinate in
Figure 3.7 would be [8,6.9] in orthogonal coordinates. The following description
of the coordinate system was given:
The unit is located in a 60 degree grid with simple whole number ‘A’
and ‘B’ coordinates (range -99,99). ‘B’ coordinates are negative in
what one would conventionally expect to be positive direction so that
‘C’ coordinates can be easily found (A+B+C = 0) A ‘D’ coordinate
describes depth of the unit. The type and orientation of a unit are
described by two digits, the first giving the type and vertical orienta-
tion, the second the orientation in the horizontal plane. This whole
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description of the unit in space takes the form, for example, 8, -10 2 5
21, and is packed into one word of core space. The units are chained
clockwise by levels working from the top of a structure downwards.
Frazer [1974]
Figure 3.7 shows how a unit is positioned with the 4 integer description given
above.
Grammars have two types of symbols, terminal and non-terminal symbols. A
non-terminal symbol indicates that it can be replaced by another set of symbols
whereas a terminal symbol cannot be replaced any further. In this particular case
the terminal symbol (or tokens) of the class would be integers.
In Chapter 3, the grammars shall be broken down into tokens but for now,
the focus is on the clarity in defining this as rules for an automaton.A regular
grammar is restricted to rules which have a single non-terminal on the left hand
side and a single terminal on the right-hand side possibly followed or preceded
(but not both) by a single non-terminal. Note that the all the rules in the
grammar have to follow the same pattern, as to whether the non-terminal in the
right-hand rule follows or precedes the terminal symbol.
In order to read a string of characters as the input for the interpreter, a ‘chain’
structure is needed in the grammar. To represent the rules of the Reptile input
sequence as a regular grammar the following is given:
S → A
A → e
A → aB
B → bC
C → cD
D → dE
E → eA
‘a’, ‘b’,‘c’, ‘d’ are integers between (-99 and 99), ‘e’ is an integer from the
list 11, 13, 15, 21, 23, 24, 32, 34, 36, 42, 44, 46, 52, 54, 56, 62, 64, 66. As
‘a,b,c,d’ are all of the same type, they could all be replaced by the same symbol
(as far as the grammar goes) while ‘e’ is of a different nature. The production
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rules end when the ‘e’ is finally given. So the only ‘sentence’ or string that the
production system can produce would be ‘abcde’ where each symbol refers to a
coordinate. It should also be noted that the coordinate is made up of two digits
and a sign indicating whether the value is positive or negative. So it would be
necessary to split ‘a’ further into three further symbols, the first as a sign and the
next two each as digits between 0 and 9. For the automaton, imagine a machine
that places a tile in the environment, given 5 integers as an input. The first
three integers are between -99 and 99, the fourth is between 0 and the maximum
number of levels and the fifth is selected from the set of files shown in 3.8. Any
instruction set outside of these parameters is treated as invalid. It should be
seen at this point, that both the seed and structure (after growth) as a ‘whole’
objects, emerge from the simpler components. They are not described as an
autonomous entities within this particular representation. Nor are the individual
parts described in relation to each other. Note that in the case of studying formal
languages, a sentence is merely a set of words (or tokens) that can be generated
from a set of production rules. The sentence can be grammatically correct, while
being semantically meaningless. Despite their simplicity, regular grammars and
finite state machines (the machines that accept the output of regular grammars)
are a crucial part of computer science, and as shall be shown later, an important
way of accepting and validating correct sequences and searching through strings.
The themes that have been highlighted from the Reptile project are:
1. The growth of a form (morphogenesis)
2. The active part played by the environment
3. The seed as the starting point of the process.
All of these themes play an important part in this dissertation and are ex-
amined in different parts. On the first of these themes (Morphogenesis), the
original Reptile project had no implemented mechanism for describing growth,
it was up to the user to give correct instructions to the automaton to ‘draw’ a
correct solution by providing sets of 5 integers for each tile. The reinterpretation
of the Reptiles project will now proceed by encode more complex features into
the instructions by using a higher class of language.
82
2 4 6 8 10 12 14
-2
-4
-6
-8
-10
-12
-14
14 12 10
 8   6   4   2 
2
4
6
8
10
12
14
14
12
10
 
8
 
 
6
 
 
4
 
 
2 
14
12
10
 8
 
 6
 
 4
 
 2
 
Figure 3.7: The isospatial grid in two dimensions
11 21
13 23
15 25
32 42
34 44
36 46
52 64
54 64
56 66
Figure 3.8: The set of 18 units used by the Reptile system.
3.4.3 Reptiles, Morphogenesis and Context-Free Languages
To reinterpret the Reptile project with emphasis on theme of morphogenesis, ideas
shall be taken from a representation used in the simulation of plant morphogenesis
which are ‘Lindenmayer Systems ’ or L-systems. L-systems were introduced in
the same year (1968) as Reptile by the Hungarian theoretical biologist Aristid
Lindenmayer at the University of Utrecht (Lindenmayer [1968]). The original
set of L-systems was given as an unrestricted grammar, but for this case, the
more common context-free system shall be used which shall be further simplified
by making them deterministic (a DOL-system). While regular grammars only
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Figure 3.9: The star and knot grown to 4 iterations.
can only replace the left-side non-terminal with another single non-terminal, in
context-free systems, any number of non-terminals and terminals are allowed on
the right-hand side, in any order. One of the problems of the simplest machines
that accept regular grammars is that they have no explicit ‘memory’, they move
from one state to another. A machine that is allowed a certain amount of memory
(a stack of memory) will now be used. L-systems use a rule-rewrite system which
is then interpreted by a reader that reads relative coordinates. This is commonly
called a ‘turtle’ and the drawings it produces are called ‘turtle-graphics’. There
are two parts to an L-system: an initial configuration, a rule set that describes
the replacement of a symbol by another set. The turtle has a ‘memory stack’ and
can remember a position in space and return to this position without drawing.
There is a set of symbols that are read by the turtle in an L-System setup. In
this section, only a small subset shall be used. These are:
‘F’ makes the Turtle move forward.
‘+’ makes the Turtle turn right.
‘-’ makes the Turtle turn left.
The two symbols which require a memory stack are:
‘[’ instructs the turtle to save its current position on the stack.
‘]’ which instructs the turtle to move position on the stack
(this is a last-in, first-out system)
Figure 3.10 shows some trivial examples of L-system code being interpreted
by a turtle.
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[A]
[B]
[C]
Figure 3.10: Turtle interpreting instructions.
The elegance of this system lies in how easily it handles recursion and pro-
ducing simple ‘morphogenetic’ instructions. For the code set as:
A → AF with starting symbol ‘A’
The following pattern emerges:
At T=0 A
T=1 AF
T=2 AFF
T=3 AFFF
These would make the turtle draw the sequence shown in Part B of Figure
3.10. This particular model produces a line that gets longer by a single unit every
time that it runs through an iteration. A slightly more complex version is given
by:
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A → BF[+BFA][-BFA]
B → BF
This result of this set of instructions produces a tree-like structure shown in
Part C of Figure 3.10. Some special symbols shall now be added to the L-System
set in order to model the Reptile growth sequence. As the turtle moves in whole
steps (‘F’ tells it to go forward by a fixed length) and the Cartesian coordinates
that the Reptile seeds are placed on need fractions,
‘l’ followed by a real number, change the distance that the turtle
travels. ‘o’ shall revert back to the default length. ‘T’ Changes the
drawing mode that to a preset shape (the 60 degree Tetrahedral
Reptile unit). ‘’ stores the position and orientation of the turtle onto
the stack. ‘’ changes the position and orientation to the top most
values stored in the stack. ‘d’ changes the mode from the 60 degree
unit to the 90 degree unit.
The following rules produce the ‘knot’ seed and simulate it’s growth in an
evenly distributed manner as shown in Figure 3.11.
A → [B]++[M]++[B]++[M]++[B]++[M]++
B → B[+++C][—D]E
C → CLl1.73lFo
D → DKl1.73lFo
E → TFT
K → [+++TFT]
L → [—TFT]
M → NFM
N → TdFT
The rules below will produce the ‘star seed’ and its growth sequence shown
in 3.11.
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t = 1 t = 2 t = 3 t = 4
t = 1 t = 2 t = 3 t = 4
Figure 3.11: The ‘knot’ growth sequence simulated with the extended L-System
rules.
S → A
A → [O[++++++M]]++[FB]++[O[++++++M]]++[FB]++[O[++++++M]]
++[FB]++;O=P[FF++++++M][+++l.866lFo—Q][—l.866lFo+++Q]FFO
G → GF
M → TdFT
Q → l.5lFoTdFT
B → B[+++C][—D]E
C → CLl1.73lFo
D → DKl1.73lFo
K → [+++TFT]
L → [—TFT]
E → TFT
M → NFM
N → TdFT
3.4.4 Reptiles, Self-Organisation and Context-Sensitive Lan-
guages
In the previous representations, the ‘growth’ process was captured but the validity
of an input string was not. Making an invalid system would not be very difficult
for example the next set of instructions produced the invalid (two tiles are drawn
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in the same place) result shown in Figure 3.12.
S → A
A → FB+BFBA
B → T[dF]T
Figure 3.12: Instructs produce an invalid result.
There is nothing in the structure of this system to prevent meaningless state-
ments from forming. It should be recalled that in language, a similar remark
was made by Chomsky who gave the famous line ‘Colourless green ideas sleep
furiously’, a sentence that is grammatically correct, but has no semantic mean-
ing. In the original Reptile article, a grid of ball bearings was used to represent
a physical model of the structure, shown in Figure 3.13.This is shown in Figure
3.13.
In this grid, the spatial domain has been discretised as with the grid in Figure
3.7. Therefore the problem shown in Figure 3.12 is avoided as two spheres cannot
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Figure 3.13: Ball bearings used to represent the Reptile structure Frazer [1974].
be placed onto in the same spot. Instead of the continous grid used in the previous
representation, a discrete isospatial one shall now be used. On this grid, cells are
placed on the integer coordinates of the grid. The turtle moves on this grid as
it does in the representation used earlier, but instead of drawing shapes, it shall
change the state of whatever cell its position coincides with. A growth sequence
using the knot grid and the same rules used in the previous section is shown in
Figure 3.14. The only difference is that instead of ’drawing’ the current (where
the turtle is positioned) cell changes its color.
Figure 3.14: The sequence grown from a knot seed over a discrete grid.
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In this representation, each sphere signifies the centre of the tetrahedron and
its neighbours control its orientation according to a rule set given. As shown in
Figure 3.15, only the neighbours directly above need to be considered.
Figure 3.15: The rules used to make the Reptile structure shown on the right.
The view of the ‘sentence’ (or genome) structured as a string of symbols has
been deviated from because a visual notation is used. This type of representation
solves some of the problems of the previous representation mainly in validation
and displaying some simple principles of ‘self-organisation’. By using L-systems
as a base, recursion and pattern formation have been explicitly encoded. The cost
of this is a great increase in the amount of computation required as compared
to the regular grammar and context-free grammars, the reason for this is that
each ‘unit’ has to look at all it’s neighbours as well as test every rule that is
in the rule-set. The relationship between the expressiveness of a language and
descriptive power it has, shall be explored in Chapter 4.
3.4.5 Reptile, Parametric-Modelling, BIM and Turing-
Complete Languages
For the concluding class of languages in this section, that of unrestricted gram-
mars, the Reptile project shall be approached from a different direction. Instead
of keeping with the restricted set of geometry that the original article gave (the
two tetrahedral units), the system shall be expanded to include more levels of con-
struction detail. In this case, a greater range of modelling concepts are needed,
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the most important being the ability to process functions. When using a more
general representation for geometry (i.e. the primitives are low-level entities such
as points, lines, surfaces instead of more complex shapes such as tetrahedra) then
there is a need for functions to compose these shapes. An important part of com-
puting is the need to abstract objects and functions so the language can be kept
as expressive as possible. In order to have these functions as general as possible,
the concept of an ‘algorithm’ will now touched on. A more formal definition will
be given in Chapter 4 which is dedicated to algorithms. For now it is sufficient to
describe an algorithm as a set of non-ambiguous instructions that an automaton
can follow.
1. Input a number of tiles to the algorithm.
2. Perform test to see if the edges of each tile line on a plane (planarity test)
and if true, store a representation of this plane.
3. If the points are not planar, end the algorithm.
4. Find the normal to the plane that was stored in step 2, refer to the direction
of the tiled units and see if the vector from the midpoint is facing towards
or away from the unit.
5. If it is facing away, reverse the direction of the normal vector.
6. In the plane’s coordinate system, find the points at the upper-left and upper-
right extremes.
7. Find the mid-point of the upper-left and upper-right unit and project out
by a fixed distance in the direction of the normal.
8. Draw a line from each of the extracted points from step 7 and give this a
thickness (pipe).
9. Divide the line according to number of units in the transverse direction.
10. Create the truss work from each of the points left over at step 9.
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An example of the outcome of this ‘algorithm’ is shown in Figure 3.16. A
detailed explanation is not given as this falls outside of EDM into the field of
parametric modelling. The intent is to show that detail can be added at later
stages in the design process using other modelling methods.
Figure 3.16: Truss system adapted from the base geometry of the ‘Reptile’ tiles.
A pushdown automaton (the simplest machine that reads context-free gram-
mars) could not read these instructions as it only has access to the top-most
values in it’s stack, while there is a need to access any stored symbol at any point
of the algorithms operation as well as ‘write-over’ existing values (i.e. step 5).
These procedures require a very general computing machine. For a system that
‘evolves’, being able to change the procedures instead of hard-coding them would
seem almost a prerequisite. As mentioned earlier one of the key aspects of using
computer languages is the ability to keep building layers and more task specific
languages on top of lower-level computational procedures.
3.5 Summary
In this section the ideas behind of concept-kernels and their place in the proposed
framework were described. The framework aims to create an archive of kernels,
which through constant use and evolution produce the starting point for new
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evolutionary runs. This framework was designed with the aim of exploring dif-
ferent ways of describing genotypes for evolutionary design modelling. The basic
stipulations for kernels are that they can be used in an evolutionary algorithm.
In other words, it should be possible to perform genetic operations on them. The
two main operations are crossover and mutation which mean the genes can be
recombined to form new kernels, or their values mutated to make alterations to
the outward (phenotypic) appearance. As the kernel is a virtual entity, it will
always need an interpreter to read it. What can change however, is how much
of the description is held by the kernel and how much is held by the processor.
The shifting of the weight from description in the genome to description in the
interpreter makes up the structure of the next two chapters. The derivation of
the framework from the work of Frazer [1974], Janssen [2004] and Sun [2001] was
given. From the work of Frazer, a cultivation-process was adopted, Sun gave rudi-
ments and formatives and Janssen presented a modular approach to designing a
framework as well as the adoption of design schema.
In the framework proposed here, the equivalent concepts are design-style
sheets. These are used to add detail to the project in a procedural manner.
This reliance on kernels to hold information has the benefit that the evolutionary
process is open-ended. The trade off is that it will not produce good results as
quickly as the schema-based approach.
As an introduction to the different types of languages that could be used as
descriptions of form, the case study of the Reptile Project by Frazer [1974] was re-
interpreted using different classes of grammars. This case study is an introduction
to the problems of variability, stability and granularity. In the original approach
which has been described as having a regular grammar, only operations that
were ‘valid’ were allowed against the starting seed. All the processing would have
to be one by the interpreter which reads in the instructions and allows these
valid actions. This meant that at every iteration, a fully enclosed shape was
produced. The subsequent exploration using Lindenmayer systems allowed for
more expressivity, as the instruction set captured growth patterns. This came
at a price of stability as it would be quite easy to have an instruction set that
produced an invalid structure. Using a cellular approach with some level of self-
organisation fixed some of these instability problems as units that were on the
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outer edges of the shape had rules embedded to correct themselves.
By increasing the possible combinations allowed by each grammar, the amount
of information that is shifted into the genome is also increased. This is related
to the problem of granularity. By having more structure placed in the genes
instead of the interpreter that processes the code, the evolutionary process can
be open-ended. All the other modules of the evolutionary system are adjusted
manually by the users, but the genome evolves entirely through the evolutionary
process, thus it has the potential to increase in complexity the more times it
is run. The next two chapters will look at different ways in which the genome
can be described. The first chapter shall follow the same structure as the Rep-
tiles re-interpretation. Chapter 4 shall look describing the gene through different
languages while Chapter 5 will look at a dynamic systems description.
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Chapter 4
The Computational Approach
4.1 Introduction to Computational Approach
The proposal explored in this chapter, is that the concept-kernel can be repre-
sented as an algorithm. That is to say, the kernel describes a set of non-ambiguous
instructions that an automaton can follow. A complete definition of ‘algorithm’
remains elusive (Moschovakis [2001]). Donald Knuth describes an algorithm as
having the five following features:
1. Finiteness: An algorithm must always terminate after a finite number of
steps.
2. Definiteness: Each step of an algorithm must be precisely defined; the
actions to be carried out must be rigorously and unambiguously specified.
3. Input: An algorithm has zero or more inputs.
4. Output: An algorithm has one or more outputs.
5. Effectiveness: An algorithm is also generally expected to be effective.
Knuth [1973]
As an algorithm works as a series of instructions (or steps, procedures, com-
mands etc.) it bears a resemblance to giving orders within natural language. In
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studying languages whether they are natural or artificial, one has to deal with fact
that there are more possible sentences than can be enumerated. “Thus the central
problem of describing a language is to provide a finite specification for an essen-
tially infinite class of objects” (Denning et al. [1978]). The way this is dealt with,
is by studying the structural rules for that make up sentences in the language
being studied. This set of rules makes up the grammar of the language. Some
of the key concepts behind grammars —as used in the study of computational
languages— will be described later in this section.
The theme explored in this chapter, is how much of the solution’s description
lies within the genome (or kernel) and how much lies outside of it. In biology,
the cellular growth process is influenced by changes in the environment as well as
the physical and chemical properties of the medium through which it exists. In
the digital world, everything is made up of data and therefore the way in which
data is transformed is dependent on the instructions we give to the computer.
Figure 4.1 shows a simple abstract automaton.
Instructions
Processor
Reader
Figure 4.1: Instructions read by a processor
The instructions that that the automaton follows are written on a tape. A
reader that can interpret these instructions and moves along the tape. Finally an
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actuator that has a table of functions reacts to the instructions that the reader
gets from the tape and produces a result.
Throughout this chapter, the quantity of information held in the tape, the
reader and the actuator shall be varied. On one end of the spectrum, the tape
only holds a set of parameters, which form the input to an algorithm that the
reader holds and on the other end of the spectrum, the tape holds the algorithm
and the reader is a general-purpose computer which controls the actuator.
Regarding the suitability of this model as the basis for concept-kernels, the
following points relate algorithms to the main problems of representation:
• How much variability is there in this description? Are the results
of using this representation in evolutionary system predictable? Is there
sufficient novelty? How many different types of solutions are examined?
• How stable is this representation? If genetic operations are performed
on it, will the solution remain stable or degrade? Can the amount of muta-
tion be controlled? Are traits being passed down through the generations?
• What are the smallest units of the representation? Can these units
be configured to make the representation work in different ways? At what
level does the user control these units?
With regard to the three themes of this dissertation, the questions are:
• How can morphogenetic processes be represented? Can it describe the
output growing in complexity over time.
• Does it allow for complex composition? Can the representation describe
containment and hierarchy? If the output consists of many parts, does the
representation describe how they are related to each other? How can the
output be related to its context?
• How does this representation define what is virtual and what actualised? In
other words, what parts of the representation refer to physical components
and what parts relate to abstract ones.
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In order to structure the study of computational languages, the Chomsky
Hierarchy —a set of four classes of grammar— is frequently used. In this chapter,
the hierarchy will be used to structure the sections under the headings of each
class of grammar. The previous chapter touched on different descriptions of
the Reptiles project, each which allowed different levels of expressivity. A more
thorough and formal description of grammars shall be given in the next section
as well as some notes on the concept of expressivity.
4.2 Introduction to Grammars
All formal grammars consist of a set of terminal symbols (usually shown with a
lower-case letter) a set of non-terminal symbols (shown in capital letters), a set
of production rules which have a set of symbols on the left and right and finally
a ‘start symbol’, which in most of the cases used here, is designated as ‘S’.
Therefore, four elements make up a grammar:
G = (N, T, R, σ) where
N is a finite set of non-terminal symbols.
T is a finite set of terminal symbols.
R is a set of rules (or productions).
σ is the sentence symbol.
Grammars are useful in two ways:
1. The generation of sentences. The production rules of a grammar can be
used to generate sentences made up of the language’s terminal symbols
that follow the structural rules of the grammar.
2. The validation of sentences. A grammar can be used to check whether a
given sentence belongs to the language defined by this grammar.
As an introductory explanation as to how the different classes of grammar
work, a simple language is presented later in this section, that can be used for
describing spatial planning. Along with showing what is possible with each class
of grammar, it is also important to note what the limitation of each class is as
98
well. Each class of grammar within the Chomsky hierarchy contains the classes
below them. Therefore, each is able to express a larger range of sentences than
the ones below them. This generality however, comes at a price, otherwise there
would be no reason not to use the most general class of grammar. The price paid
is in the number of computational steps needed to read it and the complexity
(and ambiguity) within the language.
The regular languages are very well defined and the simplest machines that
can read them (finite state machines) can be represented as a perfect abstract
process. While the amount of computation needed is of little interest to the field
of evolutionary design, what is of importance is being able to describe a form
(the result of a concept-kernel’s development) with different levels of granularity.
The more general the language, the more complex it becomes to create sentences
that are valid (semantically correct) within it. .
Grammar Related machine Example
Regular
Takes the form of A → aB Finite State Machine ambn m,n ∈ N
Context-Free
Takes the form of A→ γ Pushdown Automaton anbn n ∈ N
Context-Sensitive
Takes the form of αAβ → αBβ Linear-bound Automaton anbncn n ∈ N
Unrestricted
Takes the form of α→ β Turing Machine an fn(n) halts
Table 4.1: The Chomsky Hierarchy of Language Grammars
The first class of grammar that shall be examined —regular grammars—
structure regular languages and regular expressions. The chapter culminates
in a summary of Turing Machines, one of the most well-known abstractions of
a universal computing mechanism which will show concept-kernels at their most
general.
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4.3 Regular Languages
This section makes use of the simplest class of language—the regular languages—
as the basis for concept kernels. In the Chomsky Hierarchy, the grammars that
describe regular languages are called ‘Type-3 grammars’. This class of language,
while the simplest, lays down the foundation for the more complex languages
used in later sections. So while it may seem that certain aspects are handled in a
manner that more elaborate than necessary for strings as simple as a list of num-
bers, this handling gives the basis for continuity with themes which are explored
in later sections. Regular grammars herald back to the 1950s, surprisingly to the
field of neural networks (of the McCullough-Pitts model). While the term ‘reg-
ular’ has become commonplace in computer science, the reason why that word
was chosen is not widely known. In his 1951 paper, Kleene writes:
We shall presently describe a class of events which we will call “regular
events”. (We would welcome any suggestions as to a more descriptive
term.)
[Kleene, 1951, p.46]
In the context of this paper ‘regular’ might be a reference to events being
repeated. The fundamental automata that were described in the introduction
shall also be examined in relation to regular languages. In the original Reptiles
project described in Chapter 3, a transaction-based approach was used to arrange
tetrahedral units in 3D space. The simple manner in which the syntax of the
transaction was structured fits in well with the types of language that are being
studied here. Though as shall be shown later, a transaction consisting of list
of integers is a special case of a more general category of language. This section
introduces three necessary operations within evolutionary computation as applied
to concept kernels described with regular languages. These themes are:
1. Controlling the method of crossover (combining the genes of two parents).
2. Controlling the amount of mutation on genes of the new generation.
3. Controlling selection of parents for the next generation.
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Any evolutionary model will need to design the representation used around
these operations around.
4.3.1 Definition of Regular Grammars and Expressions
A regular grammar is a very limited class of grammar that has the following
restrictions placed on its production rules:
1. There is a single non-terminal symbol on the left-hand side.
2. There is a single terminal symbol on the right-hand side.
3. The right-hand side terminal symbol might be preceded or succeeded by a
non-terminal, but not both in a single grammar.
Thus each takes the generic forms for a single grammar shown below.
A→ Ba or A→ aB
(but not both)
or
A→ a
or the rule terminates the grammar:
A→ ǫ
In a right-linear grammar, all the production rules have the terminal symbol
preceding the non-terminal. In a left-linear grammar, they succeed the non-
terminal. Regular languages are languages that can be generated from regular
grammars. A regular expression is a formal way of expressing rules for matching
patterns of strings from these regular languages. The compact nature of regular
expressions make them a very convenient way to express patterns of symbol se-
quences. Four important conventions that are used within regular expressions in
computer science are shown in the next table.
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( ) Parentheses are used to group symbols together.
? This symbol indicates that there is zero or one of the preceding
symbol.
* This indicates that there is zero or more of the preceding symbol
or sequence of symbols.
+ This indicates that there is one or more of the preceding symbol or
sequence of symbols.
Thus, the regular expression ‘a*d?(bc)+’ would match strings that include:
bc, bcbc, bcbcbc
abc, aabc, aaabc, aaaabc, aaaaabc
adbc, aadbc, aaadbc, aaaadbc
adbc, aadbcbc, aaadbcbcbc, aaaadbcbcbcbc
It should apparent where the term ‘linear’ in ‘left’ and ‘right linear’ comes
from, as the manner in which these strings are generated or matched is linear (or
sequential). It can also be seen that the case of a fixed-length string such as the
transactions used for the Reptiles project is a special case of a linear language. As
a regular expression, a 5-symbol transaction would be matched with: (abcde)*
As production rule, the right-linear form of this grammar would be:
S → aA
S → ǫ
A→ bB
B → cC
C → dD
D → eS
As can seen, regular expressions are more compact and shall be used Applying
these production rules to the start symbol S, would lead to:
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SaA
abB
abcC
abcdD
abcdeS
abcde
Despite their restrictions, the sentences of these regular languages can also
relate to those of natural language. As an example examine this English sentence:
The Georgian House had a gable roof and the walls were made of
brick.
This sentence describes the style of the house, type of roof that the house
has and the material that the walls are made of. The words that are marked in
bold could be varied. A transition diagram that shows how these sentences are
structured is shown in Figure 4.2. This diagram could produce the sentences:
The Georgian house had a gable roof and was made of brick.
The Georgian house had a gable roof and was made of stone.
The Georgian house had a gable roof and was made of masonry.
The Georgian house had a pitched roof and was made of brick.
...
The Edwardian house had a pitched roof and was made of brick.
etc.
In total, there are 24 possible sentences that could be constructed from the
transition diagram given. It is assumed however, that each of these sentences
is semantically meaningful, that it is understood what is meant by ‘Georgian’
or ‘Gambrel roof’. This kind of language works at a high-level, this particular
language cannot be used to explain what these words mean. This relates to what
has previously been referred to as the problem of granularity. Granularity refers
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here to the ability to create more complex constructs from a set of elementary
units (or granules). This might also considered to be a ‘domain specific language’
though perhaps too simple to be of any use. Figure 4.2 can be understood as an
abstract machine, one that has a finite number of states. Each state is a word or
group of words from this language and the transitions between them control the
order in which they can be joined.
The
Georgian
Edwardian
house
gable
pitched
hip
gambrel
and was 
made of
brick.
stone.
masonry.
Figure 4.2: A transition diagram showing a set of possible descriptions for a
house.
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4.3.2 Precedent work
Jo and Gero [1998] present a space planning system that utilizes genetic algo-
rithms. The representation of the genome takes the form of a bit-string. The
form starts out as a single cell within a grid. Every set of two digits in the
bit-string genome refers to a direction towards which the form ‘grows’ . This is
shown in Figure 4.3.
Figure 4.3: A representation used for evolving spatial configurations (Jo and Gero
[1998]).
The strength of this representation lies in its conciseness, while its weakness
relates to its serial nature. As each successive move is made relative to the last
one, a single change in the genome can lead to a very different outcome. One way
this can be dealt with is by controlling the ‘amount’ of mutation. If the bit-string
is being read from left to right, then changing a value on the left side of the string
is likely to lead to a greater change than changing the values on the right side of
the string.
To reiterate one of the central arguments being presented, for any system
to be a considered ‘evolutionary’ there has to be some degree of inheritance and
resemblance (in both the pheno- and genotypic attributes) that is passed through
the generations. Within the search space, it is expected that solutions that bear
closer resemblances to each other are also situated ‘closer’ to each other. If there
is no proximity of similar solutions to each other then evolutionary computation
cannot take place as the search is not directed.
Janssen [2004] presents an evolutionary representation where the genome con-
sists of values that manipulate a grid through eight generative steps. These steps
are shown in 4.4.
The eight steps of Janssen’s process are:
1. Positioning the grid.
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Figure 4.4: Janssen’s generative process (Drawing after Janssen [2004]).
2. Translation of the faces of the grid.
3. Inclination of the faces of the grid.
4. Insertion of a staircase.
5. Creation of spaces.
6. Selection of outside spaces.
7. Insertion of doors.
8. Insertion of windows.
The genome encodes the parameters for each of these eight steps by specifying
a set of real values within a range. The genome is therefore made up of a sequence
of real-value numbers. The first value determining the positioning of the grid is
a set of three values between 0.0 and 1.0 which indicates a rotation of the grid
by 0 to 360 degrees, followed by two values which indicate a translation. The
next set of parameters translate the lines of a row of grid faces and everything
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in front of them by a scale factor. The values for this are between -3.0 and
+3.0. The inclination step works in a similar manner to the previous step. The
position of the staircase is not described in the genome, but is instead part of the
design scheme. If the conditions to create a staircase are not present, then the
generative process is aborted and the genotype assigned a minimum fitness. To
create spaces, the genome encodes what Janssen describes as a pressure value.
This is used to decide which cells should be merged together and this operation is
performed on pairs of cells until the number of required spaces is created. During
the merging step, a check is made to see whether a merge operation will result
in a shape that contradicts each of the spatial constraints (such as spaces not
being too narrow and thin) and the next possible cell is chosen to merge with
if a constraint is violated. The selection of outer spaces is made using the same
pressure values. The insertion of doors is not part of the genome and the rules for
how these are inserted are specified in the design scheme. However, the genome
does specify one of four window types in each space for each of its four directions.
Janssen gives the formula describing the genome length as:
genome length = x + y + z(xy + 1) + s + 15
So while the length can be changed through the design scheme, it remains
fixed in size during the evolutionary run. In both the precedent studies, the
genome only gave a partial explanation of how the resultant form should arise
from it. Each had a mechanism that ‘read’ the genome and produced a form its
own way.
4.3.3 Specific and General Automata
This notion of an automated mechanism (even if it is an algorithm) shall be
referred to in this chapter as an automaton, so as to articulate how the input
can be interpreted in different ways. In this chapter, the input is the genome of
the population member. The automaton is what reads the genome and creates
the form with phenotypic features i.e. characteristics that can be evaluated. It
should be noted that in this dissertation, automata refer only to machines that
articulate the strings that structure the genome.
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The fundamental type of automaton studied with regular languages and gram-
mars, is known as a finite state machine. This is an abstraction of a machine that
has a fixed (finite) number of states. The states of this machine are discrete and
the machine can only be in one state at any given time. Finite machines are of
important in computer science and because of this, this section will go into more
detail into the ideas surrounding them than the automata used in later section.
It should also be noted that each successive automaton is more general than the
previous ones, so any capabilities that a finite state machine has, are also present
in a more general automaton.
The abstract automata discussed previously are presented in a manner corre-
sponding to regular languages. These automata are:
• Finite State Acceptors
• Finite State Generators
• Finite State Transducers
As Denning et al show, if ‘L’ is a language then “the three statements are
equivalent”:
1. L is generated by some regular grammar.
2. L is recognised by some finite-state acceptor.
3. L is described by some regular expression.
In the cases of the genomes that have been encountered so far, the task of
generating a sequence of numbers (or bits) might seem a simple task. However,
as more complex languages are used there will be a greater emphasis on formally
describing the structure (or grammar) of the genome. If the genome is described
mathematical functions, then the concept of a transducer becomes useful (turning
a sequence of inputs into a sequence of outputs). If the genome requires sequences
to be validated before another operation is enabled, then the acceptor can be
useful. By allowing these processes to occur at the level of genome (instead the
main algorithm) the problem of granularity can be explored.
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4.3.3.1 Definition
A finite state machine can be formally defined as a six-tuple: M = (Σ, Q, q0, δ, qF ).
Where:
Σ is the input alphabet
Q is a non-empty set of states
q0 is the initial state
δ is the state transition function (qn → qm)
qF is the final state (in Q), which might be empty.
Figure 4.5 shows the diagrams that are commonly used to describe finite
machines. The initial state (q0) is signified with a circle with an arrow coming
towards it that is not connected to another circle. In the diagram, sub-processes
can be marked as shown in the diagram, though the machine is still in only one
state at a time.
q0
q1
q2
q3 q4 q5
q6 q7 q8
Sub process 1
Sub process 2
Figure 4.5: Diagrams used to describe finite machines.
The next two sections briefly describe the types of evolutionary models most
commonly used and the topic of computation regarding finite state machines.
4.3.3.2 Computation
As the genome starts to represent more complex instructions, a parallel is formed
with the computational power of the machines which read these strings. The
simplest machines that read the regular languages are called finite state machines.
These are quite limited in the types of functions that they can compute. Some
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simple computation however, can be achieved. Minsky [1967] gives the following
machines which add two numbers (in binary), check for parity, and a ‘memory-
machine’ which stores the history of the last two states that the machine was in.
Some of these will play a larger role in the next chapter.
000
001
100
010 101
011
110
111
0
0 0
0
0
0
1
111 0
1
11
1
1
0
1
1
0
0
0
1
0
0
1
0
0
1
1
No
Carry Carry
1
1
0
0
1
0
0
1
10
11
00
01
10
01
11
00
Figure 4.6: Minsky’s 3-moment delay and binary adding machine (Minsky [1967]).
Computational power might not seem relevant to the description of instruc-
tions while the genome strings are as simple as the examples given in this section.
One way the limitations of the grammars that have been used can be explained
is by looking at how much control they have over the way rewriting takes place.
S → aA
A→ ǫ
A→ aA
In this example, strings such as ‘a’, ‘aa’ and ‘aaa’ can be produced. There is
however no way to limit the number of symbols in this string. The list cannot be
limited to only ‘a’, ‘aa’ and ‘aaa’ unless the rules were chained to:
S → aA
A→ aB
B → a
A→ ǫ
B → ǫ
This type of chaining is very restricted and too verbose for describing such
simple delimitation. It might also be desirable to describe the number of symbols
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in relation to another parameter, for example the genome describing the need for
2 bathrooms for every 4 bedrooms. These sorts of descriptions require some basic
computation and the option is to either encode it in the part of the algorithm
that controls the epigenetic development (recall Janssen’s generative sequence)
or it can be described within the genome. An open-ended evolutionary process
would favor having the generative steps described in the genome as then those
epigenetic steps also evolve (as present in the process of biological evolution).
However, only the last section of this chapter will be dealing with computation in
any depth. This section and the next one shall be lay down the foundations for
computation by describing successively more complex automata until the point
where a ‘universal’ computer can be described and the genome is represented by
a general purpose algorithm.
4.3.4 Evolutionary Models
Three types of evolutionary models that use regular inputs to control their vari-
ations are noted. The models shall be categorised here according to the nature
of their genome. The first type is the parameterised model, where the genome is
a list of parameters and list is of fixed length. Janssen’s implemented system is
an exemplary of of this type of evolutionary model. The second type of model
is similar to the first, except that the length of the input is variable. The ex-
ample given by Jo and Gero [1998] falls into this category. The genome in these
models tend to be serial. The third type of model is a combination and gen-
eralisation of the previous two, where a parameter set (usually of fixed length)
which represents set of instructions can be considered a transaction and a variable
number of these make up the input. A one parameter set is used in the example
given by Jo and Gero [1998] and this can also be regarded as a special case of
the transaction-type model. The Reptile example used in the previous chapter is
characteristic of the transaction type model. The complete Reptile description is
variable in length, but each transaction must consist of exactly 5 symbols.
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4.3.4.1 Specific Automata and Models
Consider a model that has n parameters. An example of this could be the Doric
column with parameters which control its height, radius base. Altering these
parameters produces a population of columns as what shown in Frazer [1995]
(see Figure 4.7). Janssen lists parametric models as the first type of generative
technique in his dissertation (Janssen [2004]). The genome of such models will
generally be a list of numbers, which set parameters (or phenotypes) of the model.
Figure 4.7: A family of columns (Frazer [1995]).
The list may consist of integers, real numbers or an element from an enu-
merated list (such as roof type). Many proprietary scripting languages allow the
building of parameterised models, where the values can be altered for different
instances of the model. One of the most well-known of these is the GDL script
that was created by Graphisoft for their commercial software ArchiCAD. As an
example of a very simple parameter-driven architectural model, consider a simple
rectangular building, with the parameters of length, width, and orientation. The
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values used to create instances of this parameterised model would be a list of
three real numbers. A script that accepts these numbers in turn and uses them
to build a simple shed could be defined with an algorithm that reads the length
and places beams at an even spacing along one of the axes of the building and
uses the other parameters to position and lengthen the beams.
Figure 4.8: An elementary example of a parameterized model.
The number of components in the output does vary, therefore so does the
topology, albeit in a very predictable fashion. An important observation about
this type of model is that the code is largely ‘black-boxed’, the inputs affects the
output but no part of the algorithm is visible simply from looking at the input
string.
In the introduction the statement ‘Optimisation is not design – once design
has been reduced to a parametric model, the design stage is over,’ was presented.
It follows that the simple one room model given earlier cannot be considered
a ‘design model’ though it might very well be useful as an aid to getting some
preliminary information i.e. such a model could be used to gather information of
the optimum form and orientation of a building if it was used in conjunction with
energy analysis software and this could then go on to assist the design process.
Another reason for this modelling approach being largely irrelevant to an
generative evolutionary process is that, that no matter how much the parameters
are varied, the outcome is predictable.
As another trivial example of how this type of input can be used to generate
designs, imagine an automaton that prints in 3 dimensions. When initially en-
countering the symbol ‘s’, ‘c’ or ‘t’ it changes the algorithm for a profile to be
printed to either a square, circle or ‘T-shape’ which acts as a description of the
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floor plate. ‘w’ makes the printer plot out the walls corresponding to the profile.
Seeing ‘r’ makes roof be printed and seeing ‘f’ makes the algorithm print out a
floor. The rules set that could define a valid grammar for this printer to work are
described below:
S → A
A→ sB
A→ cB
A→ tB
B → wC
C → fB
C → r
The smallest string that can be produced with this grammar is three symbols
long which would cause the printer to produce a one storey building of one of
the three base profiles given. The grammar also ensures that the symbol which
governs the base profile can only be used once in any sentence. In this case,
the size of the input string is not fixed, though its structure can be described as
linear. Examples of valid strings would be {swfwr}, {sfwfwfwr} which would in
turn have the printer print out the forms shown in Figure 4.9.
Figure 4.9: Simple buildings from printed from two different inputs.
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In other models, it might not be parameters of the ‘form’ that are changed.
Instead the parameters controlled might be that of a grid, which in turn effects
the positions of walls and other building elements. Taking the example of the
Palladian Villa as described by Mitchell [1990], imagine that bilateral symmetry
is a given rule and whatever happens to one side of the grid is automatically
mirrored on the other side. Mitchell’s proposed shape grammar for Palladian
villas ensures that symmetry is always prresent. A set of real values might change
the proportions between the grid lines. It is useful to not hard-code compositional
behaviour into the algorithmic part of the process and should instead be part
of the genome. The reason for this is that the genome changes over time and
eventually the symmetry can be broken. In the ‘Palladian’ grammar of Mitchell’s,
symmetry is compulsory, however in an evolving system, it might be desirable for
symmetry to be lost over time. In the article Mathematics of the Ideal Villa
(Rowe [1982]), the similarities between the Villa Malcontenta by Palladio and
that of the Villa Stein by Le Corbusier are expressed by looking at the grids that
govern both buildings. The Villa Stein can be seen as an evolution of some of
the ideas present in Palladio’s Villa, though over time has lost its symmetry. The
theme of symmetry-breaking will be explored in the next chapter.
4.3.4.2 Generic Automata
Automata of a generic nature shall now be examined. One of the oldest rep-
resentations for describing architectural form was given by Bemis and Burchard
[1938] and is shown in Mitchell’s Logic of Architecture and March’s Geometry of
the Built Environment Bemis’ representation consists of representing a form on
a three-dimensional grid using cubes. A similar representation given by March
includes a formalisation for joining sets of cubes based on operations from set
theory (union, subtraction, intersection). Mitchell [1990] refers to these types of
representations as ‘points worlds’. They are also called voxel representations An
example of a generic representation is the Universal Constructor by Frazer [1995].
The Reptiles project described earlier would also fit into this category.
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Figure 4.10: Drawing after Bemis and Burchard [1938].
4.3.4.3 Dissection based models
An alternative to voxel-based representations is to use subdivision particularly
the division of rectangles. In several texts presented during the early 1970s on
the topic of automated design processes, dissections of rectangular systems were
put forward i.e.Flemming [1978], Bloch and Krishnamurti [1978], Mitchell et al.
[1976]. A simplified system, based on rectangular subdivision shall now be used
to explore orthogonal planning. The representation will use character symbols to
represent rule transitions and subdivision procedures. This simple language uses
the set of symbols { R, h, v, A, B, C, D, E }.
‘r’ will be used to represent the drawing of a rectangle.
‘h’ to split the selected rectangle horizontally.
‘v’ to split the selected rectangle vertically.
‘a’,‘b’,‘c’,‘d’,‘e” are tokens than can be used to name a rectangle cre-
ated, so that it can be referenced later.
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Figure 4.11: Representation using set operations by March and Steadman [1971].
The grammar that is used to describe the transition rules of this system
follows. A new convention used is the | symbol, which can be translated as ‘or’.
In other words S → A|B means that ‘S’ can be replaced with ‘A’ or ‘B’.
S → rN
N → aM | bM | cM | dM | eM | fM
M → ǫ
M → A
A→ aB | bB | cB | dB | eB | fB
B → hC | vC
C → aD | bD | cD | dD | eD | fD
D → a | b | c| d | e | f
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An example sequence from this system is:
r a
a h a b
b v c d
d h d e
The instructions could be interpreted in natural language as:
Create a rectangle and name it ‘a’.
Split ‘a’ horizontally and name the two resulting shapes ‘a’ and ‘b’.
Split ‘b’ vertically and name the two resulting shapes ‘c’ and ‘d’. Split
‘d’ horizontally and name the two resulting shapes ‘d’ and ‘e’.
The dissection sequence is shown in Figure 4.12.
A B C B C
D
B C
D E
Figure 4.12: A set of rectangular dissections.
With this system, the tokens that are at the left end of the string create more
of an impact than the ones at the right end. In this system, the order of the dis-
section operations alters the final form generated. With systems that are based
on serial processes where the order of operations has large qualitative changes,
there is the danger that a small mutation at the wrong position leads to a very
big change in the final form or the solution will become invalid. This makes them
inappropriate for evolutionary modelling which favours gradual development to
find optima. Another limitation of dissecting rectangles is that certain configu-
rations cannot be produced. This as noted by Earl [1977] who gave the example
shown in Figure 4.13 on the left.
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Figure 4.13: An outcome that cannot be accomplished with dissection alone and
a plan that might use this configuration after March and Steadman [1971].
4.3.5 Grid-planning Systems
To explore transaction-based models further a system called ‘Grid-planning Sys-
tems’ (or GP-Systems) is put forward. The problem of space planning is continued
and the evolutionary process developed in the sections to follow. A GP-System
is defined as:
• A numbered grid of rows and columns.
• A set of cells that lie on this grid containing values.
• The initial value that every cell has is ‘0’.
• A list of transaction is used to draw rectangles on the grid.
• Each transaction consists of five numbers which refer to the properties of
the rectangle to be drawn {row, column, width, length, state}.
A instruction such as [3, 2, 4, 2, 5] would tell the automaton ‘Go to the cell
[3,2], then going ‘4’ cells across and ‘2’ cells down, take all the cells that fall
within this subregion and set their state to ‘5’.
After every step, a tracing algorithm will join all the cells adjacent to each
other and trace around their edges creating a polyline. One of the advantages
of this system is that complex shapes can be made by combining rectangles and
holes can be placed within shapes by inserting values of ‘0’ as shown in 4.14. So
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Figure 4.14: Various shapes possible with GP-systems.
the Palladian Villa set that has been encountered in the literature review could
be represented as 4.15.
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Figure 4.15: The Villa Malcontenta with a GP-System.
Having a polyline around each cluster of cells is useful as each boundary
represents can represent a room or a space. Tracing the outline of a cluster is a
simple algorithm and one way this can be achieved is by starting in the upper-
left corner of the cluster orientated down and travelling in that direction, turning
clockwise whenever the next cell is not of the same state. The tracing is complete
when it arrives back at the starting cell. This process is shown in Figure 4.16.
The performance of this representation (how many generations it takes to find
a solution to a given spatial problem) is not dealt with. The aim of introducing
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Figure 4.16: The tracing algorithm.
this representation is to find the limits of expressiveness of such a system. The
most obvious weakness of this representation, is that the relationship between the
cells is not formally stated in the transactions (the genotype), the resulting form
(phenotype) ‘emerges’ from the positions of the cells that make up the structure.
4.3.5.1 Mutation
The genome of a GP-System is made up of the list of transactions that draw
rectangles on the grid. Each transaction is a list of five numbers. For the purposes
of mutation, it is useful to write these numbers in their binary form as a bit-string.
Then mutation operator is very simple, all that is needed is for a certain number
of bits within the genome to flip (from 0 to 1 or 1 to 0). If the mutation amount
is controlled according to some distribution (e.g. Gaussian) then the number of
bits that are flipped can relate to the amount of mutation. Also as the bit-string
runs from left to right, the more a bit is to the right, the larger the change is made
when it is flipped. A gene such as “[0101,0110,1111,1111,1111]” when mutated
will turn into “[0101,0110,1111,0111,1110]” with the 13th and 20th bits flipped.
4.3.5.2 Crossover
The method of crossover is also quite simple. Half the genes from from one parent
and half from the other. Since each gene consists of a transaction,
Combing the string:
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“[01010110111111111111][01010110111111111111][10101011011111111111]”
With the string:
“[11110110111111111111][11110110111111111111][11111011011111111111]”
Will lead to:
“[11110110111111111111][01010110111111111111][10101011011111111111]”
Other operators such as regrouping and migration were not explored in this
dissertation.
4.3.5.3 Selection
‘Selection’ is the process of choosing individuals for breeding the next generation
of solutions. This aspect of the evolutionary process has been left till now, as
having a practical application (in this case GP-Systems) highlights its necessity.
To understand the importance of good selection methods, consider the simulation
shown in Figure 4.17 using GP-Systems with an arbitrary adjacency matrix as
the brief. This simulation used the naive selection process of having the top
dozen candidates survive and become parents for the next generation. As a
result, there is a lot of homogeneity in the population. The solutions that are
shaded in Figure 4.17 are identical solutions. Such homogeneity is wasteful of
resources and can mean that the solution does not manage to break away from the
local maximum and never find its global optimal solution. There are four types
of selection that are used frequently in the literature surrounding evolutionary
computation:
1. Roulette Wheel Selection (proportional fitness selection)
2. Rank Selection
3. Tournament Selection
4. Boltzmann Selection
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In Roulette Wheel Selection individuals are selected from the mating
pool with a probability proportional to their fitness. These individuals breed
to produce the next generation. Algorithm 1 is based on the description by
Sivanandam and Deepa [2007]. In selection methods such as this, there is a
chance that any individual will survive, even if the odds are not in their favour.
In the naive method of simply selecting the best individuals, there is no chance
at all of the weaker individuals surviving and characteristics that may eventually
be useful will never reach fruition.
Data: Unordered List: P , Variables: t, i, r, v, p, f, mating pool size
Result: Chooses individuals from the population (P) for the mating pool
with a probability proportional to their fitness.
begin
Sum the fitness values of every individual in the population;
Name the total t ;
for i := 0 to mating pool size do
Choose a random integer r between 0 and t ;
Set v := 0 (variable to hold values);
Set p := 0 (variable to index the population ;
while v ≤ r do
f:= population[i].fitness;
v:= v+f;
i:= i+1;
Add individual at population[i] to the mating pool;
Remove individual at population[i];
v := 0;
i := 0;
end
Algorithm 1: Pseudo-code for roulette selection.
An advantage of Roulette wheel selection is that it is quite straight forward
to implement. Note that the population has to be unordered and not arranged
in anyway related to their fitness. In contrast, rank based selection processes
have the population according to their fitness values. The fitness of an individual
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Figure 4.17: A run of a simulation using GP systems, areas shaded show identical
solutions due to naive selection process.
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is then set according to its position in the rankings instead of its fitness. This
might lead to a slower rate of convergence than with roulette wheel selection,
but can be more robust (Ba¨ck and Hoffmeister [1991]). Tournament selection
procedures approach the problem in a different manner. In this process, a pair of
individuals to compete for survival against each other with their odds of winning
proportional to their fitness. This allows a great number of weaker solutions to
survive as their are only competing with a random population member and not
the entire population. This method is also interesting as it is feasible to put
forward an interactive system where the user chooses between two individuals
thus guiding the evolutionary process.
Data: Unordered List: P , Variables: R, f1, f2, p1, p2, mating pool size
Result: Has individuals from the population (P) compete in pairs for
their place in the mating pool.
begin
for i:=0 to mating pool size do
Select a pair of individuals at random.;
Name these p1 and p2. ;
Generate a random number R, between 0 and 1.;
If R ≤ r use the first individual as a parent. If R r use the first
individual as a parent. Add the selected individual to the mating
pool. Remove p1 and p2 from P.
end
Algorithm 2: Pseudo-code for tournament selection.
In last selection process to be surmised is Botzmann selection. In this
procedure the analogy of the cooling of temperature acts as a mechanism to con-
trol the probability of the weaker solutions surviving. This varying probability
is called the selection pressure (Sivanandam and Deepa [2007]). The tempera-
ture begins high resulting in low selection pressure and is then gradually lowered
increasing the selection pressure. An analogy can be made with the process of
annealing in metal work, when the temperature is high, there is more movement
in the molecular structure making it more flexible, this is gradually cooled in
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order to allow the molecules to arrange themselves in a rigid form. With slowing
increasing the selection pressure, the genetic algorithm is allowing a narrowing in
on the optimal values. Sivanandam and Deepa [2007] recommends a logarithmi-
cally decreasing temperature to be useful for convergence without the premature
pitfall of being drawn to a local minimum. The probability of an individual being
chosen is given as:
From the point of view of designing suitable representations for genotypes,
the manners in which they mutated, recombined and selected need to be factored
in. This section has explored some aspects that need to be considered when
controlling the variation of the population. Blickle and Thiele [1995] gives an
extensive description of the different types of selection algorithms and their effect
on diversity and convergence.
4.3.6 Final notes regarding Regular Languages
This section has introduced a lot of different themes such as working with gram-
mars, their relationship to automata, different types of models, grid-planning sys-
tems genetic operations. These themes form a base for higher-level exploration in
the next section which is focused on expressivity and morphogenesis. There was a
very limited amount of expression contained in any of the genome representations
that were used in this section. Often a group of parameters would suffice as a
representation of a model and the description of the model would be stored and
described elsewhere. This is a logical system as the number of individuals used
in a genetic algorithm simulation is usually very large, so the individuals on the
population should be described as concisely as possible. The next section moves
away from this and explores the idea of having a more complex representation
but giving it more expressivity so that fewer individuals have to be processed.
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4.4 Context-Free Languages
A more general class of languages, those defined by context-free grammars will
now be explored. Being more general than regular grammars means that ev-
ery regular grammar is also context-free, but not every context-free grammar
is regular. Context-free grammars (CFGs) are probably the most important
class of grammar in computer science. They describe ‘context-free languages’
(CFLs) which have a large range of practical uses. Chomsky [1956] referred
to the formal grammars he was using as ‘phrase-structure grammars’ of which
many were context-free. Some of the most common examples of context free lan-
guages are the mark-up languages used to describe documents such as web-pages
and most modern computer languages such as Java. The popularity of CFLs
stems in part from the availability of efficient parsing algorithms. As an exam-
ple Rosenkrantz and Stearns [1969] describe ll(k) parsing which remains popular
today.
Returning to the problem of representing spatial forms as genes, consider the
amount of information that is present in the genes (the concept kernels) and
the amount that is held in the main algorithm (the part that interprets the
genes). In the previous section, in the majority of representations examined,
most of the structuring was done within the main algorithm, though at times
there were changes in the length and structure of the genotype that had an effect
on the phenotype. This effect was not explicitly defined in representations such as
GP-Systems. In this exploration of context-free languages, more the descriptive
phenotypic information will be held within the kernels.
Instead of describing ‘parameters’ as the representations used in the previous
section did, the aim here is to define ‘rules’ that can be interpreted for the generate
of form. Using rules instead of parameters gives the opportunity to develop one
of the three central themes of this dissertation, which is that of morphogenesis
(growth) and for this reason, the outputs (as shown in Figure 4.18) deal with
iteration. Each iteration can be considered a discrete step of ‘growth’ for the
individual.
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The seed as a set of rules + starting position
A A B 
B A 
Interpreter
Output t=1
Output t=2
Output t=3
Figure 4.18: The kernel as a set of rules and starting position.
4.4.1 Definition and Conventions
In formal language theory, a context-free grammar (CFG) is a formal grammar
in which every production rule is of the form:
A→ γ
Where A is a single non-terminal symbol and γ can be any number of ter-
minals, non-terminals or an empty string (Hopcroft and Ullman [1979]). At this
point, instead of working with individual symbols as was done in the previous
section, entire words can be represented as tokens and shall be shown between
angular brackets ‘<’ ‘>’ when they are non-terminals and in capital letters when
they are terminals. This will make the grammars much more readable. As an
example of a context-free product rule, one describing the rule for arithmetic
addition is given as follows:
< addition >→< expression > PLUS < expression >
Most importantly, structuring elements of syntax can be described for example
parenthesis matching is structured as follows:
< expression >→ LEFTBRACKET < expression > RIGHTBRACKET
This ensures that for the grammar to validate an ‘expression’ then every
open-bracket needs a close-bracket to complete the sentence. Allowing for nested
structures makes this a useful way to describe data structured as trees.
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4.4.2 Precedent Work
Usually approaches to evolutionary modelling that use context-free languages
will be based on genetic programming as opposed to genetic algorithms. A good
source for the computational side to genetic programming as used in this explo-
ration can be gathered from Koza [1990]. Design cases that uses nested represen-
tations have a tendency to be more conceptual and abstract than the examples
mentioned in the previous section (such as the work of Janssen).
Jackson [2001] Coates [2009]
McCormack [1993] Dawkins [1996]
Table 4.2: Examples of evolutionary design experiments.
Table 4.2 gives some examples of evolutionary design experiments that use
context-free descriptions. An important note in these examples is how much
more the topology of the forms change compared to the early ‘parameterised’
examples. This is because the topology directly affected by the genome. In all
of these examples there is also a growing process that is simulated. As with
the Reptile recreation, there is the opportunity to model very complex forms,
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by taking series of small iterative steps. Being able to layer the problem with
different levels of complexity is an aspect of ‘expressivity’ which was put forward
in the introduction.
4.4.3 Composition and Morphogenesis
4.4.3.1 Grid-based Lindenmayer Systems
The GP-systems used in the previous section are now extended by combining
them with Lindenmayer systems which were explained in the earlier Reptile recre-
ation. As with the GP-systems, a grid of cells is used and in the same way,
rectangles are placed on the grid. The major difference is the presence of turtle
graphics within the system. The coordinates of the rectangles are not described
directly in the instructions as with GP-Systems, instead a turtle moves along the
grid using polar coordinates according to a set of instructions which are derived
by rewrite rules which constitute the genome in this case. A GL-System consists
of:
• A grid of cells
• A turtle that moves according to a list of instructions.
• A set of rewrite rules similar to that of L-Systems
• An interpreter that uses the rewrite rules to alter the list of instructions for
the turtle to follow
L-Systems usually require an initial set of symbols. GL-Systems will always
take ‘S’ as the initial symbol set, so all that is needed are the production rules.
Implementing a reader for Lindenmayer systems can be achieved with the use of
a pushdown automaton. The position, orientation and distance that of the turtle
is pushed (as a 7-tuple) and then later popped. With Lindenmayer systems, the
commands for moving the turtle are given in the next table.
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f which makes the turtle move forward.
+ which makes the turtle turn right (by an angle that is set at the
start, with the GL-Systems used here, it is always 90 degrees).
- which makes the turtle turn left.
| reverses the turtle’s directions (left becomes +, right becomes −).
The commands which make use of the turtle’s memory are:
[ which saves the position and orientation onto a stack.
] which retrieves the last saved position (this is a last-in, first-out
system).
Some special (GL) commands (outside those of Lindenmayer systems) for
altering the behaviour of the turtle are:
l followed by a number, change the distance that the turtle travels
with each move. Save the position to the stack using one of the
locations on the position vector.
o revert to the original length saved in memory.
% saves the position onto the stack. When encountered twice, a rect-
angular subregion is defined between the points.
As with the GP systems, non-rectangular shapes can be made by combing
rectangles of the same state or by subtracting rectangles with the state ‘zero’.
It should also be noted that the elements created during the reading of the
string do not necessarily have to be ‘rooms’ or ‘spaces’, but can be virtual entities
like an axis or a junction. Standing half-way between the natural language models
such that were described previously and the very low level models such as the
GP systems, the new GL-systems stand as a good compromise, allowing us to see
structural changes in the genotype affecting the phenotype directly.
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Figure 4.19: Rectangles overlaid on the grid.
4.4.3.2 Composing plans
One of the major advantages of using GL-Systems is that many compositional
motifs can be described. In the case of Palladian Villas, a compositional feature
might be that of bilateral symmetry. As previously stated, it is better that
compositional patterns not be hard-coded into the algorithmic side of the process
as the system would then never be able to lose or gain those traits during their
evolution. Some compositional themes (Linearity, bilateral symmetry and radial
symmetry) used will now be represented with L-system rules. Linearity can be
ached simply by making the turtle move forward with the symbol ‘F’.
S ⇒ f [A]
A⇒ +f
Bilateral symmetry can be achieved with the use of the ‘|’ symbol.
S ⇒ [A]|[A]
A⇒ f
This segment uses the ‘|’ symbol to reflect the turtles movement, drawing
whatever set of instructions is defined by ‘A’ and the drawing the same instruc-
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tions mirrored. The square brackets instruct the turtle to revert to the starting
point. Radial symmetry can be described with:
S ⇒ [A] + [A] + [A] + [A] + [A]
A⇒ f
Assuming that ‘A’ itself draws something symmetrical, this code draws ‘A’
then returns to the origin, rotates and follows the next command. If ‘A’ is not
symmetrical, then this produces a pin-wheel pattern. Palladio’s Villa Cornaro
is represented with GL-Systems using some of these compositional segments in
Figure 4.20.
Villa Cornaro
Figure 4.20: Palladio’s Villa Cornaro approximated with a GL-System.
.
GL-systems can be used in a similar manner to the parameterised model used
in the previous section. If a ‘skeleton’ or body-plan of a Palladian Villa is created
such as those used to describe the Villa Cornaro, then altering its parameters
can be used to produce other Palladian villas as shown in Figure 4.21. However
unlike the parameterised models though, there exists a relatively easy mechanism
for altering the body-plan by the changing the genome which gives this form of
representation an advantage over the preceding ones.
In describing a floor plan such as that of Martin House in the literature review,
the use of major and minor axes is important. These are highlighted by removing
the grid and spacing out the rectangles in Figure 4.22.
One of the most interesting aspects of this form of representation is that
various motifs can be combined. For example combining a linear pattern with
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Villa Cornaro Villa Foscari Villa Pisani
Villa Badoer Villa Thiene Villa Rotunda
Figure 4.21: The Palladian villas chosen by (Wittkower [1971]) described using
GL-Systems.
symmetry can be implemented in at least two ways as shown in Figure 4.23. This
characteristic is very useful in preserving the ‘concept’ and later sections will
explore ways of replicating this property.
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Figure 4.22: Elements spread out to show the axes.
Z ->  [BF] | [BF]
Y ->  F[C]  F[C]  F[C]  F[C]  
A   ->    FF[Z]    FF[Z]   FF[Z]     FF[Z]  
A ->  [Y] | [Y]
Figure 4.23: Combination of two motifs.
4.4.3.3 Simulating Morphogenesis
Lindenmayer systems were originally designed with the morphogenesis of plants in
mind. This can be adapted for other purposes such as keeping with compositional
themes.As an example linear growth can be represented with the rewrite rule:
S ⇒ Sf [A]
A⇒ +f
With an initial symbol of ‘S’, this bit of code tells the turtle to draw as
successive iterations of this rule will produce ‘AF’, ‘AFF’, ‘AFFF’ and so forth,
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‘[A]’ can be replaced with a procedure that draws some other form and this
shall be performed at regular linear intervals. The bifurcating growth of tree-like
structures can be represented with:
S ⇒ S[+[A]S][−[A]S]
A⇒ f
This creates the tree structure similar to the one shown in the Reptiles exam-
ple. A recursive tree structure is created by inserting ‘A’ into the right-side of the
rule. Growth can be used to group designs of similar compositional themes by
comparing different iterations of the same code. Figure 4.24 shows two iterations
of a GL system. The two have the same kernel but are simply at two different
stages of growth. This representation allows for these two to be connected and
be situated within the same family which was not possible in the representations
used with GP-Systems.
Figure 4.24: A GL representation of a Villa’s growth after two and three itera-
tions.
4.4.4 Genetic Operations
Genetic operations with GL-systems is more complex than with GP-Systems as
the task of keeping each sentence ‘correct’ requires more sophisticated proce-
dures. As stated before, the search space must have smooth transitions so that
the process really is evolutionary i.e. the children are inheriting traits from the
parents, however simply moving parts of the GL code out of place can vastly
change the outward appearance of them. The most common way to recombine
hierarchical systems is by using Genetic Programming (Koza [1990]), which oper-
ates on tree-structures. Genetic programming works with tree-structures instead
of bit-strings. To show the usefulness of a tree structure, Figure 4.25 gives the
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mathematical equation ‘(3+2)*4’ and the numbers of the equation form leaves
(nodes of the tree without children) while the arithmetic operations are parents
of these leaves.
3 2
+ 4
x
F F
F F
[ ] [ ]
+ -
F
F
F+
[ ] [ ]
Root Root
F-
Figure 4.25: A tree representation of the equation (3+2)*4 and of the GL-code
‘FF[+F][-F]’ as a n-ary and binary tree.
In a similar manner, the rewrite rules of GL-Systems can also be visualised
as a tree as shown in Figure 4.25. The simple turtle operations such as moving
forward and turning left or right are leaves, while the nodes representing memory
storage (the square brackets) form parents of these leaves.
F
F
F+
[ ] [ ]
Root
F-
[ ]
[ ]
FF[[+F][[-F]]]
- F
Root
F
[ ]
F+
[ ] [ ]
Root
F-
[ ]
[ ]
- F
F[-F][[+F][[-F]]]
-F
Figure 4.26: A recombination operation on a rewrite rule.
4.4.4.1 Crossover
Unlike the species present in biology where the body-plan remains the same,
with spatial design, the interest is in topological change. How to keep population
members as emerging from the same family while having them being topologically
different comes as a challenge. In the case of the villas, this was done by using
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virtual elements (axes) which are directly controlled by the genotype but are not
present as elements in the phenotype. As the structure of all the Villas are the
same, recombination and mutation can happen in a very similar manner to the
bit-string operations of the previous section. The only parts that change are the
number values that changed the lengths of axes - so these can be lined up as
bit-strings and the same operations from the previous section used.
To connect all the Palladian Villas, a skeleton was overlaid and the parameters
of this were changed in order to change plan. In Figure 4.21, in the overlay of the
skeleton on some of the Villas, there are points on either arm that exist in the
skeleton but have no impact on the outward appearance of the Villa. However
without those points, the connection between the Villas as a family of solutions
would be lost, the nodes can be considered a ‘vestigial’ part of the structure
(meaning that it has lost its original purpose). In finding skeletons for families
of form, Goethe’s archetypical plant the urpflanze comes to mind. While this
concept is not accepted in biology is does allow us to visualise how all plants,
despite their different outward appearances share a common ancestry.
4.4.4.2 Mutation
Mutation operates in two ways. In changing the lengths of axes and the sizes of
rectangles, it would operate on the numbers within the seed only. In changing
the structure, a list of possible branch types is needed (in the cases used so far
there were very few - one branch that made the axis elongate, one that mirrored
movement and one that drew a rectangle). These can be randomly inserted
into the tree-structure or an existing branch replaced, the key is to have enough
novelty enter the system, but not to let it overrun the population so a much
higher amount of mutation should be needed to perform the branch-replacement
than the length-adjusting actions.
It is good practice to design the seeds so that the more important elements
are arranged closer to the root. This way, it takes a very large mutation to alter
things closer to the root and the evolutionary process will be more stable.
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4.4.5 Final Notes
This section made use of GL-System to describe much higher-level information
and concepts than the section before. Compositional features were captured
using this system such as symmetry and linearity. By encoding some of these
features into the genotype of the model, it becomes possible to allow patterns to
propagate, but also recombine in complex ways. Representing an iterative growth
process also allows for the gradual build-up of complex form. An issue raised with
serial procedural representations for genotypes within a generative system, is the
overall stability as a small change in genotype could lead to an large change in
the phenotype. These representation is also more complex to implement than
the representations used previously. As almost all the algorithms used in this
chapter are serial in nature, this issue is highlighted as the central problem with
the algorithmic approaches of this chapter and the main reason for the approach
put forward in the next section. Virtual (or compositional) parts of the model
were also built upon. The virtual items were grids, axes and mirror planes. By
virtual what is meant is that this is an entity that does not appear in phenotype of
the form, yet it is there ordering it within the ‘virtual space’ where the epigenesis
is happening. To connect with the type of expressive language used in Eisenman’s
analysis (from the Literature Review), these virtual entities are needed. Therefore
the advantage of this representation is how compositional themes could be used
while still being simple enough to be suited for evolutionary operations. Methods
for performing genetic operations (mutation and recombination) derived from
genetic programming were presented. In the case of the structure of the two
parents being, in which case recombination means only altering the numerical
values held in the leaves of the tree. Otherwise copying subtrees from each parent
to create a new tree can be used for crossover process. Mutation can be performed
by changing the numerical values within a particular branch or by generating a
subtree randomly. The former leads to small amounts of change, while the latter
changes the structure of the form. The branch swapping process is very unstable
and it would be difficult to construct a process that guarantees good results.
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4.5 Context-Sensitive Models and Turing-complete
Languages
Context-sensitive grammars are the next class of grammar on the Chomsky Hier-
archy (Type-1 grammars). The key difference between a context-sensitive gram-
mar and a context-free one is that the left hand side of the rules are not limited
to containing a single non-terminal. Any number of symbols can appear to the
left and/or right of the non-terminal provided the same number or more are on
the right-hand side. The grammar is thus expressed as:
αAβ → αγβ
Where ‘A’ in a single non-terminal as every grammar used so far, α and β
are strings of non-terminals and terminals) and γ is a nonempty string of non-
terminals and terminals) as with the context-free section. The symbols adjacent
to the non-terminal symbol define the context that the non-teriminal sits in. One
of the properties of context-sensitive grammars is that the string never contract
in length - like the L-systems that kept growing (or staying still) there was no way
to replace symbols with fewer in number. Compared to the other three classes of
language, this is the least used in the practice of computer science. They instead
are useful in natural language processing. This section deviates from the two
previous sections in that it does not look at grammars operating on sentences
which are interpreted to create a form. Instead, the ‘context’ will be set as the
epigenetic space where the phenotypic traits are actualised. The genome can set
rules that are responsive to a certain context, for example a gene that describes
a certain type of window that can only be present on exterior walls, or an ensuite
that can only exist adjacent to a bedroom.
Note in Figure 4.27 how the arrow between the phenotypic section and the
interpreter is bidirectional. This is a extension of the type of model used in
the previous context-free section where the interpretor did not have access to
the ‘context’. The example given in the introduction to this chapter was the
case of allowing a special room (the water-closet) to only exist if it was between
a bedroom and a living room. Any other situation would not have been valid
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The seed as a set of rules + starting position + environment
A A B 
B A 
Interpreter
Output t=1
Output t=2
Output t=3
Figure 4.27: A model representation where the rules can make references to the
environment.
according to that grammar. To expand on the idea of controlling procedures with
regard to a specific ‘context’ the example of a bedroom design will be explored.
4.5.1 Precedent Work
Generative design examples that directly use context-sensitive languages are very
rare. An example of a context-sensitive grammar being use to drive the creation
of an architectural plan (in a manner very similar to that of Jo and Gero [1998]
from the earlier section, is the case given by Wojtowicz and Fawcett [1986] and
shown in Figure 4.28.
Figure 4.28: An example of a design model that uses a context-sensitive grammar
drawn after Wojtowicz and Fawcett [1986].
Precedents that are close in theme to this section include work on cellular
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automata such as the examples in Table 4.3.
Frazer et al. [1995] Batty [2007]
Herr and Kvan [2007] Krawczyk [2002]
Table 4.3: Examples of design experiments using cellular automata.
The shape grammars mentioned in the literature review tend to resemble
context-free language grammars, though a link with the Chomsky Hierarchy is
not direct (Knight [1999]). It was expected that with the increase in computa-
tional power and knowledge regarding pattern recognition that more sophisticated
(context-sensitive) shape grammars would be implemented (Mitchell [1990]). The
topic of implementing context-sensitive or unrestricted shape grammars still re-
mains a challenge. A simpler alternative representation to shape grammars (and
all of the formalisms surrounding them) is the use of a smaller subset of geometric
operations as used in most procedural languages. As an example of procedural
programming with shapes Coates et al. [1981] give the SPL (shape processing
language) described in the literature review. Other historically significant proce-
dural languages include AutoLISP from Autodesk. Today all of the major CAD
modelling applications contain a scripting option.
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The approach used in this section, discretises the representation of a room
into a cellular grid, hence the connection with cellular automata. These systems
are much easier to implement than shape grammars especially as with this case,
their use is limited to orthogonal spatial planning.
4.5.2 Extending GL-Systems
The GL-Systems of the previous section will be extended to components that
represent furniture. The aim of this representation is not to hard-code either the
coordinates (as GP-Systems do) or the pattern (as GL-Systems) of the furniture.
Instead the furniture is represented by the state of a single cell which can ‘move’
any where within the bounds of the room represented by the grid. The cell only
examines its immediate neighbours, the eight cells around it (six if at an edge
and three if at a corner). The movement of the cell is influenced by attractors
and repulsors. When the cell finds a location that meets its needs, its movement
stops and its ‘parent’ (the boundary which holds it) it receives a signal. This
process can be seen as an abstraction (and very heavy simplification) of cell
migration in biology. Each of these ‘furniture cells’ is moving around until it
finds a ‘context’ to place itself into. The example of designing a bedroom was
chosen to explore this extension to GL-Systems, as it is one of the simplest of
room types. This representation draws from the lattice-gas automata that are
popular for the simulation of the Navier-Stokes equations (Frisch et al. [1986]).
Lattice-gas automata are similar to the more commonly known binary automata
(such as Conway’s Game of Life) but differ in that each cell has a list of channels
that are used to represent the ‘state’ of the cell in each channel.
The elements that shall be used in this system are:
1. A room which consists of four walls, arranged orthogonally
2. The room contains 1 bed.
3. The room contains 1 door.
4. The room contains 1 study desk.
5. The room may contain windows along one wall.
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From this description, some of the possible room sizes would include those
shown in the Figure 4.29.
Figure 4.29: Some room configurations.
To represent the problem, the grid notation used in the section on regular
grammars will be used. Eastman used a similar representation in the General
Space Planner (Eastman [1972]). This simplified representation is shown in Fig-
ure 4.30.
The algorithm will use some heuristics:
1. Avoid placing the closet where it will be in front of a window.
2. Avoid placing the bed where it will be in front of a window
3. Try to place the bed with axis along the centre of the wall the headboard
is against
To assist with making use of these heuristics, the cells of the room contain a
gradient which represents the proximity of that cell to the elements of the room
(walls, windows, doors). This shown in Figure 4.31. Each element of furniture
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Figure 4.30: Room divided into grid and cells on perimeter have been tagged to
a different state.
can be represented as a ‘channel’ that the cell contains. In this particular case,
each cell contains four channels (one that represents the furniture object located
on that cell, one for its proximity to a window, one for its proximity to a door
and one for its proximity to a wall).
These migrating cells try and find a position that has enough space to expand
to the furniture that they represent which need a certain configuration of ‘free’
cells. That is to say, cells which have no furniture other furniture on them. The
configurations of cells that each furniture element needs are shown in Figure 4.32.
Furthermore, each furniture cell has a set of rules that control its behaviour
and related to the heuristics that were mentioned before. The behaviours de-
scribe how they react to the gradient channels, either avoiding or being attracted
towards different states. These are listed in Figure 4.33.
The algorithm for a cell’s movement is similar to the roulette wheel selection
described earlier. In the case of attraction, the first step is to add the values of
the channels in the neighbouring cells together (in the case of the grid used in
Figure 4.34 the total values would be 16 which is 3 + 1 + 1 + 1 + 1 + 1 + 3 + 4
and its own value of 1, going clockwise around the neighbours). A random value
between 0 and this sum is then chosen and this corresponds to a direction that is
represented by that number i.e. the first three numbers represent the north-west
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Figure 4.31: The gradients of cell states for each element channel.
direction, the next five are north, north-east, east, south-east, south, the ninth
to eleventh numbers represent south and the last four numbers represent west.
There is a high probability of the cell moving west (a four in sixteen chance)..
The procedures for repulsion is also simple, the largest value of the surrounding
cells is taken and then each neighbouring value is subtracted from this. In the
case of the grid in Figure 4.34 on the left, the values would each be subtracted
from four for the procedure and their apparent values are shown on right.
A particular process for a bed establishing itself within the room might take
the sequence shown in Figure 4.35.
The algorithm might keep track of every position that a cell has been in, to
avoid having to re-do the testing for space at each iteration. The advantage of
this representation lies ins how easily it can be reconfigured for a different room
type, how simple it is to implement and also how quick the computation is on
arrays of cells as the calculations would largely be based on look-up tables set
during the initialisation of the algorithm.
Figure 4.36 is an example of a ‘good’ solution,it may not be the ideal solution
though, for example the gap between the desk and bed might be too small for
wheelchair access or the bed position might not be allowing enough ‘free’ space.
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Figure 4.32: Furniture elements represented with cells.
b
w o
Attract Repel 
t
t
w o
Attract Repel 
b
Figure 4.33: The behaviour of each ‘furniture cell’.
Even in a case as simple as this, it is impossible to objectively describe what
constitutes the ‘perfect’ solution.
The genetic operations in this representation are identical to those in the
context-free section, all the extended operations take the form of a tree structure
as well, so genetic programming can be utilised.
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Figure 4.34: The movement of a furniture cell.
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Figure 4.35: Furniture elements.
4.5.3 Unrestricted Grammars and Computation
One of the aims of this chapter has been to look at a spectrum of representations,
between kernel and processor. At one end of this spectrum, the kernel is merely
a list of parameters and the description of the model is held within the actuator.
On the other end of the spectrum, the processor only has the most basic machine
instructions and both the description of the model and its logic are held within
the kernel. These comments are based on an abstract, as an implementation on
a real computer would be based on different layers of software (the operating
system, the main application and the kernel). All the layers apart from the not
the kernel and the interpreter that reads it have been grouped together as the
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Figure 4.36: An example of a good solution to the requirements.
‘processor’.
The kernel as an algorithm using iterations for computation
A A B 
B A 
Iterator
Output t=1
Output t=2
Output t=3
Processor 
Algorithm
Figure 4.37: A general processor reading a general kernel.
Unrestricted grammars (Type-0) are the most general class on the Chomsky
Hierarchy. They define languages which are referred to as recursively-enumerable.
The most interesting aspect of this class grammar is the relationship it has with
computation. Type-0 grammar production rules are defined as:
α→ β
αandβ have no restrictions at all as to what they can be. Thus, unrestricted
grammars are the only class of grammar that allow sentences that can become
smaller after being rewritten according a production rule. In previous sections,
production rules were used to enforce structurally valid ‘sentences’ that could be
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read by the processor. In this section, the focus is instead of the actual process
of computation. Some limitations of the descriptions used in previous sections
relate to their non-contracting nature. If the simple example of“S → SF” is
examined then it is possible to have the following sentences formed:
S
SF
SFF
SFFF
SFFFF
It is however difficult to limit the number of ‘F’s to a range for example,
specifying the language that only includes {‘F’,‘FF’ and ‘FFF’}. This type of
restriction can be enforced with the production rules of an unrestricted grammar.
The implications of this are quite complex and would be easier to expand upon
with an understanding of the relationship between unrestricted grammars and
the automata that read the languages produced by them.
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4.5.4 Computation
One of the simplest abstract model of a general (universal) computer is the Tur-
ing machine first published by Alan during in 1936 (Denning et al. [1978]). His
aim was to define a formal method of describing an algorithm or ‘step-by-step
procedure’ (Turing [1936]). Denning et al. [1978] defines a Turing machine as the
four-tuple:
M=(Q,T,P, qi)
where Q is finite set of control states and includes the initial state
qi,
T is the alphabet
P is the algorithm described with special special instructions.
It is however much easier to visualise a Turing machine as a control with a
single tape and register as shown in Figure 4.38. Each of the instructions in P
tell the control to move the tape head to the left or right depending on what
symbol the tape head is reading at its position along the tape. An important
characteristic of a Turing machine is its capacity to store and retrieve an unlimited
about of data as well as the ability to write onto the tape. If a Turing machine
reaches a point along the tape when there are no longer any instructions to move,
it is said to have halted. Detailed descriptions of the computational properties
of Turing machines are given by Denning et al. [1978] and Hopcroft and Ullman
[1979].
An unrestricted grammar can be written to perform the same computational
task of a Turing machine. The language ‘Thue’ by Colagioia [2000] is based
entirely on this concept. As an example of how such a grammar would work, the
following unrestricted grammar adds one to a given binary number:
S → #s1010#
s0→ 0s
s1→ 1s
0s#→ a0#
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# 1 0 1 # # # #
Figure 4.38: A conventional drawing of a Turing Machine.
1s#→ a1#
#s#→ a##
0a1→ a00
1a1→ a00
#a1→ a#0
a0→ 1f
a#→ 1f
f0→ 0f
f1→ 1f
The first production rule S → #s100#, sets the process up with ‘100’ (which
is 4 in decimal) and the sentences that are produced are as follows:
#s100#
#1s00#
#10s0#
#100s#
#10a0#
#1a01#
#10f1#
#101f#
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At the end of applying the rules (note that only one production could have
been applied at each iteration) the final outcome is ‘101’ which is 5 in decimal.
The equivalent action by a Turing machine is shown in Figure 4.39.
Q0   Q0
# 1 0 1 # # # # # #
Q0   Q0
# 1 0 1 # # # # # #
Q0   Q0
# 1 0 1 # # # # # #
Q0    Q1
# 1 0 1 # # # # # #
Q1    Q1
# 1 0 1 # # # # # #
1 0
1 #
0 Q1    Q1
# 1 0 0 # # # # # #
1
# 1 1 0 # # # # # #
H
H
Figure 4.39: A Turing machine adding one to binary string.
A feature such as this could be added to an extended form of the GL-Systems
used previously. Returning to the example given at the start of limiting the sen-
tences produced to a particular range, the production rules below give instructions
to produce as many ‘F’s as the input given (in binary) on the tape.
Go to the end of the binary number
(Q1, 0)⇒ (Q1, 0, R)
(Q1, 1)⇒ (Q1, 1, R)
(Q1, )⇒ (Q2, , L)
Subtract one from the binary number
(Q2, 0)⇒ (Q2, 1, L)
(Q2, 1)⇒ (Q3, 0, R)
(Q3, 1)⇒ (Q3, 1, R)
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(Q0, 0)⇒ (Q3, 0, R)
Add an ‘F’ to the end of the tape
(Q3, )⇒ (Q4, F, L)
(Q4, F )⇒ (Q4, F, L)
(Q4, 0)⇒ (Q2, 0, R)
(Q4, 1)⇒ (Q2, 1, R)
(Q2, F )⇒ (Q2, F, L)
(Q3, F )⇒ (Q3, F, R)
(Q4, 1)⇒ (Q2, 1, R)
Iterating through these rules with a tape that begins with ‘101’ (5 in decimal)
leads to:
101
100
100F
101F
111F
011F
011FF
010FF
010FFF
011FFF
001FFF
001FFFF
000FFFF
000FFFFF
Altering the initial input written on the tape will change the number of ‘F’s
that are produced. In this case both the input and the rules would have be
represented in the kernel for the process to work. The rules for a Turing to follow
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are easier to notate than that of an unrestricted grammar as the right hand side
need only have 3 symbols. The major difference is that the initial state would need
to given in a separate notation, unlike GL-Systems where the initial state could
be given as a production rule. One notation that could be used to give Turing
machine instruction within GL code is to separate the two sections, in this case
with an & symbol and to have the control rules in a similar form to the rewrite
rules used previously but with two left-hand symbols, one to show the state and
what symbol the tape head is reading. An example of this (taken from the first two
rules of the counting Turing machine) is 101&Q1, 0 : Q1, 0, R; Q1, 0 : Q1, 1, R; .
R
R R
R R
R
#/0
#/1
#
#
R
0,1 0,1
2 3
0/x
1 x/0
y/1
0,1
0,10,1
1,y
0,1
7 #
6
54
L0,1
8
H
#
9
Figure 4.40: A Turing machine copying a string.
The examples used so far represent specific algorithms designed with a partic-
ular task to be performed. Turing’s genius lay in observing that it was possible
to design a single machine that could do the work of any other Turing machine,
changing only its input tape. This design is called a universal Turing machine.
A diagram of this universal Turing machine is shown in Figure 4.41 draw after
Denning et al. [1978]. The relevance of this diagram (the components that make
up a universal Turing machine) will become apparent in the next chapter.
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Figure 4.41: A universal Turing machine after Denning et al. [1978].
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4.5.5 Evolving algorithms
Evolving Turing complete descriptions is a much more complex task than with
any of the other types of languages that have been encountered so far. While it
is a very attractive avenue to evolve algorithms, there are many issues that arise
with goal. Sivanandam and Deepa [2007] points out that even in the early days
of evolutionary computing, researchers were looking at ways to evolve programs
instead of writing them manually. Sivanandam and Deepa [2007] also notes the
difficulty in designing fitness functions and genetic operators on these programs.
He further notes that the languages best suited for evolutionary programming
are lower-level languages and indeed some of earliest evolutionary programming
explored with finite state machines (Fogel et al. [1966]).
While GL-Systems could be extended to make use of more general computa-
tional features such as access to memory and evaluating expressions, it is ques-
tionable as to how much ‘evolution’ is taking place. When an algorithm is serial
in nature, making a small change anywhere along the program can lead to a very
large change in the way the algorithm works. To add to this, merely keeping
the syntax of the language correct is already more of a complex task than the
previous representations.
What has been observed here, is the central problem of stability as described
in the introductory chapter. While evolving algorithms is a very attractive goal
as they have the finest granularity from all the representations encountered, their
stability is very weak. The next chapter addresses this problem by using processes
that work in parallel instead of serially, limits the types of functions that can be
produced and uses non-deterministic rules based on probability instead of the
deterministic rules in this chapter.
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4.6 Summary of the Computational Paradigm
This chapter introduced various systems for producing orthogonal floor plans,
each reading in kernels structured according to a different class of language.
Each language was structured by a different class of grammar, using the Chom-
sky Hierarchy to order the grammars according to generality. The first sys-
tem (Grid-Planning Systems) was based on a regular language description of the
genome. The second approach (Grid-based Lindenmayer Systems) was based
on a context-free genome. Some extensions that required context-sensitive deci-
sions and general computing were presented last. The most basic system allowed
genetic operations to be performed with ease, it was however a poor way of con-
ceptualising the design ideas in the solution as there was no explicit description
of the composition.
To allow for the explicit description of compositional features such as sym-
metry, axes and mirror lines, GL-Systems were put forward. These were based
on Lindenmayer Systems which were originally developed to describe plane mor-
phogenesis. By encoding some of these features into the genotype of the model,
it becomes possible to allow patterns to propagate through the gene pool as well.
It also allows for some interesting recombinations to be made by mixing patterns
together. Virtual parts of the phenotype were also described. In this context,
what is meant by virtual is that the feature appears in the phenotype as a an
ordering principle rather than something literal. An example of this is a mirror
plane which is a virtual entity as opposed to a wall that is literal. This section
put forward virtual entities such as lines of repetition, mirror planes and axes.
To connect with the architectural language that was described in the literature
review (as with Eisenman’s analysis), virtual entities are needed.
An issue that was raised with all these systems was in the use of a genotype that
was read serially. This impacted on the systems stability as a small change in the
genome could lead to a very large change in the phenotype. A possible solution to
this problem is to allow for self-organisation to occur. In fourth section, looking at
the arrangement of furniture in a bedroom, the layout was not given explicitly in
the genome, instead various ‘cells’ were allowed to move around till they found a
position that met their requirements. This is an example of bottom-up behaviour
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as opposed to a genome that dictates the phenotype (top-down behaviour). The
next section expands on this theme by having components work in parallel as a
dynamic system.
Having worked through these experiments, some comments can now be made
regarding the relationship of this thesis to precedent work in the field of EDM.
Two of the best documented implementations come from Homayouni [2007] and
Janssen [2004]. Homayouni gives details about the performance of the genetic al-
gorithm used for spatial planning and Janssen describes an overall robust frame-
work. None of the implementations used in this chapter have been designed
regarding computational performance or as approaches for practical use. In-
stead, the focus of this research is on examining the actual genetic representation
and finding ways of adding complexity to the genome. In both Homayouni and
Janssen’s work, the primary means of adding complexity to the evolutionary pro-
cess is by adding fitness functions or design schema while the genes stay simple
(which is one of the best ways to also keep them stable after genetic operations).
The gene representations used (i.e. GL-Systems and their extensions) grow in
complexity over time but come at the price of less stability.
The conclusion that was reached in this exploration of the different classes, was
that while the simpler descriptions were more stable, easier to generate and usu-
ally more consistent in the transfer of features through the generations, they were
also the least expressive. Having more complex additions increased the granu-
larity of the description, allowing the description of compositional motifs and
functions as well as allowing for novel motifs and functions to evolve. They did
however make the description less stable. In this regard, as the expressivity and
granularity pair are improved, the stability of the representation is weakened. It
is a difficult task to achieve a balance between a system that has the freedom
for novelty (is expressive and has high granularity) while also having it stable
and consistently producing good solutions. It is also harder to define meaning-
ful genetic operations on the higher systems. The next chapter shall look at a
different paradigm for approaching this problem. Having worked through these
experiments, some comments can now be made regarding the relationship of this
thesis to precedent work in the field of EDM. Two of the best documented imple-
mentations come from Homayouni [2007] and Janssen [2004]. Homayouni [2007]
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gives details about the performance of the genetic algorithm used for spatial
planning and Janssen [2004] describes an overall robust framework. None of the
implementations used in this chapter have been designed regarding computational
performance or as approaches for practical use. Insteaf
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Chapter 5
The Systems Approach
Now we had an entailment structure (or web as he started to like to
call it) in which dynamic topics were stable because of their relations
with each other as reflected in the forces acting between them. Forces
generated by a circular self-referential process which would regress
infinitely, unpacking into stable triples of concepts as derivation piled
upon derivation. This was the beginning of mechanoneurophysics and
the foundation for Pask’s last theorem:“Like concepts repel, unlike
concepts attract.”
Green [2001]
In the algorithmic approaches that made up the narrative of the previous
chapter, the concept kernels consisted of lists instructions that were interpreted
by various automata. The instructions were read serially (or sequentially). The
explorations of this chapter will contrast the serial nature of the prior kernel rep-
resentations with parallel processes. Instead of describing the solution directly
within the genome, self-organisation and emergence will be used as mechanisms
to produce form. The same problem of evolving solutions to orthogonal spatial
planning problems will be used for this exploration, with similar key themes to
the last chapter (morphogenesis, composition, expressivity). However the explo-
ration will now be more qualitative and less concerned with the particulars of
implementation. The study of systems falls within the field of cybernetics. This
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part of the dissertation shall draw from the writings of Gordon Pask, an English
cybernetician and psychologist particularly his text ‘An Approach to Cybernetics ’
from 1961. Pask begins his definition of cybernetics with the original proposition
from Norbert Wiener as “the science of control and communication in the animal
and the machine,” moving to Stafford Beer’s view that “cybernetics as the sci-
ence of proper control within any assembly that is treated as an organic whole”,
finally moving to Ross Ashby’s interpretation that the emphasis should be on
“abstracting a controllable system from the flux of the real world (for abstraction
is a prerequisite of talk about control” (Pask [1961]).
The central proposition put forward in this exploration, is that the concept ker-
nels can represent the way in which the parts of a large system relate to each
other and achieve stability. The difference in approach between this and the last
section is that only local interactions are described, in a manner similar to the
rules of cellular automata (recall the extended context-sensitive representation
used to model a bedroom). Less of the phenotypic features of the evolved form
are held directly within the genes, instead they ‘emerge’ out during the mor-
phogenetic process. The genes describe the conditions under which these traits
emerge.
The second key text that shall be used for study of systems comes from the biol-
ogist James Miller and his work on Living Systems written in 1978. To demon-
strate a way of understanding the components of a system within the evolutionary
design process, Miller’s conceptualisation of critical subsystems will be used to
design the building blocks of the concept kernel. Miller’s focus was in defining a
set of hierarchical subsystems which interact to structure a living system and it’s
interaction with the environment in which it lives.
The types of subsystems he presented were meant to describe the interactions
of a system at any level from a single cell, to an organism, a town or even a
country. In this context ‘hierarchy’ refers to systems containing other systems,
in the way that a living animal contains organs as subsystems and each organ
contains cells as subsystems and each cell contains components such as the cell
wall, DNA and mitochondria. He conceptualised these subsystems in relation to
the way they process matter, energy and information. The kernel representation
that is put forward in this chapter shall be referred to as ‘ML-Systems’ after
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Miller’s Living Systems Theory.
This chapter shall explore themes relating to the analysis of systems, from the
observation of their macroscopic behaviour. These themes include self-organisation,
hierarchy, permeability, symmetry breaking and stability. Hierarchy and perme-
ability are aspects of the structuring of the genome. Stability has been a key
theme throughout the previous chapter and takes an even more important place
in analysing the behaviour of a system over time.
With many evolutionary computation techniques, there is a need for the muta-
tion allowed to follow a normalised distribution (De Jong [2006]), so that the
large amounts of mutation occur less frequently than the small amounts which
help the evolutionary system converge on a solution. Therefore these is a need
for similar solutions to be located within the search space with a closer proxim-
ity to each other than solutions that are very different. Taking the evolutionary
metaphor further, this chapter will use speciation (the separation of species) as
a principle for genetic operations and place emphasis on genetic lineage instead
of the search-space representation used in the previous chapter.
Symmetry breaking is an important theme within morphogenesis. The method
proposed by this dissertation relies on the use of reaction-diffusion mechanisms,
a model first described by Alan Turing in 1951. Sometimes these are described
in literature as ‘Turing Patterns’ (i.e. Varea et al. [1999]). The founding ideas
behind Reaction-Diffusion patterns were created by Turing as a means to explain
the mechanism behind morphogenesis in plants. This model was chosen to com-
plement Lindenmayer systems used in the previous section which were also put
forward as a means of describing the morphogenesis in plants. One important
aspect of reaction-diffusion systems is that they demonstrate how small amounts
of irregularity can lead to high changes in the overall distribution of chemical
quantities and how this can be used to break symmetry or reach a stable state.
Finally, the case-study of Frank Lloyd Wright’s Martin House will be used to
illustrate the morphogenetic process of an ML-System.
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5.1 Miller’s Living Systems
My central thesis is that systems at all levels are open systems com-
posed of subsystems which process inputs, throughputs, and outputs
of various forms of matter, energy, and information.
[Miller, 1978, p1]
Some key points of the Living Systems theory put forward by James Miller
will be summarised in this section. Miller quotes Bertalanffy to define a system
as ‘a set of units with relationships amongst them’ (Miller [1965]). The central
argument made in Miller’s Living Systems Theory is that any living system, a
cell, an organ, an organism or a population, can be described by the same set of
subsystems. Miller’s subsystems therefore provide a way of abstracting a system
and how its internal processes relate to each other. The most important aspect
of Miller’s conceptual framework is that it allows an intuitive understanding of a
complex system, as opposed to dealing with the specific mechanisms in specialised
fields such as cellular biology or biochemistry. The emphasis is on abstracting a
system and understanding it’s macroscopic behaviour, not in analysing the phys-
ical properties of actual living systems. Parent [2010] writes “Because the Living
Systems Theory of James Grier Miller is a general Theory, the aforementioned
concepts are metaphorical only, meant to be algebraically translated to the partic-
ular living system in systematic inquiry”.
A topic emphasised by Miller in the way that living system works is that of
of emergence. The behaviour that is observed of a system emerges out of the
interaction of smaller units (subsystems). The subsystems that Miller presents
in his text are shown in Table 5.1. The subsystems that process matter-energy
are the ‘ingestor, distributor, converter, producer, storage, extruder, motor and
supporter’. The subsystems that convert information are the ‘input transducer,
internal transducer, channel and net, timer, decoder, associator, memory, decider,
encoder and output transducer’. Two subsystems, the ‘reproducer’ and ‘bound-
ary’, process both matter and information.
Miller [1965] defines ‘matter’ as ‘anything which has mass (m) and occupies space’
and ‘energy’ from the physics definition as the ‘ability to do work’. In his theory,
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‘information’ is used in the same sense as the mathematical models of Claude
Shannon and are quantified in terms of the number of different ways that a mes-
sage or signal can be transmitted and received. This should not be confused with
the transfer of ‘data’ or with the recognition of ‘meaning’. A better understand-
ing of this quantifying of information can be gained from Shannon’s seminal text
‘A Mathematical Theory of Communication’. In an earlier text, Miller wrote:
Information is the opposite of uncertainty. It is not accidental that the
word ‘form’ appears in ‘information,’ since information is the amount
of formal patterning or complexity in any system.
Miller [1965]
Miller states the importance of the relationship between information and entropy.
In order for a signal send a message over a channel, it has to stand out from the
noise present in the channel. The need to perform this with economy and the
needed level of accuracy (in the presence of entropy) leads to the development of
subsystems.
Living systems move towards a steady-state. In biology, this is called home-
ostasis. This allows the living system to cope with fluctuations in the environ-
mental conditions. This mechanism forms the basis of the concept kernel repre-
sentations to follow. Before an interpretation of living systems as concept kernels
will be presented, an introduction to the science of dynamic systems will be given
in the next section.
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Associator Boundary Channel
Network
Creates a relationship
between information
subsystems.
Keeps an entity sepa-
rate from the environ-
ment and structures it.
A mesh of routes
through which informa-
tion travels.
Converter Supporter Decider
Changes inputs based
on internal require-
ments.
Provides support to
functioning between
subsystems.
Takes information and
performs action.
Distributor Extruder Ingestor
Moves things from out-
side in or internally.
Pushes things out from
the system.
Brings in things from
the environment into
the system.
Internal
Transducer
Input
Transducer
Memory
Collects the results of
an internal process.
Brings data into the sys-
tem.
Stores information that
can be extracted later.
Producer Reproducer Encoder
Creates new entities
based on inputs it
receives.
Allows the subsystem to
make copies of itself.
Encodes information in
such a way as the re-
ceived subsystems can
make use of it.
Timer
Synchronises internal
processes. This sub-
system was not in the
original set but was
introduced in Miller
[1990].
Table 5.1: The subsystems presented by Miller in Living Systems (Miller [1978]).
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5.2 Stability and Symmetry Breaking
5.2.1 Dynamic Systems
While Miller’s representation gives a narrative and intuition to work with, a for-
mal representation is needed to interpret this into an evolutionary design frame-
work. This section shall introduce some key themes from mathematical models of
biological systems. Most important is how a system achieves stability. As a very
simple example consider a small ecosystem consisting of two species. One of these
species is herbivorous and lives off the flora while the other is carnivorous and
lives off the first species. This is known as a predator-prey relationship. Actual
animals that might fit this description could be rabbits and foxes or mice and
snakes. In reality there are a many factors (and species) that keep any real ecosys-
tem balanced. A mathematical model of predator-prey populations was given by
Volterra in 1927 (Murray [2005]) and have come to be known as Lotka-Volterra
Systems. If ‘A(t)’ represents the prey population (assume they are rabbits) and
‘B(t)’ represents the predator population (assume they are foxes), and ‘a’,‘b’,
‘c’, ‘d’ are positive constants then the population at any time is given by the
differential equations:
∂A
∂T
= A(a− bB)
∂B
∂T
= B(cA− d)
The assumption here is that the population of the prey (A) will grow in an
exponential (Malthusian) way if left alone and this is represented by the first
term Aa. The next term AbB represents a reduction in the population of the
prey proportional to the number of predators. Simultaneously, the population
of predators grows at a rate proportional to the number of prey (represented
by BcA) and also decays accordingly (the -dB term represents this). The solu-
tions to a Lotka-Volterra system can be numerically calculated quite easily with
a mathematics application. The graph for the conditions of a,b,c,d = 1.0 are
shown in Figure 5.1. This shows a periodic solution as the two species keep each
others populations stable. Altering the values of the constants used, causes the
population to increase or decay exponentially. In reality there are other factors
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such as the availability of food that prevents the prey population from increasing
indefinitely. It is also obvious that actual populations deal with whole numbers
while differential equations work with fractions. The diagram to the right in Fig-
ure 5.1 shows a limit-cycle which is a closed trajectory for the population of the
species that remains stable and a perturbation from this decays to zero.
Predator
Prey
Population Size
Time
Population of Predators
Population of Prey
Limit Cycle
Figure 5.1: The population of two species, predators and prey modelled as a
Lotka-Volterra System.
While this model is too unstable to be of much use, it does serve as a good
introduction to the use of differential equations and stability in a system. A more
complex system which is of particular importance in the study and modelling of
pattern formation in biological systems is that of Reaction-Diffusion Systems also
known as Turing Patterns. This system will be used as the basis for concept kernel
representations in the next section.
5.2.2 Turing Patterns
Reaction-Diffusion systems stem back to a paper written by Alan Turing in 1952
titled ‘The Chemical Basis of Morphogenesis’. Having developed an interest in
the biological process of morphogenesis, especially of plant phyllotaxis, Turing
presented the idea that a chemical process spread through diffusion was respon-
sible for the spread of concentrations of morphogens during its formation (Turing
[1952]). The system begins initially with a small amount of ‘noise’ random values
limited to a very small range. At least two chemicals are present in this system,
an ‘Activator’ and an ‘Inhibitor’ The activator increases the speed of its own
production, while the inhibitor slows this down. The inhibitor also spreads (dif-
fuses) faster than the activator. Since Turing’s initial discovery, many biological
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pattern formations have been found, for example Meinhardt [1995] describes the
patterns on seashells.
Diusion
Diusion
Diusion
Diusion
Diusion Diusion
ACTIVATOR
INHIBITOR
-
+
+
ACTIVATOR
INHIBITOR
-
+
+
ACTIVATOR
INHIBITOR
-
+
+
Figure 5.2: The two chemical (activator and inhibitor) alter each other’s produc-
tion rates and diffuse to adjacent cells.
Turing hypothesised that the main mechanism for the transportation of mor-
phogens was diffusion through the cellular membranes. As a phenomenon, diffu-
sion is used in many of the sciences. Mathematically, this process described using
Fick’s first law which is expressed with the simple differential equation:
∂F
∂T
= −D∆n
In this equation ‘D’ is the diffusion coefficient and the Laplace operator (∆)
is used to signify the the divergence of the concentration gradient in Euclidean
space. The law relates the amount of diffusion (the diffusive flux) to the concen-
tration at a point in space with a magnitude proportional to the concentration
gradient. In other words, the concentration moves from areas of high concentra-
tion to areas of low concentration over time. An important point to be considered,
as the representation proposed in the next section will be using cellular automata,
is that care needs to be taken when using discrete systems for continuous equa-
tions. The important point is to ensure that conservation laws are followed and
in discrete systems this may not always be very intuitive. Some models of cellular
automata for the description of diffusion are given by Chopard and Droz [1998].
A simulation of diffusion using cellular automata where each cell exchanges bit-
values with its neighbours is shown in Table 5.2. The bits are held within channels
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and each cell only ‘gives’ a bit to a neighbouring cell which has that particular
channel empty.
The reaction term is less troublesome to compute and is usually calculated with a
formula that uses the quantity of the activator and inhibitor at the point in space
where it is being calculated for. In Turing’s original paper the reaction term was
given as:
δRA = k ∗ (16.0f − a ∗ b)
δRB = max(−b, k ∗ (a ∗ b− b− 12.0f))
Other reaction terms have been found for example the Grey-Scott model
(Pearson [1993]) are given as:
δRA = −a ∗ b ∗ b+ F ∗ (1.0f − a)
δRB = +a ∗ b ∗ b− (F + k) ∗ b
A cellular-automaton model for reaction-diffusion is given by Weimar [1997].
In one-dimensional space, each cell only needs to look up the values of its two
neighbours, in two-dimensions, four or eight neighbours are used depending on
the setup (assuming a orthogonal grid) otherwise such systems as the isospatial
grid used in the Reptiles project earlier are possible and the number of neighbours
is 12. The psuedocode for an algorithm to compute a reaction-diffusion system at
a given time step is given in Algorithm 3. The results of running an algorithm for
Turing original equations and the equations of the Grey-Scott model are shown
in Table 5.3. The key point to be gained from this study is how a dynamic system
can find a stable state through an iterative process.
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Data: A, B, temp A, temp B: 2D Array of floating point numbers.
Result: Alters the values stored in A Values and
B Values which represent the concentration of 2 different morphogens.
begin
Initialise A and B with random values for T:=0 to time limit do
for i:=0 to grid width do
for i:=0 to grid height do
a = A[i, j] b = B[i, j]
diffuseA = DiffusedvaluesofAatposition[i, j]
diffuseB = DiffusedvaluesofBatposition[i, j]
deltaA = diffuseA− a ∗ b ∗ b+ F ∗ (1.0− a)
deltaB = diffuseB + a ∗ b ∗ b− (F + k) ∗ b
tempA[i, j] = u+(T ∗deltaA) tempB[i, j] = v+(T ∗deltaB)
A = tempA B = tempB
end
Algorithm 3: Psuedo-Code to evaluate a Reaction-Diffusion System in two
dimensions (after Turing [1952]).
5.2.3 Symmetry breaking
One of the most important topics in developmental biology is that of symme-
try breaking. This is a necessary function for the formation of complex (and
specialised) organs and forms. In biology, it is usually the oldest and simplest
creatures that show the greatest amount of symmetry (i.e. radiolaria, diatoms,
echinoderms (such as starfish and urchins) while more recent phyla such as those
in the chordata phylum (insects, reptiles, mammals) are limited to bilateral sym-
metry. The examples of the Palladio’s Villa Malcontenta and Le Corbusier’s Villa
Stein (see Figure 5.3) were spoken about earlier to illustrate the breaking of sym-
metry in architectural evolution. Once the need for structural internal walls had
been negated with the column and slab structure, modern floor plans started to
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Diffusion
t=0 t=10 t=20
t=30 t=40 t=50
t=60 t=70 t=80
t=90 t=100 t=110
Table 5.2: Diffusion simulated with a cellular automaton.
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Turing’s equations
t=00 t=2000 t=2500
t=3000 t=4000 t=5000
The Grey-Scott Model
t=0 t=500 t=2500
t=3000 t=5000 t=11500
Table 5.3: Results of a reaction-diffusion simulation with two different reaction
functions.
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show a greater amount of asymmetry than the architecture preceding them. This
can be seen as a natural evolutionary step, if the biological metaphor is applied.
In the GL-system code that was used in Chapter 3, the symbol ‘|’ was used to
instruct the Turtle to reverse its direction and mirror its movements for turning.
The problem with representing genotypes this way (or with the palindrome gram-
mar) is that this symbol is followed rigidly, with no chance of it ever deviating
from creating an exact mirror. It is desirable that the plans stay symmetrical for
a large period of the evolutionary process and only after a lengthy period, lose
their symmetry.
Figure 5.3: The similarities between the Villa Stein and Villa Malcontenta, first
described by Rowe [1982].
Asymmetry in biology is a complex field with many questions still surrounding
the exact mechanism behind symmetry breaking in a cell. It was been hypothe-
sised by Govind [1992] that in the case of the lobster claws, the mechanism behind
the asymmetry is the feedback given between the claws. One growing inhibits
the growth of the other. In cell biology, asymmetry can be caused by a vari-
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ety of factors including cortical rotations, sperm entry or the gravitational force
(Meinhardt [2007]). With the case of lobster claws, either claw can be larger,
so this is left to chance but in the case of asymmetry in the bodies of humans,
the heart is consistently on the left side, so this is an inherited trait. Wolpert
gives an explanation of asymmetry in human development by supposing a set of
hypothetical molecules that are shaped as an ‘F’ which are themselves not sym-
metrical. The local asymmetry causes a global asymmetry due to the gradient
caused by the relation if these molecules (Wolpert [2005]).
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5.3 ML-Systems
The template, genetic input or charter, of a system is the original
information input that is the program for its later structure and pro-
cess, which can be modified by later matter-energy or information
inputs from its environment. von Neumann vonNeumann called it an
“instruction”.’
Miller [1965]
One of the key inspirations for the ML-Systems representation comes from
Pask [1969] and is shown in Figure 5.4. This diagram shows a coupling between
two systems. In the first, the output from one subsystem is transferred to the next.
This type of connection is typical of many visual programming languages. The
second diagram however shows a subsystem affecting the parameters of another.
This type of connection forms the basis of exploration to follow. This exploration
will make use of diagrams over the textual representations used in the last chapter.
A B
A B
Figure 5.4: Pask’s diagrams for coupling between two subsystems (Pask [1969]).
Only four of Miller’s subsystems are used in this discussion as the physics and
chemistry that living systems have to deal with have been abstracted away. They
shall be referred to as ‘cells’ as a model similar to cellular automata is proposed.
The four main subsystems that have been extracted are the ‘signaler, motor,
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boundary and environment ’. A fifth one, the ‘base’ cell can be considered the
root from which all the other subsystems are derived. Every cell has properties
that are inherited from the base cell which are:
• Being able to reproduce (or create a copy of itself).
• To be contained within a boundary (even other boundaries or environment
cells).
• To be placed spatially on an environment.
Various combinations of these shall be used to make up assemblages of subsys-
tems. This part of the dissertation shall preserve the continuity of the experiments
that were done in chapter two. The subsystems that have been put forward can
be used to relate to the features that GL and GP-Systems used.
5.3.1 Base Cell
Every run of an ML-System begins with a single base cell. This cell can develop
into any of the other subsystems. The cell is placed onto a grid of cells which act
as the ‘world’ for kernel to develop into a form. The first genetic instruction will
always be to create a copy of itself and then form an environment around it where
the formation of the solution takes place. The setup is then similar to the grids
of the GP-System used in the previous explorations. The reason for separating
out an environment from the original grid is to allow an easy way to enter the
initial condition for a problem, such as giving a site of a particular shape. It also
allows the genetic code to limit the size of the environment and most importantly
allows for multiple environments to be overlaid in the same space.
The base cell is the only subsystem that interacts with the world environment,
so it is used to set up the initial conditions. The available space on the world grid
is given by cells with the value ‘w’. The base cell will expand to fill this space
as shown in Figure 5.6. While it is multiplying though, the cell also produces a
morphogen (called ‘a’) which inhibits it’s growth. As the number of similar cells
increases, so does the quantity of this morphogen which diffuses from each cell to
its neighbours. The textual representation of these instructions is given as:
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AM S BE
Figure 5.5: The base subsystem from which all the other subsystems arise from.
B < 20, a > (w > 1)+ = B < 8, a > a
B < 8, a > (w > 1)+ = B < 8, a > a
B(a > 8) := E
This simply means, any ‘B-cell’ with a threshold of 20 regarding morphogen ‘a’
and being surrounded by more than 1 ‘w’ cell (from the world grid) create another
‘B-Cell’ with a threshold of ‘8’ with regard to morphogen ‘a’. All ‘B-Cells’ with a
threshold of ‘8’ make identical copies. The symbol ‘+=’ is an instruction to tell
the cell to create a copy of itself on an available neighbouring cell. The last part
of the instruction in the curly braces instructs the cell to produce a quantity of
one unit of morphogen ‘a’ with that particular action. The last instruction says
that when the quantity of morphogen ‘a’ at any B-Cell reaches over 8, the cell
will change to an ‘E’ (Environment cell).
In the case of Figure 5.6 all the base cell copies turned to environment cells
apart from the original base cell which had a higher threshold than its offspring.
Note that in this representation the instructions are sent to all elements within
the system, each cell only chooses the instructions that are targeted at it.
5.3.2 Environment Cells
This is the most ‘virtual’ of the cells as it is the one that controls the ‘space’
where the other classes are able to produce any forms. Note that this space is
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Figure 5.6: Diffusion of morphogen ‘a’ through the system and subsystem ‘E’
arriving after threshold is reached.
separate from the space where diffusion takes place. While the boundary has a
recognizable form as an outer shell or membrane, the environment relates best to
the ‘grid’ that was used in the previous chapter. The main task of the environ-
ment cells is to allow for messages to be send across the environment from any
cell that produces a morphogen and to allow it to spread. Figure 5.7 shows there
separate environments of two different sizes overlaid. Frazer’s An Evolutionary
Architecture includes some notes on the 230 spatial symmetry groups possible
[Frazer, 1995, p.30]. The aim of having environmental cells as a separate con-
struct, instead of a given one as with cellular automata, is to allow for different
spatial systems, which can be altered through the genes of the form. In other
words, the genes themselves can affect the space where morphogenesis takes place.
As with GL systems, a tracing algorithm that is used to cluster cells of similar
state together and complex shapes made through the union of simpler shapes.
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Figure 5.7: Multiple environment cells overlaid.
5.3.3 Motor Cells
The motor has the closest relationship with the ‘turtle’ used by L-systems to
draw the instructions it was given. The difference from the point of view of
implementation is that while a single turtle draws the entire string with l-systems
(a stack is used to save the position to memory) with the motors that are defined
here, an offspring cell is created in order to branch out. The motor itself has three
channels that each have a binary value. When all three channels are passed the
values ‘000’, the motor does nothing, when it is given ‘111’s on all three channels
it splits into three children motor cells. If only one channel is turned then the
motor will grow (the equivalent of moving forward in the case turtles). This is
shown in the Figure 5.8.
5.3.4 Signaler Subsystem
Signaler cells are the most complex type of cell in this representation. They are
used to send data (signals) between different entities in the system. It makes up
180
[100] [100]
[111]
[100]
[100]
[000]
Figure 5.8: A motor subsystem responding to different signals.
the ‘processing’ or ‘computing’ unit in that it is needed to give decodes messages
and instructs movement in the other subsystems. In biology, ‘cell signaling’ is
a complex interaction between cells that coordinate various biological actions.
Some important aspects of this are that cells signals can be amplified and that
the same signal can cause different physiological response in different cells. ‘Am-
plification’ means that a small signal can create a large reaction. Abstracting
from this biological metaphor, a system can be designed where ‘signals’ are sent
between entities. Instead of the physical shape of the receptor cell which aligns
itself to the signaling molecule, a number code can be used which representing
what signaling actions correspond to what entities.
There are many variations of the signaler as shown in Figure 5.9
S[#231] :: S[#237]
S[#123](a > 8) => 101
The first instruction says that any signaler of with an identity of ‘#231’ con-
nects to other signaler cells with an identity of ‘#237’. Being connected means
that messages can be sent between them without the need for the diffusive mech-
anism, which takes place between all entities within the same boundary. A bi-
ological analogy would be the sending of electrical signals instead of chemical
ones. The next instruction says that signaler cells of type ‘#123’ when reach-
ing a threshold of morphogen ‘a’ greater than 8, to send the signal ‘101’ which
might be an instruction to a motor cell. Figure 5.9 shows a motor connected to
a signaler-couple which will produce an oscillating signal, the coupled signalers
trigger each others reaction.
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S
231
S
231 a
101
a>1
b>1
a
b
Figure 5.9: Different types of the signaler subsystem.
One of the most recurring types of signals is the constant periodic one. This
can be represented with any oscillating mechanism. With vertebrae creatures,
imagine the initial mechanism that produces the spinal discs. For a human, this
number is 33 while for a snake this number can vary. With cellular automata,
there are a number of oscillating patterns. With the famous ‘Conway’s Game of
life’ the most well known oscillators are the ‘blinker’ and ‘glider gun.’
The signal can ‘end’ when the boundary that it was in dissolves and it moves
into one which does not activate it. The morphogen ‘a’ is used to activate the
signaler, the boundary dissolves when the condition ‘the number of morphogens
of type ‘b’ reaches the level ‘5,’ after the boundary dissolves, the new boundary
has a rule that all morphogens of type ‘a’ will turn into type ‘b’ after which the
signaler has no more morphogen ‘a’ so it deactivates. This allows limiting the
number of signals sent. The section on Turing machines described the importance
of being able to send a finite number of commands, which was a challenge in a
context-free system.
A group of signaler cells can be combined form a place to store information,
a sort of memory. Each cell has a unique ‘# number’ and its properties are
set not to diffuse strongly with its neighbouring cells. Any connection made to
this cell can retrieve the value stored in that cell. From the point of view of
logic processing, combinations of logic ‘gates’ are the most fundamental building
blocks. There are the ‘AND’, ‘OR’, ‘NOT’, ‘NAND’ gates. A gate is similar to
the ‘decider’ subsystem that Miller gave. Relating this to the plans that were
being created in the previous chapter, the use of logic gates might take the form
of an instruction that reads
‘If the entity is a bedroom AND it is NOT on the ground floor, see if
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it is possible to put a balcony through the outside wall of the room.’
Or this might just take the role of moving morphogens and cells around as part
of the computing process. In programming, these true/false statements are called
‘conditionals’ and take signified in with various keywords such as ‘WHILE some
condition is true or false’ keep doing ‘some action,’ or ‘UNTIL some condition
is met’, keep performing this set of actions.
A group of signaler cells can be connected together to form a 1D ring an in
turn, create a Reaction-Diffusion system. As the chemicals are already diffusing,
all that is need to to have the reaction turn which can be given with a simple
expression: The effect of this, is by varying the constants in the formula, the
number of peaks can be altered and this could act as a mechanism to give in-
structions to another subsystem, for example, a motor. The number of ‘peaks’ in
a RD-System is relatively constant, given the same number of cells in the ring.
Regardless of small noise at the start, the systems moves towards a distribution
that has the same number of peaks.
S S S S
S S S S
Figure 5.10: A ring of signaler cells used to create a 1D reaction-diffusion system
5.3.5 Boundary Cells
The boundary class is used to ‘contain’ a set of entities. There is no real equiv-
alent concept within GL-systems. The closest concept within GL or GP-System
other than the use of square brackets in the kernel. Note that the ML-Systems
representation used here is not a pure cellular automaton, in that a boundary
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does not need to be made up of cells that enclose an object in 2D space. Instead
the structure of the system is processed in computational space and the processor
allocates objects a boundary to be in.
Within the system that is proposed here, there is a strong relationship to Membrane-
computing or P-systems created by Gheorghe Phau. With these systems, the
boundary can dissolve when some chemical threshold is reached and thus change
the structure of the system. This class and its derivatives is used to structure
information within the proposed ML-Systems.
Boundary 1
Boundary 2
Boundary 3
Elementary
Set
a > 2
a > 3
a > 4
Figure 5.11: A set of nested boundary subsystems each dissolving at a different
threshold of morphogen ‘a’.
An elementary boundary is the smallest ‘space’ where anything can exist. In
this context ‘elementary’ means that there are no other boundaries within it (as
with P-Systems Paun [1998]). Inside a boundary may lay environment classes
or any of its derivatives which define some spatial properties i.e. a lattice of
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some description. Most of the actions performed on the environment cells end
up as the phenotype that is evaluated. The movement of cells that react with
the environment lattice are distributed in two ways, either by diffusion (cells
on the lattice spreading chemicals to each other) or via the movement of motor
classes, which can be compared to the formation of a skeleton in organisms. All
cells can either replicate or die given the precise signal to do so. Boundaries
can dissolve when the concentration of some named chemical reaches a certain
threshold. Upon dissolving, the contents of the cell can either be marked for
termination or fall into the parent container.
5.4 Genetic Operations
The instructions used in ML-Systems have a very simple form. They could be
described with a regular grammar.
S[identifier](condition) => morphogen
B[identifier](condition) => B[identifier](condition)
S[identifier](condition) => M
Each simply states, an identifier for the subsystems type, the condition un-
der which it activates and the result of the activation. The motor commands do
not need to be encoded as it has a fixed set of instructions (‘000’ to ‘111’). To
mutate these commands, either the identifier, condition or result can be changed
to something else within the vocabulary of instructions. Small mutations might
just change the threshold values inside a command. As with the Turing rep-
resentations, while this framework might not be particularly stable, it has good
granularity. It also provides an interesting insight into decentralised systems. Ge-
netic operations would work by changing the constants within the rules. However,
this type of representation is meant to alter itself to its environment over several
iterations, so it is more comparable to plants growing, than animal development
which has a very particular form encoded into the genes. As the system is so
context dependent as well as stochastic each kernel may produce many different
forms.
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Swapping kernel instructions between parents may lead to unexpected results,
but the key idea in this representation is that the system organises itself to pro-
duce needed phenotypic features. For example, until a certain number of rooms
are needed, the morphogens that stimulate ‘rooms growing’ will keep being pro-
duced and only having met the required number will the inhibitor-morphogen be
released. The thresholds that different components break-down at can also be
part of the genetic make-up. For example, if symmetry is a very strong pheno-
typic feature in a particular evolutionary lineage, then having a high threshold
around the components that create this feature ensure that it takes a very strong
mutation for that characteristic to be lost.
The downside to this representation is that there is so much of a leap between
geno- and phenotypes that the kernels cannot be analysed that easily. It also
takes a lot more iterations to produce a form that with the representations used
in the previous section as the diffusion process is very slow.
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5.5 Case Study: Martin House
Frank Lloyd Wright’s Martin House will be worked through to illustrate the key
aspects of ML-Systems. Instead of evolving designs out for a desired spatial
adjacency, the form of Martin house will be analysed with ML-Systems. First,
the form of the house is simplified and abstracted so that the essential components
are highlighted. Figure 5.12 shows the main compositional features of the house.
Figure 5.12: The basic form of Wright’s Martin house
An ‘origin’ for this house is needed. Laseau and Tice [1992] writes about the
similarities of Wright’s prairie style to the villas of Palladio. A simple cross (from
Durand’s starting forms) can be taken as a starting point and this can be used
to relate Wright’s Prairie houses to their ancestors which in this narrative are
Palladian Villas. The next step is in finding the major axis that extend from this
simple form. The minor axes can then be mapped and how the spaces branch of
them are mapped. The traversal axes is elongated and shall become the primary
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axis.
Figure 5.13: The major and minor axes in the design.
A copy of the primary cell is moved a fixed distance from the origin. This
forms a second set of axes along the primary axis. The first boundaries are formed.
Each of these boundaries has a different signature so they do not merge. These
two boundaries exchange morphogens via a signaler connection, which keep them
in balance and prevent them from diffusing out.
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Figure 5.14: The formation of a secondary axis.
Secondary boundary shapes come off the main longitudinal axis. These are
all in the same environment so they affect each other’s shapes after the tracing
that is performed.
Figure 5.15: Formation of secondary boundary shapes.
Operations take place from within boundaries and the outer parent membrane
189
eventually dissolves to release the inner boundaries to the environment.
Figure 5.16: Operations taking place within each boundary.
The same operation continues based on interactions between the different
boundaries. Connections are formed and the subsystem keep each other’s pro-
duction rates in check.
Figure 5.17: Adjacencies are calculated this is used to create feedback loops
between subsystems.
Having been through the developmental process, the shapes can be manipu-
lated to add more detail procedurally.
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Figure 5.18: Adding detail to the developed model.
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5.6 Summary of the Systems Approach
In this section, inspiration was taken from James Miller’s Living Systems to create
a kernel representation based on dynamic systems.
This section emphasised the role of morphogenesis with the final form not
being described explicitly in the genome.
The subsystems that were used are abstractions of the original twenty of
Miller’s sub-systems and have been reduced to four types: the motor, signaler,
boundary and environment.
While this representation is more experimental than those used in the previous
chapter (making them harder to implement in a robust manner), it does allow a
different way of understanding complex systems.
This chapter also put an emphasis on looking at a lineage of design ideas
instead of single solution.
The aim of this chapter was to create a discussion around the theme of qual-
itative changes in a system and emphasising development (morphogenesis).
In the overall EDM framework, this stage is has been labeled as ‘inclubation’.
There was also an emphasis on the initial pattern or seed from which the
form grew. This is comparable to embryogenesis (the formation of the embryo)
in biology. Durand’s work was used as an exemplar for these initial seeds. Despite
having Durand’s system described as being ‘closed’ (Eisenman [1963]) it should be
evident from nature that a limited number of patterns can lead to a great variety
of forms, for example in biology within the insect family, there are butterflies,
bees, phasmatodea (stick insects), phylliidae(leaf-like insects), termites, beetles,
locusts amongst others. Within architecture consider the three-by-three grid that
is in the heart of the Palladian villa, which later on leaves a lasting impressing on
both Le Corbusier (the Villa Stein) and Frank Lloyd Wright (Blossom House).
The work of these two modernist architects would later evolve to even more radical
styles, Wright’s plans would become more Cruciform-like during his prairie house
stage and variants of that develop even more asymmetry.
With sufficient granularity and the ability to keep layering complexity in the
description, it should be possible to build concept genes that produce a great
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variety of forms. Archiving seeds or concept kernels could allow for design ideas
to be stored and later used in a different context, or hybridised with new seeds.
Having creating put forward an elaborate framework, the question still stands
of how practical such a representation is. With the case of the string-based
representations used earlier, there were simple (though perhaps less meaningful)
operations to perform genetic operations. With varying degrees of success con-
cepts and motifs were captured and transferred between generations. With an
organic system such as that proposed with ML-Systems there is a need for a
greater framework, more robust strategies for keeping stability and crystallising
design concepts and finding ways for them to connect and interact. Glanville (a
former student of Pask) speaks about a similar vision for Gordon Pask’s cyber-
netic world:
It may help for me to recount my own image of Pask’s world: each
topic may be thought of as a small “automaton” or processor, “buzzing”
(or flickering) away, sending out messages and picking up ones that
connect in to it, which connects with other topics in which it is in-
volved in derivation. Thus, a full entailment mesh may never be
achieved (in that its wholeness is expressible and presentable), since
it is the product of these little automata, rather than the essential
form. That is, a type of real event computer. What is important, in
the first instance, is the construction of a way of creating topics by
creating their connections (the entailments that are their derivations).
Glanville [Glanville]
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Chapter 6
Conclusion
The field of computer-aided design is at an exciting stage in its development as
computers and their interfaces have become more dynamic, accessible, powerful
and ubiquitous. The field of evolutionary design modelling is young but is also at
a point where many opportunities have emerged from the availability of integrated
CAD tools. The chapter continues with a summary of the experiments, notes on
how this research fits into the field of EDM and concludes with some thoughts
on the future of evolutionary design modelling.
6.1 Summary of Chapters
The first chapter introduced key concepts in the field of evolutionary design mod-
elling. Architectural design problems are ill-defined, the method of solving them
tends to be solution-focused and there is a dominance of heuristics over funda-
mental laws or first principles. Evolutionary computation is based on a heuristic
search, putting forward solutions and then evaluating their merits. Evolutionary
design is as well, but the priority lies in passing down very particular traits —
some of which cannot be rationalised through fitness functions — and recombin-
ing them in novel ways rather than aiming for optimisation as in evolutionary
computation.
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6.1.1 Concept Kernels
Concept kernels were presented as the development of Frazer’s concept-seeding
ideas, particularly the use of a growing (or morphogenetic) process and the link
with cellular automata. The relationship of the proposed framework to other
evolutionary frameworks was also presented, highlighting the subprocesses used.
To illustrate the example of how the grammar-based division is useful, a rein-
terpretation of the 1968 project ‘Reptiles’ was presented. It was recreated using
four different classes of grammar, highlighting the trade-off between complexity
and expressivity. The same classes were used to structure the next chapter. This
thesis aimed to build upon previous work (especially that of Frazer [1995] and
Janssen [2004]) by focusing on the problem of genome representation. The pro-
posed solution built-on the process of concept-seeding. The adapted represented
were called concept kernels. The aim of introducing them was to explore differ-
ent representations. It is put forward that unless attention and focus is given
to parts of the evolutionary problem, then the field will not be able to advance.
By focusing on this particular aspect (gene representation) many ideas could be
explored in detail, especially the three problems (variability, stability and granu-
larity) associated with evolutionary design modelling.
6.1.2 Summary of the Algorithmic Approach
This chapter explored the idea that concept kernels could represent an algorithm
and was structured according to the four divisions of the Chomsky Hierarchy.
This hierarchy separates families of languages based on their underlying grammar.
Each type in the hierarchy contains the class above it, thus each one is more
general. Each section of this chapter used a different class of grammar, first
looking at the regular grammars, then context-free grammars, context-sensitive
grammars and ending with unrestricted grammars. Several systems were put
forward during this exploration (GP, GL and RD systems). The first set ‘grid-
planning systems’ were put forward as a simple way to connect the literature
with other work on rectangular packing, a common theme in automatic spatial
planning literature.
Grid-based Lindenmayer systems were put forward as a way of studying mor-
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phogenesis in architectural design as well as allowing for greater compositional
expression. With the next section on context-sensitive systems, the emphasis was
on making rules that only applied to certain contexts. A connection was made
with cellular automata in this section. In the last section, where the grammars
were at their most general, the simplest automaton that could read the languages
was the Turing machine. This section highlighted the difficulty of performing
meaningful genetic operations on complex representations.
Two approaches to evolutionary computation were used. The representations
used with regular languages could use genetic algorithms, while the tree-structures
of context-free languages needed genetic programming. Performing genetic oper-
ations on Turing complete languages is still an problem without a clear solution.
The next chapter looked at the problem through the lens of systems theory while
building on top of the mechanisms and automata used in the algorithmic ap-
proach.
6.1.3 Summary of the Systems Approach
A key idea in systems theory, is the concept of a feedback loop. This simple
structure formed the basis of the representations used in this chapter. The Living
Systems theory of James Miller was used to structure the exploration just as
the Chomsky Hierarchy was used for the last one. The main idea taken from
Miller was the use of sub-systems that could be combined to make more complex
assemblies.
The chapter also made use of Turing Patterns to explore self-organisation
during morphogenesis. The final representation explored (ML-Systems) put for-
ward a group of subsystems. The representation contained four base classes, each
representing a concept from the previous section. The motor class was used to
perform the function of the L-system reader as used in Chapter 3 and 4. The
boundary class performed the work of brackets and allowed for techniques present
in genetic programming. ML-Systems worked in a similar way to GL-systems ex-
cept instead of the genome being the instructions given to an automaton (the
turtle), the genome described a set of values which affect the way that the sub-
systems behave. The main mechanism of controlling the instructions to the motor
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subsystems came from a boundary dissolving and allowing for a new set of rules
(signallers) to control the subsystems connected. The most important traits that
are passed down through this evolutionary process are different types of symmetry
breaking.
In this study, the evolution of a simple theme from the work of Palladio to
that of Frank Lloyd Wright’s earlier and later work was put forward as a single
genetic line of development. The aim of this was to put forward a system where
the design solution is ‘grown’ in a similar manner to the growing of plants. This
exploration showed the models used could behave as a type of ‘artificial life’. This
is one step towards exploring design ideas as a living system.
6.2 Conclusions from Experiments and Contri-
butions
One of the key problems in CAD research, when evolutionary computation is
used, is not recognizing that the goals of design and computer science are quite
different. Rather than optimizing the computational process, the goal of EDM
is to produce ideas and concepts through the the generative process. An area
that was not addressed in this thesis, was that of user-interaction with the sys-
tem and this has been noted as a worthwhile topic for future research in EDM.
The field of EDM can proceed in two distinct directions. In the first, the genetic
representation and operations are black-boxed and modellers will instead focus
on defining fitness criteria and design schema. In the second approach, the rep-
resentation is open and accumulates complexity over time. While the former is
more efficient for solving optimization problems the latter has a greater potential
for capturing design concepts and ideas. This research has focused on the latter
approach to demonstrate that it is indeed possible to have more complex genetic
representations for EDM.
The contribution of this thesis the lay in adding new methods and logic for
structuring the genetic representations used within the evolutionary design pro-
cess. This includes finding appropriate representation the performing of genetic
operations (such as mutation and crossover) on the seeds as well as allowing the
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kernels to evolve during the process.
6.3 Future Work
Some thoughts for the future of EDM development are given in two categories.
The first is regarding the interfaces that might be used for modelling and the
second is on the ways that design knowledge can be organised, stored and shared.
6.3.1 Interfaces
An important step that needs to take place to progress the field of EDM, is to
create an accessible platform for designers to use. The interfaces should address
the following points:
• Allowing users to select designs and influence an evolutionary process.
• Reverse engineering existing designs into kernels, to preserve the knowledge
into a form capable of evolution.
• Transferring evolved designs into a platform where they can be further
refined (BIM has been suggested as a good avenue for this).
In order to appeal to more designers, it is important that interfaces are made
to accessible and adaptable. One way that these tools can be made more acces-
sible is by having them visual in the data they present. In the implementation
shown Figure 1.4, the user could select from 25 solutions to influence the evolu-
tionary run. Each of these solutions (the resultant forms) was visualised on the
screen. Future developments could find ways of visualising the genetic code in a
meaningful manner as well as finding ways to isolate the effects of a single gene.
If the effects of genes can be isolated, then in a case where a solution is close to
optimal, then the user can take over the process by manually adjusting the values
of those genes.
To increase the number of kernels available to designers, a database system
could be developed as an archive. For this database, an interface that allows
the reverse-engineering of traditional CAD models into a genetic representation
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could be designed and implemented. This could greatly increase the variety of
solutions available to the evolutionary process at the start of a simulation. The
last future development noted here, is in making the results of an evolutionary
simulation more useful by having the results output to a format that regular
CAD applications can read. Working within a BIM framework allows for the
use of specialised analysis tools by many disciplines and aids in the creating an
integrated approach to design delivery.
In order to incorporate evolutionary modelling into the BIM framework, more
applications are needed to translate generative results into components. To do
this at a level that is suitable for practice entails a large undertaking in devel-
opment. Currently there is no open standard for parametric modelling within
the BIM process. Were that to change, it could mean another avenue for future
development: evolving parts that have their parametric constraints intact.
6.3.2 Organisation and Genealogy
A goal of evolutionary design modelling is create a seed library or archive of
archetypical buildings. The Figure 6.1 shows a diagrammatic interpretation of the
tree of life for the living creatures on earth. The hierarchy of divisions radiating
from the centre include phyla, genus and species. In Chapters 4 and 5, a line of
evolution was drawn from a simple diagram to Palladio’s Villas, to Wright’s early
and then later houses. A concern for systems that have large amounts of data
(in this case the concept kernels) is how they can be arranged in a logical way.
One possible way of arrangement can be according to their genetic history. If a
few archetypical solutions are at the centre of the tree, their newest offspring can
be around the periphery. The archetypes might be as simple as Durand’s initial
forms.
It might also be the case that if the virtual genomes of designs were to get
complex enough, they might have a closer link to biological genes. An example of
this might be the ability to ‘cure’ certain sub-problems in the way that antibodies
protect living creatures against disease. How all these lines of genetic code are
organised might prove to be an interesting challenge.
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Figure 6.1: A diagram of the ‘Tree of Life’ (Letunic [2008])
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6.4 Final Notes
Christopher Alexander recognised in the 1960s that design problems were getting
complex to the point that no individual would be able to solve them alone. The
need for simulation is growing today, as ideas are brought from multiple disci-
plines and performance has become a critical issue. With computers becoming
ubiquitous in the architecture and engineering workplace, there is a greater po-
tential for each design project to explore and simulate many solutions and achieve
better results. Architectural practice is yet to harness the full potential of com-
puters as design support tools and part of this comes from their success in other
avenues such as documentation and visualization.
Future work in the field of evolutionary design will have to create more sophis-
ticated and intuitive interfaces for designers to use for exploring ideas. In order
to have a design support system that itself evolves, there is a need for it to have
parts that can change over time. Instead of hard-coding tools and subroutines,
these can become implicit and intelligent, gaining complexity over time. Perhaps
this is the biggest limitation with contemporary computer-aided modelling, they
impose a set of predefined tools. If our models are to be evolutionary, then they
should adapt as well and make use of the network of information available. The
lessons learnt in every design project can be shared, but requires the capturing
of rules and knowledge rather than static objects.
The goal of evolutionary design is reach a point where the lessons learnt and
solutions found, from every design project will be shared through the network.
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