Abstract. Ionization in collisions of atomic hydrogen with antiprotons (p) are studied in the energy region 20-5000 eV by solving directly a semiclassical time-dependent Schrödinger equation with use of a discrete-variable-representation (DVR) algorithm. In the present semiclassical method, only one degree of freedom, i.e. the radial distance betweenp and H is treated classically and all the other degrees of freedom are treated quantum mechanically. Hence, we can consider correctly the conservation of the total angular momentum, and also naturally the bent effect of the relative trajectory ofp + H.
Introduction
Recently, large progress has been made in the study of the ionization of atomic hydrogen by antiproton (p) impacts. The ionization process of this system has the following two channels:
p + H →p + p + e (1)
→pp + e.
The ionization reaction (1) can occur at centre-of-mass (CM) collision energies E > I (= 13.6 eV). Knudsen et al (1995) have measured this reaction in the CM energy range E = 15-500 keV. So far, especially at energies E 0.5 keV, the reaction (1) has also been investigated in several theoretical studies, which are based on a semiclassical impactparameter (IP) approach (Martir et al 1982 , Toshima 1993 , Ermolaev 1987 , 1988 , Schultz et al 1996 , Schiwietz et al 1996 , Hall et al 1996 , Igarashi et al 2000 . At energies above 50 keV, most of the calculations agree well with the experimental results of Knudsen et al (1995) . In the low-energy region (< 30 keV), although large discrepancies are present among some theoretical results, calculations using a direct solution of the timedependent Schrödinger equation (Schultz et al 1996 and using single-centred atomic-orbital (AO) expansion (Schiwietz et al 1996 , Hall et al 1996 , Igarashi et al 2000 are in good agreement with each other. Probably, these calculations are reliable enough at E 0.5 keV.
Nevertheless, the ionization reaction inp+H is not understood sufficiently well at collision energies below 0.5 keV. The AO expansion approach becomes less suitable in slow collisions. At low energies, alternatively, a molecular-orbital (MO) expansion approach is believed to be useful. However, for the system of negative point charge (p) and hydrogen, when thep-p distance is below the so-called Fermi-Teller radius R x = 0.639 a 0 , where a 0 is the Bohr radius, there are no adiabatic electronic states that can form molecular bound states (Fermi and Teller 1947, Kimura and Inokuti 1988) . In such a case, the electron bound channels are strongly coupled with the continuum channels even at very low collision energies. From the results obtained by a classical trajectory Monte Carlo (CTMC) method, the cross section for the ionization reaction (1) remains large at low energies E < 0.5 keV (Cohen 1987 , Schultz et al 1996 . This is a contrast to the ionization of hydrogen by proton impacts (Shah et al 1987) . The applicability of the MO expansion method may be problematic inp + H collisions. The same situation also arises in collisional (or associative) detachment of negative ions. However, since we must solve at least a five-body problem, the MO expansion approach is inevitable in this problem (Gauyacq 1987) . Forp + H collisions, on the other hand, a numerically accurate treatment will be possible because of a simple three-body problem. Hence, thep + H system is rather useful to re-examine the applicability of the MO expansion method.
The CTMC calculation has shown that the protonium formation (2) becomes significant only at collision energies E I (Cohen 1987 (Cohen , 1997 . The level population of a protonium atom produced by the reaction (2) is very important to understand the subsequent annihilation process ofp and p (cf Condo 1964 , Cohen 1987 , Korobov and Shimamura 1997 . The semiclassical IP calculations mentioned above have assumed a linear trajectory for thep-H relative motion, and hence they have not been able to consider the protonium formation. At the present time, a rigorous full quantum mechanical calculation is not an easy task for the protonium formation because the protonium is formed in very high orbital states (Cohen 1987 (Cohen , 1997 . On the other hand, it is not certain that the CTMC method is accurate enough to describe the protonium formation. Very recently, Ohtsuki et al (2000) have considered a bent trajectory within the framework of the semiclassical IP method though they have employed the MO expansion approach.
The aim of this paper is to investigate the ionization reaction (1) at low energies by using a semiclassical theory. Unlike the conventional IP method, the present semiclassical method treats only the radial distance ofp-H by classical mechanics and the other degrees of freedom by quantum mechanics. Hence, the conservation of the total angular momentum is rigorously taken into account, and the present semiclassical method is more reliable for treating the bent effect of relative trajectories. This semiclassical method has already been applied to study chemical reaction and dissociation in molecular collisions , Aguillon et al 1996 , Aguillon and Sizun 1997 , Sakimoto 1998 , 1999a -c, 2000 . In the dynamics of these reactions, the momentum transfer and the trajectory bend play a decisive role. The semiclassical results have been further compared with full quantum mechanical results and good agreement has been obtained , Sakimoto 1998 , 1999b , c, 2000 . Therefore, we can expect that the present semiclassical method is reliable enough to also study thep + H collisions at low energies where the trajectory bend is important. Although the protonium formation (2) is very interesting, the calculation of this process requires a great deal of numerical labour. Since the protonium formation is negligible at E > I (Cohen 1987 (Cohen , 1997 , the present calculation is limited to the range of energies E > I, and we investigate only the ionization reaction (1). The extension to E < I will be made in future work.
To solve the problem as accurately as possible, we employ a direct solution of the timedependent Schrödinger equation, which is somewhat similar to that of Wells et al (1996) . However, we do not use an equi-spacing lattice method in Cartesian coordinates , but use a discrete-variable-representation (DVR) method (Light et al 1985 , Baćic and Light 1986 , Colbert and Miller 1992 in polar coordinates. Despite its success in the field of chemical reaction, the DVR method is not so widely applied to the Coulombic system.
The present study provides one example where the DVR method is also very useful for the Coulombic collision system.
Theory and numerical method

Semiclassical theory
We describe the collision system ofp + H in Jacobi coordinates R for the H-p vector and r for the p-e vector. We choose a body-fixed (BF) frame in which the z-axis is along R, and represents the rotation from a space-fixed (SF) frame to the BF frame by the Euler angles (α, β, γ ) . The total Hamiltonian of the three-body system can be written as (Pack 1974 , Launay 1976 )
Here, µ is the reduced mass ofp and H, P R is the radial momentum conjugate to R = |R|, and
where m is the reduced mass of e and p; andL andl are the total and electronic angular momentum vectors (operators), respectively; V (R, r, θ) is the sum of all the Coulomb interactions; θ is the polar angle ofr; and the Coriolis operator (L −l) 2 is given explicitly by (Wilson and Howard 1936) 
Because of µ m, we may assume that the variable R can be well described classically. However, since we take a great interest in the trajectory bend, we treat the Coriolis operator (5) quantum mechanically and the variable R classically. Therefore, we consider the following time-dependent Schrödinger equation:
whereR and r are the quantum mechanical variables; L, M and p (= ±) are the total angular momentum quantum number, its magnetic component in the SF frame, and the parity of the total system, respectively. The wavefunction LM(p) can be expanded as (Pack 1974 , Launay 1976 , Sakimoto 1999c LM (p) 
is the normalized Wigner rotation matrix element (Rose 1957) with definite parity (Launay 1976) ; λh =L z =l z in the BF frame; and the magnetic sublevels are coupled among
The time dependence of the classical variable R cannot be determined uniquely in the semiclassical theory. Here, as done in previous studies (Sakimoto 1998 (Sakimoto , 1999a (Sakimoto -c, 2000 , the time dependence R(t) is given by imposing that the expectation of the Hamiltonian H is equal to the total energy E tot , i.e.
where || denotes integration over quantum mechanical variables. The time-dependent equation (6), coupled with (9), is solved. When a linear trajectory is assumed, instead of (9) we adopt the following relation:
where E is the collision energy.
Discrete-variable-representation method
In the DVR method, a grid is constructed from a set of the zero points of some orthogonal polynomials. For the DVR formulation, it is convenient to introduce a grid-based function u i (x) (Muckerman 1990 , Sakimoto 1999c :
where F k (x) is a normalized orthogonal polynomial of degree k; and x i is the zero point of
is the weight function; and ω i is the quadrature weight. Arbitrary types of orthogonal polynomials are usable. The grid-based function satisfies the following orthogonal properties:
From this useful relation, we can assume that any function G(x) is expanded in the form
This is the central idea of the DVR method. It should be noted that the expansion (13) is exact if the function G(x) is a polynomial of degree less than N . For r motion, Laguerre polynomials might be a candidate owing to the Coulombic nature. However, here we employ Chebyshev polynomials, which have been found to be efficient for calculating collision-induced dissociation in molecular collisions (Sakimoto and Onda 1994 , Nobusada and Sakimoto 1995 , Sakimoto 1998 , 1999a -c, 2000 . For the Chebyshev polynomials, an explicit form of (11) is
where x = sin(π r/r max ); W (x) = 1; ω i = r max /(N + 1) ≡ r; r i = i r; and r max should be taken large enough such that the calculated ionization probabilities are not dependent on r max . (For the choice of r max , see section 2.4.) In their direct numerical calculation, Wells et al (1996) have introduced a soft-core Coulomb potential to avoid the divergence at r = 0. However, the function (14) vanishes at r = 0. Hence, the present DVR method automatically satisfies the physical boundary condition at r = 0, and we do not need any soft-core potentials.
For θ motion, we expect that Legendre polynomials are efficient. In this case, the gridbased function (11) is
is the normalized Legendre polynomial; x j = cos θ e j ; and W (x) = 1. However, it has been shown (Bramley and Handy 1993 , Sakimoto 1999c that the quadrature representation with a finite number of polynomials like (15) is not efficient for odd λ. This is evident from the fact that the associated Legendre function (i.e. free rotational wavefunction) with odd λ contains an irrational function of
. Therefore, the use of the grid-based function (15) is limited to the case of even λ, and the superscript 'e' is attached in (15). When λ is odd, the present author (Sakimoto 1999c (Sakimoto , 2000 has shown that Jacobi (Gegenbauer) polynomials P (1, 1) (k−1) (x) (Abramowitz and Stegun 1964) are very efficient. Then, the grid-based function for odd λ is
Using the grid-based functions u i (r) and v
where we have put for even λ
and for odd λ
Substituting (17) into (7) and setting r = r i and θ = θ e,o j in (6), we have a set of coupled linear differential equations with respect to ψ
where 
Transition probabilities and ionization cross sections
The details for obtaining the transition probabilities in the present semiclassical method are given in Sakimoto (1999c Sakimoto ( , 2000 . As an initial condition, we can have
where f n (r) is the radial Coulomb wavefunction with n and being the principal and the angular momentum quantum numbers, respectively, andP λ (cos θ) is the normalized associated Legendre function. Then, defining the following matrix elements:
it has been shown that the probability amplitude C L n I I λ I ,n F F λ F for the inelastic transition
Since we consider the energy range E > I, the protonium formation (2) is negligible (Cohen 1987 (Cohen , 1997 . Hence, the probability for the ionization reaction (1) can be calculated from the unitarity relation in the form
where the summation is taken over all the bound channels of hydrogen. The ionization cross section for (1) is given by
where κ n I is the wavenumber.
Numerical examination
In this study, we have chosen the numerical parameters so that the ionization cross section has sufficient accuracy. In most cases, we have set N = 165, M = 6; and have included the λ = 0, 1 states. By setting a larger size, i.e. N 350, M 9 or λ = 0-3, we have found that the change in the ionization probabilities is mostly less than a few per cent. However, when the angular momentum L (i.e. impact parameter) becomes large and the ionization probability becomes small (< 0.1), the choice of N = 165 does not give the expected accuracy. In that case, we have taken N = 250. The value of r max is set to be 55 a 0 . For this size, the wavepacket of the ionized electron reaches the grid edge during the collision, and thereby has a spurious reflection pattern. To avoid this problem, a negative imaginary potential (i.e. an absorbing boundary condition) is applied near the grid edge (Neuhauser et al 1989) . In the present study, however, the introduction of the imaginary potential may be inappropriate to determine the time dependence R(t). Although the equation of motion (9) for R(t) requires the unitarity of the wavefunction, the unitarity property cannot be satisfied in the presence of the imaginary potential. The degree of unitarity breakdown during the collision depends on the size r max . To check the applicability of the imaginary potential in the present study, we have carried out the calculation by enlarging the size to r max = 95 a 0 . The results are shown in table 1 for some cases where the ionization is predominant. (When the ionization probability is small, the non-unitarity problem due to the imaginary potential is not so conspicuous.) We see that the change in the ionization probability is always less than a few per cent. Table 1 also indicates the results with no imaginary potential applied. In this case, the r max dependence exists non-negligibly, and the results become closer to those with the imaginary potential as r max increases. Hence, when no imaginary potential is applied, the spurious reflection pattern rather causes a noticeable error for the ionization probability. We can believe that the calculation with the imaginary potential is sufficiently accurate for the choice of r max = 55 a 0 .
To confirm further the validity of the present application of the imaginary potential, in figure 1 we draw the time evolution of the probability distribution defined by
We can find that the ionization (the flow towards larger r) occurs only locally near the turning point (R TP = 0.074 a 0 ), and the ionized electron runs away rapidly from both p andp. (Although the result is shown for E = 50 eV and L = 10, the main ionization feature is essentially the same for other cases.) This finding indicates that in the study of the ionization, an accurate treatment (of a bent trajectory) is not necessary at t t TP , where t TP is defined by R TP = R(t TP ). On the other hand, the present calculation with the imaginary potential is reasonable until t ∼ t TP since the unitarity property is satisfied before the ionized electron reaches the grid edge. Thus, we can see that the presence of the imaginary potential does not produce any serious problem in calculating the ionization probability. It should be noted, however, that the application of an imaginary potential is not always appropriate to identify the protonium formation (2) because we must track the trajectory until t t TP . Therefore, the present study using the imaginary potential is limited to energies E > I. Furthermore, if we calculate the energy distribution of the ionized electron, we cannot apply the imaginary potential, and the present choice of r max = 55 a 0 is evidently too small.
To obtain the ionization cross section, we have carried out the calculations for an appropriate number of partial waves L, and the summation (28) has been made by employing cubic-spline interpolation. We have investigated the ionization reaction for the initial 1s state in the energy range 20-5000 eV. (r, t) at E = 50 eV is drawn as a contour plot on the r-R-plane. Its time evolution is seen through R = R(t) with the turning point R TP = 0.074 a 0 .
Results and discussion
In table 2, we compare the present results for the ionization cross section with the previous IP calculations of Wells et al (1996) , Schiwietz et al (1996) , Hall et al (1996) and Igarashi et al (2000) at CM collision energies E = 0.1-5 keV. The present results are in good agreement with these IP calculations. Figure 2 indicates the opacity (2L + 1)P L for the ionization reaction at E = 0.5 keV as a function of L. Also shown are the results of Igarashi et al (2000) . In their results, because L , we have assumed L = κb, where b is the impact Wells et al (1996) . b Single-centred AO expansion of Schiwietz et al (1996) . c Single-centred AO expansion of Hall et al (1996) . d Single-centred AO expansion of Igarashi et al (2000) . parameter. Agreement is also satisfactory for all the partial waves. At collision energies E 0.5 keV, the relative trajectory can be assumed to be linear (see later). Hence, there is no essential difference between the present semiclassical and the conventional IP theories. The agreement with the IP calculations shows that the present choice for the numerical parameters is satisfactory.
In figure 3 , we summarize the ionization cross sections calculated by various methods in the CM energy region E = 5-5000 eV. The present calculation covers the energy range 20-5000 eV, and is expected to give the same accuracy for the low energies E < 500 eV as for E 500 eV. As found in the CTMC studies (Cohen 1987 , Schultz et al 1996 , the present calculation indicates that the ionization cross section remains large even at low energies. We also show the present results calculated with use of the linear trajectory. The cross section for the linear trajectory becomes small with decreasing energy. However, the cross section for the bent trajectory has a negligible energy dependence at E = 50-1000 eV, and arises at E < 50 eV. These facts are evidently due to the bent effect of the relative trajectory. Wells et al (1996) have carried out the IP calculation at E = 100 eV by assuming , the single-centred AO expansion (Hall et al 1996 , Schiwietz et al 1996 , Igarashi et al 2000 , the MO expansion (Ohtsuki et al 2000) and the CTMC (Cohen 1997) methods. The MO expansion and the CTMC cross sections at E I are those also including the protonium formation (2).
that the relative trajectory is determined by the adiabatic ground-state potential. Their result is also larger than the present one with the linear trajectory, and very close to that with the bent trajectory. Figure 4 shows the ionization opacities at E = 50, 200 and 500 eV. The calculation with the linear trajectory is also indicated for comparison. We can see that the opacities become small for all the partial waves L when the linear trajectory is assumed. In low-energy collisions, an attractive (such as polarization) force becomes important as an effective average interaction betweenp and H. Hence, as seen in figure 5 , the actual turning point R TP becomes smaller than that for the linear trajectory. In the case ofp + H, it is plausible that the ionization occurs more frequently as the two particles approach each other. This suggests that the position of the turning point is a key point to understanding the ionization mechanism. We plot the ionization probabilities as a function of R TP in figure 6. At low energies (E = 20-100 eV), we can find that the P L versus R TP curve is roughly independent of E. Hence, the ionization is actually determined in terms only of R TP . In low-energy collisions, the Fermi-Teller radius R x would be useful as a boundary line when we see the importance of the turning point position for the ionization reaction. In fact, figure 6 shows that the ionization probabilities for E = 20-100 eV are nearly constant (∼ 0.8) for R TP < R x , and have very steep R TP dependence for R TP > R x . If the adiabatic MO assumption is strictly correct for the ionization, the P L versus R TP curve should form a step function that is equal to unity if R TP R x and to zero otherwise. Therefore, we can simply regard the mechanism of ionization for R TP < R x as a direct one (see also figure 1). The ionization with R TP > R x , however, attributes to the non-adiabatic transition in terms of the MO picture, and the description of its dynamics requires an elaborate treatment. Figure 6 further shows that the non-adiabatic transition makes an important contribution to the ionization process even at low energies. When the energy is very high (E = 5000 eV in figure 6 ), as expected, the Fermi-Teller radius and the adiabatic picture have no meaning and the distant collisions become rather important.
The opacity at E = 50 eV in figure 4 indicates that the linear trajectory is good for low L and rather poor for high L. This may be contradictory to intuition since the deviation of the turning point for the linear trajectory from the actual one becomes larger for lower L at E = 50 eV (figure 5). However, when L < 50 at E = 50 eV that corresponds to R TP < R x (figure 6), the ionization probabilities are nearly independent of R TP , and accordingly a detailed knowledge of the trajectory is not so important. When L > 50 (i.e. R TP > R x ), a small difference in R TP changes the ionization probability by a large amount. As a result, the trajectory bend should be taken into account more correctly for higher L. From figure 4, it should be noted further that the contribution of the collisions with R TP > R x is very large in the calculation of the ionization cross section for E = 50 eV. Therefore, we can conclude that a careful dynamical treatment is necessary in low-energyp + H collisions both for non-adiabatic processes and for trajectory bends. Figure 3 shows that the CTMC and the MO expansion results are too large compared with the present one at E 20 eV. The MO expansion calculation of Ohtsuki et al (2000) considers only the non-adiabatic coupling between the ground (1sσ ) and the continuum states, and includes 20 sσ and 16 pπ continuum channels. However, the importance of the collisions with R TP > R x as noted just above also suggests that the non-adiabatic coupling with excited bound states is not negligible. The neglect of those non-adiabatic processes may overestimate the ionization probability as seen in figure 3 . A further study based on large-scale MO expansion is necessary to be convinced of this possibility. The present calculation shows that the inclusion of the λ = 0, 1 channels is sufficient. Since the present λ (in Jacobi coordinates) is equal roughly (with an error of O(m/µ)) to the electronic magnetic quantum number in the MO picture, the present study validates that the inclusion of only σ and π states is sufficient in the MO expansion calculation. Ohtsuki et al (2000) further mentioned that the ionization due to the rotational coupling between 1sσ and pπ continuum is negligible. We have also calculated the ionization opacities at the lowest energy E = 20 eV by assuming λ = 0 only, and the results are shown in figure 7. We can see that the contribution from the rotational coupling is actually small, but is not negligible at this energy. 
Summary and conclusion
The time-dependent semiclassical Schrödinger equation is solved directly for the ionization processp + H →p + p + e over a wide range of energies by using a discrete-variablerepresentation algorithm. Since all the motions except the relative (p-H) radial one are treated quantum mechanically, conservation of total angular momentum is taken into account correctly, and hence the present method is suitable to investigate the bent effect of the relative trajectory. However, since the imaginary potential is introduced, the present calculation is limited to the collision energies E > I. The extension to E < I, where protonium formation becomes significant, will be considered in a subsequent study.
The present ionization cross sections are in good agreement with previous direct solution and single-centred AO expansion calculations that have been made for high collision energies. The present study has further provided a reliable low-energy behaviour of the ionization cross section, and has found that its energy dependence is very weak over a wide energy range (E = 50-1000 eV). The flat energy dependence at E < 200 eV is due to the bent effect of the relative (p-H) trajectory.
The CTMC method is only useful to see a qualitative behaviour of the cross sections for the ionization reaction (and probably also for protonium formation) at low energies. A quantum mechanical description is inevitable for a quantitative argument in the low-energy collisions. The present study shows that if the adiabatic MO picture is taken, the non-adiabatic transition is very important even at E < 100 eV. More than half the value of the ionization cross section comes from non-adiabatic processes (i.e. partial waves having a turning point R TP > R x ). Since the protonium formation always accompanies ionization, it is uncertain that the adiabatic MO description would be useful for protonium formation at energies E I . This remains as an interesting problem. 
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