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WILSON LOOP AREA LAW FOR 2D YANG-MILLS
IN GENERALIZED AXIAL GAUGE
TIMOTHY NGUYEN
Abstract. We prove that Wilson loop expectation values for arbitrary simple closed
contours obey an area law up to second order in perturbative two-dimensional Yang-Mills
theory. Our analysis occurs within a general family of axial-like gauges, which include
and interpolate between holomorphic gauge and the Wu-Mandelstam-Liebrandt light cone
gauge. Our methods make use of the homotopy-invariance properties of iterated integrals
of closed one-forms, which allows us to evaluate the nontrivial integrals occurring at second
order. We close with a discussion on complex gauge-fixing and deformation of integration
cycles for holomorphic path integrals to shed light on some of the quantum field-theoretic
underpinnings of our results.
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1. Introduction
Two-dimensional Yang-Mills theory provides a rich arena for understanding quantum
field theories due to the fact that the theory is soluble: exact formulas can be given for
expectation values of general Wilson loop observables [18, 12, 25, 16]. These formulas are
given by integrals of products of heat kernels on the gauge group evaluated at times equal
to the areas enclosed by the Wilson loops. This suggests that Wilson loops evaluated
by the methods of perturbative quantum field theory should yield a corresponding area
law (heuristically, both the perturbative and exact area laws stem from the Yang-Mills
path integral being formally invariant under area-preserving diffeomorphisms). Over the
last twenty years, numerous checks for specialized contours to several orders [3, 4, 23]
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and for circular loops to all orders [13, 14] in perturbation theory have been made, both
analytically and numerically using a variety of gauges, but no result for general contours
beyond first order in perturbation theory has been established for the expected perturbative
area law (which is given by a Gaussian matrix integral). Indeed, at first order, the area
law is a simple consequence of Stoke’s Theorem, whereas starting at second order, the
nontriviality of the integrals involved in computing Wilson loop expectations have made
a general analysis difficult. In this paper, we rewrite such integrals in a way that allows
the homotopy-invariance properties of iterated integrals of closed one-forms to be used,
thereby establishing the area law for arbitrary simple closed contours up to second order in
perturbation theory. We also provide quantum field-theoretic insights as to why the area law
should hold to all orders, which involves changing the integration cycle for a holomorphic
extension of the integrand occurring in the path integral. We hope to be able to convert this
analysis into rigorous mathematics, in the context of two-dimensional Yang-Mills theory, in
future work.
Our main result can be described in more details as follows. Two-dimensional Yang-Mills
theory takes as input a smooth surface Σ (without boundary) equipped with an area form
dσ and a compact gauge group G equipped with an ad-invariant inner product 〈·, ·〉 on its
Lie algebra g. The Yang-Mills action is given by
YM(A) =
1
2λ0
∫
Σ
〈FA ∧ ∗FA〉 (1.1)
where FA is the curvature of a connection A on the trivial G-bundle over Σ, the operator
∗ : Ω2(Σ) → Ω0(Σ) is the Hodge star with respect to dσ, and λ0 is a coupling constant.
We consider only trivial bundles since we are interested in perturbation theory around the
trivial connection.
The basic observables in Yang-Mills theory are Wilson loop observables. Given a closed
oriented curve γ and a conjugation invariant function f on G, we obtain the Wilson loop
observable
Wf,γ(A) = f(holγ(A))
which applies f to the holonomy of A around γ. The fundamental quantities to compute are
the perturbative expectation values 〈Wf,γ〉 with respect to the Yang-Mills measure, which
in path integral notation can be written as
〈Wf,γ〉 “ = ”
1
Z
∫
A
dAWf,γ(A)e
−Y M(A). (1.2)
Here, 1Z
∫
A dA denotes the intuition that one is supposed to integrate over the space of
all connections A, with Z a normalizing factor. A mathematical definition of the above
expectation value requires a choice of gauge-fixing and an understanding that what one
obtains (in perturbation theory) is a formal series given by a Feynman diagrammatic ex-
pansion generated from the right-hand side of (1.2). Such a definition makes no reference to
integration, see Definition 2.5. The formal series we obtain is a series in the dimensionless
coupling constant λ defined by
λ =
{
λ0|[0, 1] × [0, 1]| Σ = R
2
λ0|Σ| Σ compact
(1.3)
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where |U | denotes the area of U ⊂ Σ with respect to dσ. In other words, in the Yang-Mills
action, what appears is (the inverse of) an area form times λ0 so that the separation of λ0
from dσ is not canonical. Thus, the dimensionless constant λ is the meaningful perturbative
parameter.
In what follows, we work with general area forms1 on our underlying surface Σ, where
on R2 we only assume dσ is the standard area form outside some compact set2. We can
normalize dσ so that Σ and the unit square [0, 1]× [0, 1] have unit area when Σ is compact
or equal to R2, respectively. Hence, we can always assume λ = λ0.
Theorem 1. (Area Law up to Second Order) Fix an area form on R2, let γ be any oriented
simple closed curve bounding a region R, and let the gauge group G be any compact Lie
group. Then the expectation of the Wilson loop observable Wf,γ with respect to generalized
axial-gauge up to second order in λ is given by a Gaussian matrix integral over g:
〈Wf,γ〉gax =
1
(2π|R|λ)dimG/2
∫
g
e−|X|
2/2|R|λf(eX)dX +O(λ3). (1.4)
Here, | · | and dX are the norm and volume form on g induced from its inner product.
Our terminology generalized axial-gauge refers to a general family of gauges that includes
all those listed in the references used to compute Wilson loop observables. It consists of Wu-
Mandelstam-Liebrandt light cone gauge, holomorphic gauge, and all those which interpolate
between the two via “Wick rotation”, see Definition 2.3. All these gauges on R2 are in fact
equivalent up to a linear change of variables.
Explicitly, if G = U(N), SU(N), or SO(N) and f = 1N tr, where tr denotes trace in the
fundamental representation, then (1.4) becomes
〈Wf,γ〉gax =


1− N2 |R|λ+
1
8
(
2
3N
2 + 13
)
|R|2λ2 +O(λ3) G = U(N)
1 + CF2 |R|λ+
1
8
(
C2F −
1
6CACF
)
|R|2λ2 +O(λ3) G = SU(N), SO(N)
where CF and CA denote the Casimir numbers in the fundamental and adjoint representa-
tion, respectively.
The series generated by 〈Wf,γ〉gax have coefficients given by highly nontrivial integrals.
The direct evaluation of these coefficients up to second order for various types of rectangles
in [3, 4] were nontrivial and highly involved. In contrast, we exploit homotopy-invariance
properties to compute second order coefficients for general contours. A general theory for the
homotopy-invariance properties of iterated integrals dates back to the work of K. T. Chen
[10], which we became aware of through serendipitously stumbling upon the set of notes
[24]. The study of iterated integrals has found important applications in the evaluation of
Feynman diagrams [8, 9], as e.g., can be seen in the recent successes in evaluating scattering
amplitudes in N = 4 SUSY Yang-Mills theory [15].
For the special case of circular contours, using symmetry arguments, we can establish
the area law to all orders in λ on both S2 on R2:
1The work of [21], establishing various gauge-invariance properties, implies that it suffices to consider just
the standard area forms on R2 and S2, the main cases of interest. Nevertheless, we find it instructive to
work with general area forms since the methods of [21] are significantly different.
2See footnote 4.
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Theorem 2. (Area Law to All Orders for Circles) Let γ be a circular contour on S2
and suppose dσ is rotationally symmetric about the center of the disk bounded by γ. Let
ρ = |R||S
2\R|
|S2|2
. Then
〈Wf,γ〉gax =
1
(2πρλ)dimG/2
∫
g
e−|X|
2/2ρλf(eX)dX. (1.5)
The same result holds on R2 by replacing ρ with |R|.
Theorem 2 is a slight generalization of the result in [13], which dealt with the standard
area form on S2. Although we state our results here for single Wilson loops for the sake
of simplicity, they have straightforward analogs to products of Wilson loops. Theorem 1
extends to the case of when the loops are disjoint and Theorem 2 extends to the case when
the loops are all circular and concentrically nested. See [13] for the corresponding Gaussian
matrix integral formula in the latter case. The last statement about R2 should be regarded
as a decompactification limit as S2 increases to R2 [20].
The outline of this paper is as follows. We provide the basic definitions and setup in
Section 2. Section 3 provides the main technical results concerning iterated integrals of
Green’s operators that we need to evaluate Wilson loop observables. One of our key insights
involves extending known results about the homotopy invariance of iterated integrals within
the class of based loops to the class of free (unbased) loops. Section 4 proves the main
theorems. In the appendix, we provide an important discussion of our results from the path
integral point of view. Here, we provide a formal proof of invariance of the path integral
under area-preserving diffeomorphisms and we interpret our generalized axial-gauge as a
(complexified) gauge-fixing procedure.
The motivation of this paper stems from the author’s investigation of the conventional
paradigm in physics that formal perturbation theory approximates the full quantum the-
ory when the latter has a rigorous construction (two-dimensional Yang-Mills theory is such
an example). In fact, equality to all orders in (1.4) is precisely what one would expect if
perturbation theory is supposed to provide an asymptotic series for the exact Wilson loop
expectation. Our work here is therefore part of a fuller discussion to be found in [20]. See
also [21] for a quite different analysis of Yang-Mills theory in (bona fide) axial-gauge, in
which an honest real direction is gauged away instead of a complexified one.
Note: The main results of this paper are now superceded by [20], which establishes the area
law to all orders for simple closed contours. Nevertheless, the methods here are different and
moreover illuminating in that we do explicit computations of iterated integrals ([20] uses
the rather heavyweight Batalin-Vilkovisky formalism to reduce the general simple closed
contour case to the circular contour case).
2. The Setup
Since we work with a trivial G-bundle over Σ, we can identify the space of connections A
with Ω1(Σ; g), the space of 1-forms with values in the Lie algebra g of G. The Yang-Mills
action (1.1) is invariant under the group of bundle automorphisms G = Maps(Σ, G), for
which a gauge-transformation g ∈ G acts on a connection via
g · A 7→ gAg−1 + gdg−1. (2.1)
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If we endow Σ with a complex structure, we obtain a splitting of the complex 1-forms Ω1c(Σ)
into the bundle of complex-linear and complex anti-linear forms
Ω1c(Σ) = Ω
1,0(Σ)⊕ Ω1,0(Σ).
We can also complexify the gauge group, the Lie algebra, the space of connections, and
the group of bundle automorphisms, thereby obtaining Gc, gc, Ac = Ω
1(Σ; gc), and Gc =
Maps(Σ;Gc), respectively. The Yang-Mills action (1.1) readily extends to the space of
complex connections, since 〈·, ·〉 extends complex bilinearly to gc. We use a complex bilinear
inner product and not a Hermitian one because then (1.1) is invariant under the action of
Gc (which is also given by (2.1)). This detail is of relevance for the quantum field theoretic
interpretation of our work, which we discuss in the appendix.
2.1. Generalized Axial Gauge. What makes two-dimensional Yang-Mills theory tractable
is that the theory on R2 becomes free in suitable gauges. Choosing global coordinates (u, v)
on R2 (not necessarily the standard (x0, x1) coordinates) and writing A = Audu+Avdv, we
can use a gauge transformation to eliminate the Av component. The result is a connection
A = Audu which has only a single component along a coordinate direction, so that its cur-
vature FA becomes dA. The vanishing of the nonlinear terms in FA makes the Yang-Mills
action in this gauge purely quadratic.
This feature extends to complexified connections A ∈ Ω1(R2; gc) with u and v a set
of complex coordinates on C ∼= R2. Thus, if A = Audu with Au ∈ Ω
0(R2; gc), then the
curvature FA is still dA. We are interested in a particular choice of complex coordinates
parametrized by α ∈ [0, π/2], namely
xα,± = x0 ± e
iαx1.
For α = 0, we obtain the usual light-cone coordinates x± := x0±x1 (with respect to the stan-
dard Minkowski metric on R2) and for α = π/2 we obtain the holomorphic/antiholomorphic
coordinates z and z¯. We can interpret intermediate α as being a Wick rotation between
these choice of coordinates (note that the corresponding momentum variables are rotated).
We need only consider α ∈ [0, π/2], since other values of α can be reduced to this case by
interchanging the roles of xα,± or performing the transformations x0 7→ −x0, x1 7→ −x1.
In fact, for α 6= 0, since xα,± = (x0 + x1 cosα) ± ix1 sinα, a linear change of variables
transforms xα,± into z and z¯. Thus, if one is considering fixed α, it suffices to work with
the case of α = π/2 (up to a rescaling of the area form on R2). However, it is useful to
consider the limit α→ 0+, which is why we keep the explicit α-dependence.
Define
Aα,+ = {A ∈ Ac : A = A+dxα,+}
to be the set of complex connections that only have a dxα,+ component.
Definition 2.1. We say that a complex connection on R2 is in α-gauge if A ∈ Aα,+.
On a compact surface, axial gauges are not well-defined, since one no longer has a globally
defined R-valued coordinate. On the other hand, the case α = π/2 does extend to compact
surfaces endowed with a complex structure, since while global holomorphic coordinates do
not exist, the subbundle of (1, 0)-forms is well-defined.
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Definition 2.2. Equip Σ with a complex structure. Then a connection A on Σ is in
holomorphic gauge if A ∈ A1,0 := Ω1,0(Σ; gc).
In particular, α-gauge for α = π/2 is holomorphic gauge on R2 with its standard complex
structure.
Definition 2.3. We refer to the collection of α-gauges on R2, 0 ≤ α ≤ π/2, and holomorphic
gauge for a general Riemann surface Σ as generalized axial-gauge. Here, we interpret the
case α = 0 as the limit α→ 0+, which we call Wu-Mandelstam-Liebrandt (WML) light cone
gauge.
The significance of WML light cone gauge follows from the substantial physics literature
which discusses perturbative quantization in light cone gauge [17, 6, 23, 7], for which a suit-
able regularization scheme is needed in this highly singular gauge. The WML prescription
is one of them, and it is prescribed by being continuously connected to holomorphic gauge
via Wick rotation. The significance of α→ 0+ cannot be seen on the classical level, in which
setting α = 0 yields A = A+dx+ for A in 0-gauge. Rather, letting α → 0
+ is significant
for the regularization of Feynman diagrams, see (2.9). By the remarks above, it suffices to
consider holomorphic gauge and so we will primarily be focused on this case.
The sense in which placing a connection in generalized axial-gauge is really a choice of
gauge is partially addressed by the following lemma:
Lemma 2.4. On R2, any complex connection can be placed into generalized axial-gauge
using a complex gauge transformation. On S2, any complex connection not holomorphically
equivalent to a non-minimal Yang-Mills connection3 can be placed into holomorphic gauge
using a complex gauge transformation.
Proof. Without loss of generality, we consider holomorphic gauge. On R2 = C, the
lemma is precisely the standard result that every holomorphic bundle on C is equivalent to
one with the trivial holomorphic structure. For S2, this follows from the work of Atiyah
and Bott [1]. 
Because Lemma 2.4 involves complex gauge transformations in Gc and not unitary (i.e.
ordinary) gauge transformations in G, it is not clear in what sense working with α-gauge
is really a choice of honest gauge. We provide some insightful remarks on how to interpret
generalized axial-gauge in the sense most appropriate for the path integral approach to
quantum field theory in the appendix, one which more adequately justifies the use of the
word gauge.
2.2. Propagators. Next, we analyze the kinetic operator of Yang-Mills theory in general-
ized axial-gauge, which allows us to define the corresponding Green’s function (i.e. propaga-
tor). This allows us to define the perturbative expectation value of Wilson loop observables
in terms of Wick contractions using these gauge-fixed Green’s functions.
3Such connections form an open, dense set containing a neighborhood of the trivial connection. Hence,
perturbation theory around the trivial connection does not detect non-minimal Yang-Mills connections. In
the higher genus case, the presence of a continuous moduli of nontrivial holomorphic structures invalidates
Lemma 2.4 for a non-negligible set of connections.
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The Yang-Mills action for connections in generalized axial-gauge becomes
YM(A) =
1
2λ0
∫
Σ
〈A ∧ d ∗ dA〉
since [A,A] vanishes for A ∈ Aα,+ or A ∈ A
1,0.
In holomorphic gauge and α-gauge for α > 0, the Yang-Mills action becomes nondegen-
erate in the sense that the kinetic operator is elliptic. We can see this as follows. First, we
work on R2. The coordinates xα,± allow a splitting of all operations into these directions.
We define the complex tangent vectors
∂xα,± =
1
2
(
∂x0 ± e
−iα∂x1
)
which satisfy
∂xα,±xα,± = 1.
In what follows, we fix α and will not always indicate the explicit dependence on α for
notational clarity.
The exterior derivative is such that d = e∗i ∧ ∂ei for any local frame ei for TΣ ⊗ C and
corresponding C-linear dual frame e∗i . In particular,
d = dxα,+∂xα,+ + dxα,−∂xα,−
=: ∂+ + ∂−.
We have the decomposition
Ω1 = Ω1+ ⊕ Ω
1
−
given by those forms that have only dxα,+ and dxα,− components, respectively. Since ∂+
annihilates elements of Ω1+, we have
YM(A) =
1
2λ0
∫
〈A ∧ ∂− ∗ ∂−A〉 A ∈ A
α
+.
It is easy to see that
D = ∂− ∗ ∂− : Ω
1
+ → Ω
1
+
is an elliptic operator for α > 0. The Green’s operator for D is readily constructed as
follows. First we compute the Green’s operator for
∂− : Ω
0 → Ω1−.
This is the operator
P∂− : Ω
1
− → Ω
0 (2.2)
P∂−(x, x
′) = −
1
2πi
dx′+
(x− x′)+
∈ Ω0 ⊠ Ω1+ (2.3)
It satisfies
∂−
∫
R2
x′
P∂−(x, x
′) ∧ ω(x′) = ω(x)
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for ω ∈ Ω1− compactly supported. The transpose operator
P t∂− : Ω
2 → Ω1+
P t∂−(x, x
′) =
1
2πi
dxα,+
(x− x′)α,+
∈ Ω1+ ⊠ Ω
0
is the Green’s operator for ∂− : Ω
1
+ → Ω
2. Thus, we find that the Green’s operator for D
is given by the composition
Pα = P
t
∂− ◦ ∗ ◦ P∂− : Ω
1
− → Ω
1
+, 0 < α ≤ π/2. (2.4)
and its integral kernel is an element of Ω1+ ⊠Ω
1
+. We call (2.4) the α-gauge propagator. In
particular, for α = π/2, we have the holomorphic gauge propagator on R2
Phol := Pπ/2 = P
t
∂¯ ◦ ∗ ◦ P∂¯ : Ω
0,1 → Ω1,0 (2.5)
with integral kernel belonging to Ω1,0 ⊠ Ω1,0.
In the case of the standard area form on R2, it is straightforward to obtain explicit
formulas for Pα. For the case α = π/2, then with respect to holomorphic coordinates z, w
on C,
Phol(z, w) =
1
4π
dz
z¯ − w¯
z − w
dw (2.6)
which one can evaluate by computing
Phol(z, w) =
dzdw
4π2
∫
C
dσ(u)
1
z − u
1
u− w
(2.7)
with dσ(u) = d2u in (2.5). Here, the integral (2.7) must be evaluated in the sense of distri-
butions (i.e. by evaluating the above integral as a limit of integrals over larger and larger
disks4.) Then using Stoke’s Theorem to evaluate (2.7), one only picks up a contribution
from integrating over small circles around z and w, from which we obtain (2.6). The same
computation works for the case of general α, from which we obtain the formula
Pα(x, x
′) =
i
4πeiα
dxα,+
(x− x′)α,−
(x− x′)α,+
dx′α,+, 0 < α ≤ π/2. (2.8)
Letting α → 0+ in this expression, we obtain the Wu-Mandelstam-Liebrandt light cone
gauge propagator
PWML(x, x
′) = lim
ǫ→0+
i
4π
dx+
(x− x′)2−
(x− x′)+(x−x′)− − iǫ
dx′+. (2.9)
If we had set α = 0 first in the Yang-Mills action, the kinetic operator would not be elliptic.
Defining a Green’s operator for the resulting operator would be ambiguous due to the need
to choose a regularization scheme; the WML prescription α→ 0+ provides such a scheme,
yielding a well-defined propagator that is continuously connected to Green’s operators of
elliptic operators via Wick rotation.
4 This is where we need to place some assumptions on the behavior of dσ at infinity so that such a limit
exists. For dσ the standard area form, for large u, the integrand of (2.7) decays as u−2 + O(u−3) =
|u|−2e−2iθ + O(u−3) which is integrable at infinity, since the leading term vanishes when integrated over
compact disks.
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In the above, we worked in a coordinate-free manner as possible because then (i) it is
clear that our analysis holds for general area forms on R2; (ii) we can readily adapt the
above analysis to the case of holomorphic gauge on compact surfaces. For Σ compact, the
operator ∂¯ : Ω•(Σ) → Ω•(Σ) has a kernel and cokernel. For the simplest case Σ = S2,
ker ∂¯ consists of just constant functions. By uniformization, we can suppose that S2 has
the standard complex structure, otherwise we can apply a diffeomorphism (and change our
area form accordingly). We then have the standard coordinate charts on the Riemann
sphere S2 = C0∪C∞, related to each other by stereographic projection interchanging z = 0
with z˜ = 1z = ∞. In the chart C0, the Green’s operator for ∂¯ : Ω
0 → Ω0,1 has the same
expression as for the case of C:
P∂¯(z, w) = −
1
2πi
dw
z −w
.
The formula for the holomorphic gauge propagator on S2 involves the appropriate modifi-
cation of (2.5), and is given by
Phol = P
t
∂¯ ◦ ∗˜ ◦ P∂¯ : Ω
0,1 → Ω1,0 (2.10)
with the integral kernel of Phol lying in Ω
1,0
⊠ Ω1,0 and where
∗˜ : Ω0 → Ω2
f 7→ ∗
(
f −
1
|S2|
∫
S2
fdσ
)
projects Hodge star onto the top-degree forms that integrate to zero (which are thus in the
image of ∂¯ : Ω1,0 → Ω2). For concreteness, we write down an explicit formula for Phol when
dσ = 4d
2z
(1+|z|2)2 is the round area form. One can explicitly compute [13]
P (z, w)dzdw = dzdw ·
1
4π2
∫
C×C
1
z − u
[
dσ(u)δ(u − u′)d2u′ −
1
|S2|
dσ(u)dσ(u′)
]
1
u′ − w
= dzdw
1
π
1
1 + |z|2
1
1 + |w|2
z¯ − w¯
z −w
(2.11)
The above integral must be interpreted in the sense of distributions on C×C ⊂ S2×S2 since,
even though S2 is compact, dz and dw are not globally defined coordinates. Nevertheless, we
obtain the correct expression for P (z, w)dzdw with respect to the holomorphic coordinates
on C0×C0. We can replace dσ with dσr =
4crd2z
(1+|z/r|2)2
, i.e., the area form on the round sphere
of radius r scaled by cr, and denote the corresponding propagator by Phol,S2r . Letting r →∞
and cr →
1
4 , we get
lim
r→∞
Phol,S2r −→ Phol,R2 (2.12)
i.e. the holomorphic gauge propagator on S2 (2.11) limits to the holomorphic gauge prop-
agator on R2 (2.5). This decompactification limit is useful in regarding the separate cases
R
2 and S2 in the analysis to follow as being a single case. Note however that the analysis
we do holds for general area forms, not just the standard ones.
The above propagators (2.4)–(2.11) all yield operators on g-valued forms in the natural
way. The corresponding integral kernels simply become the scalar-valued ones above ten-
sored with the element of g⊗ g corresponding to the identity operator on g (we identify g
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with g∗ using the inner product on g). By abuse of notation, we will use P (x, x′) to denote
both the scalar integral kernel and g-valued ones, with which one we mean clear from the
context (or else we denote the latter by P ab(x, x′), with a, b denoting Lie algebra indices
with respect to an orthonormal basis ea of g).
2.3. Wilson Loop Expectations. Given γ : [0, 1] → Σ a smooth closed curve, endowed
with the orientation induced by its parametrization, and f : G→ C a conjugation invariant
function, we obtain the Wilson loop observable Wf,γ given by
Wf,γ(A) = f(holγ(A)),
where holγ(A) is the holonomy of A about γ. Since f is conjugation-invariant, Wf,γ(A) is
independent of the gauge-equivalence class of A.
Such Wilson loop observables form a dense collection of continuous gauge-invariant func-
tions and so consistute a rich set of observables. We are interested in computing their per-
turbative expectation value in quantum Yang-Mills theory. Perturbation theory involves
applying the Wick expansion [19] to compute the expectation values of observables that
are given as polynomials (or power series) in the basic field A. In generalized axial-gauge,
the Yang-Mills action is free5, so that the Wick expansion is essentially formal integration
against a Gaussian measure (it is formal in the sense that the propagator need not induce
a positive definite pairing and the series expansions one considers need not be convergent).
We have already described the propagators we will be considering in the previous sec-
tion. We thus need to describe the Wilson loop observables as a power series functional.
This however is readily given by the path-ordered formal series solution of the holonomy
operation. We recall this setup mostly to explain and fix notation.
Since G is compact, we can assume it is embedded in a group of unitary matrices. This is
convenient since then all operations involving G and g can be expressed in terms of matrix
multiplication within an ambient space of matrices. Parallel transport along γ involves
solving the ordinary differential equation6
g˙(t) = −A(t)g(t)
g(0) = 1
(2.13)
where A(t) = γ˙µ(t)xAµ(γ(t)) is a g-valued function. We obtain a series solution to (2.13)
from the path ordered exponential:
holγ(A) = P exp
(
−
∫ 1
0
A(t)
)
:= 1 +
∞∑
n=1
(−1)n
∫
1≥tn≥...≥t1≥0
A(tn) · · ·A(t1). (2.14)
Next, we can suppose f = trV ρ, where ρ : G → U(V ) is an irreducible unitary repre-
sentation on a vector space V . Using the fact that holonomy is equivariant with respect to
homomorphisms
ρ(holγ(A)) = holγ(ρ(A)),
5Moreover, the Faddeev-Popov determinant is trivial.
6Because A(t) acts by multiplication on the left in (2.13), the iterated integrals we will need to consider are
composed from right to left instead of the more common left to right convention.
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where we also write ρ for the induced morphism on Lie algebras, we have that the Wilson
loop observable Wf,γ(A) has a series expansion
Wf,γ(A) = trV (1) +
∞∑
n=1
(−1)n
∫
1≥tn≥...≥t1≥0
trV (ρ(A(t1)) · · · ρ(A(tn)). (2.15)
This gives the explicit representation of Wf,γ(A) as a power series in A.
The expectation value of Wf,γ(A) in a generalized axial-gauge involves summing over all
Feynman integrals with vertices given by the terms ofWf,γ(A) in (2.15) and with propagator
given by the corresponding generalized propagator worked out previously. We encode the
combinatorics of Feynman diagrams with the following succinct notation for the sake of
mathematical completness (the initiated will already be familiar with the combinatorics
while the uninitiated can consult [11] or the appendix of [20] for further details). However,
we will only need to work to second order in this paper; the calculations in Section 4 make
the following abstract definition more explicit.
Given the propagator P = P abµν , which is an element of Ω
1(Σ; gc) ⊠ Ω
1(Σ; gc), let ∂P
denote the operator which performs a Wick contraction, i.e.
∂P
(
Aaµ(x)A
b
ν(y)
)
= P abµν(x, y).
Here, we regard Aaµ(x) as a monomial on A, i.e., a complex-linear functional on Ω
1(X; gc)
which evaluates the a = 1, . . . ,dim(G) and µ = 0, 1 components of a connection A at x.
We extend ∂P to any polynomial p of degree n in A by defining ∂P p to be the polynomial
of degree n − 2 obtained by contracting all possible pairs of monomials in p. Thus, the
operation e∂P = 1 +
∑∞
n=1
1
n!(∂P )
n sums over all possible numbers of Wick contractions,
with the symmetry factor 1/n! included since the Wick contractions are unlabelled. Thus,
given a polynomial p in A, define e∂P p|0 to be the sum of all Wick contractions with no
remaining uncontracted monomials, i.e., the sum of all possible Feynman diagrams with no
external tails.
We can now formalize our definition of the perturbative expectation of Wilson loop
observables:
Definition 2.5. Let Σ be R2 or S2 equipped with an area form dσ and pick a generalized
axial-gauge. Then for any observable O given by a formal power series in A, the expectation
of O in the chosen generalized axial-gauge is
〈O〉gax = e
λ0∂PO
∣∣
0
, (2.16)
where P is the corresponding generalized axial-gauge propagator. We have that 〈O〉gax is a
formal power series in λ. In particular, for O = Wf,γ or a product of such observables, we
use the representation (2.15) in (2.16). Specializing to holomorphic gauge, we denote the
corresponding expectation by 〈O〉hol.
Note that while 〈O〉hol is well-defined for general Σ (since we obtain a well-defined
holomorphic gauge propagator P ) the presence of zero modes in the kinetic operator
D = ∂¯ ∗ ∂¯ : Ω1,0 → Ω0,1 in the case of positive genus means that one cannot interpret
the right-hand side of (2.16) as a full expectation (there are residual degrees of freedom
left). Hence we restrict the above definition to R2 or S2.
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3. Analytic Preliminaries
The evaluation of (2.16) requires calculating iterated integrals of generalized axial-gauge
propagators P along the contour given by the Wilson loop. These integrals are highly
nontrivial and do not seem, on initial inspection, to be amenable to explicit evaluation for
a general contour. In this section, we develop the tools needed to evaluate such integrals.
On R2, recall that α-gauge for fixed α > 0 can be transformed to the case α = π/2.
Thus, we focus on holomorphic gauge from now on, both on R2 and S2, though our results
hold for the totality of generalized axial-gauges. That is, we restrict to P = Phol in (2.5)
and (2.10).
Given that we are integrating over subsets determined by curves when evaluating Wilson
loops, given a (not necessarily closed) curve γ, consider the following δ-current on γ:
δγ(ω) =
∫
γ
ω, ω ∈ Ω1.
We also consider the δ-current supported on (1, 0)-forms:
δ(0,1)γ (ω) =
∫
γ
ω(1,0).
Our notation reflects the fact that δ
(0,1)
γ should be regarded as a singular element of Ω0,1, the
pairing with ω being given by the wedge pairing and integration. In holomorphic gauge, we
need only consider the (0, 1)-delta current, since the corresponding propagator P consists
only of forms of type (1, 0).
Lemma 3.1. The function
χγ(z) =
1
2πi
∫
γ
dw
z − w
is smooth away from γ and satisfies ∂¯χγ = δ
(0,1)
γ in the sense of currents, i.e.∫
C
χγ(−∂¯ω) =
∫
γ
ω, ω ∈ Ω1,0.
Moreover, we have χγ(z) = O(log |z − z0|) as z approaches a point z0 in the image of γ.
Proof. Let fǫ be a smooth compactly supported function such that fǫdw¯ → δ
(0,1)
γ as a
current. We have
χǫ(z) =
1
2πi
∫
C
dw¯dw
fǫ(w)
z − w
is a smooth function and solves ∂¯χǫ = fǫdw¯, so that∫
C
χǫ(−∂¯ω) =
∫
C
fǫ(z)dw¯ ∧ ω, ω ∈ Ω
1,0.
Letting ǫ→ 0, the above equations imply limǫ→0 χǫ = χγ and ∂¯χγ = δ
(0,1)
γ . The last state-
ment is clear. 
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By slight abuse of notation, we will often identify γ with its image in Σ since γ is
embedded. We also use the notational abbreviation
γn =
n︷ ︸︸ ︷
γ × · · · × γ ⊂ Σn.
Let D0 ⊂ [0, 1]
n be a domain and let
D = (
n︷ ︸︸ ︷
γ × · · · × γ )(D0) ⊂ γ
n
be its image under γ applied to each variable. Given a form ω ∈ (Ω1)⊠, define∫
D
ω =
∫
D0
(
n︷ ︸︸ ︷
γ × · · · × γ )∗(ω)
This is just a notational shortcut so as to avoid writing pullbacks everywhere in the case
where γ is not embedded. (In the end, our main results hold for γ a simple closed curve,
but for the time being we can work with general curves.)
Define δD to be the current of type (Ω
1)⊠n on Σn which takes an element of (Ω1)⊠n and
integrates it over D. Likewise, define δ
(0,1)
D to be the current of type (Ω
0,1)⊠n that takes an
element of (Ω1,0)⊠n and integrates it along D.
Corollary 3.2. For any domain D ⊂ γn, we have
χD(zn, . . . , z1) =
1
(2πi)n
∫
D
dwn
zn − wn
· · ·
dw1
z1 − w1
(3.1)
is smooth away from D and satisfies
∂¯n · · · ∂¯1χD = δ
(0,1)
D
in the sense of distributions.
Proof. We approximate D0 by products of intervals and apply the previous lemma to
each such product. Letting the approximation tend to D0 proves the result. 
Notation. In regarding γn ⊂ Σn, we will need to label the points belonging to the ith
copy of Σ using the subscript i, 1 ≤ i ≤ n. However, our numbering of the copies goes
from right to left (i.e. descending order from left to right). This is so that our ordering is
compatible with the path ordering in (2.15), which involves time increasing from right to left.
In holomorphic gauge, the kinetic operator for Yang-Mills theory is D = ∂¯ ∗ ∂¯. Consider
the operator D0 = ∗∂¯∂ : Ω
0 → Ω0. A complex structure and an area form on a surface
determines a metric, and it is easy to see that D0 = −
i
2∆, where ∆ is the Laplace-Beltrami
operator with respect to such a metric. Let P0 be a Green’s operator for D0, i.e.
D0P0f = P0D0f =
{
f Σ = R2
f − E(f) Σ = S2.
(3.2)
where
E(f) =
∫
S2
dσˆf
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is expectation with respect to the probability measure dσˆ = 1|Σ|dσ.
Lemma 3.3. Let P denote the holomorphic gauge propagator on R2 or S2. For any smooth
function f with compact support, we have
P (∂¯f) = ∂P0(f). (3.3)
∗∂¯P (∂¯f) = D0P0(f). (3.4)
Proof. We easily verify
D∂g = ∂¯D0g.
for all functions g. Now apply P to both sides and replace g with P0(f) in the above to
obtain (3.3). Equation (3.4) follows from (3.3) by applying ∗∂¯, or else by inspection from
(2.5). 
If f is a function on (S2)n, for 1 ≤ i 6= j ≤ n, define the new function covijf on (S
2)n−2
by
covij(f) =
∫
S2
f(xn, . . . , xi+1, y, xi−1, . . . , xj+1, y, xj−1, . . . , x1)dσˆ(y)
−
∫
S2i×S
2
j
f(xn, . . . , yi, . . . , yj, . . . , xn)dσˆ(yi)dσˆ(yj), (3.5)
where S2i and S
2
j denote the copy of S
2 in the ith and jth entry, respectively. In other
words, covij computes the covariance in the ith and jth entries, where the covariance of
two functions f and g is
cov(f, g) = E(fg)− E(f)E(g).
Here, we interpret the space of functions on (S2)n as (a completion of) the n-fold tensor
product of the space of functions on S2.
Lemma 3.4. Let D ⊂ γ2n be any domain. Let P be the holomorphic gauge propagator and
let τ be any permutation of {1, . . . , 2n}.
(i) for Σ = R2, we have∫
D
P (zτ(1), zτ(2)) · · ·P (zτ(2n−1), zτ(2n)) =∫
Cn
χD(z2n, . . . , z1)
∣∣
{zτ(1)=zτ(2), ... , zτ(2n−1)=zτ(2n)}
(dσ)n (3.6)
where
∫
Cn
denotes the limit obtained by integrating over an increasing sequence of
polydisks.
(ii) for Σ = S2, we have∫
D
Pˆ (zτ(1), zτ(2)) · · · Pˆ (zτ(2n−1), zτ(2n)) = covτ(1)τ(2) · · · covτ(2n−1)τ(2n)(χD). (3.7)
where Pˆ = 1|Σ|P .
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Note that these integrals of the holomorphic gauge propagator are well-defined since the
latter has uniformly bounded integral kernel. (Here we assume γ is piecewise embedded so
that the intersection of D with the small diagonal is negligible.)
Proof. Without loss of generality, we can assume τ is the identity permutation, since
we can always undo this permutation by acting on the arbitrary domain D ⊂ γ2n by a
permutation. We prove the case n = 1, with n > 1 being identical.
We first consider the case R2. We have
(∗∂z¯1)∂z¯2P (z1, z2) = δ(z1 − z2)d
2z2
in the sense of distributions by Lemma 3.3. The case n = 1 is established if we can regulate
P to a smooth, compactly supported Pǫ such that the following steps are valid∫
D
P (z1, z2) = lim
ǫ→0
∫
D
Pǫ(z1, z2) (3.8)
= lim
ǫ→0
∫
C2
(∂¯1∂¯2χD)(Pǫ) (3.9)
= lim
ǫ→0
∫
C2
χD(∂¯1∂¯2Pǫ) (3.10)
=
∫
C2
χD(z1, z2)dσ(z1)δ(z1 − z2)d
2z2 (3.11)
=
∫
C
χD(z, z)dσ(z). (3.12)
Here the main step that needs justification is the fourth line, since χD is not a smooth test
function. However, this is straightforward:
Let ψ(x) be a smooth bump function with ψ ≡ 1 on |x| ≤ 1 and ψ ≡ 0 on |x| ≥ 2. We
get the corresponding long-distance and short-distance regulators:
ψ˜ǫ(z) = ψ(ǫz)
ψǫ(z) = 1− ψ(ǫ
−1z).
Define
Pǫ(z1, z2) = ψ˜ǫ(z1)ψ˜ǫ(z2)ψǫ(z1 − z2)P (z1, z2).
It is smooth and compactly supported. To justify line (3.11), we have
lim
ǫ→0
χD(∂¯1∂¯2Pǫ) =
∫
lim
ǫ→0
χD(z1, z2)ψ˜ǫ(z1)ψ˜ǫ(z2)∂¯z1 ∂¯z2 [ψǫ(z1 − z2)P (z1, z2)] + . . . (3.13)
where . . . denotes terms where at least one derivative hits the long distance cutoff function
ψ˜. It is easy to see that the leading term of (3.13) is precisely (3.11) based on the local
behavior of P (z1, z2) near the diagonal.
For the remainder terms, we want to show that the ǫ → 0 limit vanishes. This follows
readily from χD(z) = O(1/|z|) and ∂z¯P = O(1/|z|) and that the support of dψ˜ is on an
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annulus of width O(1/ǫ). Since
lim
ǫ→0
∫ b/ǫ
a/ǫ
ǫ
r2
rdr = 0
lim
ǫ→0
∫ b/ǫ
a/ǫ
ǫ2
r
rdr = 0,
the remainder terms . . . in (3.13) vanish as ǫ→ 0. Note that in the above χD is smooth away
from D ⊂ γ2n and has at most logarithmic singularities. Hence, we use (∗∂z¯1)∂z¯2P (z1, z2)→
δ(z1 − z2) away from D; we can then replace integration over C
n \ D with Cn since χD is
integrable near D. Moreover, the passage from (3.10) to (3.11) means that the integral in
(3.11) is obtained from integrating over an increasing sequence of polydisks, as claimed.
The case S2 is analogous, where the operator cov occurs due to the S2 case of (3.2),
which means
(∗∂z¯1)∂z¯2Pˆ (z1, z2) =
1
|Σ|
(
δ(z1 − z2)d
2z2 − dσˆ(z2)
)
in the sense of distributions. 
3.1. Iterated Integrals. Via Lemma 3.4, integrals of products of the propagators P along
a curve can be understood in terms of integrals formed out of χD. As before, let γ : [0, 1]→ Σ
be a (not necessarily closed) curve, which we identify with its image in Σ. The domain
D ⊂ γn we are interested in is the path-ordered domain
γnord = {(γ(tn), . . . , γ(t1)) : 1 ≥ tn ≥ . . . ≥ t1 ≥ 0}. (3.14)
Indeed, this is the domain of integration that appears when one expands the path-ordered
exponential defining a Wilson loop observable as in (2.15). In fact, when γ is a closed
curve, so that γ is defined on S1 = R/Z, we will also consider the orbit of γnord under cyclic
permutations of its entries:
γ˜nord :=
⋃
τ=cyclic permutation
{(γ(tn), . . . , γ(t1)) : 1 ≥ tσ(n) ≥ . . . ≥ tσ(1) ≥ 0}
= {(γ(tn), . . . , γ(t1)) : t1 + 1 ≥ tn ≥ tn−1 ≥ . . . ≥ t1, t1 ∈ [0, 1]} (3.15)
In other words γnord is isomorphic to the configuration space of n ordered points on an
interval whereas γ˜nord is isomorphic to the configuration space of n cyclically ordered points
on a circle. The space γ˜nord arises because the trace function occurring in (2.15) is cyclically
invariant in the Lie algebraic factors. This leads us to group together integrals over the
orbits of γnord under cyclic permutations, i.e. a single integral over γ˜
n
ord, when we evaluate
the expectation value of a Wilson loop observable.
Definition 3.5. Let γ : [0, 1] → Σ be a curve in Σ. Given 1-forms α1, . . . , αn, define the
iterated integral inductively via∫
γ
αn ◦ · · · ◦ α1 =
∫ 1
0
γ∗αn(t)
(∫
γ|[0,t]
αn−1 ◦ · · · ◦ α1
)
.
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Thus, we have ∫
γ
α1 ◦ · · · ◦ αn =
∫
1≥tn≥...≥t1≥0
(γ˙xαn)(tn) · · · (γ˙xα1)(t1). (3.16)
Hence, the domain of integration of an iterated integral is naturally a path ordered domain
γnord. Thus, we can write
χγn
ord
(zn, . . . , z1) =
1
(2πi)n
∫
γ
dw
zn − w
◦ · · · ◦
dw
z1 − w
. (3.17)
The study of iterated integrals of differential forms was pioneered by Chen [10]. The
most important property for us is the homotopy invariance of such iterated integrals with
respect to the endpoint preserving homotopies of γ.
Lemma 3.6. Let α1, . . . , αn be closed 1-forms and suppose αi+1 ∧ αi = 0, 1 ≤ i ≤ n − 1.
Then
∫
γ αn ◦ · · · ◦ α1 is independent of the endpoint-preserving homotopy class of γ.
Proof. For the sake of completeness, we provide a proof which expands upon the one
sketched in [24]. Let γ0 and γ1 be two paths that are endpoint-preserving homotopic. Then
we have a map H : [0, 1] × [0, 1]→M from γ0 to γ1, with
γs(t) = H(s, t)
H(s, 0) = γ0(0) = γ1(0)
H(s, 1) = γ0(1) = γ1(1)
for all s. We will show that α˜ = H∗(αn)
(∫
γs|[0,t]
αn−1 ◦ · · · ◦ α1
)
is closed. The lemma will
then follow from Stoke’s theorem:∫
γ1
αn ◦ · · · ◦ α1 −
∫
γ0
αn ◦ · · · ◦ α1 =
∫
∂([0,1]×[0,1])
α˜
=
∫
[0,1]×[0,1]
dα˜
= 0.
We first start with n = 2, since n = 1 is precisely Stoke’s Theorem. Then
dα˜ = d(H∗α2) ∧
(∫
γs|[0,t]
α1
)
−H∗α2 ∧
(
d
∫
γs|[0,t]
α1
)
= 0−
[
H∗α2 ∧H
∗α1 +H
∗α2 ∧
(∫
γs|[0,t]
dα1
)]
= 0
since α2 is closed and α1 ∧ α2 = 0. Here we used the Fundamental Theorem of Calculus in
going to the second line. We now prove n > 2 by induction. Namely, for j < n, we suppose
the hypothesis αi+1 ∧ αi = 0, i = 1, . . . , j − 1 implies that H
∗αj
(∫
γs|[0,t]
α1 ◦ . . . ◦ αj−1
)
is
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closed. Then
d
[
H∗αn
(∫
γs|[0,t]
αn−1 ◦ · · · ◦ α1
)]
= −H∗αn ∧ d
[∫
γs|[0,t]
H∗αn−1(t
′)
(∫
γs|[0,t′]
αn−2 ◦ · · · ◦ α1
)]
= −H∗αn ∧
[
H∗αn−1
(∫
γs|[0,t]
αn−2 ◦ · · · ◦ α1
)]
−H∗αn ∧
[∫
γs|[0,t]
d
(
H∗αn−1(t
′)
(∫
γs|[0,t′]
αn−2 ◦ · · · ◦ α1
))]
.
The hypothesis αn ∧αn−1 = 0 makes the first term vanish and the second term vanishes by
the inductive hypothesis. 
Next, we make the following important observation, which allows us to consider the
invariance of iterated integrals under free homotopy classes.
Lemma 3.7. Let α1, . . . , αn be closed 1-forms and suppose αi+1 ∧ αi = 0, 1 ≤ i ≤ n − 1,
and α1 ∧ αn = 0. Let I ⊂ Σ be an open set and let H : I × S
1 → M be a family of loops
based at points of I, i.e. γx(t) = H(x, t) is a closed loop based at x ∈ I. Then(∫
γx
αn ◦ · · · ◦ α2
)
α1(x) (3.18)
defines a closed 1-form on I.
Proof. Repeating the steps in the proof of Lemma 3.6, we find that
d
∫
γx
αn ◦ . . . ◦ α2 = αn(x)
(∫
γx
αn−1 ◦ · · · ◦ α2
)
−
(∫
γx
αn ◦ · · · ◦ α3
)
α2(x) (3.19)
Indeed, because now we are considering free homotopy classes, the upper and lower limits
of integration in
∫
γx
αn ◦ . . .◦α2 are free to vary. When we apply the Fundamental Theorem
of Calculus repeatedly, we pick up the boundary terms (3.19). There are no other terms
in (3.19) from the hypotheses αi+1 ∧ αi = 0, i = 2, . . . , n − 1. We now have that (3.18) is
closed because α2 ∧ α1 = α1 ∧ αn = 0. 
Lemma 3.8. Let γ be a closed curve and let α1, . . . , αn be closed 1-forms such that αi+1 ∧
αi = 0, 1 ≤ i ≤ n− 1, and α1 ∧ αn = 0. Then
δγ˜n
ord
(αn ⊠ · · · ⊠ α1) =
∫
S1
dt0
∫
γ(t0+ ·)
αn ◦ · · · ◦ α1
is independent of the free homotopy class of γ.
Proof. A homotopy of γ is a map h : [0, 1]s × S
1
t → Σ, with h(0, t) being the original
curve. Let I = [0, 1]s × S
1
t0 and H : I × S
1
t → Σ be given by H(s, t0, t) = h(s, t0 + t).
Integration over γ˜nord is given by integration over γ(t0 + ·)
n−1
ord followed by integration over
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the circle {s = 0}×S1t0 ⊂ I. The first of these integrations yields precisely the closed 1-form
(3.18) of the previous lemma. Hence its value is unchanged as we vary s in the final integral
over the closed loop {s} × S1t0 ⊂ I. 
Corollary 3.9. Given a closed curve γ, the function χγ˜n
ord
(zn, . . . , z1) is independent of the
free homotopy class of γ as long as γ avoids the points z1, . . . , zn.
Proof. We apply the previous lemma with αj =
dw
zj−w
which are well-defined away from
the singular points z1, . . . , zn. The required hypotheses on αj are trivially satisfied. 
Now specialize to γ a simple closed curve. In other words, γ bounds a region R home-
omorphic to a disk, where R is uniquely determined by requiring that the orientation of
γ coincides with that induced from the boundary of R (in the plane, γ encircles R in the
counterclockwise direction). The following result is the key step which allows for explicit
computation at order λ2 in this paper:
Lemma 3.10. Let γ be a simple closed oriented curve on Σ = R2 or S2 which bounds a
region R. Then for all n ≥ 1, we have
χγ˜n
ord
(zn, . . . , z1) =
{
(−1)n
(n−1)! , z1, . . . , zn ∈ R
0 z1, . . . , zn ∈ Σ \ R¯.
Moreover, if some proper subset of the z1, . . . , zn is contained in R, with all such points
coinciding, then χγ˜n
ord
(zn, . . . , z1) vanishes.
Proof. Suppose z1, . . . , zn ∈ R which we regard as lying inside R
2 (by use of stereo-
graphic projection if Σ = S2). By homotopy invariance, we can homotope γ to increasingly
larger and larger circles C = {reiθ : 0 ≤ θ ≤ 2π} of radius r centered at the origin. Letting
the radius goes to infinity, we can conclude
χγ˜n
ord
(zn, . . . , z1) =
(−1)n
(2πi)n
∫
γ˜n
ord
dwn
wn(1− zn/wn)
· · ·
dw1
w1(1− z1/w1)
=
(−1)n
(2πi)n
∫
C˜n
ord
dwn
wn
· · ·
dw1
w1
=
(−1)n
(2πi)n
∫
θ1+2pi≥θn≥···≥θ1
θ1∈[0,2pi)
idθn · · · idθ1 (3.20)
=
(−1)n
(2πi)n
1
(n− 1)!
(∫ 2π
0
idθ
)n
(3.21)
=
(−1)n
(n− 1)!
where in the second step, we made use of the fact that (3.20) is symmetric in the θ2, . . . , θn.
If all the zj lie outside R, then we can simply homotope γ to a point, which shows that
χγ˜n
ord
(zn, . . . , z1) vanishes.
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For the second statement, consider a homotopy which shrinks γ to a small circle Cr of
radius r surrounding the point z ∈ R equal to the z1, . . . , zn that belong to R (the homo-
topy can be made to lie inside R so as to avoid the singularities zj outside R). If there are
m many of the z1, . . . , zn equal to z, m < n, then χγ˜nr (zn, . . . , z1) = χC˜nr
(zn, . . . , z1) is of
order O(rn−m). Since r > 0 can be made arbitrarily small, this shows that χγ˜n
ord
(zn, . . . , z1)
vanishes. 
4. Proof of Main Theorems
We now have all the tools to prove our main theorems. Before we begin, we introduce
some terminology to the describe the terms appearing in 〈Wf,γ〉gax. To simplify notation,
we assume f is a scalar multiple of trace in the fundamental representation of G = U(N),
SU(N), SO(N) so that we only have to keep track of an orthonormal basis ea of g and
not its image under a Lie algebra homomorphism ρ occurring in (2.15), though our analysis
carries over straightforwardly to this more general case.
As before, we can assume our generalized axial-gauge is holomorphic gauge. The λn term
of 〈Wf,γ〉hol arises from performing all possible Wick contractions of∫
γ2n
ord
f(Aa2nw (w2n)dw2n · · ·A
a1
w (w1)dw1)
using the holomorphic gauge propagator P abhol(z, w). In the above, the integral arises from the
2n-order term of (2.15), where we replace the A variable standing for a general connection
with the A
aj
w (wj)dwj variables that index a g-valued 1-form of type (1, 0) on the jth copy
of Σ. (We can do this since we are working in holomorphic gauge.) A Wick contraction
consists of choosing a pair of these variables and inserting the identity tensor into pair of
g-slots, and inserting the Ω1,0⊠Ω1,0 part of the propagator into the pair of differential form
slots. This factorization into a Lie algebraic contraction and analytic contractions means
we can factorize the product of Wick contractions into a product of a Lie algebraic factor
and an analytic factor:
Definition 4.1. An nth order Feynman diagram F is given by a choice of grouping of
{1, . . . , 2n} into n (unordered) pairs {(i1, j1), . . . , (in, jn)}. The λ
n term of 〈Wf,γ〉hol can be
written as a sum
λn
∑
F
δai1aj1 · · · δainajnf(ea2n · · · ea1)
∫
γ2n
ord
Pˆhol(zi1 , zj1) · · · Pˆhol(zin , zjn),
where F ranges over all (2n− 1)!! Feyman diagrams of order n and
Pˆhol =
{
Phol Σ = R
2
1
|S2|
Phol Σ = S
2.
(4.1)
We refer to
δai1aj1 · · · δainajnf(ea2n · · · ea1)
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as the Lie algebraic factor and∫
γ2n
ord
Pˆhol(zi1 , zj1) · · · Pˆhol(zin , zjn)
an the analytic factor corresponding to the Feynman diagram F . In the above, repeated
indices are implicitly summed over.
Observe that the Gaussian matrix integral
1
(2π|R|λ)dimG/2
∫
g
e−|X|
2/2|R|λf(eX)dX (4.2)
generates a Feynman diagrammatic expansion with the same set of Lie algebraic factors as
〈Wf,γ〉hol, since both of these expressions involve f applied to an exponential. On the other
hand, all the Lie algebraic factors of (4.2) at order λn are paired with |R|
n
(2n)! . Since f , being
proportional to trace, is cyclically invariant, it makes sense to organize Lie algebraic factors
in terms of the orbits of F under the natural action of the cyclic permutation of 2n points.
As a result, in the expansion of 〈Wf,γ〉hol we can replace analytic factors, which perform the
path-ordered integration
∫
γ2n
ord
, with an averaged integral over the cyclic orbit of γ2nord ⊂ γ
2n,
i.e. with 12n
∫
γ˜2n
ord
.
Definition 4.2. Given a Feynman diagram F , we get a corresponding cyclically-ordered
analytic factor
1
2n
∫
γ˜2n
ord
Pˆhol(zi1 , zj1) · · · Pˆhol(zin , zjn)
Altogether, in comparing 〈Wf,γ〉hol with (4.2), one needs to determine whether the nth
order cyclically ordered analytic factors of 〈Wf,γ〉hol evaluate to
|R|n
(2n)! .
Proof of Theorem 1. We work order by order in λ. Order n = 0 is trivial. At order
n = 1, by the above analysis, we have to show that
1
2
∫
γ˜2
ord
P (z1, z2) =
|R|
2
. (4.3)
Equation (4.3) is easily verified using Cauchy’s Theorem:
1
2
∫
γ˜2
ord
P (z1, z2) =
1
2(4π2)
∫
γ
dz
∫
γ
dw
∫
C
dσ(u)
1
z − u
1
u− w
= −
1
2(4π2)
∫
C
dσ(u)
∫
γ
dz
∫
γ
dw
1
z − u
1
w − u
=
1
2
∫
R
dσ(u)
=
|R|
2
.
Order n = 2 is the first nontrivial order. We have 3 total Feynman diagrams, namely,
{(12)(34)}, {(14)(23)}, {(13)(24)},
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with the first two equivalent under cyclic permutation. From the above discussion, it suffices
to show that
∫
γ4
ord
P (z1, z2)P (z3, z4) + P (z1, z4)P (z2, z3) =
2
4
∫
γ˜4
ord
P (z1, z2)P (z3, z4)
=
2
4!
|R|2 (4.4)∫
γ4
ord
P (z1, z3)P (z2, z4) =
1
4
∫
γ˜4
ord
P (z1, z3)P (z2, z4)
=
1
4!
|R|2. (4.5)
Using Lemmas 3.4 and 3.10,
∫
γ˜4
ord
P (z1, z2)P (z3, z4) =
∫
C2
χγ˜4
ord
(z, z, z′, z′)dσ(z)dσ(z′) (4.6)
=
1
3!
∫
R2
dσ(z)dσ(z′) (4.7)
=
1
3!
|R|2. (4.8)
Thus, (4.4) holds. Similarly,
∫
γ˜4
ord
P (z1, z3)P (z2, z4) =
∫
C2
χγ˜4
ord
(z, z′, z, z′)dσ(z)dσ(z′) (4.9)
=
1
3!
∫
R2
dσ(z)dσ(z′) (4.10)
=
1
3!
|R|2. (4.11)
This proves the result. 
Remark 4.3. Our inability to extend Theorem 1 to Σ = S2 lies in our inability to explicitly
evaluate the expressions cov12cov34(χγ˜4
ord
) and cov13cov24(χγ˜4
ord
) occurring in Lemma 3.4.
To analyze perturbation theory at higher order using our methods, one has to compute
integrals of χγ˜n
ord
for n ≥ 6. We were unable to find a general method by which to evaluate
such integrals, although we can analyze the case when γ is a circle and dσ is rotationally
symmetric about the center of γ.
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Proof of Theorem 2. Let F = {(i1j1), . . . , (injn)} be a Feynman diagram of order n and
let 1R(z) denote the indicator function of the disk R enclosed by γ. Then the cyclically-
ordered analytic factor corresponding to F is
1
2n
covi1j1 · · · covinjn(χγ˜2n
ord
(z1, . . . , z2n)) =
1
2n(2n − 1)!
covi1j1 · · · covinjn(1R(z1) · · · 1R(z2n))
=
1
(2n)!
(
cov(1R(z),1R(z))
)n
=
1
(2n)!
(
|R||S2 \R|
|S2|2
)n
Here we used Lemma 3.4 to obtain the first expression. For the right-hand side of the
first equality, we use that for z outside the disk R bounded γ, we can expand the terms
dw
z−w =
dw
z(1−w/z) occurring in χγ˜2nord
as a power series in z−1. From this, we use that integrals
of nonzero integer powers of z = |z|eiθ about radially symmetric regions (in particular, the
complement of R) evaluate to zero. Thus, we need only consider the integrations occur-
ring in the cov operators to be over R. This yields for us the first equality. The remaining
steps are straightforward computations. Consequently, every cyclically-ordered analytic fac-
tor evaluates to the one corresponding to the Gaussian matrix integral occurring in (1.5),
thereby establishing the result. 
The analysis of cyclically-ordered analytic factors becomes much more complicated for
general contours starting at third order in perturbation theory. Indeed, at third order,
we have 15 Feynman diagrams and 5 equivalence classes under cyclic permutation. We
investigated contours which were perturbations of circles and found that cyclically-ordered
analytic factors are not proportional to |R|3. Remarkably however, there are g-independent
linear dependences among the 5 different Lie factors (for g any compact Lie algebra) and the
cyclically-ordered analytic factors, while complicated, always conspire so that their linear
combination with the Lie factors yields the area law predicted by (4.2). Consequently, an
analysis of general contours at third order in perturbation theory and beyond, if it involves
a direct analysis of Feynman diagrams, will require a refined method of understanding how
the Lie algebraic and analytic factors interact.
Appendix A. Remarks on Path Integrals Methods and Gauge-Fixing
Here we provide a discussion that brings to light the quantum field theoretic underpin-
nings of our work on Yang-Mills theory. We discuss two issues: a formal proof of an area law
using the path integral and interpreting generalized axial-gauge as a gauge-fixing procedure.
The first of these goes as follows. Let γ and γ0 be two simple closed curve on Σ such that
the areas of their complementary regions agree. It it then possible to find an area-preserving
diffeomorphism Φ : Σ → Σ such that γ = Φ ◦ γ0 [2]. Then we have the following chain of
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formal equalities:
〈Wf,γ〉 =
1
Z
∫
A
dAWf,Φ◦γ0(A)e
−Y M(A)
=
1
Z
∫
A
dAWf,γ0(Φ
∗A)e−Y M(A)
=
1
Z
∫
A
d(Φ−1)∗AWf,γ0(A)e
−Y M((Φ−1)∗A)
=
1
Z
∫
A
dAWf,γ0(A)e
−YM(A)
= 〈Wf,γ0〉
The second line is a change of variables in the computation of a Wilson loop, the third
line is a formal change of variables in the path integral, and the fourth line invokes formal
invariance of the “Lebesgue measure” dA under diffeomorphisms and the invariance of the
Yang-Mills action under area preserving-diffeomorphisms. In this way, one expects an area
law for expectation values of Wilson loop observables (in the full nonperturbative theory
and in perturbation theory), since the above argument shows 〈Wf,γ〉 depends only on the
area enclosed by γ.
We now justify the use of the terminology gauge in generalized axial-gauge. Recall
that perturbative quantum field theory computes quantities from the path integral by a
formal application of the saddle point approximation. This generates Feynman diagrams
through a procedure known as the Wick expansion. As long as one recognizes that this
is an algebraic definition, and not honest integration, this procedure can be formulated as
rigorous mathematics [19]. Operations such as gauge-fixing can also be handled in this
context, with the proper care.
We recall the notion of the Wick expansion, following [19], since we will need to make some
subtle remarks concerning it. To keep matters simple, we work using explicit coordinates,
though as shown in [19], everything we do is coordinate independent. The Wick expansion,
in finite dimensions, takes as input an action functional S(x) defined on a real vector space
V of dimension d with a nondegenerate critical point x0 = 0. Its output is a definition of∫
ddxe−S(x)/~
as a formal series in ~, which is given by splitting S(x) = Bijx
ixj/2+I(x) as a nondegenerate
quadratic part (Bij is a nonsingular matrix) and an interaction part I(x) consisting of higher
order terms in the Taylor expansion of S(x) about x0 = 0. One then writes∫
ddxe−S(x)/~ =
∫
ddxe−Bijx
ixj/2~e−I(x)/~,
expands e−I(x)/~ as a sum of polynomials in x and ~−1 and then “integrates” each of these
polynomials term by term to obtain a formal series in ~. This integration is well-defined if
Bij is positive-definite (so that one is integrating a polynomial against a Gaussian measure);
if Bij is merely nonsingular, we can still make sense of this procedure because we can still
perform Wick contractions with the inverse matrix Bij [19, Definition 1.2]. In the simplest
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instance, this means we have(
detBij
(2π~)d
)1/2 ∫
V
ddxe−Bijx
ixj/2~xixj = ~Bij (A.1)
where this is equality if Bij is positive-definite and a definition for general Bij nonsingular.
If one tries to interpet the Wick expansion in generalized axial-gauge in terms of “formal
integration” as above, care is needed. This is because in say holomorphic gauge, the space
A1,0 = Ω1,0(Σ; g) is a complex vector space instead of a real one. The kinetic operator d ∗ d
for Yang-Mills theory becomes D = ∂¯ ∗ ∂¯ when restricted to A1,0. However, the bilinear
pairing
∫
ΣA ∧ ∂¯ ∗ ∂¯A becomes “complex degenerate”, i.e. it is degenerate regarded as a
pairing on the complexification of the underlying real vector space of A1,0 rather than on
the complex vector space A1,0. Indeed, this is most easily illustrated in the one-dimensional
situation, in which the quadratic form z2 on C becomes complex degenerate on R2, since
z2 = x2 − y2 + 2ixy is given by the singular matrix
(
1 i
i −1
)
. While this matrix has a
trivial kernel on R2, it has nontrivial kernel on R2⊗C and hence is not an invertible matrix.
Thus, one cannot apply the Wick rule to (A.1) when V = R2 and Bij is the previous matrix.
The real vector space underlying a complex vector must be considered when applying the
Wick rule, since integration over a complex vector space only takes into account the latter’s
structure as a real vector space.
The way out of this predicament is as follows. Consider a finite-dimensional real vector
space V and then its complexification Vc. A (symmetric) complex bilinear form is an element
of V ∗c ⊗CV
∗
c , where V
∗
c is the C-linear dual of Vc. By restriction to V , we obtain an R-linear
complex-valued bilinear form on V , i.e., an element of V ∗ ⊗R V
∗ ⊗R C ∼= V
∗
c ⊗C V
∗
c . We
make the following trivial but key observations:
Lemma A.1. Consider a nondegenerate complex bilinear form Bc on Vc. Then it restricts
to a nondegenerate complex-valued bilinear form B on V . The dual tensor B−1 to B, which
is an element of V ⊗R V ⊗R C, is equal to the dual tensor B
−1
c ∈ Vc ⊗C Vc of Bc.
Proof. Since Bc is complex bilinear, if its restriction to V were degenerate, it would be
degenerate on Vc as well. So for Bc and B nondegenerate, consider their dual tensors B
−1
c
and B−1. Recall that the dual tensor B−1 to B is the (complex) pairing on V ∗ induced
from the one on V via the isomorphism between V and V ∗ determined by B. Equivalently,
B−1 satisfies B−1 ◦B = idV , where ◦ is the natural map
◦ : (V ⊗ V )⊗ (V ∗ ⊗ V ∗)→ V ⊗ V ∗
given by the evaluation pairing on the middle factor V ⊗ V ∗. The dual tensor B−1c to Bc is
defined similarly. Then B−1 = B−1c readily follows from complex-bilinearity of Bc. 
Example: Let V = Cn = Rn ⊗ C and let e1, . . . , en be a basis for R
n, with e∗1, . . . , e
∗
n a
corresponding dual basis. Consider the complex bilinear form
Bc = Σ
n
i=1αie
∗
i ⊗ e
∗
i
where αi ∈ C \ {0} and the e
∗
i extend complex-linearly to C. Then B = Bc|Rn and B
−1 =
B−1c |Rn , where
B−1c = Σ
n
i=1α
−1
i ei ⊗ ei.
26 TIMOTHY NGUYEN
The significance of Lemma A.1 is as follows. We want to apply the Wick rule using the
propagator B−1c . The above considerations show that this cannot be interpreted as formal
integration on Vc, since then Bc is degenerate on (Vc)c, i.e. we regard Vc as a real vector
space and consider Bc on its complexification. Instead, we can consider (any) maximal
totally real subspace V of Vc, i.e. one such that V ⊕ iV ∼= Vc. The restriction of Bc to
V , call it B, is nondegenerate and it generates a Wick rule given by B−1 = B−1c . It is an
element of Vc ⊗C Vc independent of the choice of the real subspace V .
This is exactly what we want. Indeed, returning to the situation of interest, let Vc =
Ω1,0(Σ; gc). The holomorphic gauge propagator is Phol = B
−1
c , the integral kernel of the
inverse of ∂¯∗∂¯ on Ω1,0(Σ; gc). The Feynman diagrammatic expansion generated by 〈Wf,γ〉hol
using Phol, in path integral notation, is given by
〈Wf,γ〉hol =
1
Z
∫
V
dAWf,γ(A)e
−Y M(A) (A.2)
where V ⊂ A1,0 is any maximal totally real subspace. Indeed, this is simply the infinite-
dimensional analog of what we discussed above.
It remains to discuss how (A.2) can be interpreted as a gauge-fixed path integral. The
Yang-Mills action, originally defined on A, extends holomorphically (i.e. complex-linearly)
to the complexification Ac as discussed in Section 2. As a consequence, this extended action
is invariant under the action of the complex gauge group Gc, which is the complexification
of G. Lemma 2.4 shows that
Ac = Gc · Ω
1,0(Σ; gc) (A.3)
for Σ = R2 and for Σ = S2 up to a negligible set of connections. An honest gauge-fixing
condition is given by a (local) slice S ⊂ A, i.e. a submanifold transverse to the action of
the gauge group G. It yields for us the S gauge-fixed expectation
〈Wf,γ〉S :=
1
Z
∫
S
dAJS(A)Wf,γ(A)e
−Y M(A). (A.4)
Here, JS(A) is the Faddeev-Popov determinant determined by the slice S.
The slice S is a maximal (i.e. “half-dimensional”) totally real submanifold of Ac/Gc,
since the latter is the complexification of A/G. On the other hand, V is also a maximal
totally real submanifold of Ac/Gc. In finite-dimensional integration theory, the integral of a
holomorphic volume form is independent of the choice of half-dimensional real integration
cycle (given the appropriate decay hypotheses so that integrals are convergent). Thus,
changing the contour from S to V , from the holomorphicity of YM(A) and Wf,γ(A) as
functions of A ∈ Ac, we formally obtain
〈Wf,γ〉hol = 〈Wf,γ〉S . (A.5)
Indeed, we have the formal equality 〈Wf,γ〉hol = 〈Wf,γ〉V , with the latter defined as in (A.4).
There is no Faddeev-Popov factor occuring in 〈Wf,γ〉V , since it is a constant that factors
out as is usual for axial-like gauges. Indeed, JV extends holomorphically to Ω
1,0(Σ; gc)
and must be constant on this larger space, since the projection onto the complementary
space Ω0,1(Σ; gc) of the infinitesimal action of the complex gauge group is independent of
A ∈ Ω1,0(Σ; gc) (since A has no (0, 1)-part).
It is from the equality (A.5) that we can interpret holomorphic gauge as a gauge-fixing
procedure. Alternatively, one can also use Gc-invariance of the holomorphic extension of
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the path integral to deduce the following. Let S1,0 ⊂ Ω1,0(Σ; gc) be the unique submanifold
such that Gc · S
1,0 = Gc · S up to a negligible set of connections, as is possible due to (A.3).
Then via the action of Gc, we can equate 〈Wf,γ〉S with 〈Wf,γ〉S1,0 , with the latter defined as
in (A.4) (and the Faddeev-Popov factor for S1,0 will be trivial as before, since it lies inside
Ω1,0(Σ; gc)). One can then deform the contour S
1,0 to the linear space V while remaining
inside Ω1,0(Σ; gc) to obtain (A.5).
Thus, in the first approach, we (honestly) gauge-fix, complexify the quotient space,
then deform the integration cycle within Ac/Gc to a maximal totally real subspace V of
Ω1,0(Σ; gc). In the second approach, we complexify the total space, complex gauge-fix to
S1,0, and then deform within Ω1,0(Σ; gc) to V . Because Yang-Mills theory is free in holo-
morphic gauge, we believe that the preceding heuristics may be convertible to rigorous
mathematics that would, in particular, establish the perturbative area law to all orders in
perturbation theory. We leave this to future investigation.
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