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Abstract 
This Research aims for clustering private colleges with a hope to be more precise in implementing strategy,                 
supervising, and quality of the private college must be improved at Coordinator of Private Higher Education Region                 
X. The technique used for this research is Clustering by K-Means Algorithm and software that are used by SPSS 21.                    
The research analysis result for clustering private colleges using K Means Algorithm is divided to be 5 groups                  
(cluster). Clustering is one of the data mining techniques that must fulfill one of the process standards that has been                    
dealt. CRISP-DM ( Cross Industry Standard Process for Data Mining) is a data mining process standard that will be                   
used for this research. CRISP-DM is divided into six phases that are related to each other. The model resulted from                    
this research can be utilized as a reference in clustering Private Colleges, and can give information for society and                   
can be used as a basic of development policy of Private Colleges by very well at Coordinator of Private Higher                    
Education Region X. . 
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1. Introduction 
Private Colleges Coordinator of Coordinator of Private Higher Education Region X coordinates            
416 Private Colleges, with that number, Region X is included into one of the regions that has the greatest                   
number of Private Colleges. Private Colleges at Coordinator of Private Higher Education Region X grow               
rapidly, and kinds of the Private Colleges are: University, Institute, College, Polytechnic, and Academy.              
These Private Colleges are in active, status changing, closed, management changing, and in founding.  
The rising number of colleges, especially the Private Colleges at Coordinator of Private Higher              
Education Region X is very impacted in a very strict competition, in order that every private college must                  
improve its education quality from some factors, such as management quality factor, human resource              
quality, Institution accreditation, etc [1].  
The quality of college can be known by clustering it using data mining disciplines. Data mining                
refers to extracting or ‘mining’ interesting knowledge from large amounts of data. It provides a means of                 
extracting previously unknown, predictive information from the base of accessible data in data             
warehouses. Data mining techniques used for grouping these Private Colleges use clustering techniques             
with K-Means Algorithm by using a method referring to six steps of CRISP-DM (Cross Industry Standard                
Process for Data Mining).  
The data obtained for finishing this research is from primary data and secondary data, the               
primary data are obtained directly from Coordinator of Private Higher Education Region X, and the               
secondary data are obtained from some official sites on the Internet. Some tools and software used in                 
finishing this task are Microsoft Excel, and SPSS 21 software. Data mining is concerned with finding                
hidden relationships present in business data to allow businesses to make predictions for future use. It is                 
the process of data-driven extraction of not so obvious but useful information from large databases. Data                
mining has emerged as a key business intelligence technology [2]. 
Clustering is a formal study of methods and algorithms for partitioning or grouping. Clustering              
analysis does not use previous category labeling Clustering is the unsupervised classification of patterns              
(observations, data items, or feature vectors) into groups (clusters). 
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2. Research Method 
This research object is Private College Coordinator Region X which coordinates 366 Private             
Colleges. The data resource used in this research is from primary data obtained directly from Coordinator                
of Private Higher Education Region X. The secondary data, the researcher obtains by finding data from                
the Internet, and from some sites and other related articles can be seen on references [3]. 
In this methodological research will be explained about data taking and how the data can be                
processed to be a knowledge. This research aims to give contribution towards problem solving disciplines               
by using appropriate methods. In this research methodological plot, researchers will refer to CRISP-DM              
(Cross Industry Standard Process for Data Mining. According to CRISP–DM, a given data mining project               
has a life cycle consisting of six phases. The research methodological plot can be seen from (Figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Research Methodological Plot 
 
3. Results and Analysis 
In this result and research discussion, the steps that the researcher will use referred to               
CRISP-DM (Cross Industry Standard Process for Data Mining) step. The CRISP-DM step consisted from              
six phases that should be done [4]. 
  
3.1  Business Understanding Phase 
Business understanding is the first step in the CRISP-DM process, which is to determine the goal                
of business which is explained in the Business understanding phase. This steps are as follows : 
1. Determining Business Goals 
The business goal is based on the data from Coordinator of Private Higher Education Region X, in                 
this phase there are three steps that can be done as follows: 
a. Understanding of the business goal 
The goal of business will determine the pattern that will be found in the data mining process.                 
Some of the business goal is based on private college clustering that is explained in the business                 
understanding phase. 
b. Conducting scoring situation 
Coordinator of Private Higher Education Region X is the Coordinator of Private College             
coordinating 352 Private Colleges who have active status.  
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c. Translating the business goal to data mining goal 
In this stage, it is needed an understanding towards the business goal and translated into the data                 
mining goal. One of the objectives of the data mining is to analyze the college that can be used                   
for grouping the private college at Coordinator of Private Higher Education Region X.  
 
3.2. Data Understanding Phase 
​The Data Understanding Phase in this research is started from collecting the data referring to                
research problems and the purpose from this research. The data understanding phase will be conducted in                
an understanding towards the needs of data related with the achievement of the business that is explained                 
in the business understanding phase. If there is variable definition which is not appropriate with the                
research goal, then the research problem will be reconducted, but if the problems definition have been                
appropriate with the objective of the research then will be determined for the variables that will be used.                  
The used variables can be seen from ( Table 1) [5]. 
 
Table 1. List of Variables Used 
3.3. Data Preparation Phase 
The first data preparation phase is the first step for conducting a descriptive statistic calculation               
towards all the existing variables. Here is the descriptive statistic from the all variables covering               
minimum score, maximum score, average, and deviation standard from each variable can be seen from               
(Table 2) as follows.  
 
Table 2. Descriptive Statistics 
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Based on the descriptive statistic from (Table.2) found that there are 12 variables that each               
contains 352 observations, and also found that there is score difference that far enough in those variables,                 
example, in Human Resources quality variable has a score at the range from 0 to 4, while in the number                    
of college students variable has a score at the range from 1 to 16681. If this thing is disregarded will cause                     
the clustering result to be biased. In order to do that, before conducting a clustering we need to do                   
variable standardization first [6]. 
 
3.4 Modeling Phase 
The phase of modeling in this research refers to the Modeling Phase, that is a phase which                 
directly involves data mining techniques. The used data mining technique is clustering by using the               
K-Means Algorithm. Clustering is a typical unsupervised learning technique for grouping similar data             
points. A clustering algorithm assigns a large number of data points to a smaller number of groups such                  
that data points in the same group share the same properties while, in different groups, they are dissimilar.  
The basic concept of the K-means algorithm is the iterative search of the central cluster (centroid                
points). The cluster center is set based on the distance of each data to the center of the cluster. In the                     
k-means approach, objects are randomly selected as initial seeds or centroids, and the remaining objects               
are assigned to the closest centroid on the basis of the distance between them. The aim is to obtain                   
maximal homogeneity within subgroups or clusters, and maximal heterogeneity between clusters [7] 
Before conducting the data process using clustering technique by using K-Means Algorithm, it is              
needed data standardization first. In this modeling step, the data standardization needs to be conducted               
because there are many kinds of data units. The software used in the standardization process is SPSS 21                  
software. The number of clusters (K) used in this research are 5 clusters, and it is expected to produce                   
optimal grouping and its result will represent the clustering category formed. The clustering process for               
implementing the K-Means algorithm in clustering the 352 Private Colleges at Coordinator of Private              
Higher Education Region X was started from the initial cluster that can be seen from (Table 3) [8]. 
 
Table 3. Initial Cluster Centers 
 
 
 
For detecting conducted iteration in the clustering process from 352 objects observed can be seen  
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Table 4. Iteration History 
 
 
 
In the table above is shown the iteration process happened. In that iteration process was               
conducted an experiment for changing the existing cluster (initial). The goal of that iteration is to find the                  
most appropriate grouping towards the observation object. From the table, it is shown that it needs 5                 
iterations for placing objects in the appropriate cluster. The minimum distance between cluster centres              
that happens is 14.298. After conducting 5 cluster iterations, then the final result from the clustering                
process can be seen from (Table 5) as follows [9].  
 
 
Table 5. Final Cluster Centers 
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The table above is the final result from 5 grouping iterations (cluster), the data from the table                 
above can be analyzed and interpreted. Cluster analysis from the table can be conducted by using two                 
methods. The first method is by enlightening the interpretation of Z score in detail from each cluster. The                  
second way can be conducted by doing general interpretation where there has been adequate enough if it                 
is stated “more than average (+)” or “less than average (-)”.  
Here is analysis towards 5 groups (clusters) formed in data table above that can be defined as                  
follows :  
1. Cluster - 1 
In this cluster consists colleges that have human resource quality, management quality, research             
and publication quality, institution accreditation, the number of study program, the number of fixed              
lecturer, number of college students, the number of research bequest, the number of social dedication               
bequest, the number of dedication bequest, and fixed lecturers/college students that more than average of               
college population observed. This thing is proven from the positive score existing in the final cluster                
centers from all variables. Thus can be concluded that this cluster-1 is clustering from the best Private                 
College. 
2. Cluster – 2 
College characteristics included into the second cluster is mostly the scoring instrument is             
below average of the college population that had been observed. This thing is proven from the negative                 
score that exists in the final cluster centers, but the number of college students, and the number of fixed                   
lecturer/college students more than average of college population that had been observed.This thing is              
proven from the positive score from the both of variables existing in table of final cluster centers. So it                   
can be  concluded that cluster-2 is clustering from the Private College that is not too qualified. 
3. Cluster – 3 
College characteristics included into the third cluster is mostly the scoring instrument is in              
above average of college population that had been observed, but has fixed lecturer/college students ration               
less than average of college population had been observed. This thing is proven from the negative score                 
existing in the table of final cluster centers. So it can be concluded that cluster-3 is clustering from the                   
College which has good quality.  
 
4. Cluster – 4 
College characteristics included into the fourth cluster is mostly the scoring instrument is below              
average of the college population that has been observed. This thing is proven from the negative score                 
existing in the table of final cluster centers in all variables. So it can be concluded that cluster-4 is                   
clustering from the College which does not have good quality.  
5. Cluster – 5 
College characteristics included into the fourth cluster is mostly the scoring instrument is in              
above average of college population that had been observed but has fixed lecturer/college students ration               
less than average of college population had been observed. This thing is proven from the negative score                 
existing in the table of final cluster centers. So it can be concluded that cluster-5 is clustering from the                   
College which has well enough quality.  
 
The number of members in each cluster is for finding the number of each cluster member formed                 
can be seen from (Table 6) below :  
 
Table 6. Number of private universities in each group 
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Based on (table 6) above can be found that there are many numbers of member that is not well                   
speaded, can be seen that the number of respondents are dominantly at the cluster-4 are 335 members,                 
and at cluster-5 there are 14 members, and the least member is at cluster-1, cluster-2, and cluster-3 that is                   
1 member [10].  
The result of analysis towards each cluster can be found that Private Colleges existing at               
cluster-2 and 4 are not qualified, then it is advised for the college included into that cluster to be                   
expanded well to produce the well qualified graduate students. For the college included at cluster 1, 3,                 
and 5 which have good quality are advised for expanding their quality, so the quality of its graduate                  
students can fulfill the needs of industry or other working place. Form each cluster category can be                 
interpreted as follows :  
1. Cluster-1 consists of 1 college, with the distance from the cluster center is  0,000. 
2. Cluster-2 consists of 1 college, with the distance towards  the cluster-2 center is  0,000  
3. Cluster-3 consists of 1 college, with the distance towards cluster-3 center is 0,000. 
4. Cluster-4 consists of 335 colleges, with the distance towards cluster-4 center.  
5. Cluster-5 consists of 14 colleges, with the distance towards cluster 5 center 
 
Naming from the analysis result towards each cluster can be seen from (Table 7) below:  
 
Table 7. Label Private Colleges Each Group 
 
 
 
3.5. Evaluation Phase 
Based on evaluation obtained, data mining modeling, as explained in Modeling Phase, has 
fulfilled the research objective as has been determined at Business Understanding Phase.  
 
3.6. Deployment Phase 
Deployment phase is the making of a research result report which refers to the Deployment 
Phase. The making of the result report can be conducted after clustering model evaluation finish, that was 
explained in Evaluation Phase. The conclusion of the deployment phase is enlighten in Conclusion and 
Suggestion.  
 
4. Conclusion 
The conclusion of this private college clustering research at Coordinator of Private Higher             
Education Region X and based on research result analysis, then the researcher could take some               
conclusions as follows:  
1. This research is for knowing or finding Private College Clustering at Coordinator of Private Higher                
Education Region X, that is expected to be more appropriate in conducting strategy, supervising, and               
college quality improvement at Coordinator of Private Higher Education Region X. 
2. Data mining process used in this research is CRISP-DM ( Cross Industry Standard Process for Data                 
Mining), the steps of CRISP-DM covering six steps that have to be conducted, those are: Business                
Understanding, Data- Understanding, Data Preparation, Modeling, Evaluation dan Devloyment. 
3. This Private College Modeling using SPSS 21 software that consists of some steps as follows:  
a. Private College total data of Coordinator of Private Higher Education Region Was obtained from              
transformation result into Microsoft Office Excel  application.  
b. Before conducting data processing by using K-Means Cluster method, then data transformation            
or standardization are conducted. 
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c. Data standardization can be conducted by transformation towards relevant variables in the form             
of Z-Score. Furthermore the Z-Score result will be used as a cluster analysis basis.  
d. Conducting cluster modeling by using K-Means Algorithm. The number of groups or cluster (K)              
used in this research are 5 groups (clusters), so it is expected to get an optimal clustering and the                   
result will represent the formed cluster category.  
e. Executing K-Means Algorithm to produce college clustering 
f. Conducting research result analysis for obtaining college clustering.  
4. The model produced can be utilized as a reference in private college clustering at Coordinator of                 
Private Higher Education Region X, and can be used as basic of development policy of Private                
Colleges further. 
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