Given two k element subsets S, T ⊆ Z n , we give a quasi-linear algorithm to either find λ ∈ Z * n such that S = λT or prove that no such λ exists.
Introduction
An n-vertex circulant graph G is a directed graph whose adjacency matrix A = (a ij ) n i,j =1 is circulant, that is, the ith row of A is the cyclic shift of the first row by i − 1 to the right, a ij = a 1,j −i+1 , i,j = 1, . . . , n.
Hereafter, subscripts are taken modulo n. For convenience, we also assume that a ii = 0, i = 1, . . . , n. Such graphs have a vast number of applications to telecommunication networks, VLSI design and distributed computation [4, 11, [13] [14] [15] (they are usually used as topologies and are called loop networks or chordal rings).
With every circulant graph one can associate a set S ⊆ Z n of the positions of non-zero entries of the adjacency matrix of the graph, relative to the diagonal. That is, S = {s | ∀i, a i,i+s = 0}. Reciprocally, for any such set, we denote by S n the corresponding graph.
For any set S = {s 1 , . . . , s k }, where s i ∈ Z n , we denote by gcd(S, n) = gcd(s 1 , . . . , s k , n).
It is known that the graph S n is connected if and only if gcd(S, n) = 1, so we consider only such sets. We say that two sets S, T ⊆ Z n are proportional, if for some λ ∈ Z * n we have S = λT , where the multiplication is taken over Z n .
If S and T are proportional then S n and T n are isomorphic, that is, their adjacency matrices differ by a permutation of their rows and columns. The inverse statement has been conjectured for circulant graphs by Ádám [1] . Although Elspas and Turner [8] has shown that this conjecture is false in general even for undirected graphs (for instance, for n = 8, S = {1, 5, 2} and T = {1, 5, 6} are not proportional, but S n and T n are isomorphic), it holds for several special cases, see in particular Muzychuk [17] [18] [19] , and other references such as Boesch and Tindell [6] , Delorme, Favaron and Maheo [7] , Fang and Xu [9] , Li [12] , Litow and Mans [13, 14] , Mans, Pappalardi and Shparlinski [16] , Pálfy [20] .
One of the simplest families of circulant graphs for which the Ádám conjecture holds is formed by circulant graphs over F p where p is prime, that is, by graphs with a prime number of vertices n = p. Muzychuk has extended this result to a square-free number of vertices [17] and with a twice square-free number of vertices [18] . It has been shown by Barriére, Fraigniaud, Gavollile, Mans and Robson [3] that the colour isomorphic circulants always correspond to proportional sets. A full solution to the circulant isomorphism problem has recently been given in [19] .
Thus it is of ultimate interest to develop an efficient algorithm to test whether two given sets S, T ⊆ Z n of the same cardinality k are proportional.
Throughout the paper we use the "soft-O" notation A = O(B) which means that A B(log B + 2) c for some absolute constant c. This helps to suppress less important (but sometimes rather unpleasantly looking) logarithmic factors in our estimates.
In this paper we show that we can solve the set-proportionality problem in time O(k log n). The results are organized as follows. In Section 2, we review basic algorithmic results on Z * n and its quotients. In Section 3. we solve the set-proportionality problem in the particular case where S and T are subsets of Z * n . Finally, we extend the result to arbitrary subsets of Z n in Section 4.
Background mathematics
In this section we give some basic algorithmic results concerning the group Z * n , and more generally its quotient groups Z * n /H for any subgroup H Z * n .
Notation For any ω ∈ Z * n we let ω denote the cyclic group generated by ω. For any subset S ⊆ Z * n and any element ω ∈ Z * n we let ωS = {ωs | s ∈ S}. For any two subsets
For any subset S ⊆ Z * n and subgroup H Z * n we let S/H denote the set of cosets S/H = {sH | s ∈ S} ⊆ Z * n /H . It is well-known that if S, T ⊆ Z * n are two subsets of Z * n such that |S| = O(k) and |T | = O(k) for some parameter k, then there are quasi-linear O(k log n) algorithms for the elementary set operations: set-union S ∪ T , set-intersection S ∩ T , and set-difference S − T = {s ∈ S | s / ∈ T }. In the remainder of this section we show that when considering subsets of the group Z * n /H = {aH | a ∈ Z * n } there are also efficient ways to compute the elementary set operations, although the cardinality of H does affect the running time. Let m = |H |.
Removing redundancy We note that in general S 1 /H = S 2 /H does not imply S 1 = S 2 , indeed this implication is true if and only if H = {1}. For a given subset S/H ⊆ Z * n /H , there clearly exists a set S 0 ⊆ Z * n of minimal size such that S 0 /H = S/H , namely one where each element of S 0 lies in distinct cosets of H in Z * n . Given S ⊆ Z * n , |S| = O(k) and H Z * n , |H | = m, the following algorithm shows that one can find such a set S 0 ⊆ S in time O(km log n). We note that in the special case S = SH for some S ⊆ Z * n , then the algorithm runs in time O(k log n) since each iteration removes a whole coset of H from S.
It is clear that R = S ∪ T satisfies this property, and if one wishes to remove any redundancy from the elements of R one may perform the above algorithm.
Set intersection
To do this in O(km log n) time, we can do the following:
1. Remove any redundancy from S. 
To do this we can apply the above algorithm to find R ⊂ S ⊆ Z * n such that R /H = (S/H ) ∩ (T /H ), and then return R = S − R .
Subset equivalence
Here, we solve the set-proportionality problem in the particular case where S and T are subsets of Z * n . This will be done by recursively considering smaller and smaller subsets of S and T until the problem becomes trivial, and then considering larger and larger subsets of S and T , to refine the solutions for the full sets S and T . The selection of key subsets is based on cosets.
We note that ∼ is clearly an equivalence relation, and that an efficient solution to deciding whether two subsets S, T ⊆ Z * n are in the same equivalence class for the case H = {1}, goes some way to solving the set-proportionality decision problem; that is, it solves the setproportionality decision problem in the case that S and T are restricted to have elements which are coprime to n.
We now give some basic facts about the ∼ relation. The following lemma shows that the ∼ decision problem with H = {1} is essentially equivalent to the problem with a more general subgroup H Z * n .
Lemma 3.1. Let S, T ⊆ Z * n , and H Z * n , then S/H = (λT )/H if and only if SH = λ(T H ).

Proof. Assume S/H
Proving the inclusions in the two remaining directions follows in a similar way. 2
We remark that the above formulation gives a slightly stronger statement than "S/H ∼ T /H if and only if SH ∼ T H ", since it shows that the same λ is used in both cases. 
Definition 3.2. For any subset
S ⊆ Z * n let Ω S = {ω ∈ Z * n | ωS = S}
Proof. We know S/H = λT /H if and only if
The inclusion in the reverse direction follows similarly. Let λ be any element such that S/H = λ T /H , and consider some other element λ such that
Given S ⊆ Z * n it may not be trivial to find Ω S , however if we find any element ω ∈ Z * n such that ωS = S then clearly ω Ω. We now state several more simple, yet useful, facts. We will restrict ourselves to considering collections of cosets SH for which the elements of S lie in distinct cosets of H , i.e., for all
If S/H = ωS/H then there exists a subset S ⊆ S such that S/H = (S ω )/H , so S/( ω H ) = S /( ω H ).
If the elements of S
From this we deduce: We are now in a position to give a recursive algorithm which determines, given subsets S, T ⊆ Z * n and a subgroup H Z * n whether or not S/H ∼ T /H . As explained by Lemma 3.1, the input parameter H Z * n is unnecessary in the sense that 
(f) Find minimal subsets S ⊆ S, T ⊆ T such that S /H = (S/H ) ∩ ((ωS)/H ), T /H = (T /H ) ∩ ((ωT )/H ).
(k), then one can determine whether or not S/H ∼ T /H in time O(km log n). Moreover if S/H ∼ T /H then one can also find all the λ ∈ Z * n such that S/H = λT /H in time O(km log n).
Proof. We show that Algorithm 3.1 does this, however we first justify the main idea of the algorithm.
In step 3 we aim to find subsets S ⊂ S, T ⊂ T such that S/H ∼ T /H implies S /H ∼ T /H
, thereby decreasing the size of the problem we need consider. We remark that the natural measure of the "size" of the problem is km, where |S|, |T | = O(k) and |H | = m. Notice that by choosing ω = s 1 /s 2 in step 3e we are ensured, in step 3f that s 1 
H ∈ S /H , so S /H is non-empty. Moreover if S has distinct coset representatives of H , then so does ωS, and S/H ∼ T /H certainly implies (ωS)/H ∼ (ωT )/H , so by Lemma 3.4 we have that S /H ∼ T /H . However one loop of step 3 may not be enough to find S ⊂ S, T ⊂ T ,
since it may be that we initially obtain S = S, T = T . In this case however we know that the cosets of ω partition both S and T , so ω may be factored in to H (as justified by Lemma 3.3). In such a way the cardinality of H at least doubles each iteration (and the size of S at least halves), so there can only be O(log k) loops of step 3 before we are successful.
After step 3 we know that S ⊂ S, T ⊂ T are such that S/H ∼ T /H implies S /H ∼ T /H , but the subsets S , T we recover may only be marginally smaller than S, T . We make use of Lemma 3.5 in step 4 to ensure that S is at most half the size of S, and this implies that the number of consecutive times we can recurse at step 5 is O(log k). We observe that for each of these recursive calls the measure km is also at least halving, even if m itself may be increasing.
On entering step 6 we have a set of possible λ ∈ λ H such that S/H = λT /H ; in fact our set of possibles is exactly the λ for which S /H = λT /H . Our aim is now to find which, if any, of these possibles are such that S/H = λT /H for some H H . For any remaining non-empty cosets tH the possible λ can only map to λ tH , and so their intersections with T and S (respectively) must map to each other (which justifies steps 6b and 6c). In step 6d we intersect the possible solution sets λ H and λ H , and then loop back to consider the remainder of S.
To estimate the complexity of the algorithm, let T (k, m) denote the time for the algorithm to complete on input k = |S|, m = |H |.
To find the unique coset representatives in step 3f one uses the "removing redundancy" algorithm given in Section 2. To find the subset S ⊆ S in step 3f, one firstly forms ωS, and then performs the set-intersection algorithm on elements of Z * n /H given in Section 2. A similar procedure yields the subset T ⊆ T . Since these are all O(km log n) time algorithms, we see steps 1 to 4 can be done in time O(km log n). Indeed this shows that all recursive calls that end at steps 3c or 3d take time O(km log n). We now consider recursive calls that end at steps 6b or 6d.
In step 6 we check the remainder of the sets S, T . Since S and T are sorted we can perform step 6b in time O(|H | log n). It may be that we get relatively few entries of S from this search, but in that case the cardinality of the next H is small, since it must divide the cardinality of H which divides m|S | by Lemma 3.6. The test at step 6d can also be done in O(|H | log n).
Thus
We note that Algorithm 3.1 can also be used to find Ω S given a subset S ⊆ Z * n , by calling equiv (S, S, {1} ). An interested reader can observe the simplifications in the algorithm for the special case S = T . To see if S 0 ∼ T 0 we start by calling equiv(S 0 , T 0 , {1}). We use subscripts to help denote the level of recursion, so let S 1 = S 0 , T 1 = T 0 , H 1 = {1}. Suppose we pick ω 1 = 61/6 = 23 ∈ Z * 77 at step 3e, then we form 
Suppose that the next time we are at step 3e we pick ω 2 = 40/4 = 10, then we see that S 2 ∩ ω 2 S 2 = S 2 and T 2 ∩ ω 2 T 2 = T 2 , so we rewrite and now recursively call equiv(
Suppose the next choice of ω 3 = 4/6 = 52 then S 3 ∩ ω 3 S 3 = {4} and T 3 ∩ ω 3 T 3 = {2}, so we set λ 3 = 4/2 = 2, and for the first time we return from a recursive call with equiv(S 2 , T 2 , H 2 ) = (λ 3 , H 3 ). We are now at step 6a of the previous recursive call for the first time, and set
and then the call to equiv(S 3 , T 3 , H 3 ) also returns with (2, H 2 ), so their intersection remains the same at step 6d, at which point we realize S 1 = λT 1 if and only if λ ∈ 2H 2 , or alternatively S 2 /H 2 = λT 2 /H 2 if and only if λ ∈ 2H 2 . We set λ 1 = 2 and H 1 = H 2 . We can now remove S 1 and T 1 from S 1 and T 1 and consider the sets Assume we pick 4 ∈ T 1 at step 6b, then T 1 = 4H 1 ∩ T 1 = {4, 73} and S 1 = 4(λ 1 H 1 ) ∩ S 1 = {30, 47}, and we call equiv (S 1 , T 1 , H 1 ) . The result of this recursive call is (31, {1}), and remains this when intersected with (λ 1 , H 1 ), so the possible solution space has been narrowed to (31, {1}) = {31}, that is, just one possible λ.
There are still the following sets to compare but when we consider each s ∈ S we see that 31s ∈ T , so indeed S ∼ T , and in fact S = λT if and only if λ = 31 ∈ Z * n .
Residue rings
The general algorithm given above can handle the group Z * n , but the application to the Ádám isomorphism of circulant graphs requires that we can solve the decision problem over all of Z n , that is, the elements of S and T may have non-invertible entries. The algorithm of Section 3 is still extremely useful in this case, but cannot be used directly over a ring with zero divisors and needs some adjustments.
We firstly consider the case of n being a pure power n = r where is not necessarily prime, but satisfies the following "non-splitting" property: for each s ∈ S there exists integer an integer 0 e r such that gcd(s, r ) = e . We also require that the same property holds for each t ∈ T . Notice that if is prime then all sets S, T would satisfy this property. We later consider a general modulus n.
Unlike the previous section we do not attempt to find all λ such that S = λT ; this is because the number of λ is no longer bounded by k, the cardinality of S. For example, when n = 2d we see that even in the case k = 1, S = T = {d} ⊂ Z 2d , then any λ ∈ {1, 3, . . . , 2d − 1} satisfies λS = T . This shows that the number of λ can grow at least linearly with n; in fact there may be an exponential number of λ such that S = λT . For example consider the case S = T = {15, 21, 35, 70, 84, 90} ⊆ Z 105 , from which we find see that S = T = {1, 2} mod 3, S = T = {1, 4} mod 5, S = T = {1, 6} mod 7. By Chinese remaindering all the combinations of these values we find 8 possible λ, namely {1, 29, 34, 41, 64, 71, 76, 104}. In general by choosing n to be the product of the first m primes, and arranging the "projections" to be {1, p − 1} for each prime , we have that |S| = |T | = 2m while there are 2 m possible λ such that λS = T .
In this section we simply try to ascertain whether or not S ∼ T . If S = λT then our technique finds at least one such λ.
The case of Z r
Here we consider the case when n = r for some integers 2, r 1 and the sets S and T are such that for each s ∈ S, t ∈ T there exists integers e 1 , e 2 Notice that for some e < r, the sets S e , T e may be empty. Proof. Suppose S = λT for some λ ∈ Z * r . For each e = 0, . . . , r − 1 let us firstly consider the elements of S e , T e as elements of Z r and define S e = e S e ⊆ S and T e = e T e ⊆ T . For any s ∈ S e and λ ∈ Z * r we have that gcd(λs, r ) = gcd(s, r ) = e , so if S = λT then S e = λT e from which it follows that S e = λT e .
Conversely suppose that there exists a λ ∈ Z * r such that S e = λT e for each e, 0 e < r. If we let S e = e S e ⊆ S and T e = e T e ⊆ T , then S = e S e and T = e T e , so S = λT . 2
We can now give a simple algorithm to test whether S ∼ T in the case n = r . It either returns a λ ∈ Z * r such that S = λT or it returns λ = 0 to mean S T .
Algorithm 4.1. equiv-pr(S, T ):
1. Calculate the S e , T e ⊆ Z * r−e for 0 e < r as above. If there exists an e such that S e T e then return 0. 
The case of Z n
We now consider how to determine if S ∼ T for the case of a general integer modulus n. We make use of results found in [2] and [5] which define the following concept. In [5] it is shown that there is a natural coprime basis for any set Q, and gives an O(|Q| log n) algorithm, which we call coprime-set(Q) to find it. Indeed it also gives an O(|Q| log n) algorithm to factor each q ∈ Q in to its "coprime factorisation".
In order to determine if S ∼ T ⊆ Z n , we apply the coprime factorisation algorithm to the set S ∪ T ∪ {n}, and thereby find a coprime set L and factorisation n = e i i for some i ∈ L. For any integers , n 2 such that |n we define the function ord( , n) to be the largest integer e such that e |n. A simple consequence of the Chinese Remainder Theorem is that we have the following statement. ord(p,n) , T mod ord( ,n) ) = 0 for each ∈ L dividing n.
Thus we can solve the general decisional equivalence problem with the following algorithm.
Algorithm 4.2. equiv-n(n, S, T ):
1. Set L ← coprime-set(S ∪ T ∪ {n}), and set L 0 ← { | ∈ L, |n}. 2. For each ∈ L 0 repeat the following (a) Set e ← ord( , n) and λ := equiv-pr(S mod e , T mod e ) (b) If λ = 0 return "false". 3. Return "true".
We remark that the values of ord( , n) used in step 2a are readily available as a part of the output of coprime-set(S ∪ T ∪ {n}).
To actually construct a λ such that S = λT one can lift the λ mod r obtained in step 2a to a λ mod n via the Chinese remainder theorem. Using the bound of Theorem 10.25 of [10] on the complexity of Chinese remaindering, we see that this algorithm gives a constructive proof of the following statement. Theorem 4.1. Let S and T be two arbitrary subsets of Z n with |S| = |T | = k. Then in time O(k log n) one can either find λ ∈ Z * n such that S = λT or prove that no such λ exists.
