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1. Introduction
This paper presents existence results for the boundary value problems
y00 + q(t)f(t; y) = 0; 0<t< 1;
y(0) = 0 = y(1)
(1.1)
and
y00 + q(t)f(t; y) = 0; 0<t< 1;
y(0) = 0; (y0(1)) + y(1) = 0;
(1.2)
here our nonlinear term f is allowed to change sign. Our paper will be divided into two main
sections. In Section 2 we prove a general upper and lower solution type result for (1.1). Section 3
presents a result for (1.2) based on growth restrictions. Some of the ideas used in this paper were
motivated by [1,2,8] and in some sense this paper should be viewed as a companion for [1,2,8]
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(in addition this paper lls a gap in some of the proofs in [1,8] and show that the existence theory
in [1,8] is valid provided an extra assumption is added). The results in this paper extend and
complement those in [1,3,5{10].
To establish the existence of a solution to (1.1) and (1.2) we use the theory of xed points. In
particular, the theory in Section 2 is based on Schauder's xed point theorem whereas the theory in
Section 3 is based on a nonlinear alternative of Leray{Schauder type. For the convenience of the
reader we recall these results (see [3,4]).
Theorem 1.1 (Schauder). Let C be a convex subset of a normed linear space E. Then every
continuous; compact map N :C ! C has at least one xed point.
Theorem 1.2 (Nonlinear alternative). Assume U is a relatively open subset of a convex set C in a
normed linear space E. Let N : U ! C be a continuous; compact map with 02U . Then either
(A1) N has a xed point in U ; or
(A2) there is a u2 @U and a 2 (0; 1) with u= Nu.
Remark 1.1. By a map being compact we mean it has relatively compact range. For later purposes,
a map is completely continuous if the image of every bounded set in the domain is contained in a
compact set in the range.
2. Dirichlet boundary condition
In this section we discuss the singular boundary value problem
y00 + q(t)f(t; y) = 0; 0<t< 1;
y(0) = y(1) = 0:
(2.1)
Some of the ideas in this section were motivated by papers [1,8]; however in [1,8] the results are
only true if f(t; y)=f(y) for t 2 [0; 1]n (1=n; 1−1=n) for some n2f3; 4; : : :g. This condition will be
removed in this paper (see also [2]). To discuss existence we use the following existence principle,
which was established in [8] using Schauder's xed point theorem.
Theorem 2.1. Assume the following conditions hold:
f : [0; 1] R! R is continuous and bounded (2.2)
and
q2C(0; 1) with q> 0 on (0; 1);
Z 1
0
x(1− x)q(x) dx<1;
with lim
t!0+
t2(1− t)q(t) = 0 if
Z 1
0
(1− x)q(x) dx =1;
and lim
t!1−
t(1− t)2q(t) = 0 if
Z 1
0
xq(x) dx =1: (2.3)
Then (2:1) has a solution y2C[0; 1] \ C2(0; 1).
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In this section we are interested in (2.1) when f : [0; 1] (0;1)! R is continuous.
Theorem 2.2. Suppose the following conditions are satised:
f : [0; 1] (0;1)! R is continuous; (2.4)
f(: ; y) is nondecreasing on (0; 13 ) for each xed y2 (0;1); (2.5)
let n2f3; 4; : : :g and associated with each n we have a constant
n such that fng is a nonincreasing sequence with limn!1 n = 0
and such that for 1n6t61 we have q(t)f(t; n)>0; (2.6)
q2C(0; 1) with q> 0 on (0; 1) and
Z 1
0
x(1− x)q(x) dx<1; (2.7)
lim
t!0+
t2(1− t)q(t) = 0 if
Z 1
0
(1− x)q(x) dx =1;
and
lim
t!1−
t(1− t)2q(t) = 0 if
Z 1
0
xq(x) dx =1; (2.8)
there exists a function 2C[0; 1] \ C2(0; 1) with
(0) = (1) = 0; > 0 on (0; 1) such that
q(t)f(t; y) + 00(t)> 0 for (t; y)2 (0; 1) fy2 (0;1): y<(t)g; (2.9)
for each n2f3; 4; : : :g there exists a function n 2C[0; 1] \ C2(0; 1)
with n>n on [0; 1] and q(t)f(t; n(t)) + 00n (t)60 for t 2 [ 1n ; 1);
in addition; for each t 2 [0; 1]; we have that fn(t)g is a
nonincreasing sequence and limn!1 n(0) = limn!1 n(1) = 0 (2.10)
and
for each n2f3; 4; : : :g we have that q(t)f( 1n ; n(t)) + 00n (t)60 for t 2 (0; 1n): (2.11)
Then (2:1) has a solution in C[0; 1] \ C2(0; 1) with y(t)>(t) for t 2 [0; 1].
Remark 2.1. In (2.6), (2.10) and (2.11) we can replace n2f3; 4; : : :g with n2fn0; n0 + 1; : : :g for
some n0 2f3; 4; : : :g.
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Proof. Fix n2f3; 4; : : :g. Consider
y00 + q(t)f?(t; y) = 0; 0<t< 1;
y(0) = y(1) = n; (2:12n)
here
f?(t; y) =
8>>>>>>>>><
>>>>>>>>>:
f( 1n ; n(t)) + r(n(t)− y); y>n(t) and 06t6 1n ;
f(t; n(t)) + r(n(t)− y); y>n(t) and 1n6t61;
f( 1n ; y); n6y6n(t) and 06t6
1
n ;
f(t; y); n6y6n(t) and 1n6t61;
f(t; n) + r(n − y); y<n and 1n6t61;
f( 1n ; n) + r(n − y); y<n and 06t6 1n ;
where r :R! [− 1; 1] is the radial retraction dened by
r(u) =
(
u; juj61;
u
juj ; juj> 1:
From Theorem 2.1 we know that (2:12n) has a solution yn 2C[0; 1] \ C2(0; 1). We rst show
yn(t)>n; t 2 [0; 1]: (2.13)
Suppose (2.13) is not true. Then yn − n has a negative absolute minimum at t0 2 (0; 1), in which
case y0n(t0) = 0 and y
00
n (t0)>0. However,
y00n (t0) =−q(t0)f?(t0; yn(t0)) =
(−q(t0)[f(t0; n) + r(n − yn(t0))] if 1n6t0< 1;
−q(t0)[f( 1n ; n) + r(n − yn(t0))] if 06t06 1n ;
i.e. y00n (t0)< 0, a contradiction. Thus (2.13) holds. Next we show
yn(t)6n(t) for t 2 [0; 1]: (2.14)
If (2.14) is not true then yn−n would have a positive absolute maximum at say t0 2 (0; 1), in which
case (yn − n)0(t0) = 0 and (yn − n)00(t0)60. There are two cases to consider, namely t0 2 [1=n; 1)
and t0 2 (0; 1=n).
Case (i): t0 2 [ 1n ; 1). Then since yn(t0)>n(t0) we have (using (2.10))
(yn − n)00(t0) =−q(t0)[f(t0; n(t0)) + r(n(t0)− yn(t0))]− 00n (t0)> 0;
a contradiction.
Case (ii): t0 2 (0; 1n). Then (2.11) gives
(yn − n)00(t0) =−q(t0)[f( 1n ; n(t0)) + r(n(t0)− yn(t0))]− 00n (t0)> 0;
a contradiction.
Thus (2.14) holds. In particular, yn(t)63(t) for t 2 [0; 1] since fn(t)g is nonincreasing for each
t 2 [0; 1]. Next we obtain a sharper lower bound on yn, namely, we will show
yn(t)>(t) for t 2 [0; 1]: (2.15)
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Suppose (2.15) is not true. Then yn −  has a negative absolute minimum at say t1 2 (0; 1) so
(yn − )0(t1) = 0 and (yn − )00(t1)>0. Note also that (2.5) together with n6yn(t)6n(t) implies
f?(t; yn(t))>f(t; yn(t)) for t 2 [0; 1]:
This together with 0<yn(t1)<(t1) and (2.9) gives
(yn − )00(t1) = −[q(t1)f?(t1; yn(t1)) + 00(t1)]
6−[q(t1)f(t1; yn(t1)) + 00(t1)]< 0;
a contradiction. Thus (2.15) holds.
Remark 2.2. It is possible to check (t)6n(t) for t 2 [0; 1] directly as follows. If this is not true
then  − n would have a positive absolute maximum at say t1 2 (0; 1) so ( − n)0(t1) = 0 and
(− n)00(t1)60. Then (t1)>n(t1) and (2.9) imply
q(t1)f(t1; n(t1)) + 00(t1)> 0:
Now if t1 2 [1=n; 1) then (2.10) implies
(− n)00(t1) = 00(t1)− 00n (t1)>00(t1) + q(t1)f(t1; n(t1))> 0;
a contradiction. Next if t1 2 (0; 1=n) then (2.11) and (2.5) imply
(− n)00(t1)>00(t1) + q(t1)f( 1n ; n(t1))>00(t1) + q(t1)f(t1; n(t1))> 0;
a contradiction.
Now let us look at the interval [ 13 ;
2
3 ]. Let
R3 = sup
jq(x)f(x; y)j: x2 [ 13 ; 23 ] and (x)6y63(x)} :
The mean value theorem implies that there exists 2 ( 13 ; 23 ) with jy0n()j66 sup[0;1] 3(t)  L3. Hence
for t 2 [ 13 ; 23 ] we have
jy0n(t)j6jy0n()j+

Z t

y00n (x) dx
6L3 + R3:
As a result
fyng1n=3 is a bounded; equicontinuous family on

1
3
;
2
3

: (2.16)
The Arzela{Ascoli theorem guarantees the existence of a subsequence N3 of integers and a function
z3 2C[ 13 ; 23 ] with yn converging uniformly to z3 on [ 13 ; 23 ] as n!1 through N3. Similarly,
fyng1n=3 is a bounded; equicontinuous family on

1
4
;
3
4

so there is a subsequence N4 of N3 and a function z4 2C[ 14 ; 34 ] with yn converging uniformly to z4
on [ 14 ;
3
4 ] as n!1 through N4. Note z4 = z3 on [ 13 ; 23 ] since N4N3. Proceed inductively to obtain
subsequences of integers
N3N4   Nk    
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and functions
zk 2C

1
k
; 1− 1
k

with
yn converging uniformly to zk on

1
k
; 1− 1
k

as n!1 through Nk
and
zk+1 = zk on

1
k
; 1− 1
k

:
Dene a function y : [0; 1]! [0;1) by y(x) = zk(x) on [1=k; 1− (1=k)] and y(0) = y(1) = 0. Notice
y is well dened and (t)6y(t)63(t) for t 2 (0; 1). Next x t 2 (0; 1) (without loss of generality,
assume t 6= 12) and let m2f1; 2; : : :g be such that 1=m< t< 1 − 1=m. Let N?m = fn2Nm: n>mg.
Now yn; n2N?m , satises the integral equation
yn(x) = yn

1
2

+ y0n

1
2

x − 1
2

+
Z x
1=2
(s− x)q(s)f?(s; yn(s)) ds
= yn

1
2

+ y0n

1
2

x − 1
2

+
Z x
1=2
(s− x)q(s)f(s; yn(s)) ds
for x2 [1=m; 1 − 1=m]. Notice (take x = 23 say) that fy0n( 12)g, n2N?m , is a bounded sequence since
(s)6yn(s)63(s) for s2 [0; 1]. Thus fy0n( 12)gn2N?m has a convergent subsequence; for convenience
let fy0n( 12)gn2N?m denote this subsequence also and let r 2R be its limit. Now for the above xed t,
yn(t) = yn

1
2

+ y0n

1
2

t − 1
2

+
Z t
1=2
(s− t)q(s)f(s; yn(s)) ds
and let n!1 through N?m to obtain
zm(t) = zm

1
2

+ r

t − 1
2

+
Z t
1=2
(s− t)q(s)f(s; zm(s)) ds;
i.e.
y(t) = y

1
2

+ r

t − 1
2

+
Z t
1=2
(s− t)q(s)f(s; y(s)) ds:
We can do this argument for each t 2 (0; 1) and so y00(t)+q(t)f(t; y(t))=0 for t 2 (0; 1). It remains
to show y is continuous at 0 and 1.
Let > 0 be given. Now since limn!1 n(0) = 0 there exists n0 2f3; 4; : : :g with n0 (0)<=2.
Since n0 2C[0; 1] there exists n0> 0 with
n0 (t)<

2
for t 2 [0; n0 ]:
Now for n>n0 we have, since fn(t)g is nonincreasing for each t 2 [0; 1],
n(t)6n0 (t)<

2
for t 2 [0; n0 ]:
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This together with the fact that (t)6yn(t)6n(t) for t 2 (0; 1), implies that for n>n0 we have
(t)6yn(t)<

2
for t 2 [0; n0 ]:
Consequently,
06(t)6y(t)6

2
< for t 2 (0; n0 ]
and so y is continuous at 0. Similarly, y is continuous at 1 and so y2C[0; 1].
Remark 2.3. One could replace (2.5) with the more general assumption: for xed y2 (0;1) there
exists  (independent of y), 0<6 13 with f(t; y) nondecreasing on (0; ).
Remark 2.4. If in (2.6) we replace 1=n6t61 with 06t61 − 1=n then one would replace (2.5),
(2.10) and (2.11) with
for each xed y2 (0;1) there exists  (independent of y);
0<6 13 with f(t; y) nonincreasing on (1− ; 1) (2:5)
for each n2f3; 4; : : :g there exists a function n 2C[0; 1] \ C2(0; 1)
with n>n on [0; 1] and q(t)f(t; n(t)) + 00n (t)60 for t 2 (0; 1− 1n ];
in addition; for each t 2 [0; 1]; we have that fn(t)g is a
nonincreasing sequence and limn!1 n(0) = limn!1 n(1) = 0 (2:10
)
and
for each n2f3; 4; : : :g we have that q(t)f(1− 1n ; n(t)) + 00n (t)60
for t 2 (1− 1n ; 1): (2:11)
If in (2.6) we replace 1=n6t61 with 1=n6t61− 1=n then essentially the same reasoning as in
Theorem 2.2 establishes the following result.
Theorem 2.3. Suppose (2:4); (2:7); (2:8) and (2:9) hold. In addition; assume the following condi-
tions are satised:
for each xed y2 (0;1) there exists  (independent of y);
0<6 13 with f(t; y) nondecreasing on (0; ) and
f(t; y) nonincreasing on (1− ; 1); (2.17)
let n2f3; 4; : : :g and associated with each n we have a constant
n such that fng is a nonincreasing sequence with limn!1 n = 0
and such that for 1n6t61− 1n we have q(t)f(t; n)>0; (2.18)
for each n2f3; 4; : : :g there exists a function n 2C[0; 1] \ C2(0; 1)
with n>n on [0; 1] and q(t)f(t; n(t)) + 00n (t)60 for t 2 [ 1n ; 1− 1n ];
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in addition; for each t 2 [0; 1]; we have that fn(t)g is a
nonincreasing sequence and limn!1 n(0) = limn!1 n(1) = 0; (2.19)
for each n2f3; 4; : : :g we have that q(t)f( 1n ; n(t)) + 00n (t)60
for t 2 (0; 1n); (2.20)
and
for each n2f3; 4; : : :g we have that q(t)f(1− 1n ; n(t)) + 00n (t)60
for t 2 (1− 1n ; 1): (2.21)
Then (2:1) has a solution in C[0; 1] \ C2(0; 1) with y(t)>(t) for t 2 [0; 1].
Remark 2.5. One can usually \construct"  explicitly from the dierential equation. In
[8, pp. 90{91] we showed that if
n2f3; 4; : : :g and associated with each n we have a constant
n such that fng is a decreasing sequence with limn!1 n = 0;
and there exists a constant k0> 0 such that for 1n6t61− 1n and
0<y6n we have q(t)f(t; y)>k0; (2.22)
then (2.9) is automatically satised.
Example 2.1. The boundary value problem
y00 +
 
t2(1− t)2
4y2
+
y2
4
− 2
!
= 0; 0<t< 1;
y(0) = y(1) = 0;  6= 0 (2.23)
has a solution y2C[0; 1] \ C2(0; 1) with y> 0 on (0; 1).
We will apply Theorem 2.3 with
n =
 
(n− 1)2
4n4(2 + 1)
!1=2
and k0 = 1:
It is easy to see that (2.4), (2.7),(2.8) and (2.17) hold. Also notice that for 1=n6t61 − 1=n we
have
t(1− t)>1
n

1− 1
n

=
(n− 1)
n2
:
Now for 1=n6t61− 1=n and 0<y6n we have
q(t)f(t; y)>
t2(1− t)2
42n
− 2>(n− 1)
2
4n42n
− 2 = (2 + 1)− 2 = 1;
so (2.18) holds. In addition, (2.22) is true so (2.9) follows immediately from Remark 2.5. Let
n(t) = t(1− t) + n:
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Notice for xed t 2 [0; 1] that fn(t)g1n=3 is a nonincreasing sequence since fng1n=3 is a nonincreas-
ing sequence. In addition limn!1 n(0) = limn!1 n(1) = 0. Notice (2.19) is immediate since if
t 2 [1=n; 1− 1=n] (note n(t)>t(1− t), n(t)61 + n and n61) we have
00n (t) + q(t)f(t; n(t))6− 2 +
1
4
+
(1 + n)2
4
− 26− 2 + 1
4
+ 1− 2< 0:
Let n2f3; 4; : : :g. Now for t 2 (0; 1=n) (note n(t)>n and n(t)61 + n) we have
00n (t) + q(t)f

1
n
; n(t)

= −2 + (1=n
2)(1− 1=n2)
42n
+
2n
4
− 2
6−2 + (1=n
2)(1− 1=n2)
42n
+
(1 + n)2
4
− 2
6−1 + (n− 1)
2
4n42n
− 2 =−1 + (2 + 1)− 2 = 0;
so (2.20) holds. In addition, (2.21) is immediate since for t 2 (1− 1=n; 1) we have
00n (t) + q(t)f

1− 1
n
; n(t)

=−2 + (1− 1=n
2)1=n2
42n
+
2n
4
− 260:
The result follows from Theorem 2.3.
Remark 2.6. Notice Theorem 2.3 lls the gap in the proof of Theorem 2:4 in [8].
3. Nonlinear boundary condition
In this section we discuss the singular problem
y00 + q(t)f(t; y) = 0; 0<t< 1;
y(0) = 0; (y0(1)) + y(1) = 0;
(3.1)
where  may be nonlinear. We present a result in this section based on growth restrictions (a result
of this type could also have been presented in Section 2).
Theorem 3.1. Suppose the following conditions are satised:
f : [0; 1] (0;1)! R is continuous; (3.2)
f(: ; y) is nondecreasing on (0; 13 ) for each xed y2 (0;1); (3.3)
let n2f3; 4; : : :g and associated with each n we have a constant
n such that fng is a nonincreasing sequence with limn!1 n = 0
and such that for 1n6t61 we have q(t)f(t; n)>0; (3.4)
q2C(0; 1) with q> 0 on (0; 1) and
Z 1
0
q(x) dx<1; (3.5)
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jf(t; y)j6g(y) + h(y) on [0; 1] (0;1) with g> 0 continuous
and nonincreasing on (0;1); h>0 continuous on [0;1)
and hg nondecreasing on (0;1); (3.6)
for any R> 0; 1g is dierentiable on (0; R] with g
0< 0 a:e:
on (0; R]; g
0
g2 2L1[0; R] and
Z 1
0
jg0(t)j1=2
g(t) dt =1; (3.7)
 :R! R is continuous and nondecreasing with (0) = 0; (3.8)
sup
c2(0;1)

1
f1 + h(c)=g(c)g
Z c
0
du
g(u)

>
Z 1
0
xq(x) dx; (3.9)
there exists a function 2C[0; 1] \ C1(0; 1] \ C2(0; 1) with
(0) = (0(1)) + (1) = 0; > 0 on (0; 1) such that
q(t)f(t; y) + 00(t)> 0 for (t; y)2 (0; 1) fy2 (0;1): y<(t)g (3.10)
and Z 1
1=2
q(x)g((x)) dx<1: (3.11)
Then (3:1) has a solution in C[0; 1] \ C1(0; 1] \ C2(0; 1) with y(t)>(t) for t 2 [0; 1].
Proof. Choose M > 0 and > 0 (<M) with
1
f1 + h(M)=g(M)g
Z M

du
g(u)
>
Z 1
0
xq(x) dx: (3.12)
Let m0 2f3; 4; : : :g be chosen so that m0< and let N+ = fm0; m0 + 1; : : :g. Fix n2N+. Consider
the problem
y00 + q(t)f??(t; y) = 0; 0<t< 1
y(0) = n; (y0(1)) + y(1) = n;
(3:13n)
here
f??(t; y) =
8>>>><
>>>>:
f( 1n ; y); y>n and 06t6
1
n ;
f(t; y); y>n and 1n6t61;
f(t; n) + n − y; y<n and 1n6t61;
f( 1n ; n) + n − y; y<n and 06t6 1n :
Remark 3.1. Notice (3.6) implies jf??(t; y)j6g(y) + h(y) if y>n and t 2 [0; 1].
To show (3:13n) has a solution we will apply Theorem 1.2. Consider the family of problems
y00 + q(t)f??(t; y) = 0; 0<t< 1; 0<< 1
y(0) = n; (y0(1)) + y(1) = n:
(3:14n)
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We claim
yn(t)>n; t 2 [0; 1] (3.15)
for any solution yn 2C1[0; 1] \ C2(0; 1) to (3:14)n. Suppose (3.15) is not true. Then yn − n has a
negative absolute minimum at t0 2 (0; 1]. If t0 2 (0; 1) then we obtain a contradiction by essentially
the same reasoning as in Theorem 2.1. It remains to consider the case t0 = 1. Then y0n(1)60 and
so (y0n(1))60 from (3:8). However,
(y0n(1)) = n − yn(1)> 0;
a contradiction. Thus (3.15) holds.
Now since yn(0) = n and yn(t)>n for t 2 [0; 1] we may assume the absolute maximum of
yn occurs at say tn 2 (0; 1) and so y0n(tn) = 0 (note if tn = 1 and yn(tn)>n then y0n(1)>0 with
06(y0n(1)) = n − yn(1)< 0, a contradiction). Without loss of generality, assume yn(tn)> (for
if yn(tn)6 then yn(tn)<M). For x2 (0; 1) we have from Remark 3.1 that
−y00n (x)
g(yn(x))
6q(x)

1 +
h(yn(x))
g(yn(x))

: (3.16)
Integration from t (t < tn) to tn gives
y0n(t)
g(yn(t))
+
Z tn
t
−g0(yn(x))
g2(yn(x))

[y0n(x)]
2 dx6

1 +
h(yn(tn))
g(yn(tn))
Z tn
t
q(x) dx:
This together with (3.7) yields
y0n(t)
g(yn(t))
6

1 +
h(yn(tn))
g(yn(tn))
Z tn
t
q(x) dx for t < tn: (3.17)
Integrate from 0 to tn to obtainZ yn(tn)

du
g(u)
6
Z yn(tn)
n
du
g(u)
6

1 +
h(yn(tn))
g(yn(tn))
Z tn
0
s q(s) ds
and soZ yn(tn)

du
g(u)
6

1 +
h(yn(tn))
g(yn(tn))
Z 1
0
s q(s) ds: (3.18)
Notice (3.12) and (3.18) imply jynj0 = supt2[0;1]jyn(t)j 6= M . Also the mean value theorem implies
that there exists 2 (0; 1) with jy0n()j= jyn(1)− yn(0)j and so for t 2 [0; 1] we have
jy0n(t)j6 jy0n()j+ j
Z t

jq(x)f??(x; yn(x)) dxj
6 jy0n()j+ g(n)
Z 1
0

1 +
h(yn(x))
g(yn(x))

q(x) dx:
Thus any solution yn of (3:14)n that satises n6yn(t)<M for t 2 [0; 1] also satises
jy0n(t)j< 2M + g(n)

1 +
h(M)
g(M)
Z 1
0
q(x) dx  M? for t 2 [0; 1]: (3.19)
Let K1[0; 1] denote the Banach space of functions y 2 C1[0; 1] equipped with the norm
jyj1 = max
 jyj0
M
;
jy0j0
M?

:
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Dene the mappings
L; F :K1n[0; 1]! C0[0; 1] R
by
Ly(t) = (y0(t)− y0(0); n − y(1)) and Fy(t) =

−
Z t
0
q(x)f??(x; y(x)) dx; (y0(1))

;
here C0[0; 1] = fu2C[0; 1]: u(0) = 0g and K1n[0; 1] = fu2K1[0; 1]: u(0) = ng. It is easy to see that
F :K1n[0; 1]! C0[0; 1] R is continuous and completely continuous. Also if Ly = (u(t); ) then
y(t) = n − t
 
+
Z 1
0
u(x) dx
!
+
Z t
0
u(x) dx;
so L−1 exists and is continuous.
Solving (3:14)n is equivalent to nding a xed point of y= L
−1Fy  Ny where N =L−1F :K1n
[0; 1]! K1n[0; 1] is continuous and completely continuous. Let
U = fu2K1n[0; 1]: juj1< 1g; C = K1n[0; 1] and E = K1[0; 1]:
We rst show that no solutions of y = Ny; 2 (0; 1) lie on the boundary of U . Suppose this is
false. Then there exists 2 (0; 1) and y2K1n[0; 1] with y = Ny. Now y is a solution of (3:14)n
and so by the above y(t)>n for t 2 [0; 1] and jyj0 6= M . Since y2 @U we have jyj1 = 1. This
together with jyj0 6= M guarantees that jy0j0 =M? and jyj0<M . However this contradicts (3.19).
As a result no solution of y=Ny, 2 (0; 1) lies on the boundary of U . We may apply Theorem 1.2
to deduce that N has a xed point yn with jynj161. Thus yn 2C1[0; 1] \ C2(0; 1) is a solution of
(3:13n) with jynj161. Moreover (as above) n6yn(t)<M for t 2 [0; 1].
Next we obtain a sharper lower bound on yn, namely we will show
yn(t)>(t) for t 2 [0; 1]: (3.20)
If this is not true then yn− would have a negative absolute minimum at say t0 2 (0; 1]. If t0 2 (0; 1)
then we obtain a contradiction by essentially the same reasoning as in Theorem 2.1. If t0 = 1 then
(yn − )0(1)60 i.e. y0n(1)60(1) and 0<yn(1)<(1). This together with (3.8) yields
0<n + [(1)− yn(1)] = (y0n(1))− (0(1))60;
a contradiction. Thus (3.20) holds.
Remark 3.2. It is possible to check directly that (t)6M for t 2 [0; 1] as follows. If this is not true
then −M would have a positive absolute maximum at t0 2 (0; 1]. If (1)=0 it is enough to assume
t0 2 (0; 1). If (1) 6= 0 and t0 = 1 then 0(1)>0 and so 06(0(1)) =−(1)< 0, a contradiction. It
remains to consider t0 2 (0; 1). Now since (0) = 0 there exists t1; t2 2 (0; 1), t2<t1, with
06(t)6M for t 2 [0; t2); (t2) =M; (t)>M on (t2; t1] and 0(t1) = 0:
Now for t 2 (t2; t1) we have from (3.10) that
−00(t)6q(t)f(t; M)6q(t)[g(M) + h(M)]
R.P. Agarwal, D. O'Regan / Journal of Computational and Applied Mathematics 113 (2000) 1{15 13
so integration from t2 to t1 gives
0(t2)6[g(M) + h(M)]
Z t1
t2
q(x) dx:
This together with (t2) =M gives
0(t2)
g((t2))
6

1 +
h(M)
g(M)
Z t1
t2
q(x) dx: (3.21)
Also for t 2 (0; t2) we have from (3.10) that
−00(t)6 q(t)f(t; (t))6q(t)g((t))

1 +
h((t))
g((t))

6 q(t)g((t))

1 +
h(M)
g(M)

:
Integrate from t to t2 (t 2 (0; t2)) (see (3.17)) to obtain
−0(t2)
g((t2))
+
0(t)
g((t))
6

1 +
h(M)
g(M)
Z t2
t
q(x) dx
and this together with (3.21) yields
0(t)
g((t))
6

1 +
h(M)
g(M)
Z t1
t
q(x) dx for t 2 (0; t2):
Integrate from 0 to t2 to get (using (3.12)),Z M

du
g(u)
6
Z M
0
du
g(u)
6

1 +
h(M)
g(M)
Z 1
0
xq(x) dx<
Z M

du
g(u)
;
a contradiction. Thus (t)6M for t 2 [0; 1].
Consequently,
(t)6yn(t)<M for t 2 [0; 1]: (3.22)
Also
−y00n (x)
g(yn(x))
6q(x)

1 +
h(M)
g(M)

for x2 (0; 1)
and integration from 0 to 1 yields
−y0n(1)
g(yn(1))
+
y0n(0)
g(n)
+
Z 1
0
−g0(yn(x))
g2(yn(x))

[y0n(x)]
2 dx6

1 +
h(M)
g(M)
Z 1
0
q(x) dx:
Now since y0n(0)>0 and y
0
n(1)60 (notice (y
0
n(1)) = n − yn(1)60 implies y0n(1)60) we haveZ 1
0
−g0(yn(x))
g2(yn(x))

[y0n(x)]
2 dx6

1 +
h(M)
g(M)
Z 1
0
q(x) dx  M1: (3.23)
Next consider
I(z) =
Z z
0
[− g0(u)]1=2
g(u)
du:
14 R.P. Agarwal, D. O'Regan / Journal of Computational and Applied Mathematics 113 (2000) 1{15
Notice I is an increasing function from [0;1) onto [0;1) with I continuous on [0; 
] for any

> 0. For t; s2 [0; 1] we have
jI(yn(t))− I(yn(s))j =

Z t
s
[− g0(yn(x))]1=2
g(yn(x))
y0n(x) dx

6 jt − sj1=2
 Z 1
0
−g0(yn(x))
g2(yn(x))

[y0n(x)]
2 dx
!1=2
6M 1=21 jt − sj1=2:
It follows from this inequality, the uniform continuity of I−1 on [0; I(M)] and
jyn(t)− yn(s)j= jI−1(I(yn(t)))− I−1(I(yn(t)))j
that fyngn2N+ is equicontinuous on [0; 1]. Consequently,
fyngn2N+ is a bounded; equicontinuous family on [0; 1]: (3.24)
The Arzela{Ascoli theorem guarantees the existence of a subsequence N of N+ and a function
y2C[0; 1] with yn converging uniformly on [0; 1] to y as n ! 1 through N . Also y(0) = 0 and
(t)6y(t)6M for t 2 [0; 1]. Now yn; n2N , satises the integral equation
yn(t) = yn

1
2

+

t − 1
2


−1
 
n − yn

1
2

−
Z 1
1=2

x − 1
2

q(x)f??(x; yn(x)) dx
!
+
Z t
1=2

x − 1
2

q(x)f??(x; yn(x)) dx +
Z 1
t

t − 1
2

q(x)f??(x; yn(x)) dx
for t 2 [0; 1]; here 
 :R ! R is given by 
(x) = x=2 + (x) (note 
 is strictly increasing). Next
noticeZ 1
1=2
jq(x)f(x; yn(x))j dx6

1 +
h(M)
g(M)
Z 1
1=2
q(x)g((x)) dx<1:
Fix t 2 (0; 1] n f 12g and let m2N be such that 1=m< t61. Let N?= fn2N : n>mg. Now yn; n2N ,
satises the integral equation
yn(t) = yn

1
2

+

t − 1
2


−1
 
n − yn

1
2

−
Z 1
1=2

x − 1
2

q(x)f(x; yn(x)) dx
!
+
Z t
1=2

x − 1
2

q(x)f(x; yn(x)) dx +
Z 1
t

t − 1
2

q(x)f(x; yn(x)) dx: (3.25)
Let n ! 1 through N? in (3.25) (here we use the Lebesgue dominated convergence theorem) to
obtain
y(t) = y

1
2

+

t − 1
2


−1
 
−y

1
2

−
Z 1
1=2

x − 1
2

q(x)f(x; y(x)) dx
!
+
Z t
1=2

x − 1
2

q(x)f(x; y(x)) dx +
Z 1
t

t − 1
2

q(x)f(x; y(x)) dx:
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We can do this argument for each t 2 (0; 1] and so y00(t) + q(t)f(t; y(t)) = 0 for 0<t< 1. Also
y0(1) = 
−1
 
−y

1
2

−
Z 1
1=2

x − 1
2

q(x)f(x; y(x)) dx
!
and so
(y0(1)) + y(1) = 
 

−1
 
−y

1
2

−
Z 1
1=2

x − 1
2

q(x)f(x; y(x)) dx
!!
+
1
2

−1
 
−y

1
2

−
Z 1
1=2

x − 1
2

q(x)f(x; y(x)) dx
!
+y

1
2

+
Z t
1=2

x − 1
2

q(x)f(x; y(x)) dx = 0:
Remark 3.3. One could replace (3.3) with the more general assumption: for xed y2 (0;1) there
exists  (independent of y), 0<6 13 with f(t; y) nondecreasing on (0; ).
Remark 3.4. In (3.4) we could replace 1=n6t61 with 06t61−1=n or 1=n6t61−1=n or 06t61
(of course (3.3) has to be adjusted if we do this).
Remark 3.5. If   0 we can improve Theorem 3.1 (we refer the reader to Agarwal and D. O'Regan
[2]).
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