Analysis of the multivariate data distributions can be helpful or directly applicable in pattern recognition tests. Estimate of the volume of the critical region of overlapping distributions is essential in determination of the confidence level of classification. Mathematical tools for analysis of the multivariate distributions (included probability, false positives and false negatives, means for calculation of the critical region) are developed. Sum of the false negative and the false positive is found as a very approximate characteristic of the total uncertainty of classification. The false negative probability is extremely distribution coordinate dependent and analysis of the details of the overlapping distributions is needed to evaluate the real risk of misclassification of samples. Application of the multivariate distributions to the regional classification of wine samples according to the data of multielement analysis is presented as an example.
Introduction
Variety of information presented as numerous data form the basis of the modern decision making in deciding or rejecting suggested hypothesis or selecting between few of them. It is because and due to possibility of generation of the large data sets by the modern measurement techniques. As an example, data on composition of a lot of samples including somewhere up to sixty chemical elements is usual in recent environmental and geochemistry research, food chemistry and food authenticity studies, clinical and forensic toxicology. Even larger data sets are characteristic of the data for multivariate calibration, ultraviolet, visible, infrared, and mass spectrometry, gene and time series studies. Various techniques, including dispersion and correlation analyses, discriminant, factor, principal component, cluster, neural networks, and others [1] are used for more concise presentation, analysis, and interpretation of such data sets. Many aspects of the methodology of the use of those and related techniques were discussed in recent publications [1] [2] [3] [4] [5] [6] Naturally, in the classification or pattern recognition matters, evaluation of the quality of classification is an essential issue. In the present paper we show that analysis of the multivariate distributions of data or some their derivatives, as principal components, for example, can be helpful, or directly applicable for the pattern recognition studies. A lot of tables and mathematical expressions for analysis of the bivariate distributions can be found, but very few data concern multivariate distributions. Tables or convenient means for calculation of the probability density functions, α and β type errors, evaluation of the critical region of the overlapping distributions would be of interest. The aim of the present paper is to aid development of such means and application of the multivariate distributions in data analysis. In some cases the results were found to be extraordinary simple. Application of the results to classification of wine samples according to their country of origin is presented as an illustration.
Multivariate normal distributions. Theoretical treatment
The normal distribution characterizes the data where many small, independent effects additively contribute to each observation. The distribution is described by two parameters: location (typically mean or "average", µ) and scale (standard deviation or "variability", σ). The continuous probability density function (PDF) of the normal distribution is the Gaussian
with σ > 0. About 68% of values of the normal distribution are contained in the range of one standard deviation from the peak. About 95% of the values are within two standard deviations and about 99.7% are located within three standard deviations from the mean. Precisely, the area under the curve between −nσ and nσ is geometrical definition of the standard error function erf(x) of real argument
In practice the range in which the distribution of variables is being regarded is always limited. If, for example, in "deciding whether or not a particular sample may be judged as likely to have been randomly drawn from a certain population" [7] we restrict ourselves to the range ±2σ (power of the test 0.95), the probability of rejecting the null hypothesis that is actually true (false positive, α or type I error, or p level of significance) is 0.05. If the distributions partially cross, false negative error, or acceptance of the null hypothesis while, in fact, the alternative hypothesis is true, is possible. Naturally, no ambiguity arises if the critical region, where the two distributions overlap, is small as compared to the selected level of significance α. If the critical region is comparable to α, then careful analysis of the probability distributions inside the critical region is necessary. Many tables and procedures can be found to help analysis of the univariate distributions. In contrast, for the multivariate distributions direct calculations usually have to be performed. The probability density function of the bivariate normal distribution is
where σ x and σ y are the standard deviations of the x and y values, ρ is the correlation coefficient. The d-dimensional Gaussian (multivariate probability distribution) function is defined as
where denotes transposition and −1 inverse operation, correspondingly. σ is a covariance matrix, with
Here the angle brackets denote expectation value of the quantity inside:
Using Eq. (4) the probability density function of the trivariate normal distribution takes the following explicit form:
Here
Note that for bivariate distribution σ 11 = σ 2 1 , σ 22 = σ 2 2 , and σ 12 = ρσ 1 σ 2 . Some data for comparison of the normal, bivariate, and trivariate probability distributions are presented in Table 1 . Because volume of ellipsoid is always less than volume of surrounding cuboid, it follows that probability included in the ellipsoidal volume within some standard deviation from the mean is also always less than the normal distribution probability of the same interval raised to power of dimension of the space. In particular, the normal probability squared is always slightly larger than elliptical bivariate probability. The same is true for trivariate probability (Table 1 ) when compared with the normal probability raised to power of 3. The presented data for these distributions depend neither on the variables ratio nor on the covariance matrix. Included ellipsoidal probabilities of higher dimensional multivariate distributions can be described by the following simple formula:
Here d is the space dimension and Γ denotes the usual gamma function:
From (9) it comes as a little surprise that ellipsoidal probabilities in even-dimensional space can be expressed using the elementary functions only. For example, for bivariate distribution (3) the included probability within 2σ variance interval is P (2, |x| < 2σ) = 1 − 1/e 2 . In odd-dimensional spaces this probability includes single one-dimensional erf(z) function. For example, for trivariate distribution the included probability for the same deviation is P (3,
. These can be easily checked to have the same numerical values as presented in Table 1. More results on exact expansion of (9) are presented in Appendix.
If two distributions overlap, the volume of the critical region can be found as an integral common to both distributions. If some level of significance is accepted, the range of the distribution is restricted by the corresponding ellipsis and the critical region is part of the overlapping distribution inside the ellipsis. Risk for the corresponding false negative error must be accounted for when the data inside the ellipsis are being regarded.
Analysis of the real distributions. Discussion
Characteristic examples of the bivariate and 3-dimensional data distributions are presented in Figs. 1  and 2 below. The data represent the problem of classification of wine samples measured in [8] . The absolute concentrations of 19 elements, namely Li, B, Na, Mg, Al, K, Ca, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, As, Rb, Sr, Ba in 102 wines from Bulgaria (5), Chile (25), France (26), Hungary (7), Italy (6), Spain (28), California (5), measured by double focusing sector field mass spectrometer Element2 were taken for the analysis below. The number of the tested samples is given in parentheses. Tm was used as an internal standard. Relative measurement uncertainty usually did not exceed 10%.
Step by step approach from all the samples to smaller classes (see Fig. 1 ) was used for classification. The Anova F-test was used to select the most informative elements at each classification step and enabled reduction of noise. More details on the measurement procedure can be found in [8] . In particular, elements Rb, Sr, Li, and Zn had large F-ratio values and were most useful for the current classification. Principal component analysis (PCA) for the selected elements was used to minimize correlations between measured data. Sometimes even one principal component was enough to distinguish between the two populations. Usually the first principal component explained 40-80% (44% in Fig. 1 and 60% in Fig. 2 ) of the dispersion of the data, second principal component 10-40% (33% in Fig. 1 and 25% in Fig. 2 ), but sometimes the higher principal components are important. For example, the 3rd principal component explained 22.3% of the variance relative to Fig. 1 . The 3rd and 4th components (not shown) explain 11.0 and 3.7% of the variance relative to Fig. 2 , correspondingly.
Of course, it is not evident in advance that application of the PCA will aid regional classification. The main tendencies of data variation highlighted by the principal components cannot be necessarily due to the regional effects. Studies in [8] , where comparison of the data classification capabilities of the raw element concentration data and the principal components was undertaken, revealed that application of the PC increased classification capabilities in comparison to the raw data in the case under study. In addition, the results of the PC distribution tests were in correspondence Fig. 1 . Results of PCA analysis of concentrations of Sr, Rb, and Zn in wines from different countries. Square (cuboid) denotes samples from Chile and California, triangle (tetrahedron) is for wines from Spain, Bulgaria, and Hungary, and circle (sphere) represents brands from France and Italy. 3D ellipsoids are drawn at 95% confidence level. 2D ellipses are calculated in the same way using x−y projection points.
with the normal distribution, although the power of the test was not high because of the small data sets. Two and three principal component scatters of all the measured data for Sr, Rb, and Zn are presented in Fig. 1 . The points tend to group into 3 batches. The one consists of samples from Spain, Bulgaria, and Hungary, the other is formed by wines form Chile and California, and the last one is wines from France and Italy. The mean values of the principal components for each group and the corresponding covariance matrices of the trivariate distribution are listed in Table 2 . One could notice appreciable correlation between principal components within the groups while, from the very PC concept, no correlation between the principal components for the batch in general is possible. Specific rules of data classification is the source of this correlation.
If, for example, 95% confidence level for classification is accepted, the distributions partially overlap (Fig. 1) . It is to be noted that if we draw confidence ellipsoids matching multivariate PDF parameters, then these ellipsoids will not generally coincide with the ellipsoids which include 95% of the data points. It is because ellipsoid constructed by descriptive statistic methods ensures that the prescribed fraction of data (in our case 95% of points) lie inside the locus of ellipsoid without any explicit hypothesis about data distribution probability function. Despite the fact that both ellipsoids are centred on group mean value and their orientations coincide (it is calculated using the same covariance matrix), lengths of major / semi-minor / minor axes generally differ. Detailed probability distribution analysis is needed to decide how essential is the risk in classification and must or may not the accepted confidence level be reduced. The natural expectation is that disposition of more data should provide better separation of samples. This is completely confirmed by calculations of the bivariate probability function intersection integrals for different groups of data presented in Table 3 . The integrals represent the part of the interfering distribution inside the 95% confidence level ellipse being regarded and can be interpreted as the hypothesis false negative error that the point in the intersection area belongs to this group, while in reality it belongs to another one. As follows from the table, classification of a sample found inside the parameter region characteristic of the group according to the two elements data (Sr, Rb) is not possible, because overlapping of the other distributions is very large. At the same time identification of the samples from and groups at least at confidence level about 0.94 seems possible. Discrimination is much better for the three elements (Sr, Rb, Zn) data set (see Fig. 1 also) . According to the integral characteristics presented in Table 3 , classification of all the data at confidence level about 0.9 is possible. In reality it is evident that at the crossing line of the two overlapping distributions the probabilities to find a sample as originating from any of the two distributions is equal, while at the opposite side of the ellipse probability of an error in classification is negligible. Sum of the two false negatives and relative to could seem as some integral characteristic of possible error, but it is clear from Fig. 1 that either one or another is possible, not both. In such a manner the integral characteristics evaluate only the mean probability of classification of a large number of samples. They account for the decreasing character of the characteristic distributions but do not correspond to the problem of classification of particular sample represented by particular data set.
As another example, it seems trivial that two batches can be classified as separate if the variation of the describing parameters within the batches is small as compared to the differences between the mean values. Nevertheless, even if the centres of the distributions coincide but dispersions are very different, classification can be possible. In Fig. 2 the PC analysis of concentrations of Sr, Rb, Zn, and Li in wines from Spain and France is presented. The overlap of the two batches at 95% confidence level is negligible. The data for Bordeaux wines (France) are marked by triangles ( ) in the figure. Naturally, they are found inside the ellipsis characteristic of the wines from France. Nevertheless, it follows from calculation of the bivariate PDF crosssection integral (at 95% confidence level) that probability of the wines from other regions of France to have characteristics similar to those from Bordeaux is comparatively small. The integral of probability density function of the data of wines from France (with Bordeaux district excluded) over 95% confidence ellipse area (denoted by solid thick line in Fig. 2 ) of Bordeaux wines is 13.5%. This can be easily seen from very different shapes of PDF characteristic of wines from Bordeaux and France in general (Fig. 2) . If Bordeaux district is included in PDF parameters estimation, the calculated integral value increases to 14.0%. If instead of two principal components as shown in Fig. 2 we take three largest principal components, the trivariate PDF integral (false negative from other regions of France relative to Bordeaux) reduces to 7.2%. If all four PCA components are taken into account, the integral further reduces to below 2%, illustrating the high potential of application of the higher dimensions. As limited number of samples is tested, deviation of the determined standard deviation value from the true one can be significant. The Student's t coefficient can be included into calculation of the axes of the ellipses to account for the uncertainty. Multivariate Student's distributions ought to be used instead of the normal ones in the case (see [9] also). Naturally, generic principles of calculations discussed above and presented in the Appendix remain the same.
Conclusions
In such a manner we find that analysis of the multivariate distributions is an effective, transparent, and convenient tool to evaluate the accuracy of classification and the main sources of uncertainty. Mathematical means for application of the method are developed and presented. Possible role of the higher dimensions (up to the forth) is demonstrated. It is stressed that the detailed topography of the distributions must be analysed to evaluate the real risk of classification in any particular case under analysis. The selected confidence level for discrimination between the batches and the corresponding d-dimensional space included characterize only the probability not accounted for in the analysis, false positive, that decreases if the coverage factor is increased. The volume of the critical region is only a very rough characteristic of the overlapping distributions. The false negative probability distribution is not only distance, but especially orientation, or coordinate, dependent. The probability of misclassification is essentially different near the critical region and at the opposite side of the distribution. Thus analysis of the distributions provides detailed information on the uncertainty of classification. More detailed description of the mathematical tools used for the analysis of distributions is included in the Appendix.
Extension of the applicability of the integral classification probabilities to data analysis could be desirable. As one of the approaches, it could be done by extension of applicability of the false positive, or α error, concept. Ellipses or higher dimension pictures of the space that includes the selected probability are in correspondence with this concept. Overlapping with other distributions indicates overestimation of the confidence level. The space being regarded ought to be restricted in a manner to exclude the regions where the false negative probability density is not negligible (e. g., three or ten times less) as compared to the lowest probability density of the null hypothesis distribution in any region being accounted for (naturally, it is lowest at the border of the selected false positive level space). Such a line or surfaces ought to exclude the regions where the false negative probability is significant. Then new integral false positive value must be found as the integral probability inside this space. It would be applicable to the parameter region found from the distribution analysis.
Thus the sum of the false negative and the false positive is only an approximate characteristic of the total uncertainty of classification. The false negative probability is extremely distribution coordinate dependent and analysis of the details of the overlapping distributions is needed to evaluate the real risk of classification of the real samples. We hope that the material concerning the multivariate normal distributions presented above and in the Appendix can be helpful for such analysis.
Appendix
Computer algebra system Mathematica [10] was used both for symbolic and numeric calculations. Besides general system kernel functionality a number of functions from MultivariateStatistic.m and ANOVA.m packages appeared to be very useful.
Mathematica's impressive symbolic definite integration capabilities were used to derive formula (9) . The results were checked by numerical integration procedure for a number of selected values. Expansions of (9) for particular d and σ values, part of which are used in Table 4 , were calculated with the system built-in command FunctionExpand[ ]. The expansion results again were checked by high precision numerical integration routines.
Numerical integration of the multivariate PDFs over (generally overlapping) d-dimensional ellipsoidal regions was realized with the additional Boolean help function in the integrand. This Boole function was defined to have value 1 if the point under integration belonged to the interior of both ellipsoidal shapes and 0 otherwise. Because most of the integrands included fast falling functions, numerical integration limits had to be carefully adjusted to ensure reliable best precision results.
Full calculation details are available as Mathematica notebook with accompanying full measured concentration data text file, available for download from http:// mokslasplius.lt / eksperimentai / files / eksperimentai / Notebooks / MultivariateQuantification.tar.gz . 
