Models have been used to estimate smoke detector alarm times by calculating smoke optical densities resulting from fires and correlating the smoke value to an alarm threshold of the detector. This work evaluated the use of smoke optical densities outside a detector as criteria for predicting smoke detector responses. Results are presented for optical density alarm thresholds corresponding to when 20, 50 and 80 percent of the detectors had alarmed in full-scale tests. The data showed that there was a large amount of variability in the measured smoke optical density values outside a detector at the time of alarm. Major variables evaluated included detector type, fire type and nominal detector sensitivity. This evaluation also examined experimental smoke optical density data at the time of detector alarms and compared these smoke values to alarm thresholds recommended in the literature.
INTRODUCTION
With the increasing use of performance-based fire protection design, it is imperative that predictive tools and methodologies be available to design and analyze fire detection systems. Presently, there are two basic methodologies in use for estimating the response of smoke detectors -the Temperature Rise Method and the Optical Density Method [1, 2] .
The basic principle of the Temperature Rise Method is that the ratio of the optical density to temperature rise is approximately constant for a given fuel and combustion mode [3] . However, the latter part of this definition is often ignored and temperature rise values ranging from 10 to 15°C are used as alarm thresholds for all detectors and fires [1] . This method has been criticized; numerous studies have stated that this relationship has little or no basis [4, 5, 6, 7] , while others have gone as far as saying that it simply does not exist [8] . Mowrer [9] , Gottuk [10] , and Wakelin [11] have shown smoke detector alarms occurring at temperature rises as low as 1 to 3°C. Due to the highly questionable accuracy of the Temperature Rise Method, this methodology is not going to be addressed in this study.
Assuming that the optical density at the detector location can be determined, an alarm threshold must be selected in order to determine when the detector will alarm.
Currently, there is little guidance on the selection of the threshold optical density at which a detector will alarm [7] . This is due in part to the many variables, such as fuel type, detector design, burning mode, and smoke aging, that affect the response of a smoke detector. Despite a lack of supporting research, the nominal sensitivity of the detector is often used to determine smoke detector response [8] . For this report, the nominal sensitivity is the alarm level marked on the detector, as determined by the appropriate detector sensitivity test (i.e., UL 217 or 268 [12, 13] ). Others have suggested using the UL upper limit specification of 0.14 OD/m as a rough estimate of the optical density at which detectors are likely to operate [1, 2] . This value corresponds to the maximum allowable black smoke optical density of 10 %/ft in the UL 217 & 268 sensitivity tests * † . There is little research to substantiate these recommendations for using the nominal sensitivity of the detector or 0.14 OD/m as an alarm threshold. In fact, there is general agreement that the measured smoke optical density at detector response varies widely [5, 14] .
The goal of this research was to evaluate the accuracy of using smoke optical density alarm thresholds as criteria for predicting smoke detector responses via the Optical Density Method. The study provides guidance on determining appropriate values for the alarm threshold based on existing full-scale data. This guidance is derived from test data in which optical density measurements were taken immediately adjacent to smoke detectors. A comparison of the optical densities adjacent to the detectors and various alarm thresholds are the basis of the guidance provided. This analysis evaluates data from three test series. The primary variables considered in this analysis are the detector type (ionization or photoelectric), fire type (flaming or smoldering), and nominal detector sensitivity. A more detailed account of this study is provided in [15] . Evaluations of using the nominal sensitivity of the detector and 0.14 OD/m as alarm thresholds are presented.
METHODOLOGY
This section provides an overview of the methods used in formulating the analysis that will follow. Each of the data sets used in this analysis are described briefly.
Data Sets
The database for this analysis is comprised of three independent series of tests, designated as the 1) Indiana Dunes [16] , 2) Navy [10, 17, 18] , and 3) Fire Research Station (FRS) [14] data sets. Each of these data sets are described in further detail later in this section. The rationale for selecting these test series was that they all included full-scale fire tests in which both smoke detectors and optical density meters (ODM) were used in close proximity to one another. Another factor was that the detection time and optical density data was presented in the literature or was readily accessible to the authors. The data sets used encompass a range of smoke sources, detector sensitivity levels, test conditions, and detector manufacturers; however, all detectors used in this study were listed by Underwriters Laboratory according to the appropriate sensitivity standard (UL 217 or UL 268).
Indiana Dunes
The Indiana Dunes data set refers to the full scale residential fire detection tests conducted by IIT Research Institute and Underwriter's Laboratories in the mid-1970's under the sponsorship of the National Bureau of Standards [16] . Despite the age of this research and the technological changes that have occurred since the study, the Indiana Dunes test series is still one of the most important sources of full-scale experimental fire detection tests. Many of the requirements in the UL standards and NFPA 72 are based on the results of this test series.
A range of smoldering and flaming fires were used to represent potential residential fires in the Indiana Dunes test series. Examples of fire sources used in this test series include upholstered chairs, sofas, mattresses, box springs, electrical wiring, and carpet. Tests were conducted in several single-family dwellings with various smoke detector types positioned throughout the houses. For the purposes of this analysis only the ionization and photoelectric detectors were studied. At each detector location there were two ionization and two photoelectric detectors, one at 0.0143 OD/m (1 %/ft) nominal sensitivity and one at 0.0288 OD/m (2 %/ft) nominal sensitivity. Both wall and ceiling mounted detector orientations were used in the Indiana Dunes tests. Optical density meters were located on the ceiling adjacent to the detector locations in the exit pathways. The optical density meters were constructed with a white light lamp and photocell using a 1.52 m (5 ft) path length.
Navy
The Navy data set refers to two series of tests conducted in conjunction with the development of a multi-sensor, multi-criteria fire detector for the U.S. Navy. The first series of tests [10, 17] included numerous fire tests of a wide range of materials (smoldering and flaming) in a closed room approximately 4.1 x 6.5 x 3.6 m high (13 x 21 x 12 ft). Examples of materials used in these fire tests include flammable liquids, mattresses, electrical cable, linens, paper/cardboard, and oily rags. Commercial (UL 268 listed) ionization and photoelectric smoke detectors were suspended 0.3 m below the ceiling (i.e. the depth of beams on which detectors are typically mounted), 4.5 m (14.8 ft) from the fire sources. The second series of tests [18] were conducted onboard the Ex-USS Shadwell [19] in a space approximately 8.5 x 8.5 x 3 m high (28 x 28 x 10 ft). These tests also included a wide range of smoldering and flaming fire sources exposed to the same commercial smoke detectors used in the first series. Direct output from these detectors were available, which allowed the detectors to be evaluated at multiple alarm sensitivity levels. The following alarm levels were studied: 0.0071 and 0.0186 OD/m (0.5 and 1.3 %/ft) for ionization and 0.0071, 0.0361 and 0.0508 OD/m (0.5, 2.5 and 3.5 %/ft) for photoelectric. The smoke optical density measurements were made within 0.3 to 0.6 m of the detectors using white light lamps and photocells and a 1.52 m (5 ft) path length.
Fire Research Station (FRS)
The FRS data set refers to tests conducted by Mike Spearpoint and Nigel Smithies of the Fire Research Station, on behalf of the Home Office Fire Research and Development Group [14] . The FRS tests were a series of eleven tests conducted in a typical two-story UK dwelling that evaluated smoke detector performance and detector sensitivity standards. FRS examined the times to hazardous visibility conditions, the response of detectors to standard sensitivity test smoke sources, a relative comparison of US versus UK smoke detectors, as well as the optical density at the time of alarm.
Nine of the eleven FRS tests were conducted according to the guidelines of BS 5445 (1984 TF 2-5) for testing fire detector sensitivity. Examples of these sources include polyurethane foam, cotton wicks, flammable liquids and smoldering wood on a hot plate. The two remaining fires were ad hoc fires developed to represent realistic fire sources in residential dwellings (i.e. cooking oil and upholstered furniture).
Both US (UL listed) and UK (BS listed) ionization and photoelectric detectors were tested in the FRS study. For the purposes of this analysis only the UL listed ionization and photoelectric detectors were studied. The UL 268 listed detectors had sensitivity levels of 0.0129 OD/m (0.9 %/ft) and 0.0295 OD/m (2.05 %/ft) for the ionization and photoelectric detectors respectively. The UL 217 listed detectors had sensitivity levels of 0.023 OD/m (1.6 %/ft) and 0.027 OD/m (1.88 %/ft) for the ionization and photoelectric detectors respectively. Detectors were located in four locations in the dwelling -ground floor lounge, ground floor hall, first floor bedroom, and first floor landing -at ceiling level.
Optical density meters were located immediately below and central to the detector locations, nominally 100 mm below the ceiling. The optical density meters were constructed with a broad-spectrum white light tungsten lamp and a nominal 1.0 meter path length.
RESULTS & ANALYSIS
An effort was made to identify a range of alarm thresholds based on the optical density meter (ODM) measurements that could be used to determine whether a smoke detector would be in alarm. Toward this end, the term Optical Density Alarm Threshold (OD Alarm Threshold) was defined to represent the optical density level at which a certain percentage of detectors would have alarmed based on the test data evaluated. OD Alarm Thresholds of 20, 50, and 80 percent were selected to provide a range of typical values that could be used depending on the application. Further rationale for and values of the OD Alarm Thresholds are presented below. In addition, results obtained from evaluating the nominal detector sensitivity and 0.14 OD/m as alarm thresholds are presented.
OD Alarm Threshold
The OD Alarm Threshold is defined for this study as the smoke optical density level at which a certain percentage of detectors would have alarmed based on actual test data. Therefore, to predict detector activation based on smoke optical density measurements outside the detector, the OD Alarm Threshold provides a threshold criterion at which a given percentage of detectors will likely alarm. Based on the data sets studied, using values of 20%, 50%, and 80% of the population for the OD Alarm Threshold provided reasonable thresholds at a justifiable resolution; i.e., defining thresholds at 5 or 10 percent increments of the available population was not sound given the small sample sizes. The vast majority of the data sets did not have any more than 50 detectors of a given fire and detector type and nominal sensitivity, with some only in the 10 to 20 detector range (see Table 1 ). Based on an informal sensitivity analysis, it was concluded that using a percentage greater than 80% or less than 20% of the population could result in one or two anomalous tests inappropriately skewing the OD Alarm Thresholds. Table 1 presents the 20, 50, and 80 percent OD Alarm Thresholds. In addition, the arithmetic mean ODM value at the detector alarm time for each case is also presented with the standard deviation. These values are provided to demonstrate the tremendous variation in the data and to establish a rationale for using percentiles of the population for this analysis. In fact, examining the range within one standard deviation of the mean can result in non-physical, negative values for the optical density at alarm time. This is an artifact of the statistics due to the right-or positive-skewed distributions of the optical density values at alarm time and the presence of values much larger than the mean. The last column is the number of detectors examined. Although not specifically presented in Table 1 , there were numerous cases, for both flaming and smoldering fires, in which alarms occurred with ODM values of nearly zero. The importance of this fact is that, albeit in a rare number of cases, detection can occur very rapidly with little or no measurable smoke visible in the room. The implication of this from a modeling perspective is that ODM values (or smoke values from a model) may not be the most effective means to predict the earliest smoke detector alarm responses.
The OD Alarm Thresholds of 20%, 50%, and 80% were selected in order to provide a range of alarm thresholds that can be used for various applications. For example, if an estimate of an early detector response is to be made, then the 20% OD Alarm Threshold would be appropriate. In contrast, if a far more conservative estimate is desired in order to determine when the vast majority of detectors would have alarmed, then the 80% OD Alarm Threshold would be more appropriate. However, even in this instance it is important to remember that the 80% value does not capture the entire population of smoke detectors; some detectors will not have alarmed. Also, the temporal resolution of this estimate is typically worse than the 20% OD Alarm Threshold, meaning that there are detectors that would have alarmed long before the 80% OD Alarm Threshold is reached. Therefore using the 80% OD Alarm Threshold value could result in longer response time estimates of smoke detector alarms than would actually occur.
For many cases in which a typical smoke detector alarm response is desired, the 50% OD Alarm Threshold would suffice. This will provide an estimate, at which half the detectors would have alarmed. Figures 1 and 2 respectively present bar charts of the 50% OD Alarm Thresholds for the ionization and photoelectric detectors using the data in Table 1 . These figures are generally, qualitatively similar to those for the 20% and 80% thresholds [15] . Figure 1 shows that the ionization detectors alarmed closer to the nominal sensitivity value for flaming fires than for smoldering fires. Ionization detectors have historically been most sensitive to flaming fires, so this result is not all that surprising. The nominal detector sensitivities for the ionization detectors responding to flaming fires agreed closely with the 50% OD Alarm Thresholds. However, as seen in both Fig. 1 and Fig. 2 , for all other cases (ionization/smoldering, photoelectric/flaming, photoelectric /smoldering) the alarm thresholds are generally significantly higher than the nominal sensitivities. One trend that is similar for all OD Alarm Threshold levels (20%, 50%, and 80%) is that there is a much larger difference between the OD Alarm Thresholds for flaming and smoldering fires for ionization detectors compared to the difference for the photoelectric detectors. The fact that the thresholds are less dependant on fire type for photoelectric detectors can be seen by comparing Fig. 1 and Fig. 2 . Using the different OD Alarm Thresholds provides a range of likely smoke detector alarm responses and a means to assess the associated certainty in the analysis being performed. For example, the use of both the 20% and 80% OD Alarm Thresholds will yield quasi-bounding alarm times that can be used to determine the range of impact on the timing of other critical events in a fire, such as the time to untenable conditions or egress. Likewise, OD Alarm Thresholds from the different test series could be used to gain an even broader range and understanding of the variability of possible detector alarms. When using values from Table 1 it is important to not only select OD Alarm Thresholds according to desired level of certainty or resolution in the prediction, but to also consider the smoke sources, detector technologies, and experimental setup used in each test series. For example, the Indiana Dunes test series took place in the mid-1970's and used the state-of-the-art detectors at that time. If the application at hand involves the use of current state-of-the-art smoke detectors, using OD Alarm Thresholds based on the Navy or FRS test series may be more appropriate. On the other hand, if considering smoke detectors in a residential environment, with typical smoke sources for this environment, the OD Alarm Thresholds from the Indiana Dunes or FRS tests series would likely be more representative. Judgment is left to the engineer to determine the most representative OD Alarm Thresholds for the specific application.
However, in an effort to provide further guidance on selecting general OD Alarm Thresholds, Table 3 is provided with the arithmetic means of the 20%, 50%, and 80% OD Alarm Thresholds for each combination of detector and fire type from Table 1 . Since no consistent or obvious relationship existed between the nominal sensitivity values and the OD Alarm Thresholds, this variable has been eliminated from Table 1 . Therefore, the data represents nominal sensitivity values ranging from 0.0071 to 0.0288 OD/m (0.5 to 2%/ft) for ionization detectors and from 0.0071 to 0.0508 OD/m (0.5 to 3.5 %/ft) for photoelectric detectors. These ranges capture most alarm settings for which the detectors will be used in practice. To understand the variability associated with using these mean OD Alarm Thresholds, Table 1 also includes the standard deviation for the mean. The standard deviations of the means are on the order of 50% of the mean, again reflecting the impact of the many variables that influence detector response (e.g., detector design, nominal sensitivity, and particulars of the test series, such as fuel type and configuration). 
Nominal Detector Sensitivity as Alarm Threshold
It is evident that using the nominal sensitivity as the alarm threshold provides extremely poor results. A majority of the 20% OD Alarm Thresholds (15 of 26) were greater than the nominal sensitivity levels of the detectors. This indicates that the use of the nominal sensitivity as an alarm threshold prematurely predicted detector alarms in the majority of cases. However, unlike the 20% OD Alarm Threshold, the percentage of detectors that alarmed when the nominal sensitivity was used as an alarm threshold varied widely (between 0% and 53%) across the cases studied [15] . In only two cases would the nominal sensitivity have been even 50% effective at predicting detector alarms. Both of these cases were for flaming fires being detected by ionization detectors (see Fig. 1 ). Except for ionization detectors with flaming fires, using the nominal sensitivity of the detector as the alarm threshold with ODM data would only have been approximately 21% effective at signifying an actual alarm, based on the data studied. The use of the nominal detector sensitivity as an alarm threshold will generally result in predicting alarms before they actually occur. For this reason, it is not recommended that the nominal sensitivity of the detector be used as an alarm threshold in modeling efforts that aim to characterize typical detector responses or to confirm that the majority of detectors would alarm. The exception being typical responses (i.e., 50%) of ionization detectors with flaming fires can be reasonably predicted using the nominal sensitivity.
OD/m as Alarm Threshold
The alarm threshold of 0.14 OD/m (9.4 %/ft) was evaluated by comparing it to the optical density measurements at the time of alarm for all cases presented in Table 1 . Figures 3  and 4 depict the percentage of detectors that would have been in alarm at a smoke optical density value of 0.14 OD/m for ionization and photoelectric detectors, respectively. In contrast to using the nominal detector sensitivity, the alarm threshold of 0.14 OD/m provides a much higher level of certainty that a detector will have alarmed. At a measured smoke optical density of 0.14 OD/m, 91 percent of the ionization detectors alarmed for flaming fires and 65 percent for smoldering fires. Similarly, 86 percent of the photoelectric detectors alarmed for flaming fires and 85 percent for smoldering fires at a measured smoke optical density of 0.14 OD/m. For all but one case, Fig. 4 shows that over 75 percent of the photoelectric detectors alarmed for both flaming and smoldering fires. Comparing Fig. 4 to Fig. 3 , the photoelectric alarm results appear to be less dependent on fire type than the ionization detectors.
Though an alarm threshold of 0.14 OD/m provides a relatively high level of confidence in predicting detector alarms, the value is not necessarily optimized or narrowly defined. For example, many detectors actually alarmed at ODM values less than 0.14 OD/m (see Table 1 , Fig. 1 and Fig. 2) . Therefore, the use of this alarm threshold will lead to estimated alarm response times that are potentially longer than would actually occur. The difference in the alarm times is quite dependent on the fire growth and the resulting rate of smoke production. 
CONCLUSIONS
This study provides a quantitative basis to assess the level of accuracy of defining a threshold smoke optical density outside a detector at which a smoke detector would be expected to alarm. Due to the variability in the existing experimental data, prediction of smoke detector alarms using calculated smoke optical densities near a detector should only be treated as an estimate. Determining precise alarm times is not currently possible with the large number of variables that exist.
This study has provided smoke optical density thresholds from full-scale tests that represent levels for which 20, 50 and 80% of the detectors alarmed. Variables that were evaluated included detector type, fire type and nominal detector sensitivity. The results show that a single optical density alarm threshold does not exist which can be used to accurately predict detector alarms for all detectors. However, the results provide thresholds and the associated uncertainties for detector responses based on detector type, fire type and the level of response desired (i.e., 20, 50 or 80% of detectors alarming). The appropriate threshold is dependent on the application being evaluated.
Based on the results of this study, the use of the nominal detector sensitivity as an alarm threshold will lead to only about 20 percent of the alarm predictions corresponding to actual detector alarms. In most cases, the use of the nominal sensitivity will result in predicting alarms before they actually occur. The exception is that using the nominal sensitivity with ionization detectors responding to flaming fires will predict alarm conditions for approximately 50 percent of the cases.
The use of an alarm threshold of 0.14 OD/m (9.4 %/ft) as proposed in the literature provides a reasonable estimate of when a majority of smoke detectors will alarm. At 0.14 OD/m, 91 percent of the ionization detectors alarmed for flaming fires and 65 percent for smoldering fires. Similarly, 86 percent of the photoelectric detectors alarmed for flaming fires and 85 percent for smoldering fires.
