I. INTRODUCTION
The formulation of codes on graphs and the invention of iterative decoding for graphical codes have undoubtedly revolutionized coding theory. In this research area, the introduction of normal graphs [1] , or Forney graphs, and the duality results therein are arguably the most elegant and profound.
In his celebrated paper [1] , Forney introduced the notion of normal realizations, or normal graphs, as generalized state realizations of codes. Often referred to as Forney graphs (see, e.g., in [2] ), normal graphs are factor graphs [3] with a particular degree restriction: variable vertices either have degree one or degree two, where degree-one variables represent codeword symbols, which are suppressed as "half edges" or "dangling edges", and degree-two variables represent generalized state variables, which are suppressed as edges. Forney shows in [1] that every factor graph representation of codes can be converted to a normal graph. The degree restriction imposed in Forney graphs appears to be a fundamental one, in particular, by introducing a simple "dualization" procedure that converts each local code in the normal realization to its dual code and has additional "sign-inverters" inserted, Forney proves a fundamental duality result of normal graph, namely that the dualized normal graph represents the dual code. Since [1] , the duality result of Forney graphs have found various applications, including in the recent discovery of MacWilliam Identity for convolutional codes [4] , [5] .
In a seemingly distant research area in computer science, Valiant, in a recent ground-breaking work [6] , characterized families of tractable problems for which no polynomial-time solvers were known previously [6] . In his paper, Valiant developed a very powerful family of algorithms which he calls holographic algorithms to solve those problems. Holographic algorithms are based on the concept of "holographic reduction" governed by a fundamental theorem, which Valiant refers to as Holant theorem. Although in his original work [6] , Valiant only deals with transforming a product of functions to a specific form, Holant theorem, in a more general sense [7] , establishes a principle for transforming an arbitrary product of functions to another product of functions that preserve the sum over the configuration space. As such, when the computation objective is to determine the sum of a product of functions, Holant theorem provides a family of transformations that convert the product to a different one, for which the sum may be efficiently computable. Since many problems in information theory involve computing the sum of a product (such as in decoding and in computing certain capacities), holographic algorithms become potentially a powerful tool in information theoretic research. Indeed, in [8] , Schwartz and Bruck show that certain constrained-coding capacity problems may be solved in polynomial time using holographic algorithms.
This paper stands at the intersection of the above-mentioned two research areas, bridging the two areas by generalizing both holographic reduction and Forney graph duality. Specifically, we synthesize the notion of "Valiant transforms" for Forney graphs, where the set of Valiant transforms forms a family of linear transforms that one may apply to (the function represented by) a Forney graph. The family of Valiant transforms of a given Forney graph is parametrized by a "basis", and in fact a particular choice of the basis gives rise to Forney's dualization procedure.
Although concrete applications are yet to be found for Valiant transforms beyond duality context, a significance of this work is equipping Forney graphs with a rich family of transforms and potentially enabling Forney graphs to serve as a more general theoretical framework and computational tool for problems beyond linear (and group) coding. -As noted in [1] , Forney graphs can be used more generally as system models, and the local functions therein are not restricted to those characterizing linear or group code constraints. But in this more general setting, hardly any theoretical or computational tools have been developed to date. -We would like to regard Valiant transforms introduced in this paper as the first family of such tools, and the power of these tools have already been hinted by the power of holographic algorithms (see, e.g., [6] , [8] , [9] ).
II. PRELIMINARIES A. Assignments
For any finite set E and arbitrary finite alphabet A (throughout this work, A is always non-empty), we refer to any function mapping E into A as an A-assignment on E, and collectively denote the set of all such assignments by A E . If x is an assignment on E, we often write x E in place of x to make explicit the domain of function x. For any subset U ⊆ E, the restriction of an A-assignment x E to U will be denoted by x E:U . That is, x E:U is an A-assignment on U such that for every e ∈ U , x E:U (e) = x E (e). If E is clear from the context, we may write x U in place of x E:U for simplicity. In particular, such practice will be more common when U is a singleton {e} for some e ∈ E. In this case, we always write x {e} rather than x E:{e} .
With a slight abuse of notation, an assignment, say x E , is also treated as a set, namely, the set {(e, x E (e))|e ∈ E}, or the graph of function x E . Under such interpretation, restriction x E:U is also understood as the set {(e, x E (e))|e ∈ U }. In addition, for any two disjoint finite sets E 1 and E 2 and any two A-assignments x E1 and x E2 , the union x E1 ∪ x E2 is well defined and can be interpreted back as an A-assignment on
Conversely, every A-assignment x E1∪E2 on E 1 ∪ E 2 can be understood as the union x E1 ∪ x E2 of two A-assignments x E1 and x E2 , which are the restrictions of x E1∪E2 to E 1 and to E 2 , respectively. Furthermore, it is easy to verify that the decomposition of any x E1∪E2 in terms of the union of two such restrictions is unique for any fixed choice of E 1 and E 2 . This establishes a one-to-one correspondence between the set A E1∪E2 of all A-assignments on E 1 ∪ E 2 and the cartesian product A E1 × A E2 . We formalize a more general version of this result in the following lemma.
Lemma 1: Let E be a finite set and {E 1 , . . . , E p } be an arbitrary partition of E. Then for any alphabet A and any A-assignment x E on E, there exists a unique sequence of restrictions
x Ei is an A-assignment on E. That is, there is a one-to-one correspondence between A E and the p-fold cartesian product
In the degenerate case when E is the empty-set ∅, we use the convention A ∅ = {∅} for any finite alphabet A. Note that such convention is consistent with the cartesian product in the previous lemma.
In this paper, the notion of assignments is used to replace the notion of variables for multi-variate functions. Although it might appear on the surface as an unnecessary complication, it in fact allows for a cleaner development of this subject. This is mainly due to a coordinate free property it introduces to multivariate functions. The following lemma makes it legitimate to view variables as assignments. In other words, it shows that the structure of a variable space, if any, is captured via assignments.
Lemma 2: Let E be a finite set and A be a finite alphabet. Then, A E is in bijection with the |E|-fold cartesian product A |E| . Moreover, if (A, ·) is a group, then A E is a group isomorphic to A |E| under the operation defined by (x·x ′ )(e) = x(e) · x ′ (e) ∀e ∈ E and any x, x ′ ∈ A E .
In the rest of the paper, all groups will be finite abelian groups. We will always write such groups additively with the exception of "character groups" (see section II-C), which will be written multiplicatively.
B. Space of Functions
Let C S be the set of all functions mapping S to C where S is a finite set and C is the field of complex numbers. The following lemma, straight-forward to prove, justifies that the set C S is a vector space. Lemma 3: For any finite set S, let the set C S be equipped with the following two operations:
• Scalar multiplication: ∀f ∈ C S and α ∈ C, (αf )(s) := α(f (s)) for all s ∈ S. Then C S is a vector space isomorphic to C |S| . Note that from this lemma, it is immediate that
for all f, f ′ ∈ C S . As we will see momentarily, vector space C S considered in this paper mostly takes S as A E for some choice of finite alphabet A and finite set E. In this case, we will write C E A in place of C (A E ) to lighten the notation.
C. Character Group and Fourier Transform
Let (G, +) be a finite abelian group. A character of G is a group homomorphism from G into T where T is the group of unit-magnitude complex numbers under multiplication. Let χ and χ ′ be two arbitrary characters of G. The set of characters under the operation (χ · χ ′ )(a) = χ(a) · χ ′ (a) for all a ∈ G forms an abelian group called the character group of G and will be denoted G c . It is well known that G c ∼ = G for any finite abelian group G.
Let E be a finite set and A be a finite abelian group, then A E is a finite abelian group by lemma 2. For any f ∈ C E A , the Fourier transform of f is defined as the function
D. Normal Graphs and Duality
Let V, E and D be disjoint finite sets and A be a finite alphabet. A normal graph, also known as Forney graph, is a quadruple Ω = (V, E, D, f V ) defined as follows.
• (V, E) is a graph with a set of vertices V and a set of edges E.
• D is a set (possibly empty) of dangling edges where in contrast to a regular edge, a dangling edge is incident on exactly one vertex in V .
• Using E(v) := {e ∈ E ∪ D | e is incident on v} to denote the set of edges and dangling edges incident on vertex v ∈ V , each vertex v ∈ V is associated with a local function f v : A E(v) → C and f V is the collection of all local functions, namely, the set {f v |v ∈ V }. When treating an assignment on any e ∈ E ∪ D as a "variable", a normal graph is essentially a factor graph [3] , where any variable vertex has either degree one or degree two (corresponding to an assignment on a dangling edge in D or on a regular edge in E, respectively). In the convention of the factor-graph literature, normal graph Ω = (V, E, D, f V ) represents a global function, which is the product v∈V f v (x (D∪E):E(v) of all local functions.
In the specific context of normal graphs in [1] and in this work, another intimately related function, which we call the "exterior function" of normal graph, is however of greater interest. Formally, the exterior function of a normal graph
A notion of equivalence may be introduced to normal graphs based on their exterior functions: two normal graphs Ω and Ω ′ are said to be equivalent if
An example of a normal graph Ω = (V, E, D, f V ) is shown in Figure 1 (a) , where
In this paper, we will further impose a structure on normal graphs and deal with "bipartite normal graphs". Formally, a normal graph Ω = (V, E, D, f V ) is said to be bipartite if the graph (V, E) is bipartite. More explicitly, bipartite graph (V, E) may be written as (G, R, E), whence G and R are the two independent sets of vertices in the graph. Consequently, we write bipartite normal graph explicitly as hexatuple Ω = (G, R, E, D, f G , f R ) where f G = {f v |v ∈ G} and f R = {f v |v ∈ R}. We note that bipartite normal graphs generalize the notion of "match grids" in [6] . In particular, it can be verified that a match grid can be viewed as a bipartite normal graph with no dangling edges. Following the convention of [6] , each local function in f G (and its corresponding vertex in G) may be called a "generator" and each local function in f R (and its corresponding vertex in R) may be called a "recognizer".
It is possible to show that any normal graph can be made into an equivalent bipartite normal graph. Therefore, the restriction to bipartite normal graphs is without loss of generality. More specifically, converting a normal graph to a bipartite normal graph can be done by introducing additional vertices and associate them with "all-equal" local functions.
Here an "all-equal" function is a {0, 1}-valued function which evaluates to 1 if and only if all its arguments are equal. Figure  1 shows such conversion: Figure 1 (b) is a bipartite normal graph Ω ′ converted from the normal graph in Figure 1 (a); in bipartite normal graph Ω ′ = (G, R, E ′ , D, f G , f R ) where G = V , R = {s, t, u}, E ′ = E ∪ {2, 4, 6}, f G = f V and f R = {f s , f t , f u } with f s , f t and f u are all-equal functions. It is straight forward to check that Ω and Ω ′ have identical exterior functions and hence are equivalent. In addition, it is possible to show, using a similar token, that any bipartite normal graph can be made such that dangling edges are only incident on generators but not on recognizers. Therefore, in the rest of the paper whenever we refer to a normal graph, we refer to a bipartite normal graph with dangling edges incident only on generators.
Note that in the definition of Ω, we allow D to be empty. In this case, the exterior function of Ω is a constant. By convention we have A ∅ = {∅} and hence C ∅ A = C {∅} ∼ = C. Thus, our convention allows us to write constants as trivial functions on assignments. For clarity, let c ∈ C be an arbitrary constant, then we can regard c as function f : {∅} → C such that f (∅) = c. Therefore, in subsequent sections there should be no confusion when we write a constant as a function f (∅) or f (x ∅ ).
Normal graphs have an elegant duality property, namely, a properly defined dual of a normal graph (with alphabet A being an abelian group) has its exterior function representing the Fourier transform of the exterior function of the original graph. More precisely, tailoring to the current context, given a normal graph Ω = (G, R, E, D, f G , f R ), its dual is defined as the normal graph
The following theorem is the elegant "normal-graph duality" theorem, which was first introduced in [1] and then extended in [10] .
Theorem 1: Let A be a finite abelian group and let Ω be a normal graph with set of edges E and set of dangling edges
. A corollary of this theorem in the context of coding theory is that when specifying all local functions in the original normal graph as the code indicator functions, the exterior functions of the dual pair of normal graphs are respectively indicator functions (up to scale) of a pair of dual codes.
III. ELEMENTARY TRANSFORMS AND VALIANT TRANSFORM

A. c-Tensors and Basis
The development of this work relies on a "new" mathematical tool, which we call c-tensor and was developed in [7] . Although we expect that similar concepts to c-tensor perhaps exist in mathematical literature under disguise, such a concept had, to the best of our knowledge, not been introduced in the information-theory literature prior to our work [7] . This subsection summarizes the key components of this concept.
Let E 1 and E 2 be two finite disjoint sets. For any f 1 ∈ C E1 A and f 2 ∈ C E2 A , we define the c-tensor
for all x E1∪E2 ∈ A E1∪E2 . It is clear from the definition that c-tensor is commutative and associative. Further, we can inductively extend the notion of c-tensor to arbitrary number of functions
A , where {E 1 , E 2 , . . . , E p } is a finite collection of disjoint finite sets. Since the c-tensor of these functions is independent of bracketing and order, the notation p i=1 f i , denoting the p−fold c-tensor of functions f 1 , f 2 , . . . , f p , is well defined.
Let A be a finite alphabet, then from Lemma 3 we know that C A is a vector space over C of dimension |A|. Now let B = {β 1 , . . . , β |A| } be a basis of C A . Further, let E be a finite set and for each e ∈ E, define map σ e :
for all x {e} ∈ A {e} . From the definition of σ e , it is not hard to show that σ e is an isomorphism for all e ∈ E. Now if B is a basis of C A and for each e ∈ E we denote by σ e (B) the image of B under σ e , that is, σ e (B) = {σ e (β)|β ∈ B}. Then σ e (B) forms a basis in C {e} A for all e ∈ E because an isomorphism maps basis into basis. Since each element in the basis σ e (B) is a map from A {e} into C, then for any B-assignment on E, say b E , the c-tensor e∈E σ e (b E (e)) is a map from A E into C. This motivates the following definition. For any E, A and B as above, we define the map φ :
for all a E ∈ A E . Conversely, if a E is a fixed A-assignment on E, then map φ induces a function φ [aE ] mapping B E to C: Formally, for any a E ∈ A E we define φ [aE ] : B E → C by
for all b E ∈ B E . The following theorem was proved in [7] . Theorem 2: Let B be a basis of C A . Then the set {φ [bE ] |b E ∈ B E } is a basis of C E A .
B. Elementary Transforms of Functions
The following definition introduces 'elementary transforms' and is of central importance to this work.
Definition 1: Let E and A be finite sets and let B be an arbitrary basis of
We refer to ∧[f ] as the ∧-transform of f (under basis B). D2) ∨[f ] as the function from B E into C such that for all
We refer to ∨[f ] as the ∨-transform of f (under basis B). Moreover, we refer to ∧-transform and ∨-transform of a function f as the elementary transforms of f .
The following proposition shows that the ∧-transform is well defined.
Proposition 1: For any f ∈ C E A , the ∧-transform of f exists and is unique.
Note that if E is empty and f ∈ C E A , then from the convention A ∅ = {∅} and the previous definition it follows
We remark here that each of the elementary transforms is invertible. That is, it is possible to recover a function from its ∧-transform and from its ∨-transform. Later on, we will use ∧ −1 to denote the inverse ∧-transform.
C. Valiant Transform of Normal Graphs
Let A be a finite alphabet and B be a basis of C A . For any normal graph Ω = {G, R, E, D, f G , f R }, we define its Valiant transform under basis B as the normal graph
From the definition of the exterior function of a normal graph, it can be seen that the exterior function of Ω
• is given by
for all y D ∈ B D . Since the elementary transforms are invertible, it follows that Valiant transform is also invertible. That is, it is possible to recover a normal graph from its Valiant transform.
IV. FROM HOLANT THEOREM TO NORMAL GRAPH DUALITY
Now we present the main results of this paper.
A. Holant Theorem and Generalization
We will start by re-stating Holant Theorem of [6] where the notion of "matchgrid" in [6] is treated as normal graph without dangling edges.
Theorem 3 (Holant Theorem [6] ): Let A be a finite alphabet and B be an arbitrary basis of C A . Further, let Ω be a normal graph with no dangling edges and let Ω
• be its Valiant-transformed normal graph under basis B. Then,
A proof of this theorem using the tool of c-tensors may be found in [7] . We now generalize this theorem to the setting of arbitrary (bipartite) normal graphs.
Theorem 4 (Generalized Holant Theorem): Let A be a finite alphabet and B be an arbitrary basis of C A . Further, let Ω be a normal graph with dangling edges D and let Ω
• be its Valiant-transformed normal graph under basis B. Then the exterior function of Ω is the inverse ∧-transform of the exterior function of Ω
• under basis B. In other words,
f Ω when D is empty, it becomes clear that Holant theorem can be recovered from this theorem by choosing D as the empty-set.
Having potential applications in holographic reduction and holographic algorithms which deserve further exploration, one interesting consequence of this theorem is that it also generalizes the normal-graph duality theorem. To that end, we pause to develop some more tools.
B. Fourier Transform as Elementary Transform
Let A be a finite abelian group and E be a finite set. Further, let A c be the character group of A. Then, it is not hard to show that A c forms a basis in C A . Based on this observation and theorem 2, one can prove that for all e ∈ E.
This lemma allows one to understand the normal-graph duality theorem as a special case of the generalized Holant theorem, which we explain next.
C. Normal-Graph Duality Reinterpreted
In light of lemma 4, the following corollary relates the exterior function of the dual of a normal graph Ω to the exterior function of the Valiant transform of Ω under basis A c .
Corollary 1: Let A be a finite abelian group and Ω be a normal graph whose set of edges is E and set of dangling edges is D. Further, let Ω
• be the dual normal graph of Ω and Ω
• be the Valiant transform of Ω under basis A c . Then,
for all χ D ∈ (A c ) D . Now it is not hard to see that the normal-graph duality theorem (theorem 1) readily follows from theorem 4, lemma 4 and corollary 1.
V. CONCLUSION
The naturalness and elegance of Forney graphs allow them to serve as a generic model for realizations of codes and dynamic systems. The applications of this framework however are currently limited to scope where the supports of the local functions in the graph are subject to linear or group constraints. This is primarily due to the fact that the mathematical tools available at present are primarily restricted to Forney's duality result.
Valiant transforms and generalized Holant theorem established in this paper provide a rich family of new tools, by which one may study Forney graphs from an infinite family of "transform domains". Although new concrete applications for these tools are yet to be found and constructing the "right" Valiant transform for a given problem remains as an art, this paper stands as a ground work for future research along such directions. -Upon recognizing the power of holographic algorithms and their applications, these directions are clearly promising.
