Abstmt-This paper shows how to apply the Viterbi algorithm to detect randomly located impulses which have Gaussian distributed amplitudes. Our detector can deal with cases of severely overlapping wavelets. Experimental results and comparisons to Kormylo and Mendel's [12] single-most-likely-replacement detector are provided, using synthetic data.
I. INTRODUCTION
HE Viterbi algorithm (VA) [l] , [6] , [7] has been applied to a wide range of problems in the communication's area. Recently, it was also applied to well-log deglitching and seismogram inversion [2] , [ 141.
In this paper, we show how to apply the VA to the detection of a Bernoulli-Gaussian sequence, m d we compare it, via some simulation studies, to Kormylo and Mendel's single-most-likely-replacement (SMLR) detector [ 121. Both the VA and SMLR detectors are derived based on the same likelihood function and are suboptimal. The VA detector has a very nice parallel processing structure and its performance is comparable to the SMLR detector. The VA detector is noniterative and so-its computational load is constant. On the other hand, the SMLR detector is iterative, so its computational load depends upon its initial conditions.
The total computation of the VA detector depends upon the dimension of the state innovation diagram. When parallel processing is available, the VA detector requires only about two Kalman filters. On the other hand, the SMLR detector requires 2 1 Kalman filters, where Z is the total number of iterations for its convergence. In this case, the VA detector becomes much faster than the SMLR detector.
We assume that all the information needed to implement the VA detector is known a priori. What that information is will be made clear in a latersection.
SYSTEM AND STATISTICAL MODELS
As in Kormylo and Mendel [12] , our starting point is the familiar discrete-time convolutional model (see Fig. 1 ) k z(k) = ,x V(k -59 Po') + n(k).
(1) 
J. M. Mendel is with Department of Electrical Engineering-Systems,
University of Southern California, Los Angeles, CA 90089. In this model, p(k) is the input impulse signal train which is assumed to be Bernoulli-Gaussian [3] . It can be expressed as the following product model:
in which r(k) is zero mean, white, and Gaussian, with variance
and, q(k) is a Bernoulli sequence, with
Noise n(k) is zero mean, white, and Gaussian, with variance
Signal V(k) (which can be thought of as the impulse response of a linear time-invariant system) is assumed to have an autoregressive moving average (ARMA) structure, i.e.,
. .
System (1)-(6) can also be realized by the state-variable model
and z(k) = h'x(k) + n(k) (8) where 9 is an n X n matrix, Y and h are n X 1 vectors, and Qi, Y , and h are functions of ai and pi. Of course, given a transfer function of a linear time-invariant system, there exist many (9, Y , h)'s which generate the same output z(k).
In Section 111, we begin with the data {z(l), 2(2), --* , 0096-3518/05/0600-0511$01.00 O 1985 IEEE z ( N ) } and, as based on the above system and statistical models, derive the VA for detecting {q(l), q(2); , q ( N ) } by maximizing the likelihood function S(qNIzN} s{qNlzN> = P(zNIqN) pr(qN) (9) where zN and qN are the two column vectors of
and
when k = N . Before we derive the VA, we briefly review the SMLR detector so that one can easily see the characteristics of both detectors. The SMLR detector is an iterative search algorithm that compares the likelihood for a "reference" sequence qr to the likelihoods of a limited number of different "test" sequences qr, in each iteration. The SMLR detector was derived by assuming that qt differs from qr at only one location, so that there are only N possible test sequences for a given reference sequence. The log-likelihood-ratio decision rule for choosing between qr and qt is given by where qt is the sequence , -Let k' be associated with the maximum value of In A&)
It is also true that the log-likelihood function evaluated for q; is at least as large as its value evaluated for qr.
As pointed out by Kormylo and Mendel [ 121 , the SMLR search algorithm, initiated by qr = q@), computes N loglikelihood ratios corresponding to N different qt sequences. The most likely qt sequence is used as the reference sequence for the next iteration. If after i iterations we obtain a reference qr = q'", which is more likely than any of the corresponding qr sequences, then the search stops and 4 = is the final detected event sequence.
where ~0 indicates no observations.
k= 1
Substituting (17) and (18) into (9), we obtain
Objective Function Maximizing S(zNlqN} is equivalent to minimizing -In S{qNIzN}, because -In ( * ) is a monotonically decreasing function. We, therefore, define the objective function to be minimized as
k= 1 where
The Viterbi algorithm detector to be derived later requires that function d(k, &) be expressed as a function of afinite-state occurring at times k and k -1. Let
where L is an arbitrary positive integer and q(i) = 0 for all i 5 0. Because 4(k) can take on only two values, unity or zero, Q(k) can have 2L possible (vector) values. Let TL = {s(s = col (ul, a2, , uL), 
q(k)
The total number of elements in TL is M = 2L. Because A . Likelihood Function TL is a finite set, we, therefore, refer to Q(k) as a finiteOur objective is to obtain optimal estimates t j N , such state, and we number them sl, s2, * * * , sM. Next, we try that S{qNlzN} is a maximum when q,,, = qN We now ob-to express the objective function J as a function of Q(l), tain expressions for p(zN( qN) and Pr(q,,,).
Let 8k be the following column vector (i.e., admissible state sequence)
in which Q ( j ) satisfies the following constraint. When
For any q N sequence, there exists a unique admissible state sequence 6, formed from the elements of q N via (22) Because q(k) is a binary sequence, determining the globally optimal qN requires 2N evaluations of (30), where 2N is an enormous number. It is infeasible, therefore, to find the globally optimal qN (or O N ) by this method. We are forced to find a suboptimal value for q N (or O N ) , denoted q N (or 6 N ) .
C. Viterbi Algorithm
Next, we propose a recursive suboptimal detector, a Viterbi Algorithm (VA) detector, whose performance is comparable to Kormylo and Mendel's SMLR detector. The SMLR detector is also a suboptimal, and is based on the same criterion. It is an iterative detector that is not selfstarting. The VA detector is a noniterative detection algorithm that is self-starting.
the traditional VA is identical to finding the shortest route through a certain graph. To do this one constructs a state innovation diagram called a trellis. Fig. 2 depicts a state innovation diagram in which each node represents a distinct state at a given time, and each branch represents a transition to some new state at the next instant of time.
In Fig. 2, sl, s2 , * --, sM comprise the complete set of finite-states. Note that a finite-state is not necessarily a vector. Each node in Fig. 2 can have M incoming branches and outgoing branches except Q(0) and Q ( N ) . In Fig. 2 , we just show some of the branches and use two arrows at each ndde to indicate other incoming and outgoing branches which are not shown in the diagram. Any branch length dk(i, j ) [see (35) ] from sj at time point k -1 to si at time point k must be assigned ahead of time. The VA finds the shortest path through the trellis, and the path length of the shortest path is the desired minimum value of the objective function. Let
where si E TL. Note that 8 ; can be an arbitrary admissible
and that Q(k) = si will put some restrictions on Q(k -l), We discuss two cases next. The first is the traditional VA case in which dk(i, j ) depends only on Q(k) = si and Q(k -1) = sj. In this case, the VA is optimal, i.e., it can find min {J(QN)}. The second case is one in which dk(i, j ) not only depends upon Q(k) = si and Q(k -1) = sj but also upon 0,-= col (Q(k -2), Q(k -3), . . , Q(1)).
In this case the VA is suboptimal.
Returning to the first case, we easily see that
e$-
@ -I (36)
because dk(i, j ) does not depend on e$-when j is fixed.
In this case (34) can be simplified to the following equation:
ri,, = min rk(i, j ) 
(41)
For simplicity, we use the same notation here, namely I ' i , k -1, as in (39). Note 
where si, sj E TL. From (211, (31), and (47) We see that Pij(klk -1) = +Pj(k -l)lk -I)+ + yCaly', (60)
Observing (53), we see that we A . need only compute p(z(k)]z,-*, Q(k) = si, Ok-= in order to compute dk(i, j ) .
8 , -= e$-') is a Gaussian density function because, when Qk (or qk) is given, the z(k) is a linear combination
of Gaussian random variables r(k), r(k -l), --, r(l),
From (1) and (2), we know thatp(z(k)Jzk-1, Q(k) = Si, space model is its associated error-covariance matrix, for the state- (55) a three-step procedure.
Step 1-Znitialization:
Set k = 1 and store given values of 3,(0(0) and Pr(OIO). Note that s, can be thought of as the initial state of a forward dynamic programming procedure. In seismic applications we usually choose s, = col (0, 0, * * -, 0).
Step 2-Recursion: Compute dk(i, j ) and
Then determine I'j,k, i i ( k ( k ) and P,(klk) for all 1 I i I M as follows:
Store i i ( k l k ) , Pi(klk), ri,k and the associated 6 6 for all I i I M . Set k equal to k + 1 and repeat the above procedure until k = N .
Step 3 The VA, as given by our three-step procedure, simultaneously sets up the state innovation,diagram and performs forward dynamic programming. Our application is not one in which it is possible to set up a complete state innovation diagram ahead of time because the branch length computations of dk(i, j ) require knowledge of i j ( k -1 J k -1) andPj(k -Ilk -1) V 1 I j I M , and, these quantities only become available at stage k -1.
Total computation for our three-step procedure is approximately equivalent to 2M Kalman filters which operate on N observations, plus 4NM multiplications for computing multiplications in (58), 6NM additions for computing the additions in (53), (58), and (72), and 2NM In function evaluations in (58). If the VA is implemented using parallel processing, then the total computations will be reduced by a factor of M . In this case, we only require two Kalman filters which operate on N observations, plus 4N multiplications , 6N additions, and 2N In function evaluations; but, we need M processors, where M = 2 ' .
As parameter L , which determines the dimension of the trellis and the total computations, is chosen larger, then rm,N becomes smaller, i.e., the suboptimum 8, becomes better. We have found that when L is chosen equal to n (the order of the ARMA wavelet), the detected QN is comparable to that obtained from the SMLR detector (Kormylo and Mendel [ 121) . At present, we are limited to relatively small values of L; but in the future, it should be possible to perform many of the calculations in parallel, thereby opening the door to larger values of L.
D. Amplitude Estimation
Once q(k) has been detected, we must estimate the amplitudes of the detected spikes. Let
When qN is known, zN and r will be jointly Gaussian;
hence, the maximum-likelihood and minimum-variance estimates of r are the same, namely
By combining the estimate of q(k) into the state variable model (68) and (69), i.e.,
we can obtain 3 using minimum-variance deconvolution formulas [4] , [ 131.
IV. COMPUTER SIMULATIONS
In the simulations described below we generated a Bernoulli-Gaussian sequence p ( k ) , convolved it with a known wavelet V(k), added white noise n(k) to the result to obtain noisy measurements z(k), determined q(k) using the VA and SMLR detectors, and, finally, used minimum-variance deconvolution to estimate spike amplitudes.
In our first example we used the fourth-order ARMA wavelet depicted in Fig. 5(a) . Noisy data (signal-to-noise ratio equal to 10) are depicted in Fig. 5(b) . 
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O.lOOE+O4 In our second example we used the fourth-order ARMA wavelet depicted in Fig. 6(a) . Noisy data (signal-to-noise ratio equaled 10) are depicted in Fig. 6(b) . In both examples, as well as others performed by the authors, all missing spikes (i.e., missed detections) have very small amplitudes. Both the VA and SMLR detectors detect spikes of significant amplitude.
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V. CONCLUSIONS A VA detector has been presented as a method for locating randomly spaced spikes that have Gaussian amplitudes. In order to apply this detector, one must know the source wavelet and noise statistics, or, at least have estimates of them. Although the VA detector is suboptimum, simulation results show that it works well. Its performance is proportional to the parameter L , which determines the size of the state innovation diagram. The VA detector will become more feasible for larger value of L when, in the not-so-distant future, parallel processing becomes more feasible. In other words, the computational requirements for larger values of L can be handled when parallel processing becomes available.
If the source wavelet and/or noise parameters are unknown, then these quantities must be estimated. The combined estimation of these quantities and detection of q(k) can be performed using a block component method, analogous to the one described in Kormylo [3], Mendel [5] , and Chi et al. [15] , in which the VA detector is used instead of other detectors, such as the SMLR detector.
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