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Master en sciences mathe´matiques
D’une manie`re ge´ne´rale, la combinatoire est la branche des
mathe´matiques qui e´tudie les“configurations”d’un ensemble“discret”
(et ge´ne´ralement fini). On s’inte´resse alors au de´nombrement ou a`
l’e´nume´ration effective des objets de cet ensemble, a` la structure
(e´ventuellement alge´brique) de celui-ci ou encore a` ses proprie´te´s
extre´males (e´le´ments maximaux, ...).
Comme son nom l’indique, la combinatoire des mots s’inte´resse plus
spe´cialement aux mots (finis ou infinis), i.e., aux suites de symboles ou de
lettres appartenant a` un alphabet fini.
Un the´ore`me e´le´mentaire
◮ Alphabet = ensemble (fini)
◮ Un mot fini w : {1, . . . ,n} → A
◮ Un mot infini (a` droite) = suite a` valeurs dans A
w : N→ A
◮ Un facteur w [i , j ]
w1 · · ·wi · · ·wj · · ·wn , 1 ≤ i ≤ j ≤ n
◮ A∗ muni de la concate´nation, neutre ε
◮ Un carre´ uu
The´ore`me
Si #A = 2, tout mot suffisamment long a un carre´ comme facteur.
◮ Peut-on e´viter les cubes sur 2 lettres ?
Existe-t-il un mot infini sans cube ?
◮ Peut-on e´viter les carre´s sur 3 lettres ?
Etant donne´ un motif, e.g. XYYXY , ce motif est-il e´vitable ?
Pour une proprie´te´ donne´e, e.g. contenir un carre´ abe´lien, cette
proprie´te´ est-elle e´vitable ? Quelle taille minimale d’alphabet ?
Re`gle de bon sens
Conside´rer des mots infinis calculables (machines de Turing).
Au plus l’algorithme permettant d’engendrer le mot est simple,
au mieux on pourra en maˆıtriser les proprie´te´s (preuves).
 Complexite´ de Kolmogorov
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 Complexite´ de Kolmogorov
Applications
◮ The´orie des nombres
◮ Dynamique symbolique
◮ Ge´ome´trie discre`te
◮ Algorithmique du texte
◮ Bio-informatique
aacctgaaaa aagtgtgaaa aaaattttgt
ggatttgtgg ataaaacaag gtttttgcta
atttttgcta ataaaaaaaa tttataaaga
gattcgtgaa agcaaagatt gtggataacg
aaaaactcaa gaaaaatttc ttgacgggtc
ttatcccatc ttctataatt taggtgtatc
tataggggat ataggctttt ttagatagat
taggaggtgt gaaaatgaaa agaacctacc
aaccaaaaaa ccggcggcgt aaaagagtgc
acggcttctt aaagcggatg cggaccccag
Figure: Carboxydothermus hydrogenoformans Z-2901 genome
Maladies d’Huntington et de Kennedy : (cag)j , j > 36
On se limite aux re´els dans [0, 1[
◮ x est rationnel ⇔ {x} est rationnel;
◮ x est alge´brique ⇔ {x} est alge´brique.
De´veloppement (glouton) en base b ≥ 2 d’un re´el x
x =
+∞∑
i=1
di b
−i • d1d2d3 · · ·
Bijection entre [0, 1[ et {0, . . . , b − 1}N \ {0, . . . , b − 1}∗(b − 1)N.
Proposition
Un re´el x ∈ [0, 1[ est rationnel si et seulement si son
de´veloppement en base b est ultimement pe´riodique.
Exercice (J.-P. Allouche’99)
Etudier le signe, sur l’intervalle [0, π] de la fonction
Fn(x ) = sin(x ) sin(2x ) sin(4x ) · · · sin(2
nx )
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n = 0 +
n = 1 + −
n = 2 + − − +
n = 3 + − − + − + + −
n
n + 1
++
+
− −
−
+ 7→ +−, − 7→ −+
On peut de´finir une suite en ite´rant un morphisme (prolongeable)
f : a 7→ ab, b 7→ ba
f (a) = ab
f 2(a) = abba
f 3(a) = abbabaab
f 4(a) = abbabaabbaababba
f 5(a) = abbabaabbaababbabaababbaabbabaab
Moyen de construction de suites
Avec un minimum de topologie, cette suite de mots (f n(a))n≥0
converge vers un mot infini limite.
Les classiques :
Le mot de Thue–Morse
a 7→ ab, b 7→ ba (longueur constante)
t = abbabaabbaababbabaababbaabbabaab · · ·
t ne contient aucun chevauchement cvcvc, c ∈ {a, b}, v ∈ {a, b}∗
abb|ab|a|abb|a|ab|abb|ab|a|ab|abb|a|abb| · · · → 3213123212313 · · ·
Le mot de Fibonacci
0 7→ 01, 1 7→ 0 (longueur non constante)
f = 0100101001001010010100100101001001 · · ·
Un mot pe´riodique
a 7→ abc, b 7→ abc, c 7→ abc
abcabcabcabcabcabcabcabcabc · · ·
La suite caracte´ristique des carre´s parfaits
a 7→ abcc, b 7→ bcc, c 7→ c
abccbccccbccccccbccccccccbcccc · · ·
a, b 7→ 1, c 7→ 0 (ici, codage supple´mentaire)
La suite caracte´ristique des puissances de 2
a 7→ ab, b 7→ bc, c 7→ cc
abbcbcccbcccccccbccccccccccc · · ·
b 7→ 1, a, c 7→ 0 (ici, codage supple´mentaire)
Un mot infini sans “cube additif”
0 7→ 03, 1 7→ 43, 3 7→ 1, 4 7→ 01
031430110343430310110110314303434303434 · · ·
mot sans cube additif, e.g., 041340.
J. Cassaigne, J. D. Currie, L. Schaeffer, J. Shallit
Taxonomie :
◮ Point fixe d’un morphisme de longueur constante
◮ Point fixe d’un morphisme
◮ Codage (projection sur un alphabet plus petit)
◮ On peut se limiter aux morphismes non effac¸ants
L-Systems (Aristid Lindenmayer)
parallel rewriting systems originally introduced in 1968 to model
the development of multicellular organisms
https://commons.wikimedia.org/w/index.php?curid=125410
Exemple K. Mahler (1937)
0.1234567891011 · · · est transcendant et n’est pas un nombre de
Liouville.
x est un nombre de Liouville, si ∀n, ∃p, q ∈ N, q > 1 tels que
0 < |x − p/q | < 1/qn . Tout nombre de Liouville is transcendant.
Conjecture Cobham (1968) / Hartmanis–Stearns
Le de´veloppement en base b d’un nombre alge´brique irrationnel
ne peut pas eˆtre obtenu en ite´rant un morphisme de longueur
constante (+ codage e´ventuel).
 les morphismes de longueurs constantes produisent des nombres
rationnels ou transcendants.
Une condition (pre´cise) de be´gaiement
The´ore`me (Adamczewski–Bugeaud)
Si le de´veloppement en base b de x de´bute par des carre´s
arbitrairement longs, alors x est rationnel ou transcendant.
0100101001001010010100100101001001010010100100101001
0100101001001010010100100101001001010010100100101001
0100101001001010010100100101001001010010100100101001
0100101001001010010100100101001001010010100100101001
0100101001001010010100100101001001010010100100101001
xϕ =
+∞∑
i=1
fi b
−i est transcendant.
Fonction de complexite´ (en facteurs)
abcabcabcabcabcabcabc · · ·
p(n) = 3, ∀n ≥ 1
p(n) ≤ p(n + 1),∀n
 lien avec l’entropie d’un syste`me dynamique
Adamczewski–Bugeaud (2004)
Soit x un nombre alge´brique irrationnel.
Le de´veloppement w en base b de x ve´rifie
lim
n→+∞
pw(n)
n
= +∞.
 Si pw(n)
n
est borne´, alors x est transcendant (ou rationnel).
Les nombres rationnels ont un de´veloppement ultimement
pe´riodique.
Morse–Hedlund
Soit w un mot infini sur un alphabet fini.
Le mot w est ultimement pe´riodique uvω si et seulement si
◮ il existe k tel que pw(k) ≤ k
◮ il existe C tel que pw(n) ≤ C , ∀n ≥ 0
◮ il existe n0 tel que pw(n) = pw(n0), ∀n ≥ n0
◮ il existe m tel que pw(m) = pw(m + 1)
fonction de complexite´ p(n)
Revenons a` la conjecture de Cobham. . .
Thue–Morse
00
01
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11
001
010
011
100
101
110
0010
0011
0100
0101
0110
1001
1010
1011
1100
1101
00101
00110
01001
01011
01100
01101
10010
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11001
11010
(pt(n))n≥0 = 1, 4, 6, 10, 12, 16, 20, 22, 24, 28, 32, 36, . . . A005942
pt(n) =
{
4n − 2 · 2m − 4, if 2 · 2m < n ≤ 3 · 2m ;
2n + 4 · 2m − 2, if 3 · 2m < n ≤ 4 · 2m .
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Complexite´ des suites automatiques1 :
(morphisme de longueur constante k)
◮ Soit x un point fixe d’un morphisme k -uniforme f : A∗ → A∗
(un codage est superflu) |f (b)| = k pour tout b ∈ A.
◮ Soit u un facteur de longueur n apparaissant dans x.
◮ Il existe i tel que k i−1 ≤ n < k i .
Notons que |f i(b)| = k i pour tout b ∈ A.
◮ On conside`re la factorisation de x en blocs de longueur k i de
la forme f i (b).
1On ne parlera pas d’automates dans cet expose´
ub c
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Figure: Ite´ration d’un morphisme 2-uniforme.
Le facteur u apparaˆıt dans un f i(b) ou en chevauche deux.
Il existe deux lettres b et c telles que f i(bc) = pus avec |p| < k i .
pw(n) ≤ k
i(#A)2 = k(#A)2k i−1 ≤ k(#A)2︸ ︷︷ ︸
constante
n
The´ore`me
La complexite´ en facteurs d’une suite automatique est en O(n).
Au vu du the´ore`me d’Adamczewski–Bugeaud (2004),
les nombres re´els “automatiques” sont
◮ soit rationnels (on les engendre tous),
◮ soit transcendants.
Ge´ome´trie discre`te : discre´tisation de droites (pente irrationnelle)
⌊(n + 1)α + β⌋ − ⌊n α+ β⌋
5 10 15 20
2
4
6
8
abaababaabaababaababaabaababaabaababaababaabaabab · · ·
Mots sturmiens :
Codage d’une droite y = αx + β SSI codage de l’orbite
{Rn (β) | n ≥ 0}
pour la transformation
R : [0, 1[→ [0, 1[, x 7→ x + α (mod 1)
et la partition
[0, 1[= [0, 1 − α[∪[1− α, 1[.
Remarques
◮ α ∈ Q ⇒ orbite pe´riodique
◮ α 6∈ Q ⇒ orbite dense (thm. de Kronecker)
◮ mot de Fibonacci α = β = 1/ϕ2 ≃ 0, 382
x 7→ x + α (mod 1) avec α = 1/ϕ2 ≃ 0, 382
Re´alisation de syste`mes dynamiques discrets
T = R/Z, R : T→ T, x 7→ x + α (mod 1)
Ia = [0, 1 − α[, Ib = [1− α, 1[, a
Re´alisation de syste`mes dynamiques discrets
T = R/Z, R : T→ T, x 7→ x + α (mod 1)
Ia = [0, 1 − α[, Ib = [1− α, 1[, ab
Re´alisation de syste`mes dynamiques discrets
T = R/Z, R : T→ T, x 7→ x + α (mod 1)
Ia = [0, 1 − α[, Ib = [1− α, 1[, aba
Re´alisation de syste`mes dynamiques discrets
T = R/Z, R : T→ T, x 7→ x + α (mod 1)
Ia = [0, 1 − α[, Ib = [1− α, 1[, abaa
Ib
Ia , Ib
R−1(Ib)
Ia ∩ R
−1(Ia ), Ia ∩R
−1(Ib), Ib ∩R
−1(Ia)
R−2(Ib)
Ia ∩ R
−1(Ia ) ∩ R
−2(Ib), Ia ∩ R
−1(Ib) ∩ R
−2(Ia),
Ib ∩ R
−1(Ia ) ∩ R
−2(Ia), Ib ∩ R
−1(Ia) ∩ R
−2(Ib)
R−3(Ib)
Iaab ∩ R
−3(Ia), Iaba ∩ R
−3(Ia), Iaba ∩R
−3(Ib)
Ibaa ∩ R
−3(Ib), Ibab ∩R
−3(Ia )
R−4(Ib)
Iaabaa , Iaabab , Iabaab ,
Iababa , Ibaaba , Ibabaa
On vient de de´montrer que la complexite´ en facteurs d’un mot
sturmien est exactement
p(n) = n + 1,∀n ≥ 0.
Il s’agit meˆme d’une caracte´risation : mots non pe´riodiques de
complexite´ minimale (cf. thm. Morse–Hedlund).
 Les “re´els sturmiens”sont transcendants.
Des moyens de constructions simples :
◮ proprie´te´s riches et varie´es
◮ preuves et techniques“raisonnables”
On peut meˆme, dans certains, cas avoir des preuves automatiques !
M. Presburger (1929)
La the´orie du premier ordre Th(〈N,+〉) est de´cidable.
Preuve: 〈N,+〉 admet l’e´limination des quantificateurs
→ ve´rifier un nombre fini d’e´galite´s (e´ventuellement modulo m)
ou d’ine´galite´s de combinaisons line´aires d’entiers et de variables.
=, (∃x ), ¬, ∨, (∀x ), ∧, →, ↔, ≤, <
x≤y ≡ (∃z )(x + z = y), x<y ≡ (x ≤ y) ∧ ¬(x = y)
Exemple de formule close
(∃x )(∃y)(∀z )
{
(x + y = z ∨ x = y + y)
→ (∀u)[(x = u) ∨ ¬(y = u + z )]
}
Exemple
La formule close suivante est vraie
(∀x )(∃y)[x = y + y ∨ x = S(y + y)]
ou` S(x ) = y ≡ (x < y) ∧ (∀z )(x < z → (y ≤ z )).
On peut de´finir des constantes
x = 0 ≡ (∀y)(x ≤ y), 1 = S(0), 2 = S(1), . . .
la multiplication par une constante et des congruences
2x ≡ x + x , k .x = x + · · ·+ x︸ ︷︷ ︸
k fois
,
x≡ky ≡ (∃z )(x = y + k .z ∨ y = x + k .z ).
Un exemple moins trivial (Frobenius)
Les Chicken McNuggets sont vendus par 6, 9, or 20.
Le plus grand nombre de nuggets qui ne peut pas eˆtre commande´
est 43.
(∀n)(n > 43→ (∃x , y , z ≥ 0)(n = 6x + 9y + 20z ))
∧¬((∃x , y , z ≥ 0)(43 = 6x + 9y + 20z )) .
On peut de´finir des parties de N
Les nombres impairs
ϕ(x ) ≡ (∃y)[
variable libre︷︸︸︷
x = S(y + y)]
{n ∈ N | 〈N,+〉 |= ϕ(n)} = 2N+ 1
Remarque
Une partie de N est de´finissable dans 〈N,+〉 SSI elle est
ultimement pe´riodique
Expansion
Soit k ≥ 2 un entier.
J.R. Bu¨chi 1960
Th(〈N,+,Vk 〉) est de´cidable.
Vk (x ) est la plus grande puissance de k divisant x ;
Vk (0) = 1.
V2(28) = 4, V2(64) = 64, V2(21) = 1.
Caracte´risation des suites k-automatiques
Un mot infini x sur A est k -automatique SSI, pour tout a ∈ A, il
existe une formule ϕx,a(n) de 〈N,+,Vk 〉 de´finissant l’ensemble
{n ≥ 0 | x(n) = a}.
Exemple 1 dans 〈N,+〉
Soient A = {a, b} et ϕa(n) ≡ (∃y)(n = 2y).
On obtient le mot (ab)ω = abababab · · · qui est k -automatique
pour tout k ≥ 2.
f : a 7→ aba, b 7→ bab
Exemple 2 dans 〈N,+,V2〉
Soient A = {a, b, c} et
ϕb(n) ≡ V2(n) = n, ϕc(n) ≡ (n ≥ 1) ∧ ¬ϕb(n).
f : a 7→ ab, b 7→ bc, c 7→ cc, g : b 7→ 1, a, c 7→ 0
f ω(a) = abbcbcccbcccccccbcccc · · ·
g(f ω(a)) est la suite caracte´ristique de {2n | n ≥ 1}.
Sans ces techniques logiques (Honkala 1986)
Ultimate periodicity problem
INSTANCE: un morphisme k -uniforme f et un codage g
DECIDER si oui ou non x = g(f ω(a)) est ultimement pe´riodique ?
Puisque x est k -automatique, pour tout a dans A, on dispose
d’une formule ϕx,a(n) satisfaite ssi x(n) = a.
x(i) = x(j ) ≡
∨
a∈A
(ϕx,a(i) ∧ ϕx,a(j ))
(∃p)(∃N )(∀i ≥ N )x(i) = x(i + p).
Que l’on peut alors de´cider par la the´orie des automates.
Re-formulation par E. Charlier, N. Rampersad, J. Shallit (2012)
The´ore`me
Soit k ≥ 2.
Si l’on peut exprimer une proprie´te´ d’une suite k -automatique x en
utilisant :
des quantificateurs (au premier ordre), des ope´rateurs logiques,
des variables entie`res, l’addition, la soustraction, l’indexation
dans x et la comparaison d’entiers ou d’e´le´ments de x,
alors cette proprie´te´ est de´cidable.
A. Thue (1906)
Le mot de Thue–Morse t est sans chevauchement.
¬(∃i)(∃ℓ ≥ 1)[(∀j < ℓ)(t(i + j ) = t(i + ℓ+ j )) ∧ t(i) = t(i +2ℓ)]
De nombreuse proprie´te´s pour les suites automatiques sont
de´cidables :
◮ facteurs borde´s (arbitrairement longs)
◮ mot re´current
◮ re´currence line´aire
◮ Fac(x) ⊂ Fac(y)
◮ Fac(x) = Fac(y)
◮ existence d’un facteur non borde´ de longueur n
...
Remarque
Applicable aussi a` d’autres familles de mots contenant le mot de
Fibonacci.

Preuve automatique que le mot de Thue–Morse est sans
chevauchement
¬(∃i)(∃ℓ ≥ 1)[(∀j < ℓ)(t(i + j ) = t(i + ℓ+ j )) ∧ t(i) = t(i +2ℓ)]
Jusqu’a` 97 e´tats pour une e´tape interme´diaire
GraphViz / xdot ../Result/test.gv
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