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We present the first numerical approximation of the scalar Schwarzschild Green function in the time
domain, which reveals several universal features of wave propagation in black hole spacetimes.
We demonstrate the trapping of energy near the photon sphere and confirm its exponential decay. The
trapped wavefront passes through caustics resulting in echoes that propagate to infinity. The arrival times
and the decay rate of these caustic echoes are consistent with propagation along null geodesics and the
large ‘ limit of quasinormal modes. We show that the fourfold singularity structure of the retarded Green
function is due to the well-known action of a Hilbert transform on the trapped wavefront at caustics. A
twofold cycle is obtained for degenerate source-observer configurations along the caustic line, where the
energy amplification increases with an inverse power of the scale of the source. Finally, we discuss the tail
piece of the solution due to propagation within the light cone, up to and including null infinity, and argue
that, even with ideal instruments, only a finite number of echoes can be observed. Putting these pieces
together, we provide a heuristic expression that approximates the Green function with a few free
parameters. Accurate calculations and approximations of the Green function are the most general way
of solving for wave propagation in curved spacetimes and should be useful in a variety of studies such as
the computation of the self-force on a particle.
DOI: 10.1103/PhysRevD.86.064030 PACS numbers: 04.70.Bw, 04.25.D
I. INTRODUCTION
A general technique to study the full response of a black
hole to generic perturbations is to explore the Green func-
tion. While the Green function (aptly called the propaga-
tor) is simple in flat spacetime, it has a rich structure in
curved spacetimes.
Recently, Ori discovered that the Green function in
Schwarzschild spacetime displays a fourfold periodic struc-
ture [1]. This fourfold structure can be understood in terms of
trapped null geodesics, similar to the classical interpretation
of quasinormal mode ringing as energy leakage from the
photon sphere [2,3].At eachhalf revolution along the trapped
orbit, the trapped wavefront passes a caustic undergoing a
transformation with a fourfold cycle. Ori investigated this
cycle using a quasinormal mode expansion method. He also
performed an acoustic experiment providing evidence for the
structure of trapped signals through caustics.
The fourfold cycle has been formally analyzed in
General Relativity for the first time by Casals, Dolan,
Ottewill, and Wardell in Refs. [4,5] in the example of
Nariai spacetimes. Recently, Casals and Nolan developed
a Kirchhoff’s integral representation of the Green function
on Pleban´ski-Hacyan spacetimes, confirming the appear-
ance of the fourfold singularity structure in these black hole
models [6]. Going beyond toy models, Dolan and Ottewill
discussed the Green function in Schwarzschild spacetime
using large ‘ quasinormal mode sums [7] based on their
expansion method [8]. The essential singularity structure of
the retarded Green function in arbitrary spacetimes has
been discussed by Harte and Drivas [9]. They approximate
the region of any spacetime near a null geodesic by a pp-
wave spacetime in the Penrose limit. Their analysis im-
plies, in particular, that the fourfold structure should be
valid also in Kerr spacetimes.
Motivated by these theoretical studies and by Ori’s
acoustic experiment, we perform a numerical experiment
and analyze in detail the response of a black hole to
compactly supported scalar perturbations. We describe the
problem and our numerical setup in Sec. II. The main part
of this paper (Sec. III) contains our results organized by
scales, from the geometrical optics limit (short wavelength)
to the curvature scale (long wavelength). After a qualitative
description of the evolution of compactly supported wave
packets in Sec. III A, we discuss the propagation of the
signal along null geodesics and the subsequent caustic
echoes as measured by an observer at infinity (Sec. III B).
Wave propagation through caustics and the fourfold struc-
ture of the Green function is studied in Sec. III C. We show
that the fourfold structure is due to the action of a Hilbert
transform at each passage through a caustic. In Sec. III D
we present a twofold cycle for degenerate source-observer
configurations and find an inverse power relation between
energy magnification at caustics and the source scale. We
argue that the trapping of energy near the black hole is the
universal cyclic feature manifested in the Green function,
not the number of the cycle (e.g., four or two). In Sec. III E
we analyze the tail of the signal due to scattering off the
background curvature, which dominates at late times im-
plying that only a finite number of echoes can be observed
even with ideal instruments. Putting these pieces together in
Sec. III F, we provide a heuristic expression for the Green
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function with a few free parameters. We present our find-
ings, discuss the limitations of our method, and pose prob-
lems for future research in Sec. IV. The Appendixes
complement the main text. The topics include hyperboloidal
compactification for numerical simulations (Appendix A),
the Schwarzschild Green function in the geometrical optics
limit (Appendix B), and the Hilbert transform at caustics
(Appendix C).
II. THE SETUP
A. The problem description
The simplest model equation to describe essential fea-
tures of wave propagation is the scalar wave equation
hðxÞ ¼ SðxÞ; (1)
for a scalar fieldwith source S that depends on spacetime
coordinates x. The wave operator, h, is written with re-
spect to a background Schwarzschild metric. We set the
source to
SðxÞ ¼ 1ð22Þ2 exp

ðx
  x0Þðx  x0Þ
22

; (2)
where  is the four-dimensional Kronecker delta and 
sets the scale for the width of the perturbation. The
Gaussian source to the scalar wave equation is chosen to
approximate the delta distribution because we are inter-
ested in the evolution of wavefronts and in the numerical
approximation of the Green function. The Schwarzschild
Green function to the scalar wave equation satisfies
hGðx; x0Þ ¼  4ﬃﬃﬃﬃﬃﬃﬃgp 4ðx x0Þ; (3)
where g is the metric determinant, and 4 is the four-
dimensional Dirac delta distribution. The solution to the
wave equation (1) with a narrow Gaussian source (2) pro-
vides an approximation to the Schwarzschild Green function
with a delta distribution source up to an overall factor.
B. The numerical setup
We numerically solve the scalar wave equation (1) with
source (2) using the Spectral Einstein Code SpEC [10].
SpEC is a spectral element code for solving elliptic and
hyperbolic partial differential equations with particular
focus on the Einstein equations for the simulation of com-
pact binaries.
The time evolution of hyperbolic equations in SpEC
uses the method of lines. A spectral expansion of the
unknown in space is performed in elements that commu-
nicate with each other along internal boundaries through
the exchange of characteristics via penalty terms. The
discretized unknown is then evolved as a coupled system
of ordinary differential equations in time with adaptive
time-stepping using the Dormand-Prince method.
The topology of the grid in SpEC can be chosen depend-
ing on the particular problem. We solve the scalar wave
equation on a Schwarzschild background with inner
boundary at the event horizon and outer boundary at null
infinity. Therefore, our grid consists of concentric spherical
shells that span the domain between the horizon and in-
finity. We use Chebyshev polynomials with Gauss-Lobatto
collocation points in the radial direction and a spherical
harmonic expansion in the angular direction. The topology
of the grid and the initial pulse (2) are depicted in Fig. 1.
We employ hyperboloidal scri-fixing [11] to compute
the unbounded domain solution and the signal at infinity as
measured by idealized observers. The coordinates are con-
structed using the hyperboloidal layer method [12] based
on the ingoing Eddington-Finkelstein coordinates in the
interior (Appendix A). Setting the Schwarzschild massM,
which provides the scale for the coordinates, to unity, the
coordinate domain in the radial direction is  2 ½1:99; 12
where  ¼ 2 corresponds to the event horizon and  ¼ 12
corresponds to null infinity. The interface to the hyper-
boloidal layer is at  ¼ 8. The hyperboloidal layer consists
of the two outermost shells on the grid in Fig. 1.
The simulations presented in the results section (Sec. III)
employ 40 concentric shells with 7 collocation points each
and a spherical harmonic expansion of degree 87. For
Fig. 1 we use a sparse grid for clarity of visualization.
The Gaussian pulse (2) is based at x0 ¼ ft0; x0; y0; z0g ¼
f2; 6; 0; 0g. Our results are robust under variation of pa-
rameter values.
We set the standard deviation as  ¼ 0:2 unless other-
wise stated, thus giving a 10:1 ratio of the radius of the
event horizon to the scale of the source. We would obtain
the Green function in the limit of vanishing width of the
Gaussian and infinite numerical resolution. Our numerical
approximation can be improved using smaller and higher
resolution.
FIG. 1 (color online). Topology of the numerical grid and the
initial pulse perturbation on the equatorial plane. We only show 5
concentric shells of width 2 spanning the radial coordinate
domain  2 ½1:99; 12 with an expansion into spherical harmon-
ics of order 47. The simulations presented in Sec. III use 40 such
shells with a spherical harmonic expansion of order 87.
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III. RESULTS
A. Qualitative description
It is well-known that a generic scalar field in
Schwarzschild spacetime dissipates to infinity in an expo-
nentially decaying ringing and a polynomially decaying
tail. The fast dissipation is confirmed in the top panel of
Fig. 2, which shows the time evolution of the field as
measured by an observer on the positive z axis at null
infinity. Following the initial pulse, we see more structure
that becomes visible on a log scale in the bottom panel.
There seems to be a recurring signal caused by the initial
perturbation that disappears at late times when the poly-
nomial decay dominates.
The dynamics behind Fig. 2 can be seen more clearly in
three-dimensional plots. In Figs. 3–6 we show snapshots
from the evolution of  on the equatorial plane. We set the
width of the Gaussian source to ¼ 0:3M for visualization.
The curvature of spacetime near the black hole causes
the wavefront triggered by the initial pulse perturbation in
Fig. 1 to bend and to focus forming a half-cardioid shape
typical of caustic formation (Fig. 3). At the cusp of the
cardioid, by the antipodal point to the initial perturbation
near the black hole, the wavefront passes through itself
thus forming a caustic. The caustic moves out to infinity
along the negative x axis and leaves an echo in its wake.
This secondary wavefront again forms a cardioid shape
with the cusp on the other side of the black hole (Fig. 4).
This process repeats itself resulting in echoes that reach
observers in regular time intervals (Figs. 5 and 6).
The figures suggest that the echoes are due to partial
trapping of the initial energy at the photon sphere at areal
coordinate 3M. Part of the wavefront from the initial
perturbation dissipates directly to infinity, part of it falls
into the black hole, and part is trapped near the horizon
forming so-called ‘‘surface waves’’ propagating on the
photon sphere [2,3,13,14]. The trapped signal goes through
two caustics upon each full revolution and leaks out energy
to infinity in the form of propagating wavefronts that we
call caustic echoes.
The profiles of the caustic echoes follow a certain pat-
tern. The direct signal has the profile of a Gaussian in
accordance with the source (Figs. 1 and 3). The shape of
FIG. 2. Top: The evolution of the scalar field generated by a
compact source at 6M on the positive x axis as measured by an
observer at future null infinity on the positive z axis. Bottom: The
absolute value of the same field on a log scale, showing the
detailed structure in the amplitude.
FIG. 3 (color online). Formation of the first caustic echo from
the initial pulse in Fig. 1. We plot a generic bird’s eye view onto
the equatorial plane. A movie of the dynamical evolution, includ-
ing a top to bottom view, can be seen online [15]. The color and
height of the surface is determined by the amplitude of the scalar
field . The wavefront of the direct signal has a Gaussian profile
and forms a cardioid shape around the event horizon, which is
typical of caustic formation. The amplitude amplification is
clearly visible. The first caustic echo forms in the wake of the
caustic and is seen as a wavefront in the vicinity of the horizon. It
generates a second caustic echo plotted in Fig. 4.
FIG. 4 (color online). Formation of the second caustic echo.
The profile of the signal from the wavefront of the first echo,
seen at the boundary, is not a Gaussian but its Hilbert trans-
formation (see Sec. III C). The wavefront of the second caustic
echo near the horizon is strictly negative and has a negative
Gaussian profile (see boundary profile in Fig. 5).
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the first caustic echo (see the boundary profile in Fig. 4) is
the Hilbert transform of the direct Gaussian signal, which
we refer to as a Dawsonian, and is discussed in more detail
in Sec. IIIC. The second echo is a negative Gaussian (Fig. 5)
and finally the fourth echo is a negative Dawsonian (Fig. 6).
The wavefront emanating from the wake of the fourth echo
has a Gaussian profile just like the initial signal, thereby
completing the fourfold cycle (Fig. 6).
This is the demonstration of the fourfold structure
first discovered in General Relativity by Ori [1] and ana-
lyzed by Casals et al. [4,5]. A visualization of the time
evolution can be found on the internet [15]. In the follow-
ing, we present a detailed quantitative understanding of the
data presented in Fig. 2. We present analysis for the
measurements of an observer at future null infinity on the
z axis, unless stated otherwise.
B. Arrival and decay of caustic echoes
The first feature seen by the observer in Fig. 2 is a
narrow Gaussian pulse that we refer to as the direct signal,
which is the part of the perturbation that propagates di-
rectly to the observer. We set the observer’s clock to zero
by the arrival time of the direct signal’s maximum. The
arrival times of the subsequent caustic echoes are plotted in
Fig. 7.
Even and odd echoes, that is, echoes resulting from the
wavefront passing through an even or odd number of caustics,
have different profiles (see Figs. 2–6 and Sec. IIIC).
Therefore, it is appropriate to consider the arrival times
of even and odd echoes separately. We extract the times
between even echoes by fitting a Gaussian and reading off
the time at which the peak amplitude arrives at the observer
(middle panel of Fig. 7). We extract the times between odd
echoes by fitting their time derivative to a Gaussian and
finding the time at which the peak of the derivative is
maximal (right panel of Fig. 7).
The arrival times of caustic echoes approach a con-
stant value. This observation is explained through the
generation mechanism behind the echoes, namely, the
revolution of trapped energy at the photon sphere along
null geodesics. The quantitative prediction of the arrival
times requires only the study of high-frequency wave
propagation for which it suffices to employ the geometrical
optics approximation. An analysis of solutions to the scalar
FIG. 5 (color online). Formation of the third caustic echo. The
second caustic echo has a negative Gaussian profile as seen at the
boundary. The profile of the third echo is clearer in Fig. 6.
FIG. 6 (color online). Formation of the fourth caustic echo.
The profile of the third caustic echo is the Hilbert transform of
the negative Gaussian, which is the negative of the profile of the
first caustic echo seen in Fig. 4. The fourth caustic echo emanat-
ing from the horizon has a positive Gaussian profile like the
direct signal, thus completing the fourfold cycle.
FIG. 7 (color online). Time differences between caustic echoes
indicating agreement with theoretical prediction based on null
geodesic revolution times around the photon sphere at 3M. Our
measurement of the arrival times for differently shaped echoes
leads to an artificial, systematic deviation from the theoretical
prediction (
ﬃﬃﬃﬃﬃ
27
p
M, dashed line), which averages out (left
panel). When similarly shaped echoes are compared, however,
the measured time differences (between even echoes in the
middle panel and between odd echoes in the right panel) agree
accurately with the revolution time of null geodesics around the
photon sphere given by Tfull ¼ 2
ﬃﬃﬃﬃﬃ
27
p
M  32:65M.
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wave equation in Schwarzschild spacetime with localized
energy has been performed by Stewart [16]. Stewart shows
that the peak amplitude propagates along null geodesics,
which orbit the photon sphere with a period of Tfull ¼
2
ﬃﬃﬃﬃﬃ
27
p
M  32:6484M. The half-period for the formation
of each successive caustic is then Thalf ¼ 
ﬃﬃﬃﬃﬃ
27
p
M 
16:3242M. These values are plotted as dashed lines in
Fig. 7 and indicate good agreement of the measured arrival
times with the theoretical prediction. The best-fit value for
the successive echoes shown in the left panel of Fig. 7
agrees with Thalf to 4 significant digits.
The geometrical optics approximation is a short-wave
(or high-frequency) approximation, and should therefore
agree with the large ‘ limit of quasinormal modes. In this
limit, the quasinormal mode frequencies can be expressed
analytically as [17,18]
M!m¼‘‘n 
1ﬃﬃﬃﬃﬃ
27
p ð‘ iðnþ 1=2ÞÞ: (4)
The real part of the frequency (divided by ‘) corresponds to
the full orbital frequency 2=Tfull of null rays on the
unstable photon orbit. Thus, the time between successive
even or odd caustic echoes is related to the real part of
quasinormal mode frequencies in the large ‘ limit, which
in turn are related to properties of null geodesics at or near
the unstable photon orbit.
From (4) it is clear that the amplitude of caustic echoes
should decay exponentially with a decay rate given by the
imaginary part of the large ‘ frequency for the lowest
overtone (hence longest decay time), n ¼ 0. The same
decay rate can be calculated from the geometrical optics
limit [16] and is given by the Lyapunov exponent of
unstable photon orbits [3,19].
Figure 2 indicates that the amplitude of each caustic echo
decays exponentially with time until the backscatter off the
background curvature dominates. Zooming into the interval
before the tail-dominated domain, Fig. 8 shows visual
agreement between the data and the theoretically predicted
decay rate of ¼1=ð2 ﬃﬃﬃﬃﬃ27p ÞM10:096225M1. For com-
parison, the decay rate associated with the peak amplitudes
of the even (odd) caustic echoes obtained by fitting to
Aenumt gives num ¼ 0:103M1 (0:097M1).
The arrival and decay times of caustic echoes approach
their predicted values from the geometrical optics approxi-
mation (or equivalently the large ‘ quasinormal mode
limit) very fast. The first few echoes following the direct
signal, however, deviate from these limiting values consid-
erably (Fig. 7). This deviation is due to the propagation of
the first caustic echo along a null geodesic that is farther
away from the photon sphere than the subsequent echoes.
A schematic diagram of the propagation of the first three
signals is given in Fig. 9. We label the echoes by the order
in time in which they appear, or equivalently by the number
of caustics N that the wavefront has passed through before
leaving the photon sphere. Consider the first pulse after the
direct signal that reaches the observer, theN ¼ 1 echo. The
pulse travels along the null geodesic connecting the source
to the observer wrapping partially around the far side of the
black hole. The angle swept through by this null geodesic
is ’1 ¼ 3=2. The null geodesic corresponding to the
N ¼ 3 echo makes a full orbit around the black hole so that
the angle swept through is ’3 ¼ 7=2. For any relative
angle between the source and observer, 	 2 ½0; , it is
clear from Fig. 9 that the time between successive even or
odd caustic echoes approaches the period for a null geo-
desic to make a full orbit around the photon sphere; this is a
universal property of the black hole independent of the
source-observer configuration.
For generic source-observer configurations, the time
between caustic echoes depends on the angle 	 between
the source and observer. The times between successive
caustic echoes are given by
TNð	Þ ¼
( 	
 Tfull; N even
	
 Tfull; N odd
: (5)
The cases 	 ¼ 0,  are degenerate because TN ¼ 0 for
either an even or odd echo. These observers see a twofold
FIG. 8 (color online). Amplitude decay of the field in Fig. 2.
The dashed line shows the exponential decay implied by the
imaginary part of the n ¼ 0 overtone of the quasinormal mode in
the large ‘ limit (4), or equivalently the Lyapunov exponent  of
the null geodesics near the unstable photon orbit.
FIG. 9 (color online). Cartoon depicting several null geodesics
connecting the source (yellow star) to the observer (stick figure)
for a generic relative angle, 	 2 ½0; Þ. The black hole is
represented by a solid black disk and its unstable photon orbit
by a dotted circle. Left: The null geodesic paths corresponding to
the first two odd caustic echoes. Right: The null geodesic paths
corresponding to the first three signals.
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cycle as opposed to a fourfold cycle, and the peak amplitude
of the signal is amplified as seen in Figs. 3–6. The amplifi-
cation cannot be treated in the geometrical optics approxi-
mation because the amplitude at caustic points is unbounded
in this limit. We discuss the twofold cycle and the energy
amplification for degenerate observers in Sec. IIID.
C. Profiles of caustic echoes
The profiles of caustic echoes transform by propagating
through caustics, which leads to a fourfold cycle [1,4,5]. In
this section, we analyze in detail the structure of the pulse
profiles.
Figure 10 shows the profiles for the same source-
observer configuration as in the previous section. The first
pulse in the upper left panel is the direct signal and the
subsequent pulses are the caustic echoes. The fourfold
cycle presented in each row repeats itself until the signal
is dominated by the tail (third row of Fig. 10). More caustic
echoes are visible in the local decay rate (Fig. 15).
Using the geometrical optics approximation in
Appendix C, we show that passing through a caustic in-
duces a phase shift of the wavefront in the frequency
domain by =2 radians and is equivalent to a Hilbert
transform (C4). The phase change of light traveling
through a caustic is a well-known effect in optics, called
the Gouy phase shift, and was discovered in 1890 [20] (for
a more recent discussion see Chap. 9.5 of Ref. [21]). The
fourfold structure of the Green function is then a simple
consequence of trapped null geodesics passing through
caustics with each passage causing a phase shift by
=2, completing a full cycle of 2 in four echoes.
The Green function in the geometrical optics approxi-
mation is given by (C7)
Gðx; x0Þ  X1
N¼0
jA0ðx;x0Þj
ðt t0  TN1ðx;x0ÞÞ
 RefHN½ðt t0  TNðx;x0ÞÞg: (6)
Here, TNðx;x0Þ is the coordinate time along a null geodesic
connecting the spatial points x and x0 and passing through
N caustics,HN denotes N applications of the Hilbert trans-
form (thus phase shifting its argument by N=2), the
step function ensures causality (with T1ðx;x0Þ  0), and
A0ðx;x0Þ is the leading order field amplitude in the geo-
metrical optics limit (see Appendix C for the derivation).
The field is obtained by the convolution of the Green
function with the source SðxÞ
ðxÞ ¼
Z
x0
Gðx; x0ÞSðx0Þ  X1
N¼0
NðxÞ; (7)
where
R
x0 
R
d4x0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃgðx0Þp with g the determinant of the
spacetime metric, and NðxÞ is the field evaluated in the
geometrical optics approximation associated with the pas-
sage of the wavefront through N caustics.
Equation (7) gives us a quantitative prescription for the
profiles of the wavefronts after propagation through N
caustics. For N ¼ 0, the Hilbert transform H0 returns its
argument. Hence the direct signal obtained from the con-
volution of the approximate Green function (6) with the
Gaussian source (2) is proportional to a Gaussian as con-
firmed in the upper left panel of Fig. 10. For N ¼ 1 the
Hilbert transform H1 applies a phase shift by =2 radi-
ans to the signal entering the caustic. For the delta distri-
bution in (6) this is given by (C3). Interestingly, (C3) has a
different singularity structure than the delta distribution
and has support in the interior of the forward light cone
of x0. Hence, this contribution adds to any tail piece from
backscattering once the wavefront has passed through an
odd caustic. The caustic thus smears out the (sharp) delta
distribution that gets refocused to a delta distribution when
passing through the next caustic.
For the first caustic echo we get from (7)
1ðxÞ¼ 1ð22Þ2
Z
x0
jA0ðx;x0Þjexp

ðx
0 x0Þ2
22

Re
Z 1
1
d!
2
exp

i
2
 i!ðtT1ðx;x0ÞÞ


Z tT1ðx;x0Þ
1
dt0exp

i!t0 ðt
0  t0Þ2
22

: (8)
Integrating over t0 (assuming t T1ðx;x0Þ * t0 þ  so that
the upper integration limit is replaced by 1) and !, and
assuming that the spatial part of the Gaussian is sufficiently
narrow to be replaced by a delta distribution yields
FIG. 10. The first 12 pulses (direct signal plus 11 caustic
echoes) seen by an observer on the positive z axis at future
null infinity. The profiles of the caustic echoes are repeated in a
fourfold cycle as is clearly seen in the first two rows. In the last
row, the tail effect from backscattering dominates the signal.
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1ðxÞ  jA0ðx;x0ÞjDðt t0  T1ðx;x0Þ; Þ; (9)
where
Dðy; Þ  ey2=ð22Þerfi

 yﬃﬃﬃ
2
p


(10)
is related to Dawson’s integral [22]. We will refer to (10) as
the ‘‘Dawsonian’’ below.
The upper left panel of Fig. 11 shows the first caustic
echo (e.g., the second pulse in the upper left panel of
Fig. 10) together with two different fits to a Dawsonian
using (9). The black line is the numerical data and the red
line is a fit to aDðt b; cÞ þ d with a ¼ 2:8 103,
b ¼ 38:64M, c ¼ 0:28M, and d ¼ 2:4 105. Note that
the best-fit value for c ¼ 0:28M differs substantially from
the original width of the Gaussian source of  ¼ 0:2M.
This free fit is remarkably good over a large interval around
T1ðx;x0Þ ¼ b.
The black dashed line in Fig. 11 shows the approxima-
tion (9) with  ¼ 0:2M (i.e., the width of the Gaussian
source) and T1ðx;x0Þ fixed to the value extracted from the
numerical simulation; only the amplitude is fitted for.
Despite the crudity of the approximations, the restricted
fit captures qualitative features of the N ¼ 1 echo rather
well. The agreement indicates that the Green function in
the geometrical optics approximation is suitable to de-
scribe the propagation of wavefronts through caustics in
terms of Hilbert transformations. The remaining panels in
Fig. 11 for the next three caustic echoes show similar
results.
Our discussion so far covers wavefront propagation
through caustics for relatively narrow pulses providing an
approximation to the Green function. We confirmed the
action of a Hilbert transform at caustics using other wave-
forms as well.
The top panels in Fig. 12 show a fourfold cycle triggered
by an initial square profile, that is, a pulse localized in
space but persisting for a longer time scale than the time
scale of the black hole. In the lower panel of Fig. 12 we plot
the direct signal (black curve) and compare its Hilbert
transform (blue curve) to the rescaled and shifted profile
of the N ¼ 1 caustic echo from the numerical simulation
(red curve). The agreement between the blue and the red
curves implies that the wavefronts are indeed Hilbert trans-
formed through caustics.
D. The twofold cycle and the caustic line
Equation (5) indicates that for angles 	 ¼ 0,  between
the source and the observer, the structure of the measured
signal is degenerate. This is the caustic line where caustic
FIG. 11 (color online). The first four caustic echoes in the
numerical solution (black) along with two fits to a Dawsonian
using the geometrical optics approximation (red and dashed
black). The numerical solution is fit to Eq. (9) with the ampli-
tude, time of arrival, and width as fitting parameters. The fit is so
well that the red and the black lines are hardly distinguishable.
The black dashed line is a restricted fit where only the amplitude
is fitted for and the time of arrival and the width are set by the
numerical solution and the Gaussian source width, respectively.
The quality of the fits indicate that the geometrical optics
approximation captures the profiles of the caustic echoes accu-
rately via the Hilbert transform.
FIG. 12 (color online). Top: The caustic echoes of a square
pulse source lasting for 6M and located at 6M on the positive x
axis as seen by an observer on the positive z axis at future null
infinity. Bottom: The direct signal of the square pulse (black), its
Hilbert transform (blue), and the first caustic echo appropriately
shifted and rescaled to match the amplitude of the blue curve.
Despite the long time scale of the square pulse, its corresponding
wavefronts are still Hilbert transformed through caustics.
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echoes merge (the x axis in our simulations). Even and odd
echoes arrive at the same time at the caustic line, therefore we
obtain a twofold cycle as opposed to a fourfold one. Hence,
the number of echoes in a cycle is observer-dependent but the
existence of a cyclic feature is universal and associated with
the trapping of energy near the black hole.
Consider the top panel of Fig. 13. The first pulse is
formed by the direct signal and the N ¼ 1 caustic echo.
The next pulse arrives after a full revolution time Tfull and
consists of theN ¼ 2, 3 caustic echoes. (Compare Fig. 9 or
Figs. 3–6 with an observer along the caustic line to visual-
ize the simultaneous arrival of echoes.)
The echoes on the caustic line also undergo a Hilbert
transformation. The middle panel of Fig. 13 shows the first
(N ¼ 0, 1) and the second (N ¼ 2, 3) degenerate echoes
for an observer on the negative x axis (	 ¼ ), while the
bottom panel of Fig. 13 shows the first (N ¼ 1, 2) and the
second (N ¼ 3, 4) degenerate echoes for an observer on
the positive x axis (	 ¼ 0). The N ¼ 0, 1 degeneracy for
the 	 ¼  observer leads with a Gaussian profile which is
Hilbert transformed at its peak to a Dawsonian for the
trailing half of the signal. The N ¼ 1, 2 degeneracy for
the 	 ¼ 0 observer leads with a Dawsonian profile which is
Hilbert transformed at its zero crossing to a Gaussian for
the trailing half of the signal. The next degenerate echoes
are the Hilbert transforms of the previous ones as indicated
in the middle and bottom right panels of Fig. 13. The red
curves are the Hilbert transforms of the previous degener-
ate echoes to the left, suitably shifted in time and rescaled
in amplitude for comparison.
The amplitude of the wave becomes singular along the
caustic line in the geometrical optics approximation.
However, given that the echoes can be characterized via
Hilbert transforms whenever the wavefront passes through
a caustic, the time-dependence of the signal may be cap-
tured by the geometrical optics approximation. To test this,
we fit the data to the profile implied by the convolution of
the Green function in the geometrical optics approximation
(6) with the source (2). More specifically, the N ¼ 0, 1
degeneracy for the 	 ¼  observer is fit to
aeðtbÞ2=ð2d2Þ þ c
ðt bÞDðt b; dÞ; (11)
where b is approximately the time of arrival T0 ¼ T1,
while for the N ¼ 1, 2 degeneracy for the 	 ¼ 0 observer
the fit is
aDðt b; dÞ þ c
ðt bÞeðtbÞ2=ð2d2Þ; (12)
with b approximately T1 ¼ T2. In both cases, the ampli-
tudes ða; cÞ, the time of arrival (b), and the width are
arbitrary (d). The results of this free fit are shown in the
middle and bottom right panels of Fig. 13 (dashed lines).
Despite its breakdown, the geometrical optics approxima-
tion captures the basic time dependence of the profiles
fairly well.
The wavefront is focused and its amplitude is magnified
along the caustic line (see Figs. 3–6). We next characterize
this magnification at the caustic relative to the echoes it
generates in relation to the scale of the wavefront. The
computations of such relations go beyond the geometrical
optics approximation and require elements of geometric
diffraction theory. In Ref. [23] Kay and Keller show that
the peak amplitude at a caustic with a perfect focus in-
creases as 1=2, where  provides the scale for the width
of the wavefront.
Note that the caustic and its echoes have different
shapes. Therefore, a comparison of their peak amplitude
might be misleading. Instead, we compare the energy
radiated to an observer at infinity during a certain time
interval I,
E ¼ 1
2
Z
I
dtj _ðtÞj2: (13)
To make sure that the amplification factor is not influ-
enced by the shape of the echoes, we compute it with
respect to both Dawsonian and Gaussian shapes. The com-
pared signals are plotted in the top panel of Fig. 14. We
FIG. 13 (color online). Top: The evolution of the scalar field as
measured by an observer at future null infinity on the negative x
axis. Middle: Degenerate echoes as measured by the same
observer. Because the source is also on the x axis, the observer
only sees a twofold cycle. Also shown is the Hilbert transform of
the signal (red) in the left panel (rescaled and shifted to compare
with the caustic echo) and the free fit to the geometrical optics
approximation (dashed). Bottom: Same as above except that the
observer is on the positive x axis. Note the differences in the
caustic echo profiles.
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label the measurement of the caustic (N ¼ 1, 2) by an
observer at 	 ¼ 0 as A. An observer at 	 ¼ =2 meas-
ures not the caustic but its echoes. The Dawsonian echo
(N ¼ 1) is labeled as B, the Gaussian one (N ¼ 2) as C.
We compute the energy integral over a sufficiently large
time interval centered at the pulse so that the energy
difference to a larger interval is negligible (less than 1%).
The amplification is then computed via
Amplification  EA
EB;C
: (14)
We plot the amplification on a log-log scale as a
function of Gaussian widths  in the bottom two panels
of Fig. 14. The amplification factor can be fit accurately by
an inverse power law of the form ap where ðaB; pBÞ ¼
ð23:7;1:03Þ (bottom left) and ðaC; pCÞ ¼ ð26:1;1:02Þ
(bottom right). Hence, the data suggests that the energy
amplification at the caustic goes as 1 as the width of the
Gaussian source becomes more narrow. This seems in
accordance with the calculation of Kay and Keller for
caustics with a perfect focus [23].
We emphasize, however, that we cover only a small
range of scales ( 2 ½0:1; 0:6) and that we did not mathe-
matically derive the scale dependence of the energy at
caustics formed by a Schwarzschild black hole. Including
smaller values for  will most likely follow an inverse
power law but may change the value in the fit. Therefore,
our numerical result should be interpreted carefully.
There are extensive studies on the detailed behavior of
solutions to wave equations near caustics, including not
only their energy magnification but also their shapes in
different directions away from the caustic line. Such an
analysis is outside the scope of this paper but provides an
interesting subject for future research.
E. Propagation within the light cone
We have shown that essential properties of the Green
function can already be understood in the geometrical
optics limit. We also discussed effects due to the finite
wavelength of the wave, which plays a role in the energy
magnification at caustics. In this section, we consider
features at the largest scale, the spacetime curvature.
It is well-known that the Green function propagates also
inside the null cone in curved spacetimes due to the back-
scatter of the field off the background curvature. The field
within the null cone decays polynomially following the so-
called Price power law [24]. The rate of the decay for
idealized observers at null infinity is different than the
rate at finite distances [25]. While the null infinity rate is
the relevant one with respect to idealized observers, the
finite distance rate is the one that effects the self-force on a
particle. Both rates are plotted in Fig. 15.
The theoretical decay rates are valid asymptotically in
time. One can obtain a good estimate of the rates by
computing a local in time rate along the worldline of an
observer at r ¼ R defined by
pRðtÞ ¼ d lnjðt; RÞjd lnt : (15)
The theoretical asymptotic decay rate for a generic scalar
perturbation in Schwarzschild spacetime is for idealized
observers at null infinity p1 ¼ 2 and for finite distance
observers pR ¼ 3. Figure 15 confirms the approach of
the local power to the asymptotic rate. The theoretical
predictions are plotted as dashed lines.
In discussions of gravitational lensing it is often stated
that, under certain assumptions and with ideal instruments,
FIG. 14 (color online). Top: A caustic (A) at 	 ¼ 0 (black), the
N ¼ 1 echo (B), and the N ¼ 2 (C) echo along 	 ¼ =2 (red).
Bottom: The amplification of the energy of A relative to B (left)
and C (right) along with an inverse power law fit (dashed).
FIG. 15. Polynomial decay rates asymptotically approaching
p ¼ 2 for an idealized observer at null infinity (top solid
curve), and p ¼ 3 for a finite distance observer at r ¼ 4M
(bottom solid curve). The theoretical asymptotic decay rates are
plotted as dashed lines. Caustic echoes are still visible in the
local power plot at late times.
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one would see infinitely many images of a source with an
eternal worldline [26]. Considering the geometrical optics
limit, one might be inclined to think that for arbitrarily
narrow Gaussians we would observe arbitrarily many caus-
tic echoes. We show in Fig. 16 a caustic echo visible in the
local power of the signal at null infinity for three different
values of  for the Gaussian source (2). The caustic echo is
more pronounced for smaller values of  indicating that
the narrower our source, the more caustic echoes we see in
the late time signal.
However, it is also clear that for any positive value of
we can only see a finite number of caustic echoes because
the amplitude of each echo decays exponentially in time
whereas the backscatter off curvature decays only polyno-
mially. This observation implies that, even with ideal instru-
ments, we can measure only a finite number of ‘‘images’’
for any given source because eventually the polynomial
decay will win over the exponentially weakening echo.
Proofs of infinitely many images of sources typically con-
sider the geodesic structure of spacetimes and neglect
backscatter [27].
F. Putting the pieces together
We presented in previous sections a quantitative under-
standing of each feature in the evolution of a scalar per-
turbation triggered by a narrow Gaussian wave package.
Dissecting the signal observed at infinity (Fig. 2) we ex-
plained the arrival times, the exponential decay, the shapes
of the echoes, and the late time behavior of the scalar field.
In this section, we bring these elements together into a
heuristic formula that captures the essential features of the
evolution remarkably well.
The shape, the arrival times, and the exponential decay
of caustic echoes can be accurately described in the geo-
metrical optics limit as discussed in Secs. III B and III C.
We derived an analytic expression for the Schwarzschild
Green function in this limit (Appendix B), presented for
the first time in this paper as far as we are aware. Using this
analytic knowledge we approximate the signal by
geom ¼ A0

eðtT0Þ2=ð22aÞ þ eðtT0Þ
 ReXN
n¼1

ðt Tn1  TÞein=2
 ðeðtTnTÞ2=ð22aÞ  iDðt Tn  T;aÞÞ

;
(16)
where   0:096225 is the Lyapunov exponent for un-
stable photon orbits, T0 is the time of arrival of the direct
signal to the observer, and Tn is the time of arrival for the
nth caustic echo (with T1  0). The latter is computed
from Tn1 þ T þ Tnð	Þ using (5). The quantity T
accounts for the fact that the time between successive
caustic echoes is not immediately given by Tnð	Þ
(Fig. 7). We found it sufficient to approximate T by
T2  T0  Tfull, which is independent of 	. Only T0 and
T (or T2) are extracted from the numerical simulation. We
set A0 ¼ 0:016, a ¼ 0:28, and the number of caustic
echoes as N ¼ 15 specifically for the observer of Fig. 2.
The geometrical optics formula for the scalar field
agrees with the numerical data in the early part of the
signal (top panel of Fig. 17). To match the late time
behavior of the field we use the polynomial decay dis-
cussed in Sec. III E. We include the tail only after the direct
signal has reached the observer and set
tail ¼ Ctp
ðt T0Þ; (17)
with C ¼ 0:06 and p ¼ 2:25. Note that the asymptotic
decay rate would be p ¼ 2. The difference is due to the
high order correction terms which are neglected in the
above formula. One can include such correction terms by
constructing more general fitting functions (see for
FIG. 16. The visibility of a caustic echo in the local power at
null infinity for three different values of the width of the initial
Gaussian source (2). More caustic echoes are visible at late times
for narrower Gaussians.
FIG. 17 (color online). Reconstructing the numerical solution
(black) using heuristic formulae (red). The top panel shows the
structure of the field from the geometrical optics limit. The
bottom panel includes the power law tail contribution. Despite
the simple nature of the approximations, the field’s rich dynam-
ics are captured remarkably well.
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example Ref. [28]). Recently, Casals and Ottewill com-
puted the first three orders in the power law for the
Schwarzschild Green function [29], which can also be
used to improve the description of the tail. We found the
simple expression above sufficiently accurate for our pur-
poses. Better expressions for the tail fit might be needed for
comparisons with more accurate approximations to the
Green function, or for self-force computations.
Our heuristic formula for the full field is the sum of the
geometrical optics contribution (16) and the tail contribu-
tion (17). Considering the simplicity of the assumptions
that go into our heuristic expression, its agreement with
numerical data is remarkable (bottom panel of Fig. 17).
Note that the addition of the tail not only improves the
agreement with the data at late times but also captures the
zero crossings between the caustic echoes at t=M  57 and
86. In typical numerical studies of the tail, the polynomially
decaying part of the signal plays a role only at late times.
Here, we see that it improves the fit between the echoes at
relatively early times. This is because backscattering con-
tributes even right after the direct signal has passed the
observer. This feature is well-known and is captured in
Hadamard’s ansatz for the Green function whenever x
and x0 are connected by a unique geodesic [30,31].
Our heuristic formula should fail along the caustic line
(the x axis in our simulations) because the geometrical
optics approximation breaks down at caustics. We find that
(16) and (17) on the caustic line works well for the high-
frequency part of the signal (i.e., the caustic echoes them-
selves) and for describing the late-time tail (Fig. 18), but
cannot capture the effects of early-time backscattering
(compare to Fig. 17 for the observer at 	 ¼ =2). Also,
the formula has zero crossings which do not occur at the
correct times. Near a caustic the wavefronts are focused
and magnified thus distorting the shape of the wave packet
(see Figs. 3–6). Hence, the echoes have a comparatively
larger amplitude than the direct signal (Fig. 18). These
features are not accounted for in the geometrical optics
limit and require a more complete description of wave
optics in curved spacetime.
Further analysis is needed to improve on our heuristic
formula. For example, one can include corrections to the
geometrical optics approximation using the expansions
presented in Ref. [8] or combine other quasilocal expan-
sions of the Green function [32] and its Pade´ resummation
[4]. These potential directions for research are left for
future work.
IV. CONCLUSIONS
We numerically solved the scalar wave equation on a
Schwarzschild background (1) with a narrow Gaussian
source (2) thus yielding an approximation to the
Schwarzschild Green function (3). For the numerical com-
putations we used the Spectral Einstein Code (SpEC) [10].
The main result of our study is the numerical approxi-
mation of the full retarded Schwarzschild Green function
in the time domain. This computation allowed us to dem-
onstrate a cyclic singularity structure due to the trapping of
energy near the photon sphere.
The numerical evolution, visualized in Figs. 3–6 and in
Ref. [15], proceeds as follows. The narrow Gaussian
source triggers a high-frequency wavefront that propagates
along null geodesics in accordance with geometrical op-
tics. Part of the energy of the initial wavefront gets trapped
at the black hole horizon and leaks out to infinity decaying
exponentially in time. At each half revolution around the
photon sphere the trapped wavefront forms a caustic re-
sulting in echoes that propagate out to infinity. The wave-
front undergoes a Hilbert transform at the caustics causing
a=2 phase shift in its profile, which results in a fourfold
cycle of caustic echoes seen by generic observers. This
cycle is known as the fourfold singularity structure of the
retarded Green function [1,4–7,9].
The fourfold structure is a recent discovery in the con-
text of curved spacetimes but, in hindsight, it is a simple
consequence of well-known facts. The =2 phase shift of
wavefronts at caustics has already been discovered in the
late 19th century and is widely known as the Gouy phase
shift in optics [20,21]. Combined with the notion of trap-
ping (e.g., due to the presence of a photon sphere), this
knowledge immediately implies a fourfold cycle in a
spherically symmetric, asymptotically flat spacetime.1
The viewpoint of a phase shift of the Green function at
caustics seems more fundamental than the fourfold struc-
ture. For example, a phase shift may be observed in regions
of moderate curvature due to gravitational lensing where
no trapping occurs, whereas trapping is required for the
observation of n-fold cycles. In addition, a nongeneric set
of observers, those on the caustic line, see a twofold cycle.
Hence, the number of echoes in a cycle is observer-
dependent.FIG. 18 (color online). Reconstructing the numerical solution
(black) as seen by an observer at null infinity on the positive x
axis along the caustic line. The analytical approximation (red)
disagrees significantly with the data between the caustic echoes
at early times.
1Trapping may also occur globally in cosmological spacetimes
(e.g., the Einstein static universe), which may result in a different
phase shift and therefore a different n-fold structure.
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With the full numerical approximation to the Green
function at hand, we also obtained an interesting result
regarding gravitational lensing. If backscatter off back-
ground curvature is included, only a finite number of
images are visible, even with ideal instruments, for any
source of finite wavelength because caustic echoes decay
exponentially in amplitude while backscatter (typically
neglected in lensing studies) decays only polynomially.
Further results can be summarized as follows. The ar-
rival and decay of successive caustic echoes are consistent
with the orbital period and Lyapunov exponent of null
geodesics trapped at the photon sphere. The arrival times
of successive half-period echoes depend on the source-
observer configuration, with degeneracy resulting in a
twofold cycle when the source and the observer are aligned
with the black hole. This is the caustic line along which the
amplified signal propagates. The energy magnification at
the caustic follows an inverse power law with the scale of
the wavefront in accordance with predictions going beyond
the geometrical optics limit [23]. The backscatter follows
well-known polynomial decay rates at null infinity and at
finite distances, which limits the number of echoes mea-
surable by observers.
We formulated an analytic approximation to the
Schwarzschild Green function in the geometrical optics
limit including wavefront propagation through caustics.
Combined with our quantitative understanding of the dy-
namics, this formula allowed us to capture the essential
features of the observed signal in a heuristic expression.
Given the simplicity of our approximations, it is remark-
able that the expression agrees so well with the numerical
calculation.
The only sources of error in the numerical computation
of the Schwarzschild Green function are the finite width of
the Gaussian source (2) and the truncation error due to
discretization of the scalar wave equation. The boundary
error typically present in such simulations is eliminated by
hyperboloidal scri-fixing in a layer [11,12]. We emphasize
that hyperboloidal compactification is not necessary for the
numerical study of the Green function near the black hole.
Many of our results are reproducible using standard folia-
tions. However, hyperboloidal compactification helps fo-
cusing the resolution to the strong field domain without
contamination from artificial boundaries and without wast-
ing computational resources on the asymptotic domain. It
allows us to compute the long-time evolution accurately at
low cost, and provides us direct numerical access to mea-
surements of an idealized observer at future null infinity.
The error scales in our computation are related. To
evolve a narrow Gaussian source, we need a large number
of collocation points for the spectral expansion of the
variables. Failure to do so results in Gibbs phenomena
and contaminates the evolution. (Some high frequency
noise in the late-time evolution can be seen in the lower
curve of Fig. 15.) Numerical convergence tests and the
agreement between theory and experiment indicate that
our errors are small but we did not present a detailed error
analysis in this paper. Such an analysis will be required
when comparing the numerical simulations to accurate
approximations of the Green function or when computing
the self-force acting on a particle using the numerically
computed Green function. For these calculations, horizon-
source ratios larger than 10:1 might be necessary. The
numerical method must be further improved for very
high ratios, possibly using a second order in space formu-
lation [33], implicit-explicit time stepping [34], and adap-
tive mesh refinement. There are also adapted methods to
solve for high-frequency wave propagation, such as the
frozen Gaussian beam method [35] or the butterfly algo-
rithm [36], that may improve the efficiency of the numeri-
cal simulation considerably.
An immediate extension of our study would be the
numerical computation of retarded Green functions in
Kerr spacetime. In rotating black hole spacetimes, frame
dragging plays a role in the wavefront propagation. There
is no photon sphere in Kerr spacetime; instead, there are
spherical photon orbits bounded by the location of pro- and
retrograde circular photon orbits [37] which may partici-
pate in the Cauchy evolution in a similar way as does the
photon sphere in Schwarzschild spacetime. The large ‘
limit of the quasinormal mode spectrum and its relation to
spherical photon orbits in Kerr spacetime have recently
been analyzed in Ref. [38]. Such analytic knowledge can
be combined with numerical experiments to reveal the
structure of the Green function in Kerr spacetimes and to
provide good approximations to it. The visualization of a
numerical Kerr Green function simulation using SpEC can
be found in Ref. [39].
An interesting application of numerical approximations
of Green functions would be the computation of the self-
force on a small compact object moving in a supermassive
black hole spacetime. Note that the Green function pro-
vides a very general way of solving for wave propagation
in a background spacetime. If good approximations to it
can be found, possibly augmented by data from numerical
computations, the method can be applied to essentially any
problem on the given background via suitable convolu-
tions. To this end, it may be useful to have sparse repre-
sentations of the numerical Green function.
The improvement of Green function approximations may
benefit from developments in various fields. Formation of
caustics in black hole spacetimes is an example of the
emergence of discrete structures from continuous ones, a
hallmark of catastrophe theory [40]. A development of
geometric diffraction theory and wave optics for black
holes may allow us to compute the Green function through
caustics without matching arguments while also providing
more accurate analytical approximations. Exciting devel-
opments in these directions can be expected in the near
future.
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APPENDIX A: HYPERBOLOIDAL LAYER
WITH EXCISION
In our numerical simulations we use hyperboloidal scri-
fixing [11] in a layer [12] attached to a finite Schwarzschild
domain in ingoing Eddington–Finkelstein (iEF) coordi-
nates. In this Appendix we describe the construction of
such coordinates.
The Schwarzschild metric in standard Schwarzschild
coordinates ftS; r; #; ’g reads
g ¼ 

1 2M
r

dt2S þ

1 2M
r
1
dr2 þ r2d2;
where d2 ¼ d#2 þ sin#2d’2 is the standard metric on
the unit sphere. Ingoing Eddington-Finkelstein coordinates
are constructed from Schwarzschild coordinates by the
time transformation t ¼ tS þ 2M lnðr 2MÞ, which leads
to the metric
g ¼ 

1 2M
r

dt2 þ 4M
r
dtdr
þ

1þ 2M
r

dr2 þ r2d2: (A1)
The metric is regular at the horizon, r ¼ 2M, because the
slices of the iEF foliation penetrate the future horizon
without intersecting each other, as opposed to the slices
of the standard Schwarzschild foliation which intersect at
the bifurcation sphere. In a similar construction, iEF slices
that intersect at spatial infinity can be transformed to
hyperboloidal slices that foliate null infinity [41]. The
hyperboloidal layer method that leads to such a slicing
consists in the introduction of a compactifying coordinate
in combination with a suitable time transformation. The
compactifying coordinate  can be defined via
r ¼ 

; where  ¼ 1

 I
S I

4
ð IÞ: (A2)
Here,  is the Heaviside step function. The compactifying
layer is attached at the interface  ¼ I and has a thickness
of S I in local coordinates. The zero set of , namely
 ¼ S, corresponds to infinity. To avoid loss of resolution
near infinity, we combine this spatial compactification
with a time transformation. The time transformation is
constructed requiring invariance of outgoing characteristic
speeds [12,42], or equivalently, of the outgoing null sur-
faces in local coordinates [43,44]. Outgoing null surfaces
satisfy u ¼ t ðrþ 4M logðr 2MÞÞ. The invariance
condition translates to
tðrþ4M logðr2MÞÞ¼ðþ4M logð2MÞÞ:
This relation defines the hyperboloidal time coordinate 
used in the compactifying layer. The metric resulting from
these transformations is singular up to a rescaling. The
conformally rescaled metric reads
~g ¼ 2g ¼ 2

1 2M


d2
 2

L2 ðþ 2MÞð 2MÞ
ð 2MÞ

dd
þ þ 2M
ð 2MÞ2 ð2Lð 2MÞ
2ðþ 2MÞð 2MÞÞd2 þ 2d2;
where L   d=d. The metric looks rather com-
plicated but notice that for  ¼ 1 (or equivalently, for
 < I) it reduces to the iEF metric (A1) and at null infinity,
 ¼ 0, it takes a purely outgoing form. As a consequence,
characteristic speeds incoming with respect to the bulk
vanish at the boundaries.
The radial characteristic speeds read
cþ ¼  2Mþ 2M ;
c ¼ 2 ð 2MÞð 2MÞ
2Lð 2MÞ þ2ðþ 2MÞð 2MÞ :
The outgoing speed cþ has the same form as in iEF
coordinates. Consequently, it vanishes at the event horizon
r ¼  ¼ 2M. Similarly, the ingoing speed c vanishes at
null infinity,  ¼ S where  ¼ 0. Figure 19 shows the
radial characteristic speeds in these coordinates. The con-
formal diagram of the iEF foliation with a hyperboloidal
layer is depicted in Fig. 20.
FIG. 19 (color online). Radial characteristic speeds in ingoing
Eddington–Finkelstein coordinates with a hyperboloidal layer
attached. The dashed vertical red line depicts the interface to the
layer at I ¼ 8. Null infinity is at the coordinate location S ¼ 12.
These parameters are also used in the numerical simulations.
CAUSTIC ECHOES FROM A SCHWARZSCHILD BLACK HOLE PHYSICAL REVIEW D 86, 064030 (2012)
064030-13
In the hyperboloidal layer we solve the conformally
transformed scalar wave equation (1) that reads [45]
h 1
6
R ¼ 3SðxÞ; (21)
where ¼ = and R is the Ricci scalar of the conformal
background. The divisions by the conformal factor do not
pose any difficulty because the scalar field falls off suitably
and the source has compact support.
APPENDIX B: GREEN FUNCTION IN
GEOMETRICAL OPTICS
The numerical solutions presented in Sec. III can be
regarded as approximations to the Green function for the
scalar wave equation (1). We derive here, for the first time to
our knowledge, the scalar Green function in Schwarzschild
spacetime in the geometrical optics limit, which is used in
the main text to compare numerical data with analytical
approximations and to explain the fourfold cycle and the
profiles of the caustic echoes. See Ref. [21] for a review of
the geometrical optics limit in the field of optics.
In Schwarzschild spacetime there exists a time-like
Killing vector, @t, that allows for the Green function to
be decomposed into frequency modes via
Gðx; x0Þ ¼
Z 1
1
d!
2
ei!ðtt0ÞGð!;x;x0Þ: (B1)
In the frequency domain, using coordinates in which
gti ¼ 0, the Green function equation (3) becomes a
Helmholtz equation
Gð!;x;x0Þ þ!2u2ðxÞGð!;x;x0Þ ¼ 0; (B2)
where   gijrirj is the curved space Laplacian (with i,
j ¼ 1, 2,3), and we assume that x  x0 so that the Dirac
delta distribution in (3) vanishes. The function uðxÞ is
defined by
u2ðxÞ ¼ gttðxÞ: (B3)
In standard Schwarzschild coordinates u2ðxÞ ¼ 1 2Mr .
In the geometrical optics limit, the frequency of the
mode approaches infinity (the wavelength of the mode is
much smaller than the background curvature scale). We
make the following ansatz for the asymptotic expansion of
the Green function,
Gð!;x;x0Þ  X1
n¼0
Anðx;x0Þ
ði!Þn e
i!Tðx;x0Þ: (B4)
Here, Tðx;x0Þ is called the eikonal and its level surfaces are
surfaces of constant phase, called wavefronts. The covector
riT is everywhere normal to this surface. Note that this
ansatz is not covariant as time is a preferred direction. This
may seem undesirable but our static observers measuring
the field, as in Fig. 2, are Killing observers. Additionally,
the geometrical optics approximation emphasizes time
over space via the assumption of only high-frequencies
contributing to the field. Hence, the lack of manifest co-
variance is suitable for our purposes.
Different level surfaces correspond to wavefronts with
different phases of the Green function. We may thus pa-
rameterize these wavefronts by the phase, which is an
affine parameter denoted by ’. As the field increases
phase, and thus evolves forward in time, one moves from
onewavefront to the next. This motion can be regarded as a
mapping that allows one to identify paths, or rays, that
connect specific points on different wavefronts. The Green
function in (B4) thus causally propagates points from one
wavefront to another (Fig. 21). This viewpoint will be
useful below.
Substituting the leading order term of the sum in (B4)
into (B2) and equating like powers of! gives the following
set of equations for the eikonal Tðx;x0Þ and the leading
order amplitude A0ðx;x0Þ,
riTriT ¼ u2ðxÞ (B5)
2riA0riT ¼ A0T: (B6)
The first equation is called the eikonal equation and the
second is called the transport equation. We will solve these
equations in turn.
FIG. 20 (color online). Conformal diagram of an ingoing
Eddington–Finkelstein foliation with a hyperboloidal layer.
The dashed red line corresponds to the interface. For visual-
ization we have chosen I ¼ 3 and S ¼ 4. For the numerical
computations we set I ¼ 8 and S ¼ 12 as in Fig. 19.
FIG. 21 (color online). The retarded Green function as a map-
ping from a wavefront with phase ’0 to a wavefront with phase
’>’0.
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The solution to the eikonal equation (B5) can be found
by first defining a momentum vector pi  riTðxÞ, which
is normal to the wavefront so that the eikonal equation
reads p2 ¼ u2ðxÞ. This defines a Hamiltonian for the rays
connecting one wavefront to another
H ¼ 1
2
ðpipjgijðxÞ  u2ðxÞÞ: (B7)
The Hamiltonian vanishes when the eikonal equation is
satisfied. Hamilton’s equations give
dxi
d’
¼ pi ¼ riTðxÞ; (B8)
Dpi
d’
¼ 1
2
riu2ðxÞ; (B9)
where D=d’ ¼ ðdxi=d’Þri is the covariant parameter
derivative along a trajectory with coordinates xið’Þ
(i.e., a ray). Solving these ray equations thus amounts to
solving the eikonal equation.
The square of the ray’s velocity is
dxi
d’
dxi
d’
¼ riTriT ¼ u2ðxÞ ¼ gttðxÞ: (B10)
Collecting all terms on one side and multiplying by d’2
yields
gttðxÞd’2 þ gijðxÞdxidxj ¼ 0: (B11)
Identifying dx0 ¼ dt ¼ u2ðxÞd’, we see that the rays in
the geometrical optics limit are null because dxdx ¼ 0.
The solution to the eikonal equation thus amounts to solv-
ing for the trajectories of the null rays, which is equivalent
to solving the geodesic equation for two light-like sepa-
rated points, one on each wavefront.
Next, we solve the transport equation (B6). Dividing
both sides by A0, noting that T ¼ ri _xið’Þ, and riTri ¼
D=d’ (from (B8)) yields
d lnA20
d’
¼ ri _xi: (B12)
If an infinitesimal area on the wavefront centered at
x0  xð’0Þ is evolved along the null geodesics to phase
’> ’0 then the subsequent evolution can be viewed as a
change of variable since x  xð’Þ depends on the ‘‘initial
data’’ at x0 and implies the coordinate transformation
x ¼ xð’;x0Þ. The Jacobian relating these areas is
Jðx;x0Þ ¼ @ðx
0    x3Þ
@ðx00    x03Þ ¼ detM ¼ e
Tr lnM; (B13)
where the matrix M has components Mij ¼ @xi=@x0j.
Taking the parameter derivative of the Jacobian gives
dJ
d’
¼ J @x
0i
@xj
@ _xj
@x0i
¼ J @x
0i
@xj
@ _xj
@xk
@xk
@x0i
¼ J @ _x
i
@xi
: (B14)
Using @i _x
i ¼ ri _xi  ii _x and
ii _x
 ¼ iit þ iij _xj ¼ _xj@j ln
ﬃﬃﬃ
h
p ¼ d
d’
ln
ﬃﬃﬃ
h
p
; (B15)
where h is the determinant of the spatial metric gij, we
obtain from (B12)
d lnA20
d’
¼ ri _xi ¼ dd’ ðJ
ﬃﬃﬃ
h
p Þ: (B16)
This has the solution
A0ðx;x0Þ ¼ A0ðx0;x00Þ
2
4Jðx0;x00Þ
Jðx;x0Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðx0Þpﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðxÞp
3
51=2; (B17)
provided that x ¼ xð’Þ has not passed through any caus-
tics and where A0ðx0;x00Þ is initial amplitude (x00 is either a
point on an earlier wavefront or can be equal to x0 in which
case Jðx0;x0Þ ¼ 1). Hence, the amplitude of the wave at
phase ’0 for a given infinitesimal area around the point
x0 ¼ xð’0Þ on the wavefront will evolve along the null ray
to x ¼ xð’Þwith phase ’>’0 according to (B17). Notice
that the amplitude at x depends on the expansion or con-
traction of the infinitesimal area element on the wavefront
during its evolution. This is equivalently described by the
expansion or contraction of a congruence of null geodesics
connecting x0 and x. When the ray passes through a caustic
the Jacobian Jðx;x0Þ changes sign relative to Jðx0;x00Þ. We
will say more about this in Appendix C.
Assuming that the ray has not passed through any caus-
tics, we may reconstruct the time-domain Green function in
(B1) using (B4) and (B17) to find at leading order in 1=!,
Gðx; x0Þ  A0ðx;x0Þ
2
4Jðx0;x00Þ
Jðx;x0Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðx0Þpﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðxÞp
3
51=2
 Re
Z 1
1
d!
2
ei!ðtt0Tðx;x0ÞÞ; (B18)
where we take the real part of the integral because the field
in the time domain is real valued. The evaluation of the
integral gives
Gðx; x0Þ / ðt t0  Tðx;x0ÞÞ: (B19)
Hence, the geometrical optics approximation yields a con-
tribution to the Green function whenever the time difference
between x0 and x satisfies t t0 ¼ Tðx;x0Þ, which is just the
time it takes for a null geodesic to connect these two points.
Finally, we note that the remaining amplitudes Anðx;x0Þ
in (B4) can be determined through a recursion relation (for
n  0),
2riTriAnþ1 þ Anþ1T ¼ An; (B20)
which follows from substituting (B4) into (B2) and setting
the coefficients of each power of! to zero. With A0 known
from (B17) and the rays found by solving the null geodesic
equation, we have the Schwarzschild Green function in the
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geometrical optics limit. The rays are null at all orders of
1=!. Hence, the geometrical optics limit is inapplicable to
the propagation into the null cone of x0 and thus ignores
backscattering off the background curvature.
APPENDIX C: HILBERT TRANSFORM
THROUGH A CAUSTIC
In Appendix B we solved the transport equation (B6) for
the field’s amplitude in the geometrical optics limit. The
solution (B17) assumes that the quantity under the radical
is positive. However, if x ¼ xð’Þ evolves through a caustic
then the Jacobian (B13) changes sign. We show in Fig. 22 a
cartoon of a wavefront area element as it passes through a
generic caustic.
The sign change of the Jacobian through a caustic im-
plies a purely imaginary amplitude in (B17). Hence, the
amplitude changes phase by 	=2 through a caustic
[20,21]. The sign of the phase shift is determined by
matching to the full solution from numerical simulations.
It cannot be computed within the geometrical optics ap-
proximation because the latter breaks down at caustics
(where Jðx;x0Þ ¼ 0 and Aðx;x0Þ becomes singular).
After some trial and error, we find that the phase of
(B17) when passing through one caustic is given by
exp

 i
2
sgnð!Þ

: (C1)
For positive frequencies the phase isi while for negative
frequencies it is þi. The frequency-dependence in (C1) is
needed for the reconstruction of the time-domain Green
function in the geometrical optics limit. Computing (B1),
upon substituting the leading order term of the 1=! ex-
pansion from (B4), gives
Gðx;x0ÞjA0ðx0;x00Þj

2
4

Jðx0;x00Þ
Jðx;x0Þ

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðx0Þ
hðxÞ
s 351=2
ðt t0 T0ðx;x0ÞÞ
Re
Z 1
1
d!
2
ei!ðtt0T1ðx;x0ÞÞei2 sgnð!Þ; (C2)
where we have explicitly taken the real part as in (B18),
TNðx;x0Þ, with N ¼ 0, 1, is the eikonal for the null geode-
sic connecting x and x0 and passing through N caustics,
and the step function ensures causality (namely, that the T1
eikonal is larger than T0). The frequency integral gives
 1
ðt t0  T1ðx;x0ÞÞ : (C3)
As discussed in Sec. III C, when the Green function is
convolved with the source SðxÞ from (2) one finds that
passing through one caustic transforms the field from a
Gaussian profile to that of a Dawson’s integral (or
‘‘Dawsonian’’), which is the convolution of (C3) with the
source SðxÞ [22]. Hence, the choice given in (C1) for the
sign of the root of A20ðx;x0Þ in (B17) is justified through this
matching calculation.
Comparing (C3) to (B19) we note that the latter has
support only along the null ray connecting x and x0
while the former has a much broader domain of sup-
port. Both expressions are singular on null rays (where
t t0 ¼ T0ðx;x0Þ or T1ðx;x0Þ), but (C3) does not vanish in
the forward light cone thus adding to the tail. Passing
through one caustic causes the sharp delta distribution to
become smeared out into the future null cone of x0 beyond
the caustic.
The frequency integral in (C2) is the Hilbert transform
of ðt t0  T1ðx;x0ÞÞ. For a function fðtÞ, the Hilbert
transform in the frequency domain is defined as
H½fðtÞ ¼
Z 1
1
d!
2
f^ð!Þei=2 sgnð!Þ; (C4)
where f^ð!Þ is the Fourier transform of fðtÞ. The effect of
the Hilbert transform is to shift the phase of f^ð!Þ by
=2. Two applications of the Hilbert transform gives
H2½fðtÞ  H½H½fðtÞ ¼ fðtÞ, which is a  phase
shift of fðtÞ. Four applications of the Hilbert transform
gives back the function itself,
H4½fðtÞ ¼ fðtÞ: (C5)
Thus, the Hilbert transform explains the fourfold cycle of
the retarded Green function through caustics. This allows
us to generalize (C2) to include all the null rays that
connect x and x0 (of which there are infinitely many for
a Schwarzschild black hole [27]),
Gðx;x0ÞX1
N¼0
jA0ðx0;x00Þj

2
4

Jðx0;x00Þ
Jðx;x0Þ

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðx0Þ
hðxÞ
s 351=2
ðtt0TN1ðx;x0ÞÞ
Re
Z 1
1
d!
2
ei!ðtt0TNðx;x0ÞÞeiN2 sgnð!Þ; (C6)
where T1ðx;x0Þ  0. This formula can be written more
succinctly as
FIG. 22 (color online). A cartoon of the change in orientation
of an infinitesimal area element on the wavefront’s spatial
section as it passes through a caustic in Schwarzschild space-
time. Only one dimension of the area element is compressed.
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Gðx; x0Þ  X1
N¼0
jA0ðx;x0Þj
ðt t0  TN1ðx;x0ÞÞ
 RefHN½ðt t0  TNðx;x0ÞÞg; (C7)
where TNðx;x0Þ is the eikonal for the null geodesic that
passes through N caustics and HN denotes the Hilbert
transform applied N times to its argument.
As mentioned at the beginning of this Appendix, the
geometrical optics approximation breaks down at caustics
where many points of a wavefront get mapped to the same
(caustic) point. The Jacobian Jðx;x0Þ vanishes and the
amplitude of the field A0ðx;x0Þ diverges as Jðx;x0Þ1=2.
The geometrical optics approximation is valid only be-
tween successive caustics. One may use the geometrical
optics Green function to evolve wavefronts before and after
a caustic but not through (Fig. 23).
Remarkably, the breakdown of geometrical optics at a
caustic can be averted (or rather, displaced) using Maslov’s
theory [46–48]. A caustic arises due to singularities in the
projection of some higher dimensional space to a lower
one. In our case, the higher dimensional space is the phase
space of null rays (with coordinates ðx;pÞ) wherein the null
rays follow trajectories with coordinates ðxð’Þ;pð’ÞÞ that
do not intersect because their evolution is Hamiltonian [see
(B7)].
Instead of forming the asymptotic series in 1=! for
Gð!;x;x0Þ, Maslov’s idea is to form the series for its
Fourier transform with respect to at least one of its spatial
coordinates. Then the Fourier transform operates as a
canonical transformation in phase space. When the new
momentum variables are projected out, caustics form at
different locations than previously. This change of caustic
location allows us, in principle, to construct a well-defined
asymptotic series for the geometrical optics approximation
of the Green function by using Maslov’s theory whenever a
caustic is about to be encountered (Fig. 23). In this way,
one may be able to derive directly the phase shift through a
caustic in (C1) without recourse to a matching argument.
The application of Maslov’s theory is outside the scope of
this paper.
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