In the present article, we introduce and study the behaviour of the new family of exponential type neural network operators activated by the sigmoidal functions. We establish the point-wise and uniform approximation theorems for these NN (Neural Network) operators in C [a, b]. Further, the quantitative estimates of order of approximation for the proposed NN operators in C (N ) [a, b] are established in terms of the modulus of continuity. We also analyze the behaviour of the family of exponential type quasi-interpolation operators in C(R + ). Finally, we discuss the multivariate extension of these NN operators and some examples of the sigmoidal functions.
sample points. This exponential sampling formula is also considered as the Mellin-version of the well known Shannon sampling theorem ( [16] ). Butzer and Jansche ( [19] ) pioneered the mathematical study of the exponential sampling formula. They established a rigorous proof of this formula mathematically using the theory of Mellin transform and Mellin approximation, which was first studied separately by Mamedov [43] , and then developed by Butzer and Jansche [17, 18, 19, 20] . We mention some of the work related to the theory of Mellin transform and approximation in [9, 11, 12] .
Bardaro et al. [13] introduced the generalized version of the exponential sampling series, acting on functions which are not necessarily Mellin bandlimited, by replacing the lin c function in the exponential sampling formula, by more general kernel function. The generalized exponential sampling series is defined by
where f : R + → R be any function for which the series is absolutely convergent. Subsequently, Bardaro et.al. extended the study of convergence of the above series in Mellin-Lebesgue spaces in [14] . Recently, Balsamo and Mantellini [8] considered the linear combination of these operators and analyzed its approximation results. Let C(R + ) denotes the space of all uniformly continuous functions defined on R + , where R + denotes the set of all positive real numbers. We call a function f ∈ C(R + ) log-uniformly continuous on R + , if for any given ǫ > 0, there exists δ > 0 such that |f (x) − f (y)| < ǫ whenever | log x − log y| ≤ δ, for any x, y ∈ R + . We denote the space of all log-uniformly continuous functions defined on R + by C(R + ). It is to mention that a log-uniformly continuous function need not uniformly continous. We consider M (R + ) as the class of all Lebesgue measurable functions on R + and L ∞ (R + ) as the space of all bounded functions on R + .
Let L p (R + ), 1 ≤ p < +∞ denotes the space of all the Lebesgue measurable functions defined on R + , equipped with the usual norm f p . For c ∈ R, we define the space
The Mellin transform of a function f ∈ X c is defined bŷ
We
For a differentiable function f : R + → C, the Mellin differential operator θ c , is defined as
x ∈ R + and c ∈ R.
We set θ 0 f (x) := θf (x). The Mellin differential operator of order r ∈ N is defined by the following relation,
).
Auxiliary results
In this section, we give some preliminary definitions and related results which will be helpful to study the approximation properties of the family of operators (E χσ n f ). We begin with the definition of sigmoidal function. A function σ : R → R is sigmoidal function if and only if lim x→−∞ σ(x) = 0 and lim x→∞ σ(x) = 1. In the present context, we assume σ(x) to be non-decreasing function with σ(2) > σ(0) satisfying the following conditions,
Now, we define the density function activated by the sigmoidal function σ by the following linear combination,
The algebraic moment of order ν for the density function χ σ is defined as,
Similarly, the absolute moment of order ν can be defined as,
Now, we derive some basic results related to the density function χ σ . Proof For any fixed x ∈ R + and n ∈ N, we have n k=−n
Using the definition of χ σ , we obtain
As n → +∞, we obtain the desired result.
This establishes the result.
Remark 1: Using the condition (1), it is easy to see that χ σ (x) is nonincreasing for x > 1. 
Using the condition (2), we say that there exists K > 0 such that
Since
Moreover, from condition (3) we obtain
As lim n → +∞, we get the desired result.
Neural Network Operators
The feed-forward neural network operators (FNNs) with one hidden layer can be defined as
where for 0 ≤ j ≤ n, b j ∈ R are thresholds, a j ∈ R s are the connection weights, c j ∈ R are the coefficients, a j .x is the inner product of a j and x, and σ is the activation function of the network. The functions of one or several variables have been approximated by these NN (neural network) operators extensively from the last three decades. Cybenko [35] and Funahashi [37] have shown that any continuous function can be approximated on a compact set with uniform topology by the FNN-operators, using any continuous sigmoidal activation function. Further, Hornik et al. in [40] , proved that any measurable function can be approached with such a network. Cheney [32] and Lenze [42] used the idea of convolution kernel from the sigmoidal function to approximate the functions which is based on some results related to the theory of ridge functions.
The theory of NN operators has been introduced in order to study a constructive approximation process by neural networks. Anastassiou [1] pioneered the study of neural network approximation of continuous functions, where he extended the results proved by Cardalignet and Euvrard in [22] . Subsequently, Anastassiou analyzed the rate of approximation of the univariate and multivariate NN-operators activated by various sigmoidal functions in-terms of the modulus of smoothness (see [1, 2, 3] ). Costarelli and Spigler extended the results proved by Anastassiou in ( [24, 26] ). After this, many researchers analyzed the FNN-operators and established the various density results using different approaches, see ( [28, 29, 34, 36, 39, 41, 44] , etc.). Further, Costarelli and Spigler ( [27] ) studied the approximation of discontinuous functions by means of Kantorovich version of these NN-operators. Recently, the quantitative estimates of order of approximation was studied for kantorovich type NN operators in [30] .
Let f : [a, b](⊂ R + ) → R be any bounded function and n ∈ N such that ⌈na⌉ ≤ ⌊nb⌋. The exponential type neural network operators activated by the sigmoidal function σ, are defined as
Now, we derive the point-wise and uniform convergence results for the above family of operators (E χσ n f ).
Approximation Results
Theorem
Proof We see that,
First we evaluate I 1 . Since f ∈ C[a, b], we have |I 1 | < ǫ |χσ (e)| . Now for I 2 , using Lemma 3, we have
On combining the estimates I 1 − I 2 , we establish the desired result. Now, we obtain the order of convergence of (E χσ n f ) for the functions belonging to the class of log-holderian functions of order λ, for 0 < λ ≤ 1 (see [13] ), which is defined as follows
Theorem 2 Let f ∈ L λ (f ) and M λ (χ σ ) < +∞, for some λ > 0. Then, we have lim
It easily follows that, |I 1 | < Hn −λ |χσ (1)| M λ (χ σ ). Next, we estimate I 2 .
As M λ (χ σ ) < +∞, it completes the proof.
Quantitative Estimates
In this section, we obtain a quantitative estimate of order of convergence for the family of operators (E χσ n f ) for a particular sigmoidal function. There are several examples of the sigmoidal function σ satisfying all the assumptions of the presented theory (see [3, 4, 5, 6, 24, 25, 31, 33, 35] ). We begin with an example of such sigmoidal function known as hyperbolic tangent sigmoidal function [4] , is defined as
The corresponding density function activated by the above sigmoidal function is as follows,
Using the above estimate, we establish a quantitative estimate of order of convergence in C([a, b]) using the notion of logarithmic modulus of continuity.
The logarithmic modulus of continuity is defined as
The properties of logarithmic modulus of continuity can be seen in [10] . ([a, b] ). Then, for 0 < ν < 1, we have the following estimate,
Using this estimate in (2), we establish the result.
In order to derive the higher order of approximation, we use the Taylor's formula in terms of Mellin's derivatives as the Mellin's analysis is the suitable frame to put the rigorous theory of the exponential sampling (see [43, 13] ).
Theorem 4 Let [a, b] ⊂ R + and f ∈ C (2) ([a, b] ). Then, for 0 < ν < 1, the following estimate holds
Proof Let f ∈ C (2) [a, b]. Then, by the Taylor's formula in terms of Mellin's derivatives with integral form of remainder, we have
Now, I can be written as
In the view of modulus of continuity and the estimate of
Further, we estimate
On combining all the above estimates, we get the desired result.
Remark 2: Let f ∈ C (N ) ([a, b]), N ∈ N. Then, the higher order Taylor's formula in terms of Mellin's derivatives with integral form of remainder is given by
where, ξ ∈ (log x, u). The proof of this Mellin's Taylor formula can be easily obtained by using the fundamental theorem of integral calculus.
Exponential Type Quasi-Interpolation Operators
In the present section, we define the notion of exponential analogue of quasiinterpolation operators ( [4, 7, 24, 33] ). Let σ be the sigmoidal function satisfying all the conditions (1) − (3) and χ σ (.) be the corresponding density function generated by the sigmoidal function σ. Then, for every x ∈ R + , k ∈ Z and f : R + → R, the exponential type quasi-interpolation operators are defined as,
The above operators are well-defined for the class of all real valued bounded functions defined on R + .
First, we derive the point-wise and uniform convergence theorem for these operators in C(R + ). Proof The proof follows in the similar manner as discussed in Theorem 1, with the application of Lemma 1.
Moreover, we obtain a similar type of quantitative estimate of order of approximation for the family of operators (Q χσ n f ), provided f is bounded on R + .
Theorem 6 Let f ∈ C(R + ) be any bounded function. Then, the following estimate holds
Proof The proof can be obtained by following the proof of Theorem 3.
Multivariate Exponential Type Neural Network Operators
In this section, we extend the concept of exponential type neural network operators in the multivariate setting. Let x ∈ (R + ) N , N ∈ N. Then, the multivariate density function activated by the sigmoidal function σ satisfying the assumptions (1) − (3), is defined as
where, each χ σ (x i ) is the univariate density function defined on R + . As the multivariate density functionχ N σ (x) is the finite product of univariate density functions χ σ (x i ), it can easily be shown thatχ N σ (x) also satisfies the multivariate extensions of Lemma 1, 2 and 3 (see [5, 6] ). Now, the multivariate exponential type neural network operators can be defined as follows,
, n ∈ N where,k = (k 1 , k 2 , ..., k N ) ∈ Z N . One can study the point-wise and uniform approximation theorems for the multivariate extension of exponential type neural network operators activated by sigmoidal functions, by following the same proof technique as discussed earlier.
Examples
In this section, we present few examples of the sigmoidal function σ(x) which satisfy the assumptions of the proposed theory. We begin with an example of sigmoidal function which is known as logistic function ( [7] ) and defined as,
It is easy that the logistic function satisfies all the conditions (1)−(3) of section 1 (see [24] ).
Another example of such smooth sigmoidal function is hyperbolic tangent sigmoidal function ( [4] ), which is defined as, σ h (x) := 1 2 (tanh x + 1), x ∈ R.
Moreover, we can construct the example of sigmoidal function satisfying all the assumptions (1) − (3) with the help of well-known B-spline functions ( [15, 24] ) of order n, by defining as follows,
It is clear that σ Mn (x) is non-decreasing on R + and 0 ≤ σ Mn (x) ≤ 1 for every n ∈ N and x ∈ R + . Indeed,
This function is also known as ramp-function (see [4, 5] ) which is an example of a discontinuous sigmoidal function.
Similarly, we have
Conclusion: In this paper, we introduced and studied the behaviour of the new family of Exponential type neural network operators activated by the sigmoidal functions. We established the point-wise and uniform approximation theorems for these NN (Neural Network) operators in C[a, b]. We also studied the order of convergence for these operators in the class of log-holderian functions. Further, the quantitative estimates of order of approximation for the proposed NN operators in C N [a, b] established in terms of logarithmic modulus of continuity. We also analyzed the behaviour of the family of exponential type quasi-interpolation operators in C(R + ) and the quantitative estimate of order of convergence in C(R + ). Finally, we propose the multivariate extension of exponential type NN operators and few examples of the sigmoidal functions to which the present theory can be applied.
