Abstract
a linear model a robust estimation by the EM algorithm. They introduced weights for 90 the observations, which were small for outliers, thus using a variance-inflation model, 91 and succeeded in obtaining an adaptive robust estimation. Koch and Kargoll (2013) 92 suggested the use of variance-inflation model to detect the outliers and the mean-shift 93 model to confirm them, a method that turned out to be very efficient. Later, Koch 94 (2014) showed that the EM algorithm based on the mean-shift and variance-inflation 95 model does not have to be restricted to a linear model but can also be applied to nonlinear 96 models. The concept of break-down point, a point representing the maximum percentage 97 of contaminated data beyond which the estimator can no longer produce meaningful 98 solution was introduced by Donoho and Huber (1983) , and improved by others (e.g., 
101
In contributing to the expectation maximization robust based methods, the present likelihood function is carried out by solving a multivariate polynomial system using nu-109 merical Groebner basis that considerably reduces the computation time. The advantages 110 inherent in using total least squares error model compared to ordinary least squares is 111 that it is able to take into consideration all the measurement errors in all the 3 coor-112 dinates (x, y, z) of a 3D plane model such as z = αx + βy + γ. The rest of the study 113 is organised as follows. In section 2, the likelihood function for standard LSM is pre-114 sented followed by a discussion of the expectation maximization method in section 3.
115
Section 4 considers the likelihood function for a Gaussian mixture before presenting the 116 proposed iterative algorithm with the embedded algebraic solution in section 5. Section 117 6 presents an illustrative example based on a real laser scanned data obtained from a site 118 in Budapest (Hungary) while section 7 concludes the study. 
Maximum Likelihood Estimation
y i ,z i : θ θ θ), as well as, the probability density function of the error PDF (e M ( x , y, z : θ θ θ)).
123
The linear model then becomes
where the terms of the parameter θ θ θ = (α, β, γ) are to be determined. The error model 125 corresponds to the shortest distance of a point P i from its perpendicular projection to a 126 hyperplane,
One has to mention that a mathematically equivalent error-in-variable (EIV) model can 128 be given employing a nonlinear adjustment model (see, e.g., Xu 2012). The probability 129 density function of the error model is considered as a Gaussian error distribution of N (0,
Considering a set {( x 1 , y 1 ) , (x 2 ,y 2 )...,(x N , y N )} as measurement points, the maximum 132 likelihood method aims at finding the parameter vector θ θ θ that maximizes the likelihood 133 of the joint error distribution. Assuming that the errors are independent, one should 134 maximize,
In order to use the sum instead of product, the logarithm of Eq. (4), i.e.,
is used. If the Gaussian error distribution is considered, the function to be now minimized
which is practically the optimal least squares method. Forming the necessary conditions 140 of the optimum through partial derivatives as
one obtains the following system of three multivariate polynomial equations,
where the constants (a, b, c, d, e, f, g, h, i) depend on the measured values (x i , y i , z i ), i= 143 1,2,...,N.
144
The solutions of this system of polynomial equations are the possible optimums of and outliers (red points) are considered together as data points and Eq. (8) is solved.
157
The model error can then be computed with the known parameters (α,β,γ), see 
and η i 's are the membership weights constrained by
The parameters being sought are (µ 1 , σ 1 ) and (µ 2 , σ 2 ). The log-likelihood function in
where θ = (µ 1 , σ 1 ,µ 2 , σ 2 ) are the parameters of the Gaussian distributions. The problem 178 is the direct maximization of this function due to the sum of terms inside the logarithm.
179
In order to solve this problem, let us introduce the following alternative log-likelihood
Here ∆ i 's are considered as unobserved latent variables taking values 0 or 1. If x i 182 belongs to the first component, then
otherwise x i belongs to the second component then ∆ i =1, leading to
where N 1 and N 2 are the numbers of the elements of the mixture, which belong to the 185 first and to the second components, respectively.
. (16) This expression is also called the responsibility of component 2 for observation i.
189
Then, the EM algorithm for the two components of the Gaussian mixture is as follows:
190
Take the initial guess for the parameters: θ = (μ 1 ,σ 1 ,μ 2 ,σ 2 ) and forη 2
191
Expectation
Step: compute the responsibilities:
Maximization
Step: compute the weighted means and variances for the two compo-
193
nents:
and the mixing probability
Assuming two Gaussian distributions, this method provides not only the means and 196 standard deviations {µ 1 , σ 1 }, and {µ 2 , σ 2 } of the distributions, but also the membership 197 functions for every data point {η 1 , η 2 }. Consequently, the data belonging to the two 198 different distributions can be identified (see Fig. 3 , left). It can be seen that some 199 sample elements are misclassified. Using these parameters {µ 1 , µ 2 , σ 1 , σ 2 , η 1 , and η 2 }, let 200 us compute new parameters of the plane (α, β, γ). To achieve that, ML estimation is 201 now employed using a Gaussian mixture as a type of distribution. LogL (
where the index "1" refers to the first component while "2" corresponds to the second 
.
232 similarly, the second polynomial
243 and the third one as
246
The unknowns are the model parameters of the linear model to be fitted (α, β, and γ),
247
while the others are known (constant) parameters, partly computed from data points 248 and partly via EM algorithm as (µ 1 , µ 2 , σ 1 , σ 2 ). To solve this system using numerical
249
Groebner basis is feasible, but to solve it in symbolic way is very difficult. However,
250
Dixon's method implemented using Early Discovery of Factors heuristic algorithm can 251 be applied (see, e.g., Lewis et al., 2014) . 
The Proposed Algebraic Solution

253
The steps of the algorithm are as follows (see the flow-chart in Fig. 4) :
Step 1: Employ likelihood function developed for least squares in section 2 using Eq.
255
8.
256
2)
Step 2: Having the values of the parameters, compute the model error distribution.
257
3)
Step 3: Employing EM algorithm, compute the parameters of the Gaussians repre-
258
senting the two components in the mixture (see Eqs. 9-19). positions, these spheres were used for registering the point cloud (Fig. 5, left) . The 274 measurement range of the scanner is 120 m, and according to the manufacturer's technical 275 specification, the ranging error is ± 2 mm .
276
The scanning parameters were set to 1/2 resolution, which equals to 3 mm/10m 277 point spacing. The terrestrial laser scanner ( points in ASCII format, where only the x, y, z coordinates were kept (no intensity values).
282
The measured coloured laser scanning point cloud and the extracted test point cloud are 283 presented in Fig. (6) . 286 Tables 1 and 2 show the numerical results of the iteration process. In Table 1 , the 287 changing parameter values of the Gaussian components can be seen, i.e., the mean value Groebner basis is faster in nearly every step than the stochastic global optimization 297 techniques, which can never find a truly global optimal solution but only an improved 298 solution to truly global optimization methods of deterministic types, see e.g., Xu (2003) .
299
A comparison of the algebraic solution to those of three robust estimation methods
300
in Table 4 indicates that the algebraic method had the smallest maximum error and 301 standard deviation. Table 2 ), it can be seen that the proposed algorithm successfully isolates the red outlying points. 
