Series are considered whose general term is a rational function multiplied by a fractional power. The summation of such series is reduced, via Laplace transformation techniques, to a problem of quadrature, which is then solved by Gaussian quadrature relative to Einstein and Fermi weight functions. A number of examples are worked out in detail.
Introduction
We consider series of the type where the first sum is over all real zeros (-a ) of q (with multiplicities m ), and the second sum is over all pairs of conjugate complex zeros (-a , -a) (with multiplicities m ). The coefficients c in the first sum are real, those in the second complex, in general. ( We have assumed in (1.4) that degp < degö. If degp = degö, and we are thus dealing with Sx in (1.1), there will be an additional constant term in (1.4) . Its contribution to the series in (1.1) is expressible in terms of the Riemann zeta function; cf. (3.9) below for m = 0.) Once the decomposition (1.4) has been obtained (for relevant constructive methods, see, e.g., [8, §7.1] ), it clearly suffices to consider (1.5) r(s)= l Rea>0, m>X. (s + a)
Without restriction of generality, it may be further assumed that Im a > 0.
By interpreting the terms in the series ( 1.0) and ( 1.1 ) as Laplace transforms at integer values, it is possible to express the sum of the series as a weighted integral over R+ of certain special functions related to the incomplete gamma function. The weighting involves the product of a fractional power and either Einstein's function t(e' -1)_1 (in the case of (1.0)), or Fermi's function (e' + 1)_1 (in the case of ( 1.1 )), both having infinitely many poles on the imaginary axis of the complex plane. Properties of the required special functions are briefly developed in §2. Section 3 discusses the summation of ( 1.0), ( 1.1 ) via Gaussian quadrature. The case v = X of purely rational series is treated in §4 and complements more traditional techniques (e.g., those in [8, §7.211]) . Numerical examples for the case v = \ are given in §5, where also comparisons are made with direct summation and accelerated summation using the e-algorithm.
Preliminaries
Define, for / > 0, r1 (2.1_,) g_¿t\v) = g_x(i)= _ , 0<v<X, and for t > 0, « = 0,1,2,..., e-at^-l ,/ which, in view of (2.1_,), shows that (2.3) holds also for n = 0. D To the author's knowledge, no software seems to be readily available for computing the incomplete gamma function in the domain of interest here (left half plane), and one thus has to rely on standard techniques such as power series and asymptotic expansions. An effort of developing good software for Tricomi's function y*(X -v, z), 0 < v < X, applicable for arbitrary complex z, would certainly be worthwhile. For the case v = 5 , however, see §5.
Summation of 50 and Sx
We employ a technique already used in [7] , namely, to interpret the general term of the series as a Laplace transform and thereby converting the series into a suitably weighted integral. We first treat the series S0 in (1.0).
Assume r(-) given as in (1.5) , and consider first the case a^O. Then 3) suggests to apply Gaussian quadrature to the integral on the right, using w(t) = t~ve(t) as a weight function on [0, oo]. The required orthogonal polynomials can be computed by techniques already discussed in [7] (see, in particular, (2.3) and Example 4.4 of that paper). Gauss quadrature will converge quite rapidly, unless Re a and/or Im a is large, in which case "stratified" summation can be employed to regain rapid convergence (see Examples 5.1 and 5.4). For v = \, the first 80 recursion coefficients for the required orthogonal polynomials are given to 25 significant digits in Table 1 of the Appendix.
It is easily seen that (3.3) holds also for a = 0 if we define now yields, for a ^ 0,
where <p(-) is the "Fermi weight function" (cf. [7] ),
0<i<oo. e + X The result (3.7), as noted, holds also for m = 0, if g_x is defined as in (2.1_¡).
If a = 0, then (3.7) holds with gm_x, m > 0, defined in (2.1_¡) and (3.5), and represents the series
Again, Gauss quadrature for the integral in (3.7), in this case, is exact if we take « = [(m + 2)/2J points.
The first 80 recursion coefficients for the orthogonal polynomials with respect to the weight function t~"'tp(t), v = \ , are listed in Table 2 of the Appendix.
Remarks. X. The fractional power kv~ ' in ( 1.0), ( 1.1 ) can easily be generalized to (k + b)v~x, Reb > 0, since this only introduces a factor e~ ' in (3.1) and gives f(t) = tl~ue~ 'gm_x(t; a-b ,v) in place of (3.2), hence (3-10) E(^+JS = rt-ve(t)e-btgm_x(t;a-b,v)dt, l~rx (k + a) Jo and the similarly generalized version of (3.7),
. As an alternative to Gauss quadrature with weight function Cl'e(t), one could write the integral in (3.3) as
and apply Gauss-Laguerre quadrature to the integral on the right. The poles that were previously incorporated in the weight function t~"e(t) then, however, become part of the integrand, which may adversely affect the speed of convergence of the quadrature scheme. This was indeed found to be the case when a is relatively small, but for larger values of a, in particular when used in conjunction with stratified summation (cf. Examples 5.1 and 5.4), the Gauss-Laguerre method is competitive and, in Example 5.1, even more efficient. The same alternative approach is possible for the integral in (3.7), if written as
Jo 1 +e although this time the poles affect convergence more severely, since they are half as close to the real axis than before. Still, for sufficiently large values of a, Gauss-Laguerre quadrature here, too, gains the upper hand.
Finally, if many different values of v were contemplated, then Gauss-Laguerre would also be preferable, since the recursion coefficients for the respective orthogonal polynomials-the generalized Laguerre polynomials-are then explicitly known and need not be tabulated. In the case of the weight function w(t) = t~ve~l on (0, oo), the corresponding (monic) orthogonal polynomials 71 k(') = nk('> w} mdeed satisfy
with the coefficients ak = ak(w), ßk = ßk(w) [ß0(w) = f0°°w(t)dt] having the particularly simple form an entire function for any choice of the coefficients c/w . The first 40 recursion coefficients for the polynomials orthogonal with respect to e and q> can be found to 25 significant digits in [7, Appendices Al and A2].
The method described in this section provides an alternative to other summation/integration methods, such as those discussed in [8, §7.211 ]. An advantage of the present method is that it leads to Gaussian quadrature of entire functions, a possible complication, that the interval of integration is infinite.
Examples
In all of our examples we take v = \ . In this case, the function g0 in (2.2) is given by (cf. [3, eq. 6.5.18]) ....
Jo
For real z , this can be evaluated with an accuracy of up to about 20 significant digits, using the rational Chebyshev approximations given in [2] . All computations reported below were done in double precision on the Cyber 205 computer (the equivalent of about 29 decimal places). This series with a = m = X was communicated to the author by Professor P. J. Davis, who encountered it in his study of spirals [4] .
We computed S0 from (3.3) (with v = \), (5.1), and (2.1_1), (2.3), for a = .5, X., 2., 4., 8. and m = 1(1)5. The integral in (3.3) was evaluated by «-point Gaussian quadrature rules, which were generated with the help of the recursion coefficients in Table 1 of the Appendix and well-known eigenvalue techniques (see, e.g., [6, §1.3(iv)]). In Table 5 .1 we show only the results for m = X ; those for m > 1 are similar, but exhibit somewhat slower convergence. It is evident that, as a increases, convergence of the Gauss quadrature formula slows down considerably. The reason for this is the behavior of the function g0 on the right of (5.1), which for increasing a approaches a discontinuous function (see Figure 5 .1). To achieve better accuracy, when a is large, we proceed as follows. With ao = LaJ denoting the largest integer < a, and a = a0 + a,, where a0 > X, 0 < a, < 1, the summation over all k > X may be "stratified" by letting k = X + Ka0 and summing over all k > 0 for A= X, 2, ... , aQ. Thus, The "effective" parameter in gm_x is now X + ax/aQ, a number close to 1, and the coefficient X/a0 in the exponential is bounded by 1. Gauss quadrature applied to the integral in (5.4) should therefore converge quite rapidly, indeed, more so the larger a0\ This is borne out by the results displayed for m = X and a = a0 = 8., 16., 32. in Table 5 .2.
The correct number of significant decimal digits produced by direct summation of the series, using 1000 terms, is shown in Table 5 .3. The numbers in parentheses are the correct digits obtained by applying the e-algorithm with the same number of terms. For the entries marked by an asterisk, we used (5.3), We now apply Gauss quadrature (obtained from the recursion coefficients in Table 2 of the Appendix) relative to the weight function t~l/2tp(t) to the integral in (3.7) (with v = \), using the same values of a and m as in Example 5.1. The results are similar to those in Table 5 The use of (5.5), with «-point quadrature applied to (5.7), yields results converging at the same speed as those in Table 5 .2. Direct summation using 1000 terms yields 2-3 more correct digits than in Table 5 Here, C(x), S(x) denote the Fresnel integrals [5, eqs. 7.3.1, 7.3.2] . They can be computed with an accuracy of up to 18 significant digits from the rational Chebyshev approximations provided (on microfiche cards) in [1] . Gaussian quadrature of (5.9), with g0 given by (5.10), yields the results shown in Table  5 .4. For each «, the first entry is the real part, the second the imaginary part of the Gauss approximation to S0 . Convergence is seen to deteriorate rapidly with increasing a, which is to be expected in view of the highly oscillatory behavior of g0 in (5.10) when a is large. The device of stratified summation, used successfully in Examples 5.1 and 5.2, however, can also be applied here, Using (5.11) instead of (5.9) yields the results shown in Table 5 .5.
Approximations to Sñ in
Direct summation using 1000 terms gives 1-2 correct decimal digits in the real part, and 4-5 in the imaginary part. The epsilon algorithm produces no more than one additional correct digit. Example 5.5. S{=\Z^{(-^k'xl2l(k + ia), a>0.
Applying Gauss quadrature to (5.12) -f Jo t 1/2<p(t)-tgJt;ia, \)dt, with g0 as in (5.10), or to formulae analogous to those in (5.5)-(5.7), yields results similar in quality to those in Table 5 .4 (but converging at a slightly slower rate) and to those in Table 5 .5. As in Example 5.2, here too, the e-algorithm produces full accuracy (20 decimals) with as few as 25-28 terms. 
Approximations to Sc

