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A GENERAL DUALITY RELATION WITH APPLICATIONS IN
QUANTITATIVE RISK MANAGEMENT
RAPHAEL HAUSER∗, SERGEY SHAHVERDYAN †AND PAUL EMBRECHTS‡
Abstract. A fundamental problem in risk management is the robust aggregation of different
sources of risk in a situation where little or no data are available to infer information about their
dependencies. A popular approach to solving this problem is to formulate an optimization problem
under which one maximizes a risk measure over all multivariate distributions that are consistent with
the available data. In several special cases of such models, there exist dual problems that are easier
to solve or approximate, yielding robust bounds on the aggregated risk. In this chapter we formulate
a general optimization problem, which can be seen as a doubly infinite linear programming problem,
and we show that the associated dual generalizes several well known special cases and extends to
new risk management models we propose.
1. Introduction. An important problem in quantitative risk management is to
aggregate several individually studied types of risks into an overall position. Math-
ematically, this translates into studying the worst-case distribution tails of Ψ(X),
where Ψ : Rn → R is a given function that represents the risk (or underiability) of an
outcome, and where X is a random vector that takes values in Rn and whose distri-
bution is only partially known. For example, one may only have information about
the marginals of X and possibly partial information about some of the moments.
To solve such problems, duality is often exploited, as the dual may be easier to
approach numerically or analytically [3, 4, 5, 14, 2]. Being able to formulate a dual is
also important in cases where the primal is approachable algorithmically, as solving
the primal and dual problems jointly provides an approximation guarantee throughout
the run of a solve: if the duality gap (the difference between the primal and dual
objective values) falls below a chosen threshold relative to the primal objective, the
algorithm can be stopped with a guarantee of approximating the optimum to a fixed
precision that depends on the chosen threshold. This is a well-known technique in
convex optimization, see e.g. [1].
Although for some special cases of the marginal problem analytic solutions and
powerful numerical heuristics exist [12, 13, 6, 19, 18], these techniques do not apply
when additional constraints are imposed to force the probability measures over which
we maximize the risk to conform with empirical observations: In a typical case, the
bulk of the empirical data may be contained in a region D that can be approximated
by an ellipsoid or the union of several (disjoint or overlapping) polyhedra. For a prob-
ability measure µ to be considered a reasonable explanation of the true distribution
of (multi-dimensional) losses, one would require the probability mass contained in D
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to lie in an empirically estimated confidence region, that is, ℓ ≤ µ(D) ≤ u for some
estimated bounds ℓ < u. In such a situation, the derivation of robust risk aggregation
bounds via dual problems remains a powerful and interesting approach.
In this chapter we formulate a general optimization problem, which can be seen as
a doubly infinite linear programming problem, and we show that the associated dual
generalizes several well known special cases. We then apply this duality framework
to a new class of risk management models we propose in Section 4.
2. A General Duality Relation. Let (Φ,F), (Γ,G) and (Σ,S) be complete
measure spaces, and let A : Γ× Φ→ R, a : Γ→ R, B : Σ× Φ→ R, b : Σ→ R, and
c : Φ → R be bounded measurable functions on these spaces and the corresponding
product spaces. Let MF, MG and MS be the set of signed measures with finite
variation on (Φ,F), (Γ,G) and (Σ,S) respectively. We now consider the following
pair of optimization problems over MF and MG ×MS respectively,
(P) sup
F∈MF
∫
Φ
c(x) dF(x)
s.t.
∫
Φ
A(y, x) dF(x) ≤ a(y), (y ∈ Γ),∫
Φ
B(z, x) dF(x) = b(z), (z ∈ Σ),
F ≥ 0,
and
(D) inf
(G,S)∈MG×MS
∫
Γ
a(y) dG(y) +
∫
Σ
b(z) dS(z),
s.t.
∫
Γ
A(y, x) dG(y) +
∫
Σ
B(z, x) dS(z) ≥ c(x), (x ∈ Φ),
G ≥ 0.
We claim that the infinite-programming problems (P) and (D) are duals of each other.
Theorem 2.1 (Weak Duality). For every (P)-feasible measure F and every
(D)-feasible pair (G,S) we have∫
Φ
c(x) dF(x) ≤
∫
Γ
a(y) dG(y) +
∫
Σ
b(z) dS(z).
Proof. Using Fubini’s Theorem, we have∫
Φ
c(x) dF(x) ≤
∫
Γ×Φ
A(y, x) d(G × F)(y, x) +
∫
Σ×Φ
B(z, x) d(S × F)(z, x)
≤
∫
Γ
a(y) dG(y) +
∫
Σ
b(z) dS(z).
In various special cases, such as those discussed in Section 3, strong duality is
known to hold subject to regularity assumptions, that is, the optimal values of (P)
2
and (D) coincide. Another special case under which strong duality applies is when the
measures F , G and S have densities in appropriate Hilbert spaces, see the forthcoming
DPhil thesis of the second author [17].
We remark that the quantifiers in the constraints can be weakened if the set of
allowable measures is restricted. For example, if G is restricted to lie in a set of
measures that are absolutely continuous with respect to a fixed measure G0 ∈ MG,
then the quantifier (y ∈ Γ) can be weakened to (G0-almost all y ∈ Γ).
3. Classical Examples. Our general duality relation of Theorem 2.1 general-
izes many classical duality results, of which we now point out a few examples. Let
p(x1, . . . , xk) be a function of k arguments. Then we write
1{x:p(x)≥0} := 1{y:p(y)≥0}(x) =
{
1 if p(x) ≥ 0,
0 otherwise.
In other words, we write the argument x of the indicator function directly into the set
{y : p(y) ≥ 0} that defines the function, rather than using a separate set of variables
y. This abuse of notation will make it easier to identify which inequality is satisfied
by the arguments where the function 1{y:p(y)≥0}(x) takes the value 1.
We start with the Moment Problem studied by Bertsimas & Popescu [2], who
considered generalized Chebychev inequalities of the form
(P’) sup
X
P[r(X) ≥ 0]
s.t. Eµ[X
k1
1 . . .X
kn
n ] = bk, (k ∈ J),
X a random vector taking values in Rn,
where r : Rn → R is a multivariate polynomial and J ⊂ Nn is a finite sets of multi-
indices. In other words, some moments of X are known. By choosing Φ = Rn, Γ = ∅,
Σ = J ∪ {0},
B(k, x) = xk11 . . . x
kn
n , b(k) = bk, (k ∈ J),
B(0, x) = 1Rn , b(0) = 1,
and c(x) = 1{x: r(x))≥0}, where we made use of the abuse of notation discussed above.
Problem (P’) becomes a special case of the primal problem considered in Section 2,
(P) sup
F
∫
Rn
1{x: r(x)≥0} dF(x)
s.t.
∫
Rn
xk11 . . . x
kn
n dF(x) = bk, (k ∈ J),∫
Rn
1 dF(x) = 1,
F ≥ 0.
Our dual
(D) inf
(z,z0)∈R|J|+1
∑
k∈J
zkbk + z0
s.t.
∑
k∈J
zkx
k1
1 . . . x
kn
n + z0 ≥ 1{x:r(x)≥0}, (x ∈ R
n)
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is easily seen to be identical with the dual (D’) identified by Bertsimas & Popescu,
(D’) inf
(z,z0)∈R|J|+1
∑
k∈J
zkbk + z0
s.t. ∀x ∈ Rn, r(x) ≥ 0⇒
∑
k∈J
zkx
k1
1 . . . x
kn
n + z0 − 1 ≥ 0,
∀x ∈ Rn,
∑
k∈J
zkx
k1
1 . . . x
kn
n + z0 ≥ 0.
Note that since Γ,Σ are finite, the constraints of (D’) are polynomial copositivity con-
straints. The numerical solution of semi-infinite programming problems of this type
can be approached via a nested hierarchy of semidefinite programming relaxations
that yield better and better approximations to (D’). The highest level problem within
this hierarchy is guaranteed to solve (D’) exactly, although the corresponding SDP
is of exponential size in the dimension n, in the degree of the polymomial r, and in
maxk∈J(
∑
i ki). For further details see [2, 10, 7], and Section 4.6 below.
Next, we consider the Marginal Problem studied by Ru¨schendorf [15, 16] and
Ramachandran & Ru¨schendorf [14],
(P’) sup
F∈MF1,...,Fn
∫
Rn
h(x) dF(x),
whereMF1,...,Fn is the set of probability measures onR
n whose marginals have the cdfs
Fi (i = 1, . . . , n). Problem (P’) can easily be seen as a special case of the framework
of Section 2 by setting c(x) = h(x), Φ = Rn, Γ = ∅, Σ = Nn×R, B(i, z, x) = 1{y: yi≤z}
(using the abuse of notation discussed earlier), and bi(z) = Fi(z) (i ∈ Nn, z ∈ R),
(P) sup
F
∫
Rn
h(x) dF(x)
s.t.
∫
R
1{xi≤z} dF(x) = Fi(z), (z ∈ R, i ∈ Nn)
F ≥ 0.
Taking the dual, we find
(D) inf
S1,...,Sn
n∑
i=1
∫
R
Fi(z) dSi(z)
s.t.
n∑
i=1
∫
R
1{xi≤z} dSi(z) ≥ h(x), (x ∈ R
n).
The signed measures Si being of finite variation, the functions Si(z) = S((−∞, z])
and the limits si = limz→∞ Si(z) = S((−∞,+∞)) are well defined and finite. Fur-
thermore, using limz→−∞ Fi(z) = 0 and limz→+∞ Fi(z) = 1, we have
n∑
i=1
∫
R
Fi(z) dS(z) =
n∑
i=1
(
Fi(z)Si(z)|
+∞
−∞ −
∫
R
Si(z) dFi(z)
)
=
n∑
i=1
si −
n∑
i=1
∫
R
Si(z) dFi(z)
=
n∑
i=1
∫
R
(si − Si(z)) dFi(z),
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and likewise,
n∑
i=1
∫
R
1{xi≤z} dSi(z) =
n∑
i=1
∫ +∞
xi
1 dSi(z) =
n∑
i=1
(si − Si(xi)).
Writing hi(z) = si − Si(z), (D) is therefore equivalent to
(D’) inf
h1,...,hn
n∑
i=1
∫
R
hi(z) dFi(z)
s.t.
n∑
i=0
hi(xi) ≥ h(x), (x ∈ R
n).
This is the dual identified by Ramachandran & Ru¨schendorf [14]. Due to the gen-
eral form of the functions hi, the infinite programming problem (D’) is not directly
usable in numerical computations. However, for specific h(x), (D’)-feasible functions
(h1, . . . , hn) can sometimes be constructed explicitly, yielding an upper bound on the
optimal objective function value of (P’) by virtue of Theorem 2.1. Embrechts & Puc-
cetti [3, 4, 5] used this approach to derive quantile bounds on X1 + · · · +Xn, where
X is a random vector with known marginals but unknown joint distribution. In this
case, the relevant primal objective function is defined by h(x) = 1{x: eTx≥t}, where
t ∈ R is a fixed level. More generally, h(x) = 1{x: Ψ(x)≥t} can be chosen, where Ψ is a
relevant risk aggregation function, or h(x) can model any risk measure of choice.
Our next example is the Marginal Problem with Copula Bounds, an extension
to the marginal problem mentioned in [3]. The copula defined by the probability
measure F with marginals Fi is the function
CF : [0, 1]
n → [0, 1],
u 7→ F
(
F−11 (u1), . . . , F
−1
n (un)
)
.
A copula is any function C : [0, 1]n → [0, 1] that satisfies C = CF for some probability
measure F on Rn. Equivalently, a copula is the multivariate cdf of any probabil-
ity measure on the unit cube [0, 1]n with uniform marginals. In quantitative risk
management, using the model
sup
F∈MF1,...,Fn
∫
Rn
h(x) dF(x)
to bound the worst case risk for a random vector X with marginal distributions Fi
can be overly conservative, as no dependence structure between the coordinates of
Xi is assumed given at all. The structure that determines this dependence being the
copula CF , where F is the multivariate distribution of X , Embrechts & Puccetti [3]
suggest problems of the form
(P’) sup
µ∈MF1,...,Fn
∫
Rn
h(x) dµ(x),
s.t. Clo ≤ CF ≤ Cup,
as a natural framework to study the situation in which partial dependence information
is available. In problem (P’), Clo and Cup are given copulas, and inequality between
copulas is defined by pointwise inequality,
Clo(u) ≤ CF(u) (u ∈ [0, 1]
n).
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Once again, (P’) is a special case of the general framework studied in Section 2, as it
is equivalent to write
(P) sup
F
∫
Rn
h(x) dF(x)
s.t.
∫
Rn
1{x≤(F−11 (u1),...,F
−1
n (un))}
(u, x) dF(x) ≤ Cup(u), (u ∈ [0, 1]
n),∫
Rn
− 1{x≤(F−11 (u1),...,F
−1
n (un))}
(u, x) dF(x) ≤ −Clo(u), (u ∈ [0, 1]
n),∫
Rn
1{xi≤z}(z, x) dF(x) = Fi(z), (i ∈ Nn, z ∈ R),
F ≥ 0.
The dual of this problem is given by
(D) inf
Gup,Glo,S1,...,Sn
∫
[0,1]n
Cup(u) dGup(u)−
∫
[0,1]n
Clo(u) dGlo(u) +
n∑
i=1
∫
R
Fi(z) dSi(z)
s.t.
∫
[0,1]n
1{x≤(F−11 (u1),...,F
−1
n (un))}
(u, x) dGup(u)
−
∫
[0,1]n
1{x≤(F−11 (u1),...,F
−1
n (un))}
(u, x) dGlo(u)
+
n∑
i=1
∫
R
1{xi≤z} dSi(z) ≥ h(x), (x ∈ R
n),
Glo,Gup ≥ 0.
Using the notation si, Si introduced in Section 3, this problem can be written as
inf
Gup,Glo,S1,...Sn
∫
[0,1]n
Cup(u) dGup(u)−
∫
[0,1]n
Clo(u) dGlo(u) +
n∑
i=1
∫
R
(si − Si(z)) dFi(z)
s.t. Gup(B(x)) − Glo(B(x)) +
n∑
i=1
(si − Si(xi)) ≥ h(x), (x ∈ R
n),
Gup,Glo ≥ 0,
where B(x) = {u ∈ [0, 1]n : u ≥ (F1(x1), . . . , Fn(xn))}. To the best of our knowledge,
this dual has not been identified before.
Due to the high dimensionality of the space of variables and constraints both in
the primal and dual, the marginal problem with copula bounds is difficult to solve
numerically, even for very coarse disrecte approximations.
4. Robust Risk Aggregation via Bounds on Integrals. In quantitative risk
management, distributions are often estimated within a parametric family from the
available data. For example, the tails of marginal distributions may be estimated
via extreme value theory, or a Gaussian copula may be fitted to the multivariate
distribution of all risks under consideration, to model their dependencies. The choice
of a parametric family introduces model uncertainty, while fitting a distribution from
this family via statistical estimation introduces parameter uncertainty. In both cases,
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a more robust alternative would be to study models in which the available data is
only used to estimate upper and lower bounds on finitely many integrals of the form∫
Φ
φ(x) dF(x), (4.1)
where φ(x) is a suitable test function. A suitable way of estimating upper and lower
bounds on such integrals from sample data xi (i ∈ Nk) is to estimate confidence
bounds via bootstrapping.
4.1. Motivation. To motivate the use of constraints in the form of bounds on
integrals (4.1), we offer the following explanations: First of all, discretized marginal
constraints are of this form with piecewise constant test functions, as the requirement
that Fi(ξk) − Fi(ξk−1) = bk (k = 1, . . . , ℓ) for a fixed set of discretization points
ξ0 < · · · < ξℓ can be expressed as∫
Φ
1{ξk≤xi≤ξk−1} dF(x) = bk, (k = 1, . . . , ℓ). (4.2)
It is furthermore quite natural to relax each of these equality constraints to two
inequality constraints
bℓk,i ≤
∫
Φ
1{ξk≤xi≤ξk−1} dF(x) ≤ b
u
k,i
when bk is estimated from data.
More generally, constraints of the form P[X ∈ Sj ] ≤ buj for some measurable
Sj ⊆ Rn of interest can be written as∫
Φ
1Sj (x) dF(x) ≤ b
u
j .
A collection of ℓ constraints of this form can be relaxed by replacing them by a convex
combination
∫
Φ
ℓ∑
j=1
wj1Sj (x) dF(x) ≤
ℓ∑
j=1
wjb
u
j ,
where the weights wj > 0 satisfy
∑
j wj = 1 and express the relative importance of
each constituent constraint. Non-negative test functions thus have a natural interpre-
tation as importance densities in sums-of-constraints relaxations. This allows one to
put higher focus on getting the probability mass right in regions where it particularly
matters (e.g., values of X that account for the bulk of the profits of a financial insti-
tution), while maximzing the risk in the tails without having to resort to too fine a
discretization.
While this suggests to use a piecewise approximation of a prior estimate of the
density of X as a test function, the results are robust under mis-specification of this
prior, for as long as φ(x) is nonconstant, constraints that involve the integral (4.1)
tend to force the probability weight of X into the regions where the sample points
are denser. To illustrate this, consider a univariate random variable with density
f(x) = 2/3(1+x) on x ∈ [0, 1] and test function φ(x) = 1+ax with a ∈ [−1, 1]. Then
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∫ 1
0 φ(x)f(x) d x = 1 + 5a/9. The most dispersed probability measure on [0, 1] that
satisfies
∫ 1
0
φ(x) dF(x) = 1 +
5a
9
(4.3)
has an atom of weight 4/9 at 0 and an atom of weight 5/9 at 1 independently of a, as
long as a 6= 0. The constraint (4.3) thus forces more probability mass into the right
half of the interval [0, 1], where the unknown (true) density f(x) has more mass and
produces more sample points.
As a second illustration, take the density f(x) = 3x2 and the same linear test
function as above. This time we find
∫ 1
0
φ(x)f(x) d x = 1 + 3a/4, and the most
dispersed probability measure on [0, 1] that satisfies
∫ 1
0
φ(x) dF(x) = 1 +
3a
4
has an atom of weight 3/4 at 0 and an atom of weight 1/4 at 1 independently of a 6= 0,
with similar conclusions as above, except that the effect is even stronger, correctly
reflecting the qualitative features of the density f(x).
4.2. General Setup and Duality. Let Φ be decomposed into a partition
Φ =
⋃k
i=1 Ξi of polyhedra Ξi with nonempty interior, chosen as regions in which
a reasonable number of data points are available to estimate integrals of the form
(4.1).
Each polyhedron has a primal description in terms of generators,
Ξi = conv(q
i
1, . . . , q
i
ni
) + cone(ri1, . . . , r
i
oi
)
where conv(qi1, . . . , q
i
ni
) is the polytope with vertices qin ∈ R
n, and
cone(ri1, . . . , r
i
oi
) =
{
oi∑
m=1
ξmr
i
m : ξm ≥ 0 (m ∈ Noi)
}
is the polyhedral cone with recession directions rim ∈ R
n. Each polyhedron also has
a dual description in terms of linear inequalities,
Ξi =
ki⋂
j=1
{
x ∈ Rn : 〈f ij , x〉 ≥ ℓ
i
j
}
,
for some vectors f ij ∈ R
n and bounds ℓij ∈ R. The main case of interest is where Ξi
is either a finite or infinite box in Rn with faces parallel to the coordinate axes, or
an intersection of such a box with a linear half space, in which case it is easy to pass
between the primal and dual descriptions. Note however that the dual description
is preferrable, as the description of a box in Rn requires only 2n linear inequalities,
while the primal description requires 2n extreme vertices.
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Let us now consider the problem
(P) sup
F∈MF
∫
Φ
h(x) dF(x)
s.t.
∫
Φ
φs(x) dF(x) ≤ as, (s = 1, . . . ,M),
s.t.
∫
Φ
ψt(x) dF(x) = bt, (t = 1, . . . , N),∫
Φ
1 dF(x) = 1,
F ≥ 0,
where the test functions ψt are piecewise linear on the partition Φ =
⋃k
i=1 Ξi, and
where −h(x) and the test functions φs are piecewise linear on the infinite polyhedra
of the partition, and either jointly linear, concave, or convex on the finite polyhedra
(i.e., polytopes) of the partition. The dual of (P) is
(D) inf
(y,z)∈RM+N+1
M∑
s=1
asys +
N∑
t=1
btzt + z0,
s.t.
M∑
s=1
ysφs(x) +
N∑
t=1
ztψt(x) + z0 1Φ(x)− h(x) ≥ 0, (x ∈ Φ), (4.4)
y ≥ 0.
We remark that (P) is a semi-infinite programming problem with infinitely many
variables and finitely many constraints, while (D) is a semi-infinite programming
problem with finitely many variables and infinitely many constraints. However, the
constraint (4.4) of (D) can be rewritten as copositivity requirements over the polyhe-
dra Ξi,
M∑
s=1
ysφs(x) +
N∑
t=1
ztψt(x) + z0 1Φ(x)− h(x) ≥ 0, (x ∈ Ξi), (i = 1, . . . , k).
Next we will see how these copositivity constraints can be handled numerically, often
by relaxing all but finitely many constraints. Nesterov’s first order method can be
adapted to solve the resulting problems, see [8, 9, 17].
In what follows, we will use the notation
ϕy,z(x) =
M∑
s=1
ysφs(x) +
N∑
t=1
ztψt(x) + z0 − h(x).
4.3. Piecewise Linear Test Functions. The first case we discuss is when φs|Ξi
and h|Ξi are jointly linear. Since we furthermore assumed that the functions ψt|Ξi are
linear, there exist vectors vis ∈ R
n, wit ∈ R
n, gi ∈ Rn and constants cis ∈ R, d
i
t ∈ R
and ei ∈ R such that
φs|Ξi(x) = 〈v
i
s, x〉+ c
i
s,
ψt|Ξi(x) = 〈w
i
t, x〉+ d
i
t,
h|Ξi(x) = 〈g
i, x〉+ ei.
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The copositivity condition
M∑
s=1
ysφs(x) +
N∑
t=1
ztψt(x) + z0 1Φ(x) − h(x) ≥ 0, (x ∈ Ξi)
can then be written as
〈f ij , x〉 ≥ ℓ
i
j, (j = 1, . . . , ki) =⇒〈
M∑
s=1
ysv
i
s +
N∑
t=1
ztw
i
t − g
i , x
〉
≥ ei −
M∑
s=1
ysc
i
s −
N∑
t=1
ztd
i
t − z0.
By Farkas’ Lemma, this is equivalent to the constraints
M∑
s=1
ysv
i
s +
N∑
t=1
ztw
i
t − g
i =
ki∑
j=1
λijf
i
j , (4.5)
ei −
M∑
s=1
ysc
i
s −
N∑
t=1
ztd
i
t − z0 ≤
ki∑
j=1
λijℓ
i
j , (4.6)
λij ≥ 0, (j = 1, . . . , ki), (4.7)
where λij are additional auxiliary decision variables.
Thus, if all test functions are linear on all polyhedral pieces Ξi, then the dual (D)
can be solved as a linear programming problem withM+N+1+
∑k
i=1 ki variables and
k(n+ 1) linear constraints, plus bound constraints on y and the λij . More generally,
if some but not all polyhedra correspond to jointly linear test function pieces, then
jointly linear pieces can be treated as discussed above, while other pieces can be
treated as discussed below.
Let us briefly comment on numerical implementations, further details of which
are described in the second author’s thesis [17]: An important case of the above
described framework corresponds to a discretized marginal problem in which φs(x)
are piecewise constant functions chosen as follows for s = (i, j), (ι = 1, . . . , n; j =
1, . . . ,m): Introduce m+1 breakpoints ξι0 < ξ
ι
1 < · · · < ξ
ι
m along each coordinate axis
ι, and consider the infinite slabs
Sι,j =
{
x ∈ Rn : ξιj−1 ≤ xι ≤ ξ
ι
j
}
, (j = 1, . . . ,m).
Then choose φι,j(x) = 1Sι,j (x), the indicator function of slab Sι,j. We remark that
this approach corresponds to discretizing the constraints of the Marginal Problem
described in Section 3, but not to discretizing the probability measures over which we
maximize the aggregated risk.
While the number of test functions is nm and thus linear in the problem dimen-
sion, the number of polyhedra to consider is exponentially large, as all intersections
of the form
Ξι,~j =
n⋂
ι=1
Sι,jι
for the mn possible choices of ~j ∈ Nnm have to be treated separately. In addition,
in VaR applications h(x) is taken as the indicator function of an affine half space
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{x :
∑
xι ≥ τ} for a suitably chosen threshold τ , and for CVaR applications h(x) is
chosen as the piecewise linear function h(x) = max(0,
∑
xι−τ). Thus, polyhedra Ξι,~j
that meet the affine hyperplane {x :
∑
xι = τ} are further sliced into two separate
polyhedra. A straightforward application of the above described LP framework would
thus lead to an LP with exponentially many constraints and variables. Note however,
that the constraints (4.5)–(4.7) now read
gi =
ki∑
j=1
λijf
i
j , (4.8)
ei −
M∑
s=1
ysc
i
s − z0 ≤
ki∑
j=1
λijℓ
i
j , (4.9)
λij ≥ 0, (j = 1, . . . , ki), (4.10)
as vis = 0 and no test functions ψt(x) were used, with g
i = [ 1 ... 1 ]T when Ξi ⊆ {x :∑
xι ≥ τ} and gi = 0 otherwise. That is, the vector that appears in the left-hand
side of Constraint (4.8) is fixed by the polyhedron Ξi alone and does not depend on
the decision variables y, z0. Since z0 is to be chosen as small as possible in an optimal
solution of (D), the constraint (4.9) has to be made as slack as possible. Therefore,
the optimal values of λij are also fixed by the polyhedron Ξi alone and are identifiable
by solving the small-scale LP
(λij)
∗ = argmax
λ
ki∑
j=1
λijℓ
i
j
s.t. − gi =
ki∑
j=1
λijf
i
j ,
λij ≥ 0, (j = 1, . . . , ki).
In other words, when the polyhedron Ξi is considered for the first time, the variables
(λij)
∗ can be determined once and for all, after which the constraints (4.8) – (4.10)
can be replaced by
ei −
∑
s
ysc
i
s − z0 ≤ Ci,
where Ci =
∑ki
j=1(λ
i
j)
∗ℓij and where the sum on the left-hand side only extends over
the n indices s that correspond to test functions that are non-zero on Ξi. Thus,
only the nm+ 1 decision variables (y, z0) are needed to solve (D). Furthermore, the
exponentially many constraints correspond to an extremely sparse constraint matrix,
making the dual of (D) an ideal candidate to apply the simplex algorithm with delayed
column generation. A similar approach is possible for the situation where φs is of the
form
φs(x) = 1Ss(x) × (〈vs, x〉+ cs) ,
for all s = (ι, j). The advantage of using test functions of this form is that fewer
breakpoints ξι,j are needed to constrain the distribution appropriately.
To illustrate the power of delayed column generation, we present the following
numerical experiments that compare the computation times of our standard simplex
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(SS) implementation and our simplex with delayed column generation (DCG) for
different dimensions d and numbers k of polyhedra :
d k DCG SS DCG/SS
2 256 2.282 0.963 2.340
2 1′024 1.077 1.345 0.801
2 4′096 3.963 7.923 0.500
2 16′384 20.237 34.495 0.587
2 65′536 124.89 187.826 0.665
3 4′096 2.653 13.103 0.202
3 32′768 42.863 145.002 0.300
4 4′096 4.792 25.342 0.189
4 65′536 345.6 28′189.7 0.012
The results show that with increasing dimension, the savings of using delayed col-
umn generation over the standard simplex algorithm grows rapidly. Since our Matlab
implementation of both methods are not optimized, the absolute computation times
can be considerably improved, but the speedup achieved by using delayed column
generation is representative.
4.4. Piecewise Convex Test Functions. When φs|Ξi and −h|Ξi are jointly
convex, then ϕy,z(x) is convex. The copositivity constraint
M∑
s=1
ysφs(x) +
N∑
t=1
ztψt(x) + z0 1Φ(x) − h(x) ≥ 0, (x ∈ Ξi)
can then be written as
〈f ij , x〉 ≥ ℓ
i
j , (j = 1, . . . , ki) =⇒ ϕy,z(x) ≥ 0,
and by Farkas’ Theorem (see e.g., [11]), this condition is equivalent to
ϕy,z(x) +
ki∑
j=1
λij
(
ℓij − 〈f
i
j , x〉
)
≥ 0, (x ∈ Rn), (4.11)
λij ≥ 0, (j = 1, . . . , ki),
where λij are once again auxiliary decision variables. While (4.11) does not reduce to
finitely many constraints, the validity of this condition can be checked numerically
by globally minimizing the convex function ϕy,z(x) +
∑ki
j=1 λ
i
j
(
ℓij − 〈f
i
j , x〉
)
. The
constraint (4.11) can then be enforced explicitly if a line-search method is used to
solve the dual (D).
4.5. Piecewise Concave Test Functions. When φs|Ξi and −h|Ξi are jointly
concave but not linear, then ϕy,z(x) is concave and Ξi = conv(q
i
1, . . . , q
i
ni
) is a poly-
tope. The copositivity constraint
M∑
s=1
ysφs(x) +
N∑
t=1
ztψt(x) + z0 1Φ(x) − h(x) ≥ 0, (x ∈ Ξi) (4.12)
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can then be written as
ϕy,z(q
i
j) ≥ 0, (j = 1, . . . , ni).
Thus, (4.12) can be replaced by ni linear inequality constraints on the decision vari-
ables ys and zt.
4.6. Piecewise Polynomial Test Functions. Another case that can be treated
via finitely many constraints is when φs|Ξi , ψt|Ξi and h|Ξi are jointly polynomial. The
approach of Lasserre [7] and Parrilo [10] can be applied to turn the copositivity con-
straint
〈f ij , x〉 ≥ ℓ
i
j , (j = 1, . . . , ki) =⇒ ϕy,z(x) ≥ 0,
into finitely many linear matrix inequalities. However, this approach is generally lim-
ited to low dimensional applications.
5. Conclusions. Our analysis shows that a wide range of duality relations in
use in quantitative risk management can be understood from the single perspective
of a generalized duality relation discussed in Section 2. An interesting class of special
cases is provided by formulating a finite number of constraints in the form of bounds
on integrals. The duals of such models are semi-inifinite optimization problems that
can often be reformulated as finite optimization problems, by making use of standard
results on co-positivity.
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