Let (A, B) be a pair of skew-symmetric matrices over a field of characteristic not 2. Its regularization decomposition is a direct sum
Introduction
We give an algorithm that for each pair of skew-symmetric matrices constructs its regularization decomposition.
Two pairs (A, B) and (A ′ 
that is congruent to (A, B), in which (A, B) is a pair of nonsingular matrices of the same size and each (A i , B i ) is one of the pairs
, n = 1, 2, . . . ,
where J n (0) is the n × n singular Jordan block and ). The canonical form of (A, B) under congruence (see (5) ) ensures that (A, B)-the regular part of (A, B)-is determined up to congruence, and (A 1 , B 1 ), . . . , (A t , B t )-the singular summands-are determined uniquely up to permutations. In Section 2, we give a regularization algorithm that uses elementary transformations of matrices and for each pair of skew-symmetric matrices over a field of characteristic not 2 constructs its regularization decomposition under congruence. Regularization algorithms were constructed for matrix pencils by Van Dooren [16] , for cycles of linear mappings by Sergeichuk [14] and Varga [17] , and for square matrices under congruence and *congruence by Horn and Sergeichuk [6] .
The regularization decomposition (1) is the first step towards the reduction of (A, B) to its canonical form under congruence (see Theorem 1 in Section 3): each pair of skew-symmetric matrices over an algebraically closed field F of characteristic not 2 is congruent to a direct sum, determined uniquely up to permutation of summands, of pairs of the form
where
If F is not algebraically closed, then J n (λ) in (5) is replaced by any indecomposable canonical matrix for similarity; for example, J n (λ) can be replaced by a Frobenius block 
in which p(x) ℓ = x n +c 1 x n−1 +· · ·+c n is an integer power of a polynomial p(x) that is irreducible over F. This canonical form of pairs of skew-symmetric matrices under congruence was given by Scharlau [12] in terms of Kronecker's modules; see also [13, 15] .
In Section 3, we give another proof of the canonical form of a pair of skew-symmetric matrices over an algebraically closed field based on the regularization algorithm from Section 2.
Dmytryshyn and Kågström [2, 3] construct miniversal deformations of a pair of skew-symmetric matrices (A, B) under congruence and study how small perturbations of A and B change the canonical form of (A, B) under congruence.
Regularization algorithm for a pair of skew-symmetric matrices
We consider only matrix pairs in which both the matrices have the same size. All transformations that we make with matrix pairs in this section are congruence transformations. Thus, when we write that we make an elementary transformation of rows (columns) of one matrix from a pair, it means that we also make the same elementary transformation of rows (respectively, columns) of the other matrix, and then the same elementary transformation of columns (respectively, rows) of both matrices. (6) A semi-regularization decomposition of a pair (A, B) of skew-symmetric matrices is a direct sum
that is congruent to (A, B), in which A is a nonsingular matrix and each (A i , B i ) is of the form J n or L n (see (2) and (3)).
In this section, we give an algorithm that constructs a regularization decomposition of a pair (A, B) of skew-symmetric matrices over a field F of characteristic not 2. For this purpose, it is enough to give an algorithm that constructs a semi-regularization decomposition since if (1) is a semiregularization decomposition of (A, B) and
is a semi-regularization decomposition of (B, A) (and hence each (B
is a regularization decomposition of (A, B).
We suppose that A has been reduced to its canonical form for congruence; that is,
and further we use only those congruence transformations S(A, B)S T that preserve A; i.e, for which SAS T = A. For example, we can take S = R ⊕ R −T ⊕ I, in which R is a nonsingular matrix. If R is an elementary matrix, then we obtain transformation (i) from the next paragraph. For example, we can add row i1 multiplied by a ∈ F to row j1 ("row il" means the ith row of lth horizontal strip in (7)) and make the same transformation of columns. These transformations spoil blocks (1, 2) and (2, 1) of A; we restore them by subtracting column j2 multiplied by a from column i2 and making the same transformation of rows.
The following row transformations that are coupled with the same column transformations (see (6)) do not change A:
-An elementary row transformation in the first horizontal strip and the inverse row transformation in the second horizontal strip.
-An elementary row transformation in the third horizontal strip.
(ii) -Add row i1 multiplied by a ∈ F to row j2 with j = i, then add row j1 multiplied by a to row i2.
-Add row i1 multiplied by a ∈ F to row i2.
(iii) -Add row i2 multiplied by a ∈ F to row j1 with j = i, then add row j2 multiplied by a to row i1.
-Add row i2 multiplied by a ∈ F to row i1.
(iv) Multiply row i1 by −1, then interchange it with row i2.
(v) Add row i3 multiplied by a ∈ F to a row in strip 2 or 3.
In each step of the following algorithm, we reduce (A, B) of the form (7) by transformations (i)-(v) to a direct sum, in which some of direct summands are of the form K n or L n , and delete these summands. The algorithm stops when we obtain a pair (A, B) with a nonsingular A. (7): 1. If B 33 = 0, we reduce it by transformations (i) to the form
Semi-regularization algorithm for the pair
then using transformations (v) we make zero all entries outside of I k that are located in the rows and columns crossing I k (due to (6), we also make zero all entries outside of −I k that are located in the rows and columns crossing −I k ). Delete k direct summands
(thus, we delete the rows and columns that cross I k and the rows and columns that cross −I k ). We obtain (A, B) with B 33 = 0. 
in which the dots denote zero entries. Thus, (A, B) has the direct
in which all unspecified entries are zero. Rearranging the rows and columns as indicated, we obtain
Hence, (8) is congruent to K 2 . We delete the summand (8) 
is reduced by those congruence transformations that preserve A ′ , which means that B ′ is reduced by transformations (i)-(v). ]. This addition spoils the zero block (3, 2) of A in (9); we restore it by subtracting column j of vertical strip 1 from column i of vertical strip 2. This addition spoils vertical strip 2 of B; we restore it by the rows of the last strip of B.
• Reasoning as in step 4, we delete from (A, B) all summands that are congruent to K 3 and obtain (A, B) of the form [7] ) since it contains Kronecker's canonical form for matrix pencils.
Proof of the canonical form for pairs over an algebraically closed field
In this section, we prove the following well-known theorem (see [12, 13, 15] ) using the regularization algorithm from Section 2 and the method that was developed by Nazarova and Roiter [9] (see also [10] and [4, Sect. 1.8]) to prove Kronecker's canonical form for matrix pencils.
Theorem 1. Each pair of skew-symmetric matrices over an algebraically closed field F of characteristic not 2 is congruent to a direct sum of pairs of the form
J n (λ) (λ ∈ F), K n , L n (see (5
)). This sum is uniquely determined, up to permutations of summands.
A pair of skew-symmetric matrices is indecomposable if it is not congruent to a direct sum of pairs of skew-symmetric matrices of smaller sizes. The algorithm from Section 2 is used only in the proof of the following lemma. Proof. We apply steps 1-3 of the semi-regularization algorithm from Section 2 and obtain that (A, B) is congruent to a direct sum of (9) and pairs of the form K 1 , L 1 , and K 2 . Since (A, B) is indecomposable, there are two possibilities:
• (A, B) is congruent to K 1 , L 1 , or K 2 ; they satisfy (12).
• (A, B) is congruent to (9) . Since A is singular, the size of (A ′ , B ′ ) is less than the size of (A, B) . Reasoning by induction, we suppose that (A ′ , B ′ ) defined in (10) satisfies (12) . Then (A, B) satisfies (12) too, which follows from the form of (9). Let (A, B) be an indecomposable pair of skewsymmetric matrices over F. Two cases are possible.
Proof of Theorem 1.
Case 1: A is singular. By congruence transformations with (A, B) , we make A and B satisfying (12) . Let us show that the obtained (A, B) is reduced to K n or L n by the following congruence transformations:
• interchange rows i and j and then interchange columns i and j in both the matrices,
• multiply row i and column i by −1 in both the matrices.
We make only these transformations with (A, B). For example (as in (6) Since A is singular and satisfies (12), it has a zero column; we interchange it with the last column and obtain a zero last column. If the last column of B is also zero, then 
If the penultimate column of B is zero, then L 2 (see (11) ) is a direct summand of (A, B), and so (A, B) = L 2 .
It remains to consider the case when the penultimate column of B contains ε ∈ {−1, 1}. We multiply the row containing ε by ε, interchange it with the penultimate row of [B 11 B 12 ], and obtain
If the penultimate row of [A 11 A 12 ] is zero, then K 2 is a direct summand of (A, B), and so (A, B) = K 2 . It remains to consider the case when the penultimate row of [A 11 A 12 ] contains ε ∈ {−1, 1}. We multiply the column containing ε by ε, interchange it with the pre-penultimate column, and obtain 
and so on.
Repeating this reduction, we find that (A, B) is congruent to K n or L n .
Case 2:
A is nonsingular. Since F is algebraically closed, there exists λ ∈ F such that det(Aλ − B) = 0. By case 1, there is a nonsingular S such that
and so (A, B) is congruent to J n (λ).
We have proved that each pair of skew-symmetric matrices over F is congruent to a direct sum of pairs of the form J n (λ), K n , and L n . Let us prove the uniqueness of this direct sum. Two pairs (A, B) and (A ′ , B ′ ) of matrices of the same size are equivalent if there exist nonsingular matrices R and S such that R(A, B)S := (RAS, RBS) = (A ′ , B ′ ). Thus, congruent pairs are equivalent. By Kronecker's theorem for matrix pencils (see [5, Section XII]), each matrix pair over F is equivalent to a direct sum, uniquely determined up to permutation of summands, of pairs of the types (I n , J n (λ)), (J n (0), I n ), (L n , R n ), (L T n , R T n ), (13) in which n ∈ {1, 2, . . . }, λ ∈ F, and L n and R n are defined in (4). The pairs J n (λ), K n , L n are equivalent to (I n , J n (λ)) ⊕ (I n , J n (λ)), (J n (0),
Thus, two distinct direct sums of pairs of the form J n (λ), K n , and L n (determined up to permutations of summands) have distinct canonical forms for equivalence, and so these sums cannot be congruent, which proves the uniqueness in Theorem 1.
Remark 2. Theorem 1 can also be proved by using the description of Kronecker's canonical forms for pairs of skew-symmetric matrices under equivalence and the following surprising statement from [8, Corollary 35 .2] (see also [1, § 61 and § 62]) for matrix pairs over an algebraically closed field F of
