We review the use of artificial neural networks, particularly the feedforward multilayer 13 perceptron with back-propagation for training (MLP), in ecological modelling. In MLP 14 modeling, there are no assumptions about the underlying form of the data that must be met as 15 in standard statistical techniques. Instead the researchers should make clear the process of 16 modelling, because this is what is most critical to how the model performs and how the results 17 can be interpreted. Overtraining on data or giving vague references to how it was avoided is 18 the major problem. Various methods can be used to determine when to stop training in 19 artificial neural networks: 1) early stopping based on cross-validation, 2) stopping after a 20 analyst defined error is reached or after the error levels off, 3) use of a test data set. We do not 21 recommend the third method as the test data set is then not independent of model 22 development. Many studies used the testing data to optimize the model and training. 23
network may be overtrained. With early stopping methods, part of the training data is held out 116 from the training and used to test the model performance. The error goes down on the training 117 data as the training proceeds. The error also initially goes down on the holdout data but then 118 the error level rises again as the model becomes overtrained. While we prefer this method, it 119 requires more data, which often is not available. Another problem with this method is that it 120 doesn't guarantee that the minimum error found is a global minimum rather than a local 121 minimum. If the test data set is used to determine when to stop training, this means that it is 122 not an independent test of the model. 123 124
Independent test data 125 126
Another problem we saw with the use of neural networks in ecological research was 127 the lack of independent test data sets. Two main approaches exist for evaluating (testing) 128 model performance (Guisan and Zimmerman, 2000) . The first approach is to use a single data 129 set to train and test the model using cross-validation, leave-one-out jack-knife, or 130 bootstrapping. These techniques are used most often when the available data set is small and 131 all the data is needed to train the model. The second approach is to use an independent data 132 set for testing. If the data set is divided into two parts with one part for a test, it is called a 133 split sample approach. However, the independent test is optimal if the two data sets originate 134 from two different sampling strategies. 135
Some studies used the test data to optimize the model and the amount of training (i.e. 136 method may give the best model for that set of data it does not give generalizability or 138 improve understanding of the study system. 139
Studies with independent test data set(s) are rare (i.e. Recknagel Finally, artificial neural network models should not be treated as black box models but 174 by using various techniques the box can be opened (Scardi, 2001 transparent. Use of these techniques, which are described below, will further our ecological 180 understanding, which is an important goal of the modelling process.
In sensitivity analyses, the response of the model to each of the input variables is 182 determined by applying a typical range of values to one variable at a time while holding the 183 other variables constant (Lek et al., 1996) . The variables that are held constant are set an 184 arbitrary level. The level they are held at influences the results so they can be set at their 185 minimum, first quartile, median or mean, third quartile, and maximum values successively. 186
The resulting plots allow one to examine how the variables influence the model response. 
Independent test data set 297 298
Although it has been stated before many times (i.e. Fielding, 1999a), we cannot 299 overemphasize the importance of an independent testing set. For example, in our work, the c-300 index of a model based on the training data was 0.746 (Tan et al., 2002) . We used 150 301 bootstraps to estimate how generalizable the model was and the corrected c-index as 302 determined from these bootstraps was 0.663. Finally we tested our model on an independent 303 data set. The c-index was 0.511 or about random. Thus our training data indicated the model 304 was explaining some of the variation in the data. The bootstrapping indicated it was not quite 305
as generalizable but the test data indicated our model was performing about the same as a 306 random model. Thus while very good results might be obtained with training data, and still 307 good results might be indicated by bootstrapping (or some other data splitting technique such 308 as jack-knifing), the real test is the independent data set. 309 310
Conclusions 311 312
We recommend that the following information be included in every published research 313 using MLP. These should be included to make the MLP modelling process more transparent 314 and thus more readily accepted by the ecological research community at large, as well as to 315 make it possible to replicate the research. When using standard statistical techniques, the 316 researchers must justify that their data meet the assumptions of those techniques. We have found that one hidden layer is sufficient in our MLP models to achieve high 331 accuracy on the training data and that two hidden layers does not increase this accuracy. The 332 accuracy level levels off after a certain number of hidden units. However to avoid 333 overtraining, the number of training epochs should be limited as well as the number of hidden 334 units in the hidden layer. 335
Based on the literature review of the use of MLP in ecological research and our own 336 experience, we suggest that more effort be made to interpret the results of the neural network 337 models using techniques such as input variable relevances, sensitivity analyses, neural 338 interpretation diagrams, randomization tests, and partial derivatives. We also recommend that 339 independent test data sets be used for assessing model accuracy, as we found dramaticdifferences between model performance based on training data, bootstrapping, and use of an 341 independent test data set. 342 
