The different interpretations of quantum mechanics yield the same experimental results, which may give the impression that the question of what interpretation is the true one, is a philosophical question, not a scientific one. But in this paper, we will see that we can actually prove one interpretation, in particular, a version of the ensemble interpretation, as the natural interpretation of quantum mechanics. Furthermore, we will prove the axioms of quantum mechanics, without the need of anything beyond probability theory.
Introduction
Throughout this paper, Dirac's notation will be used.
In quantum mechanics, for example [1] in the experiment of measuring the component of the spin of an electron on the Z-axis, and using as a basis the eigenvectors of 3  , the state vector of the electron before the measurement is:
(1) However, after the measurement, the state vector of the electron will be either u or d , and we say that the state vector of the electron has collapsed [1] . The main problem of a measurement theory is to establish at what point of time this collapse takes place [2] .
Some physicists interpret this to mean that the state vector is collapsed when the experimental result is registered by an apparatus. But the composite system that is constituted from such an apparatus and the electron has to be able to be described by a state vector. The question then arises when will that state vector be collapsed? [1] [2] .
On the other hand, if we consider the experiment of tossing a coin for one time, then the sample space of this simple experiment is [3] :
(2) Of course, as it is known, this does not mean that the coin has all of these possibilities at once, it is merely a statement about the possible outcomes of the experiment. And after doing the experiment, we will get just one of these two re-sults and not both. That means that one of the elementary events only will happen: either } {H or } {T , but not both at once [3] .
What if the state vectors were nothing but another representation of events in the sense of the usual probability theory? What if the state vector before measurement is just the representation of a sample space, and the result we get after measurement is just an ordinary elementary event, in a similar manner to the coin example, and in this sense the measurement is an experiment in the sense of the word used in probability theory? If we could reformulate probability theory in such a way that allows the representation of ordinary events by vectors, without violating Bell's theorem, then this will lead to an entirely different understanding of the underlying mathematics of quantum mechanics, and hence to quantum mechanics itself. And this is the aim of this paper.
An alternative method to formulate probability theory
In this section we focus on the reformulation of probability theory. Next, we use this formulation to reformulate quantum mechanics. All systems that we will study at first are classical, until it is otherwise stated. We reformulate probability theory in a similar language to the one used in quantum mechanics. Later on, we show that this formulation reduces the number of postulates used in quantum mechanics.
First we will start by considering finite sample spaces.
Here it will be presented an outline of the method to be used in this formulation:
Having an experiment with a finite sample space  , There is always a finite dimensional Hilbert space H with a dimension equal to the number of the elementary events of the experiment.
Then, we can represent each event by a vector in H using the following method:
I-the square of the norm of a vector representing an event is equal to the probability of the event.
II-Given an orthonormal basis of
H , we represent each elementary event by a vector parallel to one of these basis vectors, such that no different elementary events are represented by parallel vectors, and the square of the norm of the representing vector is equal to the probability of the elementary event.
III-Then every event is represented by the vector sum of the elementary events that constitute it.
From (I) we see that the vector  representing the impossible event must be the zero vector because:
So:
And the vector representing the sample space must be normalized, because:
Furthermore, we know that the probability of an event is equal to the sum of the probabilities of the elementary events that constitute it [3] , for example if:
So, are (I), (II) and (III) consistent with this rule? Actually they are. To see that, let us suppose that sample space is: 
is a orthonormal basis, then it satisfies:
Where I is the identity operator. According to (III), A must be represented by:
And by adopting the notation:
We have:
Obviously, we see that  is represented using this basis as:
As a result of (II) and (III) we see that  is represented by:
And we see that:
As an example that helps clarifying the former ideas, let us take the experiment to be throwing a fair die and the result to be the number appearing on top of it after it stabilizes on a horizontal surface.
The sample space of this experiment is:
Now let us take two arbitrary events
A and
And let us suppose they are represented by:
Then we have:
We notice that if
then all of deltas are zeros so
So, we get this result:
We see that for any two events A and B , we can write the event A as:
then as we see according to (33) that:
And:
As a result:
Or:
We can write the former results, since the probability of some event is equal to the square of its norm, and using (37), by the following manner:
Finally, we can see also that, if we have two events:
Then we can write the intersection of them as:
2.1.2
The difference of two events Let us take two events A and B . We saw from (34) that we can write the event A as:
A is an event constituted of elements not present in B but belong to A so:
That means:
We can verify immediately that:
The union of two events
We know that the union of two events is an event constituted of the elements belonging exclusively to the first one, the elements belonging exclusively to the second one and the common elements between the two[3] [ 4] .
So, it must be represented by:
Which we can write as:
Noting that:
we can directly verify that:
In a side note, we can prove that:
. The complementary event
We know that the complementary event A of an event A is given by [3] 
We can directly verify that:
Observables
Let us suppose we have a system, and we want to do an experiment with it, which has the sample space:
Or equivalently:
Where as we saw, since Not even just that, but since this is true for any lambdas, then whenever we assign real numbers to elementary events, we can consider them to be the eignvalues of some Hermitian operator in Hilbert space corresponding to the eigen-
And since the observable is by definition a function from the elementary events to real numbers[1], then we can represent any observable we define on the system, by a Hermitian operator in Hilbert space.
But we have to be careful here: all the observables we have talked about have the same set of eigenvectors, and we will call them compatible observables, and if we take any two of them, we find that their commutator is zero, because they have the same eigenvectors.
If we take one of these observables, let it be Â , which is represented by:
Then we can think of the experiment as giving us one eignvalue of the observable. And since this is true for every one of the compatible observables with Â as we saw, then it is clear that compatible observables can be measured simultaneously together with a single experiment, which is the experiment we talked about. Now, let us suppose that: Now we will divide all the experiments we can do on the system into classes of experiments. Each class is composed of experiments that have the same number of outcomes (the same number of elementary events). So the experiment that we talked about is one member of the class
is the class of experiments that have N elementary events by definition. We will name our experiment 1 E . We saw that for the experiment 1 E , we can define an infinite number of compatible observables (Hermitian operators) which all have the same eigenvectors
Let us now take another experiment from the same class N C which we will call 2 E . What we mean by another experiment on the system is that we cannot do 1 E and 2 E simultaneously. Let us suppose the sample space of 2 E is:
Now in general, the probability distribution of 2 E may be radically different from that of 1 E . So, how are we going to represent the events of 2 E by vectors? Well, since we can represent  by a vector in any N-dimensional Hilbert space, then we can represent it in the same Hilbert space that we used to represent  . We can use another basis in this space and use another vector (different from  ) to represent  , or we can use the same basis and a different vector from  to represent  , or we can use a different basis (different from E . All these approaches are valid, but we will choose the last one (we could also have worked in a different Hilbert space all together). Of course we can represent 2 E with the same basis and the same vector for the sample space, if it has the same probability distribution of 1 E . But to distinguish 2 E as an experiment that cannot be done simultaneously with 1 E , we will represent its elementary events by a different basis. Now for 2 E , we have: E . Since all of them have the same set of eigenvectors, then the commutator of any two of them is zero.
But if we take one of them, let it be B , and take an observable Â associated with 1 E , then since Â and B do not have the same eigenvectors (because
And since 1 E and 2 E cannot be done simultaneously, then we cannot measure Â and B simultaneously, because each observable is defined in terms of the experiment it is associated with. So we call them incompatible. Now, before we continue, let us take some examples of some compatible and incompatible observables.
1-Compatible observables:
In the experiment of throwing the die, we can define the first observable to be the number appearing on the top side of the die, and the second observable to be the square of the number appearing on the top side of the die.
Let us call the first Â and the second B . We have: We have:
And: 
2-Incompatible observables:
Let us take a coin. We will imagine two ideal experiments that we can do with it. In the first one, let us call it 1 E , we toss the coin and it stabilizes on a horizontal surface and the top side of it is either Heads or Tails. We can define the observable Â to take the value 1 for Heads, and the value -1 for Tails. The second experiment , 2 E , is throwing the coin in a particular way, that makes it stabilize on its edge on some horizontal surface. We suppose that the edge of the coin is half painted. We can define an observable B to take the value 1 if we looked at the coin from above and saw the edge either all painted or all not painted, and -1 if we saw it partially painted. We see that we cannot do both And as we will see in the future, not every vector we use to represent the sample space of some experiment of some class, satisfies this for all experiments of the given class. So, we will call any vector that actually satisfies this condition, meaning it represents the sample space of all possible experiments of a given class that can be done on the system, we will call it the state vector of the system because it gives us the information about any experiment we can do on the system for a given class of experiments. And from now on, throughout this paper, when we use the term "state vector", we mean it in this particular sense. We will talk more about this later 
Where we know that, if the probability of
That is interesting, because if we take the vector space:
and take the vector  in it which is:
Where by definition: 
Well, it is the same probability of the event 
We can generalize this to any number of experiments. P.S. when we define the sample space of some experiment, it is not necessary that we really do the experiment, but it just describes a potential experiment. We will use this later. Now, let us ask ourselves a question: is the state vector unique? Can we use for a given class of experiments, more than one vector as a state vector?
If it is not unique, then we must find the same probabilities for all experiments of this class that we can do on the system, whether we used  or -if exist-the other vector/vectors that can be used as state vectors. Let us suppose that for an experiment 1 E , the state vector of the system is written as:
Let us take the vector  which is:
Where l z are complex numbers which we will write in the form:
Where:
For  to be a state vector for the system, then all the probabilities of the elementary events (so all the probabilities of all events since the probability of an event is the sum of the probabilities of its elementary events) of any experiment from this class must be the same as given by  . So, the probabilities of the elementary events of 1 E do not change.
So the following equation must hold: 
And because the former condition is true even if we choose the experiment to satisfy:
for all values of l c , because our choice of 1 E is arbitrary, we must have: But that is not enough, because the condition that probabilities must not change must be true for any other experiment from the same class, that we can do on the system and not just 1 E , because we are talking about state vectors here. Let us take another experiment 2 E of the same class. We know that it must be represented by another basis, let us say We saw that the probabilities of the events of 1 E do not change. But to reach our goal, which is that we want  to be a state vector too, then the probabilities of the events of 2 E must not change. So, we must have: And that is for any l and k . So we have:
So we see that: So, for  to be a state vector too, it must be of the former form. From the above we see that we can multiply  by any pure phase and still get another state vector.
The collapse of the state vector
Let us suppose that we have a system. We want to do on it an experiment 1 E of the class Let us suppose that we want to do another experiment now on the system from the same class, after we did the first one.
Well, one such experiment could be just reading the result of the former experiment. Since the result was k u then definitely we will find the result k u . So we can represent the sample space of this experiment by:
But, according to the note (*) , the state vector after the measurement i.e. after doing the second experiment (after reading the result), must be able to represent this experiment. So it must give the same probabilities for the elementary events of this experiment. So we must have: So, if the state vector before we do some experiment was given by (102), and after that, we did the experiment and got the result We can call this a collapse in the state vector. But we also see that there is nothing mysterious here, for we just have a change in probability distribution after the measurement.
We can see that another way to express the above is, that if Â is an observable that the experiment measures (as we have mentioned, that means a Hermitian operator that has
as its eigenvectors), then the system after the measurement will be in an eigen state of Â corresponding to the eigenvalue of it that we will measure.
Entangled states
Now, how do we represent composite systems?
Let us at first take two non-interacting systems. Let us do an experiment 1 E on the first one of the class N C 1 ( N C 1 is the class of experiments we can do on the first system with N outcomes). Its sample space will be of the form:
But since the probability of the event
And we have:
We can write  as:
So, the measurement is an entanglement between the system and the observer. And since the collapse of the state vector after the measurement is simply a matter of changing the probability distribution as we have seen, and after tossing the coin, the probability distributions for the three experiments: tossing the coin, the observer observing the result of the toss, and observing the observer observing the result will all change according to the result of the toss. So all the state vectors (138), (140), and (142) will collapse together and there is nothing mysterious about it: it is just a change in probability distributions!.
Time evolution of systems
The physical state of the system might change with time, so that means the state vector describing it might change with time, because the probability distributions of experiments might change with time. We will talk about time evolution of closed systems at first. First of all, what is the definition of a closed system? We will adopt the following definition:
A closed system is a system which satisfies that its characteristics are independent of time, meaning, when we study the system, it does not matter where we choose the origin of time, as long as we do not do a measurement on it.
Since the number of outcomes is the same in any moment of time we want to do the experiment, so at time t we can represent the state vector of the experiment in the same vector space that we represented the state vector of it at time 0 t . We know that each observable is represented by a Hermitian operator, and the experiment we do to measure it has its events represented by orthonormal basis that is the eigenvectors of this operator. We will keep the bases representing all the experiments the same, and see how must the state vector change with time to keep satisfying that it is the state vector for the closed system. So, for the observable 
Where t is the time elapsed after the moment 0 0  t . We will search for an operator Uˆ such that, if we start the system in any initial state ) 0 (  , then its state after a time t is given by:
But since the state vector is a sample space vector, hence it is normalized, so:
This can be done by choosing Uˆ to be isometric:
Where I is the identity operator. And as is known, this implies that this operator is linear[5].
Furthermore, from (147) we see that: 
Where we are integrating only over intervals spanned by A and this is the meaning we will give to the former equation throughout this paper. We can see that:
Since:
That yields:
But from (173) we know that:
We know that when 
