A method for constructing time-domain asymptotic solutions of hyperbolic partial differential equations with delay, with singular memory kernels, is presented. The asymptotic solutions are expressed in terms of basis functions that are regularizations of a sequence of distributions related by fractional integration.
Abstract.
A method for constructing time-domain asymptotic solutions of hyperbolic partial differential equations with delay, with singular memory kernels, is presented. The asymptotic solutions are expressed in terms of basis functions that are regularizations of a sequence of distributions related by fractional integration. It is demonstrated that the signal builds up gradually from a zero value after the passage at the wavefront, resulting in signal delay. Attenuation splits into two parts: a frequency-independent amplitude modulating factor and a frequency-dependent part implicit in the basis functions.
Explicit basis functions are obtained for the £-1/2 and t~n/3 singularities. Asymptotic solutions are derived for systems of PDEs with the t-1/2 singularity and for scalar equations with the t~n/3 singularities.
Asymptotic fundamental solutions are constructed for scalar equations with singular kernels. For two families of scalar equations with singular kernels, asymptotic fundamental solutions are shown to be exact.
1. Introduction. For many hyperbolic pseudo-differential operators, including Maxwellian viscosity, ray asymptotic solutions provide accurate amplitudes of discontinuities propagating at the wavefronts. In the time domain, the solutions can be constructed in terms of wavefront expansions involving a superposition of a sequence of distributions supported by the wavefronts and scaled by the amplitudes provided by the ray theory [9] . The superposition principle implies that the amplitude of a localized signal propagating with the wavefront is correctly estimated by ray asymptotics.
The situation changes radically when the solutions of the hyperbolic system are infinitely smooth, as is the case for hereditary models of viscoelasticity with weakly singular memory kernels [6, 31, 32, 35, 44, 45, 11] , and for poroelasticity [20, 23] . In this case an initial discontinuity is immediately smoothed out and delayed with respect to the wavefront. The resulting time-domain asymptotic series is a superposition of an infinite series of basis functions that are regularized distributions and that vanish at the wavefront with all their derivatives.
Since the basis functions replace the distributions appearing in wavefront expansions, the corresponding asymptotic expansions are called generalized wavefront expansions [22] .
Wavefront smoothing for a class of scalar equations with singular convolution kernels applied to the time derivatives was studied in some detail by [31, 30] and the results were later reported in [32, 11] . In these papers, closed-form solutions were obtained in integral form. For two selected cases we have obtained explicit solutions in analytic form. Explicit asymptotic solutions for equations with constant coefficients in one spatial dimension were derived in the paper [6] . Wavefront smoothing for hereditary viscoelasticity with singular kernels is demonstrated in the papers [44, 35] .
On the physico-experimental side, kernels with the t~1^2 singularity have been linked to diffusion relaxation [25] and Biot's theory of poroelasticity [36, 20] . More general weakly singular kernels appeared in the theory of viscoelasticity developed by the school of Rabotnov [42, 43] and Rzhanitsyn
[49] as well as in polymer rheology [51, 46, 3, 26, 27, 10, 52], Additional cases involve acoustic one-dimensional problems with the lateral boundary conditions incorporated in the differential equations [54, 41] and bubbly liquids (cf. references in the paper [38] ). Relevant experimental results in creep tests are discussed in [37, 42, 43] .
Pipkin [39, 40, 29] studied problems of a quasi-parabolic type defined in terms of non-analytic creep functions and demonstrated the agreement of the large-time pulse asymptotics with the experiments of Kolsky [28] . His asymptotic solutions are expressed in terms of a basis function defined in our paper without the delay effect associated with finite propagation speed. Universality of pulse shapes for varying propagation times and materials, observed by Kolsky, is related to the representation of the pulse in terms of a single basis function. This paper extends the time-domain asymptotic solutions of [6] to 3D problems with variable coefficients. An advantage of the method developed in [6] is an explicit analytic representation of the pulse. For the 3D problems with variable coefficients, the amplitude of a signal is not constant and it has to be determined by ray asymptotic methods. The amplitudes are calculated by integrating an infinite sequence of transport equations. It is demonstrated below that transport equations can be put in recurrence form in two cases: for systems of equations with the t-1/2 singularity and for scalar equations with the t~n/3 singularity with n = 1 or 2. The explicit form of basis functions for the t~1'2 singularity was found in [6] . In this paper we determine an explicit form of the basis function in the t~n/3 case that is more appropriate for numerical applications than the Wright function of [6] .
Finally, exact analytic fundamental solutions of scalar equations considered in [31, 30] are found. This is an improvement over the integral solutions of the last references. In addition, the exact fundamental solutions coincide exactly with the asymptotic solutions of the same problems.
A rigorous formulation of the problem is given in Sec. 2. Basic facts about basis functions are collected in Sec. 3. In Sees. 4-5, basis functions and asymptotic solutions are constructed for the t~1'2 singularity. Explicit fundamental solutions for a one-parameter family of scalar equations with such a singularity are constructed in Sec. 6.
Explicit basis functions for the f-1/3 and t~2/3 singularities are constructed in Sec. 7 . In this case, transport equations are not in recurrence form (Sec. 8) except for the scalar case (Sec. 9). Fundamental solutions in an explicit closed form are constructed for a two-parameter family of scalar equations.
Both families of exact fundamental solutions mentioned above are superpositions of basis functions with constant coefficients. In these cases, the attenuation is totally contained in the basis functions. In the more general cases, amplitudes of the basis functions involve exponential factors modifying the total attenuation.
Asymptotic solutions involve a sequence of free parameters that can be determined from the initial and boundary-value conditions using the results of Appendices E and F. Regularity of the higher-order derivatives at t = 0 completes the set of conditions for determination of the free parameters.
Formulation
of the problems. We consider here asymptotic solutions of a symmetric hyperbolic system of partial differential equations with time delay 3)
The coefficient matrix HQ is also a convolution operator with the N x N matrix-valued kernel Hq(t, £).
For simplicity of the exposition it is assumed that Gofc = G^o = 0. The assumption of symmetric hyperbolicity amounts to is positive definite; (2-4)
In particular, we shall consider the scalar equation
In applications to continuum mechanics the coefficients G^j represent the elastic response of the medium while the integral kernels G^ account for viscous effects. The coefficients G-^ account for the viscous effects in the stress-strain relations while Gq^1' accounts for the effect of viscosity on effective inertia, e.g., the viscodynamic operator of Biot's poroelasticity. In many viscoelastic models, the stress-strain relation involves a singular kernel. A good example is the well-established Bagley-Torvik model of uniaxial extension of a polymer [46, 3] with the Young modulus in the frequency domain given by the formulâ = ER + Ec{~lU,/^)a , 0 < a < 1, Eg > ER > 0, u,c > 0, (2.7)
1 + \-lLO/LiJc)a which implies that in the time domain, the Young modulus E is a time convolution operator with a singular kernel E(t) ~ for r -> 0. The coefficients Eq and Er are known as the glassy and rubbery moduli while the characteristic frequency cuc defines the transition region. The formula (2.7) covers a very wide range of frequencies.
In Biot's poroelasticity [5] , G0o(t, x) = pi pfI pfl N(r, x) (2.8) where I denotes the 3x3 unit matrix and the viscodynamic operator N(r, x), explicitly known for some idealized pore geometries, has a singularity ~ r-1'2 [5, 36, 4, 53, 7, 2, 56] . The singularity of the viscodynamic operator is important for frequencies w > wb 1 0r,Hz, where wb denotes Biot's frequency.
Biot's theory is not adequate for rocks and hydrocarbon reservoir models in view of microinhomogeneity leading to scattering and fast-to-slow wave conversion [19, 16] . In this case an effective dispersion relation for the fast longitudinal wave accounting for the fast-to-slow conversion has been derived for the fast P wave for frequencies in the range between a characteristic frequency lu0 and wb [19] . The resulting dispersion law can be closely matched by a causal power law [21] leading to the memory singularity t~oe6 if the Biot frequency ui-q can be considered infinite for the problem at hand.
It is therefore assumed here that the convolution kernels G^'(r, £) have an int.egrable singularity r~7 at r -> 0 with 0 < 7 < 1. A singularity r~7, 0 < 7 < 1, in the convolution kernels has important qualitative effects on wave propagation: • wavefronts do not carry any discontinuities [20] ; this property extends to nonlinear equations [22] ;
• the wavefield is C°°-smooth at the wavefront [6, 32, 22] (cf. also [48] );
• the signal gradually builds up after the passage of the wavefront and the peak arrives with a delay with respect to the wavefront [22, 23] . In the extreme cases, the signal is detached from the wavefront and exhibits a nearly diffusive behavior.
For scalar linear equations (2.6), a precise criterion for wavefront smoothing is given in [32] : the solutions are smooth at the wavefronts if A"(r)/lnr -> -00 for r -> 0+. By a Tauberian theorem ( [12] , Thin. 16.1.3), this is equivalent to the Laplace image K(s) decreasing for s -> 00 slower than s_1 Ins.
The limiting case 7 -■> 0+ is the logarithmic singularity in the kernel K{r), studied in detail in [32] . An example of such a kernel can be found in [45] . At the opposite end, for non-integrable kernels (7 > 1), the solutions of Eq. (2.6) are analytic [44] and, consequently, Eq. (2.6) is not hyperbolic. Exact fundamental solutions will be constructed in analytic form for two classes of the scalar equations (2.6) in 1 + 3 dimensions, where the convolution kernel K(t,£) has the singularity t_1//2 (Sec. 6), t~2/3 or r~1/'3 (Sec. 9, Appendix D) for r -> 0. Some exact solutions in integral form were constructed in [31] (cf. also [11] , vol. 5, 16.5).
Asymptotic solutions are sought in the form of generalized wavefront expansions Asymptotic expansions with a similar phase function were introduced for the first time in [6] in a study of one-dimensional wave motion in a homogeneous viscoelastic medium. The right-hand side of (3.1) can be regarded as the result of expanding the exponential in the apparently more general expression (Appendix A). Thermodynamics (and existence of inverse Laplace transforms) requires that Ai > 0 but places no restrictions on A", v > 1. For sufficiently large negative values A", 1 < v < N, the signal exhibits some initial oscillations and then tends to a positive signal.
For A" >0, v -1,... ,N, the function /o is an infinitely divisible probability density function and a convolution of N stable probability density functions [15, 17] , as noted in [29, 33] . This implies that the signal can be viewed as the result of N successive fractional diffusion processes [14, 17] . The asymmetry of the signal is due to the total (3.8) skewness of the probability density functions. In particular, for N = 1 and 71 = 1/2, the function /o is the Levy probability density function [15] .
In general, the rate of decay of the pulse at the wavefront can be estimated from the following upper bound [32] :
fQ{t,\')<t-le~ce~^ for arbitrary t > 0. Much sharper local estimates for the functions fa for t -► 0+ can be obtained in specific cases from asymptotic expansions of the basis functions. The estimates (3.12) can be used to estimate higher-order terms for which the basis functions cannot be evaluated explicitly.
The following recurrence relations can be used to calculate the basis functions: §£ -<3 is> and N A') = a/Q+i(t, A') 4-^2 X)- (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) l/=l Equation (3.14) is a generalization of a recurrence relation from [6] . It can be proved by applying integration by parts to Eq. B(x,k) = -fc,fciGj°)(x). (5.14)
For simplicity, it is assumed that the eigenvalue H of (5.13) is simple. In this case, H(x.. k) are homogeneous functions of second order of the second argument. in [24] ).
In the following we shall also need the gradient k^1) and the second-order derivatives Sjf} of SW. for t > r. The peak of f^\t -r, ar) lies at t = r(l + a2r/6). The constants Co, Ci, C2,... can be determined from initial or boundary-value data using the results of Appendix F. In particular, the fundamental solution corresponds to The rate of decrease of the signal at the wavefront depends on the coefficient a while signal attenuation along the ray path is additionally controlled by the coefficient b (the Darcy coefficient in a porous medium). The exponential factor exp[-(b -a2)r/2] represents a correction to the attenuation already implicit in the basis functions. The coefficient (3 responsible for memory fading plays a secondary role at the wavefront. It, however, controls the gradual decay of the signal at the source [47]. Ai,A2) =, (7.6)
The function X\, A2) can be calculated asymptotically for Af/(3i)4/3+A2/(3£)1/3 > e > 0 by applying the same variable transformations followed by the steepest descent The definition of the basis functions imposes the constraint that the function is nonnegative. In view of Eq. (9.9), the inequality A > 0 ensures this property at every point of the ray if it is satisfied at its origin. The inequality is derived from the principle of nonnegative time-averaged dissipation in Appendix H. Equation (9.13) involves the first-and second-order gradients of and S^2\ The gradients of S1-1"1 and S^ can be calculated by integrating a 2-jet prolongation of Eqs. (9.9) and (9.10). This can be done along the lines of Appendix G. The gradient of uq in (9.13) can be calculated by integrating a 1-jet prolongation of Eq. (9.12).
Summarizing, the solution of the initial value problem has been obtained in the form 
cj, = 0, (9.33) and, consequently, = c° for fj, = 0,1,2,..., which yields (D.9).
The attenuation of the exact fundamental solution (D.9) is totally included in the basis functions. For C -A(B -A2/4)/2 ^ 0, an additional frequency-independent attenuation factor appears in the asymptotic solution.
The point source problem can also be solved by applying the identities proved in Appendix E.
Comparison with linear creep theory [39] shows that the kernel (9.5) corresponds to the creep function J{t) = ~ [6{t) + At1/3/r(4/3) + Bt2_/3/T{5/3) + Abt+ + b2t4f /r(7/3) + •••], (9.34) which has a dominant singularity fairly closely matching experimental data for some materials.
10. Conclusions. Equations (2.1) with singular memory kernels do not support discontinuities at wavefronts. The signal vanishes at the wavefront with all its derivatives and its peak arrives with some delay after the wavefront. As shown in [23] , this behavior radically differs from equations with other models of attenuation.
The singular part of the memory kernel has a significant effect on the pulse shape and propagation, in contrast to the regular part, which has a minor influence on the tail and total attenuation.
In fact, the low frequency effects of the memory can be represented by a single additional parameter, as shown for some poroelastic models [2, 56] .
Wavefront behavior of waves in singular hereditary models is expressed in terms of basis functions. Basis functions can be derived in explicit form for the singularities f-1'2, £-1/3, £~2/3. For other singularities they can be expressed in terms of functions of two or more arguments (such as more exotic versions of the Pearcey function for the singularities £~r/4). Asymptotic expressions for a class of basis functions for t -> 0+, t -> oo and the transition between elastic and fractional viscoelastic creep compliance functions can be found in [29] .
Transport equations in recurrence form have been obtained for arbitrary systems of equations in the r-1/2 case and for scalar equations in the t-1/3, t-2/3 case. In the other cases, transport equations are no longer in recurrence form.
Generalized wavefront expansions fail at caustics due to vanishing ray spreading and to divergence of gradients of the functions S^r>{x.), r > 0. Uniformly asymptotic generalized wavefront expansions for a simple caustic are derived in a separate paper.
For two important classes of scalar equations, exact fundamental solutions are obtained in the form of linear combinations of basis functions. A singular hereditary model cannot be approximated by a superposition of a finite number of elementary relaxation mechanisms. Indeed, the relaxation spectrum [8] of the function r,T7/r(l -7), 0 < 7 < 1, has a singularity at 0:
for r > 0, as can be deduced from Eq. 3.3.81.4 in [18] . As a result, standard numerical FD schemes for viscoelasticity based on relaxation of "hidden variables" are not applicable to singular hereditary models. On the other hand, discarding the regular part of the memory and applying the methods of fractional calculus and the Griinwald-Letnikow derivatives [34, 50] leads to rigorous FD schemes.
Notation. G(j() = (Gji + Gii)/2. By the Lebesgue theorem, the limit r -» 0 exists and equals which proves (E.l). The remaining equations follow trivially.
The above results can be used to solve signaling problems (point source problems). does not depend on t for t > 0. We set t = 1 and deform the contour C to run along the steepest descent path a = /j,1/3e±l7r/3 while avoiding the pole at 0 (Fig. F.2 ). The contributions from the straight line parts of the contour cancel, while the arc of the circle gives J = 1. This proves Eq. (F.5).
The time derivatives of (t -r, ar, br)/(47Tr) of second and higher order are singular at t = 0. These singularities can be expressed in terms of a fractional-order expansion of (d2fl3\t -r, ar, br)/dt2)/(4nr) for /i = 0,1,2,... with respect to t. Such expansions can be obtained by deforming the contour C to the steepest descent path argr = ±27r/3, substituting r = crt1/3, expanding the algebraic functions in the integrand in fractional powers of t and evaluating the coefficients of the expansion with the help of the integral formulae hj/T'iT^ (F-7) We now deduce some constitutive inequalities from the constraint (D) > 0 (H.5)
for an arbitrary frequency w. The constraint (H.5) replaces the usual assumption about the energy dissipation in a closed cycle [13] .
Denoting by Kq(uj) the 
