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an71 Spring NetCourse schedule announced
NetCourse 101. An Introduction to Stata
6 weeks (4 lectures)
Course dates: February 25 through April 7
Deadline for enrollment: February 21
Cost: $ 85
Course leaders: Shana Carter, David Reichel, and Jeremy Wernow
Prerequisites: Stata 6, installed and working
Schedule:
Lecture 1 February 25
Lecture 2 March 3
One-week break March 9 through March 15
Lecture 3 March 17
Lecture 4 March 24
Closing discussion
Course ends April 7
NetCourse 151. An Introduction to Stata Programming
6 weeks (4 lectures)
Course dates: April 7 through May 19
Deadline for enrollment: April 3
Cost: $100
Course leaders: David Cowart, Roberto Gutierrez, and Ken Higbee
Prerequisites: Stata 6, installed and working
Basic knowledge of using Stata interactively
Schedule:
Lecture 1 April 7
Lecture 2 April 14
One-week break April 20 through April 26
Lecture 3 April 28
Lecture 4 May 5
Closing discussion
Course ends May 19
NetCourse 152. Advanced Stata programming
6 weeks (4 lectures)
Course dates: March 3 through April 14
Deadline for enrollment: February 28
Cost: $100
Course leaders: David Drukker, Ken Higbee, and Allen McDowell
Prerequisites: Stata 6, installed and working
NetCourse 151 or equivalent knowledge
Schedule:
Lecture 1 March 3
Lecture 2 March 10
One-week break March 16 through March 22
Lecture 3 March 24
Lecture 4 March 31
Closing discussion
Course ends April 14
More information, including an outline of each course, can be obtained by pointing your browser to http://www.stata.com;
clicking on the Headline Spring NetCourse schedule announced; and emailing stata@stata.com for enrollment forms.Stata Technical Bulletin 3
dm63.1 A new version of winshow for Stata 6








w command (Brady 1998) has been updated and improved for Stata 6. The major new features are the ability
to display and enter data into a variety of controls (edit boxes, drop-down lists, check boxes and radio buttons), and the ability












































































































































































w dialog box allowing searches for a particular value in one of the variables (see Figure 1).
By default, searches start at the next observation and go forward through the dataset, cycling around to the ﬁrst observation
and ﬁnishing at the current observation. Backward searches are allowed and the cycling round can be disabled if required.
Dates can be entered naturally into the “search-for” ﬁeld; they will be converted into elapsed dates before the search starts.
Searching for text within a string variable will be deemed successful even if the search text is only part of the searched
text and regardless of case. For example, searching for ‘good’ in a surname variable would ﬁnd observations with surnames










































w settings for varlist. Programmers might
ﬁnd it useful to log these commands to a do-ﬁle.
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t interface (see below). Edit boxes can be used to display any type of
variable but all other control types may only be used with labeled categorical variables. Radio buttons allow variables with two,









g. Check boxes only allow
variables with two categories which must be coded 0 (unchecked) and 1 (checked). By their nature, radio buttons and check
boxes do not allow missing values. There is no limit on the number of categories allowed with drop-down boxes, and missing









y variable shown in Figure 2 is an example of missing not allowed).














w to determine how variables are to be displayed and dealt with during data






t program (see Figure 3).Stata Technical Bulletin 5





















t # or string or “to-
days date”
Speciﬁes a default value the variable is to take when entering a new
observation. A special default value for date variables is allowed; namely,
todays date. This allows observations to be date-stamped according to
when they were entered.
l
e
n # The length in characters of the edit box used to display values of the
variable. The default length is either the length of the maximum value of


















s # A value of 1 prevents the user from leaving the variable blank or entering












The valid range of input values is deﬁned by the two numbers (lower
and upper limit, respectively). Optionally, strict may be speciﬁed which
prohibits entry of values outside the valid range (including missing).
r
e
q # A value of 1 means that the variable cannot be left blank (although missing
is allowed).
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dm75 Safe and easy matched merging
Jeroen Weesie, Utrecht University, Netherlands, j.weesie@fss.uu.nl
























e is best explained in terms of
an important property of matched variable(s): namely, whether or not it (they) form a key in the two datasets. A key comprises
one or more variables that uniquely deﬁne observations and is never missing. Whether or not one or more variables form a key
is primarily a theoretical issue; it depends on the properties of the objects represented by the data. If a dataset of individuals
contains a person’s social security number (SSN), SSN provides a good example of a key. There cannot be two persons with the
same social security number and it is never (should never be) missing. Of course, a dataset may violate these properties, but






e helps identify such problems.
I want to stress that key-ness is a theoretical property of the data that is derived from one’s understanding of the data—it is
not just an empirical issue. The claim that a (list of) variables forms a key, however, can be falsiﬁed on the data, e.g., it can be
veriﬁed that the SSN of all respondents is not missing, and that no two persons have the same SSN. It is also possible that one
or more variables uniquely identiﬁes observations “by coincidence.” For instance, all persons in a dataset may have a different
date of birth, but it is ill-advised to say that such a variable is a key. If observations are added, there now may be two persons






e would produce an error message.
Adopting the labels “master” and “using” for the data in memory and the data ﬁle to be match-merged to the master, we






The simplest case is when the match variables form a key in both the master and the using data. For example, the two









e creates a dataset on cars, with all characteristics of the cars found in the two datasets.
If the matching variables form a key in the master or in the using data, matched merging is sometimes called “table lookup”
or “spreading.” Consider type n:1. Conceptually, the master data ﬁle contains information about units of type A (e.g., persons),
that contain a property of type B (e.g., the city in which the person lives), while the using ﬁle contains properties of objects
of type B (e.g., properties of cities). The type B dataset has a (simple or composite) key, KeyB (e.g., cityid), and the master
contains a variable (e.g., city) that takes values in the set of values of KeyB. Match-merging means bringing properties of B
into the dataset on A (properties of the city of which a person lives are “imported” into the data on persons). In my experience,
table lookup is the most frequent application of matched merging.






e performs a one-to-one merge between the observations of the master and using data that tie on the
matching values, copying the last record “on the shorter side”. Thus, the physical order of the data within ties determines the
result of the matched merge; a very undesirable and dangerous “feature” indeed. This implementation of matched merging when
the matching variables do not form a key on either side is somewhat odd behavior; the main reason being that SAS, SPSS,a n d






e takes another approach, also followed by relational database systems,
and also, for instance, by S-Plus; namely, a matched merge is deﬁned as the set of all pairs of master and using observations
that have the same values on the match variables. Note that this deﬁnition generalizes 1:1, n:1, and 1:n matched merging quite
neatly. The resulting dataset is clearly independent of the order of observations of the master and using data.


















































































e directly. This is due to the features described


























e veriﬁes whether this is (may be) true,









) it is not veriﬁed that the match












































) speciﬁes that you don’t know whether the match variables form a key. This is easy but circumvents
the safety features that depend on the key-ness of matching variables, and should be avoided whenever possible. You













e can treat missing values in the match variables three different ways:






e will verify this claim. This is the
default behavior.
ii) You may specify that missing values are to be treated like any other value. This is the strategy followed by many of
the Stata data manipulation commands, but I think that this seldomly makes good sense in the context of merging
datasets.
iii) You may specify that missing values may occur in the match variables of the master and the using data, but that










































e) that describes “where an observation in the merge





e uses the values 1 and 2 to






e extends this scheme by
differentiating between two sources of mismatch; values
￿1a n d
￿2 are used to mark unmatched observations that originate
in the master and using data with missing values in the match variables. The values 1 and 2 are reserved for unmatched
observations that are nonmissing in the match variables. Thus, in a merge of a dataset of person and a dataset of cities on




































e displays the names of variables in common to the master (data in memory) and using data; these will be included



























e does not inform the user whether common variables take the same values in the master and



























e should be speciﬁed if you are convinced that the master and using data describe the same objects,
























































e speciﬁes table-lookup merging in which the master data describing objects of type A (e.g., persons) with an
embedded type B object (e.g., city of residence), is enlarged with the properties of cities from a dataset of objects of




















































e.) These features are requested via a series of options that start with
u to indicate that they manipulate the
using data. One can:
























































Of course, one can do without these features, and do everything by hand. This would, however, often mean that one would
have to modify the type-B ﬁle each time one would want to merge this ﬁle into some type A ﬁle. A large fraction of this is






e. Also, ideally, if all
is done by hand, one should do this within a do-ﬁle in which the merge is performed, and one should remove the modiﬁed
type-B ﬁle immediately afterwards. However, I am not in an ideal world, or more accurately I am sloppy, and very similar data
ﬁles too often clutter my hard disk, and it is sometimes hard to decide which of the ﬁles can be deleted. I doubt that this is
peculiar to me.






e also supports merging without matching variables. In the Stata Reference Manual this is described







involves the “horizontal concatenation” of variables from two datasets. A link between the
ith record in dataset 1 and the
ith
record in dataset 2 is only implicit, and this is the real danger of one-to-one merging. Thus the merge result is crucially dependent
on the physical order of the observations in the master data and the using data. It is too easy to make mistakes, e.g., one of
the datasets is in the wrong order, with awful consequences. Thus, one-to-one merging should be avoided unless you really






command fails to warn the user that one-to-one merging is being performed; I would welcome an option that has to be speciﬁed





e: “Leave me alone, I know what I am doing.” At times, I performed







e does not support one-to-one merging; there is no safe way to play with dynamite, and the unsafe should not
be (made) easy!
Example of 1:1 matched merging





e in the Stata Reference Manual. For this example, I have split the





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e can only merge a ﬁle “into” the master data, i.e., the data in memory, we








































































































































































































































































































































































































































































































































































































































































































































































































































































































e provides an extensive report describing what has happened (the report may actually be
































t, and has found
































t describe the same cars.




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3 in all observations. This is not the case. There appears to be one observation that originates in the master


























































































e commands again, everything is correct.
Next, I want to include the merging commands and subsequent analyses in a do-ﬁle. At this stage, I am sure that one-to-one
matching works ﬁne. In fact, I would like to assert that this is true, so that if I later rerun the do-ﬁle, and make other modiﬁcations






















































































































Example of n:1 matched merging









variables that specify for 1,535 two-partner households the cities in which the couple lives and works, some household variables


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































I want to add information about the city in which the couple lives to the household ﬁle that I have in memory as the master














































































































































) to specify the name of the







































































































































































































































s is not a key; it does not uniquely deﬁne observations. It also lists the duplicate key values, in this

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































d is now a key and sorted the data. It also states that city is not
a key in the master data, i.e., city either has missing values and/or has duplicate values in the matching variables. This is no







e extracted relevant information from the using data, and performed the matched merge. Also, it provided details12 Stata Technical Bulletin STB-53






e has analyzed whether the master and using data have no variables in common apart






e would not have imported such variables from the


















e values with a value
￿1 that is generated (only in case of table lookup merging)







e reports that there are 113 households for which the city of residence is nonmissing, but for which no information












s ﬁle with extra records on
cities currently not covered. Here I simply put the problem aside.



















































I move one step further, and add the region, number of vacancies, and number of jobs in the cities in which the husband













n in the master dataset, namely the region in which the couple lives, and






s ﬁle for the regions in which the husband and wife work without some extra





e would leave variables such as region unchanged, i.e., the variables will be associated














) a simple mechanism to deal with this common problem, namely preﬁxing a “stub” (string) to the names of
variables to be imported. One clearly has to be careful that the preﬁxed variable names, truncated to eight characters, are still






e will notice the problem.
Personally, I like to use variable labels abundantly. In this case, I like to have informative labels for the added variables.












e that speciﬁes a preﬁx to the variables labels of the variables in the using
data.























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e. First, I want to look up regional information
















n did not occur in the








a), but was created by a previous table-lookup merge. Characteristics (actually, only an indicator


























































































































































































































































































































































































































































































































































































































e supports table lookup with compound keys, i.e., keys that consist








e describes the number of churches of 10 different denominations in each of
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e speciﬁes matched merging in which the master and using data supposedly describe the same objects, fully identiﬁed by
























































e speciﬁes a “table lookup merge”, in which the master dataset contains data on objects of type A (e.g., households) that
contain an object of type B (e.g., a city), identiﬁed by the match-variables (e.g., the city of residence), while the using data
























































e determines the match-type. (default)
1
:
1 key in the master and using data
1
:
n key in master data
n
:






































o is easy, you are strongly advised to specify your knowledge of the relationship between the master and using































h missing values of the match vars in the master should not












) speciﬁes whether nonmatching observations in the master and using data are included in the


























l prevents Stata from copying the value label deﬁnitions from the disk dataset. Even if you do not specify this option,












e takes when an observation is matched. By default, the master data is held inviolate; values






e is speciﬁed, however, the













e only, speciﬁes that even in the case when the master dataset contains nonmissing values, they
are to be replaced with corresponding values from the using data when corresponding data are not equal. A nonmissing













































) specify a varlist in the using data that has to be kept (dropped) before being merged into the










p. If neither is speciﬁed, all variables of the using data are used.




















) speciﬁes that only the observations in the using data that meet expression exp are to be used. Properness of the key

















h variables are associated with the






h should be the same as the number





































p should use the original names. It is


















h variables to the master

















e is processed. An error occurs if
























































































but also believe that many Stata commands seem to have a rather complicated syntax because exclusive options are spelled out
sequentially instead of as possible values of a single option. Given the fate of earlier parsing utilities that I contributed to the







t can become obsolete














n by R. M. Farmer in STB-29. This project was supported by the
Netherlands Organization for Scientiﬁc Research under grant PGS 370–50. I want to acknowledge the frequent and supportiveStata Technical Bulletin 17
feedback from Bill Gould, Chris Snijders, and Fred Wolfe on early versions of this command. Comments and suggestions on






e are welcome indeed.
sg35.2 Robust tests for the equality of variances update to Stata 6






r originally published in STB-25 (Cleves 1995) computes Levene’s robust test statistic for the equality of variances






r has been updated to Stata 6. It is now faster and all calculations are performed in double precision. Additionally,






























F test for the homogeneity of variances and Bartlett’s generalization of this test to
K samples are
highly sensitive to the assumption that the data are drawn from an underlying Gaussian distribution. Levene (1960) proposed
a test statistic for equality of variance that is robust under non-normality. Subsequently Brown and Forsythe (1974) proposed
alternative formulations of Levene’s test statistic using more robust estimators of central tendency in place of the mean. These






r reports Levene’s statistic (
W
0) and two statistics proposed by Brown and Forsythe that replace the mean in Levene’s
formula with alternative location estimators. The ﬁrst alternative (
W
5
0) replaces the mean with the median. The second alternative




See Cleves (1995) for a complete description of this command.
Examples
We wish to test whether the standard deviation of the length of stay for patients hospitalized for a given medical procedure



























































































































































































































































































































































For his data we cannot reject the null hypothesis that the variances are equal, however, Bartlett’s test yields a signiﬁcance































































) Brown and Forsythe’s p-value (trimmed mean)18 Stata Technical Bulletin STB-53
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sg120.1 Two new options added to rocﬁt command
Mario Cleves, Stata Corporation, mcleves@stata.com






b, I introduced a series of commands for performing Receiver Operating














model, an implementation of the popular approach developed by Dorfman and Alf (1969) for obtaining maximum likelihood
estimates of the parameters of a smooth ﬁtting ROC curve, can be difﬁcult or impossible to estimate with a continuous classiﬁcation
variable. The reason for this difﬁculty is that the Dorfman and Alf approach requires that in addition to two regression parameters,
k
￿
1 ﬁxed boundary parameters be simultaneously estimated, where
k is the number of distinct values of the classiﬁcation
































































































) speciﬁes that the continuous classvar be divided into
# groups approximately of equal length. The option is required










































































g is categorical or continuous.
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sg124 Interpreting logistic regression in all its forms
William Gould, Stata Corporation, wgould@stata.com
Abstract: The interpretation of logistic regression in all of its forms—ordinary, conditional, ordered, and multinomial—is
explained. In all cases, exponentiated coefﬁcients can be interpreted as some form of odds ratio. Guidance is provided on
the accuracy of interpreting odds ratios as risk ratios.
Keywords: logit, logistic regression, conditional logistic regression, MacFadden choice model, ﬁxed-effects logistic regression,
ordered logistic regression, multinomial logistic regression; case–control, matched case–control; odds, odds ratios, conditional
odds ratios, risk ratios.
Contents:
1. Ordinary (binary-outcome) logistic regression
1.1 Odds
1.2 Odds ratios
1.3 Constancy of the odds ratios
1.4 Interpreting logit output
1.5 Actions of predict after logit and logistic
1.6 Demonstration
2. Conditional logistic regression
2.1 Derivation of model
2.2 Interpreting clogit output
2.3 Actions of predict after clogit
2.4 Equivalency of conditional and ordinary logistic regression
3. Ordered logistic regression
3.1 Odds ratios
3.2 Demonstration
3.3 Calculating conﬁdence intervals for the odds ratios
3.4 Actions of predict after ologit
3.5 Equivalency of ordered and ordinary logistic regression
4. Multinomial logistic regression
4.1 Relative Risk Ratio (RRR) interpretation
4.2 Conditional Odds Ratio (COR) interpretation
4.3 Demonstrations
4.4 Interpreting mlogit output
4.5 Actions of predict after mlogit
4.6 Equivalency of multinomial and ordinary logistic regression
5. References
1. Ordinary (binary-outcome) logistic regression































c both report binary-outcome (ordinary) logistic regression estimates. Exponentiated






















































f), which command you use to estimate your model makes no difference.
1.1 Odds
Let








) is called the odds of the event. Either way of expressing likeliness

























p is approximately 1. For unlikely events,
epidemiologists often ignore that formal deﬁnition of the odds and talk about “risk” as if
o
=










1 . 2O d d sr a t i o s
The exponentiated coefﬁcient in an ordinary logistic regression has the interpretation
odds
(if the corresponding variable is incremented by 1
)
odds

























































If the exponentiated coefﬁcient on female is 1.5, then the odds of the event are 50 percent greater when female
=




If the exponentiated coefﬁcient on age is .5, then the odds of the event halve as age increases by 1 and they halve at every
age. If age is measured in years, the odds halve for each yearly increase in age. If age is measured in 5-year spans (variable
age is true age divided by 5), then the odds halve for each 5-year increment in age.
For unlikely events, epidemiologists will sometimes speak about odds ratios as if they were relative risks (risk ratios), just
as they sometimes speak about odds as if they were risks. The approximation is reasonably accurate for
p
< .1:
Table of actual Risk Ratios given





) .25 .50 .75 1.00 1.50 2.00 4.00
.2 .2941 .5556 .7895 1.000 1.364 1.667 2.500
.1 .2702 .5263 .7692 1.000 1.429 1.818 3.077
.01 .2519 .5025 .7519 1.000 1.493 1.980 3.883
.001 .2502 .5003 .7502 1.000 1.499 1.998 3.988








































o, the value of




















The risk ratio is then
q
=
p.Stata Technical Bulletin 21
1.3 Constancy of the odds ratios
It is a remarkable property of logistic regression that the odds ratio of an effect is constant regardless of the values of the


































= 1.18, meaning the odds increase by 18 percent. Incrementing
x
1 increases the odds by 18 percent regardless of the value of
x






= 1000. For every
observation in the dataset, incrementing
x
1 has the same multiplicative effect on the odds.
1.4 Interpreting logit output



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































s in the prior output). A coefﬁcient
for the intercept is nonetheless estimated.









































































































































































































You will observe that
o








c as the odds ratio for
m
p
g, namely .8448578. You will observe
that the variance of variable
o
r is zero (except for roundoff error), meaning
o






t.22 Stata Technical Bulletin STB-53






































4, a little larger than the odds ratio of .8448578. Moreover, the risk ratio will not be constant,


















2. Conditional logistic regression



































t command estimates conditional logistic regressions. Specify option
o
r to obtain the exponentiated coefﬁcients.
Conditional logistic regression differs from ordinary logistic regression in that the data are divided into groups and, within
each group, the observed probability of positive outcome is either predetermined due to the data construction (such as matched
case–control) or in part determined because of unobserved differences across the groups. Thus, the likelihood of the data
depends on the conditional probabilities—the probability of the observed pattern of positive and negative responses within
group conditional on that number of positive outcomes being observed. Terms that have a constant within-group effect on the
unconditional probabilities—such as intercepts and variables that do not vary—cancel in the formation of these conditional
probabilities and so remain unestimated.
2.1 Derivation of model
Models are typically asserted and it is their properties that are derived, but conditional logistic regression really is ordinary
logistic regression applied to a particular data problem.







































































































































































We wish to condition on the number of positive outcomes within group. That is, we seek to ﬁt a logistic model that explains why
observation 1 had a positive outcome in group 1 conditional on one of the observations in the group having a positive outcome.
In biostatistical applications, this arises, for example, because researchers collect data on the sick and infected (the so-called
“positive” outcomes) and then match those cases with controls who are not sick and infected. Thus, the number of positive
outcomes is not a random variable. Within each group, there had to be the observed number of positive outcomes because that
is how the data were constructed.
Economists refer to this same model as the McFadden choice model. In this model, an individual is faced with an array of
choices and must choose one.
The estimator is also known as the ﬁxed-effects logistic regression estimator for reasons that will become more obvious
shortly.
Regardless of the justiﬁcation, we are seeking to ﬁt a model that explains why observation 1 had a positive outcome in
group 1, observation 3 in group 2, and so on.Stata Technical Bulletin 23















































Equation (1) is not the appropriate probability for our data because it does not account for the conditioning. In the ﬁrst group,
for instance, we want
P
(obs. 1 positive and obs. 2 negative
jone positive outcome
)























), etc., we will mean the probability that observation 1 had a
positive outcome, the probability that observation 2 had a negative outcome, and so on.
Substituting equation (1) into (2), we obtain
P


























So that is the model we seek to ﬁt or, at least, that is the term for group 1 and there are similar terms for all the other groups.
(We have ignored the possibility of multiple positive outcomes within group, but that just adds complication.)
What is important to note in comparing equations (1) with (3)—in comparing ordinary logistic regression with conditional
logistic regression—is that the logistic intercept
b
0 cancelled. Whatever the value of
b
0, it makes no difference in terms of the
conditional outcomes that were observed and so cannot be estimated. Also note that
b
0 could vary by group and it would still
cancel. Thus, the conditional logistic estimator is often used to estimate the ﬁxed-effects logistic model.
Finally note that, in equation (3), any variable that is constant within group will similarly cancel from both the numerator
and denominator and so its effect cannot be estimated.
For a more thorough discussion of the conditional logistic derivation and its implications, see Gould (1999).
Groups that contain all-positive or all-negative outcomes provide no information because the conditional probability of
observing such groups is 1 regardless of the values of the parameters b. Thus, when Stata encounters such groups, it reports
that so many groups were dropped “due to all positive or negative outcomes”.







t reports coefﬁcients. Specify option
o
r if you want exponentiated coefﬁcients (odds ratios) reported.















o, then exponentiated coefﬁcients are being reported. In neither case
is an intercept reported because the intercept remains unestimated.
2.3 Actions of predict after clogit













t estimation is the conditional probability of a positive outcome given





















c. The overall probability of a positive outcome cannot be calculated because the intercepts of the logit model remain
unestimated.
2.4 Equivalency of conditional and ordinary logistic regression
Ordinary and conditional logistic regression produce the same result when there is only one group, however, conditional
logistic regression still leaves the intercept unestimated.
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3. Ordered logistic regression




k. The outcomes are ordered
from weak to strong, mild to severe, etc. The model is
odds














Exponentiated ordered-logistic regression coefﬁcients can be interpreted as odds ratios. In the ordered logistic case, it is the ratio,







t command estimates ordered-logistic regression. There is currently no option to report exponentiated coefﬁ-
cients; you must exponentiate the coefﬁcients for yourself.
3 . 1O d d sr a t i o s
Let there be





In ordered logistic regression, the exponentiated coefﬁcients are the ratios, for a one-unit increase in the covariate, of the
odds of outcome
k to outcomes below
k, and simultaneously for outcomes
k





￿ 2 and above to outcomes below
k
￿ 2, and so on.









and, just to ﬁx ideas, let’s pretend we have exactly 5 outcomes. If you were to calculate the particular odds ratio comparing






























































































































































































































































































































8 takes on 5 (ordered) outcomes, 1








































































































































































































































































































































































































































































































































= 5g i v e n
m
p
















), are the same odds when
m
p
g is not incremented. New variable
o
















































). This is just like the calculation above except now we








































o variables. We will discover that each is a constant and that they are all equal to each other!





























t does not have an odds-ratio option (although it should).







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We could also obtain a standard error for the odds ratio using the delta rule—see Sribney and Wiggins (1999) for a description—









































= .99967, and the standard error is .99967
￿ .0004849
= .0004847.


























































































































































































































































































































































































































































































































































































































































































































































































































































































3.5 Equivalency of ordered and ordinary logistic regression
When there are two outcomes, both ordered and ordinary logistic regression will produce the same results except for a



























































































































































4. Multinomial logistic regression
In multinomial logistic regression there are




k. One of the outcomes is arbitrarily chosen as the “base
outcome” as we will choose outcome












































































































1Stata Technical Bulletin 27
Note that if there are
k
=
2 outcomes, the model reduces to ordinary logit.
Exponentiated coefﬁcients have two interpretations, that of (1) relative risk ratios (RRR) and (2) conditional odds ratios
(COR). Both interpretations are relative to the base group, which in our case, we arbitrarily set to
k. Had we chosen a different













t chooses a base group on its own—not
necessarily


















r to obtain the exponentiated coefﬁcients, which will be labeled RRRs.
4.1 Relative Risk Ratio (RRR) interpretation




































































) and odds and relative risks are equal. If there
were more than two categories, however, they would differ. For instance,
Rel. Risk
Category Probability Odds rel. to category 3
1 .3 .429 1.5
2 .5 1.000 2.5
3 (base) .2 .250 1.0
Exponentiated coefﬁcients in ordinary logit are odds ratios—the ratio of the odds for a one-unit increase in

















































Exponentiated coefﬁcients in multinomial logistic regression are relative risk ratios—the ratio of the relative risk for a
one-unit increase in















































), that is, when there are two outcomes. When there are more than



















1. 3 . 4
2. 5 . 3
3( b a s e ) . 2 . 3
Then the ORsa n dRRRsa r e
Category OR RRR
11 . 5 6 . 8 9
2. 4 3 . 4 0
3 (base) 1.71 1.00
Note how difﬁcult RRRs can be to interpret. The probability of
y
= 1 increases and yet the RRR falls because the probability of
the base category increases, too, and it increased even more.28 Stata Technical Bulletin STB-53
4.2 Conditional Odds Ratio (COR) interpretation
(The author of this insert thanks Roland Perfekt of the Southern Swedish Regional Tumour Registry in Lund, Sweden, for
pointing out this interpretation.)
The exponentiated coefﬁcients from multinomial logistic regression can just as well be given the interpretation of Conditional







































































and so on. Although we listed RRR ahead of COR, CORs are perhaps a more natural interpretation. Since CORsa n dRRRs are both
equal to the same exponentiated coefﬁcients, whether one uses CORso rRRRs is just a matter of taste.



















1. 3 . 4
2. 5 . 3
3( b a s e ) . 2 . 3
Category OR RRR
11 . 5 6 . 8 9
2. 4 3 . 4 0
3 (base) 1.71 1.00
The RRRs in this table could just as well be labeled CORs and, if we do that, the interpretation is easier. We previously noted
that the probability of
y
= 1 increases and yet the RRR falls because the probability of the base category increases and the base
increased even more.


































































































































































3. We will then increment
m
p
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You will obtain a mean of .8422838 for both RRR and COR, both with standard deviations 0 save for roundoff error. (The







t will have reported .8422838 for the RRR in its original output.






t reports coefﬁcients or, if you specify option
r
r
r, exponentiated coefﬁcients (RRRso rCORs). Do not confuse





.,t h e nc o e f ﬁ c i e n t s
are being reported. If it says
R
R
R, then exponentiated coefﬁcients are being reported.
































If you want other values, you can calculate them from the probabilities.
4.6 Equivalency of multinomial and ordinary logistic regression


















































































































This is perhaps one more reason to prefer the COR to RRR interpretation of exponentiated coefﬁcients in the multinomial logistic
model; it is more obvious that the CORsa r eORs when there are only two outcomes.
5. References
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sg125 Automatic estimation of interaction effects and their conﬁdence intervals
Jokin de Irala-Est´ evez, University of Navarre, Pamplona, Spain, jdeirala@unav.es
Miguel Angel Mart´ ınez, University of Navarre, Pamplona, Spain
Interaction or effect modiﬁcation refers to the biological situation where the effect of a putative causal factor under study is
modiﬁed by another factor; see Hosmer and Lemeshow (1989). Effect modiﬁcation is identiﬁed in multivariate analyses by testing
the statistical signiﬁcance of biologically sound interactions between the variables in a main-effects model. This is performed by
including and evaluating the signiﬁcance of second or higher order terms involving the two or more variables that are postulated
to possibly modify their respective effects.
The consequence of the identiﬁcation of variables as signiﬁcant-effect modiﬁers is that the effect on the outcome of
one of those variables will depend on the values taken by the other variable(s) involved in the interaction. This implies that
the coefﬁcients of the models obtained by any statistical packages cannot be directly interpreted without performing further
calculations. The only model coefﬁcients that can be directly used to estimate odds ratios are those not included in interaction
terms. The remaining odds ratios and their corresponding conﬁdence intervals have to be estimated across the different levels of
the other variables of the interaction term (across different categories if the variable is qualitative or across a series of values,
sometimes the minimum, mean, and maximum, if it is quantitative). The major difﬁculty in this process lies in the correct
estimation of the variance of each of these odds ratios.30 Stata Technical Bulletin STB-53
The variance (or its square root to obtain the standard error) has to be calculated from a linear sum of regression coefﬁcients,
variances, and covariances of the estimated coefﬁcients. The values of these variances and covariances are generally obtained
from a variance–covariance matrix after ﬁtting the model, and this is not easy with all statistical packages. The estimation of
such point estimates and their conﬁdence intervals can be cumbersome and authors such as Hosmer and Lemeshow (1989) and
Kleinbaum (1994) have suggested systematic procedures to avoid calculation errors. Most rely on carefully subtracting the logits
of the comparisons of interest to identify the relevant coefﬁcients and variables needed for the estimation of the correct and ﬁnal
odds ratio. However, the application of the formula used to estimate the variance remains tedious and deters many researchers
from describing interactions in their ﬁndings. When investigators fail to consider the testing of interactions they are implicitly,
but perhaps incorrectly, assuming that all effects are constant across levels of the other variables in the model.
In this note, we propose to use a combination of traditional procedures and Stata commands to easily estimate such odds















































s). The following logit
would result from the modeling process and we shall assume that coefﬁcients are statistically signiﬁcant and that the statistical














































If we were interested in estimating the effect of “being male” in coronary heart disease, we would have to estimate different
gender odds ratios (referent category being “females”) for a series of values of
a
g
e because age and gender are involved in
a signiﬁcant interaction. For example, the effect of being male in 30 year old subjects would traditionally be estimated by

























































































































4 and the conﬁdence interval would have to be subsequently estimated using the appropriate variance.
The procedure we propose to simplify these tasks has three steps:



















































could have ﬁt the logistic regression model using Stata’s
x
i command. In either case, Stata will produce the coefﬁcients









x and the coefﬁcient corresponding to the age by sex

















4 for the age
by sex interaction, and
￿
0 for the constant in the model.
2. Depending on the odds ratios of interest and using the simple procedure of subtracting logits described above, we take note
of the relevant information needed for Stata to compute our odds ratios. We shall use a spreadsheet display to obtain the

















































































e, respectively), the subtraction of logits results in the elimination of these variables and so we do not need their
coefﬁcients to estimate the odds ratio. The main odds ratio of interest is males versus females and so we replace the values












as those relevant for estimating the odds ratio of
c
h
d in 30-year-old males compared to 30-year-old females.Stata Technical Bulletin 31
















































Step three can be repeated with as many values of age as the researcher is interested in. As an example and for graphical
purposes, one may display how the odds ratio changes with ages that range from 25 to 64 years. Subsequent Stata programming
commands could be used to store the results (odds ratios and their standard errors) as they are produced and they can be used
























The above procedure has the advantage of easily obtaining correct odds ratios even in models with more complex interactions.
For example, suppose we also had an interaction between age and smoking status in the example described previously. The logit
table would have the following display and we could easily estimate odds ratios of
c
h
d for males versus females in subjects 30
































































































































The same procedure could be repeated for nonsmokers.
References
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sg126 Two-parameter log-gamma and log-inverse Gaussian models
Joseph Hilbe, Arizona State University, jhilbe@aol.com




















g which are implementations of a full-information





















link generalized linear model with standard errors produced using the observed information matrix.
Models estimated within the framework of Generalized Linear Models (GLM) are, strictly speaking, one parameter exponential
models. However, several traditional GLM models derive from distributions which have, in their base form, two parameters.
When these distributions are considered within the GLM framework, their respective scale parameters are ﬁxed as constants.
Traditional GLM models which are based on distributions having two parameters include the Gaussian, Gamma, inverse
Gaussian, and negative binomial models. In addition to the
g
l
m implementation of the negative binomial, Stata has a full-





g. An alternative exists which allows modeling
of data which precludes counts of zero.
Stata’s
m
l routine estimates models using a modiﬁed Newton–Raphson algorithm which uses the observed information
matrix to calculate standard errors. The
g
l
m command uses an Iteratively Reweighted Least Squares (IRLS) algorithm to calculate




S method implements the expected information matrix to produce its standard errors. When
the canonical link is being modeled, no difference exists between the two methods. The standard errors are identical. However,
for noncanonical links, standard errors differ; especially when there are few observations in the model. Tests have demonstrated
that the use of the observed information matrix is preferable to the expected information matrix. The results are nearly the same,
even when the cases are small, but the former produce more accurate standard errors. Hence, if available, use of algorithms
which use the observed information matrix to produce standard errors is to be preferred.32 Stata Technical Bulletin STB-53
Standard GLM algorithms may be internally adjusted so that noncanonical links still produce standard errors based on the
observed information matrix. It typically necessitates two to three additional lines of code. I did this for a GLM-based negative
binomial algorithm I wrote; see Hilbe 1994. That particular implementation of the negative binomial also included an iterative
point estimation of the ancillary parameter. However, the simple use of Stata’s
m
l capability makes the exercise much easier.
With this insert I am providing programs which use Stata’s
m
l capabilities to estimate full-information maximum likelihood
models for both the two-parameter log-linked gamma and the two-parameter log-linked inverse Gaussian regression models.






m with a log link. Standard errors
will differ from those produced using
g
l
m because the log link is not the canonical link for either of the models.
















































































































for the inverse-Gaussian, where
w is a prior weight and
￿ is a scale parameter.
Both models estimate data having a continuous response which must be greater than zero, that is,
y
>
0. They may be used
to estimate most any type of positive response data. Moreover, they may also be used to estimate count response data in which
there are many different values for the response. For example, when dealing with hospital length-of-stay data, one typically
regards the counts as discrete. However, if there are many different lengths of stay, and the data are underdispersed or highly
peaked at initial stages, then using gamma or inverse Gaussian models may be preferable.
A log-gamma response takes a variety of shapes. It is the continuous correlate of the more familiar discrete negative
binomial distribution. Log inverse Gaussian responses typically have a high initial peak with a low long tail. This latter model
has a long history in reliability studies, but is rarely used in other domains; perhaps without justiﬁcation.
Using the new commands
All three commands have standard
m
l-type syntax with the full range of
m
l capabilities and output, see [R] ml. Robust
















r option may be called to transform parameter estimates to incidence rate ratios. Help ﬁles are
provided.






























































p, and refer to the log-gamma and inverse Gaussian distributions, while the third




























































g yield identical output. The latter utilizes an analytic null likelihood. Stata users should feel free to
use either of the programs.
References
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sg127 Summary statistics for estimation sample
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m that displays summary statistics of the variables involved













































q speciﬁes that the dependent variables and the independent variables in the equations are displayed equation-wise, repeating









m using the automobile data with an outright silly example of a weighted regression analysis, with
standard errors modiﬁed for clustering within the make of the car (the generation of a variable deﬁned as the ﬁrst word of a





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































m has only a single option
e
q that speciﬁes that the output should be put in the multi-equation panel format. In this
format, summary statistics for a variable that is included in more than one equation, is repeated in each of the associated panels.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































we can display summary statistics of the estimation sample as




































































































































































































































































































































































































































































































































































































































































m belongs to the library ICSLib, a collection of (primarily) Stata commands developed at the ICS,a n
interuniversity graduate school of social science theory and methods, located at the sociology departments of the universities
of Groningen, Utrecht, and Nijmegen in the Netherlands. ICSLib is written largely by Jeroen Weesie and the late Albert
Verbeek, with contributions by other researchers in the ICS.Al a r g ep a r to ft h eICSLib is available for downloading at the URL







m and other commands from ICSLib submitted to the
STB over the last couple of years.
sg128 Some programs for growth estimation in ﬁsheries biology
Isa´ ıas Hazarmabeth Salgado-Ugarte, Juana Mart´ ınez-Ram´ ırez, Jos´ eL u i sG ´ omez-M´ arquez, and Bertha Pe˜ na-Mendoza.
FES Zaragoza, UNAM Biolog´ ıa, Mexico, isalgado@servidor.unam.mx
Introduction
It has become generally accepted that the purpose of ﬁsheries management is to ensure sustainable production over time
from ﬁsh populations (stocks) through regulatory and enhancement actions without forgetting the promotion of economic and
social wellbeing of the ﬁshermen and related industries. To achieve this purpose, management authorities must design, justify
politically, and administer (enforce) a collection of restraints on ﬁshing activity (Hilborn and Walters 1992). These decisions
must rely on biological knowledge of the exploited populations and this activity is synonymous with stock assessment. It is
necessary to consider that once the assessment is complete, the choice among several management options may produce the same
biological yield. Finally, according to Hilborn and Walters (1992), stock assessment should provide estimates about the tradeoff
between average yield and its variability, making the choice of management alternatives on social and economic grounds.
The knowledge of ﬁsh age is one important biological characteristic that provides very useful information during the early
development of a commercial ﬁshery. Fish that live a long time normally provide large yields at the beginning of a ﬁshery
because of ﬁshing down of the older age classes (Hilborn and Walters 1992).
The study of growth is the determination of the body size as a function of age. To assess the aquatic ﬁsheries resources
several methods using age composition data have been developed (Sparre and Venema 1992).
In this insert we present programs to perform several procedures designed to estimate the parameters of the von Bertalanffy
growth function. Three of them are linear derivations from the basic growth equation, and the last one uses a nonlinear regression
approach. The programs are applied to data coming from hard parts reading and length frequency analysis described below
carried out by means of the application of kernel density estimation (KDE). The multimodal distributions are analyzed by means
of an updated version of the semigraphical determination of Gaussian components presented in sg23 in STB-18. This contribution
intends to introduce an alternative way to analyze length frequency data (by nonparametric and computing-intensive procedures)
in conjunction with automated versions of the traditional methods to obtain growth expressions from the estimated sizes. The
same computerized algorithms can be applied to ages estimated by ﬁsh hard parts reading.
Age estimation by length frequency analysis
When it is possible to measure the size of a large number of individuals sampled from a ﬁsh or invertebrate stock, the
distribution of these sizes may be analyzed. Traditionally, the histogram or frequency polygon have been employed for this
purpose, but recently, kernel density estimation has been proposed as being the statistical procedure best suited to analyze
distributions of animal size (Salgado-Ugarte et al. 1993, 1995a, 1995b, 1997). If the reproductive events of the species is of36 Stata Technical Bulletin STB-53
a discrete nature, it would be possible to follow the dominant size groups or classes as modes in the size distribution. If the
reproduction occurs at regular time intervals, it may be feasible to approximate ages to the various size groups (King 1995).
With the powerful set of procedures associated to the KDEs such as those to choose the best bandwidth, such as the
practical rules (optimal and oversmoothed), cross-validation (least squares and biased), and the bootstrap test for multimodality,
the number of groups can be estimated. Once a multimodal distribution has been obtained, the individual components in this
mixed distribution can be determined by using for example Bhattacharya’s method. These modes represent groups of ﬁsh with
similar ages (cohorts). With the means estimated for each cohort, and assuming or knowing the time period separating them, it
is possible to estimate the parameters of the VBGF.
Age estimation by hard parts reading
To estimate the age of ﬁsh from temperate waters it is possible to count year rings formed on hard parts such as scales
and otoliths. The rings are formed due to environmental seasonal ﬂuctuations. In tropical locations, where the seasonal changes
are small, it could be very difﬁcult to ﬁnd seasonal marks in hard parts (Sparre and Venema 1992). Nevertheless, in these
environmental uniform areas the hard parts show daily increments, in other cases periodic marks are formed by biological events
such as reproduction. The best compromise for stock assessment of tropical species is therefore an analysis of a large number of
length-frequency data combined with a small number of age readings on the basis of periodic marks, daily rings or reproduction
marks (Sparre and Venema 1992, King 1995).
von Bertalanffy growth function parameter estimation
To describe quantitatively the growth of ﬁsh, several researchers developed mathematical expressions. In ﬁsheries biology
the main model was proposed by von Bertalanffy (1938). The VBGF has been very useful as it follows closely the observed
growth of most ﬁsh species. Since then, several growth models have appeared in the literature, for example, Beverton and Holt
(1957), Ursin (1968), Ricker (1975) Gulland (1983), Pauly (1984), and Pauly and Morgan (1987). The VBGF has become one of
the cornerstones in ﬁshery biology because it is used as a submodel in more complex models describing the dynamics of ﬁsh
populations (Sparre and Venema 1992).
The von Bertalanffy mathematical model expresses the length
























The right-hand side of this equation contains the age





0. Different species would have a
particular set of parameters. A biological interpretation for the parameters has been provided;
L
1 is “the mean length of very old
(strictly speaking inﬁnitely old) ﬁsh.” It is also called the “asymptotic length.”
K is a “curvature parameter” which determines
how fast the ﬁsh approaches its
L
1. A high value for
K indicates a short-lived species almost reaching their
L
1 in a year or
two. A low
K value results in a ﬂat growth curve for species that need many years to approach their
L
1. The third parameter,
t
0, sometimes called “the initial condition parameter,” determines the hypothetical point in time when the ﬁsh has zero length.
Of course, biologically this has no meaning, because at hatching (when the growth begins) the larva already has a certain length.
This length at hatch may be called
L
0 when we put
t





















0 may not be a realistic estimate of the length at birth because ﬁsh larvae would follow a different growth model as
the egg development is affected by different factors during its development. Nevertheless, the larger (exploited) ﬁsh usually do
follow the VBGF (Sparre and Venema 1992).
Ford–Walford graph
Using the single sample method, often called the “Petersen method,” a growth curve can be estimated from the relative
position of the modes in a single length-frequency sample. The crucial assumption is that the modes are equal time intervals
apart, typically one year. One of the simplest methods of estimating the parameters of the VBGF for data representing equal time
intervals is by means of a Ford–Walford plot (see Ford 1933, Walford 1946). The derivation of this plot is based on the growth
curve with
t
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This is a linear equation, and suggests that length at age
t,
L






















































This method is a variation of the Ford–Walford plot and was proposed by Chapman (1961) and later by Gulland (1969).
It is based on the use of a constant time interval
￿












































































































































This procedure, proposed by Gulland and Holt (1959), takes into account that ﬁsh increase in length as they grow older,
but their “growth rate” (increment in length per time unit), decreases with age approaching zero in very old ﬁsh. Taking the
















































































t may be a reasonable approximation to the mean length. An advantage
over other methods is that
￿
t does not need to be a constant. Using
L





t as the response






















b (Sparre and Venema 1992, G´ omez-M´ arquez 1994).
Beverton-Holt
This method, due to Beverton and Holt (1957), is used to estimate
K and
t
0 for a given
L
1 which may come from one
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According to Sparre and Venema (1992), a nonlinear least squares regression is a superior method to the procedures
described so far to estimate the parameters of the VBGF from a theoretical and statistical point of view. The computational work
is considerable. The method estimates the growth parameters in such a way that the sum of squares of the deviations between






































































































































































































































t calculates from the frequency and midpoint pair values in the freqvar and midpoivar variables, the logarithmic
differences and draws the Bhattacharya plot using the observation numbers as plotting symbols in order to deﬁne negatively sloped








t is a new version integrating the
















t (Bhattacharya’s plot drawer) which








c calculates the parameters (mean and standard deviation) of the dominant Gaussian component in a speciﬁed








c displays also the graphical



















K parameters of the VBGF using mean-at-age data in the variable msizevar according to

























K parameters of the VBGF using mean-at-age data in msizevar according to the procedure

















t plot and provides a table











K parameters of the VBGF using mean-size (length) at-age data in msizevar and an age
variable in agevar according to the procedure proposed by Gulland and Holt (1959), draws the linear relationship used for the










0 (for a given
L
1) parameters of the VBGF using mean-size (length) at-age data in msizevar



















l program to ﬁt a VBGF to the dependent variable sizevar which is size or mean size as a function of






f. As an application of the
n
l procedure
















h suppresses displaying the graph.

































) is not optional. The
L
















nl options are the options in Stata’s
n
l command.
Case 1. Length frequency analysis
To illustrate the analysis of length frequency, we use the data from catﬁsh length of 641 ﬁsh collected in November, 1980

































































































































































































































































The length data were subjected to the Silverman test for multimodality using the programs included in Salgado-Ugarte, et al.
(1997) obtaining the results in Table 1.
Table 1. Critical bandwidths and estimated signiﬁcance levels for catﬁsh length data,
n
= 641.









p-values were obtained from
B
= 120 bootstrap replications of size 641.
These data clearly have four modes. Because four modes can be obtained from 9.63 to 3.88 we use an intermediate

















































































































Then we apply the Bhattacharya method of Gaussian decomposition (Bhattacharya 1967). To achieve this, we employ the









frequency and midpoint pair values, the logarithmic differences and draws the Bhattacharya plot using the observations numbers
as plotting symbols in order to deﬁne negatively sloped lines, each one representing individual gaussian components in mixed
distributions.40 Stata Technical Bulletin STB-53
It requires frequency and midpoint variables being possible to generate the logarithmic differences variable if desired. We









This program calculates the parameters (mean and standard deviation) of the dominant Gaussian component in a speciﬁed




































































































The results are summarized in Table 2 and displayed graphically in Figure 1.
Table 2. Estimated Gaussian components with parameters.
Component Mean SD Size
1 75.6083 11.9029 441
2 137.5868 9.7123 75
3 174.8262 11.9622 42
















Figure 1. Observed smoothed frequency (from KDE) and estimated Gaussian components for catﬁsh data.




































































l which estimates the
L
1 and
K parameters of the VBGF using mean-at-age






1 graph (Figure 2), and
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Figure 2. Ford–Walford plot for the mean values estimated by the Bhattacharya method for catﬁsh data.
The same estimation for
L












K parameters of the VBGF using mean-at-age data according to the procedure proposed by Chapman (1961) and later by




































































































































































































































































































Figure 3. Gulland plot for the mean values estimated by the Bhattacharya method for catﬁsh data.
Each mode represents a group of ﬁsh with similar age (cohorts). Assuming yearly cohorts and an initial age of one, we








n. With this “age” variable we can employ the Gulland–Holt method for








t program. This program estimates the
L
1 and
K parameters of the VBGF using
mean size (length) at age data according to the procedure proposed by Gulland and Holt (1959). It draws the linear relationship
used for the estimation (Figure 4) and provides a table with the estimated
L
1 and
K parameters of the von Bertalanffy growth
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Figure 4. Gulland–Holt plot for VBGF parameter estimation for catﬁsh data.
With the estimation of
L
1 and assuming an annual age we can get the estimation for
t


















0 for a given
L
1 using mean size (length) at age data according










) versus age graph (Figure 5) and provides
a table with the estimated
K and
t
0 parameters in addition to the estimated VBGF. Figure 6 shows the adjusted curve with the






























































































































































































































































































































































































































































































































Figure 5. Beverton–Holt plot for estimating the
K and
t
0 parameters of the VBGF for the catﬁsh data.
(Figure 6 on next page)Stata Technical Bulletin 43
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Figure 6. Observed mean-at-age points and estimated VBGF curve for the catﬁsh data.










o, which uses Stata’s
n
l program to ﬁt a VBGF to the































































































































































































































































































































































































































































































































































































































































































































































































































































































As we can see, the estimated parameters are almost identical, but the nonlinear approach gives additional information such as
conﬁdence intervals and
t-values for the parameters and their probabilities.
Case 2. Length at age data from hard part reading
To illustrate the application of these programs to estimated age data we use the Japanese sea bass “suzuki” (Lateolabrax
japonicus) data from Salgado-Ugarte (1995). From these we present the results of estimated age from scale reading during the
spring months (beginning of the growth season).
Table 3. Number of individuals by sampling date and estimated age.
Sample number
Age 6 7 8 9 Total (mean)
0 14 3 0 0 17 (168.18)
1 4 4 2 1 11 (257.10)
2 0 5 2 7 14 (361.29)
3 0 2 0 2 4 (462.00)
11 0 0 1 0 1 (760.00)
T o t a l1 81 451 0 4 744 Stata Technical Bulletin STB-53
Notice that the mean body length by age is included in the totals column, and that samples numbers correspond to the following
dates (1994): 6 = 19/02; 7 = 16/03; 8 = 14/04; 9 = 13/05.





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7. Nonlinear regression VBGF ﬁt for “suzuki” mean length at age data.
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Figure 8. Gulland–Holt plot for “suzuki” mean length at age data.
Using this
L
























































































































































































































































































































































































































































































































Figure 9. Beverton–Holt graph to estimate the
K and
t
0 parameters of the VBGF for the suzuki mean length at age data.
(Figure 10 on next page)46 Stata Technical Bulletin STB-53
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Figure 10. Alternative VBGF ﬁtting to the “suzuki” mean length at age data.
Apparently, the nonlinear regression approach ﬁts closer the observed mean length at age values.
We have found that these programs, though simple, provide a useful set of tools (saving a lot of time and effort) for
ﬁsheries data analysis including classical and modern approaches. The growth expressions determined with the assistance of
these programs and additional biological information may be used as input for more complex simulation algorithms such as those
from Hilborn and Walters (1992) or King (1995). We invite users to try our programs and let us know about any experience
they may have.
Final notes
There are several other computerized procedures to estimate growth from age estimated by length-frequency analysis or hard
part reading. In particular, we can mention those included in the FAO–ICLARM Stock Assessment Tools. Each of the included
programs has the corresponding help ﬁle.
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6 which ﬁts generalized linear latent and mixed models (GLLAMM). These models
include a large variety of latent variable models, e.g., multilevel, item-response, ordered latent class, and error-in-covariate
models. We assume that the dataset is hierarchical with level-one units nested within level-two units that are nested within
level-three units, and so on, a typical example being pupils in classes in schools. However, the level-one units may also be
different variables observed on the same unit. Goldstein (1995) represents multivariate responses in this way and the approach
is not unusual if the variables are repeated measures.
The GLLAMM models are deﬁned by the conditional densities of the observed response variables given the latent and
explanatory variables and the hierarchical structure and distribution of the latent variables.
The conditional densities of the responses given the latent and explanatory variables are generalized linear models with

































































kth random effect (or latent variable)
at level
























k of the ﬁrst explanatory variable for each random effect is ﬁxed at 1
and the (co)variances of the random effects are freely estimated. The latent variables have zero means.
Here we have omitted subscripts denoting membership of the observations in the clusters or levels of the hierarchy to
simplify the notation required for the general
n-level model. For a two-level model, we can use subscripts
i and
j to index the



























































The conditional densities of the responses are speciﬁed by this linear predictor together with the link and family. Most
of the links and families available for Stata’s
g
l







6. If the level-1 units are different
variables, different links and families may be speciﬁed for different “observations”.
The structure of the latent variables is speciﬁed by the number of levels
N (and the variables deﬁning these levels, e.g.,
pupil, school, and so on) and the number of random effects at each level. Random effects at the same level are assumed to be
correlated with each other whereas random effects at different levels are assumed to be independent.48 Stata Technical Bulletin STB-53
The latent variables at a level-
n may be assumed to have a multivariate normal distribution. Alternatively, the latent variables






n). If the number of points, or masses, is chosen to maximize the likelihood, the nonparametric
maximum likelihood estimator (NPML) can be achieved (Lindsay et al. 1991).





















i is assumed to have a normal distribution with zero mean (we will drop subscripts and superscripts wherever possible).
This model may be ﬁtted using Stata’s
x


























ﬁve extensions to this model, (1) multilevel models, (2) random coefﬁcients, (3) discrete random effects, (4) factor loadings, and
(5) mixed responses. These extensions are illustrated by the following models that correspond to the worked examples presented









k may be modeled by a generalized






















































i take an exam at two time points. The performance at time 2 may be modeled as a linear regression on































j is the time 1 result and
u
1





to have a bivariate normal distribution.
Discrete random effects
Instead of assuming a bivariate normal distribution of the random effects in the above example, we may assume a bivariate





















R. This corresponds to assuming that the population falls into a ﬁnite number of latent classes or types or can be
approximated in this way. When the maximum number of classes is used, the distribution may be interpreted as a nonparametric
distribution.
Item response model (factor loadings)
Item response models may be used to model the (binary) responses of subjects to a number of exam questions, or items.
The log odds of subject
i giving a correct answer to item
















j represents the difﬁculty of question
j and
u
i represents the ability of subject
i. This is a simple two-level model







t. If we introduce a further parameter
￿














j represents the extent to which question
j discriminates between subjects of different abilities. Here we are modeling
a multivariate dataset by using the second index
j for different variables. If the data are in long form with the responses to all













; otherwiseStata Technical Bulletin 49


























Errors in covariates model (mixed responses)
Consider the problem of modeling how disease status depends on an explanatory variable which is subject to measurement
error. This exposure may have been measured a number of times on a subset of subjects to estimate its reliability. We therefore
have a number of responses per subject, disease status,
y
i














































i is a latent variable representing the difference between subject
ith’s exposure and the mean exposure
￿
0 in the population.



















i is another latent variable. We now specify a disease model by assuming that
y
i





























This model is shown in the path diagram below (where boxes denote observed variables, circles denote latent variables and





































Figure 1. Path diagram for an errors in covariates model.
Substituting the model for
f




































































These two models can be written as a single mixed response model in the form of Equation (1) by using dummy variables
E and




























































































































where the locations z
r and masses
￿
r are freely estimated. For a single normally distributed latent variable, the same expression







1 correlated (multivariate normal) latent variables, at level
n, we express them as a linear combination
of uncorrelated random effects v, u














6 and the covariance matrix of the
random effects is given by L
0L so that L is simply the Cholesky decomposition of the covariance matrix.
In (10), the contribution to the likelihood from the
ith level-2 unit is found by integrating the product of the contributions
from the level-1 units inside the level-2 unit over the level-2 random effects distribution. In a three-level model, the contribution
from a 3-level unit is found by integrating the product of contributions from the level-2 units inside the level-3 unit over the
level-3 random effects distribution. The likelihood for an
n-level model is therefore computed using a recursive algorithm.
The parameters are transformed to ensure that they lie within their permitted ranges. For the normal (or gamma) density,
the log of the standard deviation (or coefﬁcient of variation) at level 1 is estimated to ensure a positive estimate on the natural
scale. When quadrature is used, the Cholesky decomposition of the covariance matrix of the random effects at each level is
estimated to ensure a positive deﬁnite covariance matrix. When there are no correlations, this corresponds to estimating the
standard deviations directly. The sign of these estimates is arbitrary. When
R discrete mass-points are speciﬁed for the random
effects at a level,
R
￿




1 locations are estimated directly for each
random effect. The last location is determined by constraining the mean of the discrete distribution to zero. The variance of
the random effects distribution is not estimated directly but follows from the locations and masses. Approximate standard errors
































































































































































































The data must be in long form with all responses stacked into a single variable.
Options






























) speciﬁes the number of random effects for each level, i.e., for each variable in




























q) for the linear predictors multiplying
the latent variables. If required, constants should be explicitly included in the equation deﬁnitions using variables equal to
1. If the option is not used, the latent variables are assumed to be random intercepts and only one random effect is allowed
per level. The ﬁrst lambda coefﬁcient is set to one. The other coefﬁcients are estimated together with the (co)variance(s)








l may be used to constrain all correlations to zero if there are several random effects at any of the levels and if these
















t(varname) speciﬁes a variable to be added to the linear predictor without estimating a corresponding regression coefﬁcient






t(wt) speciﬁes that variables wt1, wt2, and so on, contain frequency weights. The sufﬁxes determine at what level each
weight applies. For example, if the level-1 units are subjects, the level-2 units are families, and the result is binary, we can



















































































1, indicates that subject 1 in dataset B represents two subjects within family 1 in dataset A, whereas
subjects 3 and 4 in dataset B represent single subjects within family 2 in dataset A. The level 2 weight
w
t
2 indicates that family
1 in dataset B represents one family and family 2 represents two families, i.e., all the data for family 2 are replicated once.


















































a. Several families may be given, in which case the variable allocating families




v(varname) is required if mixed responses requiring more than a single family of conditional distributions are analyzed. The





m(varname) gives the variable containing the binomial denominator for the responses whose family is speciﬁed as binomial.









































a single family is speciﬁed, the default link is the canonical link. Several links may be given in which case the variable
allocating links to observations must be given using
l
v(varname). Numerically feasible choices of link depend upon the
distributions of the covariates and the choice of conditional error and random effects distributions.
l
v(varname) is the variable whose values indicate which link applies to which observation.
s(eqname) speciﬁes that the log of the standard deviation (or of the coefﬁcient of variation) at level 1 for normally (or gamma)






e. This is necessary if the level-1 variance is
heteroscedastic. For example, if dummy variables for groups are used, different variances are estimated for different groups.
i
p(string)i fstring is ‘
g’, Gaussian quadrature points are used and if string is ‘
f’, the mass-points are freely estimated. The








) speciﬁes the number of integration points or masses to be used for each integral or summation. When quadrature is
used, a value may be given for each random effect. When freely estimated masses are used, a value may be given for each



















). This is useful
if another explanatory variable needs to be added or the number of masses needs to be increased.
l
f
0(## ) gives the number of parameters and the log-likelihood for a likelihood ratio test to compare the model to be estimated

















) to increase the number of mass points by one from a previous solution with


















The program searches for the location of the new mass-point by placing a very small mass at the location given by the ﬁrst
argument and moving it to the second argument in the number of steps speciﬁed by the third argument. (If there are several
random effects, this search is done in each dimension resulting in a regular grid of search points.) If the maximum increase
in likelihood is greater than 0, the location corresponding to this maximum is used as the initial value of the new location,
otherwise the program stops. When this happens, it can be shown that for certain models the current solution represents






h(#) causes the program to search for initial values for the random effects at level 2 (in range 0 to 3). The argument
speciﬁes the number of random searches. This option may only be used with
i




m(matrix) is not used.









) since by default the












































c causes all estimated parameters to be displayed in a regression table (including the raw random effects parameters) in





e is one of the maximize options,s e e[ R] maximize. In addition to displaying the details of the maximum likelihood















e option to check that
the model is correct and get the information needed to set up a matrix of initial values. Global macros are available that












r, matrices for the parameters (ﬁxed part and random
part, respectively).
Example 1: Three-level model
Three groups of subjects, some of whom were related to each other, completed a neuropsychological test with three levels




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The variance at level 2 is estimated as 1.134 with a standard error of 0.689, and the variance at level 3 is estimated as 0.573







6 can take a while and





e option which gives output on how the model is












) f o l l o w e db yt h e














). Some of the parameter estimates change in the third decimal place.














gives the same output as above but with exponentiated parameters and conﬁdence intervals in the ﬁxed-effects table.
Example 2: Random coefﬁcient model
We will now analyze the Junior School Project data from the MLN manual (1995). Math results are available on pupils from
















3 for schools (see Equation (3)). A












































































































































































1 is 1 for most pupils because there were only a few instances of two pupils in the same school having





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3 specify that, in the linear predictor, the ﬁrst random effect is multiplied by the constant 1 and





3, so that the random effects represent a random intercept and a random slope,
respectively. The within-school (residual) variance is estimated as 26.94 with a standard error of 1.36, the random intercept
variance is estimated as 4.10 with a standard error of 0.99, and the random slope variance is estimated as 0.037 with a standard
error of 0.020.




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































The intercept and slope are highly negatively correlated (correlation is
￿0.869). Here the Cholesky decomposition of the
covariance matrix, L, was estimated and the covariance matrix and corresponding standard errors were computed from L and













Example 3: Discrete random effects
We will use the data from Example 2 and ﬁt a random coefﬁcient model with discrete random effects in two dimensions
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The coordinates of the three points have intercepts and slopes of (
￿0.326, 0.076),(
￿3.441, 0.167), and (2.946,
￿0.261), with
probabilities of 0.539, 0.185, and 0.276, respectively.
We can use the Gateaux-derivative method to check if introduction of a further mass point yields a larger maximized
likelihood. We need to move a small mass through a ﬁne 2D grid of values of the random effects and check whether this









) option to specify the limits and number of steps for the












) option. After ﬁnding


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A very small mass of 0.032 has been placed at (
￿2.629, 0.889) without affecting the other masses substantially.
Example 4: Item-response models
Data from ﬁve multiple choice questions of Section 6 of the Law School Admission Test (LSAT, Bock and Lieberman















5 are indicators for the ﬁve items. Here






























































































































2 is a level-2 weight and gives the number of subjects with the same response pattern across the ﬁve items. A






































































































































































































































































































































































































































































































































































































































































































































































































































































































) if the data are not in “collapsed”
form.)


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) option caused the likelihood ratio test to be shown. The two-parameter model does not ﬁt the data signiﬁcantly
better than the one-parameter model. The loading of item 1 was constrained to 1 and the variance of the random effect was
estimated freely. To obtain the parameters of the model where the standard deviation is constrained to 1 instead, we can interpret
the standard deviation
p
:68158076 as the ﬁrst loading and multiply all other loadings by this value.
Example 5: Errors in covariate model
An epidemiological dataset with variables on diet and coronary heart disease (CHD) (Morris et al. 1977) will be used to
illustrate how the program may be used for logistic regression with errors in covariates. The aim is to estimate the relationship
between ﬁber intake and risk of CHD where ﬁber is subject to measurement error and has been measured twice on a subset
















p is ﬁber or whether it is CHD status, respectively. The variable
v
a
























































































































































































































































































































































The model is given in Equation (9) where the dummy variables
E and




















c, respectively. The model is similar to the two-parameter Rasch model in that we have a
factor loading


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































After adjusting for age, the measurement error variance is 7.17 and the variance of latent exposure is 24.50, giving a reliability





































6 (see Rabe-Hesketh and Pickles, 1999).
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (409–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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