Abstract-This paper investigates the use of statistical linearization to improve iterative non-linear least squares estimators. In particular, we look at improving long range stereo by filtering feature tracks from sequences of stereo pairs. A novel filter called the Iterated Sigma Point Kalman Filter (ISPKF) is developed from first principles; this filter is shown to achieve superior performance in terms of efficiency and accuracy when compared to the Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), and Gauss-Newton filter. We also compare the ISPKF to the optimal Batch filter and to a Gauss-Newton Smoothing filter. For the long range stereo problem the ISPKF comes closest to matching the performance of the full batch MLE estimator. Further, the ISPKF is demonstrated on real data in the context of modeling environment structure from long range stereo data.
I. INTRODUCTION
This paper investigates the Iterated Sigma Point Kalman Filter (ISPKF), which is a principled extension to statistical linearization methods such as the Unscented Kalman Filter (UKF), Central Difference Kalman Filter (CDKF), and Sigma Point Kalman Filter (SPKF) [6, 8, 18, 19] . In the seminal work [18] the Iterated Sigma Point Kalman Filter was discussed as future work as an "ad-hoc improvement" to non-iterated methods. In contrast, we highlight the fundamental importance of iteration in solving nonlinear least squares problems. To this end we develop the ISPKF directly from the underlying probability density function, grounding it in non-linear optimization theory and Newton's Method. For non-linear problems we emphasize that the measurement update for methods that do not iterate, such as the EKF, UKF or SPKF, cannot be expected to achieve the Maximum Likelihood solution, whereas iterative methods are provably convergent and have a rich convergence theory [3] .
After deriving the ISPKF, we compare it to a number of techniques including an optimal batch non-linear least squares solution, a Gauss-Newton filter, an Extended Kalman Filter, (as in [13] ) a Gauss-Newton Smoother, and an Unscented Kalman Filter. We find that the ISPKF both converges faster and with greater accuracy when compared to the other estimators.
We are interested in improving the range resolution of stereo to the point where we can accurately estimate depth from disparities on the order of one pixel or less. Our approach is to filter measurement sequences of image features over time. Temporal filtering of such measurements can improve depth estimation, which is important for mobile robots. For instance, better stereo range resolution increases a robot's ability to perform tasks such as navigation, long range path planning, obstacle avoidance, mapping and localization and high-speed driving.
Stereo is an interesting problem on which to apply the ISPKF because it is non-linear, suffers from inherent statistical bias, and because the true range probability distribution is non-Gaussian. When using traditional filters, such as the Extended Kalman Filter, these issues can cause apparent divergence (e.g. convergence to the wrong value). While the difficulties with bias in stereo can be largely overcome without recourse to statistical linearization, [13] we show that using statistical linearization results in significant improvements. Further, we show that the iterative nature of the new estimator greatly improves upon results of non-iterative statistical linearization methods like the UKF.
Finally, we demonstrate the ISPKF's capabilities in the real-world context of building accurate environment models from long range stereo data.
II. THE ITERATED SIGMA POINT KALMAN FILTER
In this section we derive the measurement update equations for the Iterated Sigma Point Kalman Filter. For completeness we start from first principles with the joint probability density function describing our problem, work through Bayes's rule, Newton's method, Gauss-Newton iterated non-linear least squares, the Iterated Extended Kalman Filter, linearized error propagation, statistically linearized error propagation, and finally arrive at the ISPKF.
We are interested in estimating the value of an unknown parameter vector x from noisy measurements of related quantities z. We consider the estimate vectorx and observation vector z to be independent realizations of multivariate normal distributions
where h : R n → R m is a non-linear measurement function relating the state to the measurements; and R and P are the measurement and state error covariance matrices, respectively.
From the Bayesian perspective we have P (x|z) = ηP (z|x)P (x) where η = P (z) −1 amounts to a normalizing factor, P (x) is the prior, and P (z|x) is the likelihood. Note that in this paper we ignore any system dynamics in the process model that might be acting on the prior and focus on the distinct problem of the measurement update. The task of maximum a posterior (MAP) estimation is to find the x that maximizes the scalar quantity P (z|x)P (x). Recall that the distributions on x and z are normal,
where | · | is the determinant. The solution that maximizes P (z|x)P (x) is equivalent to minimizing its negative log, which reduces to the quadratic,
where k is a constant which may be dropped. An algebraically equivalent way to look at MAP is to consider the prior estimate as a pseudo-observation and then to write a new observation vector and function,
If we let S T S = C −1 and
then (1) is clearly a non-linear least squares problem of the form
Newton's solution to such optimization problems is the iterative sequence
For small residual problems a useful approximation to (3) is the Gauss-Newton method, which approximates the Hessian
, the Gauss-Newton method defines the sequence of iterates [3] 
where f ′ (x i ) is the Jacobian of (2) . Noting that f ′ (x i ) = −SG i where G i is the Jacobian of g(x i ), (4) becomes
which (when g(x) is first approximated by its first order expansion) is also the normal equation solution to (1) . This sequence is iterated to convergence. After convergence the updated covarianceP k+1 is approximated usinĝ
where H i is the Jacobian of h(x i ) (for notational simplicity the k is dropped on the current covariance P). At this point we have derived the Gauss-Newton measurement update and made explicit the connection to Newton's method. In contrast to one shot linearization methods like the Extended Kalman Filter or the Unscented Kalman Filter, the GaussNewton method is locally convergent to the MAP estimate for near zero-residual problems [3] . In fact the discrete EKF is algebraically equivalent to a single iteration of the Gauss-Newton method [1] . The Gauss-Newton method is simply on the other side of the matrix inversion lemma. To see this we will need two forms of the matrix inversion lemma: 1)
and 2)
Expanding (5) and making use of the matrix inversion lemma we obtain, x i+1
which is the Iterated Extended Kalman Filter measurement update;
is the Kalman gain. Once the sequence over i is iterated to convergence the next time estimatex k+1 is set to x i . Similarly, after convergence, the covariance update (6) can be manipulated into the familiar EKF formP k+1 = (I − KH i )P. On the first iteration x i =x, i = 1, and (8) reduces to the Extended Kalman Filter. The point here is that iteration is not just an extension to the EKF; on the contrary, for near zero-residual problems, the EKF is a sub-optimal approximation of the provably convergent Gauss-Newton method [3] .
A. Linear Error Propagation
Notice that in (8) there are numerous linearized error propagation terms like PH T and HPH T . If we have a linear function z = Hx like the linearized equations above, then using the linearity of expectation we can propagate covariance in x through to z
With these in mind the IEKF update in (7) and (8) is
This equation is based on linearization of the observation function h, and linearized error propagation of the random variablesx and z.
A more accurate method of error propagation could be employed, such as statistically linearized error propagation [5] . There are various methods that use this technique, such as the UKF, SPKF, CDKF and LRKF [6, 8, 9, 18, 19] . However, these methods do not iterate the sequence to convergence, and typically end their analysis with comparison to the Extended Kalman Filter. This practice misses the direct and intuitive relationship between the Iterated Extended Kalman Filter and Newton's method. One would never iterate the Newton method just once. Hence, it is important to extend the statistical linearized filters so that iteration is possible.
B. Statistically Linearized Error Propagation
Statistical linear error propagation is generally more accurate than error propagation via first order Taylor series expansion [5, 7, 18] . The idea behind statistical linear error propagation is simple: select from the distribution on x a set of regression points X , such that they maintain certain properties of the input distribution (such as the mean and covariance). These points are then mapped through h
creating a set of transformed regression points, from which the mean and covariance are computed. Recent research has led to a number of filters that employ statistical linearization [6, 7, 19] , which can all be understood as examples of the so-called Sigma Point approach [18] . In this method the Sigma Points (regression points) are selected to lie on the principle component axes of the input covariance, plus one extra point for the mean of the distribution
L is the dimension of the state space, and the parameters α, β, and κ are tuning parameters 1 . The mean and covariance are computed from the Sigma points X and transformed Sigma points Z usinḡ
Selecting the regression points in this way is the key insight behind the Sigma Point approach. After pushing the Sigma points through h, we compute the first and second order statistics of the transformed points.
C. The Iterated Sigma Point Kalman Filter
From (7) we see that in (9) we have expressed the Iterated Extended Kalman Filter equations so that they do not depend on the sensor model Jacobian, but are instead expressed in terms of propagated error terms. This allows replacing the linear error propagation terms with statistical error propagation terms. By replacing the linearized error propagation terms in (9) with statistically linearized error propagation terms (11) we get
The Iterated Sigma Point Kalman Filter measurement update is defined by (10) , (11), (12) and (13), which completes the derivation. This filter utilizes the benefit of statistical linearization and iteration.
III. DEVELOPED EXAMPLE: LONG RANGE STEREO
We have applied the ISPKF to the problem of filtering a sequence of feature measurements from a Stereo Vision system. Stereo is an interesting problem because it exposes the inability of linear error propagation to faithfully transform a probability density through a non-linear function. This is apparent in Fig. 1 which shows the shape of the analytically propagated disparity probability density function -it is not Gaussian.
Consider a standard camera model that maps a 3D point
T to pixel locations in an axis aligned stereo rig. Standard perspective projection gives
T is the measurement of the pixels in the left and right images, b is the baseline, and f is the focal length 2 . For rectified imagery, the disparity, d = u l − u r , is inversely related to range, d = s(z) = bf /z, and clearly range is inversely related to disparity z = s(z)
T and right pixel [u r , v r ] T are realizations of normal distributions, then the measured disparity will also be normally distributed. Analogously, notice that in (8) that the covariance of the measurement distribution, derived from the state covariance P, is represented by the linear approximation H i PH T i . To understand the impact of this approximated measurement distribution better we use the range p.d.f., f z (z), which we have modeled as Gaussian, to derive analytically the disparity p.d.f., f d (d). This gives the derived distribution [2] , 2 Throughout this portion of the paper we use linear camera models with a resolution of 512×384 pixels, a horizontal FOV of 68.12 • and vertical FOV of 51.37 • . Unless otherwise stated, we use uncorrelated image measurement noise with a standard deviation of 0.25 pixels. 
T . Statistical error propagation captures the mean of the analytical p.d.f. more accurately, which is biased long due to the heavy tail.
∂d which expands to
Where σ z is the range standard deviation and µ z is the range mean. This non-Gaussian p.d.f. is shown in Fig. 1 and on the y-axis of Fig. 2 . Clearly, this predicted measurement disparity p.d.f. is non-symmetric and has a long tail (which causes bias in stereo). Using statistical linearization to compute these distributions is generally more accurate that linearized error propagation when the function h is non-linear [5, 18] . This is apparent in Fig. 2 which shows that statistical error propagation captures the mean of the disparity probability density function more accurately than linear error propagation.
A. Comparison of methods
In this section we derive and compare a number of methods that estimate the 3D position of a distant feature given stereo measurements. Consider some general stereo triangulation function r :
All the filters we compare are initialized with r(z 1 ), the triangulated stereo value from the first measurement. The initial state error covariance matrix P is found via error propagation of image errors where Σ l and Σ r are the left and right 2 × 2 measurement error covariance matrices, respectively.
We compare the following methods: the optimal Batch non-linear least squares solution (III-A. 1 
), an Iterated EKF (III-A.3), a Gauss-Newton Smoother (III-A.2), an EKF with 3D measurements (III-A.4), the UKF (III-A.5), and finally the Iterated Sigma Point Kalman Filter (III-A.6).
It is well known that stereo triangulation suffers from a statistical bias, and recently solutions for bias removal have been proposed [12, 13] However, in the context of temporal filtering bias removal is not enough -we must also make sure the underlying estimation machinery is robust to the non-linear nature of the problem at hand, or else the estimator may exhibit apparent divergence, as we will see with the "3D EKF" described below.
1) Batch Least Squares:
If we have measurements z j for j = 1, 2, ..., k up to time k then we can lump all the measurements together
Where the j th observation function h j is
and h lef t : R 3 → R 2 and h right : R 3 → R 2 are the left and right camera projection functions. Depending on the camera models in use, h lef t and h right can be formulated in a variety of ways [17, 20] . We only require The improvement of the UKF over the Gauss-Newton method can be attributed to statistical error propagation. The improvement of the ISPKF over the UKF can be attributed to Iteration. Notice that filters incorporating prior information modeled as Gaussian (all but the batch filter) suffer from initialization problems -either over confidence or under confidence. This is due to modeling range uncertainty as Gaussian, which is incorrect.
that these functions and their first derivatives are available, and otherwise leave them unspecified.
From this we can write a large batch least squares problem
the solution to which is the maximum likelihood estimate (MLE) given all measurements at all times. The GaussNewton Iteration for this problem is
As usual after convergence the covariance is approximated asP
Notice that for identical and independently distributed Gaussian measurements this is exactly the inverse Fisher Information matrix, and hence the batch estimator matches the Cramer-Rao lower bound. In the maximum likelihood sense this is the best unbiased estimate possible. In Fig. 3 and Fig. 4 we expect this estimator to perform the best.
2) Gauss-Newton Smoother:
Including a prior in the batch estimator results in a formulation identical to the Gauss-Newton recursive filter in (5) except that the measurement vector z is much larger (it contains all measurements from all times). This batch/recursive filter can use any number of past measurements, such as a sliding window over the previous m measurements. The longer the window the closer the results will approximate the MLE batch solution. A history window of m = 1 is equivalent to the Gauss-Newton recursive filter (5) . Range probability density function analytically derived through the stereo triangulation equations (inverse of the sensor model). Propagating measurements that are normally distributed results in a nonGaussian range distribution. Estimators that model the feature state as a 3D Gaussian will suffer from this mis-representation. The filter will likely exhibit either bias or divergence. Both iteration and statistical linearization can help overcome these effects. All the filters except the batch-optimal filter in Fig. 3 suffer from this mis-representation so some extent. m = 5 are shown in Fig. 3 and Fig. 4 . As expected, the Smoother matches the Batch estimator up until the time window starts dropping older measurements at m = 5.
3) Iterated Extended Kalman Filter:
An Iterated Extended Kalman Filter is algebraically equivalent to a GaussNewton Smoother with a time window of m = 1. The results for this filter are plotted in Fig. 3 and Fig. 4 . Initially the filter exhibits apparent divergence along the lines of the 3D EKF. This can be attributed to the inaccuracy of modeling range uncertainty as a Gaussian, when the true range distribution is biased long, as shown in Fig. 5 .
4) EKF with 3D measurements:
In order to see the deleterious effects linearized error propagation can have on a filter, consider a Kalman Filter with 3D observations, z 3D , as output from stereo triangulation. The state estimate and observation are independent realizations of multivariate normal distributions: z 3D ∼ N (r(z), R 3D ) andx ∼ N (x,P) where R 3D andP are the measurement and state error covariance matrices, respectively. The measurement error covariance matrix R 3D is found via error propagation of image errors just like (16) .
Notice that using this formulation introduces an extra linear error propagation into the equations. This has serious implications for filter performance -indeed from Fig. 3 we see that the 3D EKF converges to a biased value. Filtering sequences of 3-D measurements from stereo leads to biased range estimates when the uncertainty of each 3-D measurement is modeled by standard linear error propagation techniques; this emphasizes the fact that linear error propagation does not faithfully represent the transformed distribution.
5) Unscented Kalman Filter:
The Unscented Kalman Filter is equivalent to the Iterated Sigma Point Filter where only one iteration is carried out during the measurement update. This filter is shown in Fig. 3 and Fig. 4 .
6) Iterated Sigma Point Kalman Filter:
Applying the Iterated Sigma Point Filter developed in Sec. III to the stereo problem is straightforward. Like the other filters the state is initialized via stereo triangulation and error propagation. The iterated measurement update typically converges within 9 iterations. As can be seen in Fig. 3 and Fig. 4 the ISPKF comes closest to matching the batch solution, followed by the Gauss-Newton Smoother.
IV. ESTIMATOR EFFICIENCY
It is also important to address the efficiency of the ISPKF; that is, how well it approximates a minimal variance estimate of the parameters. The information inequality, cov x (x) ≥ I z (x) −1 , defines such a bound, which is called Cramer-Rao lower bound [2] . Here the Fisher information matrix I z (x) is given by the symmetric matrix whose i th ,j th element is the covariance between first partial derivatives of the log-likelihood function (18) ,
which, for a multivariate normal distribution, reduces to [15, 21] 
For n independent identically distributed measurements the Fisher information is simply nI. Qualitatively, an estimator that comes close to the CRLB is efficient. Fig. 6 shows comparison between the ISPKF, the Gauss-Newton smoother and the CRLB, and demonstrates that the ISPKF is efficient. Note that this is also an indication of consistency, since the estimator is not over-confident (e.g. it does not dip below the CRLB).
V. LONG RANGE STEREO EXPERIMENTS
To verify that the ISPKF is indeed converging to a reasonable estimate we have performed the following experiments. We took a sequence of 20 stereo images of a highly textured large flat wall, triangulated and tracked SIFT features on this wall [10] . We then fit a plane to all of the triangulated 3D points from all of the frames using RANSAC with an inlier threshold of 5cm [4] . If the stereo rig is well calibrated then the plane fit should give a reasonable 'ground truth' against which to measure error. Fig. 7 and 8 show sample images from two of the robots used in two different experiments. Fig. 9 shows a sample image from a sequence of 733 frames of a large checkerboard pattern measured from approximately 12m. In this case features are extracted with sub-pixel accuracy using a saddle point least squares fit [11] . This experimental setup is meant to ensure that features will follow a normal distribution, and for purposes of clarity we report results for this sequence.
The error plot in Fig. 10 for the checker wall sequence shows that filtering with the ISPKF improves the planarerror -e.g. the structure estimate is improved with filtering. The Gauss-Newton and Batch estimators are also plotted. Sample image of the checker wall sequence. The wall is approximately 12m in front of the robot. For scale, each checker is a US Letter size piece of paper (8.5 in by 11 in). Over 733 frames 105 corner features were tracked from the center portion of the pattern. The lighting and camera shutter speed were deliberately set to induce image noise so that the feature tracker (a sub-pixel saddle point corner fit in this case [11] ) would produce high measurement noise. This is apparent in the measurement histogram on the right, which is a histogram of 77,049 measurements for real data from the checker wall sequence (for the horizontal pixel dimension). This sequence uses rectified camera models with a resolution of 1024x768 pixels, a horizontal FOV of 54.08 • , a vertical FOV of 40.87 • and baseline of ∼4cm. This small baseline setup was deliberately chosen to to challenge the estimators in this paper with noisy data and small disparities. While all the estimators show improvement, it is difficult to distinguish difference in their performance.
VI. FUTURE WORK
In the near future we have plans to use the estimation machinery developed in this paper to improve the structure of maps built from moving robot platforms. This leads naturally into Structure from Motion (SFM) and Simultaneous Localization and Mapping (SLAM) research -problems that we are actively working on. Another interesting direction to consider is filtering dense stereo range images like the one shown in Fig. 11 .
Generally, the problem with using simple parametric distributions (like Gaussians) is that error-propagation through non-linear functions can transform the p.d.f. into highly non-Gaussian shapes. For instance, in stereo, the input p.d.f. is quite nearly Gaussian (see for instance the Screen shot of stereo range image from the LAGR wall sequence. The bottom portion shows that there is range data for most of the wall. We use a robust plane fit to all of the triangulated 3D points from all of the frames to establish a reference against which to compare the various estimators developed in this paper. Each range point can potentially be filtered to yield more accurate structure. measurement histogram in Fig. 9 ) while the transformed range p.d.f. is not. Since our state space representation assumes the normal distribution, we are likely to face difficulties. The underlying problem is that in state space the distribution we are tracking is not Gaussian -even if our sensor measurements are. There are many solutions, such as non-parametric density estimation [14] , or tracking higher order moments to estimate more accurately the a posteriori density [16] , to name just two. In general comparison to Monte-Carlo methods should give more insight into the ISPKF's performance.
VII. CONCLUSION
This paper develops the Iterated Sigma Point Kalman Filter and emphasizes the importance of iteration in solving non-linear least squares problems. We develop the ISPKF directly from first principles, grounding it in non-linear optimization theory and Newton's Method. This derivation shows that the Iterated Sigma Point Kalman Filter (ISPKF) is more than just an extension to non-iterated statistical linearization methods.
To establish the usefulness of the ISPKF we compare against a number of methods in the context of filtering long range stereo range measurements. Stereo is an interesting problem on which to apply the ISPKF because triangulation is an inherently biased, non-linear problem. We compare the ISPKF to the optimal batch non-linear least squares solution, a Gauss-Newton smoother, the Iterated Extended Kalman Filter, an Extended Kalman Filter with 3D measurements, and the Unscented Kalman Filter. This comparison shows that the ISPKF out performs all but the full batch solution. For experimental validation we have also applied ISPKF to filtering long range stereo data using three stereo rigs.
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