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Resumen 
Este trabajo trata sobre la aplicación del método de Newton para resolver un 
problema de búsqueda en línea asociado con la minimización de un funcional 
definido en el espacio de Hilbert L2 (0; T), con T un tiempo final dado. El 
funcional está asociado con un problema de control de un circuito de 3 juntas de 
Josephson modelado por un sistema de tres ecuaciones diferenciales ordinarias no 
lineales dependientes del tiempo. El problema de control se puede resolver con el 
método de gradiente conjugado, dentro del cual se deben resolver problemas de 
búsqueda en línea como el descrito en este trabajo y para el cual se describe tanto 
el caso continuo como su versión discreta. Para discretizar el problema, las 
funciones en L2 (0; T) se aproximan por funciones lineales por pedazos y los 
sistemas diferenciales ordinarios se resuelven con un método de Euler semi-
implícito. 
																						Palabras  c lave : Optimización, Control, Hilbert, Euler, semi-implícito. 
	
Abstract 
This work is about the application of Newton method to the solution of line 
search problems associated with the minimization of a functional defined in the 
Hilbert space L2 (0; T). This functional is associated with the control of a circuit of 
three Josephson junctions modelled by a system of three nonlinear ordinary 
differential equation depending on time. The control problem is intended to be 
solved by a conjugate gradient algorithm which involve line search problems 
similar to the problems described in this work and for which the continuous 
version as well as the discrete version is included. In order to discretize the line 
search problem, the functions in L2 (0; T) are approximated by piece-wise 
continuous functions and the ordinary differential equations are solved by a semi-
implicit Euler method.  
																						Keywords :  Optimization, Control, Hilbert, Euler, Semi-implicit. 
													
																		
																																		
1. Introducción 
En optimización, la estrategia de búsqueda en línea es uno de los enfoques iterativos básicos para 
encontrar un mínimo local v* de una función objetivo !:ℝ! →  ℝ. El enfoque de búsqueda en línea 
primero encuentra una dirección de descenso a lo largo de la cual la función objetivo ! será restringida 
y entonces se calcula el tamaño de paso que determinará qué tan lejos v debe moverse a lo largo de esa 
dirección. Este tamaño  de paso está asociado  con un  mínimo  local de  la  restricción  de ! a  la  recta  
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de bu´squeda. Al problema de encontrar este taman˜o de paso se le llama un problema
de bu´squeda en l´ınea, es decir, es un problema de minimizacio´n con restricciones de
la forma ⇢
Min f(v)
sujeto a v = u  ⇢w, 8⇢ 2 R;u,w 2 Rn, (1)
que tambie´n se puede escribir como
Min⇢2R f(u  ⇢w). (2)
Aqu´ı la recta de bu´squeda es la recta que pasa por u y tiene (por conveniencia,30
para nuestras posteriores aplicaciones) la direccion  w. Como ya se dijo, una de las31
a´reas donde surgen problemas de bu´squeda en l´ınea son los me´todos iterativos para32
minimizar localmente una funcio´n f : Rn ! R sin restricciones. En cada iteracio´n33
i debe resolverse un problema de bu´squeda en l´ınea de la forma (2), para u y w34
conocidos. Si denotamos con ⇢i a la solucio´n del problema de bu´squeda en l´ınea de35
la iteracio´n i, se toma a vi = u  ⇢iw como la nueva aproximacio´n para el mı´nimo de36
f . La solucio´n de los problemas de bu´squeda en l´ınea se puede aproximar por una37
variedad de me´todos nume´ricos [2], entre ellos el me´todo de Newton. Si definimos38
g(⇢) = f(u   ⇢w) entonces la solucio´n del problema (2) es equivalente a la solucio´n39
del problema en R40
Min⇢2R g(⇢). (3)
Para resolver este problema buscamos los valores donde la derivada de g se hace cero,
es decir, resolvemos (por Newton) la ecuacio´n
g0(⇢⇤) = 0. (4)
Tenemos que
g0(⇢) =  Df(u  ⇢w;w) =  rf(u  ⇢w) · w (5)
as´ı que por comodidad definimos
H(⇢) =  g0(⇢) = Df(u  ⇢w;w) = rf(u  ⇢w) · w (6)
y resolvemos la ecuacio´n41
H(⇢⇤) = 0, (7)
para lo cual, dada una aproximacio´n inicial ⇢0, se construyen sucesivas aproximaciones
de acuerdo a
⇢i+1 = ⇢i   H(⇢i)
H 0(⇢i)
, i = 0, 1, 2, .... (8)
En este trabajo aplicaremos el me´todo de Newton a un problema de bu´squeda en42
l´ınea donde los elementos u y w son conocidos pero pertenecen al espacio de Hilbert43
L2.44
Los problemas de bu´squeda en l´ınea en que estamos interesados aqu´ı son del tipo⇢
⇢⇤ 2 R,
J(u  ⇢⇤w)  J(u  ⇢w), 8⇢ 2 R, (9)
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con u y w fijos en L2(0, T ), y donde (con k > 0 y ||.|| la norma euclideana cano´nica)
J(v) =
1
2
TZ
0
v2dt+
k
2
||y(T )  yT ||2, (10)
y la funcio´n vectorial y = {y1, y2, y3} es la solucio´n del siguiente problema de valor
inicial que modela la dina´mica de un circuito de tres juntas de Josephson acopladas
inductivamente, [1]:8>><>>:
 1
dy1
dt + 1(y1   y2) + sin y1 = i1 + v, en (0, T ),
 2
dy2
dt + 1(y2   y1) + 2(y2   y3) + sin y2 = i2, en (0, T ),
 3
dy3
dt + 2(y3   y2) + sin y3 = i3, en (0, T ),
y(0) = y0.
(11)
En [1] y en [5] se dan los siguientes valores factibles para los para´metros involucrados
en este sistema:
 1 = 0.7,  2 = 1.1,  3 = 0.7, i1 = 1, i2 = 0.8, i3 =  1, (12)
1 = 2 = 0.1. (13)
. En (10)-(11), y0 y yT son estados inicial y final conocidos, respectivamente.45
1.1 El problema de minimizacio´n global y el diferencial de J46
El problema de minimizacio´n global o sin restricciones asociado con los problemas de
bu´squeda en l´ınea es ⇢
v⇤ 2 L2(0, T ),
J(v⇤)  J(v), 8v 2 L2(0, T ), (14)
El problema (10)-(11)-(14) corresponde a un problema de control cuyo objetivo47
es llevar la dina´mica del sistema del estado y0 al estado yT . Este tipo de proble-48
mas de control pueden resolverse usando un algoritmo de gradiente conjugado como49
los discutidos en el Cap´ıtulo 2 de [3] y el Cap´ıtulo 3 de [4], donde tambie´n se men-50
ciona el concepto de Frechet-diferenciabilidad adecuado para minimizar funcionales51
en espacios de Hilbert y la prueba del teorema mencionado a continuacio´n.52
Definicio´n. Sea V un espacio de Hilbert. Un funcional J sobre V es Frechet-
diferenciable si, para todo v, w 2 V , existe DJ(v) 2 V 0, la derivada o el diferencial
de J en v, tal que
J(v + w)  J(v) = hDJ(v), wi+ kwk✏(v, w), (15)
con h., .i denotando par de dualidad, y ✏(v, w) tendiendo a cero cuando kwk tiende a
cero. Similarmente, J es Gateaux-diferenciable sobre V si 8v, w 2 V existe DJ(v) 2
V 0 tal que
J(v + tw)  J(v) = thDJ(v), wi+ t✏(t, v, w), (16)
y ✏(t, v, w) tendiendo a cero cuando t tiende a cero.53
Teorema. Si J es Frechet-diferenciable en V , entonces54
J es continuo.55
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J es Gateaux-diferenciable.56
Si J tiene un minimo en v⇤, entonces DJ(v⇤) = 0.57
Si p = {p1, p2, p3} se define como la solucio´n del siguiente problema (sistema
adjunto):8>><>>:   
dp
dt +Kp +
0@ cos y1 0 00 cos y2 0
0 0 cos y3
1Ap = 0, en (0, T ),
 p(T ) =k(y(T )  yT ).
(17)
entonces el diferencial del funcional J considerado en este trabajo esta´ dado por
DJ(v) = v + p1, (18)
ya que podemos identificar a L2 con su dual.58
2. Metodolog´ıa59
2.1 Resolviendo (9) con el me´todo de Newton60
Definiendo
g(⇢) = J(u  ⇢w), (19)
tomando en cuenta la definicio´n de J y por (15) (regla de la cadena) tenemos que61
g0(⇢) =
d
d⇢
J(u  ⇢w) =  hDJ(u  ⇢w), wi . (20)
Definimos H : R  ! R por H(⇢) =  g0(⇢), o sea
H(⇢) = hDJ(u  ⇢w), wi . (21)
Supongamos que ⇢⇤ es solucio´n de (9). Se sigue entonces que
H(⇢⇤) = 0, (22)
y escribimos por el momento
·
H(⇢) =   ⌦D2J(u  ⇢w)w,w↵ . (23)
Dado ⇢0 (⇢0 = 0 parece ser una buena opcio´n en este contexto) , para m   0 la
solucio´n por el me´todo de Newton para (22) queda
⇢m+1 = ⇢m   H(⇢
m)
·
H(⇢m)
, (24)
o ma´s expl´ıcitamente
⇢m+1 = ⇢m +
hDJ(u  ⇢w), wi
hD2J(u  ⇢w)w,wi . (25)
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Como estamos trabajando en L2(0, T ), donde los pares de dualidad coinciden con los
productos interiores, podemos escribir
H(⇢) =
Z T
0
DJ(u  ⇢w)w dt; (26)
con
DJ(u  ⇢w) = u  ⇢w + p1⇢. (27)
donde p1⇢ se obtiene resolviendo el problema8>><>>:
 1
dy1⇢
dt + 1(y1⇢   y2⇢) + sin y1⇢ = i1 + u  ⇢w, en (0, T ),
 2
dy2⇢
dt + 1(y2⇢   y1⇢) + 2(y2⇢   y3⇢) + sin y2⇢ = i2, en (0, T ),
 3
dy3⇢
dt + 2(y3⇢   y2⇢) + sin y3⇢ = i3, en (0, T ).
y⇢(0) = y0.
(28)
y luego el problema8>><>>:   
dp⇢
dt +Kp⇢ +
0@ cos y1⇢ 0 00 cos y2⇢ 0
0 0 cos y3⇢
1Ap⇢= 0, en (0, T ),
 p⇢(T ) =k(y⇢(T )  yT ).
(29)
Solo falta calcular
·
H(⇢) = dHd⇢ . Esto es casi directo, ya que por la definicio´n de H
(y por la regla de Leibnitz para derivar integrales que dependen de un para´metro)
tenemos
·
H(⇢) =
Z T
0
[ w + ·p1⇢]wdt,
donde
·
p1⇢ se obtiene resolviendo el problema8>><>>:   
d
·
y⇢
dt +K
·
y⇢ +
0@ cos y1⇢ 0 00 cos y2⇢ 0
0 0 cos y3⇢
1A ·y⇢=
0@  w0
0
1A , en (0, T ),
y⇢(0) = y0.
(30)
y luego el problema8>>>>>>>>><>>>>>>>>>:
   d
·
p⇢
dt +K
·
p⇢ +
0@ cos y1⇢ 0 00 cos y2⇢ 0
0 0 cos y3⇢
1A ·p⇢=0B@
·
y1⇢ sin y1⇢ 0 0
0
·
y2⇢ sin y2⇢ 0
0 0
·
y3⇢ sin y3⇢
1CAp⇢, en (0, T ),
 
·
p⇢(T ) =k
·
y⇢(T ).
(31)
2.2 Discretizacio´n del problema (14)62
Usaremos la notacio´n yn = {yni }3i=1 para especificar el valor discreto de la funcio´n63
vectorial y al tiempo n t; similarmente, un denota el valor discreto de la funcio´n u64
al tiempo n t. Aproximamos (14) por65
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⇢
v⇤ 2 RN ,
J t(v⇤)  J t(v), 8v 2 RN , (32)
donde  t = T/N con N un entero positivo ”grande” y el funcional de costo J t es
definido por
J t(v) =
 t
2
NX
n=1
|vn|2 + k
2
||yN   yT ||2,
con v = {vn}Nn=1 y {yn}Nn=1 obtenido de v y y0 a trave´s de la siguiente variante
discreta de (11):
y0 = y0, (33)
y para n = 1, ...., N8<: yn   yn 1 t +Kyn +
0@ sin yn 11sin yn 12
sin yn 13
1A =
0@ i1 + vni2
i3
1A en (0, T ).
Si en RN consideramos el producto interior
(v,w) t =  t
NX
n=1
vnwn, 8v ={vn}Nn=1, w ={wn}Nn=1 2 RN ,
y definimos {pn}N+1n=1 como la solucio´n del siguiente problema adjunto:
 pN+1 = k(yN   yT ), (34)
 
pN   pN+1
 t
+KpN = 0, (35)
y para n = N   1, ..., 1 :
 
pn   pn+1
 t
+Kpn +
0@ cos yn1 0 00 cos yn2 0
0 0 cos yn3
1Apn+1 = 0, (36)
entonces
DJ t(v) = {vn + pn1}Nn=1. (37)
Los problemas de bu´squeda en l´ınea asociados con el problema finito-dimensional
(32) son del tipo ⇢
⇢⇤ 2 R,
J t(u  ⇢⇤w)  J t(u  ⇢w), 8⇢ 2 R, (38)
con u y w fijos en RN .66
3. Resolviendo (38) con el me´todo de Newton67
Si ⇢⇤ 2 R es solucio´n de (38), entonces ⇢⇤ es un cero de la funcio´n
H(⇢) =  t
NX
n=1
[(un   ⇢wn) + pn1⇢]wn, (39)
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donde
 
pn1⇢
 N+1
n=1
se define calculando la solucio´n
 
yn⇢
 N
n=1
=
 
(yn1⇢, y
n
2⇢, y
n
3⇢)
 N
n=1
de8>>>><>>>>:
y0⇢ = y0,
para n = 1, ...., N resolver
 
yn⇢ yn 1⇢
 t +Ky
n
⇢ +
0@ sin yn 11⇢sin yn 12⇢
sin yn 13⇢
1A =
0@ i1 + un   ⇢wn0
0
1A , (40)
y entonces resolver para
 
pn⇢
 N+1
n=1
=
 
(pn1⇢, p
n
2⇢, p
n
3⇢)
 N+1
n=1
el sistema8>>>>>>>>><>>>>>>>>>:
 pN+1⇢ = k(y
N
⇢   yT ),
 
pN⇢  pN+1⇢
 t +Kp
N
⇢ = 0,
para n = N   1, ...., 1 resolver
 
pn⇢ pn+1⇢
 t +Kp
n
⇢
+
0@ cos yn1⇢ 0 00 cos yn2⇢ 0
0 0 cos yn3⇢
1Apn+1⇢ = 0.
(41)
Para resolver la ecuacio´n H(⇢⇤) = 0 con Newton se requiere el conocimiento de
·
H(⇢):
observando (39) conclu´ımos que
·
H(⇢) =  t
NX
n=1
[ wn + ·pn1⇢]wn, (42)
con
·
p
n
1⇢ obtenido al diferenciar (40) y (41) con respecto a ⇢, esto es, al resolver para
·
y
n
⇢ 8>>>>><>>>>>:
·
y
0
⇢ = 0,
para n = 1, ...., N resolver
 
·
y
n
⇢ 
·
y
n 1
⇢
 t +K
·
y
n
⇢ +
0@ cos yn 11⇢cos yn 12⇢
cos yn 13⇢
1A ·yn 1⇢ =
0@  wn0
0
1A , (43)
y luego resolver para
·
p
n
⇢ :8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
 
·
p
N+1
⇢ = k
·
y
N
⇢ ,
 
·
p
N
⇢  
·
p
N+1
⇢
 t +K
·
p
N
⇢ = 0,
para n = N   1, ...., 1 resolver
 
·
p
n
⇢ 
·
p
n+1
⇢
 t +K
·
p
n
⇢
+
0@ cos yn1⇢ 0 00 cos yn2⇢ 0
0 0 cos yn3⇢
1A ·pn+1⇢ =0B@
·
y
n
1⇢ sin y
n
1⇢ 0 0
0
·
y
n
2⇢ sin y
n
2⇢ 0
0 0
·
y
n
3⇢ sin y
n
3⇢
1CApn+1⇢ .
(44)
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Con esto podemos ya aplicar Newton para resolver (38): Dado ⇢0 (⇢0 = 0 parece
ser una buena opcio´n en este contexto), iterar con
⇢m+1 = ⇢m   H(⇢
m)
·
H(⇢m)
. (45)
Usamos el criterio de paro abs(⇢m+1   ⇢m)/abs(⇢m+1) < ", para " mayor que cero68
dado.69
4. Resultados70
4.1 Ejemplo 171
En este ejemplo tomamos u(t) = 0 y w(t) = DJ(0). El diferencial de J en v = 0 es72
dado anal´ıticamente por DJ(v) = v + p1, pero debe aproximarse nume´ricamente ya73
que no conocemos la solucio´n exacta de p1. Para esto debe resolverse nume´ricamente74
(11) y luego (17) o´ (33)-(36). Las gra´ficas de u y w = DJ(0) se muestran en la Figura75
1. Tanto para las aproximaciones de u y w como para las iteraciones de Newton76
(calculando H y su derivada con (39) y (42)) se tomaron los valores siguientes:77
T = 11.0.78
⇢0 = 0.0.79
k = 10000.80
 T = 1.0/500.0.81
" = 1.0e  4.82
y0 = [1.2514; 0.7456; 0.9753].83
yT = [7.4207; 6.4958; 0.3236].84
En 9 iteraciones se obtuvo el valor ⇢? = 0.25582903. La gra´fica del funcional J85
restringido a la recta v = u  ⇢w se muestra en la Figura 2.86
La derivada con respecto a ⇢ de la restriccio´n de J a la recta v = u ⇢w se muestra87
en la Figura 3.88
4.2 Ejemplo 289
En este ejemplo tomamos u = texp( t) y w = exp( t)/10. Las gra´ficas de u y w90
se muestran en la Figura 4. Tanto para las aproximaciones de u y w como para las91
iteraciones de Newton se tomaron los valores siguientes:92
T = 20.0.93
⇢0 =  10.0.94
k = 1/10000 = 1e  4.95
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Figura 1. Funciones u(t) y w(t) para el ejemplo 1. Dadas estas funciones, se minimiza sobre
⇢ el funcional J(u(t)  ⇢w(t)).
.
Figura 2. Funcional J(u(t)  ⇢w(t)) para las funciones u y w que se muestran en la Figura 1.
 T = 1.0/500.0.96
" = 1.0e  4.97
y0 = [1.2514; 0.7456; 0.9753].98
yT = [7.4207; 6.4958; 0.3236].99
En 2 iteraciones se obtuvo el valor ⇢? = 5.01000653. La gra´fica del funcional J100
restringido a la recta v = u  ⇢w se muestra en la Figura 5.101
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Figura 3. Derivada con respecto a ⇢ de J(u(t)   ⇢w(t)) para las funciones u y w que se
muestran en la Figura 1.
Figura 4. Funciones u(t) = texp( t) y w(t) = exp( t)/10 para el ejemplo 2. Dadas estas
funciones, se minimiza sobre ⇢ el funcional J(u(t)  ⇢w(t)).
.
La derivada con respecto a ⇢ de la restriccio´n de J a la recta v = u ⇢w se muestra102
en la Figura 6.103
5. Conclusiones104
No contamos con un ejemplo para el cual se conozca la solucio´n exacta, as´ı que105
nuestra validacio´n se basa en el desempen˜o del me´todo en ejemplos como los dos106
mostrados, dado que es posible tener una visualizacio´n suficientemente detallada del107
funcional J restringido a la ”recta” que pasa por u y tiene direccio´n w. De acuerdo108
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Figura 5. Funcional J(u(t)  ⇢w(t)) para las funciones u y w que se muestran en la Figura 4.
Figura 6. Derivada con respecto a ⇢ de J(u(t)   ⇢w(t)) para las funciones u y w que se
muestran en la Figura 4.
a estos ejemplos se puede concluir que el me´todo de Newton produce resultados109
excelentes. En este trabajo no era el objetivo comparar el me´todo de Newton con otros110
me´todos, sino verificar que este tipo de problemas se pueden resolver aceptablemente111
utilizando el me´todo de Newton; sin embargo en trabajos futuros esperamos hacer112
tal comparacio´n, por ejemplo, con los me´todos que no utilizan derivadas.113
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