Abstractive text summarization plays an important role in the field of natural language processing. However, the abstractive text summary adopts deep learning research method to predict words often appears semantic inaccuracy and repetition and so on. at the present stage, in order to solve the problem that semantic inaccuracy, we propose an MS-Pointer Network that based on the multi-head self-attention mechanism, which a multi-head self-attention mechanism is introduced in the basic encoder-decoder model. Since multi-head self-attention can combine input words into the encoder-decoder arbitrarily, and given a higher weight of these words that combination of the semantics, thereby achieving the purpose of enhancing the semantic features of the text, so that the abstractive text summary is more semantically structured, And the multi-head self-attention mechanism add the position information of the input text, which can enhance the semantic representation of the text. At the same time, in order to solve the problem of out of vocabulary, a pointer network is introduced on the seqtoseq with a multi-head attention mechanism. The model is referred to as MS-Pointer Network. We used CNN/Daily Mail and Gigaword datasets to validate our model, and uses the ROUGE metric to measure model. Experiments have shown that abstractive text summaries generated using the multi-head self-attention mechanism outperforming current open state-of-the-art two points averagely.
I. INTRODUCTION
The study of text summarization is an important area of research in the field of natural language processing. The purpose of the text summary is to extract a piece of content from the original text, which summarizes the main information of the original text. The current text summary is divided into two categories: extractive text summaries and abstractive text summaries. The extracted text summary mainly uses Sorting algorithm [1] , which means extracting sentences from the original text and combine them, in this way, a text summary is created. However, abstractive text summaries extract the semantic features of the original text and blend these features together, so a summary that matches the original meaning is generated; for this reason, abstractive text summaries are more suitable in process of artificial summarizing text. But abstractive text summaries are a challenging task for generating grammatically compliant plain text summary The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo . by semantic feature extraction compared to extractive text summaries.
Due to the difficulty of generating abstractive text summary, most of the research on text summaries in the past few years has been based on extracted summary. Kupiec proposed a new method in 1995 [2] , through the naive Bayesian classification model to determine whether each sentence in the article should be extracted as a summary. Osborne proposed an extractive text summary based on the maximum entropy algorithm [3] in 2002. However, as Bahdanau et al. proposed a sequence-to-sequence model in machine translation in 2017 [4] , the sequence-to-sequence model was gradually applied to abstractive text summaries, and the generated abstractive text summaries also get the state-of-the-art effect.
For the first time, Facebook's Rush et al. applied deep learning into abstractive text summaries [5] . They used convolutional neural network models to encode original documents and generated summary by using context-sensitive attentional feedforward neural networks, which get the best result currently. Chopra et al. used the same encoder to encode VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the original document, but they used the Recurrent Neural Network (RNN) as the decoder [6] , and by using this model, the effect of summary generation improved greatly. IBM's Nallapati et al. applied the best-performing Recurrent Neural Network (RNN) seqtoseq model with attention [7] into abstractive summary research, which is the best result currently in machine translation, and designed the seqtoseq to use the useful information such as character features, stop words and document structure has achieved better results than using the RNN model lonely, and is far superior to the existing text summarization method. In 2016, Google Inc. opened up the text summary module Textsum [8] in the deep learning framework TensorFlow. This module also adopted the idea of a sequence-to-sequence model to automatically generate news headlines based on a deep learning framework. The effect is similar to the artificially generated summary. In 2017, Stanford University scholar Abigail et al. proposed a generative pointer network and coverage mechanism, which can solve the problems of semantically incorrect and repetition in abstractive text summary [10] . Although these models have made abstractive text summary a success, there are still some problems unsolved: on the one hand, semantic inconsistency and serious detail errors exist, on the other hand, generated text summary sometimes doesn't match the grammatical structure. In this paper, we proposed an MS-Pointer Network to relieve the problem that semantic inconsistency.
In this paper, our contributions are included: a. Although these models have made abstractive text summary a success, there are still some problems unsolved: on the one hand, semantic inconsistency and serious detail errors exist, on the other hand, generated text summary sometimes doesn't match the grammatical structure.
b. We introduce pointer network to the model and solved out of vocabulary. For most of the text summaries, only generate headline of the article. The text summary of this article is a text summary for multiple text and long sentences. We think generate a text summary of a long sentence is more meaningful with the requirements of the actual application, and is more challenging to suppress the repetition problem of abstractive summary. c. In this paper, we use two corpora to evaluate our model. they are CNN/Daily Mail corpus [11] and Gigaword corpus. In CNN/Daily Mail corpus, each text contains an average of 39 sentences, and each of original text corresponds to a multiple sentence textual summary. The result has shown that the ROUGE score of generated text summaries using MS-Pointer Network is 2 points higher than the score of the current best model. The remainder of this paper is organized as follows. Section II introduces predecessor-related research work. The model of self-attention and MS-Pointer Network will be explained in sections III, and Sections IV will be the experimental results as well as the analyses. Section V will give a conclusion and have a discussion on the implementation of this model in the future.
II. RELATED WORK
Abstractive text summaries have been hot areas of research in the field of natural language processing and well as on the future research directions. In the past several years, the maturity of deep learning technology framework provided technical support for abstractive text summaries. In 2015, Rush et al. used the sequence-to-sequence model with attention to generate abstractive text summaries on the DUC-2004 and Gigaword [5] , and the get state-of-the-art result. The encoder uses three different encoding methods: the word bag model, convolutional neural network encoder (CNN), and seqtoseq model with attention. The sequence-to-sequence model is based on the attention mechanism. It uses a convolutional neural network to encode the most recent c words, then uses the encoded context vector to assign attention to the input sentences. In addition, it selects the first sentence in the news as input and the news headline as output. In 2019, Alguliyev et al. used machine learning to generate text summary [33] , which mainly divided the text into a number of relatively fixed units of semantics based on the method of text clustering, and made core word discovery for each unit, and then combined the core words of each semantic sentence to construct a text summary. Goularte proposed a fuzzy rules approach [35] to generate text summary, Rekabdar proposed text summary mode based on Generative Adversarial Network [36] , and Zhang et al. used a Pretraining-Based neural network model to generate text summary [37] .
In 2016, IBM Watson made a further expansion on the basic sequence-to-sequence model with attention mechanism. On the basic model, he combined more features and techniques to generate abstractive text summaries [9] . By using the sequence-to-sequence model with the attention mechanism on the Gigaword dataset and the DUC dataset, they obtained state-of-the-art results. The encoder of this model adopts bidirected GRU-RNN, and the decoder is a unidirectional GRU-RNN. The RNNs' hidden layers set same size, and the attention mechanism acts on the hidden layer of the encoder. The model uses the large vocabulary trick (LVT) technique on the text summary. The vocabulary of the decoder in each of the smallest batches is controlled by the vocabulary of the encoder. Too much amount of decoder vocabulary may cause computational bottleneck problem in softmax layer, but this model can solve this problem.
Massive datasets for long text summaries are very rare. Nallapati et al.'s attention mechanism [9] used the DeepMind question and answer dataset for text summarization and was tested on the CNN/Daily Mail dataset [11] . This is the first basic model of abstractive text summary. In 2017, Nallapati et al. also put forward an extracted text summary, which is based on recurrent neural network [12] . This can provide training for the extracted model, and can also train reference summary that is generated artificially separately. The model regards the extracted text summary as a sequence classification problem, and consists of a two-layer bidirectional GRU-RNN. The first layer of RNN works at the word level and calculates a hidden state representation. The adjustments are made sequentially at each word position, based on the current word embedding and the previous hidden state. The second layer of RNN works at the sentence level, which is a two-way neural network, and accepts the average pooling and hidden state links of the bidirectional RNN as input.
In the research of abstractive text summary, the generated pointer network model [10] has achieved the state-of-the-art effect. In order to solve the problems of generated inaccurate summary and content repetition, the pointer network [13] is introduced, on the basis of sequence-to-sequence model with attention mechanism. While keeping the new words, it can directly extract content from the original text, which ensures that a more accurate summary is generated and the problem of out of vocabulary word is solved. In the later stage of training, the model also introduced a coverage mechanism to stop the repetition of the generated summary. In the CNN/Daily Mail datasets, encoder part of the model uses a single-layer bidirectional LSTM, inputting the word embedding sequence of the original text, and outputting the encoded hidden state sequence; while decoder part adopts a single layer unidirectional LSTM. Compared with the ROUGE score of the ordinary attention mechanism model, the ROUGE score of this model increased by 2 points. This paper uses multi-head self-attention mechanism to generate text summaries. Self-attention mechanism was first proposed by the Google development team [14] . Since then, it has become a research hotspot of neural network models. Attention mechanisms can quickly extract important features of sparse data and are widely used in natural language processing tasks such as machine translation. The self-attention mechanism is an improvement of the attention mechanism, which reduces the reliance on external information and is better at capturing the internal correlation of data or features. In view of these characteristics of the self-attention mechanism, it has been applied in many tasks, including enhancement of text representation [14] , reading comprehension of the text [15] , natural language inference [16] , [17] and relation extraction [18] . The Google Machine Translation team used the attention mechanism instead of the RNN in the encoder decoder to build the entire model framework [19] , and used a lot of multi-headed self-attention in the sequenceto-sequence model. Advanced results were achieved in the WMT2014 corpus on the English-German and English-French missions, and the training speed was faster than the mainstream model. Tan et al. of Xiamen University applied self-attention to the Semantic Role Labeling Task (SRL) [20] and achieved outstanding results.
Our approach is close to the pointer-generator model of Abigail (2017) [10] and the Transformer of Vaswani (2018) [19] , with some small differences: (i) We calculate an Attention(Q, K , V ) with multi-head self-attention in encoder, whereas Abigail et al. only use the based attention model and calculate a context vector. (ii) We add to the position embedding in multi-head self-attention to record the word position information, but Abigail et al. do not do this.
(iii) We stitch the word position embedding and word embedding into a vector input into the encoder, but Vaswani did not do so, they used sine waves to calculate the position embedding. Our reasoning is that (i) decreasing the complexity of the model, and saving time of model training, (ii) it can train position embedding at the same time as the word embedding, and (iii) both ways achieve the same purpose, but our approach is simpler.
III. MODELS
In this section, we will introduce abstractive text summary with self-attention. On this basis, we proposed an MS-Pointer Network model with the multi-head self-attention mechanism; then, in order to limit the repetition of generated text summary, the coverage mechanism [21] was introduced in the later training. The basis of the model is the still seqtoseq model, which introduces a self-attention mechanism based on the based seqtoseq model. In order to solve the problem of out of vocabulary, a pointer network [13] is introduced in the encoder. The text summary model with multi-head selfattention mechanism yielded a higher ROUGE score.
A. MODEL BASED ON SELF-ATTENTION
The text summary model is on the basis of network model of seqtoseq and is an abstractive text summary at the long sentence level. Firstly, if a self-attention mechanism is used in the seqtoseq model, it can enhance the semantic feature extraction of text. Secondly, introduction of the pointer network based on self-attention model can solve the problem of the out of vocabulary. Finally, coverage mechanism was added at the end of the training time, which effectively limited the repetition of the generated text summary.
1) SEQTOSEQ WITH SELF-ATTENTION
The seqtoseq based on the self-attention mechanism is shown in Figure 1 . The words of the article are input into the encoder one by one, the hidden state is output through the word embedding encoder, and the encoder is a single-layer bidirectional LSTM network, while the decoder is a single layer unidirectional LSTM, and at each t step, the decoder outputs a hidden state s t . Romain has demonstrated that the introduction of a self-attention mechanism for long texts in the encoder model [22] helps to enhance the semantic expression of the text, makes the generated text summary closer to semantics of original text, and reduces text repetition. The method is to assign a weight to each word w i that put into the encoder, and each word in the encoder will acquire a weight d i through model training, which indicates the importance of each word being concerned. Each sentence input into the encoder also obtain a weight vector D i = {d 1 , d 2 , . . . , d n }, which is linearly calculated by the output h i of the encoder hidden layer to indicate the internal relationship between the currently word and the other words put into encoder. The calculation formula is as follow:
where x t , x t are the words that are input into the encoder, and N is the number of words currently input into the encoder, f () is a linear calculation function. The calculation formula is:
where K is calculated parameter, then h i calculates the correlation e ti with the hidden state S t of the decoder. e ti is the similarity weight of the output state of the decoder at per t step and the input of the encoder. tanh() is the activation function, and the calculation formula is as follow:
where e ti is the similarity weight of the output state of each decoder and the input content of the encoder. h i and s t is output of hidden state in encoder and decoder respectively. W h , W s and b attn are the parameters learned by the model training, respectively, is the activation function. In order to limit the repetition of the generated words, this paper takes the punishment of the words with high attention weight input in the encoder. The specific calculation formula is as follow:
a ti = soft max e ti (5) soft max e ti = e ii n j=1 e tj
The soft max() is the activation function and takes the value of [0,1], a ti is the distribution of attention of the word put into encoder. The self-attention distribution can be seen as a probability distribution over the original text and will tell the decoder which word that is input into the encoder can get higher attention. The self-attention mechanism pays more attention to the internal features that are input into encoder, which helps the decoder to extract more semantic information for the text summary. The self-attention distribution is used to calculate the context vector c i , which is calculated as follow:
The context vector can be seen as a representation of the text information into encoder.
2) POINTER NETWORK MODEL
In order to solve the problem of out of vocabulary which will generate text summary, the pointer network model [13] is introduced on the basis model with self-attention mechanism, and structure diagram is shown in Figure 1 . The context vector of the encoder and the output state of the hidden layer in the decoder are input into two linear connection layers and producing a probability distribution on the dictionary to predicting new words, the calculation formula is as follow:
where V , V , b and b are learnable parameters obtained from model training. P voc is the probability distribution on the dictionary and the probability of finally predicting word w is denoted by Pw. The formula is:
Through the pointer network, the model could either copy words directly from source text or generate new words from generated dictionary. The model will generate a pointer probability p po from the context vector c t and the hidden layer output state s t of decoder and decoder and the input x t at the time t, where p po ∈ [0, 1], p po is calculated as follow:
where w T c , w T s , w T x and b po are learnable parameters by model training, and σ is the activation function. P po is used to decide whether to generate a new word from P voc or to get a word from original text through attention mechanism. For all words are from the original text, the probability distribution of word w on the dictionary can be obtained by the following formula:
We can see from equation (11), if w is OOV, the value of P voc (w) is zero, and if w does not in the original text, the value of i:w i =w a ti is zero. The loss function of the model uses the cross-entropy function. For every t step of the model training, the predicted target word is w * t , and the loss function of each t step is:
and the loss overall the whole sequence is:
where T is the total steps of training. According to the Backpropagation algorithm, gradient of the loss function is required, as follow table 1: During Backpropagation, the network model updates parameters according to changes in gradient functions. 
3) THE COVERAGE MODEL
In order to limit the repetition of text summary, coverage mechanism is used in the later stage of training [21] , on the basis of the self-attention probability distribution of the previous t −1 steps, coverage vector is introduced and calculated as the sum of the self-attention mechanisms of previous t − 1 steps. The calculation formula as follow:
where a t is the self-attention weight of input information into encoder at t step. From the equation (14) we can see that C t cov is a probability distribution on the original text, which indicate the degree of repetition of the word received from the self-attention mechanism at t step. C 0 cov is a zero vector, because it is in the first step of decoding, no words have been repeated before.
The coverage vector can be used as an extra input to the self-attention mechanism, where equation (3) can be written as: (15) where w c is a vector with the same dimension as v, which can help self-attention make current decision, and reminding the self-attention mechanism to focus on words that have not been noted previously. It is beneficial to stop the decoder from generating words that have generated before. The model needs to additionally define a loss function to penalize the phenomenon of repetition at the same location. The calculation formula as follow:
The co loss t < 1 according to equation (16), if the current position is concerned, then C ti cov will be very large, in order to reduce the value of coloss t , the model will take a smaller a ti , and give less attention to the current position. The final loss function introduces the parameter κ, which is calculated as follows:
B. THE MS-POINTER NETWORK MODEL
In this paper, in order to enhance the feature extraction of semantics, we proposed MS-Pointer Network abstractive model based on the multi-head self-attention mechanism [19] . Figure 2 shows a structural calculation of the multi-head self-attention mechanism. Since the pre-trained word embedding has achieved good results in text classification and relation classification [23] [24], this paper uses the pre-trained word embedding as the i word w i input of the multi-head self-attention, and the word embedding is noted as m i ∈ R d×w .
FIGURE 2.
Multi-head self-attention mechanism model calculation schematic diagram.
1) INPUT INFORMATION
Since the self-attention mechanism does not care about the words order of text sequences input into the model, the multihead self-attention mechanism in this paper uses the position information of the input text, and marks the i word's position information. The position vector of text sequence of input model is denoted as g i ∈ R d p . In order to obtain more semantic features of the input text sequence, the positional information between the words is used to characterize the intimacy of the two words in the sequence. The word input to the encoder distance the i word is 1 is marked as g 1 i , and distance 2 is marked as
then the word embedding and position information are then reconnected into a new vector, which is denoted as
The length of the sentence input into the encoder is denoted as l, and the word embedding input into the encoder is X = [w 1 , . . . , w l ], where X ∈ R n×d .
2) MIDDLE LAYER OF MULTI-HEAD SELF-ATTENTION
It can be seen from Figure 2 that the core part of the multihead self-attention mechanism is the dot product operation, which is different from the basic attention mechanism model [5] . The basic attention mechanism model has only one forward neural network, and the multi-head self-attention mechanism uses matrix point product to speed up the calculation. The model gives a matrix Q with n query vectors, where Q ∈ R n×d , the key value K ∈ R n×d , and the hidden layer value of the encoder are V ∈ R n×d . The weighting score matrix for calculating the attention mechanism is as follows:
where d is the dimension of the query matrix and key values. When d is relatively small, the multi-head self-attention mechanism and the self-attention mechanism have similar effects, and even the self-attention mechanism performs better. The reason is that when the value of d is relatively large, the dot product will get larger. On the order of magnitude, the softmax function will have a small gradient value. To reduce this effect, we select the dot product and multiply by 1 √ d . The first step of the multi-headed self-attention is to input a matrix vector X ∈ R t×d , which uses a different initialization matrix to linearly calculate the key value and the hidden layer of the encoder h times. At each time, attention mechanism is executed in parallelly, and finally obtains a d v dimension output value. Then these values are connected once and a linear calculation is conducted to get the final output value. The specific structural schematic diagram is shown in Figure 2 . Correspondingly, the i header query, key value and encoder hidden layer value corresponding to coefficient matrix is recorded as W
, and then the correlation between the query and the key value is calculated by the scaled dot product, and finally the output is mixed semantic representation H i . The mathematical formula is as follow:
Finally, the parallel multi-header forms a vector M through a concatenate operation Concat, and then obtains the final semantic representation Y through linear calculation, and calculated formula is as follow:
where M ∈ R n×d , W ∈ R d×d . Finally, getting the probability distribution on the dictionary by the softmax function:
where V and B is the learnable parameter obtained by the training, and the loss function also adopts cross entropy function, which is the equation (12) and (13) . The multi-head self-attention mechanism has many advantages compared with RNN. Firstly, multi-head self-attention could enhance the representation ability between sentences. As abstractive text summary requires generating sentences that are more consistent with grammatical structure, and multi-head self-attention can do this. Secondly, multi-head self-attention uses sum of the weights to calculate the vector, which is faster than the forward propagation of RNN. Finally, multi-head self-attention calculations achieve higher parallelism and are more efficient than RNN and we proposed the MS-Pointer Network also solve the problem of out of vocabulary.
C. THE BEAM SEARCH ALGORITHM
In the test phase, decoder uses the beam search algorithm [25] to generate summary, and the beam size is taken 4. The beam search algorithm process is shown in follow table 2. The beam search algorithm is simpler than the Viterbi algorithm, and the time complexity of the algorithm is O(BNV ). The larger value B of beam is, the more accurate the prediction is. However, if the B value is too large, the calculation efficiency will reduce, and the comprehensive consideration of the B value is taken 4.
IV. EXPERIMENTS AND ANALYSIS
In this section, we will experiment on MS-Pointer Network, and compared the model with self-attention mechanism text summary model. Our models have achieved prefect result by comparing different datasets and different models with the opened state-of-the-art results. Finally, we show the effect of our model through visualized graphics.
A. DATASET AND EVALUATION METRICS
The training dataset of this paper uses the CNN/Daily Mail dataset [11] with multiple sentence levels and the Gigaword text summary dataset of two sentence levels [6] . We use script language to clean the dataset includes removing stop words and special characters; it is divided into a training set, a validation set, and a test set. of .bin file. There are 284,654 text summary pairs in the training set, verification sets and test sets have 13675 pairs and 12894 pairs respectively. The public dataset has been preprocessed [9] , but we do not preprocess the corpus. The CNN/Daily Mail dataset is a multi-sentence summary dataset with an average of 790 words per text, corresponding to 3 to 4 text summaries, and each summary contains an average of 59 words.
In order to validate our model better, we also tried to train the model in the Gigaword corpus. The Gigaword dataset contains 3.8M training sets, 190k validation set samples, and 1951 test samples. The text summary pairs which are put into input layer are the headline and the first sentence of article. Rush et al. used the Gigaword corpus [5] , but it is combined with an abstractive text summary model trained on the DUC 2003 corpus, the former is called the ABS model, and the latter is called ABS+ model, which will give a comparison with our mode in later section. These two models can be considered as the state-of-the-art in the current abstractive text summary.
We use the ROUGE evaluation mechanism to evaluate our model. It mainly depends on the number of words cooccurring in the generated summary and reference summary, and the more words that co-occurrence in the generated summary and reference summary, the higher the ROUGE score. The ROUGE scoring mechanism mainly uses ROUGE-1, ROUGE-2, ROUGE-3, and ROUGE-4, and 1, 2, 3, 4 represent 1-grams word, 2-grams word, 3-grams word, and 4-grams word, respectively. In this paper, we evaluated generated summary with ROUGE-1, ROUGE-2, ROUGE-3, and ROUGE-4. Models training on CNN/Daily Mail dataset and Gigaword corpus are also evaluated separately.
B. EXPERIMENTAL SETTINGS
The experimental environment programming language of our model is Python 3.6, and the deep learning framework is TensorFlow 1.2.0. The hardware environment is the NVIDIA GTX 1080Ti GPU server. The parameters of MS-Pointer network and self-attention mechanism network model is the same. The encoder hidden layer is a single-layer bidirectional LSTM network, the number of hidden units is 256, and the dimension of the word vector is 128. Since the model uses a pointer network to deal with out of vocabulary, the size of the dictionary is set 50k, which is smaller than the dictionary 150k in Nallapati [9] . The word vectors are pre-trained on both datasets. We choose the dimension of the position vector to be 4, and the number of the head in the multi-head self-attention mechanism is 6, and the introduction of the pointer network and the coverage mechanism makes the model increase 1665 parameters, which are w T c , w T s , w T x , b po in equation (10) and w c in equation (15) . The process of training uses the Stochastic Gradient Descent optimizer [26] , because the experiment proves that the optimizer works best in Adam, RMSprop and Adagrad [29] . The learning rate is 0.15, and the initial accumulated value is 0.1. The batch size is 16. To prevent overfitting, the Dropout algorithm is used [27] . The loss function used sets an early stopping on the validation-set.
In the training phase, the article input to the model is adjusted to 500 tokens, and the length of the summary is 100 tokens, and at test phase, the length of the adjustment summary is 150 tokens. In the training phase, input a high truncation sequence helps to increase the maximum length of the converged text, and at test phase, the beam search algorithm is used to generate a summary. We training of the self-attention model with 800,000 iteration on the CNN/Daily Mail training set, about 35 epochs, and the training taken 7 days and 15 hours. The MS-Pointer Network trained 600,000 iteration on the CNN/Daily Mail training set, about 32 epochs, and the training taken 4 days and 10 hours. We also conducted experiments on the Gigaword dataset. The self-attention model was trained for 1 million iteration, about 37 epochs, and the MS-Pointer Network was trained for 800,000 iteration, about 34 epochs. The effect of the loss function of the model about 34 epochs. The effect of the loss function of the model training is shown in Figure 3 .
As can be seen from Figure 3 , the MS-pointer Network model converges faster on the CNN/Daily Mail training set and the loss value is smaller than the final convergence value of the self-attention mechanism, which is about 0.1. In the Gigaword training set, the convergence speed of the MS-pointer Network is significantly faster than that of self-attention model. The final loss value converges to about 0.2.
C. RESULTS AND DISCUSSION 1) THE RESULT OF EXPERIMENT
In order to verify the superiority of our model, we used the CNN/Daily Mail dataset and the Gigaword corpus to train our model and compare it with the public dataset. The evaluation metric uses the ROUGE scoring mechanism [28] , and taking ROUGE-1, ROUGE-2 and ROUGE-L respectively. The ROUGE score can be obtained by using the pyouge installation package. The scoring results of the model are shown in Table4. The results of the ROUGE scoring mechanism on the CNN/Daily Mail dataset are shown in Table 1 , and the scoring results of the model on the Gigaword dataset are shown in Table 4 . In addition to our own self-attention mechanism model and MS-Pointer Network model, we also list the abstractive text summary model of Nallapati et al., 2016 [12] and Abigail et al., 2017 pointer generation network model [10] , and the extracting lead-3 text summary model in table3. Lead-3 refers to the first three sentences in the article. Data in table3 and table 4 shows that the original dataset can get a higher ROUGE score than the anonymous dataset, and the lead-3 sentence has the highest ROUGE score. The reason may be that a multi-sentence named entity can get a higher n-gram overlap rate, and our experiments also prove this point. From Table 1 , it can be concluded that the ROUGE-1 score of the basic model of lead-3 is +1.3 points higher than that of the MS-Pointer Network model, and the ROUGE-2 score is +0.09 points higher than the MS-Pointer Network model, and the ROUGE-L score is +0.26 points higher than the MS-Pointer Network. At the same time, our MS-Pointer Network model scores +0.4 points, which is higher than the ROUGE-1 score of the Abigail pointer generation network model [10] , +0.93 points higher than the ROUGE-2 score and +1.09 higher than the ROUGE-L score. Therefore, it can be estimated that the ROUGE score of our MS-Pointer Network model has been satisfactory.
2) RESULTS ANALYSIS AND DISCUSSION
From the ROUGE score in Table 1 , it can be concluded that in the CNN/Daily Mail dataset, the lead-3 sentence has the highest RUOGE score. After the analysis, it is known that this reason is depend on the characteristics of the news article and the characteristics of the ROUGE scoring method. Because in the news article the important information will be put in the first paragraph, and the first sentence of the article usually summarizes the main idea of the article. The principle of the ROUGE scoring mechanism is to calculate the score based on the overlap rate of the summary generated by the decoder and the reference summary, so the higher the coincidence degree is, the higher the ROUGE score will be. This is the reason why the lead-3 ROUGE score is the highest on the CNN/Daily Mail dataset.
Using traditional machine learning mode such as the hidden Markov model (HMM) for extractive text summary, we also made an experimental comparison in this paper, see table 6. However, extractive text summary is not the focus of this paper. The ConvS2S model (Facebook's AI Lab) [30] , which encoders and decoders are based on convolutional neural networks, and the model is used for automatic text summary tasks to achieve good results. In this paper, we try to use convolutional neural network (CNN) to build the seqtoseq model, and compared with MS-Pointer Network with CNN/Daily Mail and Gigaword dataset, the results are not ideal, compared with RNN, CNN's disadvantage is that it needs to adjust too many parameters, but advantage is that it can be highly parallelized, training time is short. The results can be found in table 7.
Using machine learning to obtain an extractive text summary and combine it with deep learning mode, which is a future research direction to make abstractive text summary more accurate.
The MS-Pointer Network model in this paper is to generate an abstract text summary. Through the MS-Pointer Network with multi-head self-attention mechanisms, the model can extract the semantic features between the texts more efficiently, so that the predicted text summary can match the meaning of the original text better. At the current stage, the abstractive text summary has two main problems: semantic inaccuracy and repetition, and multi-head self-attention mechanism can well alleviate the problem of semantic inaccuracy. The abstractive text summary that generated by MS-Pointer Network on CNN/Daily Mail data set during the experiment is shown in Table 5 .
From Table 5 we can see that the text summary generated by the basic self-attention mechanism network model basically conforms to the grammatical structure, but there are some grammatical errors compared with the reference summary, such as the generated 'hot problem' and 'this people', so the generated statement is not perfectly fluent. The text summary generated by the MS-Pointer Network model have relatively correct grammatical structure and generate a lot of new words through the multi-head self-attention mechanism. The bold parts in Table 3 make the generated abstractive purpose summary content very good. In order to better illustrate the abstractive ability of our proposed MS-Pointer Network model to generate text summaries, we also made statistics on the new word rate of each model's generated summary. The specific results are shown in Figure 4 .
Since our model generates an abstractive text summary, the model makes a simple evaluation of the abstraction of the generated text summary through the generated new word. It can be seen from Figure 4 that the n-grams of the new word generation rate of the MS-Pointer Network are only about 20% lower than that of reference summary.
The Restricted Boltzmann Machine (RBM) is a simple neural network that is unsupervised and can reconstruct the original data. Firstly, the RBM converts the inputs into a series of outputs and these outputs can represent them; the output can be refactored back to the input. Through forward and backward training, the trained network can extract the most important feature of the input. Because of this characteristic, RBM can be used for feature extraction [31] , [32] in this paper. First, RMB is used to extract the text feature; then text summary is generated with deep learning model. It can be one direction of future research in abstractive text summary to combine RMB and deep learning model.
V. CONCLUSION
In this paper, we propose a MS-Pointer Network model to generate abstractive text summary, and introduce a multiheaded self-attention mechanism in the model to enhance the semantic information representation of the input text, so that the decoder can have closer meanings to original text and this can achieve the abstractive understanding of semantic information when predicting the output text summary. Introducing a pointer network into the model can extract words from the original text and solve the problem of out of vocabulary. Experiments have shown that the average ROUGE score of the abstractive text summary generated by our MS-Pointer Network is higher than that of the state-of-the-art mode. The multi-headed self-attention mechanism can effectively enhance semantic representation of text, and making the generated abstractive text summary have a close meaning to semantic information of the text.
In the future research work, (i) we will study the method of deep reinforcement learning and self-attention mechanism to make the text summary generated by the model more abstractive the semantic information of the text and conform to the grammatical structure. (ii)In addition, the problem of repetition of abstractive text summaries is also worth of research direction in the future and the problems need to be solved. (iii) TF-IDF or RBM Machine Learning methods could be used to extract the text feature to get the main information of the text. Then the neural network algorithm model is used to extract the summary of the text, so as to produce a more accurate text summary. It gives us a research direction to solve the problem of generating inaccurate text summary in the future. We will make efforts in future research work.
