Abstract. We define the concept of a "largest" and a "smallest" solution to an underlying equation and then show that a fuzzy solution of the corresponding fuzzy equation is bounded above and below by these solutions, respectively.
Introduction.
The study of functional equations with its wide range of applications is an interesting subject that dates back to the work of Abel. Mathematical models of numerous applied problems result in either ordinary differential, partial differential, difference or algebraic equations. It is standard to assume that the sought variable in these equations is deterministic and can be obtained using numerical or analytical methods. However, in modeling applied problems only partial information may be known or there may be a degree of uncertainty in the parameters used in the model or some measurements may be imprecise. Because of such features, we are tempted to consider the study of functional equations in the fuzzy setting. Indeed, in [1, 2, 3, 4, 5] the authors did initiate this study. The methods presented for solving the fuzzy functional equations depended on having a solution to the classical equations for end points of α-cuts. In this paper, we present a rather different approach that will provide an upper and a lower bound of the solution. In Section 2, we will discuss the basic background needed for the manuscript and in Section 3, we will present the main results of the paper along with examples.
Preliminaries.
We present, for the sake of completeness, some background material needed in the sequel. For a detailed study, we refer the reader to [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] . Let X be any nonempty set. The set A is a fuzzy set on X if A is a function from X into the interval [0,1]. The value A(x) is sometimes referred to as the membership of x in A.
The set A is said to be convex if every
A is said to be normalized if there exists an x such that A(x) = 1. By the α-level of a fuzzy subset A, denoted by [A] α , we mean
It is well known that the α-levels of a fuzzy subset A determine A. Also, it can be easily verified that for any fuzzy subset A of X: is a closed interval. In this setting by a fuzzy number N, we mean a fuzzy subset of X, the set of positive reals, which is continuous, convex, normalized and vanishing at infinity. Define a function g : X → X. The extension principle, in one dimension (see [12, 13, 14, 15] ) states that g can be extended to fuzzy subsets of X as follows:
where the sup is taken over all y 1 such that g(y 1 ) = y and A is a fuzzy subset of X. Finally, we will need a basic result of Nguyen [10] 
where z = g(x * ).
Main results.
Before we discuss the bounds on the fuzzy solution to a functional equation we need the following lemmas. First, we will define the notion of the "largest" solution. We consider the equation
where A(t) is a given function of t, λ is a known parameter, 0 ≤ λ ≤ 1 and x(t) is an unknown function. If there is a solution x(t), 0 ≤ x(t) ≤ 1, then we claim that the "largest solution" to (3.1) is
First we show that x ∞ is a solution. Indeed, 
We have, therefore, shown the following lemma. 
Next, we define the notion of "smallest" solution. To this end, we consider the equation
where B(t) is a given function of t, µ is a known parameter, 0 ≤ µ ≤ 1 and x(t) is an unknown function. If there is a solution x(t), 0 ≤ x(t) ≤ 1, then we claim that the "smallest solution" to (3.4) is
We first show that x ∞ (t) is a solution. Indeed,
if B(t) is less than or assumes the value of µ for some value t, then inf t {x ∞ (t) ∨ B(t)} = µ. We now show that x ∞ is the smallest solution. If x(t) is any other solution satisfying (3.4), then for B(t) < µ, µ = x ∞ (t) ≤ x(t) and for B(t) ≥ µ, 0 = x ∞ (t) ≤ x(t).
Thus we have shown the following lemma.
Lemma 3.2. The function x ∞ is the smallest solution of (3.4) among all solutions x(t),
Remark 3.3. The computation of λ and µ for a specified choice of A(t) and B(t) is central for determining the bounds on the solution. We now look at the equation
with given initial condition x 0 . We assume x 0 is a fuzzy subset of R and we extend f to a fuzzy subsets of R using the extension principle. Then the difference equation reads
where the sup is taken over all t 1 for which f (t 1 ) = t. However, for simplicity of notation we write (3.8) as
We assume that (1) f : R → R is a one-to-one function. Thus f −n is also a one-to-one function for
lim n→∞ f −n (t) is either ∅ or a singleton for all t. If it is a point, we denote this
We may define the fuzzy solution as
The motivation for this definition comes from the extension principle where
and the assumption that f is one-to-one x n (t) = x 0 (f −n (t)). Then as n → ∞, we get the above definition.
The problem we consider is as follows: if we put certain bounds on the initial fuzzy set x 0 , what bounds do we have on the fuzzy solution x ∞ ? Proof. The equation x n+1 = f (x n ) with initial condition x 0 has formally the solution x n+1 = f n+1 (x 0 ). The fuzzy extension of this is
. Assume there exist functions A(t) and B(t) with values in
Since f −1 is one-to-one and since f −∞ (t) = lim n→∞ f −(n+1) (t) exists, we can write the above expression as (3.14) or write the solution as
The proof then follows from Lemmas 3.1 and 3.2.
Example 3.5. Consider the standard equation
with specified initial condition x 0 and known α. The solution to this equation is given by
In this example f (t) = αt. We consider each case separately.
Case 1. Consider that α < 1. In this case
Assume that A(t) = χ a (t), the characteristic function for a given a ∈ R. We will look for the largest λ = sup
Case 2. Consider α = 1. Note that f −1 (t) = t. In this case,
Thus when x 0 ≠ a, x ∞ (t) = 1 and
Case 3. Consider α > 1. In this case, x ∞ = ∞ means that no t is a solution to the given equation. In this case, (3.27) and the bound estimates are readily computed. fixed y, the largest solution is given by
Therefore, by definition of the implication operator, φ,
Since this is an upper bound for all y ∈ Y , the sharpest upper bound generated is
We now apply a similar approach to establish a lower bound for the solution of the difference equation (3.30) with fuzzy initial condition x 0 . The operator analogous to φ is defined as
We assume nec
y ] is known for a family of y ∈ Y . We set Thus, by definition of β, x ∞,y (t) = B y (t)βN(y). This is a lower bound for all y so the sharpest lower bound generated is
The previous result can be applied when x 0 is not completely determined. This is demonstrated in the next example.
Example 3.10. Consider a function f such that we may find a partition P i such that
We also assume that f −n converges to a point for all t which we denote by f −∞ (t). Also assume given two fuzzy sets: A y 1 and A y 2 . Then not knowing the precise value of x 0 (t i ) but knowing the above expression enables us to assign an upper bound to the solution. A similar example could be constructed for a lower bound.
The approach we have taken here is to define the initial condition, x 0 (t), as a function of t with values in [0, 1] . This indicates the degree to which the number t is the initial condition. The bounds obtained on x 0 along with the assumptions on f led to a solution to the fuzzy difference equation. The novelty of this approach over the one used in [1, 2, 3, 4, 5] is that in this approach we do not assume that the classical equation must have an explicit solution. We rather obtain bounds on the solution. The approach can be applied to a variety of problems.
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