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ABSTRACT
Khan, Raza A. M.S.E.C.E., Purdue University, December 2016. A High-Performance
Communication Topology for Decentralized Protocols. Major Professor: Arif Ghafoor.
Preserving transaction atomicity and ensuring its commitment is key to the main-
tenance of data integrity in a distributed database. The distributed consensus proto-
col is a prominent example of a mechanism used to accomplish safe commitment of a
distributed transaction. These protocols are based primarily on repeated message ex-
change among all sites/nodes and their performance is characterized not only by the
number of these messages but also by the underlying communication topology. This
thesis proposes a measure of performance known as average message complexity and
proposes a communication structure based on folded even graphs called the Folded
Even Network (FEN). Performance of FEN is compared to other known structures
and is shown to outperform them for various values of the number of nodes in the net-
work. It is also shown that large topologies can be generated by connecting multiple
FENs together. The expanded structure is also shown to have the same complexity
as a single FEN.
1
1. INTRODUCTION
As technology has advanced, so has the need for spread-out computer systems to
be linked to each other through a high-performance medium. Database use-cases
such as e-Learning, wireless sensor networks, and desktop conference setups all re-
quire these connections between distributed systems [1–3]. With efficiency being a
vital performance parameter of these systems, creating and storing duplicate versions
of the database at each node is recommended. This means that the uniformity of
this distributed database needs to be preserved across all nodes at all times. This
requirement makes achieving maximum efficiency problematic.
1.1 Maintaining Database Consistency
To maintain the uniformity of data across all nodes of a distributed database,
one must ensure that all operations are applied consistently to each nodal1 database.
Such operations are defined as atomic. Whenever an atomic action is performed, it is
labeled as committed if it is successful across each and every clone of the database and
is labeled as aborted if this is not the case [4]. For every transaction, it is either com-
mitted at every node or aborted at every node. This preserves database consistency
and is the result of coordinated communication between all nodes. Furthermore, it
is essential for protocols that maintain transaction atomicity to be robust enough
to combat any form of system breakdown. Such protocols are classified as commit
protocols.
1The distributed database is the overall system. The nodal database is the local copy of the database
stored at each node.
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1.2 Two-Phase Commit Protocols
An example of a protocol that is robust and maintains database consistency is
the two-phase commit protocol. The two phase commit protocol does not guarantee
the completion of any transaction within a given interval of time [4]. Any transaction
might be delayed indefinitely in the case of a site failure. The operation will remain
incomplete until said site is active again. The transaction is blocked and therefore the
two-phase protocol is a blocking protocol. Variants of this protocol exist that modify
it to make it nonblocking [5].
1.2.1 Decentralized Approach
Both centralized and decentralized forms of the two-phase commit protocol exist.
One may choose to have multiple sites respond to one single site which is the assigned
coordinator. This is a centralized approach in which the main site moves on to com-
plete the transaction at all sites after having performed the initial decision-making.
This requires two rounds of messages as the name of the protocol suggests. Reliance
on a sole coordinator means successful operation is heavily dependent on the state
of the coordinator which may fail to complete the transaction due to unforeseen cir-
cumstances or simply because of heavy traffic from the other nodes. In some cases,
in the absence of a second coordinator, the transaction might stay blocked forever.
Efficiency decreases if the selection of a replacement coordinator is involved. In a de-
centralized implementation of the protocol, such problems are eliminated as multiple
alternate coordinators exist. In fact, any site may be taking instructions from any
other site as they can both be a coordinator depending on which site initializes the
transaction. Other advantages of a decentralized approach include ease of deployment
and higher fault-tolerance.
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1.2.2 Complexity of the Decentralized Commit Protocol
As opposed to a centralized system, where nodes talk to a single coordinator,
every node interacts with every other node twice in a decentralized approach: once
per phase of the protocol. Thus, a completely connected graph accurately models this
form of communication. Each node may be depicted as a vertex and each message
may be depicted as an arc. If communication is conducted between each node in the
aforementioned manner, parallelism is maximized but so is the number of messages
exchanged. If there are N nodes, the protocol requires O(N2) messages. Surely
the assumption that the network is completely connected and that each message
between any node would consume an identical amount of resources for each message
will rarely be applicable in practice. Therefore, a compromise between the actual
physical distribution of the nodes and the algorithm must be achieved. In addition to
this, optimizing the protocol would also involve minimizing the amount of messages
while simultaneously keeping in mind the communication cost of each message.
We have seen a variety of suggestions when it comes to building high-performance
communication structures [6]. The number of messages exchanged was minimized in
all of these designs. The Hypercube structure specifically is of much interest. It has
been shown that both the number of rounds and the messages per round must be
considered to optimize the total time to execute the protocol [6].
However, another factor that must be considered is the communication depth
of the structure. This incorporates the physical topology of the network and takes
into account the transmission duration of each message along the structure. The
full duration of this protocol increases as the depth does. A true measure of the
complexity of the distributed protocol must therefore also examine the depth. This
depth depends on the diameter of the structure which is a measure of the longest
shortest-path through a graph.
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1.3 Applications
There are a number of scenarios in which a distributed database system with
accurate and efficient synchronization is desirable. Commit protocols are usually
suited to a small number of nodes but the need for database synchronization on a
larger scale has been predicted to grow [7]. A multitude of interesting applications
have been reported in the literature in this regard: the use of distributed databases
in facilitating data gathering and dissemination in learning management systems to
support the geographically distributed branch networks of academic institutions [1];
their use in achieving reliability and robustness in enabling video conferences that
are being hosted on unreliable infrastructures and have dynamic conference attendee
requirements [3]; their use in improving energy-efficiency of data storage and retrieval
for wireless sensor networks that generate data at a large scale and at a rapid rate
[2]; their use in very large-scale global, synchronously-replicated, and fault-tolerant
databases with a special focus on handling a large number of lock-free, read-only
transactions with fine-grained programmable quality-of-service requirements [8]; their
use in cloud computing applications focused on partitioned replicated transactional
databases [9].
A few novel distributed database synchronization schemes have been proposed for
situations where less-than-optimal accuracy and/or efficiency is permissible: their use
in bringing geographically distant sites together for cases when the consistency and
correctness requirements are important but not absolutely critical [10]; optimistic
replication schemes (that assume that chance of a database inconsistency is non-
zero, but negligibly small) that lead to, not immediate, but eventual synchronization
of increasingly popular mobile distributed databases [11]. As the networked world
expands and matures technologically, more and more novel large-scaled applications
are expected to emerge.
5
1.4 Problem Statement
Having discussed the critical nature of transaction atomicity and the various ap-
plications it is useful to, we recognize a need to address the issues of heavy traffic
across distributed database networks and the delay it can take for such databases
to synchronize. The variables that affect the performance of these actions include
the degree of the network, the communication delay, and the number of messages
exchanged between the nodes of the database. To capture the network traffic and
message delay in a parameter that can be measured and improved upon would be
ideal. In light of this, the aims of this thesis are twofold.
• To define and subsequently measure the performance of decentralized commit
protocols
• Once an accurate measure has been established, identify a topology that can
provide a close-to-optimal solution
1.4.1 Measuring Complexity
As per the issues discussed in the previous sections, there is a need to effectively
measure the efficiency of the commit protocol. This measure must address both logical
issues such as the number of messages and physical issues such as the diameter and
the degree of the network. This thesis uses the measure of message complexity [6,12].
It also suggests a measure termed as the average message complexity. The time to
execute the protocol can be accurately determined from the proposed measure. It is
shown that the diameter of the communication structure and the degree affect this




Obtained such a measure is simply the first step. The next challenge is to work
to find ways to alter the communication structure and come up with a topology that
can reduce this measure. This is not the first time this problem has been tackled.
Communication topologies including linear ordering (LO) [13], the projective plane
(PP) [12], the odd graph (OG) [14], and the generalized Hypercube (GH) [6] have
already made progress in coming to a more optimal solution. Using even graphs2, we
can come up with a structure that we will name the Folded Even Network (FEN). It is
shown that the message complexity for this structure is significantly lower than that
for the aforementioned structures. The Hypercube structure is close but slower still.
Once the structure is established, we calculate an achievable bound on the average
message complexity. A major advantage of the FEN structure is that it can serve as
a building block to create a hierarchical structure connects several FEN structures.
This can integrate an even larger number of nodes which can be arbitrarily chosen
while at the same time maintaining the same low message complexity as a single FEN.
This combined structure remains a high-performance topology and is also shown to
outperform the solutions posed by other structures.
1.5 Thesis Outline
This thesis consists of six chapters. In the next chapter, a multitude of graphi-
cal parameters will be described along with a combinatorial quantity known as the
Hadamard matrix, which is used to provide the basis for FEN expansion. Addition-
ally, we discuss the basics of distributed transactions and formally define how commit
protocols are used to execute them. In Chapter 3, the FEN is revealed and we detail
the modifications made to the commit protocols from chapter 2 for the FEN. An
analysis of the performance of these protocols with the FEN and its comparison to
2Even graphs are a family of symmetric graphs with high even girth where girth is the length of a
shortest even cycle. [15]
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other structures is conducted Chapter 4. In the same chapter, we determine how
close-to-optimal FEN performance is by calculating a bound for the average message
complexity that is independent of structure. In Chapter 5, we describe the use of
Hadamard matrices and of FEN’s as building blocks to create an expanded, hierar-
chical structure and then we analyze this new structure’s complexity. In Chapter 6,
we summarize and offer thoughts on future work.
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2. BACKGROUND, DEFINITIONS, AND MODELS
2.1 Notation and Definitions
This chapter sets the basis for us to understand communication structures by
presenting notation and key definitions to help us form models for the commit proto-
cols. This includes information related to graph theory and a combinatorial structure
known as Hadamard Matrix which is used later on to extend the FEN.
2.1.1 Graph Theory
An undirected graph, G = (V,E), is used to represent all nodes in a distributed
database, where V is the set of vertices and N is the number of vertices. E represents
the set of edges, each of which is a path through which each vertex (node) can send
and receive messages. As with any graph, the degree d of any vertex is the number of
vertices that it is directly connected to. The degree of a graph is denoted as regular
if each node is connected to the same amount of neighbors.
Diameter (k): The diameter of G is k = max{Lij | ∀i, j; 0 ≤ i, j ≤ N − 1}.
Valency: ti(x) is used to denote the valency of a vertex i.e. the number of nodes
whose exact minimum distance from x is i.
Bipartite: A bipartite graph G is such a graph which can be partitioned into two
separate subsets which share no edges among themselves. Each edge of the graph
connects a vertex in one set to the other.
2.1.2 Hadamard Matrices
Block design deals with discrete mathematical structures and involves the creation
of multiple subsets (referred to as blocks) from a single set based on rules that result
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in each block having some desired property. Blocks are defined using (b, v, r, k, λ)
design. b is the number of blocks. From a total of v objects, k distinct objects are
distributed among each block. Each object belongs to exactly r blocks. Finally, λ is
the number of blocks in which any pair of objects zi, zj occurs where i 6= j. All blocks
are populated and related to each other through an incidence relation zi ∈ Bj which
decides which block goes where [16,17].
Formally, a Hadamard matrix is a square matrix consisting only of 1s and 0s and
satisfying the condition HHT = cI, where HT is the transpose of H and I is the
identity matrix. c must be 1, 2 or a multiple of 4 in every case. Hadamard matrices
can be used in place of incidence matrices which describe a block design in the form of
(b, v, r, k, λ) [16,17]. Assigning codewords to a each node from a truncated Hadamard
matrix is what is used to expand the FEN. Figure 2.1 shows an example of an 8× 8
Hadamard matrix.
If adding a constant to any one block of elements results in the same value as
another block of elements, the Hadamard matrix is cyclic. Modulo v is used to
perform this addition.
To extend the FEN structure, the required Hadamard satisfies the following re-
quirements:
v = 2s− 1,m = s, λ = s/2
where s is even. It will be demonstrated in chapter 5 that degree of the extended
FEN structure that will be proposed is based on s. s may also be odd and this is
also covered in chapter 5. A variety of techniques are available to build Hadamard
matrices. A simple example would be constructing larger Hadamard matrices from
basic smaller ones [16,17].
10
1 1 1 1 1 1 1 1
0 1 1 0 0 1 1 1
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 1 1 0 1 0 0 1
0 1 0 1 1 0 1 1
0 0 1 1 1 1 0 0
Fig. 2.1.: 8× 8 Hadamard matrix.
Fig. 2.2.: Hierarchy of transaction agents at multiple nodes.
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2.2 Basics of Distributed Transactions
One can describe distributed transactions simply as a multitude of operations
(known as subtransactions) each taking place throughout the database at different
nodes. As soon as a node receives a request to conduct a transaction, an agent
to perform a subtransaction is formed [18]. Tasks that this agent needs to handle
include performing the operations as the transaction has instructed by acquiring the
necessary resources. Other agents (subtransactions) may also be initiated by this
agent if needed. A sample model of a distributed transaction is shown in Figure 2.2.
All these agents perform the commit protocol in unison in order to minimize the
chance for failure and to preserve the atomicity of the transaction. The implication
of performing in unison is that the transaction is either globally committed or globally
aborted. A transaction may abort if an agent detects a failure at its node. Once this
failure is detected, the transaction may not complete until it is fixed. This is known
as a blocking protocol since the protocol halts and is incomplete until the failure is
rectified [13].
The two-phase commit protocol is an example of such a protocol. Since the
transaction could remain blocked, a termination protocol is required in this case [19].
This will either cancel the transaction or make the needed changes at all nodes in
order to maintain atomicity. On the other hand, such a protocol is not necessary if
we are implementing a non-blocking protocol since non-blocking protocols can fully
execute even when node failures exist [13]. An example of such a protocol is the three-
phase commit protocol. As the name suggests, an additional round of messages is
required compared to the two-phase variant. Specifics and models of these protocols
follow.
2.3 Models for Commit Protocols
Both centralized and decentralized versions of the commit protocol exist. As
opposed to having one central coordinator, in the decentralized method, any node
12
may be the designated coordinator depending on where the transaction is initiated.
Every other site would act as a slave to this master node. Every operation executed
by every agent at any type of node (master or slave) at every stage of either the
centralized or decentralized version of the protocol may be defined as a Finite-State
Transition Model (FSTM) [13]. Each transition out of a state is an output and signifies
a message being sent while each transition into a state is an input which represents
the event that led to said transition. Two different agents may not proceed with
identical transitions at the same time. That is to say that transactions made at
multiple nodes are asynchronous. Despite this, no agent can get more than a single
transition ahead of any other agent, so within a single state, the protocol may still be
labeled as synchronous. Each FSTM has an abort and commit state. These states
are terminal since they have no outputs. Once a transaction is aborted, it cannot be
committed and vice versa [20]. An aborted transaction must start over.
To establish a formal description of the protocol, let there be an FSTM with
P states. Let ni be the set of states that take i transitions to reach from state n.
Alternatively, these are the states that can get to n in i transitions. We also define
the concurrency sets for any agent α at a state j as Uαj. This is the set of states
all agents are active at. As is evident, max|Uαj| = P . Any state reached after all
nodes have committed to the transaction is defined is committable. The rest are
noncommitable.
Now the two-phase and three-phase variants can be formally specified.
2.4 Two-Phase Commit Protocol and Correctness Criteria
Figure 2.3 shows the formal description of the FSTM in the two-phase commit
protocol [13]. As is shown, there are four states: the start state Start, the wait state
w, the commit state c and the abort state a. As discussed earlier, a and c have
no outputs and are therefore terminal states. The transition from Start to w when
all resources have been prepared to perform the subtransaction and all other nodes
13
Fig. 2.3.: FSTM for the two-phase protocol. [13]
have been informed through an OK message. In case the transaction needs to be
aborted for whatever reason [20], an ABORT message is sent to all other nodes and
the transition is to a instead of w. Throughout the time in the w state, OK messages
are expected from all nodes. Once all of these are received, the transition to c is
made. However, if a single ABORT message is received, the transaction is aborted
and the agent enters a.
An agent may also independently choose to commit or abort a transaction after
the arrival of a protocol message. As described above, an OK or an ABORT message
is sent coupled with a state transition to either w or a. The fact that the transaction
is synchronous is evident. Each agent’s state is no more than one transition away
from any other agent’s state. For an agent α,
Uαj = {h|h ∈ j1}.
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In the very end, every agent will commit or abort in unison. This is only in the
case of no failures. If a failure occurs, the remaining agents cannot reach a final
decision. This is why this is labeled as a blocking protocol as the transaction will be
blocked until the remaining messages are received. It has been shown that a protocol
is blocking if and only if a concurrency set of any agent does not contain both c and
a states and if and only if any concurrency set containing a commit state does not
belong to a noncommitable state [13].
As can be deduced from Figure 2.3, since each agent is within one transition
of another, its concurrency set can have two states such that the aforementioned
conditions violated. Therefore, this is a blocking protocol. The three-phase commit
described next is not.
2.5 Three-Phase Commit Protocol
To modify the protocol, we introduce an extra wait state p, the so-called buffer
state, due to another round of messaging as shown in Figure 2.4 [13]. We will see
that this addition will result in a nonblocking protocol. As was before, each agent’s
state is not more than one transition away from another agent’s state. In this FSTM,
the c and a states have three transitions between them. Hence, the conditions for
nonblocking are fulfilled and the protocol becomes nonblocking.
2.6 Summary
After outlining the basics of graph theory, we introduced block design and then
Hadamard matrices which will be used in Chapter 5 to expand our communication
structure. Then we discussed the basics of transactions in a distributed database
followed by generic two-phase and three-phase commit protocols that we will build
on in the next chapter once we have defined a new structure called the Folded Even
Network.
15
Fig. 2.4.: FSTM for the three-phase protocol. [13]
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3. THE FOLDED EVEN NETWORK
The nonblocking three-phase protocol takes longer to execute and sends a higher
number of messages to either commit or abort the transaction. Under the assump-
tion that every agent directly interacts with every other agent, we can represent the
connections as a completely connected graph. Completely connected graphs have a
diameter of 1. The number of messages in a single round is then O(N2) [13]. The
message complexity is still O(N2) even after we account for another round of mes-
sages. The goal of this chapter is to demonstrate a novel structure, the Folded Even
Network (FEN), that draws from even graphs [21]. After the structure is defined,
it is also tested with the message complexity metric. This analysis and the analysis
of other models shows that FEN is better in comparison. Additionally, it is proved
that FEN results in a symmetric protocol because it does not assume a hierarchi-
cal structure. All agents have identical FSTMs and the number of nodes each node
corresponds with is established beforehand.
3.1 FEN Construction
In order to define the FEN, we need to designate all the nodes any single node will
be directly connected to for each node. To accomplish this, each node needs to be
assigned a binary codeword that represents the address of each node from a physical












we can adjust this approach for any other N as discussed in Chapter 5.
Let n = 2s− 1 where s > 1. n is then an odd integer. Let us consider the set of
all binary strings of length n and let x be a codeword of this set. Then h(x) is the
Hamming weight of x i.e. the number of bits in x that are 1. Let Hxy denote the
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Hamming distance and Lxy denote the shortest distance between any two codewords
x and y.
Then the FEN is a bipartite graph whose vertices are represented by all codewords
of length n which have a Hamming weight of either s or s − 1. Essentially, we are
dealing with dual-weight codewords. The edges of the FEN are drawn between these
vertices depending on the difference in Hamming distance between the codewords
associated with each vertex. A single edge will only be shared by nodes x and y if
the Hamming weight of the two nodes differs by 1 or by n. Connecting all nodes at a
Hamming distance of n folds the network by halving the diameter and results in an
even graph. What follows is a description of the properties of the FEN. Once these
properties are established, we can begin to explore why the FEN minimizes commit
protocol complexity.
3.1.1 FEN Properties
The theorem below outlines a few characteristics of FEN.





nodes, whose degree is
s+1 and diameter is s. Degree and diameter are of O(logN) and we can use Stirling’s
approximation to show that they are proportional to log
√
N .
Proof: Looking at the definition of the set of edges of the FEN, where Hxy ∈ 1, n,
it can be noted the any node has s nodes at Hamming distance 1 and 1 node at
Hamming distance n. Therefore, the degree d of the graph is s + 1. As for the
diameter, we can see that any two nodes are at most at Hamming distance n. Based
on the adjacency conditions, we can see that farthest node will be n
2
. Therefore, the
diameter k = s.
Example 1: In the graph of an FEN as shown in Figure 3.1, if the degree is 4,
the diameter is 3 and N = 20. Alternatively, a binary 5-cube graph has a degree of
5, a diameter of 5 and N = 32. By Theorem 1 and by knowing that the diameter of
a binary Hypercube graph is directly proportional to logN , it is clear that the FEN
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Fig. 3.1.: FEN with d = 4, s = 3.
is more dense. A decrease in the message complexity results from this difference in
density as is shown below.
Lemma 1: Let H+xy = 2s−Hxy. Then
Lxy = min(Hxy, H
+
xy)
Proof: Continuing on from the Theorem 1 proof, we notice that we can obtain this
equation by noticing that the maximum number of bit changes going from codeword
x to y is either Hxy or H
+
xy depending on which value is smaller.
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To elaborate on what the aforementioned equation represents, for certain values
of d, we can see how the minimum distance in the FEN and the associated Hamming
distance relate to each other. For example, when d = 5, when the Hamming distance
is 1 or 7 (which is equal to n since n = 2s− 1), that means the two nodes are directly
connected and the graphical distance is 1. In another example, when d = 8, two nodes
could have a Hamming distance of either 5 or 9 which means a minimum distance
of 5 in the FEN. In chapter 5, we will build upon this and demonstrate how we can
efficiently extend any FEN to accommodate more nodes by describing some basic
rules that help determine central nodes.
3.1.2 Bipartite Property and Valencies of FEN
It can be noted that FEN is a bipartite graph which can be proved easily by
noticing that it has two sets of constant-weight codes with weights s and s− 1. Each
set is a partition in the bipartite topology. The reason is that these constant-weight
codes always have even Hamming distances [16]. Since the edge only exists when the
Hamming distance is 1 or n (= 2s − 1) which are both odd, an edge cannot exist
within same set. Edges connect only across the two sets thus resulting in a bipartite
graph. In chapter 5, we illustrate how this remarkable property of FEN can be used
to generate high-performance topologies for commit protocols.
We now derive an expression for the valencies in FEN. Let ti(x) represent such
valencies i.e. the number of nodes at graphical distance i from node x. For the















Note that the first term represents the number of codewords of length 2s− 1 with
weight s and the second term represents the number of codewords of length 2s − 1
with weight s− 1. This set of dual-weight codewords is Hamming distance invariant
20
w.r.t. any codeword x [16]. In other words, the number of codewords at Hamming















The above expression can be viewed as the number of codewords at Hamming
distance 2i from the given codeword within the set of codewords of weight s (or
s− 1).
Let us consider the set with weight s. Without loss of generality, let x be the code
of s− 1 0’s followed by s 1’s. In other words, x is
s−1︷ ︸︸ ︷
00 . . . 0
s︷ ︸︸ ︷
11 . . . 1 .


















With respect to Hamming distance 1, the connectivity in FEN follows the valency
sequence as:
|H0|+ |H1|+ |H2|+ . . .+ |H2s−1|
where |H0| = 1 and corresponds to the node x. Note, |Hi| = |H2s−1−i|. Therefore
|H2s−1| = 1 which represents the complement of x. By connecting the complements
together, the new valency sequence is for FEN and is given as:
|H0|+ (|H1|+ |H0|) + (|H2|+ |H1|) + . . .+ (|Hs−1|+ |Hs−2|) + |Hs−1|
The above sequence represents t0(x)+t1(x)+ . . .+tk(x) which is the sum of all the
valencies of x. For example, for an FEN with N = 70, the corresponding sequence
would be 1 + 5 + 16 + 30 + 18. We also note that since interconnectivity among
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codewords is based on Hamming distance 1 or n, it can be shown that the FEN has
a Hamiltonian cycle.
It can be noted that this sequence is independent of the choice of x. Therefore,
the FEN is vertex-transitive. Subsequently, the commit protocol that will eventually
use the structure generated by FEN is a symmetric protocol. Therefore, the FEN
being vertex transitive (or vertex symmetric) turns out to be beneficial. This will be
elaborated upon later on in the chapter.
3.2 Distributed Protocols Using the FEN
Now that the FEN has been considerably defined, we can begin to define the
commit protocols based on it. The finite state transition models of both blocking
and nonblocking variants of the commit protocol will be expressed. As stated before,
an input is any message received by an agent and an output is any message sent. In
an FEN, all inputs and outputs are restricted to only the agents that are immediate
neighbors. The maximum number of immediate neighbors for any agent is d (the
degree of the FEN) so d is also the maximum number of messages received and the
maximum number of messages sent by a node in a single transition. Our assumption
remains that any amount of messages can be received and any amount of messages
can be output all in O(1) time. What follow are the formal definitions of the commit
protocols.
3.2.1 FEN Blocking Protocol
For the blocking protocol, if we let the diameter of the FEN be k, there is a need
for k rounds of messages between nodes. As was shown in the FSTM in Figure 2.3,
each round of messages results in an additional wait state. Given that we have already
defined inputs and outputs, we can define the FSTM for a blocking protocol based
on FEN as shown in Figure 3.2. Every agent at each node will follow an identical
FSTM. This uniformity is introduced by the aforementioned symmetry property of
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FEN. A detailed description of what each state entails is given below. This protocol
is applicable to any topology with diameter k such as Hypercube and the odd graph
[12,14].
Fig. 3.2.: FSTM for the blocking protocol.
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Start: This is the state in which the FSTM begins. Once a decision to commit
to a transaction has been made by an agent, it transitions to the wait state w1 and
sends OK1 messages. ABORT messages will be sent instead in the case of an aborted
transaction.
wi (1≤ i ≤ k−1, where k is the diameter of FEN): These states from 1 to k−1 are
transitioned progressively. Once all OKi messages have been input into the initiator
agent, it transitions to wi+1 by sending OKi+1 messages. On the other hand, if even
a single ABORT message arrives, the transaction is aborted. It transitions to the a
state after sending ABORT messages.
wk: This is the final wait state of the initiator agent. Once all OKk messages
have been input, the agent decides to commit the transaction and transitions to the
c state. Alternatively, if even a single ABORT message arrives, the transaction is
aborted. The agent transitions to the a state after sending ABORT messages.
c: Commit state.
a: Abort state.
As the protocol is decentralized, there is no designated coordinator. If a trans-
action takes place at any node, it assumes the mantle of coordinator. Using -/OK1
(as shown in the graph), the agent at that node will send OK1 messages to all neigh-
boring modes and move to w1. This implies that this particular agent is prepared
to commit. Once any of the neighboring nodes receives an OK1 message, the asso-
ciated agent attempts to perform the same transaction. If it is successful, the agent
follows suit and forwards identical OK1 messages to any and all neighboring nodes,
not to mention any nodes it might have previously received OK messages from; in
this case, it includes the coordinator. The coordinator only begins a second round
of OK messages once it has received OK messages back from all of its neighbors
which implies they are all prepared to commit. This entails transitioning to w2 and
sending OK2 messages. Eventually, the coordinator reaches wk after the messaging
process is repeated as such for k rounds. Once the final round of messages has been
received by the coordinator, it transitions to the commit state c and its involvement
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in the protocol is finished and its transaction is successfully committed. If, for what-
ever reason, if the transaction is aborted by the any of the nodes, it transitions to
the abort state a and sends an ABORT message which eventually reaches all nodes
through the communication structure defined by the FEN. Once any agent receives an
ABORT message, it forwards it to its neighbors and transitions to a. The transaction
is aborted at all sites in the same manner.
Figure 3.3 illustrates the operation of this blocking protocol. It shows the propa-
gation of an OK message leaving the first node and eventually reaching every other
node in the 20-node FEN that was shown earlier. In the first graph, we see the agent
at the 10001 node send OK1 messages to four neighboring nodes. Subsequently, it
transitions to the w1 state. In the next graph, we see those four neighbors send their
own OK1 messages to all of their four neighbors which includes the original 10001
node where the transaction began. The number of OK1 messages sent by these four
nodes total to 16. Upon the arrival of the four OK1 messages, this starting node 10001
sends OK2 messages out and, in the process, transitions to the state w2. Meanwhile,
the OK1 has by now reached every node in the graph as the result of the sending of an
additional 36 OK1 messages. Once all nodes have sent the OK1 message back, each
node is in at least the w1 state. It makes sense that it took three ”stages” since the
the diameter k of this FEN is 3. Throughout this process, a total of 4 + 16 + 36 = 56
OK1 were sent.
The OK2 propagates through the topology in a similar fashion followed by OK3
messages. Once all four OK3 messages are received by the 10001 node, the associated
agent will then transition to the c state and commit the transaction. However if, at
any point, it receives an ABORT message, it will broadcast ABORT messages and
the transaction will be aborted instead.
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Fig. 3.3.: (a) OK message propagation in FEN with d = 4, s = 3.
3.2.2 Correctness of the Blocking Protocol
We can easily verify the correctness of the blocking protocol. The proof of cor-
rectness can be provided by noticing that if a node α is in the commit state c, any
other node must be in state wk+1−l where l is its distance from α. The reason be-
ing that if α is in state c, that means that it has received OKk messages from all
neighboring nodes implying that they are all in state wk. Applying the same logic to
the neighbor, we notice that it can only be in wk if it has received OKk−1 messages
from all neighboring nodes which are all at a distance of 2 from α except for α itself.
With the exception of α which is in c, the other neighboring nodes must be in the
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Fig. 3.3.: (b) OK message propagation in FEN with d = 4, s = 3.
wk−1 state after having sent OKk−1 messages. Using induction on this distance and
extending it to all nodes, we can see that for any node at a minimum distance of l
from α, it must be in the state wk−l+1 after having sent OKk−l+1 messages. We note
that l must be less than the diameter of the FEN. Therefore, if the node α is in the
commit state c, OK1 has been sent by all other sites. It can be noted that
Uαc = {c, wk, wk−1, wk−2, ...., w1}
represents the concurrency set of α. Additionally, all nodes at a graphical distance of
i from α are in state wi. The number of such nodes is given by ti(α).
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Fig. 3.3.: (c) OK message propagation in FEN with d = 4, s = 3.
We can also note that the transaction ends up being committed once all nodes
have chosen to commit. To prove the correctness of this assertion, we see that if a
node sends an OK1 message at the start, it will end up reaching all other nodes and
thereby pushing them all to state w2 which results in another round of messages.
OKk messages reach all nodes eventually once this process is repeated and therefore
each node eventually arrives at the commit state c.
On the other hand, the transaction ends up being aborted if any node chooses to
abort. To verify this, we see that if an ABORT message is sent to every neighbor
by a node γ after it aborts a transaction, it will incur a maximum delay in the case
of the nodes that lie at the largest distance from γ based on the FEN structure. No
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node can commit to the transaction despite this propagation delay. If the furthest
node from γ is α, its concurrency set must include:
Uαc = {c, wk, wk−1, wk−2, ...., w1, a}
This prevents α from committing. Ultimately, the ABORT message will traverse
through the FEN to each and every node and make them abort their transactions
and reach state a.
Figure 3.2 shows a blocking protocol as a nonblocking condition from section 2.4
is violated because a and c ∈ Uαc. The next section shows a nonblocking version of
the protocol.
3.2.3 FEN Nonblocking Protocol
We express the three-phase protocol in a generalized form by defining the FSTM
of the nonblocking version of the protocol [5]. As was shown in section 2.4, there
are two conditions that separate a blocking protocol from a nonblocking one. An
increased number of wait states in the FSTM is required to satisfy these conditions.
A wait state needs to be added for each round of message exchange. This can be
achieved by introducing the so-called buffer state so that the resulting protocol is
a valid nonblocking protocol. The FSTM for the nonblocking protocol can then be
described as is shown in Figure 3.4. This protocol is applicable to any topology with
diameter k such as Hypercube and the odd graph [12,14].
Start, c, a, and w1 through wk−1 are states that were defined earlier in Figure 3.2
and they serve the same exact purpose. A detailed description of what each other
state entails is given below.
wk: Once all OKk messages have been input, it transitions to p1 and PREPARE1
messages are sent. On the other hand, if even a single ABORT message arrives, the
transaction is aborted. It transitions to the a state after sending ABORT messages.
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Fig. 3.4.: FSTM for the nonblocking protocol.
The states p1 through pk serve as buffer states and are described as follows. Once
an agent is in state pi(i 6= k), when it receives all PREPAREi, the agent transitions
to pi+1 and PREPAREi+1 messages are sent. On the other hand, if the agent is in pk,
when it receives all PREPAREk messages, the agent transitions to the commit state
c and the transaction is committed.
As is seen above, the major distinction of the nonblocking version from the block-
ing version is an additional buffer state pi for each wait state wi. As opposed to the
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blocking version where transactions are committed upon sending OK messages, the
transactions are committed upon sending of PREPARE messages. The nonblocking
protocol includes the blocking version in the sense that the blocking version is fol-
lowed until it reaches wk. But in this case, once all OK messages have been input,
the PREPARE message is sent and it transitions to p1 i.e. the transaction is now
officially committed. An agent cannot possibly abort the transaction at a node once
it reaches this states since it has been established through the OK messages that all
agents have agreed to commit.
3.2.4 Correctness of the Nonblocking Protocol
The proof of correctness of the blocking protocol also applies to the protocol
described by the FSTM in Figure 3.4. We claim that this protocol is nonblocking. Due
to the addition of the buffer states, the sole noncommittable states are Start and the
wi’s. Their concurrency set does not include the commit state c since c ∈ Start∪wi, ∀i
as can be observed in Figure 3.4. Hence, we satisfy the condition that the concurrency
set of any agent containing a commit state does not belong to a noncommitable state.
However, if any node α is in the state c, then the states Start or w1 through wk /∈ Uαj.
The concurrency set of α must then look like this:
Uαc = {c, pk, pk−1,k−2 , ...., p1},
Since there is no transition to a from any pi node, we can conclude that the
concurrency sets of all other nodes must not include a but only c. Hence, we satisfy
the condition that a concurrency set of any agent does not contain both c and a
states.
3.3 Related Work
A number of attempts have been made to tackle the problem of minimizing the
message complexity in distributed database systems. These include the linear or-
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dering, projective plane, odd graph, and the Hypercube. Each of these communica-
tion structures were able to achieve message complexities of O(N2), O(N
√
N), and
O(Nlog2N) respectively [6,12,13]. However, these structures are very limited by the
number of nodes N that they can support. A Hypercube is only optimal if it is bi-
nary and the finite projective plane requires N to satisfy the very specific equation
m2 +m+ 1 where m is a power of a prime [6, 12].
Our proposed structure will not only attempt to improve on this complexity but
also to relax the restrictions on the values of N that it can support.
3.4 Summary
We defined the Folded Even Network by outlining how the nodes within the net-
work connect to each other. We then revealed some interesting properties about the
network that made it suitable for our chosen commit protocols and proceeded to de-
fine the FSTMs for said protocols. Now that the communication is defined, we may
begin to explore how the FEN performs according to a measure known as the message
complexity. This measure will be used to compare its performance to other exisiting
structures.
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4. PERFORMANCE OF THE FEN
Having recognized the need to address the issues of heavy traffic across database
networks and the delay it can take for such databases to synchronize, our goal is
to measure the performance of the FEN in comparison to the familiar communica-
tion topologies linear ordering (LO) [13], odd graph (OG) [14], generalized Hypercube
(GH) [6] and projective plane (PP) [12]. The performance of any topology depends on
the degree of the graph, the communication delay, and the total messages exchanged
between the nodes of the database. The FEN was modeled such as to significantly
reduce all three of these values and achieve greater performance. In fact, we can
show that FEN outperforms these structures using the known metric message com-
plexity [6, 12]. It is also shown that the optimal Hypercube structure’s efficiency
asymptotically approaches the efficiency of the FEN. In addition, we propose the av-
erage message complexity as a measure for performance of communication structure
of the protocols. The new proposed measure is given in section 4.2. The average mes-
sage complexity of FEN is bounded and shown for decentralized commit protocols
using known topologies.
4.1 Message Complexity for FEN and Comparison with Other Structures
We first consider the known performance metric which is message complexity to
analyze FEN. This complexity is given by N ∗ d ∗ k. The theorem below gives us the
message complexity of the FEN.
Theorem 2: The commit protocols described in section 3.1 if implemented using
FEN have a message complexity of O(N ∗ log2N).
Proof: As established before, the blocking protocol uses k rounds of messaging.
Similarly, the nonblocking protocol uses 2k. Since based on Stirling’s approximation
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Table 4.1.: Comparison of different communication structures.
Topology LO CC PP OG BH FEN
(d, k) (2, N
2
) (N − 1, 1) (2m, 2) (d, d− 1) (k, k) (s+ 1, s)










Message Complexity O(N2) O(N2) O(N
√
N) O(Nlog2N) O(Nlog2N) O(Nlog2N)
Asymptotic Average
Message Complexity
– 0.625 0.39 ε ε ε
Bipartite Property for even N no no no yes yes
we can prove that d and k are O(logN) and every agent sends d messages, we use
Theorem 1 to prove Theorem 2.
If we consider a GH structure, the message complexity is O(k2 ∗N ∗N 1k ) [6]. This
takes into account the distances between nodes based on k. If k is the diameter of
the GH structure and the number of rounds of messaging, the performance is optimal
if k = logN [6]. If this condition holds then it is a binary k-cube (BH) and its
performance asymptotically approaches the FEN’s as shown below.
Theorem 3: The commit protocols described in section 3.1 if implemented using
a binary k-cube (BH), the optimal GH structure, have a message complexity that
asymptotically approaches that of the FEN.
Proof: The complexity of the degree and diameter for the FEN is O(log
√
N) for
small N . On the contrary, the complexity of the degree is O(kN
1
k ) and diameter
is O(logN) for a GH structure [6]. As stated before, this structure is optimal if
k = logN [6]. If this holds, we obtain a binary Hypercube of which the degree and
diameter have a complexity of O(logN).
We can see the asymptotic performance of multiple structures in Table 4.1. Pos-
sible N are also listed for each topology. As we can see, linear ordering and com-
pletely connected graphs are far from optimal at O(N2). The projective plane has a
complexity of O(N
√
N) and the binary Hypercube (the most optimal Hypercube) a
complexity of O(Nlog2N). The projective plane fails to come close to the O(Nlog2N)
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performance of the FEN and the binary Hypercube is limited by its choice of N even
though it has equivalent performance. Despite the fact that for large N the complex-
ity of the binary Hypercube structure reaches that of the FEN, it can be seen that
the FEN outperforms the others for large N as seen in Figure 4.1. Other structures
fall further behind as N increases, and the inferiority of other structures (even the
somewhat comparable Hypercube) is evident as the FEN leads in all situations. We
also note the bipartite property of FEN which can be utilized for its efficient expan-
sion as is mentioned in Chapter 5. We can also see that most other topologies, with
the exception of the Hypercube, are not bipartite including odd graphs [22].
4.2 The Moore Bound and Average Message Complexity
The performance measure for the commit protocols based on the message complex-
ity provides a reasonable comparative assessment of various communication topolo-
gies. However, a key observation needs to be made. Once an agent initiates the
protocol, a large number of messages flood the topology as the agent transitions from
state to state. With the given degree d and diameter k, it can be noticed that the
total number of messages generated by the protocol travel along a tree with node de-
gree d and depth k. The total number of messages thus generated are O(dk). The key
performance question arises as to how many number of nodes are indeed participating
in the commit process. Intuitively, a plausible argument is to use some sort of average
number of messages utilized/processed by a site. In other words, the ratio between all
the messages and N can provide a more prudent measure of the performance of the
underlying topology. To gauge the relative performance of various topologies based
on this measure of average message complexity of a commit protocol, it is imperative
for us to determine how such complexity can be bounded. For this purpose we use the
Moore Bound [23] which is the hallmark of the so-called the degree diameter problem
in graph theory. Let M0 be the Moore bound given by the expression [24]:
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M0 =
 1 + d
(d−1)k−1
d−2 if d > 2,
2k + 1 if d = 2
Note, N is always ≤M0. There are very few graphs which attain this bound such
as the completely connected graph, the Petersen graph, and the Hoffman-Singleton
graph. From the above equation we note that for asymptotic behavior M0 = d
k +
O(dk − 1) [23].
It is imperative for us to discover how the average message complexity of commit
protocols can be bounded in a manner which is independent of structure. The com-
plexity of commit protocols hinges on several factors: the number of nodes N , the
diameter of the communication structure, the number of rounds of messaging, the
number of messages per round. In order to proceed with calculating this complexity,
we must determine a graph with degree d, diameter k, and number of vertices N which
satisfies the Moore bound. The graph must be a regular graph thereby preserving
symmetry of the protocol in terms of its graphical structure.
In the light of discussion of the Moore bound, a better measure is to compute




















Since the limit implies that d approaches∞, for the case of FEN, k also approaches
∞. Therefore 1
φk
approaches ε which is defined as a quantity that approximately
approaches zero. In other words, the average number of protocol messages processed
by a site in an FEN is negligible. This result also holds for both BH and OG because
in those cases as well, they have degree equal to diameter. In can be noted from
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Table 4.1 that for PP, the average message complexity is 1
1.62
= 0.39 and for CC it is
1
1.6
= 0.625 since their diameters are 2 and 1 respectively. With reference to this new
metric, we observe that a topology where the average number of protocol messages
per node is negligible is a high-performance topology as is in the case of FEN.
4.3 Summary
The FEN is shown to outperform its counterparts considerably in terms of message
complexity. We defined average message complexity using the Moore bound and
used it to gauge how well different structures performed while executing commit
protocols. Now that we have established its relatively high performance, we can
present a methodology of expanding the FEN to support an even greater number of




































5. EXPANDING THE FEN






where N is the number of nodes and the degree d = s+1. However, we can extend the
FEN in order to support a less-limiting range of values of N . A bigger communication
structure can be achieved by finding a way to link any number of FEN’s together.
The partitioning capability of the FEN is used to maintain a smaller value of protocol
complexity. This implies that the diameter and degree are kept fairly low.
5.1 Hadamard Nodes in FEN
In this section, we describe the selection of Hadamard nodes as medians. Trun-
cated Hadamard matrices enable the use of partitioning of FEN. For FEN with even
s, a truncated Hadamard matrix of size 2s− 1× 2s− 1 are embedded into the code-
words. Since the Hamming distance between Hadamard nodes is s when s is even,
these nodes are farthest from each other and the distance among them is k. In the
case where s is odd, we can find a solution by using s − 1 instead. This results in
rows of length 2s− 3 that actually serve as the set of Hadamard nodes S for an FEN
that has a degree of odd value. Since the diameter of an FEN is one less than the
degree, the Hamming distance between codewords is still s which corresponds to the
minimal distance i.e. the diameter k.
The Hadamard nodes or medians of an FEN are the vertices contained in the set
S. Figure 5.1 shows an FEN with degree 5 which has two sets of 7 medians, each one
located in a different partition. Note that due to the codewords being complementary,
the median nodes in both sets are direct neighbors of each other. To make sure that
the vertices in S are easily accessible from the vertices of FEN not in S, the medians in
each set are dispersed among all vertices ”evenly”. To accomplish this, the Hadamard
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matrix is used to generate codewords that ensure that each codeword is at the furthest
graphical distance from each other as possible.
As stated above, the assumption is that there are no initial restrictions on which
vertex may or may not belong in S. This is because of the FEN’s inherent symmetry.
For example, after discovering all Hadamard matrix vertices of an FEN, median
sets can be generated from arbitrarily-chosen codewords by permuting bits of all the
codewords in S. Figure 5.1 shows two groups of such medians on the left and the right
respectively. We can create an additional set of as many codewords by shifting the
order of the bits to create new codewords. An example is shown in Figure 5.2 where
the first three bits are removed from each codeword in set A and affixed instead to
the end of the codewords to obtain a new set B which maintains the same Hamming
distance between codewords as set A. Set B can serve as a set of medians since the
Hamming distance is maintained as equal to the diameter. Taking the first three bits
is simply an example. A multitude of sets of medians, some of which can even share
codewords, can be generated with variations in how the bits are changed.
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Fig. 5.1.: A FEN with d = 5 and two sets of 7 medians shown. Each set is located in
a different partition.
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1 1 0 1 0 0 0 1 0 0 0 1 1 0 0 0 1 1 0 1 1
1 0 1 0 0 0 1 0 0 0 1 1 0 1 0 1 1 0 1 1 0
0 1 0 0 0 1 1 0 0 1 1 0 1 0 1 1 0 1 1 0 0
1 0 0 0 1 1 0 0 1 1 0 1 0 0 1 0 1 1 0 0 1
0 0 0 1 1 0 1 1 1 0 1 0 0 0 0 1 1 0 0 1 1
0 0 1 1 0 1 0 1 0 1 0 0 0 1 1 1 0 0 1 1 0
0 1 1 0 1 0 0 0 1 0 0 0 1 1 1 0 0 1 1 0 1
set A set B set C
Fig. 5.2.: Example sets of medians for an FEN with degree 5 based on truncated
Hadamard matrices. Note that set A and C are in two different partitions.
In another example also shown in Figure 5.2, we can also see a set of medians C
with Hamming weight 4 instead of the 3 that we see in sets A and B. We can observe
the lack of uniqueness in codewords as 0100011 is in two different sets. However, this
codeword may only have one of these sets as its primary set. Unique primary sets
for each codeword are chosen to facilitate the implementation of the expanded FEN.
These sets can be rigidly defined when the structure is constructed. For example,
all the codewords in set A may have set A as their primary set. As a result, since
0100011 is contained in set A, it cannot have set B as its primary set.
5.2 Expanded FEN for Commit Protocols
A new set of rules for exchanging messages needs to be defined in order to imple-
ment an extended version of the FEN structure that will henceforth be referred to as
the Extended FEN (EFEN). We create J duplicates of the FEN and designate them
1 through J . J is an arbitrary integer chosen based on the number of agents in the





. Let Smi be the m-th median set of FENi and let x
be a codeword of which it is the primary set. As is evident, all Sm’s are identical
across all FEN duplicates. Neighbor nodes to exchange messages with during the ex-
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ecution of the commit protocol are chosen on the basis of these very sets. We propose
two possible interconnection rules between FEN duplicates. An outline of the each
communication process is contained in the following sections.
5.2.1 Hadamard-Based Broadcast
Fig. 5.3.: Three FEN’s connected based on the Hadamard-based broadcast scheme.
FEN1 shows only a single node for the sake of illustration while FEN2 and FEN3
show only their medians.
In a Hadamard-based broadcast, for a node x in FENi, the agent present exchanges
messages with every agent in all sets Smj, for all j 6= i in addition to its local protocol.
In the example of set A in Figure 5.2, let us suppose it is the primary set for the
node described by the codeword 0100011. Communication only takes place with a
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certain number of agents for the agent at that node. The first two rules imply that
this number consists of all agents that also belong to set A in other FEN duplicates,
and all agents that are direct neighbors within its local FEN. Since all messages do
not begin from this agent, it also sends messages to whatever agent sent the original
message. Any direct neighbor in its local FEN or any agent from a duplicate FEN
that the agent does not share a primary set with may be the originator of the message.
As shown in Figure 5.3, a node in an FEN duplicate is connected to the medians of
every other FEN duplicate. Only a single node is shown to illustrate this but every
node of FEN1 is connected to medians of FEN2 and FEN3 and vice versa. Once any
node initiates a transaction, it communicates with the medians of all other FEN’s
which then act as shadow supervisors for the transaction i.e. they each execute the
protocol in their local FEN on behalf of the originator node. The resulting EFEN’s
properties are listed below.





. The degree of the
EFEN is (J − 1)(2s− 1) + (s+ 1). Its diameter is s.
Proof: The number of vertices can be proved from the initial definition of the
structure. The degree of the EFEN can be deduced from the first two rules of com-
munication. By rule 2, every agent is already connected to its s+ 1 direct neighbors
(i.e. the degree of the FEN). In addition, according to rule 1, every agent is also con-
nected to each vertex in the median set S of each duplicate FEN. Since the number
of medians is n = 2s−1 and the agent communicates with every other FEN duplicate
(a total of J−1 duplicates), we can say that the agent is connected to (J−1)(2s−1)
additional nodes. Therefore, the degree of the EFEN is (J − 1)(2s − 1) + (s + 1).
Then, we must first consider the distance between any two vertices that are contained
in two duplicates of the FEN before we can prove the claimed value of the diameter.
Each vertex in the FEN is within a distance of b s
2
c from any Hadamard node. This
is because a vertex belonging to the set of Hadamard nodes S is a distance of s from
any other vertex in S since the distance between any two medians belonging to the
same FEN is the FEN diameter k = s. The distance between a median and any node
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in two different FEN’s is 1 since all nodes are directly connected to all medians as
per the aforementioned rules of extending the FEN. Then the graphical distance of a
vertex in FENi is at most b s2c+1 from a vertex in FENj (for j 6= i). After establishing
all of this information for each vertex, we can conclude that every vertex is within a
distance of at most s from another and subsequently the EFEN diameter is s i.e. the
same as the diameter of an FEN.
5.2.2 Daisy-Chain Interconnection
Fig. 5.4.: Three FEN’s connected based on the daisy-chain scheme. For the sake of
illustration, only the medians of each FEN are shown.
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In a daisy-chain, for a node x in FENi, the agent present exchanges messages with
the closest median in Smi in addition to its local protocol. The medians communicate
with corresponding medians in FEN’s to the left and to the right.
As we can observe, in a daisy-chain, any agent is expected to communicate with
a fewer number of agents than in a Hadamard-based broadcast. This is because as
shown in Figure 5.4, only the medians of all FEN’s are connected to each other forming
a daisy-chain. If x needs to communicate with a node in another FEN, it will message
a median of that FEN through its closest local median which acts as the supervisory
median for x. This means that it is a surrogate for all communications from x. Once
the median in the other FEN is contacted, it will act as a shadow supervisor and
conduct the transaction on behalf of x. The resulting EFEN’s properties are listed
below.





. The degree of the





Proof: The number of vertices can be proved from the initial definition of the
structure. The degree of the EFEN is the same as an FEN i.e. s+ 1. Following from
the proof of Lemma 2(a), we know that each vertex in the FEN is within a distance
of b s
2
c from the median set S and that a vertex belonging to S is a distance of s from
any other vertex in S. The distance between the same median in two different FEN’s
is at most J/2 since the FEN duplicates are arranged in a daisy-chain. Then a vertex
in FENi is within a distance of b s2c + s + b
J
2
c from a vertex in FENj (for j 6= i).
After establishing all of this information for each vertex, we can conclude that every











Fig. 5.5.: Three FEN’s connected based on the bipartite daisy-chain scheme with two
separate sets of medians. For the sake of illustration, only the medians of each FEN
are shown.
5.2.3 Bipartite Daisy-Chain Interconnection
In this section, we describe a modification to the daisy-chain interconnection that
takes advantage of the FEN’s bipartite property to decrease the load per Hadamard
node.
We will refer to the Hadamard codewords with weight s as the left medians and
Hadamard codewords with weight s− 1 as the right medians as shown in Figure 5.1.
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As we can see in Figure 5.5, the Hadamard nodes in each FEN possess two types of
links: red and black. The red links represent the connections within the FEN between
the left medians and the right medians. Note that due to the complementary property
of the codewords, the left medians and the right medians of an FEN are connected
by default. On the other hand, the black links represent connections in between the
Hadamard nodes of two separate FEN’s. These black links exist only between the
left medians of one FEN and the right medians of another.
Let x be a node in FENi and y be a node in FENj. During protocol execution,
there are two types of messages arriving at Hadamard nodes in FENi: local messages
from within its FEN and external messages from another FEN. When x sends a
message to its nearest Hadamard node in FENi, the Hadamard node acts as the
supervisory median and proceeds with the protocol as per the FSTM model of any
FEN. Note that only one Hadamard node per partition is responsible for messages
received from x.
On the other hand, when a Hadamard node in FENi receives a message from y,
it acts as a shadow supervisor for y and treats the message as an in-transit message.
In-transit messages are sent via red links to the other set of Hadamard nodes within
FENi with the instruction to pass these messages on to the next FEN in the daisy-
chain. As a result, those Hadamard nodes would then make use of the black links to
propagate the message along the daisy-chain.
As a result of utilizing two sets of Hadamard nodes in the same FEN instead of one,
we notice that even though the total traffic across the network is roughly the same,
the load per median node is halved. As opposed to a load of N
n
per Hadamard node,
it is now N
2n
. This reduces the congestion on each Hadamard node and subsequently
brings about bottleneck reduction. Ultimately, this results in a major performance
gain for the FEN.
Once the neighboring nodes are established, the commit protocols as described in
the previous chapter are applied in a similar fashion in the EFEN regardless of which
type of broadcast is implemented. The difference is in the number of agents messages
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are sent to based on the extension rules. This is the value of the degree of the EFEN.
On the other hand, the EFEN diameter controls the number of states each agent at
any node will go through. The EFEN message complexity for a commit protocol is
dependent on how many duplicates of the FEN (J) are in action. For small J , the
performance is comparable to a simple FEN. But we need to draw attention to several
key points before we can define the complexity for larger values of J . The following
sections deal with these issues and subsequently measure EFEN performance against
other structures.
5.3 Communication Structure for an Arbitrary N
In order to build larger topologies for a larger number of nodes using the FEN,
we must first address the following concerns:
1. Since FEN and EFEN are restricted to certain values of N , how do we deal
with an N not in that range?
2. How do we decide between using FEN or EFEN for any value of N?
One way of dealing with the first concern would be to modify the communication
protocol and make it asymmetric. In this version, not all agents will output the same
amount of messages. Instead of modifying the protocol itself, we can choose to add
additional agents in order to get to a value of N that is accepted by the FEN or
EFEN structure. In this approach, a symmetrical protocol may still be used which
is desirable. The additional agents, dubbed pseudo agents, do not carry out any
transactions. They simply simulate the way regular agents would act by adhering to
the same FSTM and exchanging messages accordingly. Pseudo agents do not even
require extra communication lines as they can exist at the physical same node as
another regular agent.
As for the concern of deciding between FEN and EFEN, we need to consider
that the structure can only support a limited number of pseudo agents. For any
fixed N , one can decrease the number J of FEN duplicates and by using duplicates
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with a higher degree instead. In this case, since the degree of the EFEN is inversely
correlated to the degree of the FEN used to build it, the EFEN degree will decrease.
However, the number of pseudo agents needed will increase. For instance, a maximum
of 19 pseudo agents is required if an FEN of degree 4 is used to build an EFEN. We
can show all these observations in the example where N=255. We have three choices:
1. Use an FEN with degree 4. This would result in J=13 and 5 pseudo agents (2%
of the actual number of nodes N). The resulting EFEN would have degree 64 and
diameter 3 if built using the Hadamard-based broadcast, and degree 5 and diameter
10 if built using the daisy-chain interconnection.
2. Use an FEN with degree 5. This would result in J=4 and 25 pseudo agents
(10% of the actual number of nodes N). The resulting EFEN would have degree
26 and diameter 4 if built using the Hadamard-based broadcast, and degree 6 and
diameter 8 if built using the daisy-chain interconnection.
3. Use an FEN with degree 6. This would result in J=2 and 249 pseudo agents
(98% of the actual number of nodes N). The resulting EFEN would have degree
15 and diameter 5 if built using the Hadamard-based broadcast, and degree 7 and
diameter 8 if built using the daisy-chain interconnection.
For the third case, J would not be so large if the condition for having the minimal
amount of pseudo agents was removed. There is a need to reach a balance between
J and the number of pseudo-agents. This has a direct impact on performance.
5.4 EFEN Performance
We can observe that if the degree of one FEN is only 1 more than another’s, then
its size is at most 4 times larger than the other. This means that if we are building
an EFEN which requires more than 4 FEN’s of degree d, it would be advised to use a
smaller number of FEN’s with degree d+1 instead. This may only work if the system
can support a larger number of pseudo agents. If an increased number of pseudo
agents is possible then we can state:
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Theorem 4: If an increased number of pseudo agents is possible, the protocol
complexity for a EFEN is O(N ∗ log2N).










, then we do not need more than 4 dupli-
cates of an FEN to build the EFEN. Since the number of FEN’s required is O(1), the
complexity of the EFEN remains O(N ∗ log2N).
After we have established how FEN degree, EFEN degree, and the number of
FEN’s vary, we can choose the appropriate structure for any N by achieving the
right balance between J and d. Based on our analysis, since pseudo agents come into
play and are physically present at nodes with regular agents, the distance between
these two agents is effectively zero which results in a reduced communication time
and therefore we only provide what is an upper bound on the message complexity.
The real value may be significantly lower than what is shown. Multiple values of J
and d were considered in order to come up with the EFEN structure with the best
performance. As expected, values of J less than or equal to 4 provided the best results.
As was with the FEN, the EFEN compares favorably with the other structures and
the finite-projective plane model in particular. However, the EFEN shines for large
values of N . It is shown to be better than linear ordering, the Hypercube, and the
finite-projective plane model just as the FEN is. This is because EFEN performance
asymptotically approaches that of the FEN as N increases.
As mentioned earlier, if we use FEN’s of degree 4 to build an EFEN, the maximum
number of pseudo agents that we could require is 19. Therefore, it is easy to build
an EFEN for any given N . Other structures find it hard to adapt to various values
of N like the EFEN does and are limited in the values of N that they can support.
For example, only if N is a power of 2 will the binary Hypercube discussed earlier
attain the same complexity as an FEN or EFEN. In the example of the projective
plane structure, N must equal m2 +m+ 1 where m is a power of a prime.
The FEN and EFEN structures open us up to many values to consider for J and
d for any given value of N . Do we need to minimize the number of pseudo agents?
Does this number need to be controlled by some message complexity? Can we still
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keep O(N ∗ log2N) as the asymptotic complexity of the protocol? These are some
unanswered questions that may not be crucial to answer but are still food for thought.
5.5 Summary
We described how to connect multiple FEN’s together in two different ways to
form an Extended FEN (EFEN) using Hadamard matrices. Despite the expansion
and the increase in the number of nodes, the EFEN retains the superior message
complexity of the FEN. We have successfully identified a structure that performs
commit protocols nearly optimally and can be made for any arbitrary value of N .
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6. CONCLUSION
Keeping large number of copies synchronized in a replicated database environment
poses enormous challenges in terms of managing network traffic and the delay per-
formance of the underlying decentralized commit protocols. In this thesis, we use
a performance metric for such protocols which is termed as the message complex-
ity. This complexity measure incorporates the number of messages that are sent
throughout the execution of the protocol and the duration each message takes to
propagate through the communication structure. Based on this measurement, we
have proposed a novel communication structure, FEN, that supports both blocking
and non-blocking versions of the commit protocols. The FEN outperforms in com-
parison to other known structures such as the Hypercube and the finite projective
plane when compared using this complexity measure. The message complexity for
the FEN has been calculated as O(N ∗ log2N), where N is the number of nodes
(database sites) in the network. Additionally, analysis was conducted using the av-
erage message complexity metric which was proposed based on the Moore bound.
For an arbitrary number of nodes, we propose two approaches which use FEN as the
building block and allow multiple identical FEN’s to work in unison and form a larger
structure termed as the Extended FEN (EFEN). The proposed extensions, known as
Hadamard-based broadcast and daisy-chain interconnection, exploit the remarkable
partitioning property of FEN based on the Hadamard matrix. These novel extensions
(EFEN’s) retain the low protocol complexity of the underlying FEN.
The work presented in this thesis can be expanded in various directions. Some
potential research problems are listed below:
1. How can the commit protocols be made resilient to communication attack and
how can the underlying topology (such as the FEN) help in providing such resilience?
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Since FEN has a Hamiltonian cycle, it can be configured to perform a linear order
protocol if its links are attacked although we did not address this issue in the thesis.
2. Mobile computing and mobile databases is becoming a vital research area.
The challenge is how the changing interconnection topology among mobile nodes can
assure the correct functionality of the commit protocol which generally assumes a
static topology such as the FEN. How can the real-time dynamics of the topology
be manifested into the finite state model of the commit protocol which assumes the
topology to be fixed with certain degree and diameter?
3. Can hierarchical communication topology be designed to improve the message
complexity? Can a clustering approach be used to identify and interconnect more
”gateway nodes” (similar to the medians in the Hadamard-based broadcast structure)
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