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Abstract. To continue a branch of homoclinic solutions starting from a Bogdanov–Takens (BT) point in param-
eter and state space, one needs a predictor based on asymptotics for the bifurcation parameter values
and the corresponding small homoclinic orbits in the phase space. We derive two explicit asymptotics
for the homoclinic orbits near a generic BT point. A recent generalization of the Lindstedt–Poincare´
(L-P) method is applied to approximate a homoclinic solution of a strongly nonlinear autonomous
system that results from blowing up the BT normal form. This solution allows us to derive an
accurate second-order homoclinic predictor to the homoclinic branch rooted at a generic BT point
of an n-dimensional ordinary diﬀerential equation (ODE). We prove that the method leads to the
same homoclinicity conditions as the classical Melnikov technique, the branching method, and the
regular perturbation (R-P) method. However, it is known that the R-P method leads to a “parasitic
turn” near the saddle point. The new asymptotics based on the L-P method do not have this turn,
making them more suitable for numerical implementation. We show how to use these asymptotics to
calculate the initial data to continue homoclinic orbits in two free parameters. The new homoclinic
predictors are implemented in the MATLAB continuation package MatCont to initialize the contin-
uation of homoclinic orbits from a BT point. Two examples with multidimensional state spaces are
included.
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method, MatCont
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1. Introduction. A generic Bogdanov–Takens (BT) point is the root in parameter space
of branches of fold, Andronov–Hopf, and homoclinic-to-saddle bifurcations. Many techniques
have been developed to continue these curves starting from a BT point [34, 5, 29, 30]. It
is well known that the BT point is a regular point for the continuation problem of the fold
curve as well as of the Hopf curve (that is, if the Hopf curve is deﬁned by requiring that there
be two eigenvalues summing up to zero). The diﬃcult task is to continue homoclinic orbits
starting from a BT point where the homoclinic orbits shrink to the equilibrium while tracing
the homoclinic bifurcation curve. In this case, the problem is regular near the BT point but
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not at the BT point itself, so that a small nonzero step away form the BT point is required.
One therefore needs a special predictor based on asymptotics for the bifurcating parameter
values and the corresponding small homoclinic orbits in the phase space. These predictors
should be constructed in the normal form system for the BT bifurcation by performing a
singular rescaling that brings the normal form into a Hamiltonian system (with an explicit
homoclinic solution) plus a small perturbation depending on parameter ε  1. In this case the
classical Melnikov method [26] or the equivalent branching method [5] has been used to derive
a ﬁrst-order approximation for the homoclinic bifurcation curve in parameter space and the
zero-order approximation for the homoclinic orbit in phase space, and the regular perturbation
(R-P) method [29, 30] has been used as well to derive the second-order approximation for these
solutions both in the parameter and the phase space. Here and in what follows, the order
of predictor refers to the maximal order in the ε-expansion of the homoclinic solution in the
perturbed Hamiltonian systems, and not to the truncation ε-order in the ﬁnal predictors.
The idea of starting homoclinic orbits near a BT point in planar systems with the help of
Melnikov’s method was developed by Rodriguez, Freire, and Ponce [34]. Beyn [5] treated the
general n-dimensional problem. He derived the ﬁrst asymptotics, i.e., a homoclinic predictor,
of the homoclinic solutions near a generic BT point. These asymptotics were initially derived
for the normal form system. Then, using the parameter-dependent center manifold reduction,
the asymptotics were lifted to the phase and parameter spaces of the original n-dimensional
system. Kuznetsov et al. [29] improved these asymptotics by correcting the parameter trans-
formation presented in [5, 6] and by deriving an explicit ﬁrst-order correction of the homoclinic
orbit and the corresponding parameter values. They applied the R-P method to derive such
asymptotics for the topological normal form used in [26, 16, 39]. In [30], a second-order cor-
rection for the homoclinic bifurcation curve is derived. This predictor depends on some terms
of the two-dimensional (2D) smooth normal form which do not appear in the topological nor-
mal form. However, the approximation of the homoclinic solution by the R-P method always
involves a “parasitic turn” near the saddle point. Actually, as the perturbation parameter ε
increases, the O(ε)-corrections quickly become larger than the zero-order approximation, and
then the expansion breaks down for large times.
Chen et al. [10, 14, 13, 11, 15] used a generalization of the Lindstedt–Poincare´ (L-P)
method to study the homoclinic solution to a family of nonlinear oscillators. They applied
a nonlinear transformation of time instead of the linear one used in the original L-P method
for periodic solutions (see, e.g., [33] for the original L-P method). Belhaq, Fiedler, and
Lakrad [4] proved that the generalized L-P method combined with a special criterion leads
to the same results as the classical Melnikov technique. This criterion is based on a collision
between the bifurcating limit cycle near the homoclinic orbits with a saddle equilibrium point.
They proved that this collision criterion is equivalent to the vanishing distance between the
separatrices in the Melnikov technique. We should also point out that yet another approach
based on periodic time transformations exists in the literature [8]. However, the L-P method
has a clear advantage since it provides an explicit time-parametrization which is necessary for
numerical continuation.
In the present paper, we compare two homoclinic predictors near a generic codim 2 BT
point. The L-P method is used for approximating homoclinic solutions of a family of strongly
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nonlinear autonomous systems,
u¨− u2 + 4 = εf(u˙, u, τ, ε),
that result from blowing up the BT normal form. We show how the L-P method leads to
the same homoclinicity conditions as the Melnikov technique, the branching method, and the
R-P method. The derived predictor does not have a “parasitic turn” near the saddle point.
This improves the prediction in the phase space. A numerical comparison illustrating the
results is presented. The new homoclinic solution allows us to derive an accurate second-order
homoclinic predictor of the homoclinic bifurcation for a general n-dimensional system. We also
show how these asymptotics can be used to calculate the initial homoclinic solution to continue
homoclinic orbits in two free parameters. The new homoclinic predictor is implemented in the
MATLAB continuation package MatCont [20, 21] to initialize the continuation of homoclinic
orbits from a BT point in multidimensional models.
The paper is organized as follows. Section 2 is a brief recollection of necessary normal form
and center manifold results. Using an appropriate smooth BT normal form, the parameter-
dependent center manifold reduction is described and the BT normal form coeﬃcients are
computed. In section 3, we use the R-P method to derive explicitly a third-order correction for
the homoclinic solutions to the BT normal form system. Then the L-P method is used to solve
the same problem and to derive a third-order correction to the homoclinic solution. We prove
that the L-P method leads to the same homoclinicity conditions. A numerical comparison is
presented to illustrate the accuracy of the asymptotics for both methods. Section 4 combines
the results obtained from the previous sections and provides the explicit formulas for the
second-order homoclinic predictors. In section 5, we describe the exact algorithm used in
MatCont to initialize the homoclinic continuation from a BT point. Numerical examples with
MatCont are presented in section 6.
2. Smooth normal form on the parameter-dependent center manifold. Suppose that at
(x0, α0) = (0, 0) the Jacobian matrix A = fx(x0, α0) of a generic smooth family of autonomous
ordinary diﬀerential equations (ODEs),
(1) x˙ = f(x, α), f : Rn × R2 → Rn,
has a double (but not semisimple) zero eigenvalue, i.e., (x0, α0) is a BT point. Then there
exist two real linearly independent (generalized) eigenvectors q0,1 ∈ Rn, of A, and two adjoint
eigenvectors p0,1 ∈ Rn, of AT, such that
(2)
(
A 0
−In A
)(
q0
q1
)
= 0,
(
AT 0
−In AT
)(
p1
p0
)
= 0.
We can assume that the vectors satisfy
(3) pT0 q0 = p
T
1 q1 = 1, p
T
0 q1 = p
T
1 q0 = 0.
If we further impose the conditions [28]
(4) qT0 q0 = 1, q
T
1 q0 = 0,
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then the vectors {q0, q1, p0, p1} are uniquely deﬁned up to a ± sign. The smooth normal form
for the restriction of a generic system (1) to its parameter-dependent 2D center manifold near
the BT bifurcation is
(5)
w˙ = G(w, β) =
(
w1
β1 + β2w1 + aw
2
0 + bw0w1 + g(w, β2)
)
+O (|β1|‖w‖2 + |β2|w21)+O (‖β‖2‖w‖2 + ‖β‖‖w‖3 + ‖w‖4) ,
where g(w, β2) := a1β2w
2
0 + b1β2w0w1 + dw
3
0 + ew
2
0w1. Here w = (w0, w1) ∈ R2 parametrizes
the 2D parameter-dependent center manifold of (1), and β = (β1, β2) ∈ R2 are the unfolding
parameters, while a, a1, b, b1, d, and e are the normal form coeﬃcients. Truncating theO-terms
and omitting g(w, β2) gives the well-known topological normal form for the BT bifurcation
(see, e.g., [1, 26]),
(6) w˙ =
(
w1
β1 + β2w1 + aw
2
0 + bw0w1
)
,
where as a nondegeneracy condition it is assumed that ab = 0. We emphasize that it is
essential to include the term g(w, β2) in addition to the topological normal form to achieve
an accurate second-order approximation for the homoclinic solution of (1) which depends on
the term g(w, β2) [30]. This term was ignored in earlier studies [5, 29].
Suppose that an explicit approximate homoclinic for the normal form (5) is available. In
order to transfer this back to the original system (1) we need a relation
(7) α = K(β), K : R2 → R2,
between the unfolding parameters β and the original system parameter α. Moreover, we need
to parametrize the center manifold for (1) by (w, β),
(8) x = H(w, β), H : R2 × R2 → Rn.
Taking (7) and (8) together as (x, α) = (H(w, β),K(β)) yields the center manifold for the
suspended system {
x˙ = f(x, α),
α˙ = 0.
The invariance of the center manifold implies the homological equation
(9) Hw(w, β)G(w, β) = f(H(w, β),K(β)).
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We write the Taylor expansions of K, H, and f as
f(x, α) = Ax+ J1α+
1
2
B(x, x) +A1(x, α) +
1
2
J2(α,α) +
1
6
C(x, x, x) +
1
2
B1(x, x, α)
+O (‖x‖‖α‖2 + ‖α‖3)+O (‖(x, α)‖4) ,(10a)
H(w, β) = q0w0 + q1w1 +H0010β1 +H0001β2 +
1
2
H2000w
2
0 +H1100w0w1 +
1
2
H0200w
2
1
+H1010β1w0 +H1001β2w0 +H0110β1w1 +H0101β2w1 +
1
2
H0002β
2
2 +
1
6
H3000w
3
0
+
1
2
H2100w
2
0w1 +
1
2
H2001β2w
2
0 +H1101β2w0w1 +O
(
β21 + |β1β2|
)
+ O
(
|w1|3 + |w0w21|+ |β2w21|+ |β1|‖w‖2 + ‖β‖2‖w‖ + ‖β‖3
)
+O (‖(w, β)‖4) ,(10b)
K(β) = K1,0β1 +K1,1β2 +
1
2
K2β
2
2 +O
(
β21 + |β1β2|
)
+O(‖β‖3),(10c)
where A = fx(x0, α0), J1 = fα(x0, α0), and B, A1, J2, C, B1 are the standard multilinear
forms.
We insert the expansions (10a)–(10c) into (9) together with the normal form (5). Then
the resulting equations for terms of the same order in w and β can be solved by a recursive
procedure based on Fredholm’s solvability condition that gives the Taylor coeﬃcients of H
and K, as well as the coeﬃcients a, a1, b, b1, d, and e of the normal form. The linear and
quadratic (w, β)-terms in the homological equation lead to
a =
1
2
pT1B(q0, q0),(11)
b = pT0B(q0, q0) + p
T
1B(q0, q1),(12)
H2000 = A
INV(2aq1 −B(q0, q0)) + γq0,(13)
H1100 = A
INV(bq1 +H2000 −B(q0, q1)),(14)
H0200 = A
INV(2H1100 −B(q1, q1)),(15)
where
γ :=
1
2
(−2pT0H2000 + 2pT0B(q0, q1) + pT1B(q1, q1)) .
Note that γq0 is added to H2000 to ensure that the right-hand side (R.H.S.) of the system for
H0200 is in the range of A; see [27, section 8.7] for more details. Moreover, the vectors H0010,
H0001, K1,0, and K1,1 can be computed by solving the (n+2)-dimensional system as described
in [29]:
(16)
⎛
⎜⎜⎝
A J1
pT1Bq0 p
T
1A1q0
pT0 Bq0 + p
T
1 Bq1 p
T
0A1q0 + p
T
1A1q1
⎞
⎟⎟⎠
(
H0010 H0001
K1,0 K1,1
)
=
⎛
⎜⎜⎝
q1 0
1
2p
T
1B(q1, q1) 0
c 1
⎞
⎟⎟⎠ ,
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where c := 3pT0H1100 − pT0B(q1, q1). The nonsingularity of this system is equivalent to the
above-mentioned genericity condition for the validity of the smooth normal form (5). As soon
as K1 and H01 are determined, we can solve the following systems:
K2 = −
(
pT1 (B(H0001,H0001) + 2A1(H0001,K1,1) + J2(K1,1,K1,1))
)
K1,0,(17)
H0002 = −AINV (B(H0001,H0001) + 2A1(H0001,K1,1) + J2(K1,1,K1,1) + J1K2) ,(18)
H1001 = −AINV (B(q0,H0001) +A1(q0,K1,1)) ,(19)
H0101 = −AINV (B(q1,H0001) +A1(q1,K1,1)−H1001 − q1)(20)
(see [6, 29]). The homological equation then implies the following expressions for the cubic
coeﬃcients [30]:
d =
1
6
pT1 (C(q0, q0, q0) + 3B(q0,H2000)− 6aH1100) ,(21)
H3000 = −AINV (C(q0, q0, q0) + 3B(q0,H2000)− 6aH1100 − 6dq1) ,(22)
e =
1
2
pT1 (C(q0, q0, q1) + 2B(q0,H1100) +B(q1,H2000)
− 2bH1100 − 2aH0200 −H3000) ,(23)
a1 =
1
2
pT1 (C(q0, q0,H0001) +B1(q0, q0,K1,1) + 2B(q0,H1001)
+ B(H0001,H2000) +A1(H2000,K1,1)− 2aH0101) ,(24)
H2001 = −AINV (C(q0, q0,H0001) +B1(q0, q0,K1,1) + 2B(q0,H1001)
+ B(H0001,H2000) +A1(H2000,K1,1)− 2aH0101 − 2a1q1) ,(25)
b1 = p
T
1 (C(q0, q1,H0001) +B1(q0, q1,K1,1) +B(q1,H1001) +B(H0001,H1100)
+ B(q0,H0101) +A1(H1100,K1,1)− bH0101 −H1100 −H2001) .(26)
In systems (13)–(15), (18)–(20), (22), and (25), the expression x = AINVy is deﬁned by solving
the nonsingular bordered system (
A p1
qT0 0
)(
x
s
)
=
(
y
0
)
,
where y is in the range of A.
3. Homoclinic asymptotic in the smooth normal form. To construct an approximation
for the homoclinic solution of (5), one ﬁrst performs a blow-up transformation. We take the
normal form (5) and apply the rescaling transformation
(27) β1 = −4
a
ε4, β2 =
b
a
ε2τ, w0 =
ε2
a
u, w1 =
ε3
a
v, εt = s;
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cf. [26]. This transformation gives{
u˙ = v,
v˙ = −4 + u2 + ε bav (τ + u) + ε2 1a2u2 (τba1 + du) + ε3 1a2uv (τbb1 + eu) +O
(
ε4
)
or
(28) u¨− u2 + 4 = ε b
a
u˙ (τ + u) + ε2
1
a2
u2 (τba1 + du) + ε
3 1
a2
uu˙ (τbb1 + eu) +O
(
ε4
)
.
The dot now indicates the derivative with respect to s. For ε = 0, (28) is a Hamiltonian
system with the ﬁrst integral,
(29) F (u, v) :=
v2
2
+ 4u− u
3
3
= k, k ∈ R.
The phase portrait of (29) is presented in Figure 1. Every closed orbit of (29) surrounding
(−2, 0) corresponds to a level curve
Γk =
{
(u, v)
∣∣∣∣F (u, v) = k, − 163 < k < 163
}
,
and Γk shrinks to the equilibrium (−2, 0) as k → −163 and tends to a homoclinic solution as
k → 163 . The Hamiltonian system has the well-known explicit homoclinic solution (u0(s), v0(s))
given by (see, e.g., [6])
(30)
{
u0(s) = 2
(
1− 3sech2(s)) ,
v0(s) = 12sech
2(s) tanh(s).
This solution deﬁnes a homoclinic orbit to the saddle (2, 0) (i.e., lims→±∞ (u0(s), v0(s)) =
(2, 0)).
3.1. The regular perturbation method. The R-P method can be used to compute the
homoclinic orbits to (28) as in [29, 30]. Assume that the homoclinic solution of (28) is
parametrized by ε and approximated by
(31)
⎛
⎜⎜⎝
u(s)
v(s)
τ
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
u0(s)
v0(s)
τ0
⎞
⎟⎟⎠+ ε
⎛
⎜⎜⎝
u1(s)
v1(s)
τ1
⎞
⎟⎟⎠+ ε2
⎛
⎜⎜⎝
u2(s)
v2(s)
τ2
⎞
⎟⎟⎠+ ε3
⎛
⎜⎜⎝
u3(s)
v3(s)
τ3
⎞
⎟⎟⎠+O (ε4) .
Inserting (31) into (28) and collecting equal powers of ε leads to the systems
Order
(
ε0
)
: u¨0 − u20 + 4 = 0,(32)
Order
(
εi
)
: u¨i − 2u0ui = zi(u, v, τ), i = 1, 2, 3, . . . ,(33)
where zi(u, v, τ) represent the remaining ε
i-terms which are found iteratively. The ε0-terms
yield the Hamiltonian system with solution (30). It is not diﬃcult to ﬁnd that⎧⎨
⎩
ϕ1(s) = v0(s),
ϕ2(s) = 2 cosh
2(s)− 15sech2(s) (1− s tanh(s)) + 5
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Figure 1. The phase curves of (29) for k = {− 32
3
,− 16
3
,−4, 4
15
, 16
3
, 32
3
}.
are two linearly independent solutions to the left-hand side (L.H.S.) of (33) (i.e., the homo-
geneous problem ϕ¨ − 2u0ϕ = 0) [29, 30]. Then the general solution for the inhomogeneous
problem (33) can be written as
(34) ui(s) =
⎛
⎜⎜⎝C2(i−1)+1 −
gi︷ ︸︸ ︷∫
ϕ2zi
W (ϕ1, ϕ2)
dx
⎞
⎟⎟⎠ϕ1 +
⎛
⎜⎜⎝C2(i−1)+2 +
fi︷ ︸︸ ︷∫
ϕ1zi
W (ϕ1, ϕ2)
dx
⎞
⎟⎟⎠ϕ2,
i = 1, 2, 3, . . . , where W (ϕ1, ϕ2) is the Wronskian of {ϕ1, ϕ2}, C2(i−1)+1, C2(i−1)+2 are un-
determined integration constants, and fi(0) = gi(0) = 0 must hold. The description of
the homoclinic solution (31) to the saddle of (28) requires that u and v be bounded (i.e.,
lims→±∞ |u(s)| = ∞, lims→±∞ |v(s)| = ∞), and as s → ±∞ the solution must approach the
saddle. This implies
lim
s→±∞ |ul(s)| = ∞ for l ≥ 1.
Under these conditions and by ﬁxing the solution phase by requiring that [5]
(35) vi(0) = u˙i(0) = 0,
one can obtain a (unique) ith-order correction for the homoclinic solution (u(s), v(s), τ). The
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second-order correction
(36)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
τ0 =
10
7
, τ1 = 0, τ2 =
4
a
(
25
49
b1 − e
b
)
+
2
49a2
(
144
49
b2 − 25ba1 + 73d
)
,
u1(s) = −72b
7a
sinh(s) log(cosh(s))
cosh3(s)
,
v1(s) = −72b
7a
sinh2(s) + (1− 2 sinh2(s)) log(cosh(s))
cosh4(s)
,
u2(s) = −216b
2
49a2
log2(cosh(s))(cosh(2s)− 2)
cosh4(s)
− 216b
2
49a2
log(cosh(s))(1 − cosh(2s))
cosh4(s)
− 18b
2
49a2
(6s sinh(2s)− 7 cosh(2s) + 8)
cosh4(s)
+
(
30
7 ba1 − 30d
)
cosh2(s)a2
− 2 (5ba1 + 7d)
7a2
+
s
(
30
7 ba1 + 12d
)
sinh(s)
cosh3(s)a2
+
27d
cosh4(s)a2
,
v2(s) = u˙2(s)
was derived in [30]. Also, a third-order correction to the Hamiltonian homoclinic solution can
be explicitly given by
(37)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u3(s) =
((
3
cosh2(s)
− 2
)
log(cosh(s)) + tanh2(s)
)
sc1
cosh2(s)
+
c2 tanh
3(s)
cosh2(s)
−
(
1728b3
343a3
(
log(cosh(s))2 − 3 log(cosh(s))) + c3) sinh(s) log(cosh(s))
cosh3(s)
+
(
1296b3
343a3
(
4 log(cosh(s))2 − 7 log(cosh(s))) + c4) sinh(s) log(cosh(s))
cosh5(s)
,
v3(s) = u˙3(s),
where
c1 =
36
343a3
(
36b3 − 35a1b2 − 98bd
)
, c2 = − 6
7a3
(
234
49
b3 − 28ae+ 3bd
)
,
c3 =
36b
49a3
(
20b1a− 25a1b+ 60d− 312
49
b2
)
, c4 =
648
7a3
(
bd− 6
49
b3
)
.
The third-order approximation (37) was not reported in [30]. Substituting (36) and (37) into
(31) and then plugging the result back into (27), we obtain the third-order approximation for
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the homoclinic solution of the BT normal form system (5),
(38)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w0(t) =
ε2
a
(
3∑
i=0
εiui(εt)
)
+O(ε6),
w1(t) =
ε3
a
(
3∑
i=0
εivi(εt)
)
+O(ε7),
β1 = −4
a
ε4,
β2 =
b
a
ε2
(
τ0 + ε
2τ2
)
+O(ε5).
3.2. The Lindstedt–Poincare´ method. Now we apply the hyperbolic perturbation method
from [10, 13, 14, 15] to improve the prediction of the homoclinic orbit in the phase space. This
method is a generalized L-P method combined with hyperbolic functions instead of the Jaco-
bian elliptic functions used in [12, 4]. We prove that this method gives the same homoclinicity
conditions and then the same predictor in the parameter space. Introduce the nonlinear
transformation of time,
(39)
dξ
ds
= ω(ξ),
where ω(ξ) is a smooth bounded function, positive for all ξ. Then
d
ds
=
dξ
ds
d
dξ
= ω(ξ)
d
dξ
,
d2
ds2
= ω(ξ)
d
dξ
(
ω(ξ)
d
dξ
)
.
The new parametrization of time transforms (28) into
(40)
ω
d
dξ
(
ωuˆ′
)− uˆ2+4 = ε b
a
ωuˆ′ (τ + uˆ)+ε2
1
a2
uˆ2 (τba1 + duˆ)+ε
3 1
a2
uˆ ωuˆ′ (τbb1 + euˆ)+O
(
ε4
)
.
The hat is used to distinguish the solution of the L-P method from the R-P solution, while the
prime denotes the derivative of uˆ with respect to the new independent variable ξ. As before,
we assume that the homoclinic solution of (40) is parametrized by ε and approximated by
(41)
⎛
⎜⎜⎜⎜⎜⎝
uˆ(ξ)
vˆ(ξ)
ω(ξ)
τ
⎞
⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎝
uˆ0(ξ)
vˆ0(ξ)
ω0(ξ)
τ0
⎞
⎟⎟⎟⎟⎟⎠+ ε
⎛
⎜⎜⎜⎜⎜⎝
uˆ1(ξ)
vˆ1(ξ)
ω1(ξ)
τ1
⎞
⎟⎟⎟⎟⎟⎠+ ε
2
⎛
⎜⎜⎜⎜⎜⎝
uˆ2(ξ)
vˆ2(ξ)
ω2(ξ)
τ2
⎞
⎟⎟⎟⎟⎟⎠+ ε
3
⎛
⎜⎜⎜⎜⎜⎝
uˆ3(ξ)
vˆ3(ξ)
ω3(ξ)
τ3
⎞
⎟⎟⎟⎟⎟⎠+O
(
ε4
)
.
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Substituting the series expansions (41) into (40) with ω0(ξ) = 1
1 and then successively col-
lecting the terms with equal power in ε leads to the following systems:
Order
(
ε0
)
: uˆ′′0 − uˆ20 + 4 = 0,(42)
Order
(
ε1
)
:
d
dξ
(
ω1uˆ
′
0
)
+ ω1uˆ
′′
0 + uˆ
′′
1 − 2uˆ0uˆ1 =
b
a
uˆ′0 (τ0 + uˆ0) ,(43)
Order
(
ε2
)
:
d
dξ
(
ω2uˆ
′
0
)
+ ω2uˆ
′′
0 +
d
dξ
(
ω1uˆ
′
1
)
+ ω1uˆ
′′
1 + uˆ
′′
2 − 2uˆ0uˆ2 + ω1
d
dξ
(
ω1uˆ
′
0
)− uˆ21
=
b
a
uˆ′0 (τ1 + uˆ1) +
b
a
(
ω1uˆ
′
0 + uˆ
′
1
)
(τ0 + uˆ0) +
1
a2
uˆ20 (a1bτ0 + uˆ0d) ,(44)
Order
(
ε3
)
:
d
dξ
(
ω3uˆ
′
0
)
+ ω3uˆ
′′
0 +
d
dξ
(
ω2uˆ
′
1
)
+ ω2uˆ
′′
1 +
d
dξ
(
ω1uˆ
′
2
)
+ ω1uˆ
′′
2 + uˆ
′′
3
− 2uˆ0uˆ3 − 2uˆ2uˆ1 + ω2 d
dξ
(
ω1uˆ
′
0
)
+ ω1
d
dξ
(
ω2uˆ
′
0
)
+ ω1
d
dξ
(
ω1uˆ
′
1
)
=
1
a2
(
uˆ20 (a1bτ1 + duˆ1) + 2uˆ0uˆ1 (a1bτ0 + duˆ0)
)
+
1
a2
uˆ′0uˆ0 (bb1τ0 + euˆ0) +
b
a
uˆ′0 (uˆ2 + τ2) +
b
a
(
ω1uˆ
′
0 + uˆ
′
1
)
(τ1 + uˆ1)
+
b
a
(
ω2uˆ
′
0 + ω1uˆ
′
1 + uˆ
′
2
)
(τ0 + uˆ0) .(45)
Equation (42) is identical to (28) with ε = 0. So it has the exact homoclinic solution
(46)
{
uˆ0(ξ) = −6sech2(ξ) + 2,
vˆ0(ξ) = 12sech
2(ξ) tanh(ξ).
For ε = 0, we assume that the homoclinic solution of (40) is given by
(47)
{
uˆ(ξ) = σsech2(ξ) + δ,
vˆ(ξ) = uˆ′(ξ) = −2σω(ξ)sech2(ξ) tanh(ξ),
where σ and δ are parameters that depend on ε,
(48)
{
σ = σ0 + εσ1 + ε
2σ2 + ε
3σ3 +O
(
ε4
)
,
δ = δ0 + εδ1 + ε
2δ2 + ε
3δ3 +O
(
ε4
)
.
1If we keep ω0(ξ) free, then the homoclinic solution to (42) requires that ω0(ξ) = 1.
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Substituting (48) into (47) and then equating each of the coeﬃcients of εi to (41) yields that
σ0 = −6, δ0 = 2, and
uˆi(ξ) = σisech
2(ξ) + δi, i = 1, 2, 3,(49)
vˆ1(ξ) =
(
ω1(ξ)− σ1
6
)
vˆ0(ξ),(50)
vˆ2(ξ) =
(
ω2(ξ)− σ1
6
ω1(ξ)− σ2
6
)
vˆ0(ξ),(51)
vˆ3(ξ) =
(
ω3(ξ)− σ1
6
ω2(ξ)− σ2
6
ω1(ξ)− σ3
6
)
vˆ0(ξ).(52)
Using the assumptions (49)–(52), we solve the linear equations (43)–(45) for uˆi(ξ) one by one
to determine τi−1, δi, σi, and ωi(ξ) for i = 1, 2, 3.
We multiply both sides of (43) by uˆ′0, then integrate both sides from ξ0 to ξ, and get
(53)∫ ξ
ξ0
uˆ′0
d
dx
(
ω1uˆ
′
0
)
dx+
∫ ξ
ξ0
uˆ′0ω1uˆ
′′
0 dx︸ ︷︷ ︸
I
+
∫ ξ
ξ0
uˆ′0uˆ
′′
1 dx− 2
∫ ξ
ξ0
uˆ′0uˆ0uˆ1 dx︸ ︷︷ ︸
II
=
b
a
∫ ξ
ξ0
uˆ′20 (τ0 + uˆ0) dx.
Diﬀerentiating (42) with respect to ξ, we obtain
(54) uˆ′′′0 = 2uˆ0uˆ
′
0 ⇒
∫ ξ
ξ0
uˆ1uˆ
′′′
0 dx = 2
∫ ξ
ξ0
uˆ1uˆ0uˆ
′
0 dx.
The terms I and II of (53) can be simpliﬁed by
I = ω1uˆ
′2
0
∣∣ξ
ξ0
−



∫ ξ
ξ0
ω1uˆ
′
0uˆ
′′
0 dx+



∫ ξ
ξ0
ω1uˆ
′
0uˆ
′′
0 dx = ω1uˆ
′2
0
∣∣ξ
ξ0
,
II =
(
uˆ′0uˆ
′
1 − uˆ1uˆ′′0
)∣∣ξ
ξ0
+



∫ ξ
ξ0
uˆ1uˆ
′′′
0 dx−




2
∫ ξ
ξ0
uˆ′0uˆ0uˆ1 dx︸ ︷︷ ︸
Using (54)
=
(
uˆ′0uˆ
′
1 − uˆ1uˆ′′0
)∣∣ξ
ξ0
.
Therefore, (53) can be written as
(55)
(
ω1uˆ
′2
0 + uˆ
′
0uˆ
′
1 − uˆ1uˆ′′0
)∣∣∣ξ
ξ0
=
b
a
∫ ξ
ξ0
uˆ′20 (τ0 + uˆ0) dx.
Setting ξ0 = −∞ and ξ = ∞ in (55) yields the following condition for the bifurcation of
homoclinic orbits:
b
a
∫ ∞
−∞
uˆ′20 (τ0 + uˆ0) dx = 0,
and hence,
(56)
b
a
192 (7τ0 − 10)
35
= 0 ⇒ τ0 = 10
7
.
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Note that the same condition was derived using the classical Melnikov technique [26].
By setting ξ0 = 0, ξ = ∞, we ﬁnd that
(57) σ1 = −δ1.
We change the integration boundaries to 0 and ξ, and we get
(58) 12ω1(ξ) + δ1 cosh(2ξ) = −72b
7a
tanh(ξ).
Since ω(ξ) is a bounded function, we can choose the parameter δ1 such that
lim
ξ→±∞
|ω1(ξ)| = ∞.
This condition implies that
δ1 = 0.
Thus, ω1(ξ) is given by
(59) ω1(ξ) = − 6b
7a
tanh(ξ).
Substituting the values of δ1, σ1, ω1(ξ) into (49) and (50) gives the ﬁrst-order correction to
the Hamiltonian homoclinic solution (uˆ0(ξ), vˆ0(ξ)),
(60)
⎧⎨
⎩
uˆ1(ξ) = 0,
vˆ1(ξ) = − 6b
7a
tanh(ξ)vˆ0(ξ).
We multiply both sides of (44) by uˆ′0 and then integrate both sides from ξ0 to ξ. Then we
simplify to
(61)
(
ω2uˆ
′2
0 + ω1uˆ
′2
1 + uˆ
′
0uˆ
′
2 − uˆ2uˆ′′0
)∣∣∣ξ
ξ0
+
2592b2
49a2
sinh4(x)
cosh8(x)
∣∣∣∣ξ
ξ0
=
∫ ξ
ξ0
uˆ′0
(
R.H.S. of (44)
)
dx.
We repeat the last procedure of changing the integration variables to (61) and get
(62)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
τ1 = 0,
δ2 = −2 (5a1b+ 7d)
7a2
,
σ2 =
3
49a2
(
70a1b− 6b2 − 49d
)
,
ω2(ξ) =
1
7a2
(
5
2
a1b+
18
7
b2 + 7d
)
− 9
4a2
(
6
49
b2 + d
)
sech2(ξ),
with
(63)
⎧⎪⎪⎨
⎪⎪⎩
uˆ2(ξ) = − 3
49a2
(
6b2 − 70ba1 + 49d
)
sech2(ξ)− 2 (5a1b+ 7d)
7a2
,
vˆ2(ξ) =
1
a2
((
3
7
b2 − 5
14
ba1 +
3
2
d
)
− 9
4
(
6
49
b2 + d
)
sech2(ξ)
)
vˆ0(ξ).
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Similarly, we multiply both sides of (45) by uˆ′0 and then integrate both sides from ξ0 to ξ.
Then we simplify to
(64)
(
ω3uˆ
′2
0 + ω2uˆ
′2
1 + ω1uˆ
′2
2 + uˆ
′
0uˆ
′
3 − uˆ3uˆ′′0
)∣∣∣ξ
ξ0
+
1944
7a3
(
6
49
b3 + bd
)
sinh3(x)
cosh9(x)
∣∣∣∣ξ
ξ0
− 432
7a3
(
36
49
b3 +
5
7
b2a1 + 2bd
)
sinh3(x)
cosh7(x)
∣∣∣∣ξ
ξ0
=
∫ ξ
ξ0
uˆ′0
(
R.H.S. of (45)
)
dx.
The last procedure of changing the integration variables is used to obtain
(65)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
τ2 =
4
a
(
25
49
b1 − e
b
)
+
2
49a2
(
144
49
b2 − 25ba1 + 73d
)
,
δ3 = 0,
σ3 = 0,
ω3(ξ) =
(
c5sech
2(ξ)− 3
49a3
(
66
49
b3 − 20b2a1 + 11bd
)
+ c6
)
tanh(ξ),
where
c5 =
4
a2
e− 3
7a3
(
bd+
6
49
b3
)
,
c6 = − 60
49a2
bb1 +
3
7a5
(
1
2
bd2 − 10
7
b2a1d+
50
49
b3a21 +
6
49
b3d− 60
343
b4a1 +
18
2401
b5
)
,
with
(66)
⎧⎪⎨
⎪⎩
uˆ3(ξ) = 0,
vˆ3(ξ) =
(
c5sech
2(ξ)− 18
49a3
(
18
49
b3 − 5b2a1 + 3bd
)
+ c6
)
tanh(ξ)vˆ0(ξ).
We notice that the same values of the homoclinic bifurcation parameters {τ0, τ1, τ2} were
derived in [29, 30] using the R-P method. Also, the same τ1 was derived in [5, 6] using diﬀerent
methods. Finally, the third-order approximation to the homoclinic orbit of the smooth BT
normal form system (5) is given by
(67)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
w0(t) =
ε2
a
(
3∑
i=0
εiuˆi(ξ)
)
+O(ε6),
w1(t) =
ε3
a
(
3∑
i=0
εivˆi(ξ)
)
+O(ε7),
where β1, β2 are the unfolding parameters as in (38).
Notice that the small displacement ε2δ2 in the saddle point (2, 0) can be determined just
by using the boundedness assumption and (40). Indeed, the saddle point is given by
lim
ξ→±∞
(uˆ(ξ), vˆ(ξ)) = (δ, 0).
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Figure 2. The “parasitic turn” near the saddle point of the homoclinic orbit predicted by (31) (red).
Since uˆ′(ξ) = v(ξ) and ω(ξ) is a bounded function, taking the limit of both sides in (40) leads
to
−δ2 + 4 = ε2 1
a2
δ2 (τba1 + dδ) .
Substituting the expansions for τ and δ in this and collecting powers of ε, we get
Order
(
ε0
)
: −δ20 + 4 = 0,
Order
(
ε1
)
: −2δ0δ1 = 0,
Order
(
ε2
)
: −2δ0δ2 − δ21 =
δ20 (a1bτ0 + dδ0)
a2
.
We then solve at each order to get
δ0 = 2, δ1 = 0, δ2 = −(a1bτ0 + 2d)
a2
,
with δ2 as in (62). Note that it is only necessary to compute τ0 to determine the ε
2-shift of
the saddle.
3.3. A comparison in the topological normal form. Consider the topological normal
form (6). The homoclinic bifurcation in this system was studied in [26, 6, 39, 27, 29]. It is
required that the homoclinic orbits of (6) satisfy w1(0) = 0 and approach the w0-axis at the
saddle point from both sides as t → ±∞. Before we proceed, we check whether solutions (31)
and (41) satisfy these requirements. Consider the point c = (u(s0), v(s0)), s0 ∈ (−∞,+∞), on
the homoclinic orbit (we replace s by ξ and (u, v) by (uˆ, vˆ) when we talk about the homoclinic
solution (41)); see Figure 2. The slope of the homoclinic orbit at a time s = s0 is given by
S(s0) =
v˙(s0)
u˙(s0)
. The correct homoclinic orbit (the blue curve in Figure 2) can only have one
vertical asymptote at time s0 = 0 (i.e., where v(0) = 0 or, equivalently, the denominator of
INITIALIZATION OF HOMOCLINIC SOLUTIONS 967
(a) (b)
Figure 3. The asymptotes of (68) for a = b = 1 and (a) ε = 0.01, (b) ε = 0.1.
S(0) vanishes). We can use this criterion to check whether the homoclinic solutions (31) and
(41) approach the saddle point along the correct direction. Since we discuss the normal form
system (6), we set a1 = b1 = e = d = 0. The homoclinic solution (41) has only one vertical
asymptote because
uˆ′(ξ0) = cosh4(ξ0) sinh(ξ0)
(
3b2a3ε2 + 49a5
)
= 0
has only the trivial solution ξ0 = 0 for all ε > 0. Moreover, the component vˆ(ξ) =
∑3
i=0 ε
ivˆi(ξ)
of (41) can be written as vˆ(ξ) = l(ξ)vˆ0(ξ), where
l(ξ)=1− ε6b
7a
tanh(ξ)+ε2
3b2
7a2
(
1− 9
14
sech2(ξ)
)
− ε3 18b
3
343a3
(
3
(
42a2 − b2)
49a2
+sech2(ξ)
)
tanh(ξ).
Then for a given (a, b), we can always deﬁne an ε-interval such that l(ξ) > 0. This interval
can be found by solving the inequalities limξ→±∞ l(ξ) > 0 for ε (e.g., for a = b = 1, the
function l(ξ) is positive for all ε ∈ [0, 1.9927)). Thus, for this ε-interval the homoclinic
solution (uˆ(ξ), vˆ(ξ)) intersects the uˆ-axis only once at ξ = 0 and approaches the saddle point
(−2, 0) from both sides as ξ → ±∞ along the correct direction. On the other hand, for the
ﬁrst-order solution of (31), i.e., u(s) = u0(s) + εu1(s), the homoclinic orbit has two vertical
asymptotes: one at s0 = 0 and the other at the solution s0 to
(68)
7a
6
sinh(s0) cosh(s0) + ε
( (
2 cosh2(s0)b− 3b
)
log(cosh(s0))− cosh2(s0) + b
)
= 0.
Figure 3a plots the L.H.S. of (68) as a function of time s0 for a = b = 1 and ε = 0.01. It is
clear that this function has a nontrivial solution at s0 ≈ −59.52285. This solution corresponds
to the appearance of the “parasitic turn” near the saddle point (as “globally” presented in
the red curve in Figure 2). Figure 3b plots (68) for ε = 0.1. We notice that as ε increases, the
“parasitic turn” is expanding away from the saddle point, and the nontrivial zero of (68) gets
closer to 0 (in general, as ε → 0, the nontrivial zero of (68) → −∞ and the “parasitic turn”
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shrinks to the saddle point. On the other hand, as ε → 1, the nontrivial zero of (68) → 0,
and the “parasitic turn” grows until the homoclinic orbit breaks down). The corresponding
“parasitic turn” to the numerically computed s0 = 0 in Figure 3b is presented in Figure 4a,
which plots (31) for s ∈ [−16,−12.5] and 100,000 points, uniformly distributed. Figures 4a and
4b show the “parasitic turn” in the ﬁrst- and third-order solutions of (31), respectively. Note
that the visualization of the “parasitic turn” for both solutions requires a diﬀerent scale. This
indicates that the third-order solution provides a much more accurate solution in comparison
to the ﬁrst-order one. To summarize, we plot Figure 4c.
2 2.0+0.2E−5−6.0E−6
0
2.0E−6
u
v
(a)
2 2.0+0.5E−9
−1.4E−9
0
4.0E−10
u
v
(b)
1.9 2 2.1−0.2
−0.1
0
0.1
u
v
(c)
Figure 4. The “parasitic turn” for ε = 0.1. (a) The ﬁrst-order approximation by (31). (b) The third-order
approximation by (31). The “parasitic turn” of the third-order approximation is very small compared with the
ﬁrst-order approximation. (c) For ε = 0.3, the “parasitic turn” in the ﬁrst-order (red), the second-order (blue),
and the third-order (green) approximations by (31). The black curve denotes the third-order approximation by
(41).
We return to the original problem of ﬁnding the homoclinic solution to (6). Figure 5 plots
the homoclinic orbits of (6) computed with a continuation method (blue) for a = b = 1 and
(β1, β2) free. At each orbit, a value of ε can be computed by taking the computed β1 from
the numerical continuation data and then solving the third equation of (38) for ε. This gives
ε = 0.139, 0.230, 0.326, 0.401, 0.470, 0.531, 0.589, 0.647, 0.707, 0.767. Using these values
of ε, we plot the corresponding homoclinic orbits obtained by (38) (red) and (67) (green).
Since the bounded O(ε)-terms in ω(ξ) are small (see Figure 6), we approximate ω(ξ) by 1.
This allows us to approximate ξ by εt. As expected, the strange behavior near the saddle
point in the solution (31) is translated back to the approximate solution (38); see the close-up
in Figure 5b. The orbits approach the saddle point along the “wrong” direction, making a
“parasitic turn” when t → −∞ (or t → ∞ for ab < 0) [29]. The L-P solution (i.e., (67)) has
accurate orbits which nearly coincide with the computed orbits. These orbits approach the
saddle point along the correct direction as t → ±∞; i.e., near the saddle point, the strange
“parasitic turn” does not appear (see Figure 5b).
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−3 1.5−4
2
w0
w
1
(a)
0.5 1.3−0.5
0.5
w0
w
1
(b)
Figure 5. (a) Homoclinic orbits of (6) for a = b = 1 and ε = 0.139, 0.230, 0.326, 0.401, 0.470, 0.531,
0.589, 0.647, 0.707, 0.767. Blue orbits are computed with a continuation method, and red orbits are the ho-
moclinic orbits approximated by the third-order truncation of (38), while green orbits are the homoclinic orbits
approximated by the third-order truncation of (67). (b) Zoom of Figure 5a. For ε = 0, the approximate orbits
obtained by (38) approach the saddle point along the “wrong” direction making a “parasitic turn.” This turn
does not appear in the orbits obtained by (67).
−100 −50 0 50 100−1
−0.5
0
0.5
1
ξ
ω
−
1
ε = 0.2
ε = 0.1
ε = 0.05
ε = 0.01
Figure 6. The computed function ω(ξ)− 1 for (a, b) = (1, 1) and ε = 0.01, 0.05, 0.1, 0.2.
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4. Homoclinic asymptotics in the n-dimensional systems. In this section, we provide
two explicit asymptotics for the bifurcating homoclinic orbits of (1). Following the procedure
described in section 2, we transfer the BT normal form (5) with the homoclinic approximations
(38) and (67) back to the original system (1). With data collected in (10b), (10c), and (11)–
(26), we get two second-order homoclinic predictors xRP (the regular homoclinic asymptotic)
and xLP (Lindstedt–Poincare´ homoclinic asymptotic) for the original system (1):
α(ε) =
ε2
a
10b
7
K1,1 +
ε4
a
(
−4K1,0 + 50b
2
49a
K2 + bτ2K1,1
)
+O(ε5),
(69)
xRP(t, ε) =
ε2
a
(
10b
7
H0001 + u0(s)q0
)
+
ε3
a
(
v0(s)q1 + u1(s)q0
)
+
ε4
a
(
−4H0010 + 50b
2
49a
H0002
+ bτ2H0001 + u2(s)q0 + v1(s)q1 +
1
2a
u20(s)H2000 +
10b
7a
u0(s)H1001
)
+O(ε5),(70)
xLP(t, ε) =
ε2
a
(
10b
7
H0001 + uˆ0(ξ)q0
)
+
ε3
a
(
vˆ0(ξ)q1 + uˆ1(ξ)q0
)
+
ε4
a
(
−4H0010 + 50b
2
49a
H0002
+ bτ2H0001 + uˆ2(ξ)q0 + vˆ1(ξ)q1 +
1
2a
uˆ20(ξ)H2000 +
10b
7a
uˆ0(ξ)H1001
)
+O(ε5),(71)
where τ2 is given in (36); (u0, v0) and (u1, v1, u2) are speciﬁed by (30) and (36), respectively;
and (uˆ0, vˆ0), (uˆ1, vˆ1), and uˆ2 are speciﬁed by (46), (60), and (63), respectively.
Notice that ξ in (71) is related to s = εt by the diﬀerential equation (39). However, as
explained above, we can approximate ω(ξ) by 1 and replace ξ by εt.
5. Practical initialization issues. From a numerical point of view, the continuation prob-
lem of the homoclinic orbits is well deﬁned near but not at the BT point. So, a small nonzero
step away from the BT point (essentially determined by the perturbation parameter ε) should
be chosen such that the initial prediction is suﬃciently close to the actual homoclinic solution.
The continuation problem itself should be deﬁned in a ﬁnite time interval instead of an inﬁnite
one. In the present section, we derive an important relation between the geometric amplitude
of the homoclinic orbit and the initial perturbation parameter ε; see Step 2 in section 5.1. We
also present an extra parameter that can be used to ﬁnd a suitable ﬁnite time interval where
the continuation problem will converge; see Figure 7 and Step 3 in section 5.1.
In general, to continue the homoclinic orbits in two free parameters, MatCont uses an
extended deﬁning system that consists of several components (see [24, 18]).
First, the inﬁnite time interval [−∞,∞] is truncated to a ﬁnite interval with suitable
boundary conditions, say [−T,+T ], where T is the half-return time. So, after applying this
truncation of time, system (1) becomes
(72) x˙− 2Tf(x(t), α) = 0.
The interval [−T,+T ] is rescaled to [0, 1] and divided into mesh intervals where the solution
is approximated by a vector polynomial of degree m (typically, m = 4), a linear combination
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of the rescaled Lagrange basis polynomials. The mesh is nonuniform and adaptive. Each
mesh interval is further subdivided by (m + 1) equidistant ﬁne mesh points and contains m
collocation (Gauss) points. These points are the rescaled roots of the mth-degree Legendre
polynomials [17, 27]. The numbers ntst of mesh intervals and ncol = m of collocation points
are part of the continuation data chosen by the user. Equation (72) must be satisﬁed at each
collocation point.
The second part is the equilibrium condition
(73) f(x0, α) = 0.
Third, if two homoclinic parameters are free, then the following integral phase condition
is added:
(74)
∫ 1
0
〈x(t)− x˜(t), ˙˜x(t)〉 dt = 1,
where x˜ is the homoclinic solution obtained at the previously found point on the curve.
Fourth, (72), (73), and (74) must be complemented with projection boundary conditions
at 0 and 1,
(75)
{
QS(x(0) − x0) = 0,
QU (x(1) − x0) = 0,
where QS and QU are matrices whose rows form a basis for the stable (S) and unstable (U)
eigenspaces, respectively, of AT(x0, α). The projection boundary conditions place the solution
at the two end points in the unstable and stable eigenspaces of A(x0, α), respectively [9].
MatCont uses a speciﬁc algorithm that depends on the real Schur factorization and a Riccati
equation to construct and update QS and QU ; for more details, see [22, 19, 23, 24, 7, 18].
Finally, the distance between x(0) (respectively, x(1)) and x0 must be small enough, i.e.,
(76)
{
ε0 =‖x(0)− x0‖,
ε1 =‖x(1)− x0‖.
The half-return time T , ε0, and ε1 are called the homoclinic parameters. We note that
either one or two homoclinic parameters can be free.
MatCont calculates the initial homoclinic solution, the initial T , ε0, and ε1 by the homo-
clinic predictor (71).2 This is done by calling the initializer init BT Hom.m that implements
the L-P predictor (71); then MatCont uses the initial data to start up the homoclinic contin-
uation by calling the continuer cont.m which itself calls homoclinic.m.
5.1. The initializer init BT Hom.m. The algorithm to initialize the homoclinic continua-
tion data proceeds as follows.
Assume that system (1) has a BT point at (x0, α0).
2The predictor (70) is used in MatCont 6.1 and older versions.
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Step 0. Introduce new variables, (x, α) → (x−x0, α−α0), that move the BT point of (1) to
the origin, (0, 0).
Step 1. Compute the matrices and multilinear forms A, J1, B, A1, J2, C, and B1. Then
deﬁne the nonsingular bordered system (BS) by
BS =
(
A w
vT 0
)
∈ R(n+1)×(n+1).
The vectors w, v ∈ Rn are chosen such that BS is nonsingular.
To compute the eigenvectors {q0, q1, p1, p0} ∈ Rn, one starts by solving
BS (q0, s) = (0, 1) , BS (q1, s) = (q0, 0) ,
BST (p1, s) = (0, 1) , BS
T (p0, s) = (p1, 0) .
Following [28], these vectors are normalized by
μ =
√
|qT0 q0|, q0 :=
1
μ
q0, q1 :=
1
μ
q1, q1 := q1 − (qT0 q1)q0,
ν = qT0 p0, p1 :=
1
ν
p1, p0 := p0 − (pT0 q1)p1, p0 :=
1
ν
p0,
and hence BS can be redeﬁned as
BS =
(
A p1
qT0 0
)
∈ R(n+1)×(n+1).
Step 2. Compute a, b, H2000, H1100, H0200, K1,0, K1,1, H0010, H0001, K2, H0002, H1001, H0101,
d, H3000, e, a1, H2001, b1.
Step 3. Substituting these values into (69) and (71) gives an approximation of the homoclinic
solution (x(t, ε), α(ε)). Therefore, the asymptotic homoclinic of the solution in the
parameter and state space of (1) is given by (x(t, ε), α(ε)) → (x(t, ε) + x0, α(ε) + α0).
Step 4. Let A0 := ‖ x(±∞, ε) − x(0, ε) ‖ be the size of the initial homoclinic orbit (see
Figure 7). Using (71), we approximate A0 for small ε by
A0 =
∥∥∥∥ε2
(
2
a
)
q0 − ε2
(−4
a
)
q0
∥∥∥∥ = ε2
(
6
|a|
)
.
The amplitude A0 is chosen by the user, so we get
ε =
√
A0
|a|
6
.
This deﬁnes the initial perturbation parameter ε.
Step 5. We choose the initial T such that, at the end points, the distance
(77) k := ‖x(±∞, ε) − x(±T, ε)‖
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Figure 7. The initial homoclinic solution.
is suﬃciently small [5]; see Figure 7. For small ε, we approximate k using (71) as
(78) k = ε2
(
6‖q0‖
|a|
)
sech2(±εT ).
Hence, the half-return time T can be estimated by solving sech(εT ) = 1ε
√
k|a|
6 or,
equivalently,
(79) sech(εT ) =
√
k
A0
.
The tolerance k should be small; by default it is set to 1 × 10−5. However, in the
case where a is small, we sometimes need to adjust k to ﬁnd a suitable T to initialize
the continuation of homoclinic orbits. This takes some trial-and-error to set k, as
well as A0. It is possible for users to change the default values if needed in the GUI
input window of MatCont (the Starter window; see Figure 8), where the parameters
k and A0 are denoted by Tolerance and Amplitude, respectively. Examples will be
discussed in section 6.
Step 6. Compute the initial cycle by discretizing the interval [0, 1] into equidistant points fi
(the fine mesh) and then evaluate (71) at each t, where t is given by
t = (2fi − 1)T, fi ∈ [0, 1].
The initial saddle point x∗ (i.e., x(±∞, ε)) is approximated by
x∗ = x0 + ε2
(
10b
7a
H0001 +
2
a
q0
)
.
Step 7. From data collected in Step 3, it is now easy to compute the initial values of ε0 and
ε1. It is worth pointing out that ε0,1 are computed from (71) with terms up to ε
3. On
the other hand, the value of k is computed by truncating the O(ε3) from (71). So, in
general k is greater than ε0,1.
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Step 8. Since all curves in MatCont are computed by a prediction-correction continuation
method applied to a deﬁning system in an appropriate discretization space RN+1
[20], the homoclinic orbits continuation involves a calculation of the tangent vector to
predict and correct the next point. If the initial point Xi ∈ RN+1 is suﬃciently close
to the homoclinic curve, then the next point in the homoclinic curve can be predicted
using the initial tangent prediction
Xi+1 = Xi + hiV
i,
where hi is the current step size and V
i ∈ RN+1 is the normalized tangent vector at
the homoclinic curve at point Xi. The tangent vector at Xi is computed by solving
J(Xi)V i = 0,
where J(Xi) ∈ RN×(N+1) is the Jacobian matrix of the deﬁning system evaluated at
Xi. The initial point can be obtained from predictor (71). Also, with data collected
above for the initial homoclinic solution, one can obtain the initial tangent vector V 0
by diﬀerentiation with respect to ε. Compute|Forward and Compute|Backward
select the appropriate sign of V 0 without any additional computation.
6. Examples. We will use MatCont to start homoclinic orbits that emanate from BT
points in two models.3 Recall that in the GUI of MatCont, k is denoted as TTolerance. In
both models, we will set TTolerance=10−5. As a rule, the Amplitude should always be larger
than TTolerance given the geometric meaning of both variables; cf. Figure 7. In all cases,
ε0 and ε1 are the free homoclinic parameters since this appears to be the most stable choice.
As another rule, the BT point itself should be computed to a geometric precision signiﬁcantly
smaller than TTolerance. This can be achieved in MatCont by decreasing the tolerances
VarTolerance and TestTolerance for the curve on which the BT points are detected.
6.1. Indirect field oriented control system. The indirect ﬁeld oriented control (IFOC)
system of an induction motor is mathematically described in [2, 35] by the following ODEs:
(80)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x˙1 = −c1x1 + c2x4 − kc1u02 x2x4,
x˙2 = −c1x2 + c2u02 + kc1u02 x1x4,
x˙3 = −c3x3 − c4c5
(
x2x4 − u02x1
)
+ (c4Tm + c3wref ) ,
x˙4 = −(ki − kpc3)x3 − kpc4c5
(
x2x4 − u02x1
)
+ kp (c4Tm + c3wref ) .
Here x1, x2, x3, and x4 are the state variables, where x1 and x2 denote direct and quadrature
components of the rotor ﬂux; x3 is the rotor speed error (i.e., the diﬀerence between the
reference and the real mechanical speeds of the rotor); and x4 denotes the quadrature axis
component of the stator current. We also deﬁne the following constants and parameters: u02
is a constant reference for the rotor ﬂux magnitude; c1–c5 are machine parameters; kp and
ki are the proportional (P) and the integral (I) control gains, respectively; wref is the speed
reference; Tm the load torque; and k is the measure of rotor time constant mismatches. The
3The examples require MatCont 6.3 or higher.
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Figure 8. MatCont window during the homoclinic orbits continuation from a BT point.
occurrence of limit points (LPs) and Hopf points in IFOC has been characterized as a result
of rotor time constant mismatches (see, e.g., [3, 25, 32]). The ﬁrst results on the occurrence
of a BT bifurcation in the IFOC model were presented in [36]. A detailed analytical study for
the codim 2 bifurcations of (80) can be found in [35].
By continuation of equilibria with free k (initially k = 17) and ﬁxed parameters Tm = 5,
c1 = 4.4868, c2 = 0.3567, c3 = 0, c4 = 9.743, c5 = 1.911, u
0
2 = 11.3, kp = 4.5, ki = 500,
and wref = 0, and initial point (x1, x2, x3, x4) = (−0.207486, 0.107263, 0, 2.534337), MatCont
detects an LP and a Hopf point. Further, by continuation of the LP with (k, Tm) free, a BT
point is detected (in Table 1 this point is labeled by BT1). Select BT1 and compute the Hopf
curve passing through it with (k, Tm) free; an extra BT point is detected (labeled by BT2).
The smooth BT normal form coeﬃcients at the BT points are listed in Table 2.
From the BT2 point we start the continuation of the homoclinic curve, using k and Tm
as free system parameters, (eps0,eps1) as free homoclinic parameters, ntst = 40, initial
Amplitude = 2× 10−5, TTolerance = 1× 10−5, and Adapt = 1. Then Compute|Forward,
noticing that during continuation, T = 91.221.
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Table 1
Parameter and state values at the bifurcation points in Figure 9.
Label k Tm State variables
BT1 4.538573 8.109670 (−0.163289, 0.238334, 0, 10.063675)
BT2 4.538585 −8.109652 (0.163288, 0.238333, 0,−10.063682)
Table 2
The smooth BT normal form coeﬃcient {a, b, d, e, a1, b1} at the BT points in Figure 9.
Label a b d e a1 b1
BT1 28.005817 −0.911013 −4.468334 −0.435057 4.388082 0.066363
BT2 28.006045 −0.911099 −4.468354 −0.435062 4.388129 0.066366
For BT1, the same procedure Compute|Backward can be used, noticing that during
continuation, T = 91.221. In both cases, the initial ε is 0.01; see Figure 9.
6.2. The extended Lorenz-84 model. This example is an extended version of the Lorenz-
84 model. In this model we can ﬁnd all codim 2 points of equilibria (i.e., BT, CP, GH, ZH,
and HH) [37, 38, 31]. Here, we discuss the switching from the BT points to the homoclinic
branches. The extended Lorenz-84 model has the form
(81)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
X˙ = −Y 2 − Z2 − αX − μU2 + αF,
Y˙ = XY − βXZ − Y +G,
Z˙ = βXY +XZ − Z,
U˙ = −δU + μUX + S.
In this system, X models the intensity of a baroclinic wave; Y and Z are the sin and cos
coeﬃcients of the wave, respectively; and the variable U is added to study the inﬂuence of
external parameters such as temperature. The parameters are ﬁxed as follows: α = 0.25,
β = 1, G = 0.25, δ = 1.04, μ = 0.987, and F = 2.61.
Start the equilibria continuation with free S (initially S = 0) and with initial state variable
values X = 1.053698, Y = −0.012060, Z = 0.236645, and U = −0.580787. Two LPs are
detected. From any LP compute the LP curve passing through it with (F, S) as free system
parameters. Two BT points are found (see Table 3). The smooth BT normal form coeﬃcients
at these points are listed in Table 4.
From BT1 start the homoclinic continuation with (F, S) free, Amplitude = 4 × 10−5,
TTolerance = 1×10−5, ntst = 40, and Adapt = 3, choose (eps0, eps1) as the free homoclinic
parameters, then Compute|Forward. In the resulting continuation, T = 1346.112 is ﬁxed
and the initial ε is 1.2 × 10−3. The obtained homoclinic orbits are shown in Figure 10. For
BT2 the same procedure works with Amplitude = 4× 10−5, and then Compute|Backward
leads to a continuation with T = 1346.112 as well. The initial ε is 1.2 × 10−3.
7. Conclusions. Using the smooth normal form for the codim 2 Bogdanov–Takens (BT)
bifurcation on the center manifold, we derived for the ﬁrst time the explicit third-order
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Figure 9. Continuation of the homoclinic orbits emanating from the BT points of the IFOC model with
(k, Tm) free. The blue curve is the homoclinic orbit, the green is the LP curve, and the red is the Hopf curve.
(a) The homoclinic orbits in parameter space (k, Tm). (b) The homoclinic orbits in state space (x1, x2).
Table 3
Parameter and state values at the bifurcation points in Figure 10.
Label F S State variables
BT1 1.446717 0.020940 (1.225641,−0.036321, 0.197288,−0.123390)
BT2 1.446722 −0.020941 (1.225646,−0.036321, 0.197287, 0.123392)
Table 4
The smooth BT normal form coeﬃcients {a, b, d, e, a1, b1} at the BT points in Figure 10.
Label a b d e a1 b1
BT1 0.214424 0.606515 −0.2381464 −2.815244 0.588486 1.238143
BT2 0.214426 0.606525 −0.2381432 −2.815177 0.588481 1.238118
homoclinic predictors applying both the regular (R-P) and the Lindstedt–Poincare´ (L-P)
perturbation methods. Both methods give the same asymptotic for the homoclinic parameter
values. However, the L-P predictor has a clear advantage, since it does not suﬀer from the
“parasitic turn” in the asymptotic for the homoclinic orbit in the phase space. Recall that the
order of predictor refers to the maximal order in the ε-expansion of the homoclinic solution in
the perturbed Hamiltonian systems, and not to the truncation ε-order in the ﬁnal predictors.
The L-P method for standard oscillators removes secular terms; i.e., a linear time-rescaling
depending on the small parameter ε yields a choice to eliminate unbounded terms and allows
us to obtain a solution valid for all time. Then an expansion in ε recovers the unbounded
term. Here we argue that our homoclinic predictor obtained from the L-P method is related
in a similar way to the predictor from the R-P method. The diﬀerence, however, is that here
we remove the parasitic turns rather than the secular terms. Our claim is that if we expand
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Figure 10. Continuation of the homoclinic orbits emanating from the BT points of the Lorenz-84 model
with (F, S) free. The blue curve is the homoclinic orbit, the green is the LP curve, the red is the Hopf curve,
and the brown is a neutral-saddle curve. (a) Homoclinic orbits in parameter space. (b) Homoclinic orbits in
(X,U)-space.
the L-P predictor including the ε-dependent rescaled time, we recover the R-P predictor in
the corresponding order. This implies that the geometry of the predictor is correct in phase
space. We will restrict ourselves to ﬁrst order in ε. First, from (59) we have
dξ
ds
= 1− ε6b
7a
tanh(ξ) +O(ε2) =⇒ ds
dξ
= 1 + ε
6b
7a
tanh(ξ) +O(ε2),
which can be integrated and inverted to yield
s = ξ + ε
6b
7a
log(cosh(ξ)) +O(ε2) =⇒ ξ = s− ε 6b
7a
log(cosh(s)) +O(ε2).
Then it is easily checked that u0,LP (ξ(s)) = u0,RP (s)+εu1,RP (s)+O(ε
2) and that v0,LP (ξ(s))+
εv1,LP (ξ(s)) = v0,RP (s) + εv1,RP (s) +O(ε
2). The parasitic turn appears due to the log-term,
so it is present in the R-P predictor. In the L-P predictor, this turn is removed by a nonlinear
time reparametrization along the homoclinic orbit. We conjecture that this holds for higher
order terms in ε as well. Note that for the L-P method we prescribe the u-solution, restricting
the homoclinic excursion to one side of the saddle point. Then solvability requires additional
freedom, provided by the time-rescaling. For the R-P method the solution satisﬁes u˙ = v,
which by the time-rescaling does not hold in the L-P method. Also, for large values of ε,
dξ/ds may become negative, marking the end of the validity of the asymptotic.
We have described an initializer implemented in MatCont to start homoclinic orbits from
a BT point based on the L-P perturbation method. The initializer allows us to compute the
initial homoclinic solution and parameters so that the continuation of the homoclinic orbit
can be started. We suggest allowing eps0 and eps1 to vary as homoclinic parameters and to
set TTolerance = 1×10−5. In the MatCont Continuer window, set Adapt = 1. Then start
to increase/decrease the Amplitude value. This works for most studied models. However,
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this choice is not an absolute rule, and it takes some trial-and-error to set all parameters
(including TTolerance, continuation parameters, and adaptation (Adapt)) for the successful
continuation. Note that in each case, both Compute|Forward and Compute|Backward
should be tried. In general, cases where a has small (absolute) value are more diﬃcult to
handle than cases where a is moderate.
REFERENCES
[1] V. I. Arnold, Geometrical Methods in the Theory of Ordinary Diﬀerential Equations, Springer-Verlag,
New York, Heidelberg, Berlin, 1983.
[2] A. S. Bazanella and R. Reginatto, Robustness margins for indirect ﬁeld oriented control of induction
motors, IEEE Trans. Automat. Control, 45 (2000), pp. 1226–1231.
[3] A. S. Bazanella and R. Reginatto, Instability mechanisms in indirect ﬁeld oriented con-
trol drives: Theory and experimental results, in Proceedings of the 15th IFAC World
Congress (Barcelona, Spain), IFAC Proc. Vol. 15, Elsevier, Amsterdam, 2002, pp. 125–130.
http://dx.doi.org/10.3182/20020721-6-ES-1901.01574.
[4] M. Belhaq, B. Fiedler, and F. Lakrad, Homoclinic connections in strongly self-excited nonlinear
oscillators: The Melnikov function and the elliptic Lindstedt-Poincare´ method, Nonlinear Dynam., 23
(2000), pp. 67–86.
[5] W.-J. Beyn, Numerical analysis of homoclinic orbits emanating from a Takens-Bogdanov point, IMA J.
Numer. Anal., 14 (1994), pp. 381–410.
[6] W.-J. Beyn, A. Champneys, E. J. Doedel, W. Govaerts, Yu. A. Kuznetsov, and B. Sandstede,
Numerical continuation, and computation of normal forms, in Handbook of Dynamical Systems, Vol.
2, B. Fiedler, ed., North–Holland, Amsterdam, 2002, pp. 149–219.
[7] S. Bindel, J. Demmel, and M. Friedman, Continuation of Invariant Subspaces for Large Bifurcation
Problems, Tech. Report UCB/EECS-2006-13, EECS Department, University of California, Berkeley,
2006.
[8] Y. Y. Cao, K. W. Chung, and J. Xu, A novel construction of homoclinic and heteroclinic orbits in
nonlinear oscillators by a perturbation-incremental method, Nonlinear Dynam., 64 (2011), pp. 221–
236.
[9] A. R. Champneys, Yu. A. Kuznetsov, and B. Sandstede, A numerical toolbox for homoclinic bifur-
cation analysis, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 6 (1996), pp. 867–887.
[10] S. H. Chen, Y. Y. Chen, and K. Y. Sze, A hyperbolic perturbation method for determining homoclinic
solution of certain strongly nonlinear autonomous oscillators, J. Sound Vibration, 322 (2009), pp. 381–
392.
[11] S. H. Chen, Y. Y. Chen, and K. Y. Sze, Homoclinic and heteroclinic solutions of cubic strongly
nonlinear autonomous oscillators by hyperbolic Lindstedt-Poincare´ method, Sci. China Technol. Sci.,
53 (2010), pp. 692–702.
[12] S. H. Chen, X. M. Yang, and Y. K. Cheung, Periodic solutions of strongly quadratic non-linear
oscillators by the elliptic Lindstedt-Poincare´ method, J. Sound Vibration, 212 (1998), pp. 771–780.
[13] Y. Y. Chen and S. H. Chen, Homoclinic and heteroclinic solutions of cubic strongly nonlinear autono-
mous oscillators by the hyperbolic perturbation method, Nonlinear Dynam., 58 (2009), pp. 417–429.
[14] Y. Y. Chen, S. H. Chen, and K. Y. Sze, A hyperbolic Lindstedt-Poincare´ method for homoclinic motion
of a kind of strongly nonlinear autonomous oscillators, Acta Mech. Sin., 25 (2009), pp. 721–729.
[15] Y. Y. Chen, L. W. Yan, K. Y. Sze, and S. H. Chen, Generalized hyperbolic perturbation method for
homoclinic solutions of strongly nonlinear autonomous systems, Appl. Math. Mech. (English Ed.), 33
(2012), pp. 1137–1152.
[16] S.-N. Chow, C. Li, and D. Wang, Normal Forms and Bifurcation of Planar Vector Fields, Cambridge
University Press, Cambridge, UK, 1994.
[17] C. de Boor and B. Swartz, Collocation at Gaussian points, SIAM J. Numer. Anal., 10 (1973), pp. 582–
606. http://epubs.siam.org/doi/abs/10.1137/0710052.
980 AL-HDAIBAT, GOVAERTS, KUZNETSOV, AND MEIJER
[18] V. De Witte, W. Govaerts, Yu. A. Kuznetsov, and M. Friedman, Interactive initialization and
continuation of homoclinic and heteroclinic orbits in MATLAB, ACM Trans. Math. Software, 38
(2012), 18 (34 pages).
[19] J. W. Demmel, L. Dieci, and M. J. Friedman, Computing connecting orbits via an improved
algorithm for continuing invariant subspaces, SIAM J. Sci. Comput., 22 (2000), pp. 81–94.
http://epubs.siam.org/doi/abs/10.1137/S1064827598344868.
[20] A. Dhooge, W. Govaerts, and Yu. A. Kuznetsov, MATCONT: A MATLAB package for numerical
bifurcation analysis of ODEs, ACM Trans. Math. Software, 29 (2003), pp. 141–164.
[21] A. Dhooge, W. Govaerts, Yu. A. Kuznetsov, H. G. E. Meijer, and B. Sautois, New features
of the software MatCont for bifurcation analysis of dynamical systems, Math. Comput. Model. Dyn.
Syst., 14 (2008), pp. 147–175.
[22] L. Dieci and T. Eirola, On smooth decompositions of matrices, SIAM J. Matrix Anal. Appl., 20 (1999),
pp. 800–819. http://epubs.siam.org/doi/abs/10.1137/S0895479897330182.
[23] L. Dieci and M. Friedman, Continuation of invariant subspaces, Numer. Linear Algebra Appl., 8 (2001),
pp. 317–327.
[24] M. Friedman, W. Govaerts, Yu. A. Kuznetsov, and B. Sautois, Continuation of homoclinic orbits
in MATLAB, in Computational Science (ICCS 2005), Lecture Notes in Comput. Sci. 3514, V. S.
Sunderam, G. D. van Albada, P. M. A. Sloot, and J. J. Dongarra, eds., Springer, Berlin, Heidelberg,
2005, pp. 263–270.
[25] F. Gordillo, F. Salas, R. Ortega, and J. Aracil, Hopf bifurcation in indirect ﬁeld-oriented control
of induction motors, Automatica, 38 (2002), pp. 829–835.
[26] J. Guckenheimer and P. Holmes, Nonlinear Oscillations, Dynamical Systems and Bifurcations of
Vector Fields, Springer-Verlag, New York, 1983.
[27] Yu. A. Kuznetsov, Elements of Applied Bifurcation Theory, 3rd ed., Springer-Verlag, New York, 2004.
[28] Yu. A. Kuznetsov, Practical computation of normal forms on center manifolds at degenerate Bogdanov-
Takens bifurcations, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 15 (2005), pp. 3535–3546.
[29] Yu. A. Kuznetsov, H. G. E. Meijer, B. Al-Hdaibat, and W. Govaerts, Improved homoclinic
predictor for Bogdanov-Takens bifurcation, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 24 (2014),
1450057 (12 pages).
[30] Yu. A. Kuznetsov, H. G. E. Meijer, B. Al-Hdaibat, and W. Govaerts, Accurate approximation
of homoclinic solutions in Gray-Scott kinetic model, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 25
(2015), 1550125 (10 pages).
[31] Yu. A. Kuznetsov, H. G. E. Meijer, W. Govaerts, and B. Sautois, Switching to nonhyperbolic
cycles from codim 2 bifurcations of equilibria in ODEs, Phys. D, 237 (2008), pp. 3061–3068.
[32] J. Moiola and G. Chen, Hopf Bifurcation Analysis: A Frequency Domain Approach, World Scientiﬁc,
Singapore, 1996.
[33] A. H. Nayfeh, Introduction to Perturbation Techniques, John Wiley & Sons, New York, 1981.
[34] A. J. Rodr´ıguez-Luis, E. Freire, and E. Ponce, A method for homoclinic and heteroclinic con-
tinuation in two and three dimensions, in Continuation and Bifurcations: Numerical Techniques and
Applications, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci. 313, D. Roose, B. De Dier, and A. Spence,
eds., Kluwer Acad. Publ., Dordrecht, 1990, pp. 197–210.
[35] F. Salas, F. Gordillo, and J. Aracil, Codimension-two bifurcations in indirect ﬁeld oriented control
of induction motor drives, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 18 (2008), pp. 779–792.
[36] F. Salas, R. Reginatto, F. Gordillo, and J. Aracil, Bogdanov-Takens bifurcation in indirect
ﬁeld oriented control of induction motor drives, in Proceedings of the 43rd IEEE Conference on
Decision and Control (Atlantis, Bahamas), Vol. 4, IEEE, Piscataway, NJ, 2004, pp. 4357–4362.
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=1429436.
[37] A. Shil’nikov, G. Nicolis, and C. Nicolis, Bifurcation and predictability analysis of a low-order
atmospheric circulation model, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 5 (1995), pp. 1701–1711.
[38] L. van Veen, Baroclinic ﬂow and the Lorenz-84 model, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 13
(2003), pp. 2117–2139.
[39] S. Wiggins, Introduction to Applied Nonlinear Dynamical Systems and Chaos, 2nd ed., Springer-Verlag,
New York, 2003.
