Abstract. In this paper, we prove an upper bound for the least prime square in an irrational non homogeneous Beatty sequence {⌊αn + β⌋ : n = 1, 2, 3, . . . }, where α, β ∈ R and α > 1. We also prove an asymptotic formula for the number of primes p = ⌊αn + β⌋ such that p ≡ f (mod d) where α, β are real numbers, α is irrational and f, d are integers with 0 ≤ f < d and (f, d) = 1.
Introduction
Given a real number α > 0 and a non-negative real β, the Beatty sequence associated with α, β is defined by B(α, β) = {⌊nα + β⌋ : n ∈ N},
where ⌊x⌋ denotes the largest integer less than or equal to x. Beatty sequences appear in a variety of apparently unrelated mathematical settings, and because of their versatility, the arithmetic properties of these sequences have been broadly studied in the literature; see, for example [1] , [5] , [8] , [9] , [10] and the references contained therein.
If α is rational, then B(α, β) is union of residue classes, hence we always assume that α is irrational. In 2016, Jörn Steuding and Marc Technau [13] proved that, for every ǫ > 0 there exists a computable positive integer l such that for every irrational α > 1 the least prime p in the Beatty sequence B(α, β) is satisfies the inequality
m+l , where B = max{1, β}, L = log(2αB), p n denotes the numerator of the n th convergent to the regular continued fraction expansion of α = [a 0 , a 1 , . . . ] and m is the unique integer such that p m ≤ L 16 α 2 < p m+1 .
In this paper we prove the following theorems.
Theorem 1. For any positive integer N ≥ 3, and any ǫ > 0 we have,
The next result is about the least prime square in B(α, β).
Theorem 2. For every positive ǫ, there exits a positive integer l such that for every irrational α > 1 the least prime number p whose square is contained in the Beatty sequence B(α, β) satisfies the inequality, p ≤ L 6−10ǫ α 6−10ǫ B 1/2−2ǫ p
1/2+2ǫ
m+l , where B = max{1, β}, L = log(2αB), p n denotes the numerator of the n th convergent to the regular continued fraction expansion of α and m is the unique integer such that
For N ≥ 1 we define
An irrational number γ is said to be of finite type t ≥ 1 if
where x is the distance of x from nearest integer.
For irrational α of finite type, Banks and Shparlinski proved in [3] that there exists a positive constant c > 0 such that for all integers 0 ≤ a < q < N c with gcd (a, q)=1, we have
In the following theorem we revisit this result and obtain a more explicit error term without assuming finite type condition on α.
Theorem 3. For any positive integers N ≥ 3, 0 ≤ f < d such that (f, d) = 1 and any ǫ > 0, we have
The proof of Theorem 3 depends on estimation of exponential sum of the type
with |C l | ≤ min
, ϑ is irrational and f < d, (f, d) = 1. We obtain an upper bound for S(ϑ) in Proposition 2 which is of independent interest. Theorem 3 ensures that, there exists infinitely many primes p such that p ≡ f (mod d) and p ∈ B(α, β) where α is irrational and f < d, (f, d) = 1. Hence there exists a least such prime. As application of Proposition 2, we have following remark Remark 1. Let d, f be natural numbers such that 1 ≤ f < d ≤ 500 and (f, d) = 1. For every ǫ > 0 there exists a positive integer l such that for every irrational α > 1; the least prime number
where B =max{1, β}; L = log(αBd) and p n denotes the numerator of the n th convergent to the regular continued fraction expansion of α and m is the unique integer such that,
This fact can be proved in a similar way as Theorem 2 using Corollary 1.6 of [4] .
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Notation
Throughout this paper, the implied constants in the symbols O and ≪ may depend on α and ǫ otherwise are absolute. We recall that the notation f = O(g) and f ≪ g are equivalent to the assertion that the inequality |f | ≤ cg holds for some constant c > 0. The notation f ≈ g means that f ≪ g and f ≫ g. It is important to note that our bounds are uniform with respect to all of the involved parameters other than α and ǫ; in particular, our bounds are uniform with respect to β.
The letters a, d, f, q are always denote non-negative integers and m, n, l, r and t denotes integers. We use ⌊x⌋ and {x} to denote the greatest integer less than or equal to x and the fractional part of x respectively. The notation x denotes the distance from the real number x to the nearest integer; in other words,
Finally, recall that the discrepancy D(M ) of a sequence of (not necessarily distinct) real numbers This is equivalent to
which is same as, p
where χ δ is defined by,
,
Using Lemma 1 we get,
To estimate the exponential sum we use the following result by Ghosh [6] .
Proposition 1. ([6],Theorem 1)
. Suppose α is a real number and a and q are positive integers satisfying (a, q) = 1, and |α − a/q| < q −2 . Then for any positive integers H, N and any real number ǫ > 0, we have
It follows from Proposition 1 and partial summation formula
By (2) and (3) we have,
Now we choose
3.2. Case of primes in arithmetic progression. Now we are interested in prime numbers p of the form p ≡ f mod d, which is in B(α, β), where (f, d) = 1 and f < d. As we discussed above, in order to find a prime number p ∈ B(α, β) and p ≡ f (mod d) we need to show that,
By Lemma 1, we have
. We can rewrite the above expression as follows
Now we want to estimate the exponential sum of the form (1) . To estimate that we use the following proposition. 
We will give the proof of Proposition 2 in Section 6. By (5) and (6), we obtain
Therefore we obtain an estimate 
Lemma 4. [14]
Suppose that X and Y are ≥ 1 are positive integers, Also suppose that |α − a/q| < q −2 , where α is a real number with a and q integers satisfying (a,q)=1. Then
Proof of Theorem 1 and Theorem 2
In the previous section we stated essential result to prove Theorem 1 and Theorem 2. In this section we will give proof of these theorems. Proof of Theorem 1: From (4) we have,
This leads to (8)
The number of prime powers p ν ≤ N with ν ≥ 2 is π(N 1/2 ), thus we have,
Proof of Theorem 2: By (8) and (9) we have
and L = log(q −1/3 N 2/3 ) and the constant C(ǫ) will depend only on ǫ.
By Lemma 2, the second sum on the left hand side of (10) is < 1.04 (α + β − 1). Therefore, we have
Notice that the last term is negative, it is obviously bounded by
We will use inequality (2.18) Rosser and Schoenfeld [12] for π(x), we have
and also using another inequality of Rosser and Schoenfeld,
We thus find a prime p ≤ N and p 2 ∈ B(α, β) if we show that the following inequality
which we may also replace by
By (9) we have,
with L = log(N 2/3 q −1/3 ) and appropriate absolute constant C(ǫ) depending only on ǫ but not an α.
Obviously N need to be larger than Max{α 8 , B} and q larger than α 4 . Since L = log(2αB) depends on α, β and we would like to eliminate this dependency, and therefore we shall take both N and q somewhat larger, now choose
with some large parameter η to be specified later and B=max{1, β}. Then the latter inequality can be rewritten as
3 ). Assuming ǫ < 1 136 , as we may, all exponents of α, B and η are negative. Since LL −1 ≪ κ η κ for any κ > 0, the above inequality is satisfied for all sufficiently large η, say η ≥ η 0 . Since α is irrational, the choice of η follows from (12) of [13] .
Proof of theorem 3
The present section is devoted to a proof of Theorem 3.
Proof of Theorem 3: By (7) we have,
By (4.3.3) of [11] we have,
Thus we have
We choose q = ⌊N 9/14 d 6/7 ⌋. Then we obtain
d .
Proof of proposition 2
Proof of proposition 2: We may assume that
otherwise (6) is a consequence of the trivial bound,
We now use Vaughan's identity in the form given by [2] . Let U be a parameter to be chosen later, satisfying 1 ≤ U ≤ N 1/2 , and define
By comparing the co-efficient of n −s on the both sides we obtain
a m e(lmnϑ)
where
For convenience we write (11) as
Also it is easy to see that,
and U will be chosen later optimally. To prove the Proposition 2 we want to estimate sum of the form
where |a m | ≪ A, |b n | ≪ B and
. The estimation of S 1 will have following two cases.
We assume that M d ≤ N and if b n = 1 for all n, then
L ≪ 1 and by using Lemma 3, we have
Let r = lmd so that 1 ≤ |r| ≤ 2LM d and r will run through all the integers in the interval above, also the number of representation of r is not more than d 2 (|r|). Note that,
Therefore we have
By using Lemma 4, we have
and if b n = 1 for some n, then
Using Cauchy's inequality we get
b n e(lmnϑ)
Now we want to estimate R 1 . We may write R 1 in the form
If we apply Cauchy's inequality, we have
Applying Cauchy's inequality again for inner sum, we get
e(lkϑ(m 1 − m 2 )).
Now we want to estimate R 2
Changing the order of summation in (16), we have
e(lktϑ).
By using Lemma 3 for innermost sum of (17), we get
Let r = ltd so that 1 ≤ |r| ≤ LM d and r will run through all the integers in the interval above, also the number of representations of r is not more than d 2 (|r|). Note that,
By Lemma 4
By (15) and (18) we have,
By (14) and (19) we have
Therefore we have Then by using (21)-(24) in (12), we obtain
and log U, log L ≈ log N . We choose
L 2/9 d 7/9 , this choice satisfies the above conditions, provided (10) holds. Therefore we obtain,
This completes the proof of the proposition.
