• Globus Nexus provides hosted identity, profile and group management capabilities.
Introduction
Collaboration has long been a cornerstone of scientific discovery. However, as researchers increasingly move towards multiinstitutional collaborations, the task of managing user identities and groups often becomes a significant burden for application developers and system administrators. Typically, collaborations resort to developing custom software to provide these capabilities to their community, in some cases building upon and re-purposing existing collaboration hubs [1] or science gateways [2] . While these efforts are often considered successes, they require significant investments, both financially and in terms of developer effort, to develop and support. Moreover, these ad hoc implementations often do not follow best-practices approaches to security (e.g., they store cleartext passwords) and create identity ''silos'' used only for the duration of a project.
While collaboration systems are used in many settings, scientific collaborations introduce unique concerns. They frequently span institutional boundaries and use (computational) resources at multiple institutions. For example, the apparently simple task of analyzing a dataset can involve accessing data in multiple storage systems, submitting jobs to a compute resource for analysis, and publishing results to a shared repository. When thus crossing institutional boundaries and therefore security domains, collaboration members typically require separate identities for each domain in http://dx.doi.org/10.1016/j.future.2015.09.006 0167-739X/© 2015 Elsevier B.V. All rights reserved. which they act. To reduce the barriers inherent in having to manage many identities, researchers require a single identity to which they link their various external identities. Similarly, developers require interfaces through which they can outsource identity management and enable Single-Sign-On (SSO) across their resources, while ensuring current best practices are followed.
Scientific collaborations typically manage resource access for their users. At small scales, managing resources on a per-user basis is not difficult. However, as the numbers of users and resources increase, management becomes time consuming and error prone, particularly given the frequency with which resource allocations change. Administrators need to be able to manage groups of users collectively and to use groups to control access to resources. In such environments, administrators and users need to be able to find and identify other users based on descriptive profiles-in order, for example, to share data with colleagues.
In this paper, which extends our previous work [3] , we present Globus Nexus, a Platform-as-a-Service (PaaS) approach to providing identity, profile, and group management for collaborative research. Globus Nexus is a professionally hosted service to which researchers and developers can outsource mundane yet crucial identity, profile, and group management tasks. Powerful and intuitive web-based user interfaces and flexible application programming interfaces (APIs) make it easy for both end users and developers to leverage its capacities. Originally developed as the identity management service for Globus [4] , Globus Nexus has proven equally valuable to external e-Science applications as it removes the need to develop and support user and group management infrastructure. Globus Nexus is offered as a hosted service operated by the University of Chicago for the research community. In the four years and three months since deployment it has been adopted by several large research projects and currently manages more than 24,000 registered users with more than 8600 external identities, and over 1300 unique groups with more than 6200 combined active memberships.
Here we extend upon our previous work by describing enhancements made to Globus Nexus in the previous year. In particular, we focus on a new relational database-based architecture and compare how these, and other enhancements, have improved performance, availability and reliability of the service. Our new architecture leverages a cloud-based database service hosted by Amazon Web Services (AWS) and therefore removes the need for deployment and operations of data storage, thus significantly reducing internal overhead. We show, via evaluation, that the enhancements made over the past year have also improved performance for complex identity, group and membership scenarios when compared with our previous work.
The structure of the paper is as follows: Section 2 presents an overview of the capabilities provided by Globus Nexus. Section 3 describes how seven e-Science applications leverage Globus Nexus. Section 4 describes the architecture of the system and the scalable cloud-based hosting model. Section 5 evaluates the scalability and performance of Globus Nexus under a variety of realistic usage scenarios. Section 6 presents related work in commercial and academic settings. Finally Section 7 summarizes the paper.
Globus Nexus capabilities
Globus Nexus acts as an identity provider and identity hub; provides identity, group, profile, and credential management for users; and supports the creation of customized ''branded'' sites designed to offer seamless and integrated access to Globus Nexus and other Globus services.
Globus identities
Globus Nexus provides convenient methods for creating and managing user identities. Creating a Globus identity requires only minimal information about the user (username, full name, email address, and password). Globus Nexus applies current best-practices approaches such as password strength guidelines (e.g., minimum length and prohibiting dictionary based words) and username uniqueness. It also supports common workflows such as validating email addresses through an email-based workflow. Having created an identity, users can update and add information to their profile; however they cannot change their username, as it is uniquely identifiable.
In some situations the core set of profile information may not be sufficient to disambiguate users. For example, a username and full name may not be sufficient for an administrator to ensure that they are inviting the correct user to join a group. Globus Nexus implements an extensible attribute model that allows users to associate custom attributes, such as institution or principal investigator, with their profile. These attributes can then be shared with group owners and other Globus users to permit more accurate determination of identity. The Globus Nexus policy model allows users to define who can view identities, profile attributes, and group memberships.
Identity hub and credential management
Researchers often have multiple different identities that they use regularly to access different resources. For example, a researcher may have accounts at their home institution, their collaborators' institutions, and on resources they use, and also commercial accounts for tools and services such as Google Docs. Globus Nexus acts as a hub for associating these different external identities with a Globus identity, thereby allowing researchers to authenticate using different identities and authentication protocols. The Globus identity becomes an anchor that ties these diverse external identities to a single identity. This functionality enables users of Globus Nexus to authenticate using their campus identity via CILogon/InCommon [5, 6] using SAML, their Google account using OpenID [7] , or their Extreme Science and Engineering Discovery Environment (XSEDE) account using MyProxy OAuth [8] . Other associated identities include SSH public keys and X.509 certificates, both of which can be used with private keys held by the user to authenticate with Globus Nexus (e.g., via SSH). Importantly, while Globus Nexus stores external identities, it does not store or even see any external passwords or other private data (e.g., SSH private key); rather, it knows only the external identity name so it can redirect the user to authenticate with the appropriate identity provider.
Globus Nexus may cache short term, delegated, or limited proxy credentials created by third-party services. A common example is the limited proxy credential created by a MyProxy server and consumed by a GridFTP server. By caching these (''activated'') credentials users may continue to access consuming services (e.g., GridFTP) without having to re-authenticate with the identity provider on each use. Globus Nexus exposes a secure interface for pre-approved Globus services that enable them to retrieve these activated credentials, for example, to conduct a transfer.
Globus Nexus as an identity provider
As an identity provider, Globus Nexus supports several mechanisms for third-party services to authenticate users via either their Globus identity or any one of their linked identities. The Globus website, itself a consumer of Globus Nexus authentication, and other Globus services rely on username/password authentication and OAuth-based web session cookies. Globus Nexus provides LDAP and OAuth 2 interfaces designed specifically for external third-party services to delegate authentication to Globus Nexus.
The LDAP interface enables third-party integration using standard client tools. It facilitates authentication using a Globus identity and read-only access to profile and group information. While the LDAP interface makes it trivial for third-party services to integrate Globus Nexus authentication, it has several limitations: first, it requires that users trust the third-party service with their Globus password, as that must be relayed via the LDAP interface; second, external identities supported by Globus Nexus cannot be used for authentication; and third, as it is read-only, identity creation and profile updates are not supported.
The second, and preferred, authentication approach uses the OAuth 2 protocol [9] . This protocol is an authorization standard employed by many large web companies (e.g., Google, Facebook, Twitter) to enable clients to access resources on behalf of resource owners. Third-party services can be granted a delegated token that enables access to a user's resources (e.g., profiles or groups) without revealing their password. The protocol is based on a redirection workflow. Using a pre-registered Globus Nexus client account, a third party application can compose a request URL which redirects users to authenticate with Globus Nexus. The request URL includes a redirect URL back to the third party application, after a user has authenticated with Globus Nexus the user is redirected back to the third party application with an OAuth 2 access token included. This access token can then be used by the third party client to access resources on the users behalf. Unlike the LDAP interface, external Globus Nexus identities are also supported via the OAuth 2
Various third-party systems leverage Globus Nexus authentication via both the LDAP and OAuth 2 interfaces, several of which are described in Section 3. Several other third-party applications and services have also been configured to use these authentication mechanisms, including Atlassian Confluence and Jira, Drupal, Wordpress and Zendesk.
Group management
Resource owners and administrators often require a coarsegrained authorization model through which groups of users can be managed collectively. To support this need, Globus Nexus provides flexible user-driven group management capabilities that allow any authenticated user to create and administer groups. These groups can then be used to control access to data through Globus transfer and sharing capabilities, or can be used by external applications for other purposes, for example to control access to resources or to assemble mailing lists. For example, Globus Nexus groups have been used to implement access control to consortium wikis.
Globus Nexus employs a hierarchical group model. Subgroups can be created within parent groups and group-based policies can be inherited from parent groups. For example, a child group may only be visible to members of their parent group. Importantly, Globus Nexus groups are not identified by name and namespaces. Instead, they are assigned a unique ID and search mechanisms are used to discover groups; thus, groups created by different users may have the same name and are only differentiated via their unique ID or other group properties (e.g., owner or description). This feature means that groups and even subgroups can be completely hidden from other users. Group creators and administrators can control the visibility of their groups and members. For example, groups and members may be visible to the public, to all Globus users, or only to members of the group or parent group. Administrators may also choose who can create subgroups, who can add users to these groups, and who can perform certain roles within the group.
Globus Nexus group management capabilities extend to the workflows and task queues regarding invitation, requests, acceptance, and suspension. Group administrators can configure membership policies, such as who can request membership and how members are approved. They can also select and configure the email templates used in membership workflows. For example, administrators may choose to allow any user to request membership to a group but require that administrators approve individual requests. In this case, any user who discovers the group (or is informed of its existence) can apply for membership; the administrators will be sent an email with a unique acceptance link to approve the request. A task will also be added to the administrator's queue. Alternatively, an administrator can invite existing Globus users to join a group, or invite researchers who do not yet have a Globus identity using only their email address. In the latter case the invitation workflow will send an email to the user enabling them to create a new Globus identity and join the group. Fig. 1 shows the group management interface for an authenticated user. On the left is a list of all the groups for which the user is a member or administrator; on the right is the member view of a specific group. The members view highlights the different roles in the group, including administrators and users. It also shows different membership workflow states: for example, some users are awaiting acceptance of their invitations, while others have not yet been approved access to the group.
Branded site deployment
Globus supports the creation of branded sites. A branded site is a complete Globus deployment that is tailored to a particular project's branding. While the underlying Globus Nexus system is shared amongst these sites, branded sites enable different communities to have their own interface to the Globus ecosystem. Globus currently hosts branded sites for research projects such as the Department of Energy's Systems Biology Knowledgebase (Kbase); campus data management systems such as at Exeter University and Indiana University; large compute providers like the Open Science Grid (OSG) Connect and the National Center for Supercomputing Applications' (NCSA) Blue Waters supercomputer; and campus research computing providers such as the University of Chicago's Research Computing Center (RCC). It also underpins Globus and the separate Globus Europe initiative. Fig. 2 shows several of these branded sites.
Each community can use their own URL and branding on their Globus instance while still accessing Globus Nexus identity, profile, and group management capabilities. The advantage for developers is that they can preselect valid identity providers for their site, manage policies around access to their site, and also provide integrated access to other Globus services. Each branded site has its own root group that is preselected under that branded view. This feature allows users of the branded site to have a community specific view of the groups and members in Globus Nexus.
Scenarios
We present seven scenarios to illustrate some of the ways in which Globus Nexus functionality is used, by ourselves and others.
Systems Biology Knowledgebase (KBase)
The Department of Energy's KBase [10] is an integrated software and data environment for executing sophisticated large-scale systems biology analyses. It integrates diverse data and tools to provide a single system that allows researchers to upload and analyze data, build new models, and share workflows and conclusions. It enables collaborative generation, testing, and sharing of hypotheses about gene and protein functions. KBase also provides large-scale computing infrastructure to enable analysis and modeling of interactions between microbes, plants and their communities.
KBase uses Globus Nexus to outsource identity and group management functionality. Thus, each KBase user has a Globus identity and profile that are used throughout KBase. A branded Globus site allows users to create and manage identities, authenticate using any of their linked identities, and create and manage groups. Users can self-register for KBase using a customized sign-up workflow. Upon registration, users are added to Globus Nexus groups with KBase-specific membership acceptance policies. KBase uses Globus Nexus REST APIs to retrieve user identities and groups, these are then used to configure and provision policies within local compute and storage resources. This model allows KBase to define user-and group-specific admission policies to its resources, data and tools using Globus identities.
Biomedical Research Informatics Network (BIRN)
BIRN [11] was a national infrastructure designed to enable data sharing and to support multi-institution collaboration for biomedical researchers. BIRN provided a framework that allowed for large scale data to be shared efficiently and securely across distributed computing infrastructure irrespective of security domain. It provided a set of services that enabled distributed heterogeneous database queries as well as construction and execution of analysis pipelines via a graphical interface.
BIRN used Globus Nexus to manage identities and groups. As BIRN was designed to support multi-institution collaboration, it required support for federating identities. Globus Nexus provides this capability via a centralized identity model through which participating researchers can self-register -via a branded Globus site -and subsequently link, and then use, their local campus identity for authentication. Using a customized sign-up workflow, registered BIRN users were placed in a special group, thus allowing administrators to approve membership requests before users were allowed to access BIRN resources. BIRN leveraged Globus identities in its data sharing and transfer services, enabling use of userdefined groups to control sharing and access to collaborative resources and data. BIRN used Globus Nexus REST APIs and LDAP interface to enable user identities and groups to be provisioned across its management and collaboration services; for example, Globus identities and groups were used in the consortium-wide Confluence Wiki.
CI connect
CI Connect is a web-based platform that provides services for accessing campus, cloud, and national cyberinfrastructure. CI Connect enables virtual extensions of campus clusters via a unique ''overflow'' model in which additional computing capacity is used when required. It also provides methods for bridging cyberinfrastructure across institutions. CI Connect provides a number of services to users such as Globus for data transfer, Stash high-volume file storage for supporting workflows that span local and distributed computing resources, Open Science Grid (OSG) high throughput computing services for executing large-scale computations over shared and federated computing resources, and an integrated portal for accessing these capabilities. Currently there are six instances of CI Connect supporting national cyberinfrastructure (OSG), large-scale experiments (ATLAS, CMS) and three research institutions (UChicago, Duke, Michigan).
CI Connect leverages Globus Nexus to manage identities and groups, and to provide an authentication infrastructure that integrates with campus identities and that can be used to control access to cyberinfrastructure. Using Globus Nexus APIs, CI Connect provisions Unix accounts for each identity registered with a CI Connect instance (based on Globus Nexus group membership). Each Unix account is provisioned with the user's SSH public keys obtained from linked SSH identities managed by Globus Nexus. This approach allows users to SSH to CI Connect resources using their linked SSH identities. Unix groups are also provisioned for each Globus Nexus subgroup associated with a particular CI Connect instance, these groups are used to provide group-based access control to data and resources. CI Connect uses Globus Nexus to manage over 500 user identities across 140 groups with over 2000 combined memberships.
FaceBase 2 consortium
FaceBase [12] is a national data sharing network that supports craniofacial development and morphology research. The FaceBase data portal contains several terabytes of contributed data, ranging from genomic to imaging data and including both protected and non-protected biomedical data. FaceBase also provides web-based tools for visualization and analyses and a collection of community curated information. FaceBase currently serves a community of more than 2000 registered users.
FaceBase uses Globus Nexus to manage identities and groups. Through a branded Globus site users are able to self-register to gain access to FaceBase. Using a customized sign-up workflow, every FaceBase registration results in a membership request to join the FaceBase group. FaceBase administrators can view these requests, interrogate profile attributes (e.g., institution and project), and then approve or reject memberships. Users must have approved memberships before they are able to access FaceBase data. When using the FaceBase data portal, users must authenticate via Globus Nexus, using any of their linked identities, before they are able to download non-protected data. Protected data access requires an out-of-band approval process not managed by Globus.
Research data archive
The National Center for Atmospheric Research (NCAR) Research Data Archive (RDA) [13] is a large collection of atmospheric and geoscience data. It includes meteorological and oceanographic observations, model outputs, and remote sensing data. RDA is designed to support long-term preservation of data and aims to provide data to a broad community of users.
RDA uses Globus Nexus to provide SSO across their services and to manage access to data. Using a branded Globus site users are able to create a Globus identity and link it with their RDA account. The branded site, and Globus Nexus, supports RDA as an identity provider and therefore allows users to authenticate using their RDA email and password. Thus, the use of Globus identities is (semi) transparent to users. However, when accessing services, such as data transfer, and associating sharing permissions with data the user's Globus identity is used for authentication and authorization. A common workflow supported by RDA manages the sharing of data. At the conclusion of an analysis, a directory is created on a storage server and an ACL is set using the email address of the user. When the user follows the email link and authenticates using Globus Nexus (via their linked RDA identity), the ACL is updated to be associated with their Globus identity for subsequent access.
Computation institute research sites
The Computation Institute (CI) at the University of Chicago hosts and operates research sites for groups and centers within the institute. These Drupal-based sites allow CI researchers to create, customize, and operate their own web presence using a toolkit designed for rapid development.
Four of these research sites, spanning climate change, theoretical chemistry, and traumatic brain injury research, use Globus Nexus to manage identities and groups. All users accessing these sites follow an OAuth 2-based workflow to authenticate with Globus Nexus before being able to access administrator functionality, restricted content, or author content on the site. Globus Nexus groups are used to restrict access to individual research sites, so that only site members can log in. Groups are also mapped to roles (e.g., contributor, editor, and administrator) in Drupal to further restrict user capabilities. The CI research sites rely on the Drupal OAuth 2 module to integrate Globus Nexus authentication and to map Globus groups to Drupal roles.
Globus Galaxies platform
The Globus Galaxies platform [14] is an integrated suite of services that provide scalable analysis pipeline creation and execution on the cloud. Across its 28 active deployments, including climate change, cosmology, materials science, and genomics, the platform serves more than 300 researchers across 30 institutions. The Globus Galaxies platform addresses the challenges associated with running analyses at scale by providing state of the art analysis algorithms, sophisticated data management tools, a graphical workflow environment, and an elastic cloud-based infrastructure for scaling analyses.
The Globus Galaxies platform leverages Globus Nexus for identity management and authentication. This integration means that users can log in with any of their supported linked identities. Globus Nexus groups are used to control access to which Globus Galaxies instance a user may access and for supporting collaborative group-based access to data, resources and workflows. Globus identities are also used to (transparently) authenticate with Globus transfer when moving data to and from Globus Galaxies deployments.
Architecture and implementation
Conceptually Globus Nexus maintains a graph in which user identities, linked identities, groups, and profiles are nodes and isowner-of, is-member-of, is-administrator-of, contains and other relationships form the edges. Fig. 3 shows an example of the Globus Nexus graph, which here includes identities, external linked identities, policies, groups and group memberships. In the figure, the unshaded boxes represent identity nodes, each of which has attributes describing the identity profile, plus various relationships to other nodes: for example, to other linked identity nodes, one per unique linked identity, and to policy nodes, used to describe visibility. Group nodes have typed relationships to identities that define the type of membership (admin, member, owner, etc.) and membership status (active, admin, suspended, pending, etc.). Group nodes, like identity nodes, also include associated attributes and relationships to policy nodes, which in their case define group workflows, visibility, and attribute requirements. Fig. 4 shows the high-level architecture of the Globus Nexus service. The architecture relies on a stateless Python Nexus service that exposes various interfaces including REST APIs and LDAP. The stateless service is designed such that it can be scaled horizontally to meet increasing demand. All state is stored in a database hosted on AWS Relational Database Service (RDS). As Globus Nexus is relied upon by thousands of researchers it is important that the service be highly available, scalable and secure.
The Globus Nexus architecture addresses several important technical challenges. Most importantly, identity management, authentication, and authorization are crucial components of any collaborative application and as such Globus Nexus must be online for other components to function, it is therefore crucial that Globus Nexus is highly available and highly reliable. Of equal importance are the need to securely and reliably store data, following best practices approaches to avoid potential compromise and implementing fail-over techniques in case of unforeseen events. Given our focus on research communities, Globus Nexus must address the needs of researchers; examples of these needs include: flexible user profiles supporting research attributes (e.g., institution, PI, etc.), support for common research identity providers (e.g., XSEDE, NERSC, InCommon/CILogon), and flexible security models. These requirements pose unique challenges, such as requiring integration with research identity providers and their associated security protocols (e.g., MyProxy). From a security perspective, Globus Nexus must support fine grain security policies (e.g., profiles, groups attributes, group memberships) that can be changed and reflected immediately. These policies may be expressed in different manners, for example, users may keep their profiles private, make them public, or make them accessible to others with shared group memberships. Researchers have expressed requirements for opaque naming models (e.g., group UUIDs) to hide the existence of names from users whom do not have permission to see them. Such requirements necessitate access controlled search capabilities to discover groups and users.
In the remainder of this section we describe the architecture and implementation of the Globus Nexus data model, data storage, service model, interfaces, and deployment model. Throughout this section we refer to differences between our relational databasebased architecture and our previous NoSQL-based architecture [3] .
Data storage
We investigated a range of implementation approaches to storing the Globus Nexus graph, including various relational databases, NoSQL databases and the Neo4J graph database [15] . We used a NoSQL-based approach for the first four years of operation but have recently migrated to a relational database model.
In our previous architecture we selected a NoSQL-based model due to its support for schemaless data storage and focus on availability and reliability. We explored the use of Neo4J but choose not to use it as it did not provide a Python client library at the time. We used Apache Cassandra [16] , as it provided high availability, tunable eventual consistency, fast write performance, and high throughput when compared with other NoSQL and SQL databases [17] . As Cassandra lacks support for rich search, we also augmented the data storage model to leverage Elastic Search [18] , a distributed document-oriented data store. Due to the lack of support for managed databases at the time we instead developed and maintained a distributed cluster of Cassandra and Elastic Search instances-in total five running instances (three Cassandra and two ElasticSearch nodes) supported Globus Nexus.
After Amazon released support for PostgreSQL via their RDS service in 2013, we investigated its capabilities and suitability for Globus Nexus, with a particular focus on the availability and reliability benefits that might be obtained from a managed database service. We concluded that RDS was not only viable but in fact would provide enhancements in terms of ACID properties, support for extensible JSON-based columns, and integrated search capabilities. In addition, a hosted relational database provides features that significantly reduce development and operations burden, such as elastic scalability, automated backup, and automated failover when deployed in a multiavailability zone configuration.
Since this time we have undertaken a re-write of the Globus Nexus implementation to support a relational database model. Globus Nexus now operates on a multi-availability zone RDS deployment running PostgreSQL 9.3. The entire Globus Nexus graph is stored in this database. Schemaless attributes associated with nodes (such as user profiles) are stored in JSON columns which are parsed by the Globus Nexus application when accessed. We leverage PostgreSQL's full text search support on user and group attributes to enable access controlled rich text and faceted search capabilities.
Our new relational database model benefits from the ability to use transactions and ACID properties rather than relying on Cassandra's model of eventually consistency. In addition, we have been able to significantly simplify our query model using optimized SQL queries to improve the performance of various operations (Section 5). We are also able to enforce data constraints at the database level, rather than relying solely on application logic. Most importantly, we have reduced our database operations workload significantly via the use of a managed service which removes the need to deploy and manage five instances from the Globus Nexus deployment model.
Data model
The Globus Nexus data model maps the graph to a series of relational tables that model typed nodes (users, groups, credentials, policies) as well as typed relationships (member, owner, etc.). Tables are associated with one another using foreign key relationships. We leverage an Object-relational mapping (ORM) model to create, access and manipulate data. We use a number of indexes specified on attributes associated with nodes and relationships to enable efficient retrieval of both. For example, indexes are used to retrieve Globus identities based on an external linked identity.
Our previous architecture built on Agamemnon [19] , a custom Python-based graph library for Cassandra. Agamemnon provides an API to support general graph operations such as creating typed nodes and relationships. It also supports the creation of arbitrary, schemaless attributes to be associated with nodes and relationships. The major reason for using Agamemnon was to provide a high level graph abstraction for adding and querying data rather than needing to interact with low-level NoSQL APIs. While Agamemnon provides these advantages it also has its limitations. In particular, it is not optimized for data retrieval and was found to be inefficient when retrieving nodes due to its aggressive proactive caching of relationships. Our move to a standard ORM model and SQL-based queries has further reduced the technical knowledge required when building and maintaining Globus Nexus.
Globus Nexus service
Globus Nexus is implemented as a Python application based on the Pyramid web framework. It exposes a REST interface and resource model through which all clients, including the Globus web site, interact. The Globus Nexus service is stateless, that is, all data is stored in an RDS database rather than in the application itself. A load balancer is used to distribute load across a pool of Globus Nexus services. This pool can be scaled elastically without disrupting service, by adding and removing nodes from the load balancer.
The Globus Nexus service implements a RESTful resource model for each major component, including identities, groups, memberships, policies, profiles, and linked identities. Each resource is mapped to its own unique model and control logic is used to implement resource-specific workflows, such as email address validation or group membership actions. An overarching authorization model governs access to each resource. As the result of authentication, users are given a token that must be presented for subsequent requests. All requests are validated and the user's identity is associated with the request. Each request is then mapped to a resource based on the request URL. Permissions are checked to determine if the user is able to perform the requested action (get, create, update, delete) on the resource. If the user does not have the permissions required to perform the requested action on the given resource, the request is forbidden. Otherwise the request is passed on to the specific resource to perform the action and a response is returned to the client.
For many Globus Nexus access decisions, the computation of permissions is simple-as, for example, when only an owner is able to access their external identities. However, Globus Nexus also supports the definition of dynamic policies related to actions on identities, groups, and memberships. For example, users can set account privacy settings on their profiles that allow other users to view certain pieces of information based upon group membership or upon roles within groups; group owners can set required profile attributes to join a group; and groups may inherit policies from parent groups. In addition, users may delegate access to their resources using the OAuth protocol. This feature allows external services to access user resources (profiles, groups, etc.) that are managed by Globus Nexus.
To support these complex delegated, inherited, and userdefined policies, Globus Nexus implements a policy engine that dynamically evaluates a series of policies to determine if a user has permission to perform a particular action. Policies that forbid access are given priority over those that allow access. While these access control decisions concern the Globus Nexus service itself, external services may access and use Globus Nexus identities, profiles, and groups to make their own authorization decisions.
The Globus Nexus application is also responsible for encrypting information stored in the graph. While some information is not encrypted (e.g. profile attributes used for search), all information related to external identities and activated credentials is encrypted. Following an extensive external security review [20] Globus Nexus has been extended to apply the latest best-practices security implementations across the service and deployment environment.
Globus Nexus interfaces
The primary interface to Globus Nexus is the Globus website, located at www.globus.org. This interface is served using a customized web framework based on RequireJS and Backbone.js to construct dynamic web pages. Every page is composed of several independent ''widgets'' that provide dynamic features on the page. The widget-based architecture supports reuse across pages. Widgets are built using JavaScript and jQuery and have their own HTML and CSS to control style and layout. All communication with Globus Nexus uses AJAX requests passed directly to the REST API with OAuth 2 access tokens stored in stateful session cookies.
The REST API provides a programmatic interface to Globus Nexus, enabling users to interact with features of the service. Java and Python programming language clients are also provided to simplify access to the REST API. Globus Nexus implements a subscription interface that enables third party services to subscribe to particular events, such as identity creation and modification. This interface is only accessible to pre-approved services, such as the Globus transfer service [21] , which uses this information to create user accounts mapped to Globus identities.
The LDAP interface is developed as a standalone server that runs on Twisted, an event-driven networking engine written in Python. The LDAP interface allows users to bind using their Globus identity username and password. After successful binding the directory can be explored using common LDAP search commands. The LDAP server translates directory requests to the Globus Nexus REST API on behalf of the user that is bound. Users and groups are mapped to their own Distinguished Names (DNs) and memberships are translated to reflect the LDAP DNs.
Third-party clients may utilize Globus Nexus via its public REST APIs and using the OAuth 2 protocol for delegated authentication and authorization. Fig. 5 shows a sequence diagram of the Globus Nexus OAuth 2 implementation. Before using this flow, a thirdparty application must register their client id (a Globus Nexus identity) and a valid redirect URL. The client and URL are whitelisted in Globus Nexus to avoid malicious client spoofing. The OAuth 2 flow is initiated by the User-agent (typically a user's web browser) making a request to a Client. The Client responds with an HTTP 302 redirect to the Globus Nexus authorization URL. The User-agent following the redirect will need to authenticate with Globus Nexus and grant the Client permission to act on the user's behalf. Globus Nexus responds with another HTTP redirect containing an Auth Code and redirects the User-agent back to the Client server. The Client makes a request directly to Globus Nexus, exchanging the short-lived Auth Code for a persistent Access Token. The Client may store this Access Token and use it to make authenticated requests to access resources or take actions on behalf of the user. Access tokens are created with a fixed duration (currently one year) after which they cannot be used to access Globus Nexus. Users may choose to invalidate a token through the Globus Nexus APIs at any time.
Cloud-based deployment
Critical science services such as gateways require infrastructure that can easily scale with increased demand and that is also resilient to failures of individual infrastructure components. Thus, we have designed Globus Nexus to provide a high degree of availability, a goal that we have so far met, as indicated by our achieved 99.94% availability in 2014 and 99.96% in 2013 (including planned and unplanned downtime).
We achieve this high degree of availability by leveraging experiences learned by commercial platform and service providers. Thus, Globus Nexus is deployed on a commercial Infrastructureas-a-Service provider, Amazon Web Services (AWS). Its implementation leverages numerous AWS services, including Elastic Compute Cloud (EC2), Simple Storage Service (S3), Elastic Load Balancing (ELB), Relational Database Service (RDS), Simple Notification Service (SMS), and Simple Email Service (SES). Fig. 6 shows the deployment topology that we use to run Globus Nexus on AWS. We deploy three instances of the Globus Nexus services in a redundant manner, all hosted on EC2 instances in the US East region. We use an ELB to balance web and REST requests across registered instances. The ELB enables a high degree of fault tolerance as it seamlessly removes unhealthy registered instances from the pool. If load increases, additional Globus Nexus instances can be deployed behind the ELB to meet demand. This approach also allows us to update running Globus Nexus services without interrupting operations.
We use a db.m3.large multi-availability zone instance to host the RDS database. This instance contains 2vCPUs, 7.5 GB RAM and provisioned IOPS. AWS maintains for the multi-availability zone instance a standby instance in a different availability zone for automatic failover in the event of an outage. In addition to the automated database backups provided by Amazon -which provide point-in-time recovery via database and transaction logs -we store daily (encrypted) backups of the entire Globus Nexus graph in Amazon S3.
We perform monitoring, logging, and intrusion detection across all Globus services. Specifically, we use Nagios to monitor each deployed service instance and to send alerts to the Globus operations team. We use an external logging service to ensure that all logs are stored reliably from each of the running instances; thus, if an instance fails, developers can still investigate the logs generated immediately before failure. Finally, we operate an Open Source SECurity (OSSEC) service to perform intrusion detection across the deployment infrastructure. As an added layer of security, we use Amazon security groups to restrict communication between instances and the general Internet.
Evaluation
To evaluate scalability and performance we emulate an increasing number of user identities and groups. The following experiments explore the performance of our architecture under increasing load. Specific experiments are based on common user operations and queries as determined from analysis of past user interactions with Globus Nexus.
Our tests use a test client that remotely invokes a deployed Globus Nexus instance using the REST API. We hosted the test client and Globus Nexus service on separate small AWS EC2 instances (1 CPU, 1.7 GB Memory, 160 GB Disk). We use a db.3.large RDS instance with 2vCPUs, 7.5 GB RAM, ''moderate'' network performance, 100 GB General Purpose SSD and no provisioned IOPS running PostgreSQL 9.3.5. We compare the results presented here with our previous results which use the same deployment topology with the Cassandra database hosted on a small AWS EC2 instance [3] . We executed all client requests sequentially over a period of several weeks. Reported results are measured at the client application and include the overhead of REST calls and network latency. Fig. 7 shows the time taken to create a new identity and to retrieve an existing identity as the size of the graph grows from 0 to 250,000 identities. At each step, a single Globus identity is created and then a random identity from the entire user base is retrieved. We see that creating new identities takes on average 0.48 s (Min: 0.26, Max: 9.77) while retrieving an identity takes on average 0.05 s (Min: 0.04, Max: 1.78). In comparison, our previous Cassandrabased architecture took on average 0.29 s to create new identities (Min: 0.13, Max: 10.81) and 0.05 s to retrieve identities (Min: 0.03, Max: 12.33). Retrieval times are thus roughly equivalent for the two architectures, but creation is 58% slower due to the transactional overhead of SQL databases vs. the optimized write performance of Cassandra. While this change may seem large, the impact on users is negligible as the service still meets response time of less than 0.5 s.
Performance of user identity management
We are also pleased to see that creation and retrieval times do not change discernibly with the number of identities, suggesting that Globus Nexus can scale well beyond the 250,000 unique identities considered in our experiments. 
Performance of group management
To evaluate the scalability of the Globus Nexus group model we measured the time taken for group management operations (group creation, policy addition, membership addition, group listing) as the number of groups and memberships is varied. In each experiment we use a base configuration with 10,000 registered identities and no existing groups.
Single group membership creation and retrieval
We measured the time taken to add memberships (Globus identities) to a single group and to retrieve all memberships of that group, as the number of memberships increases from 0 to 5000. Fig. 8 shows our results. We see that the time required to add a membership increases linearly with the number of members. This increase is due to the growing number of memberships in which a single node has an increasingly large number of relationships. In this case, due to policies on the group -requiring administrator approval for membership creation -each membership created results in a query over all group memberships to find group administrators. In addition to changing our data storage architecture we have also optimized membership creation to avoid unnecessary operations, the 5000th group membership is now created within two seconds whereas previously it took approximately four seconds.
The time required to list all group memberships also increases linearly with group size. This is due to the complex policies available for users and groups. For example, when listing memberships, Globus Nexus must ensure that each membership is visible to the requesting user. We are not currently concerned about this linear scaling behavior, as we expect that users will page results or use search functionality to retrieve specific memberships. Even for large paged results, the time to retrieve 250 memberships is approximately two seconds. This represents a small improvement over our previous implementation that took over three seconds to retrieve 250 memberships. 
Single owner with multiple groups
We next measured the time taken for a single owner to perform various group operations as the number of groups increases. Specifically, we measured the time required for a user to create a new group, add 10 memberships to that group (the average number of group memberships in Globus Nexus is currently four), associate five policies with that group (approval, join, invites, visibility and member visibility) and retrieve a list of all members of this group. Fig. 9 shows our results.
The results highlight the significant performance improvements from our previous implementation. Here the time taken for each operation remains constant as the number of groups grows. Whereas previously the time taken increased with the number of groups. This behavior was due to unoptimized queries which would retrieve all memberships for the owner before conducting each group operation (even if they were not necessary). The new results show that group creation, policy addition, and group membership listing are completed in less than 1 s. Previously these operations took approximately 5 s for membership listing and 3 s for group creation for the 200th group. While the time taken to create a group does increase with each group created the increase is small (approximately half a second difference between the 1st and 400th groups).
Addition of 10 memberships takes on average 1.9 s for 400 groups and 1.8 s for the 200th group, significantly lower than the more than 8 s in our previous architecture for the 200th group. The majority of this cost associated with membership addition is due to the database accesses required to retrieve and alter the graph. In the case of adding a membership, individual policies regarding user, group and membership permissions (e.g., visibility, joining, etc.) must be checked-and due to individual user policies adding these 10 memberships cannot be batched.
Multi-group membership query
We next measured the time required to retrieve an increasing number of memberships for an individual user. In this experiment we created 400 groups with an increasing number of members per group, such that user i is a member of i groups. A total of 80,200 memberships. We record the time to retrieve all groups for which user i is a member, for i from 1 to 400. Fig. 10 shows our results. Note, in comparison with our previous results we do not include here a request to check subgroup creation policies, this is an enhancement to the API used by the web interface and is not typically required by API users. Here, we see a linear increase in retrieval time as the number of memberships increases. An individual user can retrieve over 400 memberships in less than 3 s. This is a significant improvement over our previous architecture which took approximately 10 s to retrieve 400 memberships. Performance is again dominated by the time to retrieve memberships (which may be cached) as well as the explicit action to check membership, user and group visibility against the requesting user. Paging and search approaches can be used to improve performance.
Multi-owner group operations
Finally, we measured the performance of group operations (group creation, policy addition, membership addition, and membership retrieval) under more realistic group ownership scenarios. In each scenario we vary the number of groups per owner and the number of memberships per group. We start with 10,000 user identities and in each experiment create 10,000 groups across a varied number of owners. Fig. 11 shows our results, using the notation (groups per owner, memberships per group) so that, for example, the tuple (1,10) denotes one group per owner (and thus 10,000 different owners) and 10 memberships per group. When assigning members to groups, we select them at random from the 10,000 registered identities.
In all four figures there is no obvious performance degradation as the number of groups increases. Group creation, policy addition and group membership listing can all be performed within 0.2 s per operation for each configuration. Adding 10 memberships to a group is performed within 2.5 s. This is a significant improvement over our previous architecture in which these operations, under the same experimental conditions, took 1.2 s for group creation, 0.6 s for policy addition, 0.6 s for membership retrieval, and 3.5 s for membership addition. Fig. 11(a) shows the time taken to create groups. The results show that the configurations are ordered (roughly) by the number of groups per owner. This indicates that there is some, albeit small, performance impact when increasing the number of groups owned. However, the average difference between all configurations is only 0.028 s. This represents a significant improvement over our previous results where the average difference was 0.42 s. Fig. 11(b) shows the time taken to add policies to a group. Again, the results are ordered based on the number of groups owned. The average difference between configurations is 0.019 s. The results seem to show a small upward trend, increasing policy addition time with the total number of groups. However, comparison between the average policy addition time for the first 1000 and last 1000 groups across all configurations shows an increase of only 0.007 s. Thus, we do not expect there to be a significant increase in the time to add policies as the number of groups becomes large. Fig. 11(c) shows the time taken to add memberships to a group to be between 1 and 2.5 s. This is much longer than the other operations due to the requirement to check group and member policies for each membership. As expected the operations are grouped based on the number of group memberships added. Adding five memberships takes, on average, 1.09 s. Adding 10 memberships takes, on average, 2.04 s. As expected, the time taken to add 10 memberships is approximately double that required to add five memberships for each configuration. The time to add memberships is approximately 15% faster than our previous results (1.22 s for 5 memberships and 2.41 s for 10 memberships). Importantly, unlike our previous architecture, membership addition time is no longer dependent on the number of groups owned. Interestingly, the results show prolonged periods of time where the membership addition time increases by approximately half a second, for every configuration. Based on the experiment execution time, we estimate these periods to be approximately 30-60 min. We suspect these periods are caused by the RDS configuration used for testing which was not optimized for IOPS or configured for background operations. We are actively investigating these aspects. Fig. 11(d) shows the time to retrieve group membership. As expected, this figure shows the time to be influenced by the number of members of a group rather than the number of groups owned. The average time to retrieve 10 memberships and 5 memberships is 0.17 and 0.13 s, respectively. This represents almost a 50% improvement over our previous architecture which took 0.31 and 0.24 s to retrieve 10 and 5 memberships, respectively.
Production deployment
The number of identities registered with Globus has increased steadily over the four years and three months since its initial While we do not record how often users use their Nexus identity, we know that between 200 and 300 unique users use it to transfer files using Globus every day.
Related work
Globus Nexus is the first user management service designed and operated for the research community that offers an identity hub model and rich identity and group management capabilities.
Developers of collaborative scientific applications often leverage content management systems such as Wordpress, Drupal, and Joomla, or web frameworks such as Django. Most often, they then use built-in identity and group management capabilities provided by the selected framework. However, the result is then an identity and group management solution that operates in a silo for each implementation and that must be customized for each deployment. It is often technically challenging to integrate external identity providers or to provide SSO for other applications. Challenges include implementing and supporting different security protocols, modifying existing implementations, hosting and operating the service for high availability, and auditing implementations for adherence to best practices. Thus, there can be value in integrating with Globus Nexus, as was done with Drupal for the CI Research Sites described in Section 3.6.
Independent identity management services are often created as a byproduct of authorization services. Many commercial service providers -particularly social networking providers -now offer identity management and authentication as services. For example, Google and Facebook identities are commonly used for authentication in other third-party services, including scientific projects such as Polar Grid [22] . In research domains, the CILogon [5] authentication framework is often used to permit users to authenticate using a campus identity. However, it does not support identity creation or linking.
Commercial identity management systems such as Amazon Identity and Access Management (IAM) [23] and Atlassian Crowd [24] enable identity management across services. IAM is used to manage access to Amazon services and resources via permissions associated with users and groups. IAM supports federation of public identities such as Facebook and Google, as well as linking corporate identity providers such as Microsoft Active Directory, which can be integrated into third party services. IAM's federation model supports any identity provider that implements OpenID Connect. Atlassian Crowd [24] is a service-based identity management service for web applications. It enables user identities to be sourced from external directories and exposes different authentication interfaces that can be embedded in external applications (e.g., OpenID). Neither IAM nor Crowd support common research identity providers.
Many group management and authorization services are also available. For example, Google Groups supports user-defined groups to be used for authorization to Google services. Google Apps for Education provides a number of collaboration tools (e.g., Docs, Groups, Hangouts) that can be integrated with external applications via OAuth and published REST APIs. Amazon IAM and Atlassian Crowd both support the creation and management of user-defined groups which may be subsequently used for authorization decisions. The Virtual Organization Management Service (VOMS) [25] provides group-based authorization capabilities using short-lived proxy credentials. Atlassian Crowd also provides userdefined group support that can be incorporated in external applications. Grouper [26] is perhaps most similar to Globus Nexus in its group management capabilities. Globus Nexus is distinguished by its focus on user-driven group management.
Increasing awareness of the high costs involved in operating reliable research infrastructure has spurred a number of efforts to develop platforms for supporting scientific services. Two prominent examples are Agave [27] and Apache Airavata [28] . The Agave platform provides user management, authentication and authorization, job submission, and data management capabilities, all accessible via REST APIs. Its user management capabilities support the creation and management of users and associated profiles. It supports OAuth 2-based authentication workflows that allow third party applications to leverage its capabilities. However, unlike Globus Nexus, Agave does not support an identity hub or provide for groups. Apache Airavata provides services for supporting science gateways, such as application, workflow, and resource management. These services are accessed via APIs and enable developers to outsource functionality to a scalable and elastic platform. Apache Airavata does not support identity and group management, but instead relies on gateways to provide their own implementations. Thus, an Apache Airavata gateway could use Globus Nexus for identity, group, and profile management while still using Apache Airavata for other tasks.
Conclusion
Scientific collaborations invariably require management infrastructure to assign identities to users, manage profiles, and organize groups. While these activities are commonplace, developing and maintaining robust and scalable solutions represents a considerable challenge to researchers and developers alike. In the research community these activities consume valuable time that can be better spent elsewhere.
Globus Nexus provides a Platform-as-a-Service on which developers of scientific services and collaborative web applications can outsource identity, profile, and group management functions. Globus Nexus is professionally operated by the University of Chicago and is architected to provide highly available, reliable, and scalable collaboration management. It features global identity provisioning, an identity hub to link different user identities to a single Globus identity, rich profile management, and user-defined group management. These features are all exposed via powerful management interfaces that support both user and programmatic interactions. Globus Nexus underpins the Globus family of services and is also increasingly used for identity and group management by various scientific projects and research institutions.
Our Globus Nexus implementation leverages a suite of cloud computing services to provide reliability, scalability, and availability. The enhanced relational database-based architecture that we describe in this paper significantly improves the performance of the identity and group operations evaluated; however, we expect that its greatest impact will be the improvements to the overall availability and reliability of the service that it delivers over the coming years. We have shown that Globus Nexus can scale to hundreds of thousands of registered identities and many thousands of groups with thousands of identities and hundreds of thousands of total memberships. These results show that Globus Nexus can satisfy the requirements of complex identity, group, and membership scenarios that well exceed the requirements of the service at present.
