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The role of van der Waals (vdW) forces in the description of scattering processes of noble gases from metal
surfaces is currently under debate. Although features of the potential energy surface such as anticorrugation or
adsorption energies are sometimes found to be well described by standard density functional theory (DFT), the
performance of DFT to describe diffraction spectra may rely on the accuracy of the vdW functionals used. To
analyze the precise role of these vdW forces in noble gas diffraction by metal surfaces, we have thoroughly studied
the case of Ne/Ru(0001), for which accurate experimental results are available. We have carried out classical and
quantum dynamics calculations by using DFT-based potentials that account for the effect of vdW interactions
at different levels of accuracy. From the comparison of our results with experimental data, we conclude that the
inclusion of vdW effects is crucial to properly describe diffraction of noble gases from metal surfaces. We show
that among the vdW-DFT functionals available in the literature, not all of them can be used to accurately describe
this process.
DOI: 10.1103/PhysRevB.93.060301
The diffraction of noble gases is largely used in surface
science as a nondestructive analytical tool to investigate,
for example, surface morphology and surface phonons (see
Refs. [1,2] and refs. therein). Furthermore, this tool can
also be used to study the dynamics of adsorbate/surface
systems [3,4]. In order to extract the maximum amount of
information from experimental diffraction spectra, a detailed
comparison with theoretical simulations is often desirable.
However, from a theoretical point of view, the description
of the electronic structure of noble-gas atom/surface systems,
in particular when metal surfaces are involved, is not a trivial
matter due to the possible prominent role of van der Waals
(vdW) interactions. The first theoretical approach to treat these
kind of systems was reported in the early 80’s by Esbejerg
and Nørskov [5], who proposed the use of an interaction
potential proportional to the unperturbed electron density of
the substrate at the position of the atomic projectile. But this
approach was questioned only two years later by experimental
results showing anticorrugation effects in He scattering from
Ni(110) [6] that could not be reproduced with this simple
model. Later on, in the 90’s, first principles calculations were
performed using a jellium model to describe the substrate [7,8].
Although this simple model is good enough to reproduce some
general properties, to take into account the lattice structure
is essential to analyze many other properties such as the
corrugation amplitudes of the system, which are responsible
for diffraction scattering phenomena.
The periodic lattice structure of a noble-gas atom/surface
system can be well described by density functional theory
(DFT) with periodic boundary conditions. However, standard
DFT functionals do not include, per se, the effect of the van
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der Waals forces. Despite this fact, it has been already shown
that standard DFT calculations, within the generalized gradient
approximation (GGA), are able to account, for example, for the
anticorrugation observed in the scattering of He atoms from
several transition metals [9,10]. A recent study of adsorption of
Xe on metal surfaces [11] suggests that standard DFT may be
suitable to describe physisorption energies of noble gases on
surface. However, this is arguable as standard functionals do
not account for vdW interactions, which are expected to play
some role in noble gas/surface interactions. It has been even
suggested that standard DFT calculations might also provide
an appropriate description of scattering of He and Ne from
a metal surface, due to the small interatomic distances at
the classical turning point [11]. However, to our knowledge,
this hypothesis has never been tested by performing a direct
comparison with experimental diffraction spectra obtained for
the same system and by using exactly the same incidence
conditions. Recent theoretical results [12,13] suggest that the
inclusion of vdW interactions is indeed important to describe
the diffraction of He on MgO (insulator) surfaces.
In this paper we present a detailed theoretical study of
diffraction of noble-gas atoms from metal surfaces, based on
state-of-the-art DFT calculations, with explicit inclusion of
vdW effects. We focus on the scattering of Ne as it shows
a higher sensitivity to structural details of the surface than
He, and experimentally derived corrugations amplitudes are
typically twice as large as those of He [14–16]. Indeed,
due to its higher sensitivity, Ne diffraction can be used to
probe structural details of surfaces consisting of different
types of atoms. For example, scattering experiments of Ne
from NiAl(110) [17] reveal the presence of the two types
of atoms, Ni and Al, whereas diffraction of He only reveals
one of them depending on the specific incidence conditions.
Also, in the case of Ni(110) [14], Cu(110) [15], and, more
recently, Ru(0001) surfaces [18], diffraction by Ne leads to
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richer diffraction spectra than those from He. In this Rapid
Communication, we have chosen the latter Ru(0001) surface
to perform our systematic theoretical study.
For this, we have made use of the methods already available
in the literature (see Refs. [19–22] and Refs. therein) that in-
corporate vdW forces in DFT electronic structure calculations,
either through novel exchange-correlation functionals or as
additional potential terms in the Kohn-Sham Hamiltonian. In
surface science, these methods have been rather successfully
used in describing multilayer systems involving graphene
and boron-nitride [23], organic molecules adsorbed on metal
[24–37] and nonmetal surfaces [38–40], graphene adsorbed on
metal surfaces [41–43], and even organic molecules adsorbed
on graphene adsorbed on metal surfaces [44]. These vdW
methods have also been used to study the interaction of
polyatomic [45–47] and diatomic[48–50] molecules with
surfaces, and even with aromatic systems [51]. However, to
the best of our knowledge, so far they have not been used
to study the diffraction of noble gases from metal surfaces.
Here we show that not only inclusion of vdW interactions is
essential to properly describe this process, but also that not
all available methods are able to do it accurately, despite their
remarkable performance in other contexts.
To perform our study, we have worked within the Born-
Oppenheimer static surface (BOSS) approximation. The use of
the BO approximation is justified by the low incidence energy
(Ei) of the projectile. The SS approximation is a reasonable
assumption in view of the low surface temperature at which the
experiments are carried out, around 100 K. Within the BOSS
approximation, we first compute a continuous potential energy
surface (PES), and then use it to perform both classical and
quantum dynamics. To build each of the five PESs used in
our study, we have applied the corrugation reducing procedure
(CRP) [52] to a set of DFT data. DFT electronic structure
calculations have been computed using the plane wave based
code VASP [53–56]. In these calculations, the electron-ion
interaction is described through a projector augmented wave
(PAW) [57,58]. To describe the exchange-correlation energy
of the electrons, we have applied the generalized gradient
approximation in two different ways: (i) by using the PBE
functional for exchange and correlation [59] plus Grimme’s
corrections [60,61] PBE+D2 and PBE+D3 to account for
dispersion forces (in Grimme’s approach the effect of the vdW
forces is taken into account by adding a correction term to the
Kohn-Sham DFT energy), and the, here called, PBE+vdWS
functional developed by Ruiz et al. [62], which includes
the many-body collective response of substrate electrons,
the so-called screening; (ii) by using vdW-DF functionals,
developed originally by Lundqvist et al. [63], which include
the effect of dispersion forces through a nonlocal electron
correlation function that is added to the usual exchange-
correlation functional. In the latter case, we have tested
the optB86b-DF (hereafter called vdW-DF) [64,65] and the
vdW-DF2 functionals [66]. To model the adsorbate/substrate
systems, we have used a five-layer slab and a (2 × 2) surface
unit cell. To avoid spurious results on the Z direction due to
the imposed periodicity, a vacuum layer of 20 Å has been used.
The first Brillouin zone has been sampled using 11 × 11 × 1
Gamma centered k points. A cutoff energy of 700 eV has been
set for the plane wave basis.
FIG. 1. Cartesian (X,Y,Z) and crystal (u,v) coordinate systems.
The dynamical calculations have been performed by using
both classical and quantum methods. The classical trajectory
(CT) method allows us to explore the PES and to get a simple
dynamical picture of the scattering process. It also facilitates
the determination of the dynamically relevant regions of
the PES. A classical trajectory is computed by solving the
Hamilton classical equations of motion. In order to ensure
low statistical errors, we have run of the order of 2 × 105
trajectories for each incidence energy (Ei) and incidence angles
(θi , φi) —see Fig. 1 for the definition of coordinates. Quantum
calculations have been performed by using the multiconfig-
uration time-dependent Hartree (MCTDH) method [67–69],
more precisely the Heidelberg MCTDH package [70]. In the
MCTDH method, the nuclear wave function of the system
is written as a sum of products of single-particle functions
(SPFs), in such a way that both expansion coefficients and
the SPFs are optimized by a variational principle and are
time dependent. Finally, the SPFs are represented by linear
combinations of time-independent primitive basis functions
(plane waves). A fast Fourier transform (FFT) representation is
used for each of the three degrees of freedom. Using MCTDH,
diffraction probabilities are obtained through a flux analysis
of the reflected wave function upon absorption by a complex
absorbing potential, which is placed in the noninteracting Z
region. The parameters used in the MCTDH calculations are
listed in Table I.
In Fig. 2 we display the classical turning points for three
different experimental conditions [18] and for all the DFT
functionals used in this Rapid Communication to build the
different PESs. This figure shows that the classical turning
point (CTP) barely depends on the incidence conditions in
the angular and energy ranges considered in this work, but
varies considerably with the underlying DFT functional used.
As expected, functionals including vdW forces attract the
atoms towards the surface (smaller value of the CTP). The
PBE+D2 PES is the most attractive one and the PBE PES
the least of all of them. Atoms moving on the PBE+D3,
vdW-DF, vdW-DF2 and PBE+vdWS PESs explore similar
regions of their corresponding PESs. Features expected to
have an important effect on the diffraction spectra, which will
also depend on the DFT functional used to describe the atom
surface interaction, are the topology and shape of the PES. In
Fig. 3, we have plotted 2D PESs along u and v coordinates
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TABLE I. MCTDH calculations parameter as a function of the
initial incidence conditions. Ei is the overall total energy of the
wave packet, Nu,v and NZ are the FFT primitive points/functions
for coordinates u, v, and Z, respectively.
Ei = 43 meV Ei = 64 meV
θi = 45◦ θi = 47◦
φi = 30◦ φi = 30◦
Initial wave packet
Width, Z0 (Å) 0.4 0.4
Position, Z0 (Å) 8.5 8.5
u* and v* Momentum (a.u.) 6.6978 8.2210
Z Momentum (a.u.) −7.6214 −8.9679
Grid parameter
Type u,v,Z FFT FFT
u,v-range (Å) 0.0–10.92 0.0–10.92
Nu,v 720 720
Z-range (Å) −0.75–15.00 −0.75–15.00
NZ 324 324
Complex absorbing potential
Z-range (Å) 8.5–15.0 8.5–15.0
Strength (a.u.) 4.5786 × 10−6 4.5786 × 10−6
SPFs per degree of freedom 10 10
Propagation time (fs) 4000–5000 4000–5000
*Crystal coordinate (see Fig. 1).
at the CTP obtained from all five DFT functionals. A closer
inspection of the PESs region from which the atoms scatter
(back) reveals some interesting characteristics. (i) We observe
anticorrugation (i.e., a more repulsive potential for the hollow
than for the top site) for all PES except for the PBE+D2 one.
At first sight, this result seems to be in contradiction with
previous experimental and theoretical results [9,14], which
showed normal corrugation for Ne diffraction from Ni and Rh
surfaces. In this respect, it is important to point out that all
our PESs do exhibit normal corrugation in regions close to
the ruthenium surface, although these regions are dynamically
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FIG. 2. Average classical turning points (CTP) as a function of
the DFT functional used to build the PES, for several experimental
incidence conditions.
Communication. In fact, we have checked that at higher Ei than
those considered in Ref. [18], and in this work, the Ne atoms
would feel normal corrugation instead of anticorrugation.
(ii) The PBE+D2 PES, the only one showing normal cor-
rugation (even in the attractive region of the PES), is by far the
most corrugated one—defining corrugation as the difference
FIG. 3. (u,v) Electronic landscape at the corresponding average
and minimum CTP found in our classical dynamics simulations.
Orange spheres indicate the position of the Ru atoms in the unit
cell.  = 2.73 Å.
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FIG. 4. Diffraction order probabilities for Ne/Ru(0001) under
several experimental incidence conditions. Solid bars: Quantum
dynamics simulations; violet horizontal lines: Experimental data
taken from Ref. [18]. The inset shows the reciprocal lattice for
Ru(0001).
between top and hollow potentials. In fact, our results indicate
that the DFT-D2 approach not only shifts the whole repulsive
part of the PBE PES downwards, but it also affects it in
a complex way. The PBE and DFT+D3 PESs exhibit very
small corrugation, whereas the corrugation displayed by the
vdW-DF and vdW-DF2 PESs is about two and three times
larger, respectively, than that observed for the PBE PES. The
PBE+vdWS PES exhibits a corrugation slightly larger than the
DFT+D3 one.
From the different characteristics of the calculated PESs,
one can already anticipate that diffraction intensities will be
very different. Now the question is which one, if any, can
yield accurate diffraction intensities. To answer this question,
we have plotted zeroth and first order diffraction probabilities
in Fig. 4, for two sets of experimental incidence conditions.
From a comparison with experimental results we can already
see that PBE, PBE+D3, and PBE+vdWS PESs substantially
underestimate diffraction. In the case of the PBE+D2 PES,
measured diffraction probabilities are largely overestimated.
The best agreement with experiment is obtained with the
vdW-DF and vdW-DF2 PESs. In the case of the vdW-DF2
calculations, we observe, similar to a previous work for more
complex molecule/surface systems [71], that the strength of
the asymptotic vdW attraction is less than a half compared
to the one obtained from the vdW-DF calculations. But long
range effects close to the asymptotic region (Z > 7 Å) seem
to play a minor role in the case of atomic diffraction.
However, an accurate PES should not only yield good total
diffraction intensities, but also accurate diffraction peak prob-
abilities. Thus, we have evaluated the individual diffraction
peak intensities for each of the four first-order peaks observed
experimentally. The results are plotted in Fig. 5, and show
that experimental trends and peak intensities can be fairly
well reproduced with the vdW-DF PES, but even better with
the vdW-DF2 PES. Discrepancies between experiment and
theory may arise from the experimental surface temperature
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FIG. 5. First order diffraction peak probabilities for
Ne/Ru(0001). Dashed lines with symbols: Quantum dynamics
simulations; solid lines with symbols: Experimental results taken
from Ref. [18].
the quantitative better agreement obtained with the vdW-DF2
functional should not be taken as a conclusive proof that this
functional is more appropriate than the vdW-DF one to account
for dispersion forces, in gas noble atom diffraction phenomena.
They both give qualitatively good results. On the other hand,
PBE+D3 and PBE+vdWS underestimate diffraction proba-
bilities and barely reproduce experimental trends. Although
PBE+D3 and PBE+vdWS PESs yield similar first order
diffraction probabilities, the corrugation felt by the projectiles
is rather different. For the PBE+vdWS PES, we have also
found non-negligible second order diffraction probabilities
that are not observed in the experiment. The PES+D2 results
largely overestimate experimental peak intensities and deviate
considerably from the experimental trends. This holds true
for all considered incident conditions. At this point, we note
that the PBE+vdWs functional has been found to accurately
describe, for example, the adsorption of heavy noble atoms
and organic molecules on metal surfaces [62,72], whereas
PBE-D functionals do not. However, our results suggest that
the description of diffraction peaks, which rely on the proper
description of the surface corrugation, is still a challenge for
pairwise-based correction methods. Here, it is important to
point out that diffraction probabilities obtained by coupling
the vdW-DF dispersion correction with the PBE functional
(denoted PBE+vdW-DF in Fig. 5) are in good agreement
with the vdW-DF and vdW-DF2 ones, as well as with the
experimental results (see Fig. 5). This further supports our
conclusion that a proper description of vdW forces, that
goes beyond pairwise-based corrections, is a requisite for
an accurate description of noble-gas diffraction from metal
surfaces.
In summary, we have performed a systematic theoretical
study of Ne diffractive scattering from a Ru(0001) metal
surface using 3D DFT-based potential energy surfaces (PESs),
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in which the effect of van der Waals dispersion forces is
taken into account. We have used seven of these PESs,
which have been obtained by one of the following two
different approaches, successfully used in the past to study
molecule/surface systems: in the first approach, the van der
Waals dispersion energy is added to the DFT energy [60–62],
and, in the second one, a nonlocal correction term is added to
the usual Kohn-Sham exchange-correlation functional [65,66].
Using these PESs we have carried out classical and quantum
dynamics calculations, showing that the inclusion of vdW
forces is essential to accurately reproduce measured diffraction
spectra. Interestingly, among the vdW corrections considered
in this work, we have found that the vdW-DF [65] func-
tional performs qualitatively well, while almost quantitative
agreement with experiment is obtained by using the vdW-DF2
[66] functional. Our analysis suggests that the PES regions
probed by the atomic beam exhibit relative small amplitudes
(≈ 10 meV) and anticorrugation. To the best of our knowledge,
anticorrugation effects have only been described previously in
the case of He diffraction from metal surfaces.
We hope that the present study will inspire new theoretical
work on diffraction of noble gases by metal surfaces. These
systems have been widely studied from an experimental point
of view (see Ref. [1] and refs. therein), but accurate theoretical
analyses are still in their infancy [7,73].
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