Abstract. We prove a rigidity result for non-negative scalar curvature perturbations of the Euclidean metric on R n , which may be regarded as a weak version of the rigidity statement of the positive mass theorem. We prove our result by analyzing long time solutions of Ricci DeTurck flow. As a byproduct in doing so, we extend known L p bounds and decay rates for Ricci DeTurck flow and prove regularity of the flow at the initial data.
Introduction
In this paper we will prove the following rigidity theorem for non-negative scalar curvature metrics on R n :
Theorem 1.1. There exists an ǫ(n) > 0 such that any smooth metric g on R n , n ≥ 2 which satisfies (1)
is isometric to the standard Euclidean metric g eucl on R n .
It is unclear what happens in the borderline case p = n n−2 , for which we only have a partial result proven in lemma 6.6. Theorem 1.1 is related to the rigidity statement of the positive mass theorem proven by Schoen and Yau ([SY79a] , [SY79b] ) using minimal surface techniques. They showed that the ADM-mass of an asymptotically Euclidean non-negative scalar curvature manifold (see [ADM62] and [Bar86] ) of dimension n ≤ 7 is non-negative and that the manifold is flat if m(g) = 0. The dimension n = 8 case can be handled by the perturbation result of Smale [Sma93] . Recently, Schoen and Yau [SY17] have submitted a proof generalizing the minimizing hypersurface technique to all dimensions. These results are consistent with theorem 1.1, since for metrics satisfying Hence for p < n n−2 we expect m(g) = 0 and thus g to be flat by the positive mass theorem.
We will prove theorem 1.1 by evolving the metric via the Ricci DeTurck flow, which is a geometric flow related to the Ricci flow by a time-dependent family of diffeomorphisms. Its equation can be written as
where L Xt (g t ) is the Lie derivative of the metric g t with respect to a time varying vector field X t . As we will be studying the evolution of perturbations of the Euclidean metric, it is useful to consider the quantity h t = g t − g eucl . The Ricci DeTurck equation with respect to the fixed Euclidean background metric g eucl on R n then takes the form (1.4) (∂ t − ∆)h t = Q(h t , ∇h t , ∇ 2 h t )
where Q(h t , ∇h t , ∇ 2 h t ) = (g eucl + h t ) −1 * (g eucl + h t ) −1 * ∇h t * ∇h t (1.5) + ∇ * (g eucl + h t ) −1 − g −1 eucl * ∇h (1.6) Equation (1.4) is strongly parabolic, however due to its non-linearity and the non-compactness of the domain, a short time solution does not exist a priori and if it does, we expect singularities to develop after finite time precluding long time solutions. Surprisingly, it turns out that for L ∞ -small initial data a long time solution to the flow exists.
Schnürer, Schulze and Simon [SSS08] were the first to show long time existence to the Ricci DeTurck equation (1.4) for C 0 perturbations of the Euclidean metric, which satisfy certain L ∞ -decay conditions at infinity. They also proved that perturbations bounded in L p for p ≥ 2 remain so at later times. Using these results and an interpolation inequality, they obtain L ∞ -decay rates of h t . We will extend their results to 1 ≤ p < 2 and slightly improve their decay rates using a limit argument (see our theorem 1.2, (ii) & (iii)).
Koch and Lamm in [KL12] were able to remove the decay conditions at infinity by constructing a weak solution and proving analyticity of the solution on R n × (0, ∞).
We will make extensive use of the results of Koch and Lamm and extend them, by showing that for smooth initial data the weak solution they constructed is classical, e.g. the solution and its derivatives are continuous up to t = 0. In particular we prove the following theorem:
For higher derivatives we have that there exists a R = R(n) > 0 such that for all k ∈ N 0 and multi-indices α ∈ N n 0 we have
The setup of our paper is as follows: We begin by proving that for sufficiently regular initial data a classical solution to the Ricci DeTurck equation exists. Then we show that initial data bounded in L p (R n ), for some 1 ≤ p < ∞, remains uniformly bounded in L p (R n ) at later times. This will allow us to prove L ∞ decay rates of the evolving metric and its derivatives, which are as one would expect by comparison with the standard heat equation on R n . Finally, we use the decay rates (1.8) on the metric and its derivatives to prove the scalar rigidity theorem 1.1 above. The scalar curvature evolving under Ricci DeTurck flow satisfies the following super heat equation
As it is the case for bounded solutions to the standard heat equation on R n , we show that the scalar curvature cannot decay at a rate faster than O(t − n 2 ). However in coordinates R(g t ) can be written as
t * ∇h t * ∇h t and hence by the decay rates (1.8)
Therefore any presence of scalar curvature in the case p < n n−2 leads to a contradition, yielding a proof of theorem 1.1. In the borderline case p = n n−2 we show that the L 1 norm of the scalar curvature R(g t ) becomes instantly bounded at times t > 0 (see lemma 6.6).
Notation
If not specified otherwise, we will take norms and derivatives with respect to the fixed Euclidean background metric g eucl , e.g. ∇ will denote the covariant derivative with respect to g eucl .
For two metrics g and g we say g ≤ g if for all ξ ∈ R n we have
We define a standard cut-off function η on R n , such that η, ∇ √ η ∈ C ∞ c (B 2 (0)), 0 ≤ η ≤ 1, η ≡ 1 on B 1 (0) and ∇η ≤ c for some universal c. We also define a rescaled cut-off function η R (y) = η( y R ) for R > 0. By η R,x we will denote the rescaled cut-off function centered at x, defined by η R,x (y) = η(
3. Preliminaries 3.1. Ricci DeTurck flow. Let M be a manifolds with a fixed background metric g. Then a family of metrics (g t ) t∈I is a solution of the Ricci DeTurck flow if it satisfies the following evolution equation
where X g (h) is the Bianchi operator defined on symmetric 2-forms h by
and the covariant derivatives are taken with respect to g. This equation is strongly parabolic, allowing standard parabolic theory to be applied to show short time existence on closed manifolds. We will only be considering Ricci DeTurck flow on R n with the standard Euclidean metric g = g eucl as the fixed background metric. Then the Ricci DeTurck equation takes the form (see [Shi89, Lemma 2.1] )
It will be useful to consider the difference h := g t − g eucl . Using the above equation we can express the evolution of h as (see [KL12, Equation (4.4)]):
where 
where
is the kernel of the linear heat equation ∂ t u = ∆u on R n . Koch and Lamm construct the Banach spaces X T , 0 < T ≤ ∞, defined by
They show that there exist constants ǫ = ǫ(n) > 0 and C = C(n) > 0 such that whenever
is a contraction mapping on the subspace (3.14)
This proves the existence of a solution h t ∈ X ∞ with h t X∞ < C h 0 L ∞ (R n ) to the weak Ricci DeTurck equation (3.7) for L ∞ small initial data. They also prove that such a weak solution h t is analytic on R n × (0, ∞) and that the following decay rates hold for every multi-index α ∈ N n 0 and k ∈ N 0 (3.15) sup
Here R = R(n), c = c(n) are constants depending on n only. Finally, they construct an analytical operator
Because the operator A is analytic, we can choose ǫ > 0 sufficiently small such that
Inspecting the norm on X ∞ we then see that
, where
In this paper we will prove regularity of the weak solution h t up to the boundary t = 0, i.e. for smooth initial data h 0 the weak solution h t and its spatial derivatives are continuous on R n × [0, ∞).
3.3. Ricci flow and long time existence. A family of time dependent metrics (g t ) t≥0 is a solution to the Ricci flow equation if
Ricci and Ricci DeTurck flow are related by a family of time dependent diffeomorphisms (see [Top06] for details): Assume that (g t ) t≥0 is a solution to the Ricci DeTurck equation (3.3) and the family of time dependent diffeomorphisms Φ t generated by the vector field X(g t ) (see (3.2))
exists, then the pullbackg t = Φ * t g t is a solution to the Ricci flow equation (3.19). In [SSS08, Lemma 9.1] it was shown that for perturbations
exists as long as the decay rates (3.15) hold.
Regularity of weak solution
In this section we will study the behavior at t = 0 of the weak solution h t to the Ricci DeTurck equation constructed in [KL12, Theorem 4.3]. Our main goal will be to prove the following theorem:
Theorem 4.1. There exists an ǫ = ǫ(n) > 0 such that for smooth initial data
The first step is to prove that for smooth initial data of compact support the weak solution is classical and smooth. Approximating our intial data by compactly supported functions, we then prove C 2,1 regularity of h t . The main difficulty at this step will be to prove a local boundary estimate using standard parabolic Hölder estimates, which allows us to pass to the limit via Arzelà-Ascoli and a diagonal argument. In the final step we will bootstrap our boundary estimate to show that the solution h t and its derivatives are continuous up to t = 0.
Below we begin by proving the compact case.
Proof. For initial data h 0 ∈ C ∞ c (R n ) the curvature of the resulting metric g 0 = g eucl + h 0 is bounded. Therefore by [Shi89, Theorem 4.3] there exists a smooth solution g t , 0 ≤ t ≤ T , to the Ricci DeTurck flow, where T > 0 depends on n and the curvature bound. Furthermore by choosing T sufficiently small ([Shi89, Theorem 2.5 & Lemma 4.1]) we can ensure that g t − g eucl ∈ X T . Since the weak solution h t to the Ricci DeTurck equation (3.7) is unique by [KL12, Theorem 4.3], it is identical to g t − g eucl on (0, T ) × R n . As the weak solution h t is analytic on (0, ∞) × R n , we deduce the desired result.
We now prove an a priori local boundary Hölder estimate for h t . Our argument closely follows [Bam14, Prof. 2.5], where the corresponding interior estimates were derived. This estimate will allow us to approximate non-compact, locally Hölder-regular initial data by a sequence of compactly supported smooth initial data and show that the corresponding flows converge in a local Hölder sense.
Let us fix some notation first. If Ω ⊂ R n × R is some parabolic neighbourhood (e.g. Ω = B r (0) × (0, r 2 ))) we denote by C 2m,m (Ω) the space of functions differentiable i times in the spatial direction and j times in the time direction as long as i + 2j ≤ 2m. For α ∈ (0, 1 2 ) the corresponding Hölder space will be denoted by C 2m,2α;m,α (Ω). Greek letters will always refer to the Hölder exponent. In the following we will use weighted Hölder norms on C 2m,2α;m,α (Ω), which are invariant under parabolic dilations: Assume
When m = 0 we will write u C 2α;α (Ω) := u C 0,2α;0,α (Ω) for brevity. By L we will denote a second order elliptic operator with real coefficients and constant of ellipticity
we will denote by Ω r (z) the parabolic neighborhood B r (x) × (t − r 2 , t) ⊂ R n+1 . Now we recall an a priori estimate for the linear parabolic initial value problem.
) . If u solves the parabolic equation
then we have the boundary estimate
where C is a constant that depends on α, n, κ and K.
Proof. By scale invariance we can assume without loss of generality r = 1. Then the result follows from [KYL96, Exercise 9.2.5] applied to u − u 0 and [KYL96, Remark 8.11.2].
We now use above lemma 4.3 to prove the main estimate of this section. 
and assume that u ∈ C 2,2α;1,α (Ω ′ 2r ) satisfies the equation
where f 1 , f 2 are smooth vector-valued functions in x and u and f 1 , f 2 can be paired with tensors ∇ ⊗ ∇ and u ⊗ ∇ 2 u respectively. Then there are constants ǫ ′ > 0 and C ′ < ∞ depending only on α, n and the f i such that if
Moreover, the lemma still holds if u is vector-valued.
Proof. We will adapt the proof of [Bam14, Prop. 2.5] to the initial value problem.
We begin by introducing a new weighted norm for 0 < θ ≤ 1 and Ω a parabolic neighbourhood:
For θ = 1, this norm agrees with the norm defined above. We also introduce a weighted norm on C 2m,2α (R n ) in an analogous way. Choosing any z = (x, t) ∈ R n × (0, r 2 ) such that B θr (x) ⊂ B r and applying lemma 4.3 on Ω θr (z) we deduce
Assume we are in the setting of lemma 4.3, then
In the following we may assume by scaling invariance that r = 1 and we will abbreviate by C any constant that depends on n, α and f i , i = 1, 2. Set
By (4.11) for r = r k we have
in terms of u using (4.6). For this note that for i = 1, 2
Similarly we have
We conclude
Using above lemma we can now proceed to proving C 2,2α;1,α -regularity. ≤ C(Ω). Thus, by Arzela-Ascoli and a diagonal argument we can pass to a limit giving us the desired result.
Remark 4.6. Using similar arguments we can show that if we start with continuous initial data h 0 ∈ C 0 (R n ), the corresponding weak solution is continuous up to the boundary: Take h i 0 ∈ C 2,2α (R n ) converging uniformly to h 0 in C 0 (R n ) and use the estimate (3.18) to prove convergence. Now we can prove theorem 4.1.
Proof of theorem 4.1. Choose ǫ > 0 such that above theorem 4.5 applies and thus h ∈ C 2,2α;1,α loc (R n × [0, ∞)). We can then write the Ricci DeTurck equation (3.3) in the form (4.23) 
In particular we will prove the following theorem:
holds. If p ≥ 2 we can takeC = 1.
Remark 5.2.
(1) By estimate (3.15) we can relax condition (i) to h 0 L ∞ (R n )) <ǫ by choosing ǫ sufficiently small. (2) The result agrees with the analogue for the linear heat equation on R n .
Our strategy will be to find local L p estimates for the solution h t and integrate these to global ones using Grönwall's Lemma. For technical reasons we will first prove the result for 2 ≤ p < ∞. This will yield an L 2 (R n × (0, ∞)) bound on ∇h, which will allow us to generalize to the 1 ≤ p < 2 case. Below we state our first local L p bound.
Lemma 5.3. There exist constantsǫ > 0 and
holds in the barrier sense for 2 ≤ p < ∞.
Proof. In the following we will denote by C any constant depending on n and η only. We will also assumeǫ < 1 2 . Let δ > 0 and define
Then |h| δ ∈ C 2,1 (R n × (0, ∞)), |h| δ ≥ δ, |h| δ > |h| and |h| δ → |h| pointwise as δ → 0. A simple calculation shows
where we sum over equal indices. Since h satisfies the Ricci DeTurck equation (3.4) we obtain
Therefore multiplying (5.5) by η R and integrating by parts over R n , we obtain
Recalling the definitions of Q 0 [h] and Q 1 [h] in (3.5) and (3.6) respectively, we see that
Thus by Cauchy-Schwarz and integration by parts we have
Focussing on the last term in the integrand above we have
where in the last step we used Young's inequality to estimate
Combining above inequalities we obtain
After integrating with respect to t and taking the limit δ → 0, we see that the desired inequality holds true.
Remark 5.4. The reason why above lemma only holds for 2 ≤ p < ∞ is because the term −η R p(p − 2)|h|
ab ∇ b h, h in line (5.13) is negative only for p ≥ 2. Now we can use Grönwall's Lemma to prove our theorem in the p ≥ 2 case.
Proof of theorem 5.1 for p ≥ 2. Chooseǫ > 0 and C 1 such that lemma 5.3 holds and consider the following quantity (5.16) A(t, R) = sup
Centering (5.2) at x and integrating with respect to time we obtain (5.17)
Because we can cover B 2R (x) \ B R (x) by a finite number N of balls of radius R and furthermore this number only depends on the dimension n, we obtain
By Grönwall's inequality (see appendix) we deduce
Taking the limit R → ∞ shows
Below we generalize to the 1 ≤ p < 2 case. For this we will need the following L p estimate, which is analog to the one stated in lemma 5.3.
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Lemma 5.5. There exists a C 2 > 0 such that for a solution
the Ricci DeTurck equation (3.4) the following estimate holds in the barrier sense for
where C 2 depends on n and η only.
Remark 5.6. The main difficulty in proving theorem 5.1 for 1 ≤ p < 2 will be to bound |∇h| 2 in the above estimate.
Proof. Applying Cauchy-Schwarz to (5.5) we obtain
Multiplying by the cut-off function η R , integrating by parts and discarding boundary terms, we deduce
Recalling the estimates of Q 0 [h] and Q 1 [h] in (5.9) and (5.10) respectively, we see that
where we applied Young's inequality
and used the assumption that |h| < 1 2 . Taking δ → 0 we obtain the desired result.
We will now estimate ∇h L 2 (R n ×(0,∞)) in terms of h 0 L 2 (R n ) . By comparison to the standard heat equation ∂ t u = ∆u on R n we expect such an estimate to exist: Multiplying the heat equation by u we have
Thus integrating by parts and rearranging we have
For the Ricci DeTurck equation (3.4) we can perform an analogous computation to deduce:
where C 3 depends on n only.
Proof. Multiplying the Ricci DeTurck equation (3.4) by η R h and integrating by parts we obtain
By Young's inequality we have
Applying estimates (5.9) and (5.10) for Q 0 [h] and Q 1 [h] respectively, we thus obtain
Using the above estimate we can bound the L 2 norm of |∇h| over space and time. 
Proof. We will prove the case p = 2 from which the result follows by the observation that (5.41)
) ≤ 1 and 1 ≤ p ≤ 2. By theorem 5.1 case p = 2, which we proved above, we can pickǫ > 0 such that
for all t > 0. Integrating the estimate from lemma 5.7 we have
and R → ∞, we obtain
Since this inequality is independent of t the desired result follows.
Having control of ∇h, we now proceed to proving theorem 5.1 in the 1 ≤ p < 2 case.
Proof of theorem (5.1) for 1 ≤ p < 2. Takeǫ > 0 small enough such that lemma 5.5 and corollary 5.8 hold. As previously, we define (5.45) A(t, R) = sup
Integrating (5.21) and covering B 2R (x) \ B R (x) by N balls of radius R as before we obtain
Applying our L 2 (R n × (0, ∞)) bound of |∇h| from corollary 5.8 and rearranging we deduce
By applying Grönwall's inequality (see appendix) and taking R → ∞, we obtain the desired result.
5.2. L ∞ decay rates. In the following we will utilize the L p bounds derived above to prove L ∞ decay rates for solutions h t to the Ricci DeTurck flow (3.4). The rates we obtain are consistent with what one would expect by comparison with the initial value problem for the standard linear heat equation ∂ t u = ∆u on R n : Assuming we can represent the solution as 4(t − s) is the standard heat kernel on R n , we can use Young's inequality to estimate
for some constant C > 0. We will show that the same result holds for Ricci DeTurck flow:
Lemma 5.9. There exists constants
Before we prove above lemma we will state a useful interpolation inequality.
In particular, we can choose C(n, p) = Proof. Let x 0 ∈ R n and w.l.o.g. assume f (x 0 ) > 0. If we set
, then for any x such that |x − x 0 | ≤ r x0 we have
Integrating we get
where in the last line we used the substitution r = r x0 s and ω n denotes the volume of the unit ball in n dimensions. After evaluating the integral, re-substituting for r x0 and rearranging the last inequality, we obtain the desired result.
We can now prove lemma 5.9.
Proof of lemma 5.9. Choose ǫ > 0, C > 0 as in section 3.2 andǫ > 0,C > 0 as in theorem 5.1. Take ǫ ′ = 1 C min(ǫ, ǫ). Then by estimate (3.15) we have h t L ∞ (R n ) < min(ǫ, ǫ) for all t ≥ 0. Thus we can apply theorem 5.1 in conjunction with lemma 5.10 above to deduce
By the decay estimate (3.15) it follows that for t > 0 (5.55) sup
Combining the above inequalities we therefore obtain
As noted above h t L ∞ (R n ) < ǫ for all t ≥ 0, so we may start the flow from t 2 and reapply the estimate (3.15)
.
Using (5.57) and (5.54) recursively we can successively obtain better decay rates for h. Let (C i , α i , β i ) be such that after the i-th iteration we have
and at the i-th recursion step we obtain
and therefore
From above we can read off the following recursion relations for α i , β i and C i :
As i → ∞ we have
Using the expression for C(n, p) we can bound C * ≤ C ′ (n), for C ′ (n) a constant depending on n only. Thus the desired result holds true.
We also get the following corollary of the above lemma. 
where R > 0 is as in (3.15) and C ′ (n) is a constant depending on n only.
Proof. Apply the derivative estimate (3.15) at time 
Positive scalar curvature rigidity
In this section we prove theorem 1.1 by evolving the metric perturbation via Ricci DeTurck flow (3.4). As outlined in the introduction, the proof strategy is to show that positive scalar curvature decays at a rate no faster than O(t − n 2 ) during the flow. This is as one would expect, as the scalar curvature satisfies the super heat equation
and the L ∞ decay rate of the standard heat kernel on R n is of order O(t − n 2 ). However, the decay rates obtained in corollary 5.11 and the coordinate expression (1.10) for R show that the scalar curvature decays at the rate O(t − n 2p −1 ). This proves that no positive scalar curvature can be present during the evolution of metric perturbations bounded in L p for some p < n n−2 . We will show that this implies that the metric perturbation is flat in this case.
The new ingredient in this section is Perelman's Harnack inequality, which we use to obtain a lower bound for the heat kernel on a Ricci flow background. Because in the non-compact setting Perelman's Harnack inequality requires uniform curvature bounds, which we do not have at t = 0, we first run Ricci DeTurck flow for a short time t 0 > 0 to obtain uniform curvature bounds. Then we evolve the metric via the Ricci flow from time t 0 onwards and apply Perelman's Harnack inequality. The only technical difficulty is to show that the scalar curvature remains non-negative at early times, because on non-compact manifolds without curvature bounds we cannot directly apply the maximum principle to the super heat equation (6.1).
For the rest of this section we will fix an ǫ > 0 and C > 0 such that theorem 1.2 holds. We will also assume that we are given a smooth metric g that satisfies (1) R g ≥ 0 (2) g − g eucl L ∞ (R n ) < ǫ (3) g − g eucl L p (R n ) < ∞ for some p ∈ [1, ∞)
6.1. Conservation of non-negative scalar curvature. Evolving the metric from initial data g 0 = g via Ricci DeTurck flow, we obtain a family of metrics (g t ) t≥0 solving (3.3). By theorem 4.1 this solution is smooth on R n × [0, ∞) and all derivatives of the solution converge locally to the initial data as t → 0. In the lemma below we prove that for initial data with R(g 0 ) ≥ 0 the scalar curvature R(g t ) remains non-negative for all times t ≥ 0.
In order to analyse the decay rate of Rg t 0 +t we need a lower bound on the heat kernel Kg(x, t; y, s) of the linear heat equation (6.10) ∂ t u = ∆g t 0 +t u, t ≥ 0, on the Ricci flow background (g t0+t ) t≥0 . For this we rely on Perelman's Harnack inequality (see [Per02, Section 9]), the basic setup of which we will recap here: Let x, y ∈ R n and 0 < s < t < T , then the L-length of a curve γ : [s, t] → R n is defined as Proof. See above.
6.3. Proof of positive scalar curvature rigidity. Now we proceed to prove the main theorem of this section.
Proof of theorem 1.1. Let (g t ) t≥0 be the Ricci DeTurck flow starting from g 0 = g as above. Assume that at some point (x 0 , t 0 ) ∈ R n × (0, ∞) we have R 0 := R(g t0 )(x 0 ) > 0. By translation we may assume without loss of generality that x 0 = o. Then consider the Ricci flow (g t0+t ) t≥0 starting from the initial metric g t0 . Pick δ > 0 such that R(g t0 ) ≥ R0 2 on B o (δ). Then from (6.9) and lemma 6.5 we have for t ≥ 1 R(g t0+t )(o) ≥ , where C 6 > 0 is a constant independent of t. For 1 ≤ p < n n−2 this contradicts the curvature decay rates (6.3) and we deduce that R(g t ) = 0 for all t > 0. Therefore |Ric(g t )| = 0 for t ≥ 0 by equation (6.9). Because Ricci DeTurck flow is related to Ricci flow by a family of diffeomorphisms and Ricci flow is stationary for Ric = 0, we deduce by the curvature decay rates (6.3) that our initial metric g must have been flat.
In the borderline case case p = n n−2 , n ≥ 3 we can prove that the scalar curvature R(g t ) becomes bounded in L 1 for any t > 0:
Lemma 6.6. Let g be a smooth metric satisfying the conditions of theorem 1.1 in the case p = n n−2 . Let (g t ) t≥0 be a solution to the Ricci DeTurck flow (3.4) starting from the initial data g 0 = g. Then for t 0 > 0 (6.19)
, where C 7 > 0 is a constant depending on C and n only.
Proof. As before we have 
