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If the limit (3) lim nikis, t)
exists for a finite sn, then it exists in a halfplane Re s>pk, the halfplane of (C, &)-summability.
In this region the limit (3) defines an analytic function fis), which is the analytic continuation of fis) = £s{a}, if pk<p. For proofs of these and further theorems in the theory of the (C, k)-means the reader is referred to Bosanquet [2] , Doetsch [4] , McCrossen [lO] . The following theorem is analogous to Hamburger's theorem.1
Theorem A. Let pk be the abscissa of (C, k)-summability of the integral (1) and let fis) be the function defined by this integral. If The proof will indicate that conditions (4) and (5) are, in a sense, necessary.
For the proof we need two lemmas which are interesting in themselves.
Let [L, c, n] stand for the class of functions g(s) which satisfy the following conditions: • Um -1 + r)\ -<r* £ ^1+^ z----} -
We invert the order of summation and find Proof.
Without restriction of generality we can assume Bk=0. We show first that/'(0+)>0
and (11) where g is a positive integer and C2 is a positive constant. Now, let yk(h, 0, t) correspond to (13) as yk(0, t) corresponds to (1) . Then an implication of equation (14) is that yn+q(0, t) SOfor t=To^O implies yq(h, 0, 0 fe 0 for / ^ To S 0.
If we multiply equation (12) by s", differentiate it n times we obtain /(»+!>(5) = £ cl(s»)wA("+1-"»)(s). The two statements on the right contradict each other, therefore the same is true for the left hand statements, and the lemma is proved. Now we proceed to prove Theorem A. We assume without restriction of generality that (3* = 0. According to the theorem by Hamburger, condition (4) implies that the Laplace-Stieltjes-Integral e-xdm^O, t) 0 defines a function F(s) which has a singularity for 5=7, where y is the abscissa of convergence of the integral (15). We show that this property transfers to the function f(s).
Since (1) Let us assume that the function f(s) is analytic at 5=0, and that the power series expansion is, according to condition (5), where the an are constants of integration, and Bip, q) is the Euler integral of first kind. Hence we have found, that if fis) is analytic at s=0, and has the expansion (17), then F(s) is also analytic at 5=0. Now we show, that condition (5) is necessary for the truth of the theorem. For this we assume again, that/(s) is analytic, but we let f(s) have the expansion/(s) =c0+Cis+c2s2+ ■ ■ • , where at least one of the cn, ISnSk, does not vanish. If we insert this expansion in equation (16) and integrate as before, at one step we shall introduce a logarithm, and we can say nothing about the analyticity of F(s). Now we construct the function h(s)=f(s)-g(s), where g(s) is the function constructed in Lemma 1 (for the case n = k). The function h(s) is then analytic at 5 = 0, and has an expansion like (17). Hence we can repeat the argument above, if only the (C, &)-mean corresponding to the function h(s), mk(h, 0, t), increases monotonically for t^To^O.
According to Lemma 1 we have * Ckc mk(h, 0,1) = mk(0, t) -22 JLJL + e~'P(t), and this function increases monotonically for large t, if the first nonzero cp, p^ 1, is positive. However Lemma 2 shows, that this contradicts condition (4) . This indicates in which sense condition (5) is necessary.
