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Abstract: During inflation, spacetime is approximately described by de Sitter space which
is conformally invariant with the symmetry group SO(1, 4). This symmetry can significantly
constrain the quantum perturbations which arise in the inflationary epoch. We consider a
general situation of single field inflation and show that the three point function involving
two scalar modes and one tensor mode is uniquely determined, up to small corrections, by
the conformal symmetries. Special conformal transformations play an important role in our
analysis. Our result applies only to models where the inflaton sector also approximately
preserves the full conformal group and shows that this three point function is a good way to
test if special conformal invariance was preserved during inflation.
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1 Introduction
Inflation states that our Universe underwent a period of exponentially rapid expansion in
its early history. This idea solves the flatness and horizon problems in cosmology. What is
particularly attractive is that the same exponential expansion also results in small quantum
perturbations being produced which account for the observed anisotropies of the microwave
background and also provide the seed perturbations for the growth of large scale structure in
the Universe.
The exponentially expanding Universe during inflation is well described by the metric of
de Sitter space, up to small corrections. It is well known that de Sitter space is a maximally
symmetric spacetime. In four dimensions the group of isometries of de Sitter space is SO(1, 4)
— the Lorentz group in 4 + 1 dimensional flat spacetime. This large group of symmetries
has ten generators, which include translations and rotations along the three space directions,
scale transformations, and the three generators of special conformal transformations. We will
refer to it as the conformal group below.
So far, the experimental tests of inflation, coming for example from the study of the
CMB, have shown that the perturbations can be well approximated as being Gaussian. The
good news is that future experiments, with improved sensitivity, will be able to probe and
possibly detect evidence for non-Gaussianity in these perturbations. For example, it is hoped
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that the Planck experiment will be able to provide significant constraints of this sort quite
soon.
A Gaussian distribution is completely determined by its two point correlation function.
Any non-Gaussianity in the perturbations can therefore be characterized by the three point
or higher point correlations. Considerable attention has been paid in the recent literature to
the three-point function, called the bispectrum; there is also a growing body of literature on
the four point function, called the trispectrum. We refer the reader to [1, 2] for a review of
these developments and to [3] for background material.
There are two kinds of perturbations of the metric that are relevant for inflation: these
transform as scalars and spin-2 representations of the rotation group, and are called scalar
and tensor perturbations respectively. In addition each perturbation is characterized by a
value for the spatial three-momentum. It is easy to see that the momentum dependence of
the two-point function of the perturbations is simple and is fixed, up to small corrections, by
the approximate scale invariance of de Sitter space. One the other hand, it is well known that
the momentum dependence of the three point functions can be much more complicated. For
example, various different shapes which characterize this momentum dependence have been
obtained for the three point scalar correlation function in different models of inflation. (See
[1, 4] and references there.)
The symmetries of de Sitter space need not be shared by the scalar sector in general. This
happens for example in DBI inflation [5] where the non-canonical kinetic energy term for the
inflaton results in a speed of sound cs 6= 1.1 As a result, while scaling symmetry is preserved,
the inflaton sector breaks special conformal invariance badly. Here we will assume that the
full conformal group is approximately preserved by the inflationary dynamics, including both
gravity and the inflaton field, and examine the resulting constraints imposed on three point
functions.
In particular, we will focus on the three point function involving two scalar perturbations
ζ(k) and one tensor perturbation γij(k), with polarization e
s,ij, denoted by,
〈ζ(k1)ζ(k2)γij(k3)〉es,ij . (1.1)
We will show that this correlator is completely fixed by symmetry considerations.2 Its overall
normalization is determined in terms of the two point functions of the scalar and tensor
perturbations, and its momentum dependence is determined by the SO(1, 4) symmetry group.
It turns out that the special conformal transformations play an especially important role in our
analysis. They give rise to differential equations for the correlation function whose solution
is essentially unique leading to the conclusion above. In the absence of special conformal
invariance in the full theory, including the inflaton sector, our results for the correlator are
not valid.
1Another example where the scalar sector violates special conformal symmetries is ghost inflation [6].
2A complete complete definition of the perturbations etc. is given in section 2.
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Our analysis applies to models with only one scalar field during inflation. It also assumes
that the initial state was the Bunch-Davies vacuum.3 Beyond that, our analysis only relies on
the conformal group and is essentially model independent. In particular, our results also apply
to models where higher derivative corrections are important and gravity or the scalar field is
not well described by the two-derivative approximation. In the context of string theory, such
a situation would arise if the Hubble scale H during inflation was of order the string scale
Mst. Present bounds on H coming, for example, from the absence of any observed effects
due to tensor perturbations tell us that H <∼ 1016Gev < MP l. So, for example, the higher
derivative corrections would be important if H and Mst are both comparable and of order
the Grand unification scale MGUT ∼ 1016Gev. Since very little is understood about string
theory in time dependent backgrounds the resulting correlation functions in such a situation
cannot be calculated directly from our present knowledge of the theory. However symmetry
considerations still hold and our result for the correlation function (1.1) is valid for such a
situation as well.
The generality of our result makes the correlator given in (1.1) a good test, in a model
independent manner, of the full symmetry group during inflation. The two-point scalar
correlator, which has now been measured, is consistent with approximate scale invariance but
this leaves open the possibility that the special conformal symmetries of de Sitter space are not
preserved by the scalar sector. In fact, as was mentioned above, it is easy enough to construct
models of inflation where this does happen and also straightforward to see that this possibility
is allowed in terms of an effective field theory analysis [7]. The correlator discussed here, if
observationally measured, can conclusively settle whether the special conformal symmetries
were approximately preserved during inflation.
Unfortunately, experimental tests of this three point correlator are still some way away
since its magnitude is small. Even the detection of the two point function for the tensor mode
has not been made so far and would be a great discovery in itself. The small value that the
three point scalar correlator has in conventional slow-roll inflation can be enhanced in models
like DBI inflation which involve the breaking of special conformal symmetries. However, with
the special conformal symmetries intact our analysis fixes the the overall normalization of the
correlation function with two scalars and one tensor, as was mentioned above, and rules out
the possibility of any such enhancement.
Therefore, we present the result of our analysis here not with any immediate experimental
contact in mind, but rather with a view to the future when hopefully such contact will become
possible and such model independent tests of inflation might play a useful role in sharping
our understanding of the early Universe.
A second motivation for our work comes from the study of conformal field theory. The
symmetry group mentioned above, SO(4, 1), is exactly the same as the symmetry group of
a 3 dimensional Euclidean conformal field theory (CFT). This is in fact why we referred to
this symmetry group as the conformal group when we first introduced it above. The problem
3These boundary conditions are restated in a way more convenient for our analysis in section 2.3.
– 3 –
of studying the constraints imposed by this symmetry group on the correlation functions of
the scalar and tensor perturbations in de Sitter space maps in a direct way to the question
of studying the constraints imposed in a 3 dimensional conformal field theory on correlation
functions involving a nearly marginal scalar operator and the stress energy tensor. Thus our
analysis is also of interest in the study of 3 dimensional CFTs: a subject which has also been
of some considerable interest recently.4
The three point correlation function for two scalar operators and the stress tensor is
already well known in the CFT literature [8]. However this result is in position space, while for
cosmology one is interested in the answer in momentum space. It is not easy to directly Fourier
transform the position space result. Moreover, the position space answer has divergences
where the operators come together. It is rather subtle to regulate these divergences — which
is necessary to define the Fourier transform — while preserving conformal invariance. A
closely related issue is that of contact terms, which can also arise in position space. These
were not determined in [8] but are important for the momentum dependence of the correlator.
As our analysis shows, working directly in momentum space, the symmetry considerations are
powerful enough to fix these ambiguities for the correlator and determine a unique answer.
Finally, a third motivation comes from attempts to study de Sitter space and its possible
dual description in terms of a CFT [10, 11, 12]. It is unclear at this point whether a precise
correspondence of this type is possible. However, symmetry properties for correlators can
be related between the gravity description and the CFT, as mentioned above. These are
analogous to and in fact follow after analytic continuation from the correspondence between
correlators in the AdS/CFT case. Since, as our results help show, symmetry properties can
significantly constrain at least some of the correlators, the correspondence in this limited
sense is still of some practical benefit.
Before going further we must mention the seminal papers of Maldacena [11] and more
recently Maldacena and Pimentel [13]. These papers lay out the essential ideas on which our
analysis is based. The precise nature of the map between the gravity theory and the CFT
using the wave function of the Universe was first discussed in [11]. And the importance of
special conformal transformations was discussed in [13] where it was also shown that these
symmetries significantly constrain the three point function of tensor perturbations. Our
analysis is a modest extension of this approach for a correlator involving scalar perturbations
as well.
Other relevant works which explore similar ideas are [14, 7, 15]. Two recent papers [16]
appeared while this paper was being prepared for publication and contain related material.
This paper is organized as follows. In §2 we discuss the basic ideas behind the analysis and
background material. In §3 we set up the equations which arise due to conformal invariance.
In §4 we discuss a solution to these equations and prove that it is unique. Our final results
are presented in §5. We end with conclusions in §6. Three Appendices contain important
supplementary material follow. A reader who is not interested in the details of the calculations
4For some discussion of three-point functions in 3 dimensional CFTs see [8, 9].
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can read the introduction, and then turn directly to §5 with the final results, which can be
read in a self contained way together with Appendix A, and then end with the conclusions.
2 Basic Set-Up
We consider a theory of gravity coupled to a scalar field, the inflaton, with action
S =
∫
d4x
√−g 1
16πG
[R− 1
2
(∇φ)2 − V (φ) + · · · ]. (2.1)
The ellipses stand for higher derivative corrections involving, in general, both gravity and
the inflaton. Such corrections could be important, for example, if the Hubble scale during
inflation is of order the string scale. Note that in (2.1) we are using conventions where the
inflaton is dimensionless. Also below we will choose conventions where the Planck scale
M2P l ≡ 8πG = 1. (2.2)
It is well known that during inflation the Universe is approximately described by de Sitter
space
ds2 = −dt2 + a2(t)
3∑
i=1
dxidx
i, (2.3)
a2 = e2Ht, (2.4)
and hence undergoes exponential expansion. In (2.4), H is the Hubble scale which is a
constant in de Sitter space. The inflationary epoch is described by de Sitter space with
small corrections. These arise because of the slow variation of the Hubble scale which can be
parametrized in terms of the two parameters
ǫ = − H˙
H2
, δ =
H¨
2HH˙
, (2.5)
where dot denotes derivative with respect to t. During inflation both these parameters are
small and meet the slow roll conditions
ǫ, δ ≪ 1. (2.6)
When the two-derivative approximation is good and the action can be approximated by
the terms given in (2.1), H is given in terms of V by
H =
√
V
3M2P l
, (2.7)
and the slow roll parameters can be expressed in terms of of V by
ǫ =
1
2
M2pl(V
′)2
V 2
, (2.8)
δ = −M2pl
V ′′
V
+ ǫ, (2.9)
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where prime denotes derivatives with respect to the scalar field.5 Also in the two-derivative
theory we have
ǫ =
1
2
φ˙2
H2
. (2.10)
When the two-derivative approximation is not valid ǫ defined in (2.5) and φ˙ will not be related
by (2.10) in general. The slow-roll approximation then requires that besides (2.6) being valid,
φ˙
H
≪ 1. (2.11)
de Sitter space is well known to be conformally invariant. For example it is easy to see
that the scale transformation
xi → λxi, t→ t− 1
H
log(λ), (2.12)
leaves the metric (2.3) invariant. More generally the full isometry group of de Sitter space
is SO(1, 4). It consists of the usual three translations and rotations in the xi coordinates,
the scale transformation, (2.6), and in addition three special conformal transformations. In-
finitesimal special conformal transformations are of the form
xi → xi − 2(bjxj)xi + bi(
∑
j
(xj)2 − e−2Ht), (2.13)
t→ t+ 2bjxj . (2.14)
Here bi, i = 1, . . . 3 are infinitesimal parameters. As mentioned above de Sitter space is mod-
ified during inflation due to the time varying Hubble scale. While translations and rotations
in the xi directions are of course unbroken, this modification results in the breaking of the
scaling and special conformal symmetries. However, as long as the slow roll parameters ǫ, δ,
are small this breaking is small and the resulting inflationary spacetime is still approximately
conformally invariant.
The inflaton sector need not preserve the full conformal group breaking the SO(1, 4) sym-
metry of de Sitter space badly and only preserving translations, rotations and scale trans-
formations, as was mentioned in the introduction. Additional parameters enter in such a
model which parameterize this breaking. For example, the speed of sound, cs, is one such
parameter. When cs 6= 1 the special conformal symmetries are broken. See [7] for a more
general parametrization of such effects. In what follows we will assume that the scalar sector
also approximately preserves the full symmetry group of de Sitter space.
2.1 The Perturbations
The inflationary space-time is a solution for the system consisting of gravity and a scalar
field. The rotational invariance in the xi directions can be used to characterize perturbations
5The slow-roll parameter η which is more conventionally used is given by η = M2Pl
V ′′
V
.
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about this solution. There are two kinds of perturbations which can arise, scalar and tensor
perturbations. The scalar perturbations have spin zero and the tensor perturbations have
spin 2.
The tensor perturbations are easy to understand — they are gravity waves in the in-
flationary background. The scalar perturbations essentially arise due to the presence of the
inflaton field. Depending on the gauge chosen they can be thought of as perturbations in the
inflaton, or in the spatial curvature or in a combination of both of these modes.
2.1.1 Gauge 1
For example, we can choose a gauge where the perturbations in the inflaton vanish,
δφ = 0. (2.15)
Starting with the form of the metric used in the ADM formalism
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt), (2.16)
the additional coordinate reparameterization can be fixed by choosing a gauge where
hij = a
2[(1 + 2ζ)δij + γij ], (2.17)
where γij is transverse and traceless,
∂iγij = γii = 0, (2.18)
as discussed in [11]. The tensor perturbations are given by γij. And the scalar perturbations
are given by ζ and correspond to fluctuations in the spatial curvature along the spatial
directions.
2.1.2 Gauge 2
Alternatively, for the scalar perturbations, we can choose to set ζ instead of δφ to vanish.
The perturbations are now given by fluctuations in the inflaton, δφ. This second gauge is
obtained by starting with the coordinates in which the perturbations take the form given in
the previous paragraph, ζ, γij and carrying out a time reparameterization
t→ t+ ζ
H
. (2.19)
It is easy to see that this sets ζ to vanish. The tensor perturbation γij is unchanged by this
coordinate transformation. If the background value of the inflaton in the inflationary solution
is
φ = φ¯(t), (2.20)
the resulting value for the perturbation δφ this gives rise to is
δφ = −
˙¯φζ
H
. (2.21)
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When the two derivative approximation is good we can using (2.10) express this relation as
δφ = −
√
2ǫζ. (2.22)
We will find it useful to consider both gauges in our discussion below. As we will discuss
further in subsection 2.3 for our purposes it will be most convenient to first work in gauge
2, where the scalar perturbation is given by δφ and then transform to gauge 1, where the
perturbation is given by ζ, around the time when the mode crosses the horizon. This might
seem conceptually confusing at first but has the advantage of allowing us to incorporate both
the leading effects of the slow-roll parameters in a straightforward manner and of eventually
going over to the description in terms of ζ which is the variable that it is defined for all time
and also becomes constant once the mode exits the horizon.
Let us also make one more comment here. The relation (2.21) has corrections involving
higher powers of the perturbation, δφ. For the scalar three-point function in conventional
slow-roll models, as studied in [11], the first corrections to (2.21) need to be kept since the
leading answer is suppressed by an additional power of
√
ǫ. But these corrections can be
ignored for the correlator (1.1).
2.2 The Wave Function
The time dependence during the inflationary epoch gives rise to scalar and tensor pertur-
bations. Our main interest in this paper is to ask about the constraints that approximate
conformal invariance imposes on the correlation functions of these perturbations. In particu-
lar we will be interested in these correlation functions at late enough times when the modes
have crossed the horizon, and their wavelength, λ, has become much bigger than the Hubble
scale, λ≫ H−1.
At such late times the correlations functions acquire a time independent limiting form.
The physical reason for this is well understood. Once the wavelength of a mode gets much
longer than the Hubble scale the evolution of the mode gets dominated by Hubble friction
and as a result it comes to rest.
In our discussion it will be useful to think in terms of a wavefunction which describes
the state of the system at late times. The wavefunction tells us the amplitude to observe a
particular perturbation and clearly encodes all information about the correlation functions.
Since the correlation functions become time independent at late times the wave function also
becomes time independent in this limit.6
The wave function will be a convenient description for our analysis since we are inter-
ested in the constraints imposed by symmetries and these can be conveniently translated to
invariances of the wavefunction as we will see shortly. In turn this will allow us to map the
constraints imposed by symmetries to an analysis of constraints imposed on correlators in a 3
dimensional Euclidean conformal field theory. More generally, thinking in terms of the wave
function also allows us to exploit the analogy with calculations in AdS space for our purpose.
6More accurately, this happens after suitable infra-red divergences are subtracted. Physical answers do not
depend on the choice of subtraction procedure.
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The perturbations produced during inflation are known to be Gaussian with small cor-
rections. This allows the late time wave function to be written as a power series expansion
of the form
ψ[χ(x)] = exp
(−1
2
∫
d3xd3yχ(x)χ(y)〈Oˆ(x)Oˆ(y)〉
+
1
6
∫
d3xd3yd3z χ(x)χ(y)χ(z)〈Oˆ(x)Oˆ(y)Oˆ(z)〉+ · · · ). (2.23)
Here χ stands for a generic perturbation which could be a scalar or tensor perturbation.
The ellipses stand for higher order terms involving more powers of φ. The coefficients
〈Oˆ(x)Oˆ(y)〉, 〈Oˆ(x)Oˆ(y)Oˆ(z)〉 etc. are for now just functions which determine the correlators.
The expression above is schematic. In the case at hand there are two kinds of perturba-
tions, scalar and tensor. Working in the gauge described in subsection 2.1.2 these are δφ, γij .
With a suitable choice of normalization the wave function will then take the form
ψ[δφ, γij ] = exp
[M2pl
H2
(−1
2
∫
d3xd3yδφ(x)δφ(y)〈O(x)O(y)〉
− 1
2
∫
d3xd3yγij(x)γkl(y)〈T ij(x)T kl(y)〉
− 1
4
∫
d3xd3yd3zδφ(x)δφ(y)γij(z)〈O(x)O(y)T ij(z)〉+ · · ·
)]
.
(2.24)
The ellipses stand for additional terms of various kinds involving three powers of the
perturbations with appropriate coefficient functions and then higher order terms.
Note, in our notation every additional power of the scalar perturbation is accompanied
by an additional factor of O(x) in the coefficient functions and every additional power of
the tensor perturbation is accompanied by an additional factor of Tij(x). We will soon see
that the coefficient functions transform under the symmetries in the same way as correlation
functions involving a scalar operator and the stress energy tensor in a 3 dimensional Euclidean
conformal field theory.
In this paper our interest will be on the last term in the RHS of (2.24). Together with
the two point functions, this term determines the three point correlator of interest to us.
2.3 Symmetries and Their Consequences
We have seen that the wave function at late times is a functional of the late time values of
the perturbations. Schematically we can write
ψ[χ(x)] =
∫ χ(x)
DχeiS , (2.25)
where χ again stands for the value a generic perturbation takes at late time and the action
for any configuration is denoted by S. We would now like to derive constraints imposed by
symmetries on this wavefunction.
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Before doing so it is worth considering the boundary conditions in the path integral in
more detail. We will consider inflation with the standard Bunch-Davies boundary conditions
in the far past, when the modes of interest had a wavelength much shorter than the Hubble
scale. At these early times the short wavelengths of the modes makes them insensitive to the
geometry of de Sitter space and they essentially propagate as if in Minkowski spacetime. The
Bunch Davies vacuum corresponds to taking the modes to be in the Minkowski vacuum at
early enough time.
An elegant way to impose this boundary condition in the path integral above, as discussed
in [11], is as follows. Consider de Sitter space in conformal coordinates,
ds2 =
1
η2
(−dη2 + (dxi)2), (2.26)
with the far past being η → −∞, and late time being η → 0. Continue η so that it acquires
a small imaginary part η → η(1 − iǫ), ǫ > 0. Then the Bunch Davies boundary condition is
correctly imposed if the path integral is done over configurations which vanish at early times
when η → −∞(1− iǫ). Note that in general the resulting path integral is over complex field
configurations.
As an example, consider a free field φ satisfying the equation
∇2φ = 0. (2.27)
A mode with momentum k is of the form, φ = fk(η)e
ik·x, where
fk = c1(1− ikη)eikη + c2(1 + ikη)e−ikη , (2.28)
and k ≡ |~k|. Requiring that the solution vanish when η → −∞(1 − iǫ), sets c2 = 0 and
requiring fk equals the boundary value, fk = f
0
k
at the late time η = ηc, gives
fk = f
0
k
(1− ikη)eikη
(1− ikηc)eikηc . (2.29)
Since fk 6= f∗−k the resulting field configuration is complex.
We are now ready to return to our discussion of the constraints imposed by symmetries
on the wave function. What is important for this purpose, as far as the boundary conditions
in the far past are concerned, is that the field configurations we sum over in the path integral
vanish in the far past.
Consider in fact a general situation where we have a wave function of the form (2.25) for
a general set of fields χ, with some boundary condition in the far past. Now if the system
has a symmetry which keeps the action and the measure invariant and which also preserves
the boundary conditions in the far past and if under the symmetry the boundary value of the
field χ transforms as follows
χ(x)→ χ′(x), (2.30)
– 10 –
then it follows from the definition of the wave function (2.25) that ψ[χ] satisfies the condition
ψ[χ(x)] = ψ[χ′(x)], (2.31)
and is invariant under the symmetry.
For the case at hand where we work with de Sitter space, the symmetry group is the
conformal group SO(1, 4) of isometries discussed above. Being isometries, the action and
measure are invariant under it on account of reparameterization invariance. The boundary
condition in the far past corresponding to the Bunch Davies vacuum is that the fields vanish.
This is indeed preserved by the conformal transformations since the field transform homoge-
neously under these symmetries. For tensor perturbations this is all we need to use the general
argument above. It follows that the wave function must be invariant under a change of the
boundary values of the tensor perturbations which arise due to conformal transformations.
As we will see shortly this implies that the coefficient functions, which we have suggestively
denoted as 〈TijTkl〉 etc., behave exactly like the correlations functions of the stress energy
tensor of a three dimensional conformal field theory under conformal transformations. It is
true, as we discussed above, that conformal invariance is broken slightly during inflation but
this leads to only subleading corrections in the tensor mode correlations.
For the scalar mode the situation is a little more complicated. In pure de Sitter space,
without the inflaton, the scalar perturbation in the metric ζ, (2.16), is pure gauge. In the
presence of the inflaton there is a genuine scalar perturbation. However as (2.21), (2.22)
which relates the perturbations in the two gauges discussed in section 2.1 shows, the slow roll
parameter ǫ which is non-zero due to the breaking of conformal invariance is then involved
in the definition of the scalar perturbation itself. This can make it confusing to apply the
consequences of the small breaking of conformal invariance to the scalar sector.
The simplest way to proceed is to work in the second gauge discussed in subsection 2.1.2,
where ζ = 0. The scalar perturbation is then just the fluctuation in the scalar field. To leading
order in the slow-roll parameters these fluctuations can be calculated in de Sitter space and
the time evolution of the inflaton can be neglected for this process. As a result the full set
of perturbations, scalar and tensor, with Bunch-Davies boundary conditions, then meet the
conditions of the general argument given above and we learn that the wave function must be
invariant under conformal transformations of the boundary values of these perturbations.
Once the results are obtained in this gauge one can always transform to other gauges,
in particular the first gauge considered in subsection 2.1.1 where ζ is non-vanishing. In fact
this is very convenient to do for purposes of following the evolution of the scalar mode after
the end of inflation. Since ζ is related to δφ by (2.21) the resulting correlation functions will
depend on the breaking of conformal invariance even to leading order but this dependence
arises solely due to the relation (2.21) and is easily obtained.
Before proceeding let us note that the discussion above has a direct parallel with what
happens in a conformal field theory which is deformed by adding a perturbation
δS =
∫
gO, (2.32)
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which breaks conformal symmetry slightly. Due to this breaking the trace of the stress tensor
T ii does not vanish anymore and instead satisfies the relation
T ii = β(g)O, (2.33)
where β(g) is the beta function for the coupling in (2.32). To leading order in the breaking
correlation functions for T ii can be obtained by first calculating those of O in the CFT (without
any breaking) and then transforming these to correlation functions for T ii using (2.33).
2.4 Constraints on Coefficient Functions
Let us now work out the constraints imposed by conformal symmetries on the coefficient
functions which arise in the expansion of the wave function (2.23) in more detail. It is
easy to see that the constraints of translational invariance make the coefficient functions
also translationally invariant. Under rotations in the xi directions the wave function will be
invariant if O(x) transforms like a scalar and Tij like a two-index tensor within coefficient
functions.
Next we come to the scale transformation and special conformal transformations. Under
the scale transformation (2.12) the scalar perturbation transforms by
δφ(x, t)→ δφ′(x, t) = δφ(x
λ
, t+
1
H
log(λ)). (2.34)
At late times δφ becomes independent of t, as a result this equation becomes
δφ(x)→ δφ′(x) = δφ(x
λ
). (2.35)
In particular this is true for the boundary value of δφ as well.
As a result, suppressing the dependence on tensor modes for the moment, we learn that
the wavefunction must satisfy the conditions
ψ[δφ(x)] = ψ[δφ′(x)] = ψ[δφ(
x
λ
)]. (2.36)
As mentioned above every additional factor of δφ(x) in the expansion of the wave function
involves an additional factor of O(x) in the corresponding coefficient function and also an
integral over the spatial position of δφ(x). Thus schematically speaking the wave function
will satisfy the condition (2.36) if∫
d3xδφ′(x)O(x) =
∫
d3xδφ(x)O(x), (2.37)
where more correctly we mean the coefficient functions involving O(x), rather that O(x)
itself. This leads to the condition∫
d3xλ3δφ(x)O(λx) =
∫
d3xδφ(x)O(x). (2.38)
– 12 –
(In deriving this relation we first change variables in the middle expression of (2.37) to y = x
λ
and then change y to x since it is a dummy variable of integration.) Since (2.38) is true
for an arbitrary function δφ(x) we learn that coefficient functions are invariant under the
replacement
O(x)→ λ3O(λx). (2.39)
Or in infinitesimal form if λ = 1 + ǫ,
O(x)→ O(x) + ǫδO(x), (2.40)
with
δO(x) = 3O(x) + xi∂iO(x). (2.41)
This is exactly the condition that would arise due to scale invariance if the coefficient
functions were the correlation functions in a conformal field theory with O(x) being an op-
erator of dimension 3. Note that in 3 dimensions this makes O(x) marginal.
A similar argument for the tensor perturbation shows that under the scaling transforma-
tion, (2.12), the boundary value of the tensor perturbation transforms like7
γij(x)→ γ′ij(x) = γij(
x
λ
). (2.42)
This is entirely analogous to (2.35) and a similar argument leads to the conclusion that Tij
must behave like an operator of dimension 3 under scaling transformations for the wave
function to be invariant under it.
Finally we consider special conformal transformations. At late times when e−Ht → 0 we
see from (2.13) that the xi coordinates transform as
xi → xi + δxi, (2.43)
δxi = x2bi − 2xi(x · b). (2.44)
Henceforth we will use notation where (a · b) ≡ aibi and also raise and lower indices along
the spatial directions using the flat metric δij .
The boundary value of the scalar field perturbation transforms under this as
δφ(x)→ δφ′(x) = δφ(xi − δxi). (2.45)
Arguing as in the case of the scale transformation above we then learn that for the wave
function to be invariant coefficient functions must be invariant when
O(x) → O(x) + δO(x), (2.46)
δO(x) = −6(x · b)O(x) +DO(x), (2.47)
D = x2(b · ∂)− 2(b · x)(x · ∂). (2.48)
7The reader might find this puzzling at first since the metric should transform as a tensor under the
coordinate transformation (2.12). In fact the metric hij , (2.16), does transform like a tensor and goes to
hij(x) →
1
λ2
hij(
x
λ
). However γij is related to hij after multiplying by an additional factor of a
2, (2.17). Since
t shifts, (2.12), the a2 factor also changes resulting in the transformation rule (2.42).
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This is exactly the transformation of an operator of dimension 3 under special conformal
transformations. Similarly from the transformation of the tensor mode we learn that the
coefficient functions must be invariant when
Tij(x) → Tij + δTij , (2.49)
δTij = −6(x · b)Tij + 2Mˆki Tkj + 2Mˆkj Tik −DTij , (2.50)
Mˆki ≡ 2(xkbi − xibk). (2.51)
These agree with the transformation rules for the stress energy tensor of a 3d CFT and also
agree with eq.(4.9) in [13].
The stress energy tensor of a CFT also satisfies one additional condition — it is conserved.
This gives rise to Ward identities that must be satisfied by correlations functions in the CFT
involving the stress energy tensor. The same conditions also arise for the coefficient functions
at hand here. The wave function must be reparameterization invariant with respect to general
coordinate transformations,
xi → xi + vi, (2.52)
under which the metric and scalar perturbations transform as
γij → γij −∇ivj −∇jvi, (2.53)
δφ → δφ− vk∂kδφ. (2.54)
Invariance of the wave function ψ[γij , δφ] then leads to the condition∫
d3xvj∂xi〈Tij(x)Oˆ(y1)Oˆ(y2) · · · Oˆ(yn)〉 = −
∑
i
〈Oˆ(y1) · · · δOˆ(yi) · · · Oˆ(yn)〉, (2.55)
where Oˆ is a schematic notation standing for both Tij, O, and δOˆ(yi) is the change in operator
Oˆ(yi) at the point yi. In particular when Oˆ = O is a scalar we get for the three point function
∂xi〈Tij(x)O(y1)O(y2)〉 =[∂xjδ3(x− y1)]〈O(y1)O(y2)〉
+ [∂xjδ
3(x− y2)]〈O(y1)O(y2)〉.
(2.56)
To summarize, the coefficient functions which arise in the wave function (2.23) satisfy all
the symmetry properties of correlations functions involving a scalar operator of dimension 3
and the stress energy tensor in a conformal field theory. Namely, they are invariant under
the conformal symmetry group SO(1, 4) and satisfy the Ward identities due to conservation
of the stress energy tensor.
Let us end this section by noting that readers familiar with the AdS/CFT correspondence
will hardly find the connection discussed above between the coefficient functions and the
correlation functions of a CFT surprising. For the wave function in the inflationary context
(2.25) is the analogue of the bulk partition function in the AdS/CFT correspondence which
in turn equals the CFT partition function in the presence of sources.
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3 Constraints of Conformal Invariance on the Correlation Function
In this section we will discuss how the correlation function (1.1) is constrained by the sym-
metries. This correlation function is obtained from the coefficient function, 〈OOTij〉, of the
wave function in (2.23). We have argued in the previous section that as far as symmetries
are concerned the coefficient functions behave in exactly the same manner as corresponding
correlation functions of a CFT. In our discussion below we will find it convenient to adopt the
language of CFT. We remind the reader that this is only a kind of short-hand for analyzing
the consequences of symmetries. In particular, we will not be assuming any kind of deeper
dS/CFT type relation in our analysis.
We will work in momentum space below. We derive our constraints in two ways. The
first is to directly act with the generators of conformal transformations on the momentum
space correlator. The other is to translate the correlator into the spinor-helicity formalism,
and then use the conformal generators in terms of those variables. Of course, we obtain
the same differential equations with both approach. The spinor-helicity formalism has the
disadvantage of being a little more technical but leads to the result a little more directly. The
reader who is unfamiliar with the spinor-helicity formalism can skip §3.2 and §3.3 on a first
reading and proceed from §3.1 directly to §4.
Notation:
Before proceeding let us list our conventions. We denote the three momentum by k
below. Its magnitude will be denoted simply by k ≡ |k|. Components will be denoted by
ki, i = 1, ..., 3 and indices will be raised and lowered by the flat space metric δij .
3.1 Direct Momentum Space Analysis
In our conventions the momentum space scalar operator is given by
O(k) ≡
∫
d3xO(x)e−ik·x, (3.1)
and similarly for Tij(k).
Translational and rotational invariance allows us to express the correlators in the form
〈O(k1)O(k2)Tij(k3)〉 = [k1ik1jf1(k1, k2, k3) + k2ik2jf1(k2, k1, k3)
+ (k1ik2j + k2ik1j)f2(k1, k2, k3)
+ δijf3(k1, k2, k3)](2π)
3δ3(
∑
i
ki).
(3.2)
The overall delta function arises due to translational invariance. In the discussion below we
will use Mij(k1,k2,k3) to denote the correlation function without the overall delta function
factor,
〈O(k1)O(k2)Tij(k3)〉 =Mij(k1,k2,k3)(2π)3δ(
∑
i
ki). (3.3)
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The three functions f1, f2, f3 in (3.2) at first sight could have also depended on inner
products k1 ·k2 etc. However using momentum conservation these can be expressed in terms
of the three scalars ki. For example
k1 · k2 = 1
2
(k23 − k21 − k22). (3.4)
The correlator is symmetric under the exchange of k1 ↔ k2. As a result f2, f3 are symmetric
under the exchange of their first two arguments. Since the operators O and Tij are dimension
3 in position space and thus dimension 0 in momentum space, scale invariance tells us that
the fi’s are dimension 1.
Next we come to the non-trivial constraints due to special conformal transformations.
The transformation in position space of the operators O and Tij under an infinitesimal special
conformal transformation with parameter bi is given in (2.47) and (2.50) respectively. In
momentum space these take the form,
δO(k) = −D˜O(k), (3.5)
δTij(k) = 2M˜
l
iTlj + 2M˜
l
jTil − D˜Tij , (3.6)
M˜ li ≡ bl∂ki − bi∂kl , (3.7)
D˜ ≡ (b · k)∂ki∂ki − 2kj∂kj (b · ∂k). (3.8)
These expressions agree with eq.(4.12) in [13] and in fact we have chosen essentially the same
conventions to try and ensure readability.
The condition for invariance of the correlator is
〈δO(k1)O(k2)Tij(k3)〉+ 〈O(k1)δO(k2)Tij(k3)〉+ 〈O(k1)O(k2)δTij(k3)〉 = 0. (3.9)
As was argued in [13] all terms involving derivatives that act on the overall momentum
conserving delta function sum to zero so we will henceforth neglect the effect of the derivative
operators acting on the delta function.
Defining the operator
Θ(k) ≡ −2
k
∂
∂k
+
∂2
∂k2
, (3.10)
where k ≡ |k| one can then show after some algebra that
〈δO(k1)O(k2)Tij(k3)〉 = −2(b · k1)δijf1 + 2(bik1j + bjk1i)(1 + k1∂k1)f1
+ 2(bik2j + bjk2i)k1∂k1f2 + (b · k1)Θ(k1)[f1k1ik1j + fT1 k2ik2j + f2(k1ik2j + k2ik1j) + f3δij ].
(3.11)
Here we have omitted the overall delta function. We have also introduced the notation
fT1 (k1, k2, k3) ≡ f1(k2, k1, k3). (3.12)
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At this stage it is useful to contract the LHS of (3.11) with the symmetric (real) polar-
ization tensor esij which is traceless and transverse to k3,
es,ii = e
s
ijk
i
3 = 0. (3.13)
The s here indicates that there are two possible choices for this tensor. This gives
〈δO(k1)O(k2)Tij(k3)〉es,ij = 4bik1jes,ij[(1 + k1∂k1)f1 − k1∂k1f2]
+(b · k1)Θ(k1)(2f2 − f1 − fT1 )k1ik2jes,ij, (3.14)
where we have used the condition
es,ijk1i = −es,ijk2i = 0. (3.15)
Similarly we get
〈O(k1)δO(k2)Tij(k3)〉es,ij =− 4bik1jes,ij[(1 + k2∂k2)fT1 − k2∂k2f2]
+ (b · k2)Θ(k2)(2f2 − f1 − fT1 )k1ik2jes,ij.
(3.16)
And also
〈O(k1)O(k2)δTij(k3)〉es,ij =− 4
k3
bik1je
s,ij[(k3 · k1)∂k3(f1 − f2)− (k3 · k2)∂k3(fT1 − f2)]
+ b · k3Θ(k3)(2f2 − f1 − fT1 ).
(3.17)
Adding (3.14), (3.16) and (3.17) and setting the total change to vanish finally gives the
equation
4bik1je
s,ij
[
(1 + k1∂k1)f1 − (1 + k2∂k2)fT1 + (k2∂k2 − k1∂k1)f2
− (k3 · k1)
k3
∂k3(f1 − f2) +
(k3 · k2)
k3
∂k3(f
T
1 − f2)
]
+k1ik2je
s,ij
[
(b · k1)Θ(k1) + (b · k2)Θ(k2) + (b · k3)Θ(k3)
]
(2f2 − f1 − fT1 ) = 0.
(3.18)
This is the main equation we will use to derive the constraints imposed by the special con-
formal transformations.
There are three linearly independent values that b can take in (3.18). Choosing b ∝ k3
gives
[k3 · k1Θ(k1) + (k3 · k2)Θ(k2) + k23Θ(k3)]S(k1, k2, k3) = 0, (3.19)
where
S(k1, k2, k3) =
1
2
[f1(k1, k2, k3) + f1(k2, k1, k3)− 2f2(k1, k2, k3)]. (3.20)
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Choosing b ∝ k1⊥ = k1 − k3 (k1·k3)k2
3
gives
4[
−k2 · k3
k23
k1∂k1S +
k1 · k3
k23
k2∂k2S −
(k21 − k22)
k23
S +
3
2
(k31 − k32)
k23
]
−(k21 −
(k3 · k1)2
k23
)(Θ(k1)−Θ(k2))S = 0, (3.21)
as shown in Appendix B. The term inhomogeneous in S above arises due to the use of the
Ward identity for conservation of the stress tensor. We take the two-point function of the
scalar O(k) to be normalized so that
〈O(k1)O(k2)〉 = (2π)3δ(k1 + k2)|k1|3. (3.22)
The Ward identity for conservation of the stress tensor, (2.56) then takes the form
Mijk
j
3 = −k31kj1 − k32kj2, (3.23)
where Mij is defined in (3.3).
Finally we can choose b to be orthogonal to all the ki’s so that b · ki = 0. For a suitable
choice of polarization bik1je
s,ij will not vanish and as discussed in Appendix B (3.18) then
becomes
− (k2 · k3)k1∂k1S + (k1 · k3)k2∂k2S − (k21 − k22)S +
3
2
(k31 − k32) = 0. (3.24)
Subtracting (3.21) and (3.24) then gives
(Θ(k1)−Θ(k2))S = 0. (3.25)
Substituting this in (3.19) then gives
(Θ(k1)−Θ(k3))S = 0. (3.26)
Equations (3.24), (3.25) and (3.26) can be taken to be the three final equations which arise
because of special conformal invariance.
Before proceeding let us note here that from (3.2), (3.15) and (3.20) we get that
〈O(k1)O(k2)Tij(k3)〉es,ij = −2(2π)3δ(
∑
i
ki)e
s,ijk1ik2jS, (3.27)
where esij is a traceless polarization tensor transverse to k3.
3.2 Analysis using the Spinor Helicity Formalism
We now rederive these differential equations in a second way, using the spinor helicity for-
malism of [13] and [17]. Our notation is described in detail in Appendix C.
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Although the correlator in (3.3) appears to have several independent components, the
use of the Ward identities for the conservation of the stress-tensor and its tracelessness, leave
us with only two components. We can extract both of these by considering the quantities:
M+(k1,k2,k3)(2π)
3δ(k1 + k2 + k3) =
1
k1k2k3
e+ij〈O(k1)O(k2)T ij(k3)〉,
M−((k1,k2,k3)(2π)
3δ(k1 + k2 + k3) =
1
k1k2k3
e−ij〈O(k1)O(k2)T ij(k3)〉,
(3.28)
where e+ and e− are symmetric traceless tensors that are transverse to k3. We caution
the reader that these are linear combinations of the real polarization tensors es that have
appeared previously and whenever we use these “circularly polarized” tensors, we put a ±
rather than a s in the superscript. We give explicit expressions for these tensors in Appendix
C. The pre-factor of 1
k1k2k3
is included for convenience.
The momentum space correlators manifestly have an SO(3) symmetry and just this allows
us to write
M−(k1,k2,k3) = R˜(k1, k2, k3)
〈λ3, λ1〉2 〈λ3, λ2〉2
〈λ1, λ2〉2
. (3.29)
We can write a similar expression forM+, but this leads to the same constraints, and our anal-
ysis can be performed entirely with the expression above. We now need to derive constraints
on the function R˜, which depends just on the norms of the momenta.
The constraints of special conformal invariance, in the spinor helicity formalism (see the
Appendix for a derivation) can be written as
biσ
i
αα˙
∑ ∂
∂λnα
∂
∂λ¯nα˙
M− =
(
(b · k1)
k21
+
(b · k2)
k22
)
M− +W, (3.30)
where W is the Ward identity term
W =
3bke−kjk3i
k33
〈O(k1)O(k2)T ij(k3)〉+ (i↔ j). (3.31)
Now, notice that
biσ
i
αα˙
∂
∂λ1α
∂
∂λ¯1α˙
M− =biσ
i
αα˙
〈λ3, λ1〉2 〈λ3, λ2〉2
〈λ1, λ2〉2
∂
∂λ1α
∂
∂λ¯1α˙
R˜
+ biσ
i
αα˙
(
∂
∂λ¯1α˙
R˜
)
∂
∂λ1α
〈λ3, λ1〉2 〈λ3, λ2〉2
〈λ1, λ2〉2
.
(3.32)
We see that
∂
∂λ1α
〈λ3, λ1〉2 〈λ3, λ2〉2
〈λ1, λ2〉2
= 〈λ3, λ2〉2
(
2 〈λ1, λ3〉λα3
〈λ1, λ2〉2
− 2〈λ1, λ3〉
2 λα2
〈λ1, λ2〉3
)
=
2 〈λ3, λ2〉3 〈λ1, λ3〉
〈λ1, λ2〉3
λα1 ,
(3.33)
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where we have used the Schouten identity in the last step. Also,
∂R˜
∂λ¯1α˙
=
∂R˜
∂k1
∂k1
∂λ¯1α˙
=
1
2
σ¯α˙β0 λ1β
∂R˜
∂k1
. (3.34)
This tells us that
biσ
i
αα˙
(
∂
∂λ¯1α˙
R˜
)
∂
∂λ1α
〈λ3, λ1〉2 〈λ3, λ2〉2
〈λ1, λ2〉2
= 2
〈λ3, λ2〉3 〈λ1, λ3〉
〈λ1, λ2〉3
k1(b · ǫ1) ∂R˜
∂k1
, (3.35)
where ǫ1 is the transverse and null “polarization vector” defined by (C.11).
Putting this algebra together, we see that
biσ
i
αα˙
∂
∂λ1α
∂
∂λ¯1α˙
M− =
(b · k1)
2
〈λ3, λ1〉2 〈λ3, λ2〉2
〈λ1, λ2〉2
∂2
∂k21
R˜+ 2
〈λ3, λ2〉3 〈λ1, λ3〉
〈λ1, λ2〉3
k1(b · ǫ1) ∂R˜
∂k1
.
(3.36)
By interchanging 1↔ 2, we see that
biσ
i
αα˙
∂
∂λ2α
∂
∂λ¯2α˙
M− =
(b · k2)
2
〈λ3, λ2〉2 〈λ3, λ1〉2
〈λ2, λ1〉2
∂2
∂k22
R˜+ 2
〈λ3, λ1〉3 〈λ2, λ3〉
〈λ2, λ1〉3
k2(b · ǫ2) ∂R˜
∂k2
.
(3.37)
Turning to the third particle, we note that
∂
∂λ3α
〈λ3, λ1〉2 〈λ3, λ2〉2
〈λ1, λ2〉2
= 2
〈λ3, λ1〉 〈λ3, λ2〉
〈λ1, λ2〉
(
λα1
〈λ3, λ2〉
〈λ1, λ2〉 + λ
α
2
〈λ3, λ1〉
〈λ1, λ2〉
)
≡ 2〈λ3, λ1〉 〈λ3, λ2〉〈λ1, λ2〉 λ
α
4 ,
(3.38)
where we have defined a new spinor λ4 in the last step for convenience. This leads to
biσ
i
αα˙
∂
∂λ3α
∂
∂λ¯3α˙
M− =
(b · k3)
2
〈λ3, λ2〉2 〈λ3, λ1〉2
〈λ2, λ1〉2
∂2
∂k23
R˜+ 2
〈λ3, λ1〉 〈λ3, λ2〉
〈λ1, λ2〉 (bαα˙λˆ
α˙
3λ
α
4 )
∂R˜
∂k3
,
(3.39)
where recall that bαα˙ = biσ
i
αα˙, where the sum on i runs only over 0, 1, 2.
3.2.1 Equations for Conformal Invariance
The choice of b allows us to project this in various directions. It is most convenient to take
b = ǫn, with n = 1, 2, 3 in turn.
b ∝ ǫ3: Let us start with bαα˙ = 2λ3αλˆ3α˙ = 2k3ǫ3. The advantage of this particular case
is that the Ward identity term does not contribute for this choice of b and moreover, (3.39)
drops out since ǫ3 · k3 = ǫ3 · ǫ4 = 0. With this choice of b, we see that
k1b · ǫ1 = 〈λ3, λ1〉2 , k2b · ǫ2 = 〈λ3, λ2〉2 ,
b · k1 = 〈λ3, λ1〉
[
λ3, λ¯1
]
=
〈λ3, λ1〉 〈λ3, λ2〉
〈λ2, λ1〉 (k1 + k2 − k3) ,
b · k2 = 〈λ3, λ1〉 〈λ3, λ2〉〈λ1, λ2〉 (k1 + k2 − k3) .
(3.40)
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Adding (3.36) and (3.37) and substituting (3.40), we see that R˜ must satisfy the equation:
1
2
(
∂2R˜
∂k21
− ∂
2R˜
∂k22
)
− 2
k1 + k2 − k3
(
∂R˜
∂k1
− ∂R˜
∂k2
)
= R˜
(
1
k21
− 1
k22
)
(3.41)
b ∝ ǫ1: Now, let us choose bαα˙ = 2λ1αλˆ1α˙ = 2k1ǫ1. We need the Ward identity term. In
position space, this is given by (2.56) and its Fourier transform is given by (3.23). Using this,
and keeping track of the factor of 12 in (C.7), we see that (3.31) evaluates to:
W = 3
〈λ1, λ3〉2
k53k1k2
〈λ3, λ1〉
[
λ3, λ¯1
] (
k31 − k32
)
= 3
〈λ3, λ1〉3 〈λ3, λ2〉
k53k1k2 〈λ2, λ1〉
(k1 + k2 − k3)
(
k31 − k32
)
.
(3.42)
Next we see that
b · k2 = 〈λ1, λ2〉 〈λ1, λ3〉〈λ3, λ2〉 (k3 + k2 − k1) = −b · k3
bαα˙λ
α
4 λˆ
α˙
3 = −〈λ1, λ3〉2 , k2b · ǫ2 = 〈λ1, λ2〉2 .
(3.43)
This leads to the following equation for R˜:
1
2
(
∂2R˜
∂k22
− ∂
2R˜
∂k23
)
+
2
k2 + k3 − k1
(
∂R˜
∂k2
− ∂R˜
∂k3
)
=
R˜
k22
+ 3
k1 + k2 − k3
k2 + k3 − k1
(
k31 − k32
)
k53k1k2
.
(3.44)
b ∝ ǫ2: We do not need to explicitly compute the term with b ∝ ǫ2 after this, since that
equation should be obtainable just by interchanging particles 1 and 2. So, we can immediately
see that we must have the equation:
1
2
(
∂2R˜
∂k21
− ∂
2R˜
∂k23
)
+
2
k1 + k3 − k2
(
∂R˜
∂k1
− ∂R˜
∂k3
)
=
R˜
k21
+ 3
k2 + k1 − k3
k1 + k3 − k2
(
k32 − k31
)
k53k2k1
.
(3.45)
It is more convenient to derive another homogeneous equation by combining (3.45) and
(3.44). From these two, we get:
(k2 + k3 − k1)∂
2R˜
∂k22
+ (k1 + k3 − k2)∂
2R˜
∂k21
− 2k3 ∂
2R˜
∂k23
+ 2
(
∂R˜
∂k2
+
∂R˜
∂k1
− 2 ∂R˜
∂k3
)
= R˜
(
k1 + k3 − k2
k21
+
k2 + k3 − k1
k22
)
.
(3.46)
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3.3 Comparison with direct momentum space computations
It is now useful to translate our notation back to that of the previous subsection and write
down our final equations. Contracting (3.2) with the polarization tensor and using spinor
identities to rewrite the answer in the form (3.29) leads to a relation between R˜ and S
R˜ = −(k1 + k2 − k3)
2
k1k2k
3
3
S
2
. (3.47)
(See Appendix C.5 for a derivation). From here, (3.41) tells us that S must satisfy the
equation:
(Θ(k1)−Θ(k2))S = 0. (3.48)
This is precisely what we would get by substituting b = ǫ3 in (3.18).
We can also write (3.46) in terms of S rather than R˜. When we do this, we find that S
must satisfy the equation:
8k1k2
[
S − k1 ∂S
∂k1
− k2 ∂S
∂k2
− k3 ∂S
∂k3
]
+ 2k1k2k3(k1 + k2 − k3)Θ(k3)S
+ k1k2
(
(k1 − k3)2 − k22
)
Θ(k2)S + k1k2
(−k21 + (k2 − k3)2)Θ(k1)S = 0.
(3.49)
If we now use the fact that S has dimension 1 and also the equation (3.48), we find the
remarkably simple equation:
(Θ(k1)−Θ(k3))S = 0. (3.50)
So (3.50) and (3.48) are our final homogeneous equations, which can also be obtained
directly in momentum space. These are separate from the inhomogeneous equation (3.44).
The inhomogeneous equation can also be shown to be equivalent to (3.21). By substituting
(3.47) into (3.44), we find that
2k1k3
(
3k1
2 − 3k22 + 2k2k3 + k32
) ∂S
∂k3
+ 2k3
2
(
3k1
2 + (k2 − k3)2
) ∂S
∂k1
+ k23k1(k1 + k2 − k3)(k1 − k2 + k3)
(
−∂
2S
∂k23
+
∂2S
∂k21
)
− 4k1
(
3k1
2 − 3k22 + k32
)
S
+ 12
(
k1
4 − k1k23
)
= 0.
(3.51)
Now, if we write ∂
2S
∂k2
3
= Θ(k3)S +
2
k3
∂S
∂k3
, use the fact that [Θ(k3)−Θ(k1)]S = 0, and collect
the terms proportional to the different partial derivatives of S, we find that this reduces to:
k3
(
k1
2 − k22 + k32
) ∂S
∂k3
+ 2k3
2k1
∂S
∂k1
− (3k12 − 3k22 + k32)S + 3 (k13 − k23) = 0. (3.52)
Now, if we use the fact that ∑
m
km
∂S
∂km
= S, (3.53)
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to substitute for k3
∂S
∂k3
in the equation above, and also use (3.4) we find that
− (k1 · k3)k2 ∂
∂k2
S + (k2 · k3)k1 ∂
∂k1
S − (k12 − k22)S + 3
2
(
k1
3 − k23
)
= 0. (3.54)
This is exactly the same as (3.21), if we use (3.48).
This concludes our demonstration that the differential equations obtained in spinor he-
licity variables are the same as those obtained directly in momentum space.
4 Solving the Conformal Constraints
The three point correlator involving two scalar and one tensor perturbations was calculated
for a model of inflation in [11]. The answer is given in equations (4.10) and (4.11) of [11] in
terms of the function
I = −(k1 + k2 + k3) +
∑
i>j kikj
(k1 + k2 + k3)
+
k1k2k3
(k1 + k2 + k3)2
. (4.1)
From this result we can read off the functional form for the corresponding 〈OOTij〉 coefficient.
This gives
S = −I = −[−(k1 + k2 + k3) +
∑
i>j kikj
(k1 + k2 + k3)
+
k1k2k3
(k1 + k2 + k3)2
]. (4.2)
It is easy to check that this function solves the three equations (3.21), (3.25), (3.26) above.
4.1 Uniqueness
In this subsection we will see that (4.2) is the unique solution to (3.24), (3.25), (3.26) which
meets all the required conditions.
We begin by noting that the set of functions
fz(k) = (1 + ikz)e
−ikz , (4.3)
with z allowed to range over both positive and negative values forms a complete set. Any
function H(k) can be expanded in terms of this set,
H(k) =
∫ ∞
−∞
φ˜(z)fz(k)dz. (4.4)
The point is that φ˜ is a kind of souped up Fourier transform of H(k). Let φ(k) be the
Fourier transform of φ˜(z). Then (4.4) gives
H(k) = φ(k)− kφ′(k) = −k2 d
dk
(
φ(k)
k
)
, (4.5)
which can be solved to obtain
φ(k) = −k
∫ k H(x)
x2
dx, (4.6)
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and correspondingly
φ˜(z) =
∫ ∞
−∞
−
[
keikz
∫ k H(x)
x2
dx
]
dk
2π
. (4.7)
Note that (4.6) determines φ(k) up to a term proportional to k and this in turns leads to an
ambiguity proportional to δ′(z) in φ˜(z), but this ambiguity drops out of the integral in (4.4)
leading to a well defined value for H(k).
Thus the most general solution can be expanded as
S(k1, k2, k3) =
∫ [
(1 + ik1z1)e
−ik1z1(1 + ik2z2)e
−ik2z2
× (1 + ik3z3)e−ik3z3M(z1, z2, z3)
]
dz1dz2dz3,
(4.8)
where each zi integral runs over (−∞,∞).
Now note that since
Θ(k)fz(k) = −z2fz(k), (4.9)
the functions fz(k) are eigenvectors of the operator Θ(k).
8 It then follows that (3.25), (3.26),
for S given in (4.8) lead to the conditions
z21 = z
2
2 = z
3
3 . (4.10)
As a result an allowed solution can be written in the following form:
S =
∑
n1,n2,n3=±1
∫ ∞
0
Fn1n2n3(z)Mn1n2n3(z)dz, (4.11)
whereMn1,n2,n3 are a set of 8 functions for the 8 possible combinations of n1, n2, n3 and
Fn1n2n3(z) = (1 + in1k1z)e−in1k1z(1 + in2k2z)e−in2k2z(1 + in3k3z)e−in3k3z. (4.12)
Next, we apply the dilatation constraint:(
k1
∂
∂k1
+ k2
∂
∂k2
+ k3
∂
∂k3
)
S = S. (4.13)
We notice that:(
k1∂
∂k1
+
k2∂
∂k2
+
k3∂
∂k3
)
S − S =
∑
n1,n2,n3=±1
∫ ∞
0
Mn1n2n3(z)
(
z
∂
∂z
− 1
)
Fn1n2n3(z) (4.14)
= −
∑
n1,n2,n3=±1
∫ ∞
0
(
∂
∂z
z + 1
)
Mn1n2n3(z)Fn1n2n3(z)dz, (4.15)
which leads to
− ∂
∂z
zMn1,n2n3(z) =Mn1,n2,n3(z). (4.16)
8The functions fz(k) are in fact solutions to the massless scalar equation in de Sitter space with z being
conformal time.
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This provides us with
Mn1,n2,n3 =
mn1,n2,n3
z2
, (4.17)
where mn1,n2,n3 is an arbitrary constant. Essentially all that we are saying that the z de-
pendence of Mn1,n2,n3 is fixed by noting that it must have dimension 2 and z has dimension
−1.
In going from (4.14) to (4.15), we tacitly assumed that M was regular at the origin
so that we could drop the boundary term at 0. However, the result in (4.17) makes (4.14)
divergent both at 0 and at ∞. We can be more careful as follows. To define the integral at
z =∞, we can analytically continue the correlator to give the ki a small imaginary part. To
define the integral at z = 0, we can define it by:
S =
∑
n1,n2,n3=±1
mn1n2n3
∫ ∞
0
Fn1n2n3(z)
dz
z2
≡
∑
n1,n2,n3=±1
mn1n2n3
∫ ∞
ǫ
Mn1n2n3(z)
∣∣∣∣
ǫ0
, (4.18)
which means that we regulate the integral, by changing the range to (ǫ,∞) and then pick up
the ǫ0 term. This prescription now makes the resulting integral well defined while preserving
its behaviour under scale transformations.
The prescription above leads to:
S =
∑
n1,n2,n3=±1
mn1n2n3
(
− n1n2n3 k2k3k1
(n1k1 + n2k2 + n3k3)2
+ n1k1 + n2k2 + n3k3
− n1n2k1k2 + n2n3k3k2 + n1n3k1k3
n1k1 + n2k2 + n3k3
)
.
(4.19)
Actually there are only four distinct terms in the sum above since the function of ki’s within
the bracket on the RHS above only changes by an overall sign when the sign of all three ni’s
is changed. We can use this property to fix n3 = +1 so that S is given by a sum over four
terms
S =
∑
n1,n2=±1
mn1n2
(
− n1n2 k2k3k1
(n1k1 + n2k2 + k3)2
+ n1k1 + n2k2 + k3
− n1n2k1k2 + n2k3k2 + n1k1k3
n1k1 + n2k2 + k3
)
.
(4.20)
where mn1,n2 = mn1n2+1.
So far we have used (3.25), (3.26). It is easy to show that the remaining equation (3.24)
acting on the solution above gives rise to the two conditions∑
n1,n2
mn1,n2n
3
1 = 1, (4.21)
∑
n1,n2
mn1,n2n
3
2 = 1. (4.22)
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4.2 Various Limits For The Momenta
In this subsection we will show by considering two different limits for the momenta that one
can rule out three of the four terms which appear in the sum in (4.20) leaving only the term
with n1 = n2 = 1. The normalization of this term is then fixed by (4.21),(4.22) leading to
the unique result given in (4.2).
4.2.1 First Limit
First consider the limit where the momentum carried by the tensor perturbation is much
smaller than that of the two scalar perturbations,
k3 ≪ k1 ≃ k2. (4.23)
In this limit the scalar perturbations can be taken to be propagating in an essentially constant
metric γij . The resulting wave function (2.25) can be calculated in two ways. Either by
working directly with the boundary values, γij , δφ. Or by first taking a boundary metric
which is flat, γij = δij , and then transforming the answer by a coordinate transformation to
the case of the constant metric γij. The two answers must of course agree.
This gives rise to the condition, [11], that in this limit
〈Tij(k3)O(k1)O(k2)〉′es,ij = −es,ijk2ik2j d
dk22
〈O(k2)O(−k2)〉′, (4.24)
where the superscript prime on the two sides stands for the correlator without the factor of
(2π)3δ3(
∑
ki). From (A.5) and (3.27) this gives that in the limit (4.23)
S → 3
2
k2. (4.25)
One finds that this condition rules out the two terms in (4.20) where n1, n2 have the opposite
sign so that
S =
∑
{(n1,n2)=(+,+),(n1,n2)=(−,−)}
mn1n2
(
− n1n2 k2k3k1
(n1k1 + n2k2 + k3)2
+ n1k1 + n2k2 + k3
− n1n2k1k2 + n2k3k2 + n1k1k3
n1k1 + n2k2 + k3
)
.
(4.26)
4.2.2 Second Limit and the OPE
Next we examine the limit where k2 ≃ k3 ≫ k1. The behaviour in this limit is most easily
understood if we can appeal to the operator product expansion (OPE). We have seen that
the coefficient functions which appear in the wave function (2.23), (2.24), transform under
the conformal symmetries like the correlation functions of a CFT. It is well known that in a
CFT operators satisfy the operator product expansion. For the arguments that follow we will
assume that this is true for the coefficient functions in the wave function as well. While this
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assumption is quite plausibly true we do not provide a proof for it here.9 In the next section
we provide another argument for uniqueness that does not reply on the OPE.
To see how the argument goes let us first examine the limit which was studied above,
where k1, k2 are large compared to k3, but now using the OPE. We take
k2 =K, k1 = −K + k3, with K ≡ |K| ≫ k3. (4.27)
In position space we are considering the limit x1 → x2 for the correlation function
〈O(x1)O(x2)Tµν(x3)〉. (4.28)
The operator product expansion tells us that in this limit the leading contribution comes
from the term
O(0)O(x) =
xµxν
x5
T µν(x) + . . . , (4.29)
where x ≡ x2 − x1.
The momentum space correlator is obtained by taking a Fourier transform of (4.28)∫
〈O(x1)O(x2)T µν(x3)〉ei((k1·x1)+(k2·x2)+(k3·x3))d3x1d3x2d3x3
=
∫
〈O(0)O(x2 − x1)T µν(x3 − x1)〉ei((k1+k2+k3)·x1+k2·(x2−x1)+k3(x3−x1))d3x1d3x2d3x3
= (2π)3δ3(k1 + k2 + k3)
∫
〈O(0)O(x2 − x1)T µν(x3 − x1)〉ei(k2·(x2−x1)+k3·(x3−x1))d3x2d3x3.
(4.30)
In the limit (4.27) it follows from (4.29) that the momentum space correlator should go
like ∫
xµxν
x5
eiK·xd3x ∼ O(K0). (4.31)
Since the expression (3.27) already has a factor of K2 outside, we learn that
S ∼ k
3
3
K2
, (4.32)
where we have inserted the correct factor of k3 by dimensional analysis. It is easy to check
that this only happens in the sum in (4.20) if n1, n2 have the same sign.
For example, consider the term in (4.20) with n1 = n2 = 1. And scale k3 → λk3 and
expand in powers of λ, for small λ. We get:
−S = 3k1
2
+
3(k1 · k3)λ
4k1
+
(
k3
2
k1
− (k1 · k3)
2
4k1
3
)
λ2
+ λ3
(
3(k1 · k3)3
16k1
5 −
9k3
2(k1 · k3)
16k1
3 −
3k3
3
8k1
2
)
.
(4.33)
9In the AdS/CFT correspondence which is related by analytic continuation to the dS case one can plausibly
provide an argument for the operator product expansion from the bulk using the prescription for calculating
the boundary correlation functions from the bulk, the properties of the bulk to boundary propagator, etc. By
analytic continuation one would expect then to be able to show this for the coefficient functions in the dS case
as well.
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One might naively believe that this contradicts (4.32). However, it is rather interesting that
all the terms that grow too fast with K are actually analytic in at least two momenta and so
lead to contact terms when transformed to position space.
For example, we have∫
k1ik2j
3k1
2
δ3(k1 + k2 + k3)e
−i(k1·x1+k2·x2+k3·x3)d3k1d
3k2d
3k3
= − ∂
∂xi1
∂
∂xj2
∫
3k1
2
e−i(k1·(x1−x2)+k3·(x3−x2))d3k1d
3k3
= −(2π)3 ∂
∂xi1
∂
∂xj2
δ(x3 − x2)
∫
3k1
2
e−i(k1·(x1−x2))d3k1 + . . .
(4.34)
where . . . are subleading in λ.
The first non-analytic term in (4.33) is the term that goes like
k3
3
k2
1
, which is indeed of the
form that we expected in (4.32)!
It is easy to check that if we consider a term in (4.20) where n1, n2 have opposite sign
we will not get an answer consistent with the OPE. For example consider the term with
n1 = −1, n2 = n3 = 1, we have
− S = 1
λ
2k3k1
4 + (k1 · k3)k13
((k1 · k3) + k1k3)2 . (4.35)
This is already non-analytic and is clearly of the wrong form.
Having considered the limit where k1, k2 are large compared to k3 we can finally turn to
the limit of interest where k2, k3 are large compared to k1. In position space this corresponds
to the case where x2 → x3, in which case we expect the dominant OPE
O(x2)Tµν(x3) =A
(x2 − x3)µ(x2 − x3)ν
x2 − x53
O(x3) +B
(x2 − x3)µ∂ν + (x2 − x3)ν∂µ
x2 − x43
O(x3)
+
C
x33
∂µ∂νO(x3).
(4.36)
We are now concerned with the limit where k3 = K, k2 = −K − k1 and Kk1 is large. The
terms that multiply A and B might seem like they scale like K0 in this limit, but this is
deceptive. In fact, if we work through the Fourier transform, we expect that these terms give
rise to
KµKν +K(µk1ν) + k1µk1ν
K2
, (4.37)
in Fourier space. Of these terms only the last one — k1µk1ν is meaningful, since the others
point along K, and yield 0 when contracted with a transverse polarization tensor for the
stress-tensor. A similar logic applies for the term that multiplies B. So, in fact, all the three
terms in (4.36) should give terms that scale like 1
K2
when transformed to momentum space.
This now implies that S itself must scale like 1
K2
since the full correlator is given by S
multiplied with es,ijk1ik2j (3.27), and even though k2 = −K − k1, since es,ijKj = 0, this
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factor scales like O(K0). It is now simple to see that of the two terms that remain in (4.26)
the only one which gives the correct behaviour for S is the one with n1 = n2 = 1. The
analysis of expanding the terms in this limit and comparing with the required behaviour is
completely analogous to the one above and we will skip the details.
To summarize, by considering two limits for the momenta we learn that of the four terms
which could have been present in S, (4.20) only one term survives giving the final result in
(4.2).
4.3 Another Argument for Uniqueness
Now, we give a second argument — which does not assume the OPE — for why only the
choice n1 = 1, n2 = 1 is allowed. This argument closely follows an argument made in [18].We
will show that any correlator that arises from a local interaction in de Sitter space, in the
presence of the Bunch Davies boundary conditions described in section 2.3 will have a pole
in the quantity E = k1 + k2 + k3. Demanding the existence of this pole immediately tells us
that the choice n1 = n2 = 1 is the only one that is allowable.
The argument is as follows. The correlator that we are interested in is the coefficient of a
particular term in the expansion of the wave-function of the Universe. First, let us consider the
case where the correlator can be computed order by order in perturbation theory. Operatively,
this means that we start with the solutions to the free equations of motion for the metric and
the scalar perturbations, and then correct them perturbatively.10
The solutions to the free equations of motion are given by:
γij(k3) = κγe
s
ij(1− iηk3)eik3ηeik3·x,
δφ(kn) = κφ(1− iηkn)eiknηeikn·x,
(4.38)
where κγ and κφ are some constants and kn may be either k1 or k2. Note that, as we
explained above, our choice of boundary conditions in the far past fixes the sign of the
exponent involving η.
Without making any assumptions about the form of the interaction, the leading contribu-
tion to the correlator in such an expansion will be given by acting with some linear functional
(which comes from the interaction vertices in the action (2.1)) on these perturbations. De-
noting this linear functional by Sint, we have
〈T ij(k3)O(k1)O(k2)〉 = Sint[γij(k3), δφ(k1), δφ(k2)]. (4.39)
Let us focus on the contribution to the correlator that comes from very early times i.e.
from η → −∞. While, (2.1) may be very complicated with many higher derivative terms, in
this limit the variation (4.39) is controlled by the highest power of η that appears:
〈T ij(k3)O(k1)O(k2)〉 =
∫
dη ηmeiη(k1+k2+k3)Cijf (k1,k2,k3) + . . . , (4.40)
10This is almost a universal approach to perturbation theory. For example, even in the Vasiliev theory,
which involves an infinite number of derivatives, this is precisely how correlation functions are calculated. (See
[19], sections 4.2 and 4.3.)
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where the . . . indicate terms that come with lower powers of η and Cf is independent of η. We
get a contribution of η−4 from the
√−g in the action. The ηm arises by combining this term
with the terms linear in η in (4.38) and other factors of η from the inverse metric. We can
easily check that the two-derivative interaction already gives rise to m = 1 and since higher
derivatives require more factors of the unperturbed inverse metric, they give rise to higher
powers of η. Evidently, doing this integral leads to
〈T ij(k3)O(k1)O(k2)〉 = Γ[m+ 1]
Em+1
Cijf (k1,k2,k3) + . . . , (4.41)
where . . . are now terms that have lower order poles in E.
With only a small amount of additional work, we can actually show that Cijf is related
to the flat space scattering amplitude for two scalars and a graviton. The reader can already
see this from the answer written in the form (3.29). We refer the reader to [18] (see section
5) for details on why we should have expected this.
Returning to the problem at hand we see that since it is only n1 = n2 = 1 that gives the
correct pole, this is the only allowed choice. This proves the uniqueness of our solution.
At this point, the reader may wonder why higher derivative terms, which would have
given rise to higher poles, do not contribute in this answer. This is related to the fact that
the form of the three-point on-shell amplitude for two scalars and a graviton in four flat
dimensions is exact, already at tree-level, and is not altered either by higher-derivatives or
loop corrections.
It is quite simple to see this, since there is a unique Lorentz invariant that can be formed
from the physical quantities at hand — the polarization tensor of the graviton, and the three
four-dimensional momenta k1,k2,k3. The on-shell condition tells us that k1
2 = k2
2 = k3
2 =
0 and since k1 + k2 + k3 = 0, all dot products between the momenta vanish as well.
11 So,
the only four dimensional Lorentz invariant we can form is esijk
i
1k
j
2. All that loop corrections
or higher derivatives could possibly do is to renormalize the coefficient of this quantity but
this is also fixed by the Ward identities.
It is this fact about flat-space scattering amplitudes that is related to the uniqueness of
our correlation function.
4.4 Final Solution
As mentioned above the unique solution for S was obtained above in (4.2). The overall nor-
malization followed from the use of the normalization of the two point function 〈O(k1)O(k2)〉
given in (3.22) which in turn determined the Ward identity (3.23).
Instead as discussed in Appendix A it is convenient to take the two point function
〈O(k1)O(k2)〉 to be normalized as given in (A.5) so that its normalization differs from (3.22)
11The momenta themselves do not have to be collinear if we allow them to be complex.
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by a factor of12 c. With this choice the solution for the correlator becomes
〈O(k1)O(k2)Tij(k3)〉es,ij = −2(2π)3cδ(
∑
i
ki)e
s,ijk1ik2jS. (4.42)
From the general arguments of section 2 this should be the value for the coefficient
function, 〈OOTij〉es,ij , in the wave function (2.23).
5 Final Result
Using the wave function (2.23) and (2.21) it is now a simple matter to find the three point
correlator involving two scalar perturbations ζ(k1), ζ(k2) and one tensor perturbation γij(k3)
with polarization es,ij.
One finds that it is given by
〈ζ(k1)ζ(k2)γs(k3)〉 = (2π)3δ(
∑
i
ki)
1
Πi(2k3i )
(
4H4
M4plc
)(
H2
φ˙2
)es,ijk1ik2jS(k1, k2, k3), (5.1)
with
S(k1, k2, k3) = (k1 + k2 + k3)−
∑
i>j kikj
(k1 + k2 + k3)
− k1k2k3
(k1 + k2 + k3)2
. (5.2)
In this formula φ˙ is the time derivative of the inflaton and c is a constant which is defined from
the normalization of the scalar two-point function given in (A.5). This constant can be set to
unity by rescaling φ˙. When the two derivative approximation is valid, in the normalization
where c = 1, φ˙ is related to the slow roll parameter ǫ by (2.10). γs is related to the tensor
perturbation by
γij(k3) = γs(k3)e
s
ij(k3), (5.3)
where esij(k3) is the polarization which is transverse and traceless, (3.13), with normalization
given in (A.3).
Equation (5.1) is the main result of this paper.
By comparing this result with the two point functions for the scalar and tensor perturba-
tions given in (A.5), (A.6) of the appendix A we see that the normalization of the correlator
is completely fixed in terms of the normalization of these two two-point functions.
For conventional slow-roll inflation the answer above agrees, up to an overall sign, with
that obtained in [11], with c = 1 and φ being the canonically normalized inflaton.
6 Conclusions
In this paper we have studied the three point function involving two scalars and one tensor
perturbation. We showed that this correlator is completely fixed by the SO(1, 4) symmetries of
12The constant c can be set to unity by rescaling the inflaton, but keeping it explicit allows for the normal-
ization of the inflaton to be determined in an independent manner.
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de Sitter space, up to small corrections. Our final result is given in (5.1). The normalizations
for the scalar and tensor two point functions are given in (A.5) and (A.6); we see that the
normalization of the three point function is fixed in terms of the normalization of the two
point functions.
Our result is based on three main assumptions. First, that the inflationary dynamics—
including the scalar sector—approximately preserves the full SO(1, 4) conformal group of
isometries of de Sitter space. Second, that there is only one scalar field during inflation.
And third, that the initial state is the Bunch-Davies vacuum. Other than these assumptions
the result is general and essentially model independent. In particular it should apply to
models where higher derivative corrections in gravity are important, as was discussed in the
introduction.
The general nature of this result means that this three point function is observationally
a good way to test if the inflationary dynamics had the full conformal group including the
special conformal transformations as its symmetries. It is worth emphasizing that the two
point functions do not by themselves allow for a test of this feature. In conventional slow-roll
inflation there is one relation between the various parameters which arises as follows. The
tensor two point function allows for a determination of H2/M2P l from its normalization and
for ǫ, defined in (2.5), from its tilt. The normalization of the scalar two-point function goes
like H
2
M2
Pl
H2
φ˙2
and is then fixed since φ˙
H
is determined in terms of ǫ by (2.10). However, once
higher derivative corrections are included (2.10) need not be valid any longer even when the
full conformal group is approximately preserved. For example (2.7) could receive corrections
due to higher powers of curvature becoming important in the action (2.1). Thus this relation
between the parameters of the two point functions does not allow us to test whether the
special conformal transformations were good symmetries during inflation.
Corrections to our result for the three point function will arise from effects which break
the SO(1, 4) symmetries. These can be of two kinds. Effects which break the special conformal
symmetries but preserve scale invariance and effects which break scale invariance. Examples
of the breaking of special conformal invariance include a speed of sound which is different
from unity. More generally, these effects can be parameterized using the effective Lagrangian
approach discussed in [7]. The breaking of scale invariance occurs because the Hubble constant
and the inflaton slowly evolve during inflation and are not constant. When the momenta of
the three perturbations in the correlator are of the same order of magnitude one immediate
way to incorporate some of the resulting corrections is to set the parameters, H, φ˙ which enter
in (5.1), to take their values at the time of horizon crossing for the modes.13 More generally,
corrections due to the breaking of scale invariance are of order the slow roll parameters and
about 1% in order of magnitude.
As stated above our result applies to models of single field inflation. When more than
one scalar is present both adiabatic and isocurvature perturbations can be present and it
13In the squeezed limit, when one momentum is much smaller one can also incorporate similar effects by
carrying out an analysis along the lines of section 4.2.
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is harder to come up with model independent results. We can always still go to the gauge
where ζ = 0, discussed for the single scalar case in 2.1.2. And then work in a basis where
the scalar field perturbations, δφi, i = 1, · · ·N, have a diagonal two point function. Assuming
that scalars are approximately massless we get the two-point functions to be14
〈δφi(k1)δφj(k2)〉 = δij(2π)3δ3(k1 + k2) H
2
M2pl
1
2
1
k31
. (6.1)
The three point functions for the scalar and tensor perturbations then easily follows and is
again diagonal in this basis of scalar perturbations and takes the model independent form
(5.1) (with c = 1). The model dependence in the result enters when we try to obtain the
three point function in terms of the the curvature perturbation, ζ, which is defined for all
time and conserved after the modes cross the horizon. The value of this perturbation and its
correlations depend on how the various scalars affect the end of inflation and this is model
dependent.
The analysis in this paper is based on earlier papers [11, 13]. In [13] it was shown that
working in the de Sitter approximation the three point tensor perturbation can be significantly
constrained from symmetry considerations alone. Unlike tensor perturbations when dealing
with scalars the small breaking of de Sitter symmetries in the inflationary background cannot
be totally ignored. However for the correlation function of interest in this paper this breaking
can be incorporated, at least to leading order in the slow-roll parameters, in a straightforward
manner. As explained in section 2 one first works in the gauge where ζ = 0 and calculates
the correlation function in terms of the scalar perturbation δφ, then transforms to the gauge
where the ζ 6= 0 using (2.21). The calculation in terms of δφ can be done in de Sitter space
and the breaking of de Sitter invariance enters only in the last step through the factor of φ˙
H
in (2.21). This is analogous to using the relation (2.33) in conformal perturbation theory and
computing the correlation function in terms of the scalar operator O in the CFT.
It is important to try to extend this analysis to other correlation functions especially the
three point scalar correlator which is observationally most significant. The analysis is more
complicated here since in general one cannot get away by simply taking the breaking of the
de Sitter symmetries into account in the manner described in the previous paragraph. This
can be seen from the results for the conventional slow-roll case in [11] where it was found
that the scalar three-point function is suppressed by an additional factor of
√
ǫ leading to an
answer that goes like15 H
4
M4
Pl
ǫ
. Despite these complications, it would be worthwhile to consider
a CFT which has say just the stress tensor and a scalar as its low dimension operators and
ask how much the scalar correlators are constrained by CFT considerations alone along the
lines of [20].
14Here we have rescaled δφ to set a possible constant c which appears in the normalization on the RHS to
unity.
15This fact also follows from CFT by noting that the three-point function of an exactly marginal operator
must vanish.
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We have used both scale and special conformal invariance in deriving our result. We
have already discussed the possibility that the scalar sector could break the special conformal
symmetries badly. On the gravity side translations, rotations and scale invariance uniquely
lead to de Sitter space, which is then also invariant under special conformal transformations.
However, more generally, when higher spin fields are also excited it is conceivable that one
has time dependent solutions with translations, rotations and scale invariance symmetry but
without special conformal invariance. It would be worth developing an understanding of such
solutions and their possible role in the early Universe.16 The correlator studied here could be
used to distinguish solutions of this type also from de Sitter space.
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A The Two Point Function and Normalizations
In this appendix we discuss the two point function and related issues about normalizations
of correlation functions. The wave function at quadratic order can be read off from (2.24)
ψ = exp
(
M2pl
H2
[
− 1
2
∫
d3k
(2π)3
d3k′
(2π)3
δφ(k)δφ(k′)〈O(−k)O(−k′)〉
− 1
2
∫
d3k
(2π)3
d3k′
(2π)3
γs(k)γs′(k
′)〈T s(−k)T s′(−k′)〉
])
.
(A.1)
Here the labels s, s′ denote the two polarizations of the graviton. In our notation a graviton
can be written as a linear combination of its two polarizations
γij(k) =
∑
s=1,2
γse
s
ij(k), (A.2)
where the polarization tensors are normalized so that
es,ijes
′
ij = 2δ
s,s′ . (A.3)
16For a review of higher spin fields and related issues see [21].
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For the stress energy tensor we define
T s(k) ≡ Tij(k)es,ij(−k). (A.4)
Translational and rotational invariance along with scaling symmetry fixes the form of the
two point functions to be
〈O(k1)O(k2)〉 = ck31(2π)3δ3(k1 + k2), (A.5)
〈T s(k1)T s′(k2)〉 = k31(2π)3δ3(k1 + k2)(
δss
′
2
). (A.6)
A constant could have appeared on the RHS of (A.6) but that can be absorbed into a
redefinition of H. The constant c which appears on the RHS of (A.5) could also have been
set to unity by rescaling the operator O. However doing so also requires us to rescale the
inflaton perturbation δφ which is the source for O. It is convenient instead to not do this
rescaling and keep the constant c explicit in (A.5).
Substituting (A.5), (A.6) in the wave function one can easily show that the resulting
two-point functions for the perturbations are
〈δφ(k1)δφ(k2)〉 = (2π)3δ3(k1 + k2) H
2
M2pl
1
2c
1
k31
, (A.7)
〈γs(k1)γs′(k2)〉 = (2π)3δ(k1 + k2) H
2
M2pl
1
2k31
(2δs,s′). (A.8)
Using (2.21) we get from (A.7) that the two point function of the scalar perturbation is
〈ζ(k1)ζ(k2)〉 = (2π)3δ3(k1 + k2) H
2
M2pl
1
2c
H2
φ˙2
1
k31
. (A.9)
(A.8), (A.9) agree with the results of the standard slow-roll two -derivative theory when c = 1
and φ is the canonically normalized inflaton. More generally c can be set to unity by rescaling
φ.
B Details of the Equations for Special Conformal Invariance
From (3.2) and (3.3) we learn that
Mij(k1,k2,k3) = k1ik1jf1(k1, k2, k3) + k2ik2jf1(k2, k1, k3)
+(k1ik2j + k2ik1j)f2(k1, k2, k3) + δijf3(k1, k2, k3). (B.1)
Multiplying by k3i(k1j − k3j(k1.k3)k2
3
) we get
k3i(k1j−k3j(k1.k3)
k23
)Mij(k1,k2,k3) = [k
2
1−
(k1 · k3)2
k23
]
(
(k1 · k3)(f1 − f2) + (k2 · k3)(f2 − fT1 )
)
.
(B.2)
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Now, choosing b ∝ k1 − k3(k1·k3)k2
3
in (3.18) we get
4k1ik1je
s,ij
[
(1 + k1
∂
∂k1
)f1 − (1 + k2 ∂
∂k2
)fT1 + (k2
∂
∂k2
− k1 ∂
∂k1
)f2
− (k1 · k3)
k3
∂
∂k3
(f1 − f2) + (k3 · k2)
k3
∂
∂k3
(fT1 − f2)
]
+k1ik2je
s,ij
[
k21 −
(k1 · k3)
k23
]
(Θ(k1)−Θ(k2))(2f2 − f1 − fT1 ) = 0.
(B.3)
Using k2je
s,ij = −(k1j + k3j)es,ij = −k1jes,ij, (B.3) reduces to
es,ijk1ik1j
{
4[(1 + k1
∂
∂k1
)f1 − (1 + k2 ∂
∂k2
)fT1 + (k2
∂
∂k2
− k1 ∂
∂k1
)f2
− (k1 · k3)
k3
∂
∂k3
(f1 − f2) + (k2 · k3)
k3
∂
∂k3
(fT1 − f2)]
− (k21 −
(k1 · k3)2
k23
)(Θ(k1)−Θ(k2))(2f2 − f1 − fT1 )
}
= 0.
(B.4)
Since the polarization can be chosen so that es,ijk1ik1j does not vanish the quantity within
the curly brackets must vanish leading to
4
[
(k1
∂
∂k1
− (k1 · k3)
k3
∂
∂k3
)(f1 − f2)− (k2 ∂
∂k2
− (k2 · k3)
k3
∂
∂k3
)(fT1 − f2)
+ (f1 − f2)− (fT1 − f2)
]
− (k21 −
(k1 · k3)2
k23
)(Θ(k1)−Θ(k2))(2f2 − f1 − fT1 ) = 0.
(B.5)
In terms of S ≡ [(f1 − f2) + (fT1 − f2)]/2 and A ≡ [(f1 − f2)− (fT1 − f2)]/2 this becomes
4
[
(k1
∂
∂k1
− k1 · k3
k3
∂
∂k3
)(S +A)− (k2 ∂
∂k2
− k2 · k3
k3
∂
∂k3
)(S −A) + 2A
]
− 2(k21 −
(k1 · k3)2
k23
)(Θ(k1)−Θ(k2))S = 0.
(B.6)
Similarly, (B.2) in terms of S,A becomes,
k3i(k1j − k3j(k1 · k3)
k23
)Mij(k1,k2,k3) = [k
2
1 −
(k1 · k3)2
k23
]((k1 ·k3)(S+A)− (k2 ·k3)(S−A)),
(B.7)
which can be used to solve for A and gives
A =
(k1 − k2) · k3
k23
S − Mijk3iǫ⊥j
k23ǫ
2
⊥
, (B.8)
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where ǫ⊥j ≡ k1j − k3j(k1·k3)k2
3
.(We caution the reader that this is different from the null trans-
verse vector ǫ3 that has appeared above.) Substituting in (B.6) this leads to
4
[
(
k2 · k3
k23
k1
∂
∂k1
− k1 · k3
k23
k2
∂
∂k2
)S +
k3 · (k2 − k1)
k23
S
+ (k1
∂
∂k1
+ k2
∂
∂k2
+ k3
∂
∂k3
)(
Mijk3iǫ⊥j
2k23ǫ
2
⊥
) +
Mijk3iǫ⊥j
k23ǫ
2
⊥
]
+ (k21 −
(k1 · k3)2
k23
)(Θ(k1)−Θ(k2))S = 0.
(B.9)
Next, using the Ward identity, (3.23) we get
Mijk3iǫ⊥j
ǫ2⊥
= −k31 + k32. (B.10)
Substituting (B.10) in (B.9) after some algebra gives (3.21).
Finally we consider taking b to be orthogonal to all ki so that b · k = 0. We can also
choose a polarization so that bik1je
s,ij 6= 0. (3.18) then gives
(1 + k1∂k1)f1 − (1 + k2∂k2)fT1 + (k2∂k2 − k1∂k1)f2 −
(k3 · k1)
k3
∂k3(f1 − f2)
+
(k3 · k2)
k3
∂k3(f
T
1 − f2) = 0.
(B.11)
The reader will notice that the LHS above is the first two lines of the LHS of (B.4). Thus
the analysis above when applied to (B.11) directly leads to (3.24).
C Spinor Helicity Formalism
In this section we provide some further details on the calculations of subsection 3.2. We
will use the spinor helicity formalism that was first introduced in [13] although our notation
is similar to that of [17]. The paper [17] analyzed conformal field theory correlators in a
Lorentzian spacetime; here our correlators obey the constraints of conformal invariance in a
Euclidean spacetime. However, most of the formalism carries over directly as we show below.
C.1 Notation
Given a Euclidean 3-momentum k = (k1, k2, k3), we convert it into spinors using
kαα˙ = kσ
0
αα˙ + k1σ
1
αα˙ + k2σ
2
αα˙ + k3σ
3
αα˙ = λαλ¯α˙, (C.1)
where
|k| ≡
√
k · k =
√
k21 + k
2
2 + k
2
3. (C.2)
We can raise and lower spinor indices using the ǫ tensor. We choose the ǫ tensor to be
iσ2 for both the dotted and the undotted indices. This means that
ǫ01 = 1 = −ǫ10, (C.3)
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and spinor dot products are defined via
〈λ1, λ2〉 = ǫαβλ1αλ2β = λ1αλα2 ,
〈
λ¯1, λ¯2
〉
= ǫα˙β˙λ¯1α˙λ¯2β˙ = λ¯1α˙λ¯
α˙
2 . (C.4)
In the case of four-dimensional flat-space scattering amplitudes, all expressions can be
written in terms of the two kinds of dot products above. However, in our case, we should
expect our expressions for CFT3 correlators to only have a manifest SO(3) invariance. This
means that we might have mixed products between dotted and undotted indices. Such a
mixed product extracts the z-component of vector and is performed by contracting with σ0
2|k| = (σ0)αα˙kαα˙ ≡
[
λ, λ¯
]
. (C.5)
The reader should note that we use square brackets only for this mixed product; products of
both left and right handed spinors are denoted by angular brackets. Second, we note that
this mixed dot product is symmetric:
[
λ, λ¯
]
=
[
λ¯, λ
]
. (C.6)
When we take the dot products of two 3-momenta, we have
k · q ≡ (k1q1 + k2q2 + k3q3)
= −1
2
(
〈λk, λq〉
〈
λ¯k, λ¯q
〉− 1
2
[
λk, λ¯k
] [
λq, λ¯q
] )
.
(C.7)
Another fact to keep in mind is that
k1 + k2 = k3
⇒ λ1λ¯1 + λ2λ¯2 = λ3λ¯3 + 1
2
([
λ1, λ¯1
]
+
[
λ2, λ¯2
]− [λ3, λ¯3])σ0. (C.8)
We also need a way to convert dotted to undotted indices. We write
λˆα˙ = −σ0αα˙λα, ˆ¯λα = −σ0αα˙λ¯α˙. (C.9)
This has the property that 〈
µ¯, λˆ
〉
= [µ¯, λ] , (C.10)
where the quantity on the right hand side is defined in (C.5).
With all this, we can write down polarization vectors for conserved currents. The polar-
ization vectors for a momentum vector k associated with spinors λ, λ¯ are given by
ǫ+αα˙ = 2
ˆ¯λαλ¯α˙[
λ, λ¯
] = ˆ¯λαλ¯α˙
k
,
ǫ−αα˙ = 2
λαλˆα˙[
λ, λ¯
] = λαλˆα˙
k
.
(C.11)
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These vectors are normalized so that
ǫ+ · ǫ+ = ǫ− · ǫ− = 0, ǫ+ · ǫ− = 2. (C.12)
Polarization tensors for the stress tensor are just outer-products of these vectors with them-
selves:
e±ij = ǫ
±
i ǫ
±
j . (C.13)
We again caution the reader that these are normalized differently from the esij tensors, which
appeared previously. These e±ij tensors are linear combinations of those that correspond to
“circularly polarized” gravitons.
C.2 Conformal generators in momentum space
As a prelude to understanding the action of conformal generators using spinor helicity vari-
ables, we need expressions for the conformal generators in momentum space. In position
space we have [22]
D = −ixi ∂
∂xi
− i∆,
Ki = −2ixi∆− xjSij − 2ixixj∂j + ix2∂i.
(C.14)
When we Fourier transform this, we should replace xi → i ∂
∂ki
and ∂
∂xi
→ iki. These replace-
ments lead to
D = i
∂
∂ki
ki − i∆ = i(d−∆) + iki ∂
∂ki
Ki = 2∆
∂
∂ki
− iSij ∂
∂kj
− 2 ∂
∂ki
∂
∂kj
kj +
∂
∂kj
∂
∂kj
ki
= 2∆
∂
∂ki
− iSij ∂
∂kj
− 2kj ∂
∂ki
∂
∂kj
+ ki
∂
∂kj
∂
∂kj
− 2(d+ 1− 1) ∂
∂ki
= 2(∆− d) ∂
∂ki
− iSij ∂
∂kj
− 2kj ∂
∂ki
∂
∂kj
+ ki
∂
∂kj
∂
∂kj
.
(C.15)
The D above should be distinguished from the D˜ in (3.6). For scalars, this can be recast as:
Ksi = 2(∆ − d)
ki
k
∂
∂k
− 2kj ∂
∂ki
kj
k
∂
∂k
+ ki
∂
∂kj
kj
k
∂
∂k
= 2(∆ − d)ki
k
∂
∂k
− 2ki
k
∂
∂k
− 2kik ∂
∂k
1
k
∂
∂k
+
dki
k
∂
∂k
+ kik
∂
∂k
1
k
∂
∂k
= (2∆ − d− 1) ki
k
∂
∂k
− ki ∂
2
∂k2
.
(C.16)
Here, we have just systematically replaced momentum derivatives using
∂
∂ki
=
∂k
∂ki
∂
∂k
=
ki
k
∂
∂k
, (C.17)
which is true for functions that depend only on k.
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C.3 Conformal generators in spinor helicity variables for scalars
Now we analyze how the double derivative operator ∂
∂λα
∂
∂λ¯α˙
can be used like the generator of
special conformal transformations. Consider the object
K˜i = 2
∂
∂λα
∂
∂λ¯α˙
σiαα˙. (C.18)
We can convert these derivatives to momentum derivatives. Recall that we have
λβλ¯β˙ = kmσ
m
ββ˙
+ kσ0
ββ˙
, (C.19)
and also,
kj =
1
2
λαλα˙σ¯
α˙α
j . (C.20)
This allows us to convert the spinorial derivatives to momentum derivatives as follows.
σiαα˙
∂
∂λα
∂
∂λ¯α˙
= σiαα˙
∂
∂λα
∂kj
∂λ¯α˙
∂
∂kj
= σiαα˙
∂
∂λα
1
2
σ¯α˙βj λβ
∂
∂kj
=
1
2
σiαα˙
(
σ¯α˙αj
∂
∂kj
+
1
2
σ¯α˙βj λβσ¯
β˙α
k λ¯β˙
∂
∂kk
∂
∂kj
)
.
(C.21)
In this expression, it is important that the spacetime indices on σ are summed only over
(1, 2, 3) i.e they are not summed over the 0-direction.
Now, we note that
σiαα˙σ¯
α˙α
j = 2ηij
σiαα˙σ¯
α˙β
j σmββ˙ σ¯
β˙α
k = 2 (ηijηkm + ηikηjm − ηimηkj + iǫijkm) .
(C.22)
The totally antisymmetric term is not important since our expression is symmetric in
j and k. Second, note that the term involving σ0 in (C.19) drops out since the expression
above involves a trace over products of σ matrices and none of the other σ matrices take the
value σ0 and, as we have already noted, the ǫ-tensor term is unimportant.
Using all this, we find that
K˜i = 2
∂
∂ki
+ 2kj
∂
∂kj
∂
∂ki
− ki ∂
∂kj
∂
∂kj
. (C.23)
We see that K˜i agrees with the form (C.15) where ∆ = d− 1. (Up to an overall minus sign.)
Using (C.16), for ∆ = 2 and d = 3 this is the statement that
2biσ
i
αα˙
∂
∂λα
∂
∂λ¯α˙
= (b · k) ∂
∂k2
. (C.24)
Now, consider a marginal scalar — O. (This has dimension d). We note that
2biσ
i
αα˙
∂
∂λα
∂
∂λ¯α˙
O
k
= (b · k) ∂
∂k2
O
k
= (b · k)
(
1
k
∂2O
∂k2
− 2
k2
∂O
∂k
+
2O
k3
)
. (C.25)
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Comparing with (C.16), this means that
2biσ
i
αα˙
∂
∂λα
∂
∂λ¯α˙
O
k
=
1
k
(−b ·Ks)O + (b · k)2O
k3
. (C.26)
Equation (C.26) tells us that if we act with the double derivative on a marginal scalar,
divided by the appropriate power of k, we will still get a term on the right hand side. This is
similar to the“Ward identity” term we get below for stress tensors, except here we find that
the right hand side is proportional to the original correlator itself.
C.4 Special conformal transformations on stress tensors in spinor-helicity vari-
ables
We would now like to determine how the double derivative acts on tensors contracted with
polarization vectors.
Using (C.13), we write the polarization tensor as:
e−ij =
1
k2
σ¯aa˙i σ¯
bb˙
j λaλˆa˙λbλˆ
b˙, (C.27)
Here, as opposed to [17], we are also being careful to denote sigma matrices with indices
raised with a bar. This is simply a matter of convenience.
We would like to calculate:
2bkσ
k
αα˙
∂
∂λα
∂
∂λ¯α˙
e−ij
kp
T ij , (C.28)
where p is a power of the momentum that we will fix for convenience later. It is convenient
to define
e˜−ij ≡ k2e−ij ; T˜ ij ≡
T ij
kp+2
(C.29)
and instead compute:
2bkσ
k
αα˙
∂
∂λα
∂
∂λ¯α˙
e˜−ij T˜
ij = 2bkσ
k
αα˙
(
e˜−ij
∂
∂λα
∂
∂λ¯α˙
T˜ ij +
(
∂
∂λα
e˜−ij
)
∂
∂λ¯α˙
T˜ ij
)
. (C.30)
Here we have used the fact that e˜−ij has no dependence on λ¯. Let us parse the various terms
in this expression. We have
∂
∂λα
e˜−ij =
(
λˆa˙λbλˆb˙σ¯
αa˙
i σ¯
bb˙
j − λaσ0a˙βǫαβλbλˆb˙σ¯aa˙i σ¯bb˙j
)
+ (i↔ j), (C.31)
and
∂T˜ ij
∂λ¯α˙
=
1
2
∂T˜ ij
∂km
σ¯βα˙m λβ. (C.32)
When we put the two equations above together, we encounter the term
bkσ
k
αα˙λˆa˙λbλˆb˙σ¯
αa˙
i σ¯
bb˙
j
∂T˜ ij
∂km
σ¯βα˙m λβ = bme˜
−
ij
∂T˜ ij
∂km
+ bie˜
−
mj
∂T˜ ij
∂km
− bke˜−kj
∂T˜ ij
∂ki
, (C.33)
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where we have used the identity (See 2.43 in [23])
σµσ¯νσρ = ηµνσρ − ηµρσν + ηνρσµ + iǫµνρκσκ,
σ¯µσν σ¯ρ = ηµν σ¯ρ − ηµρσ¯ν + ηνρσ¯µ − iǫµνρκσ¯κ,
(C.34)
and noticed that the last ǫ does not contribute since all indices are summed only over three
dimensions here. With a few index gymnastics we can check that, also
− bkσkαα˙λaσ0a˙γǫαγλbλˆb˙σ¯aa˙i σ¯bb˙j
∂T˜ ij
∂km
σ¯βα˙m λβ = bme˜
−
ij
∂T˜ ij
∂km
+ bie˜
−
mj
∂T˜ ij
∂km
− bke˜−kj
∂T˜ ij
∂ki
. (C.35)
Putting together (C.33),(C.35), (C.31) in (C.30) (and using the fact that kie−ij = 0) we
find that
bkK˜k
(
e−ij
T ij
kp
)
= 2
[−(p+ 2)(b · k)e−ijT ij + (p+ 2)bke−kjkiT ij
kp+2
+ bm
e−ij
kp
∂T ij
∂km
+ bi
e−mj
kp
∂T ij
∂km
− bk
e−kj
kp
∂T ij
∂ki
]
+ (i↔ j)− e˜−ijbkK˜kT˜ ij.
(C.36)
The factor of 2 works out by realizing that (C.33) and (C.35) give the same contribution, and
that the factor of 12 in (C.32) cancels with the factor of 2 in the definition of K˜.
Now, we are almost done. We just need to convert the action of k-derivatives on T˜ to
the action of these derivatives on T . We see that
∂
∂km
T˜ ij =
−(p+ 2)
kp+4
kmT ij +
1
kp+2
∂T ij
∂km
,
∂
∂kn
∂
∂km
T˜ ij = (p+ 2)
[
(p+ 4)
kp+6
knkmT ij − η
mn
kp+4
T ij − k
m
kp+4
∂T ij
∂kn
− k
n
kp+4
∂T ij
∂km
]
+
1
kp+2
∂2T ij
∂kn∂km
,
2kn
∂
∂kn
∂
∂km
T˜ ij = 2(p + 2)
[
(p + 3)km
kp+4
T ij − k
mkn
kp+4
∂T ij
∂kn
− 1
kp+2
∂T ij
∂km
]
+
2kn
kp+2
∂2T ij
∂kn∂km
−km ∂
∂kn
∂
∂kn
T˜ ij = −(p+ 2)
[
(p+ 4− d)km
kp+4
T ij − 2kmkn
kp+4
∂T ij
∂kn
]
− km
kp+2
∂2T ij
∂kn∂kn
.
(C.37)
All of these lead to
K˜mT˜
ij = (p+ 2)(p + d)
km
kp+2
T ij − 2(p + 1)
kp+2
∂T ij
∂km
+
1
kp+2
K˜mT
ij. (C.38)
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Finally, putting together (C.36) and (C.38), and using d = 3, we see that
bkK˜k
(
e−ij
T ij
kp
)
= (p+ 2)(p + d− 4)(b · k)e
−
ijT
ij
kp+2
e−ij
[
bk
kp
K˜kT
ij − 2p bk
kp
∂T ij
∂kk
+
2
kp
(
bm
∂Tmj
∂ki
− bi∂T
mj
∂km
)
+ (i↔ j)
]
+
(
6bke−kjkiT
ij
k3
)
+ (i↔ j).
(C.39)
Now, we see that for p = 1, we have
2bkσ
k
αα˙
∂
∂λα
∂
∂λ¯α˙
(
e−ij
T ij
k
)
= −bke−ijKkT ij +
(
6bke−kjkiT
ij
k3
)
+ (i↔ j). (C.40)
This matches precisely with Eqn. (4.37) of [13], up to the same overall minus sign that
appeared above.
The result (C.40) is useful in the following way. Consider a correlation function with
some number of T ’s contracted with polarization tensors. Now, the action of the conformal
generator on this object is not very well defined because the polarization tensor is not a
well defined function of the momenta. (This is because, given a polarization tensor, we can
multiply it by a phase and obtain an equally good tensor.) However, we do know that the
conformal generator acting on the bare correlator (without any polarization tensor) vanishes
by conformal invariance. What (C.40) tells us is that if we act with the double-derivative
operator (which is well-defined on polarization tensors also, as opposed to the original con-
formal generator) then this is the same as the action of the original conformal generator on
the bare correlator (which vanishes) plus a term that is proportional to the Ward identities.
C.5 Relation between R˜ and S
Finally, let us show how spinor identities can be used to derive a relation between R˜ and S.
Contracting (3.2) with the polarization tensor in (C.13) and using the fact that e±ijk
i
2 = −e±ijki1,
which follows e±ijk
i
3 = −e±ij(ki1 + ki2) = 0, we see that
1
k1k2k3
e±,ij〈O(k1)O(k2)Tij(k3)〉
= − 1
k1k2k3
e±,ijk1ik2j (f1(k1, k2, k3) + f1(k2, k1, k3)− 2f2(k1, k2, k3))
= − 2
k1k2k3
e±,ijk1ik1jS(k1, k2, k3).
(C.41)
Now, specializing the the negative helicity polarization tensor we can write:
e−,ijk1ik2j =
1
4k23
〈λ3, λ1〉
[
λ3, λ¯1
] 〈λ3, λ2〉 [λ3, λ¯2] . (C.42)
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We can use some spinor identities to rewrite the amplitude above. These identities simply
come from the conservation of momentum, which in the spinor basis, can be written:
λ1αλ¯1α˙ + λ2αλ¯2α˙ + λ3αλ¯3α˙ = (k1 + k2 + k3)σ
0
αα˙. (C.43)
Contracting this with λα3 λ¯
α˙
1 , this leads to:
〈λ3, λ2〉
〈
λ¯2, λ¯1
〉
= −(k1 + k2 + k3)
[
λ3, λ¯1
]
, (C.44)
and we can derive a similar identity
〈λ3, λ1〉
〈
λ¯1, λ¯2
〉
= −(k1 + k2 + k3)
[
λ3, λ¯2
]
. (C.45)
Moreover, we also have the identity
〈λ1, λ2〉
〈
λ¯1, λ¯2
〉
= −2((k1 · k2)− k1k2) = (k1 + k2)2 − (k1 + k2)2
= (k1 + k2 + k3)(k1 + k2 − k3).
(C.46)
Putting these relations together we immediately get (3.47).
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