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Abstract
Given n points in the plane, we propose algorithms to compile connected crossing-free geometric
graphs into directed acyclic graphs (DAGs). The DAGs allow efficient counting, enumeration,
random sampling, and optimization. Our algorithms rely on Wettstein’s framework to compile
several crossing-free geometric graphs. One of the remarkable contributions of Wettstein is to allow
dealing with geometric graphs with “connectivity”, since it is known to be difficult to efficiently
represent geometric graphs with such global property. To achieve this, Wettstein proposed specialized
techniques for crossing-free spanning trees and crossing-free spanning cycles and invented compiling
algorithms running in O∗(7.044n) time and O∗(5.619n) time, respectively.
Our first contribution is to propose a technique to deal with the connectivity constraint more
simply and efficiently. It makes the design and analysis of algorithms easier, and yields improved
time complexity. Our algorithms achieve O∗(6n) time and O∗(4n) time for compiling crossing-free
spanning trees and crossing-free spanning cycles, respectively. As the second contribution, we
propose an algorithm to optimize the area surrounded by crossing-free spanning cycles. To achieve
this, we modify the DAG so that it has additional information. Our algorithm runs in O∗(4.829n)
time to find an area-minimized (or maximized) crossing-free spanning cycle of a given point set.
Although the problem was shown to be NP-complete in 2000, as far as we know, there were no
known algorithms faster than the obvious O∗(n!) time algorithm for 20 years.
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2 Compiling Crossing-free Geometric Graphs with Connectivity Constraint
(a) A crossing-free spanning tree. (b) A crossing-free spanning cycle.
Figure 1 Examples of connected crossing-free geometric graphs.
1 Introduction
Let P be a set of n points in the plane. We assume P to be in general position, that is, no
three points in P are colinear. A crossing-free geometric graph on P is a graph induced by
the set of segments such that their endpoints are in P , and every two of them do not share
their internal points. In this paper, we are interested in connected crossing-free geometric
graphs, especially, crossing-free spanning trees and crossing-free spanning cycles.1 Figure 1
shows examples of these geometric graphs.
We define st(P ) and sc(P ) as the numbers of crossing-free spanning trees and crossing-free
spanning cycles on P , respectively. One of the main research topics is to investigate the upper
and lower bounds to st(P ) and sc(P ). Table 1 summarizes the current best bounds. For
example, the top-left entry says that st(P ) = O∗(141.07n) holds for all sets P with n points,
see [9, 15] (the ∗ indicates that any subexponential factors are ignored). The up-to-date list
of bounds for several crossing-free geometric graphs is available in [17].
Counting of crossing-free geometric graphs is also studied from an algorithmic point of
view. Although there are several problem-specific algorithms [1, 4, 11, 19, 21, 22], there
also exist general frameworks that can be applied to various crossing-free geometric graphs.
The first one is based on onion layer structures [2], which runs in nO(k) time, where k is
the number of onion layers. Wettstein [20] proposed a framework of algorithms which run
in O∗(cn) time for some constant c. The framework allows efficient counting, enumeration,
uniform random sampling, and optimization. Currently, the fastest counting algorithm is
presented by Marx and Miltzow [13] and runs in nO(
√
n) time. However, it is not explicitly
shown that their algorithm leads to efficient enumeration, uniform random sampling, or
optimization. In addition, their full paper consists of 47 pages with elaborate analysis [14].
In this paper, we are interested in designing simple and fast algorithms that can be applied
to several purposes, not only counting, and thus we focus on Wettstein’s framework.
An overview of Wettstein’s framework is as follows. First, we compile crossing-free
geometric graphs into a directed acyclic graph (DAG). Second, using the DAG, we can
efficiently perform counting, enumeration, uniform random sampling, and optimization [3].
One of the remarkable contributions of Wettstein is to allow dealing with geometric graphs
with “connectivity”, since it is known to be difficult to efficiently represent geometric graphs
with such global property. To achieve this, Wettstein proposed specialized techniques for
spanning trees and spanning cycles and invented algorithms run in O∗(7.044n) time and
O∗(5.619n) time, respectively. Since it is known that there exists a point set with Ω∗(12.52n)
crossing-free spanning trees [10], for such cases, the algorithm can compile all crossing-free
1 Crossing-free spanning cycles are also called Hamiltonian cycles, spanning cycles, and planar traveling
salesman tours.
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Table 1 Bounds for the numbers of connected crossing-free geometric graphs.
st(P ) sc(P )
∀P : O∗(cn) 141.07 [9, 15] 54.55 [16]
∃P : Ω∗(cn) 12.52 [10] 4.64 [8]
∀P : Ω∗(cn) 6.75 [7] 1.00
spanning trees exponentially faster than explicitly enumerating them. However, it is unclear
that the compilation algorithm is always exponentially faster than explicit enumeration
because the lower bound for any point set P is Ω∗(6.75n) [7]. It was left as future work
in Wettstein’s paper whether or not we can reduce the base of the time complexity of the
compilation algorithm to less than 6.75. For crossing-free spanning cycles, we cannot hope
for such an exponential speed-up by compilation because sc(P ) = 1 holds for a set P of n
points in convex position. Although a point set with Ω∗(4.64n) crossing-free spanning cycles
is known [8], the base of the number is less than 5.619, which is the base of the running time
of Wettstein’s compilation algorithm for crossing-free spanning cycles. Therefore, we have
the following natural question: does there exist a point set where the algorithm can compile
all crossing-free spanning cycles exponentially faster than explicit enumeration?
Our contribution includes answers to the above two open questions. Moreover, we show
that our technique can be applied for solving optimization problems. Wettstein’s framework
can be applied to various geometric objects. In this paper, we first focus on refining the
framework to answer the questions, and next show that the framework can be used for
optimizations. Our compilation algorithms are based on Wettstein’s framework, and the
constructed DAG by our algorithm can be used for efficient counting, enumeration, random
sampling, and optimization. Now, we describe the detail of our contributions below. First,
we propose a technique to deal with the connectivity constraint more simply and efficiently.
It makes the design and analysis of algorithms easier, and yields improved time complexity
for compilation algorithms. Our algorithm can compile all crossing-free spanning trees in
O∗(6n) time and all crossing-free spanning cycles in O∗(4n) time. Since st(P ) = Ω∗(6.75n)
holds for any point set P [7], our compilation algorithm for crossing-free spanning trees is
always exponentially faster than explicit enumeration. For crossing-free spanning cycles,
recall that we cannot hope for such an exponential speed-up because there exists a point set
P with sc(P ) = 1. However, since there exists a point set P with st(P ) = Ω∗(4.64n) [8], for
such cases, our compilation algorithm for crossing-free spanning cycles is guaranteed to run
exponentially faster than explicit enumeration.
Next, we propose an algorithm to optimize the area surrounded by spanning cycles using
a DAG. To achieve this, we modify the DAG so that it has additional information. Our
algorithm runs in O∗(4.829n) time to find an area-minimized (or maximized) spanning cycle
of a given point set. Although the problem was shown to be NP-complete in 2000 [6], as far
as we know, there were no known algorithms faster than the obvious O∗(n!) time algorithm
for 20 years. To the best of our knowledge, our algorithm is the first such one.
In the following sections, we show the proofs of the lemmas and theorems marked with *
in the appendix.
2 Overview of Wettstein’s framework
In this section, we review Wettstein’s framework. Let P be a set of n points in the plane in
general position, that is, no three points in P are colinear. Let SP be the set of segments
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(a) Crossing-free spanning cycles on the same
point set.
(b) A combination graph representing the set of
crossing-free spanning cycles.
Figure 2 Examples of crossing-free spanning cycles and a corresponding combination graph.
(line segments) whose endpoints are in P . We assume that no two points have the same
x-coordinate. With this assumption, the points can be uniquely ordered as p1, . . . , pn from
left to right. If i ≤ j (or i < j), we write pi  pj (or pi ≺ pj). Two different segments s1 and
s2 are non-crossing if they do not share their internal points. The set C (⊆ SP ), called a
combination of SP , is crossing-free if every two different segments in C are non-crossing.
The basic idea of the framework is to represent a geometric graph as a combination of
units. As units, we intensively consider segments, although Wettstein considered several
units (e.g., triangles for triangulations). Both crossing-free spanning trees and crossing-free
spanning cycles can be expressed by the sets of their n− 1 and n segments, respectively.
To represent a set of geometric graphs, we define a special DAG.
I Definition 1. A combination graph is a directed and acyclic multigraph Γ with two
distinguished vertices ⊥ and >, called the source and sink of Γ. All edges in Γ, except for
those ending in >, are labeled with a segment in SP . Moreover, the sink > has no outgoing
edges. The size |Γ| of Γ is the number of vertices and edges in Γ.
In a combination graph, there is a one-to-one correspondence between a ⊥-> path with a
combination of segments. In other words, a ⊥-> path represents a combination of segments
that is the set of labels of edges appearing in the path. Therefore, using a combination graph,
we can represent a set of geometric graphs.
Figure 2 shows an example. Figure 2a shows the set of three crossing-free spanning cycles
on the same point set. Figure 2b is a combination graph representing the set of crossing-free
spanning cycles. In the figure, sij denote the segment whose endpoints are pi and pj . Each
alphabet in a circle is the name of the vertex. There are three ⊥-> paths: ⊥-A-C-F-H->,
⊥-B-D-F-H->, and ⊥-B-E-G-I->. The paths correspond to the crossing-free spanning cycles
in Figure 2a from left to right.
Once we compile geometric graphs into a combination graph Γ, we can use Γ for efficient
counting, enumeration, random sampling, and optimization of “decomposable” function [3].
One example of “decomposable” functions is the sum of lengths of segments in a combination.
More generally, we can optimize a linear function of SP . Given a cost function c : SP → R,
we call a function f : 2SP → R a linear function if f is in the form f(C) = ∑s∈C c(s) for
C ⊆ SP . We summarize the uses of Γ in the next lemma. In the following lemma, solutions
mean the geometric graphs represented by a combination graph. In fact, our time bound
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for random sampling improves the previous time bound appeared in [3]. We show details in
Appendix A.
I Lemma 2 (*). Let Γ be a combination graph (whose edge labels are in SP ) and h be the
height of Γ, that is, the maximum number of edges contained in ⊥-> paths. Then, we can
count the number of solutions in O(|Γ|) time,
enumerate solutions in O(h) time per solutions,
randomly sample a solution in O(h logn) time2, and
find a solution minimizing (or maximizing) a given linear function of SP in O(|Γ|) time.
From now on, we describe how to construct a combination graph efficiently. For a segment
s ∈ SP , pts(s) denotes the set of endpoints of s. We define lft(s) and rgt(s) as the left
and right endpoint of s, respectively. In other words, if pts(s) = {pi, pj} and i < j, then
lft(s) = pi and rgt(s) = pj . For two segments s1 and s2, if rgt(s1)  lft(s2), then we write
s1  s2. For each s ∈ SP , we define low(s) ⊆ P and upp(s) ⊆ P , the lower and upper
shadow of s, respectively. The set low(s) contains all points in P from which a vertical ray
shooting upwards intersects the relative interior of s. The set upp(s) is defined analogously.
Whenever we have pts(s1) ∩ low(s2) 6= ∅ or upp(s1) ∩ pts(s2) 6= ∅ for any s1, s2 ∈ SP , then
we say that s2 depends on s1 and we write s1 @ s2. For C ⊆ SP , pts(C) and low(C) denote
the sets
⋃
s∈C pts(s) and
⋃
s∈C low(s), respectively.
Assume C ⊆ SP holds. Then, a segment s ∈ C is extreme (in C) if s 6@ s′ holds for all
s′ ∈ C \ {s}. If it exists, the right-most extreme element in C is the unique extreme element
s in C such that s′  s for all extreme elements s′ ∈ C \ {s}.
I Definition 3. Let C be a set of combinations of SP . We call C serializable if C is non-empty
and if every non-empty C ∈ C contains a right-most extreme element, denoted by rex(C),
and C \ {rex(C)} is an element of C.
Let C be a serializable set of combinations of SP . For C,C ′ ∈ C and s ∈ SP , we write
C
s−→ C ′ if C = C ′ \ {s} and s = rex(C ′) hold. Observe that C naturally induces a DAG,
which is almost a tree, as follows. The graph has the vertex set C and the directed edges
with labels from SP . Whenever C s−→ C ′ holds, we add an edge from vertex C to vertex
C ′ with label s. A combination graph representing an arbitrary subset of C is obtained
by defining ⊥ := ∅ and by adding appropriate unlabeled edges pointing at an additional
vertex >. However, the resulting combination graph is useless because its size is Θ(|C|). To
make the combination graph smaller, we define an equivalence relation among C and merge
equivalent combinations.
I Definition 4. Let C be a serializable set of combinations of SP . An equivalence relation
∼ on C is coherent if, for any C1, C2 ∈ C with C1 ∼ C2, C1 s−→ C ′1 impiles that C2 s−→ C ′2
for some C ′1 ∼ C ′2. In addition, if C 6∼ C ′ holds for any C,C ′ ∈ C and s ∈ SP satisfying
C
s−→ C ′, we say that C is progressive on ∼.
For any C ∈ C, we define the equivalence class [C] := {C ′ ∈ C | C ′ ∼ C}, where the
relation ∼ will be obvious from the context. We also define the set (C/∼) := {[C] | C ∈ C}
of all equivalence classes.
2 Using a technique in [3] yields time bound O(hn2). However, we can reduce the time to O(h logn). See
Appendix A for details.
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If an equivalence relation ∼ on C is coherent, we can safely merge two vertices C1, C2 ∈ C
such that C1 ∼ C2. In addition, progressiveness requires there are no loops in a combination
graph. Therefore, when C is a serializable set of combinations of SP and ∼ is a coherent
equivalence relation on C such that C is progressive on ∼, by merging equivalent vertices
with respect to ∼, we obtain a DAG whose vertices correspond to equivalence classes. For
any subset T of equivalence classes (C/∼), we obtain a combination graph Γ representing T
by adding unlabeled edges from every vertex [C] ∈ T to >. The number of vertices in Γ is
|(C/∼)| and each vertex has at most |SP | = O(n2) edges. In summary, the following lemma
holds.
I Lemma 5 (Lemma 2 in [20]). Let C be a serializable set of combinations of SP , ∼ be a
coherent equivalence relation such that C is progressive on ∼, and T be a subset of (C/∼).
Then, there exists a combination graph Γ with size O(|(C/∼)| · n2) that represents ⋃[C]∈T[C].
To obtain a time bound to construct Γ, we add another factor to check a given combination
is in C. As we will see in the later sections, it can be done in O(n) time for all problems
discussed in this paper.
3 Algorithms for connected crossing-free geometric graphs
3.1 Crossing-free spanning trees
In this subsection, we propose an algorithm to compile crossing-free spanning trees. By
definition, C ⊆ SP is a crossing-free spanning tree if and only if 1) C is crossing-free, 2) C is
cycle-free, and 3) all the points are connected in C. To ensure the first condition, we use
Wettstein’s algorithm to compile all crossing-free geometric graphs. As for the second and
the third condition, it suffices to maintain the connectivity of points in C. To deal with the
connectivity efficiently, we propose a new simple and efficient technique, which leads to an
improved complexity.
First, we introduce Wettstein’s algorithm to compile all crossing-free geometric graphs. In
the following, CcfP denotes the set of crossing-free combinations of SP . Note that, if C ∈ CcfP
is non-empty, then any subset of C is in CcfP . This property does not hold for crossing-free
spanning trees and crossing-free spanning cycles.
Let C ∈ CcfP . As in [20], we partition P into three sets W (C), G(C), and B(C). (Each
symbol stands for white, gray, and black.) The sets are defined by B(C) := low(C),
G(C) := pts(C) \ low(C), and W (C) := P \ pts(C). If there is no ambiguity, we omit C
and denote W , G, and B. Note that G is non-empty if C is non-empty. One point in G is
marked as m(C) such that m(C) is the left point of rex(C). If C = ∅, we set m(∅) = nil.
We define τ(C) := (W,G,B,m) and the equivalence relation ∼τ on CcfP such that C1 ∼τ C2
if and only if τ(C1) = τ(C2).
I Lemma 6 (Lemma 4 in [20]). For any point set P , the set CcfP is serializable.
I Lemma 7 (Lemma 3 in [20]). The equivalence relation ∼τ on CcfP is coherent. In addition,
CcfP is progressive on ∼τ .
From now on, we propose our technique to deal with connectivity for crossing-free spanning
trees. To do this, we focus on the property of “prefixes” of crossing-free spanning trees.
Let C,C ′ ⊆ SP . We call C a prefix of C ′ if there exists a sequence of segments s1, . . . , sk
such that C s1−→ C1, . . . , Ck−1 sk−→ C ′. When C is a prefix of C ′, we say that C ′ extends C.
Let U ⊆ P be a connected component in C. We call U a hidden component if, for every point
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Figure 3 Two equivalent elements of DstP .
p in U , there exists a segment s ∈ C such that p ∈ low(s). Intuitively, such a component is
invisible from above because of other segments.
I Lemma 8. Let C ⊆ SP be a set of crossing-free segments. If C is a prefix of a crossing-free
spanning tree C∗ ∈ CstP , then all of the following hold:
A1. C is cycle-free, and
A2. there are no hidden components in C.
Proof. A1 is obviously necessary. Assume that C violates A2. Now, there exists a hidden
component U in C. In any C ′ extending C, r := rex(C ′) is not incident to any point in U .
If r is incident to a point p in U , since there exists a segment s in C ′ such that p ∈ low(s),
we have r @ s, contradicting that r is the right-most extreme element in C ′. It follows that,
in any C ′ extending C, there are at least two connected components in C ′: U and the one
containing r. This means that C cannot be extended to any crossing-free spanning tree,
contradicting that C is a prefix of a crossing-free spanning tree. J
We define CstP as the set of crossing-free spanning trees on P and DstP as the set of
combinations of SP satisfying both conditions A1 and A2 in Lemma 8. In other words, DstP
is the superset of real prefixes of crossing-free spanning trees on P . Especially, DstP properly
contains CstP , and thus we only have to consider DstP to obtain CstP . Note that, for every
non-empty C ∈ DstP , removing rex(C) from C does not violate any conditions in Lemma 8.
Therefore, we obtain the following lemma.
I Lemma 9. For any point set P , the set DstP is serializable.
Now, we propose our technique to deal with connectivity. For C ∈ DstP , we define the
partition Π(C) of G(C) such that two points x, y ∈ G(C) are connected in C if and only if
they are in the same set in Π(C). If there is no ambiguity, we omit C from Π(C) and denote
Π. Finally, we define φ(C) = (W,G,B,m,Π) and the equivalence relation ∼φ on DstP such
that C1 ∼φ C2 if and only if φ(C1) = φ(C2). Figure 3 shows two equivalent elements of DstP .
In the figure, white, gray, and black points are in W , G, and B, respectively. A point with a
bold circle is m. The ellipses indicate the partition Π of G.
I Lemma 10 (*). The equivalence relation ∼φ on DstP is coherent. In addition, DstP is
progressive on ∼φ.
To obtain a bound on the size of a combination graph representing CstP , we analyze the
number of equivalence classes, that is, |(DstP /∼φ)|. Let us begin with a rough estimation.
The number of possible (W,G,B)’s is O(3n). The number of possible m’s is O(n). Since
Π is a partition of at most n points, the number of possible Π’s is at most the n-th Bell
number, which is O(nn). It follows that |(DstP /∼)| = O((3n)nn). This bound is not in the
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form O∗(cn) for some constant c. From now on, we show a considerably smaller estimation
on the number of equivalence classes.
Fortunately, we have the following observations. A partition of {1, . . . , N} is non-
crossing3 [18] if, for every four elements 1 ≤ a < b < c < d ≤ N , a, c are in the same set and
b, d are in the same set, then the two sets coincide.
I Lemma 11. For any C ∈ DstP , let us order the points in G as p′1, . . . , p′|G| from left to
right. Then, Π is a non-crossing partition of
{
p′1, . . . , p
′
|G|
}
.
Proof. For 1 ≤ i < j < k < l ≤ |G|, assume that p′i and p′k are in U1 ∈ Π and p′j and p′l
are in U2 ∈ Π. Now, we assume that U1 6= U2, which leads to a contradiction. By A1 (C is
cycle-free), there is the unique path S1 from p′i to p′k in C. Since p′j is in G = pts(C)\ low(C),
the path S1 passes under p′j . Likewise, there is the unique path S2 in C from p′j to p′l and
it passes under p′k. Since U1 6= U2, the paths S1 and S2 do not share their vertices. This
means that there exists a pair of segments s1 ∈ S1 and s2 ∈ S2 such that they are crossing,
which contradicts that C is crossing-free. J
It is known that the number of non-crossing partitions of N elements is the N -th Catalan
number Cat(N) [18], which is at most 4N [12, p. 450]. This is much smaller than the number of
general partitions, the N -th Bell number, which is O(NN ). Using these facts, we can improve
the previous rough estimation on the number of the equivalence classes. Since the number of
(W,G,B) is O(3n), m is O(n), and Π is O(4n), it follows that |(DstP /∼φ)| = O(12n). Now,
we have obtained a bound with the form O∗(cn) for a constant c. However, this estimation
is still rough because Π does not always contain n points and contains only the points in
G. The following lemma shows a substantially smaller estimation on the number of the
equivalence classes.
I Lemma 12. |(DstP /∼φ)| = O(6nn).
Proof. For every partition (W,G,B) of P , Π is a non-crossing partition of |G| elements.
Therefore, the number of Π is at most Cat(|G|) ≤ 4|G| when we fix (W,G,B). Let i, j, and
k be the sizes of W , G, and B, respectively. The number of (W,G,B) such that |W | = i,
|G| = j, and |B| = k, is n!
i! j! k! . Using these facts and the multinomial theorem, the number
of (W,G,B,Π) is at most∑
W,G,B⊆P,
W∪G∪B=P,
W∩G=G∩B=W∩B=∅
Cat(|G|) =
∑
i+j+k=n
n!
i! j! k! · Cat(j)
≤
∑
i+j+k=n
n!
i! j! k! · 1
i · 4j · 1k
= (1 + 4 + 1)n = 6n.
Since the number of m is at most n, we obtain |(DstP /∼φ)| = O(6nn). J
From Lemmas 5, 9, 10 and 12, we obtain the bound on the size of a combination graph
representing DstP . To show the time complexity to construct the combination graph, it suffices
3 The word “non-crossing” for a partition is independent from the word “crossing-free” for a set of
segments.
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to add another factor n to the size of the combination graph because we can check the
membership in DstP in O(n) time, as shown in Appendix C.
I Theorem 13 (*). Let P be a set of n points in the plane in general position. Then,
there exists a combination graph of size O(6nn3) that represents CstP . We can construct it in
O(6nn4) time.
3.2 Crossing-free spanning cycles
In this subsection, we propose an algorithm to compile crossing-free spanning cycles. By
definition, C ⊆ SP is a crossing-free spanning cycle if and only if 1) C is crossing-free, 2)
all the points have degree 2 in C, and 3) all the points are connected in C. To deal with
the second condition, we modify the definition of W , G, and B in Section 3.1 so that they
partition P into the sets of points that have the same degree. In fact, using these modified
W , G, and B, we can check the first condition. To deal with the third condition, we propose
a specialized technique to deal with connectivity for crossing-free spanning cycles, which
leads to a better complexity than the algorithm for crossing-free spanning trees.
As we have done in Section 3.1, we focus on the property of the prefixes of crossing-free
spanning cycles. In the following, the degree of a point p in C is the number of segments
incident to p, denoted by deg(p, C). We call U ( P is an isolated cycle in C if U is a
connected component in C and all the points in U have degree 2. Note that an isolated cycle
is not necessarily a hidden component.
I Lemma 14. Let C ⊆ SP be a set of crossing-free segments. If C is a prefix of a crossing-free
spanning cycle C∗ ∈ CscP , then all of the following hold:
B1. deg(p, C) ≤ 2 for every point p,
B2. for every point p of deg(p, C) < 2, C has no segment s such that p ∈ low(s), and
B3. there are no isolated cycles in C.
Proof. Since deg(p, C∗) = 2 for every point p and a crossing-free spanning cycle C∗, B1
is necessary. Assume that C does not satisfy B2. Then, there is a point p such that
deg(p, C) < 2 and a segment s ∈ C such that p ∈ low(s). For any C ′ extending C, rex(C ′)
is not incident to p because, if so, rex(C ′) @ s, which is a contradiction. It means that
deg(p, C ′) = deg(p, C) < 2 for any C ′ extending C, which contradicts that C is a prefix of a
crossing-free spanning cycle.
Assume that C does not satisfy B3. Then, there exists an isolated cycle U ( P
in C. If there exists a crossing-free spanning cycle C∗ extending C, then C∗ contains
at least one segment in C∗ \ C incident to a point p ∈ U . However, this means that
deg(p, C∗) > deg(p, C) = 2, contradicting that C∗ is in CscP . J
We define CscP as the set of all crossing-free spanning cycles and DscP as the set of
combinations of SP satisfying all the conditions in Lemma 14. Since CscP ⊆ DscP holds, to
obtain CscP , it suffices to consider DscP . Note that all the conditions from B1 to B3 are
maintained when removing rex(C) from any C ∈ DscP , which shows the following lemma.
I Lemma 15. For any point set P , the set DscP is serializable.
We define an equivalence relation on DscP . For this purpose, we modify the definitions
of W,G, and B in Section 3.1 so that they are the sets of points with degree 0, 1, and 2,
respectively. Note that all the points in low(C) are in B. Moreover, we put a point p in
pts(C) \ low(C) into B if p has degree 2. W is the same as Section 3.1: W = P \ pts(C). As
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Figure 4 Two equivalent elements of DscP .
Figure 5 The correspondence between M and a balanced sequence of parentheses.
a result, G contains an even number of points because the total degree must be even. We
define mark m in the same way as Section 3.1.
By Lemma 14, every C ∈ DscP is a disjoint union of paths such that every point in G (or
B) is an endpoint (or an internal point) of a path. Therefore, to deal with connectivity, we
define a matchingM of points in G such that, for every two different points x, y ∈ G, x and
y are the two endpoints of a path in C if and only if they are matched inM. In other words,
M is a partition of set G of gray points such that every set contains exactly two points.
We define ψ(C) := (W,G,B,m,M) and the equivalence relation ∼ψ on DscP such that
C ∼ψ C ′ if and only if ψ(C) = ψ(C ′). Figure 4 shows two equivalent elements of DscP . In the
figure, white, gray, and black points are the points in W , G, and B, respectively. The point
with a bold circle is m. The ellipses indicate the matchingM of G.
I Lemma 16 (*). The equivalence relation ∼ψ on DscP is coherent. In addition, DscP is
progressive on ∼ψ.
The number of matchings of N elements is (N ′ − 1)!! = (N ′ − 1) · (N ′ − 3) · · · · · 1 where
N ′ is the largest even number such that N ′ ≤ N . Although this is slightly smaller than
the number of general partitions of N elements, it is still O(NN ). This prevents us from
obtaining the bound in the form O∗(cn) for some constant c. However, an appropriate
analysis shows that there is a considerably smaller estimation on the number of possible
M’s.
By Lemma 11,M is a non-crossing partition of G whose every set contains exactly two
elements. Such a partition has a one-to-one correspondence with a balanced sequence of |G|
parentheses. The correspondence is defined as follows. Let p′1, . . . , p′|G| are the points in G
ordered from left to right. For two points p′i and p′j with i < j, if they are the two endpoints of
the same path in C, we put ‘(’ and ‘)’ in the i-th and j-th position of a sequence. Since paths
are pairwise non-crossing, we obtain a balanced sequence of parentheses in this way. Figure 5
shows the correspondence between a matching of the endpoints of pairwise non-crossing
paths and a balanced sequence of parentheses. Using this one-to-one correspondence, we
obtain the following lemma.
I Lemma 17. |(DscP /∼ψ)| = O(4nn).
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Proof. From the one-to-one correspondence between the matching M and a balanced
sequence of |G| parentheses, the number of possibleM’s is 2|G|. Therefore, the number of
(W,G,B,M) is at most∑
W,G,B⊆P,
W∪G∪B=P,
W∩G=G∩B=W∩B=∅
2|G| =
∑
i+j+k=n
n!
i!j!k! · 1
i · 2j · 1k = (1 + 2 + 1)n = 4n. (1)
Since the number of m is at most n, it follows that |(Csc/∼ψ)| = O(4nn). J
By Lemmas 5 and 15 to 17 and showing that the membership in DscP can be checked in
O(n) time, we obtain the following theorem.
I Theorem 18 (*). For any P , there exists a combination graph of size O(4nn3) that
represents CscP . We can construct it in O(4nn4) time.
4 Optimizing the area of crossing-free spanning cycles
In this section, we propose an algorithm to optimize the area surrounded by crossing-free
spanning cycles.
Given a combination graph Γ whose edge labels are in SP , by Lemma 2, one can optimize
a linear function of SP in O(|Γ|) time. One example of such a function is the sum of lengths of
segments. Therefore, we can find a crossing-free spanning cycle with minimum (or maximum)
length in O(4nn4) time by Theorem 18. At first glance, the area does not seem to be a linear
function of SP . However, using a well-known technique in computational geometry, we can
express the area as a linear function of directed segments. Therefore, to optimize the area,
we construct a combination graph whose edge labels are directed segments.
The following lemma is a well-known technique to calculate the area of a simple polygon,
and thus a crossing-free spanning cycle.
I Lemma 19 (Green’s theorem, or Exercise 33.1-8 in [5]). Let S be a simple polygon with N
vertices ordered in counter-clockwise order as (x1, y1), . . . , (xN , yN ). For convenience, we
define (xN+1, yN+1) = (x1, y1). The area A(S) of S is
A(S) =
N∑
i=1
(xi+1 + xi)(yi+1 − yi)
2 . (2)
Equation (2) calculates A(S) as the sum of the signed area of the trapezoid defined by each
edge. The i-th edge of S defines the trapezoid whose vertices are (xi, yi), (xi+1, yi+1), (0, yi+1),
and (0, yi). The area of the trapezoid is positive if the vertices are ordered counter-clockwise
and negative otherwise.
Let ~SP be the set of directed segments whose endpoints are in P . In other words,
~SP :=
⋃
{a,b}∈SP {(a, b), (b, a)}. For a point p ∈ P , (xp, yp) denotes its coordinates. We call
~C ⊆ ~SP a counter-clockwise (crossing-free) spanning cycle if ~C satisfies the following: 1)
(a, b) ∈ ~C implies (b, a) /∈ ~C, 2) the set
{
{a, b}
∣∣∣ (a, b) ∈ ~C} of segments is a crossing-free
spanning cycle, and 3) the segments in ~C are directed in counter-clockwise order. The
area, denoted by A(~C), of ~C means the enclosed area by the polygon defined by ~C. Then,
Equation (2) can be written as
A(~C) =
∑
(a,b)∈~C
(xb + xa)(yb − ya)
2 . (3)
12 Compiling Crossing-free Geometric Graphs with Connectivity Constraint
Equation (3) expresses the area of a counter-clockwise spanning cycle as a linear function of
directed segments.
On the basis of the above discussion, we construct a combination graph Γ′ representing
~CscP ⊆ 2~SP , where ~CscP denote the set of counter-clockwise spanning cycles on P . The edges of
Γ′ are labeled by directed segments in ~SP . We associate each directed segment ~s = (a, b) ∈ ~SP
with weight c(~s) := (xb + xa)(yb − ya)/2. Then, the sum of the weights in a ⊥-> path in Γ′
is the area of the counter-clockwise spanning cycle represented by the path. Therefore, to
find an area-minimized (or maximized) counter-clockwise spanning cycle, it suffices to find a
⊥-> path with minimum (or maximum) weight in Γ′. It can be found in O(|Γ′|) time by
Lemma 2.
To construct Γ′, we focus on the property of prefixes of a counter-clockwise spanning
cycle. For a directed segment ~s = (a, b) ∈ ~SP , we call a the head and b the tail of ~s. The
in-degree (or out-degree) of a point p in ~C ⊆ ~SP is the number of directed segments whose
tail (or head) is p, denoted by d in(p, ~C) (or d out(p, ~C)). The following lemma is obtained in
a similar way as Lemma 14.
I Lemma 20. Let ~C ⊆ ~SP a set of crossing-free directed segments. If ~C is a prefix of a
counter-clockwise spanning cycle, then all of the following hold:
C1. d in(p, ~C) ≤ 1 and d out(p, ~C) ≤ 1 for every point p,
C2. for every point p such that d in(p, ~C) = 0 or d out(p, ~C) = 0, ~C has no directed segment ~s
such that p ∈ low(~s), and
C3. there are no isolated cycles in ~C.
In the following, ~DscP denotes the set of combinations of ~SP that satisfy the conditions from
C1 to C3. Note that all the conditions from C1 to C3 are maintained when removing rex(~C)
from any ~C ∈ ~DscP , which shows the following lemma.
I Lemma 21. For any point set P , the set ~DscP is serializable.
We define an equivalence relation on ~DscP as follows. For ~C ∈ ~DscP , we define W (~C), G(~C),
and B(~C) in almost the same way as Section 3.2. More precisely, W (~C) is the set of points
that have both indegree and outdegree 0. The set G(~C) consists of points that have indegree
1 and outdegree 0, or in-degree 0 and out-degree 1. B(~C) is the set of points with indegree 1
and outdegree 1. We define m(~C) in the same way as Section 3.2.
By Lemma 20, every ~C ∈ ~DscP is a disjoint union of directed paths. Therefore, to deal
with connectivity and the directions of the paths, we define ~M(~C) as the directed variant of
M in Section 3.2. ~M is the set of pairs (a, b) of a, b ∈ P such that 1) every p ∈ P appears in
exactly one pair in ~M and, 2) for every two points x, y ∈ G, x and y are respectively the
head and the tail of the same path if and only if (x, y) is in ~M.
We define χ(~C) := (W,G,B,m, ~M) and the equivalence relation ~C ∼χ ~C ′ if and only if
χ(~C) = χ( ~C ′). We can prove the following lemma in almost the same way as Lemma 16.
I Lemma 22. The equivalence relation ∼χ on ~DscP is coherent. In addition, ~DscP is progressive
on ∼χ.
To enforce counter-clockwise order, we focus on the leftmost point p1. For a directed
(clockwise or counter-clockwise) spanning cycle ~C, let uin be the unique segment of ~C whose
tail is p1 and uout be the one whose head is p1. The segments in ~C are directed counter-
clockwise if and only if uin is above uout. By the rule of extension, uout is adopted before uin.
Therefore, p1 never be the tail of some path. This occurs if and only if ~M contains a pair
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(q, p1) for some q 6= p1. We prune such cases. It affects the time complexity of the algorithm
only in a constant factor and does not enlarge the number of equivalence classes.
We analyze the overhead by maintaining the directions of the paths. Since there exists
at most n/2 paths, the bound 4n · 2n/2 = (4√2)n < 5.659n is easy to obtain. The following
lemma shows that the bound can be further reduced.
I Lemma 23.
∣∣∣(~Cst/∼χ)∣∣∣ = O(cnn) for some constant c < 4.829.
Proof. When the number of points in G is j, the number of paths is j/2. (Note that j
is even.) Thus, the number of directions of the paths is 2j/2. Therefore, the number of
(W,G,B, ~M) is at most
∑
W,G,B⊆P,
W∪G∪B=P,
W∩G=G∩B=W∩B=∅
2|G| · 2|G|/2 =
∑
i+j+k=n
n!
i!j!k! · 1
i · (2
√
2)j · 1k
= (1 + 2
√
2 + 1)n = O(cn),
where c is a constant less than 4.829. Since the number of m is at most n, we obtain∣∣∣(~Cst/∼χ)∣∣∣ = O(cnn). J
Finally, we obtain the following theorem in the same way as Lemma 16.
I Theorem 24. For any P , there exists a combination graph Γ′ of size O(cnn3) that represents
~CscP over ~SP , where c is a constant less than 4.829. We can construct it in O(cnn4) time.
Within the same time bound, we can find an area-minimized (or maximized) crossing-free
spanning cycle.
5 Concluding remarks
In this paper, we presented algorithms to compile and optimize connected crossing-free
geometric graphs on a set of n points in the plane. Our compilation algorithms run in O∗(6n)
time for crossing-free spanning trees and O∗(4n) time for crossing-free spanning cycles. In
addition, we can find an area-minimized (or maximized) crossing-free spanning cycle in
O∗(4.829n) time.
One future direction is applying our technique to other geometric graphs with connectivity
constraints. Since our technique is simple, we believe that we can easily adapt it for other
geometric graphs such as spanning forests, connected graphs (not necessarily spanning),
spanning connected graphs (not necessarily cycle-free), and so on.
Another direction is improving our analysis of the complexity. In this paper, we first
defined an equivalence relation using the partition (or matching) of the points and then
improved the bound using the multinomial theorem. In contrast, Wettstein defined an
equivalence relation using the coloring of points and then improved the bound using the
fact that certain patterns cannot occur in the colorings because of geometric constraints.
Can we combine Wettstein’s technique of analysis with our proof using the multinomial
theorem? Especially, for our algorithm to optimize the area of crossing-free spanning cycles,
it is open whether there exists a point set where the algorithm runs exponentially faster than
explicit enumeration because the current best lower bound to the maximum value of sc(P ) is
Ω∗(4.64n) [8]. Can we reduce the base of the time of our algorithm to less than 4.64?
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A Proof of Lemma 2
For a vertex α of Γ, we define cnt(α) as the number of α-> paths in Γ. We set cnt(>) = 1.
If α 6= >, then cnt(α) = ∑(α,β)∈E cnt(β), where E is the edge set of Γ. Using the formulas,
we can recursively calculate cnt(α) for every α in a reverse topological order. Since there is
the one-to-one correspondence between a solution and a ⊥-> path, the number of solutions
equals cnt(⊥). It can be computed in O(|Γ|) time.
Enumeration can be done by depth-first search. It takes O(h) time per solutions.
For random sampling, we use counting information. First, we choose a random number
r between 1 and cnt(>). Then, we find the r-th ⊥-> path in the following way. We start
from ⊥. Until we reach >, we repeat the following. When we are on a vertex α, we order
the descendants of α in an arbitrary way: β1, . . . , βk. Starting from i = 1, while r > cnt(βi),
we apply r ← r − cnt(βi) and i ← i+ 1. We move to βj , if j is the first integer such that
r ≤ cnt(βj). Until one reaches >, there are at most h vertices. For each vertex, it takes O(n2)
time to select the appropriate descendant. Thus, the total time is O(hn2). However, we can
reduce the time to O(h logn). To achieve it, we calculate the cumulative sums for each vertex
as a preprocessing. We define sum(α, i) :=
∑
j≤i cnt(βj). The number of the cumulative
sums is the number of edges, so calculating all cumulative sums enlarges the complexity only
by a constant factor. Using the cumulative sums, we can find the appropriate descendant by
binary search, which takes O(logn2) = O(logn) time. Therefore, the total running time is
O(h logn).
Optimizing a linear function reduces to finding a shortest or longest ⊥-> path in Γ. This
can be done in O(|Γ|) time in a similar way as counting.
B Proof of Lemma 10
Let C1, C2 ∈ DstP be non-empty (otherwise, the proof is trivial) with C1 ∼φ C2 and assume
that C1
s−→ C ′1 holds for C ′1 ∈ DstP and s ∈ SP . Consider C ′2 := C2 ∪ {s}. We show C ′2 ∈ DstP ,
C ′1 ∼φ C ′2, and C2 s−→ C ′2, which implies the coherency of ∼φ.
Since ∼τ is coherent by Lemma 7, C ′2 is crossing-free. Therefore, what is left for us to
show C ′2 ∈ DstP is that C ′2 satisfies both A1 and A2 in Lemma 8.
Assume that C ′2 violates A1, that is, C ′2 contains a cycle. Since C2 is cycle-free, there
exists only one cycle in C ′2 and it contains s. Adding s to C2 generates a cycle if and only
if the endpoints of s is connected in C2. Then, there exists a set U ∈ Π(C2) such that
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pts(s) ⊆ U . Since Π(C1) = Π(C2), the set U is also in Π(C1) and adding s to C1 generates
a cycle in C ′1. This contradicts that C ′1 is cycle-free.
Assume that C ′2 violates A2, that is, there exists a hidden component in C ′2. Then, there
exists a set U ∈ Π(C2) such that U ⊆ low(s). Since Π(C1) = Π(C2), U is also in Π(C1) and
the connected component containing U in C1 is hidden in C ′1, contradicting that C ′1 has no
hidden components. This finishes the proof of C ′2 ∈ DstP .
Next we show C ′1 ∼φ C ′2. Since∼τ is coherent by Lemma 7, (W (C ′1), G(C ′1), B(C ′1),m(C ′1)) =
(W (C ′2), G(C ′2), B(C ′2),m(C ′2)) holds. Therefore, we have only to show Π(C ′1) = Π(C ′2).
In the following, for a partition Π of a set E and a subset T ⊆ E, Π  T denotes the
restriction of Π to T , that is, Π  T := {U ∩ T | U ∈ Π} \ {∅}. For C ∈ DstP , we define
Π+(C) as the partition of W (C) ∪ G(C) such that every two points x, y ∈ W (C) ∪ G(C)
is connected in C if and only if they are in the same set of Π+(C). In other words,
Π+(C) = Π(C) ∪ {{p} | p ∈W (C)}. From the above discussion, the endpoints a and b of s
are in the different sets in Π+(C1), otherwise, adding s to C1 generates a cycle in C ′1. Let Ua
and Ub be the sets containing a and b in Π+(C1), respectively. In C ′1, the vertices x and y
are connected if and only if 1) x and y are in the same set in Π+(C1) or 2) one of x and y is
in Ua and the other is in Ub. Therefore, Π(C ′1) = ((Π+(C1) \ {Ua, Ub})∪ {Ua ∪ Ub})  G(C ′1).
Since Π(C2) = Π(C1) and W (C2) = W (C1), it follows that Π+(C2) = Π(C2) ∪
{{p} | p ∈W (C2)} = Π(C1) ∪ {{p} | p ∈W (C1)} = Π+(C1). Thus, the sets Ua and Ub
in Π(C1) are also contained in Π(C2), and the endpoints a and b of s are also in Ua and
Ub, respectively. Therefore, Π(C ′2) = ((Π+(C2) \ {Ua, Ub}) ∪ {Ua ∪ Ub})  G(C ′2). Since
Π+(C2) = Π+(C1) and G(C ′2) = G(C ′1), we obtain Π(C ′2) = Π(C ′1).
Lastly, we show C2
s−→ C ′2. To do this, it suffices to show that s = rex(C ′2) and s /∈ C ′2.
The former holds because ∼τ is coherent. Assume that the latter is false: s ∈ C ′2. In this
case, C1 ∼φ C2 = C ′2 ∼φ C ′1 holds. Combining it with C1 s−→ C ′1 means that DstP is not
progressive on ∼φ. However, since CcfP ⊇ DstP is progressive on ∼τ , the set DstP is progressive
on ∼φ, which is a contradiction.
C Proof of Theorem 13
The bound on the size of a combination graph is obtained from Lemmas 5 and 12. To show
the time bound, it suffices to show that, for every C ∈ DstP and C ′ such that C s−→ C ′, whether
C ′ is in DstP or not can be checked in O(n) time using only φ(C ′), not using the exact content
of C ′.
C ′ is crossing-free because s = rex(C ′). From the proof of Lemma 10, C ′ contains a cycle
(i.e., violates A1) if and only if the two endpoints of s are in the same set in Π(C ′). C ′
contains a hidden component (i.e., violates A2) if and only if the there exists a set U ∈ Π(C)
such that U ⊆ low(s). All the conditions can be checked in O(n) time.
D Proof of Lemma 16
Let C1, C2 ∈ DscP be non-empty (otherwise, the proof is trivial) with C1 ∼ψ C2 and assume
that C1
s−→ C ′1 holds for C ′1 ∈ DscP and s ∈ SP . Consider C ′2 := C2 ∪ {s}. We show C ′2 ∈ DscP ,
C ′1 ∼ψ C ′2, and C2 s−→ C ′2, which implies the lemma.
To show C ′2 ∈ DscP , we show that C ′2 satisfies all the conditions from B1 to B3 in Lemma 14.
Assume that C ′2 violates B1. Then, there exists a point p ∈ P such that deg(p, C ′2) > 2.
Since C1 ∼ψ C2, we obtain deg(p, C ′1) = deg(p, C1) + 1 = deg(p, C2) + 1 = deg(p, C ′2) > 2,
which contradicts that C ′1 ∈ DscP .
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Assume that C ′2 violates B2. Since C2 satisfies B2, s is the unique segment in C ′2
such that there exists a point p ∈ low(s) with deg(p, C ′2) < 2. By p ∈ low(s), s is not
incident to p. Thus, adding s to C1 (or C2) does not increase the degree of p. Therefore,
deg(p, C ′1) = deg(p, C1) = deg(p, C2) = deg(p, C ′2) < 2. It contradicts that C ′1 ∈ DscP .
We can show that C ′2 satisfies B3 in the same way as the proof for A2 in Lemma 10. It
finishes the proof of C ′2 ∈ DscP .
Next, we show C ′1 ∼ψ C ′2, i.e., ψ(C ′1) = ψ(C2). First we show that W (C ′1) = W (C ′2),
G(C ′1) = G(C ′2), and B(C ′1) = B(C ′2). Adding the segment s to C1 (or C2) increases the
degrees of the two endpoints of s both by one and does not change the degrees of the other
points. Therefore, if a point p is an endpoint of s, then deg(p, C ′1) = deg(p, C1) + 1 =
deg(p, C2) + 1 = deg(p, C ′2) holds. Otherwise, deg(p, C ′1) = deg(p, C1) = deg(p, C2) =
deg(p, C ′2) holds. Therefore, we haveW (C ′1) = W (C ′2), G(C ′1) = G(C ′2), and B(C ′1) = B(C ′2).
Next we show m(C ′1) = m(C ′2). To prove it, it suffices to show that rex(C ′2) = rex(C ′1) =
s. We first show that s is extreme in C ′2. Since C ∼ψ C ′, pts(C) = G(C) ∪ B(C) =
G(C ′) ∪ B(C ′) = pts(C ′). Combining this with the fact that s is extreme in C1, we
obtain pts(s) ∩ low(C2) ⊆ pts(s) ∩ pts(C2) = pts(s) ∩ pts(C1) = ∅ and upp(s) ∩ pts(C2) =
upp(s) ∩ pts(C1) = ∅. Therefore, s is extreme in C ′2. Now, assume that rex(C ′2) = s′ 6= s.
Since both s and s′ are extreme in C ′2, s ≺ s′ holds, which means that rex(C2) = s′.
Combining it with C1 ∼ψ C2 yields s ≺ rex(C1), which contradicts that s = rex(C ′1).
We can show M(C ′1) = M(C ′2) in the same way as the proof of Π(C ′1) = Π(C ′2) in
Lemma 10. It finishes the proof of C ′1 ∼ψ C ′2.
To show C2
s−→ C ′2, it suffices to show that s = rex(C ′2) and s /∈ C2. We have already
proven the former. To show the latter, it suffices to show that DscP is progressive on ∼ψ. For
any C,C ′ ∈ DscP and s ∈ SP such that C s−→ C ′,
∑
p∈P deg(p, C ′) >
∑
p∈P deg(p, C) holds.
Therefore, (W (C), G(C), B(C)) 6= (W (C ′), G(C ′), B(C ′)) holds, which means that DscP is
progressive on ∼ψ.
E Proof of Theorem 18
The bound on the size of a combination graph is obtained from Lemmas 5 and 17. To show
the time bound, it suffices to show that, for every C ∈ DscP and C ′ such that C s−→ C ′, whether
C ′ is in DscP or not can be checked in O(n) time. C ′ is crossing-free because s = rex(C ′).
B1 can be checked in O(n) time. To check if C ′ satisfies the conditions from B1 to B3, it
suffices to prune the cases that 1) there exists a point p ∈ P such that deg(p, C) > 2, 2)
there exists a point p ∈ low(s) such that deg(p, C) < 2, and 3) pts(s) ∈M and |M| ≥ 2. All
the conditions can be checked in O(n) time.
