Introduction
The purpose of this paper is to develop a structural and stability theory for continuous-time processes which is suitable for application in such areas as operations research, control and systems theory and communications theory; areas where complex stochastic models are frequently used, and where a Markovian state process can often be constructed.
Stability concepts, and the related ergodic theory, for continuous-time Markov processes have a large literature which includes many different approaches. The most easily applied and most complete theories have been developed for diffusion processes, or for processes with some form of regeneration points such as storage process with jumps from the origin. In the special case of diffusion processes, there jump-deterministic processes, including general queueing, storage and risk processes are also irreducible T-processes under minimal conditions. There are few results for general continuous-time processes which show that compact sets are 'test sets' for stability in this way, yet (as we see in [25] ) such identification of test sets is crucial for classifying individual models. One approach which is similar to that used in this part of the paper may be found in the survey article [9] . Under condition (LSC) of [9] , that the excessive functions for the resolvent-chain are lower semi-continuous, conditions for recurrence and transience are also obtained in terms of hitting probabilities to compact subsets of the state space. Condition (LSC) does, however, seem intrinsically harder to verify than the T-process condition, and in the special case of diffusion processes, the known conditions under which (LSC) is satisfied also imply that the resolvent for the process is strongly Feller. The results of the sections above are concerned with characterizations of stability in various forms. It is perhaps more important to find out what if any useful properties may be found for appropriately stable processes, and it is this study which occupies the remainder of this paper.
We give in Section 6 verifiable sufficient conditions for ergodicity, and in Section 7 conditions under which we obtain convergence of the expectation E[f((Q,)] for unbounded functions f: these results are new and require different methods of proof, since the contraction properties of the total variation norm can no longer be employed as in [32] , nor can the approach of assuming that the tail a-field is trivial, developed in [27] and extended to continuous time in [8] , be adopted.
Several of our new ergodic results depend heavily on the links between the process and its skeleton chains. In Section 5 we develop solidarity results for the skeleton chain, of interest in their own right and needed for our ergodic theorems. It is shown that if a skeleton chain possesses just one positive Harris set, then either the set is unique or an uncountable periodic orbit of Harris sets exists; and moreover, if the skeleton admits a countable recurrence structure, as it does for T-processes, then the periodic orbit is trivial. Using this generalized aperiodicity result we extend our previous ergodicity results to non-irreducible processes. For the case of compact state space, we show that convergence takes place at a geometric rate.
In Part III of this series [25] , we develop criteria for stability of continuous time processes based upon the infinitesimal generator and we also analyze the examples given here to demonstrate the value of the structural results in practice.
Probabilistic concepts
2.1. Markov process concepts. Here we present a minimal description of the models which we treat. Further details of the framework may be found in [5] , [29] . We suppose that P={ t:teR +} is a time-homogeneous Markov process with 489 state space (X, A(X)), and transition semigroup (pt). The process 0 evolves on the probability space (Q, 3, Px), where x eX is the initial condition of the process, and Q denotes the sample space. It is assumed that the state space X is a locally compact and separable metric space, and that S6(X) is the Borel field on X. We assume that 0 is a Borel right process, so that in particular 0 is strongly Markovian with right-continuous sample paths [29] Maximally absorbing sets are utilized substantially in [32] . It follows from the Markov property that a maximally absorbing set A is absorbing, i.e. P'(x, A) = 1, x e A, t 0. From this we know of no way in general to deduce that (1) P{D, eA forall t R+}1=, xeA.
However, from Theorem 2.1 (ii) below, we do have Px{r1A' = 0} = 1 for any x e A when A is absorbing. Since 0 has right-continuous sample paths, it follows that (1) does hold if the set A is topologically closed. Consequently, any process can be restricted to a closed maximally absorbing set and remain a Borel right process.
2.2. Stochastic stability. Our first stability condition follows the standard definition of Harris recurrence, which is taken from [3] . One goal of this paper is to explore conditions for processes to be Harris recurrent and positive Harris recurrent, and to develop new or extended consequences of these forms of stability. For a fixed initial condition x E X, it is then obvious that the transition function R is the law of a chain {(,tk where {tk} is a renewal process with an exponential increment distribution which is independent of 0. We will call any discrete-time parameter chain with transition function R the R-chain, and let tc and L(x, C) a Px(fc < oo) denote respectively the first hitting time of C and the hitting probability for the R-chain. Operator theoretic definitions of L may be found in [26] . As a simple first example of the connection of the resolvent chain and the process we give a much weaker condition for the process to be irreducible. For an arbitrary Markov transition function K, we call the associated Markov chain the K-chain. When a is a general exponential distribution with mean a-~ we will write R. for Ka. In [32] it is shown in some generality that the recurrence structure of 0 and the Ka-chain are identical. Then for the probability a which assigns unit mass at {1}, each individual state x e S' is a Harris set for the Ka-chain, so the Ka-chain possesses an uncountable number of Harris sets, but the process is a pLeb-irreducible Harris process. The results of Theorem 2.1 do not hold without some restrictions on either the probability a, or the continuity properties (in the time parameter) of the transition kernels P' of the process, such as those imposed in [32] . Below, however, we will weaken these conditions considerably.
Many of the results for sampled chains depend on links between resolvents and sampled chains with a possessing a bounded density. The next result illustrates some of these connections, and those with the structure of 0 itself. 
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This condition is introduced for discrete-time chains in Meyn and Tweedie [24] . Non-evanescent processes are called non-explosive by Meyn [20] , but this nomenclature is at odds with the notion of explosion in a finite time for continuous-time processes; and non-dissipative by Tweedie [33] , although regrettably, the analogous solutions to stochastic differential equations are called dissipative by Khas'minskii [16] .
We also consider a stronger concept, boundedness in probability, introduced in [16] , and the related concept, boundedness in probability on average, used in [21] .
Topological stability condition 2: boundedness in probability. The process 0 is called bounded in probability if for each initial condition x E X and each e > 0, there exists a compact subset C c X such that lim inf P{(, e C} 1 -E.
t--x-
The process 0 is called bounded in probability on average if for each initial condition x eX and each e > 0, there exists a compact subset C c X such that lim inf-1 Px{f, C} ds _ 1-.
t-o t J()
The condition of boundedness in probability will be seen to imply the existence of an invariant probability under suitable continuity conditions on the transition kernels P'. One such is the weak Feller property: 0 is called weak Feller if the function P'f is continuous for each t > 0 whenever f is bounded and continuous. The first and most elementary consequence of boundedness in probability is the following.
Theorem 3.1. If 0 has the weak Feller property and is bounded in probability on average, then an invariant probability measure exists for 0.
Proof. This is essentially a consequence of the main result of [4] .
Consequently, if 0 is a Harris-recurrent process which is bounded in probability on average, then it is positive Harris recurrent provided it is also weak Feller. We now go on to consider a large class of processes for which boundedness in probability on average and positive Harris recurrence are in fact equivalent. [32] . We will be concerned primarily with continuous components of the Markov transition function Ka, as defined in (2).
Continuous components and T-processes. A kernel T is called a continuous component of a function K: (X, 3(X))--R + if (i) For A E @(X) the function T(., A) is lower semi-continuous; (ii) For all x EX and A E S@(X), the measure T(x, .) satisfies K(x, A) > T(x, A).
The continuous component T is called non-trivial at x if T(x, X) > 0. This definition of a continuous component is taken from
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T-processes. A process will be called a T-process if for some probability a, the K-chain admits a continuous component T which is non-trivial for all x e X.
Several examples of T-processes are given below, including diffusion processes in Section 3.3 and jump-deterministic models in Section 4.2.
Continuous components of the hitting probability for the R-chain will play an important role in developing the connections between the stability of the process and that of the R-chain. The following results closely link components of 0 with those of the R-chain. Suppose that the sample path {Ik} converges to infinity. Let C c X be a compact set, and choose B compact so that for some E > 0 and any x E C, These equivalences extend to non-irreducible processes: Theorem 8.2 which will be given in Section 8 has the details. Proof. In the proof of Lemma 3.1 of [17] , it is shown that when 4 is hypoelliptic, a result of [7] implies that the resolvent operator R has the strong Feller property.
This gives (i); the result (ii) follows from Theorem 3 of [13] .
Although the strong Feller property is found for hypoelliptic diffusions in [17] , it is not utilized in the subsequent results of that paper, and our results appear to give a powerful and essentially novel approach to the analysis of such diffusions.
One particular example of such diffusions, whose asymptotic properties we will study in Meyn and Tweedie [24] , is the class of linear systems under memoryless non-linear control. For these there are more specific conditions ensuring that the model is a T-process. Let X= In, and define 0 as the state process for a linear system under memoryless non-linear control, following [35] , by [32] it is shown that the state space of a T-process may be broken into a countable union of disjoint Harris sets, together with a o-transient set. Here we strengthen these results. As in the discrete parameter case, a sample path of 0 either evanesces, or enters some maximal Harris set with probability 1. We will demonstrate that As a corollary of this result we see that compact sets can be used to characterize Harris recurrence for irreducible T-processes. We note that Getoor in [9] also finds conditions under which compact sets characterize recurrence. His condition LSC seems intrinsically much harder to verify than our T-process condition.
The Doeblin decomposition. In
Theorem 3.4 (decomposition theorem). Suppose that 0 is a T-process. Then
With these results on petite sets we are now able to give the following proof.
Proof of Theorem 2.2.
(ii) Let C denote a qpb-petite set of positive 7ro-measure. Such a set exists by the Harris property assumed for the Ka-chain. In fact, the probability b may be taken to be ak*, the k-fold convolution of the probability a, for some integer k.
By the Harris property, lim sup l{t, E C} = 1 a.s. in fact .r is simply the uniform distribution on S'. From Theorem 2.2 we also see that H = S', which is strictly larger than any Harris set for these sampled chains. Hence a Harris set for the Ka-chain need not be a Harris set for the process when a is a lattice probability. In this section we consider the skeleton chains in detail in order to indicate exactly the conditions under which skeleton chains are well behaved.
We consider probabilities which are concentrated at a single point A >0. For brevity we will call the skeleton chain {(a ,:n E +} the A-chain. The structural results developed here will be used to obtain a number of general ergodic theorems below and in Meyn and Tweedie [25] . We shall use this structure in the final section of the paper, where we establish ergodic theorems for continuous-time T-processes which are not necessarily irreducible.
Ergodic theorems for irreducible processes
In discrete time, positive Harris recurrence is equivalent to total variation norm convergence of the distributions of the chain [26] , at least in Cesaro average.
In the countable-state continuous-time cases, positive Harris recurrence implies total variation convergence and also aperiodicity, so that Cesaro convergence is not needed. In the general case, Harris recurrence seems to be too weak to imply such strong convergence of the distributions of 0: a counterexample is provided by the clock process, as given in (3) in Section 5, although the distributions in this example do converge over an uncountable cycle for this deterministic motion. Such a form of Cesaro convergence has been recently proved to hold in general by Glynn and Sigman [10] . Here we investigate cases where the Cesaro-type averaging is not needed. The Markov process 4 will be called ergodic if an invariant probability 7r exists and lim IIP'(x, ') -rll = 0, x E X.
t--->o
If 'P is ergodic, then it follows immediately that every skeleton chain with transition kernel Po is also ergodic. Several typical positive Harris recurrent processes do not have this property (again take the clock process (3)) and hence some additional conditions are required to obtain ergodicity. This example shows that a Harris set for the Ka-chain need not be a Harris set for the process when a is lattice. This is unfortunate since to obtain total variation norm limit theorems for the process, it is clearly necessary that the Harris sets agree.
One route to proving the desired convergence results involves, for example, an assumption of continuity in t of the probabilities P'(x, A), as in [32] , [30] ; this then enables us to prove that the skeleton chains have the same structure as the process.
In this section our approach is to assume only that some one skeleton chain is irreducible. Under this one condition, we now show that positive Harris recurrence and ergodicity are equivalent. Alternative sets of conditions for ergodicity or a generalization of ergodicity will be given later in this section and in the final section of the paper. It is well known that when 7r is an invariant probability, the total variation norm IIP'(x, *) -rll is a decreasing function of t e 1R+ [30] . Hence to prove the result it is sufficient to show that a subsequence converges to zero. This is clearly the case for x in H provided the Harris-recurrent chain on H is aperiodic [26] : the point of this proof is to show firstly that convergence occurs for all x, and secondly that aperiodicity holds. Let Q(x) = P,x(nA E H for some n e Z+}, and q() P(x) P (x)ds. 
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Results linking ergodic results of the process and its skeletons are well known for countable space processes, but the approach relies heavily on the continuity (in t) of the transition probability functions.
In a general setting, in [32] it is shown (also under some continuity conditions in t on the semigroup P') that ergodicity of the process 0 follows from the ergodicity of the embedded skeletons or of the resolvent chains; whilst related results using 'regenerative' sets are also stated in Chapter VI.3 of [1] . However, the conditions under which the 'regeneration' can be guaranteed to take place (such as when (3.1) of [1] , p. 150 is satisfied for an interval of time values) are not always obvious.
We now show that under the conditions of the theorem, petite sets are equivalent to small sets, as defined in [26] . This result will simplify considerably the proofs below, but it has considerable independent interest, in that it shows that the Nummelin splitting of the process at some future timepoint is possible.
