Abstract-It is known that every solvable multicast network has a scalar linear solution over a sufficiently large finite-field alphabet. It is also known that this result does not generalize to arbitrary networks. There are several examples in the literature of solvable networks with no scalar linear solution over any finite field. However, each example has a linear solution for some vector dimension greater than one. It has been conjectured that every solvable network has a linear solution over some finite-field alphabet and some vector dimension. We provide a counterexample to this conjecture. We also show that if a network has no linear solution over any finite field, then it has no linear solution over any finite commutative ring with identity. Our counterexample network has no linear solution even in the more general algebraic context of modules, which includes as special cases all finite rings and Abelian groups. Furthermore, we show that the network coding capacity of this network is strictly greater than the maximum linear coding capacity over any finite field (exactly 10% greater), so the network is not even asymptotically linearly solvable. It follows that, even for more general versions of linearity such as convolutional coding, filter-bank coding, or linear time sharing, the network has no linear solution.
I. INTRODUCTION

I
N the context of network information theory [1] , [18] , a network is a directed acyclic multigraph, some of whose nodes are sources or sinks. Associated with the sources are messages and associated with the sinks are demands. 1 The demands at each sink are a subset of all the messages of all the sources. Each directed edge in a network carries information from node to node . The goal is for each sink to deduce its demanded messages from its in-edges by having information propagate from the sources through the network. A multicast network is a network with exactly one source and such that each sink demands all of the source's messages.
A network's messages are assumed to be arbitrary elements of a fixed finite alphabet. At any node in the network, each out-edge carries an alphabet symbol which is a function (called an edge function) of the symbols carried on the in-edges to the node, or a function of the node's messages if it is a source. Also, each sink has demand functions for each of its demands, which attempt to deduce the node's demands from its inputs. A network code is a collection of edge functions, one for each edge in the network, and demand functions, one for each demand of each node in the network. A solution is a code which results in every sink being able to deduce its demands from its demand functions, and a network that has a solution is called solvable. It was noted by Ahlswede, Cai, Li, and Yeung [1] that for some networks, coding can achieve solutions that are otherwise unachievable using only routing or switching.
One way of modeling multiple uses of a network is to view each network edge as carrying a vector of alphabet symbols. For a network code using vector transmission, the out-edge of each node carries a vector of alphabet symbols which is a function of the vectors carried on the in-edges to the node, or a function of the node's message vectors if it is a source. Also, each source has a vector of messages and each sink demands a subset of all the source vector messages. All edge vectors are assumed to have the same dimension and all message vectors are assumed to have the same dimension . Note that the definition of a solution is with respect to the case when . If there is a solution with , the solution is said to be scalar. For general and , a code that allows the sink nodes to deduce their demands is called a fractional coding solution. For a network alphabet with an algebraic structure (such as a ring or field), a fractional coding solution is said to be linear if all edge functions and all demand functions are linear combinations of their vector inputs, where the coefficients are matrices over the alphabet. That is, in a linear solution, if a node has in-edges and/or source messages carrying vectors , then an out-edge of the node carries a vector where each matrix has elements in the alphabet , and is of dimension when is a source message and is of dimension when is an in-edge. A demand function is linear if it has an identical form as the equation for , but with the number of rows in each matrix equal to instead of .
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The coding capacity of a network with respect to an alphabet and a class of network codes (e.g., see [2] and a related definition in [18, p. 339 
]) is fractional coding solution in over
If consists of all network codes, then we simply refer to the above quantity as the coding capacity of the network with respect to . The following result was recently shown in [2] .
Lemma I.1:
The coding capacity of a network is independent of the alphabet size.
The linear coding capacity is the coding capacity when consists of all fractional linear codes. Whereas the coding capacity of a network is known to be independent of the alphabet size [2] , the linear coding capacity of a network does in general depend on the alphabet size chosen (e.g., see Theorems IV.3 and IV.4). We say that a class of network codes is sufficient over a class of alphabets if every solvable network has a solution in the class of codes over some member of the alphabet class. A network is asymptotically solvable with respect to an alphabet and a class of codes if its coding capacity is at least . We say that a class of network codes is asymptotically sufficient over a class of alphabets if every solvable network is asymptotically solvable in the class of codes over some member of the alphabet class.
In this paper, we first show that network linear codes are insufficient over finite field alphabets (Theorem II.4), and then over commutative ring alphabets (Corollary III.2), and even over the general class of alphabets consisting of -modules 2 (Theorem III.4). Finally, we show that network linear codes are asymptotically insufficient over finite field alphabets (Corollary IV.6). Interestingly, a single network is used to establish all four of these counterexamples. Also, we compute the exact network coding capacity and the linear network coding capacity of this network for any finite-field alphabet (Corollary IV.5). The method used to obtain the network exploits techniques from the theory of matroids, which we will discuss in a future publication.
Li, Yeung, and Cai [12] showed that any solvable multicast network has a scalar linear solution over a sufficiently large finite-field alphabet. Riis [15] noted in particular that every solvable multicast network has a linear solution over GF in some vector dimension. For multicast networks, there have been various studies of algorithms for constructing scalar linear codes as well as the alphabet sizes needed for obtaining scalar linear solutions [3] - [6] , [9] - [12] .
For nonmulticast networks, various results have been given. Riis [15] constructed a network which is solvable over a binary alphabet, but which has no scalar linear solution over the finite field GF , and yet does have a linear solution over GF in three dimensions. He also demonstrated in [15] solvable networks which can achieve linear solutions over GF only if the vector dimension grows at least linearly with the number of nodes in the network.
Rasala Lehman and Lehman [11] gave a collection of networks which are solvable, but which have no scalar linear solution over any finite-field alphabet. Médard, Effros, Ho, and Karger [13] pointed out that the networks in [11] have linear solutions (based purely on routing) over every finite field in two dimensions. Similarly, it was noted in [13] that a certain network given by Koetter has no scalar linear solution but does have a linear (routing) solution in two dimensions.
It is clear that linear codes in dimensions two and higher are more powerful than scalar linear codes. Riis stated in [14] : "Maybe the most important question is whether any flow problem can be solved using linear coding." In fact, Médard, Effros, Ho, and Karger stated in [13] : "We conjecture that linear coding under its most general definition is sufficient for network coding in systems with arbitrary demands." The "most general definition" of linear coding is not specified in [13] , but some clarification is given by Jaggi, Effros, Ho, and Médard [8] who state that the "most general possible linear codes" are filter-bank network codes, a generalization of convolutional codes. It is also stated in [8] that in [13] "it is conjectured that (linear codes) are asymptotically optimal."
We prove that vector linear coding is insufficient over the general class of -modules, which includes as special cases finite fields, commutative rings with identity, and Abelian groups. Thus, the result is not restricted to alphabet cardinalities which are powers of primes, nor to linearity with respect to only a finite field. In addition, we show that linear coding (over finite fields) is not sufficient even asymptotically using fractional coding, as the ratio of message dimensions to edge dimensions approaches one. (In fact, we show that, in our example network, nonlinear network coding gives exactly 10% more capacity than the maximum capacity achievable using linear coding over finite fields.) From this, we deduce that even convolutional or filter-bank linear coding is not sufficient for network coding. 3 Another form of "linearity" that one might consider (as suggested by R. Yeung) consists of time sharing between linear codes on different finite field alphabets. We note at the end of Section IV that this form of linearity is not sufficient for our example network either.
In what follows, the insufficiency of linear network codes is shown for finite fields in Section II, for rings and modules in Section III, and asymptotically for finite fields in Section IV.
We will often need to handle separately the cases of finite fields with even cardinality (i.e., characteristic two) and odd cardinality (i.e., odd characteristic).
II. INSUFFICIENCY OF NETWORK LINEAR CODES OVER FINITE FIELDS
In this section, we establish the existence of a solvable network that has no linear solution over any finite field and any vector dimension.
First we give a useful lemma (an alternative proof follows from the max-flow bound, e.g., see [18, p. 328 
]).
Lemma II.1: Suppose a network has a message which is demanded by a node and is produced by exactly one source node . If there is a unique directed path from to , then the coding capacity of the network is at most . Proof: Suppose there exists a fractional coding solution over alphabet with . If all messages other than are fixed, then each edge of the path from to can take on at most different values. So can only decode at most different values. But, so not every possible message at can be decoded at , a contradiction.
Suppose we impose on a network code the constraint that for every node with in-degree one, the out-edges must carry the same symbol as the lone in-edge, and for every source with exactly one message, the out-edges must carry the source's lone message. Then, it is easy to see that the network has a linear solution under this constraint for a given vector dimension over a given finite field if and only if the network has an unconstrained linear solution for the same vector dimension and over the same finite field. This fact is used implicitly in the proofs of Lemmas II.2 and II.3 and Theorem II.4 by assuming the described code constraint.
Denote by the network shown in Fig. 1 .
Lemma II.2:
The network has a scalar linear solution over any ring with characteristic two, but has no linear solution for any vector dimension over a finite field with odd characteristic. Also, the coding capacity of is . Proof: A scalar linear solution (as illustrated in Fig. 1 ) to the network over any ring of characteristic two is given by the following edge functions and sink decoding functions: (any edge function not shown is assumed to be an identity mapping). Note that the fact that the alphabet is a ring with characteristic two is used only in decoding the message at node where . Now, suppose the network has a linear solution over a finite field with odd characteristic and some vector dimension . Let be the identity matrix and for each and , let be the vector carried on the edge from to . Then there exist matrices with entries in (as illustrated in Fig. 1 ), such that
Equating coefficients of , , in (5) and (6) 
by (11) . This implies that the matrices and are invertible. We have by (10) , so matrices and are invertible. Since by (14) , the matrices and are invertible. Since by (7), the matrix is invertible. Thus, since by (15), the matrix is invertible. So, is invertible for all . Now, we have [from (8) , (14)] [from (16) ] (18) But (17) and (18) imply that which is impossible in a field with odd characteristic.
Finally, since has a scalar linear solution over GF , its coding capacity (independent of alphabet size by Lemma I.1) is at least . Since is the only node that produces message and node demands message , and since there is a unique directed path from to , the coding capacity of is at most by Lemma II.1. Hence, the coding capacity of is exactly .
Denote by the network shown in Fig. 2 .
Lemma II.3:
The network has a scalar linear solution over any ring where is a unit, but has no linear solution for any vector dimension over a finite field with characteristic two. Also, the coding capacity of is . Proof: A scalar linear solution (as illustrated in Fig. 2 where minus signs have been omitted since the finite-field alphabet has characteristic two. Equation (24) implies that are invertible. Since the right-hand sides of (25) [from (27), (28) 
Hence, for any message assigned to , if the messages and are assigned to and , respectively, then , by (19) and (20), and therefore, by (31). A similar argument shows that, for any message assigned to , there exist messages that can be assigned to and that result in . Thus, for every message vector assigned to , there exist assignments of messages to , , , such that all six inputs to node are zero. This contradicts the assumption that the demand at node can be recovered, since is not uniquely determined by the node's inputs.
Denote by the network shown in Fig. 3 , with nodes . In the network, the left-most part is the network (with sinks , , ) and the rest of is the network.
Theorem II.4 shows that linear network codes are insufficient over finite-field alphabets.
Theorem II.4:
There exists a solvable network that has no linear solution over any finite field and any vector dimension.
Proof: The proof is achieved with , which combines networks and . Lemmas II.2 and II.3 show that network does not have a vector linear solution over any finite-field alphabet.
We now demonstrate a solution to the network over an alphabet of cardinality , as indicated in Fig. 3 . The symbols and indicate addition and subtraction in the ring of integers modulo , the symbol indicates addition in the ring (i.e., bitwise XOR), and indicates the result of exchanging the order of the bits in a 2-bit binary word . We represent the elements of the alphabet either as members of when using or , or as elements of (i.e., 2-bit binary words) when using or . Note that the functions and are linear over but not over GF or , the function is linear over and GF but not over , and the function is not linear over any of these. The demands are met as follows:
In decoding at node , we used the fact that if the 2-bit binary representation of is , then the following binary representations also hold:
Corollary II.5: The coding capacity of the network is . Proof: By Theorem II.4, the network is solvable and therefore the coding capacity is at least (independent of the alphabet size by Lemma I.1). Since is the only node that produces message and node demands message , and since there is a unique directed path from to , the coding capacity of is at most by Lemma II.1. Hence, the coding capacity of is exactly .
III. INSUFFICIENCY OF NETWORK LINEAR CODES OVER RINGS AND MODULES
In this section, we start by showing how to extend nonsolvability over finite fields to nonsolvability over finite commutative rings with identity. Whereas finite fields are uniquely characterized up to isomorphism by their cardinality, the same is not true of rings. Such rings exist for every cardinality and often in many different forms. For a given finite alphabet, the linearity of a network code can be considered with respect to any commutative ring with identity whose cardinality is the same as that of the alphabet. The lack of inverses in a ring does not prevent the use of linear network codes. In fact, consideration of rings increases the variety of codes to choose from and also allows linear codes over arbitrary alphabet sizes, instead of only powers of primes. Since the map is surjective, each message vector in the new alphabet has a corresponding message vector in the original alphabet , satisfying
. It follows by induction that along every edge, if is the vector carried by the new coding and is the vector carried by the old coding, then (component-wise). This is because addition and multiplication are preserved by ring homomorphisms.
In particular, each sink will recover its demands in , and the new code is linear over the field . Thus, the new network has a linear solution.
Thus, since a linear solution over any finite commutative ring with identity induces a linear solution over some finite field, if no linear solution exists over any finite field, then there cannot possibly be any linear solution over any commutative ring with identity.
The next corollary follows immediately from Theorem II.4 and Theorem III.1. The corollary establishes that linear network codes are insufficient over a class of rings that includes finite fields.
Corollary III.2:
There exists a solvable network such that for every vector dimension there is no linear solution over any finite commutative ring with identity.
In [11] , solvable networks were given, whose minimum alphabet size required for a solution could be made arbitrarily large. By combining such a network with the network used in the proof of Theorem II.4 (i.e., taking the disjoint union of them) one obtains a solvable network with no linear solution for any vector dimension and an arbitrarily large minimum alphabet size for a solution. From this fact and Corollary III.2, we immediately obtain the following corollary.
Corollary III.3: For each
, there exists a solvable network which has no scalar solution for any alphabet of cardinality smaller than , and such that for every vector dimension there is no linear solution over any finite commutative ring with identity.
We can talk about linearity in even more generality than the above, if we are willing to separate the set of coefficients allowed in linear functions from the set of inputs to the linear functions (the set of messages). For example, it makes sense to talk about linear functions over any Abelian group if we restrict the coefficients of those functions to be integers, because makes sense for any integer and any element of . Or we can let the set of coefficients be any field and let the message set be any vector space over . If we generalize the definition of vector space to use a ring instead of a field , we get what are called -modules. For any ring , an -module (or, more specifically, a left -module) is an Abelian group together with an action of on (i.e., a mapping from to ), denoted here by concatenation: is the result of ring element acting on group element . This action must satisfy the analogues of the usual vector space laws: for any and , we have (the first here is the ring zero and the second is the group zero). If is a ring with identity , then we also require that for all . This generalizes the two previous examples; any Abelian group is a -module under the obvious action of the integers on the group by repeated addition, and any vector space over a field is an -module.
The notions of scalar linear solution and (vector) linear solution for a network now easily generalize to the context of an -module . For a scalar -linear solution over , the set of messages to select from is , and each edge function or decoding function must be an -linear function (i.e., one of the form where are fixed elements of ). For an -linear solution of vector dimension , the set of messages is and the edge and decoding functions are such that each component of the output vector is a fixed -linear combination of the components of the input vectors.
Any ring is itself an -module acting on itself by left multiplication, so module linearity includes ring linearity as a special case.
Note that if is a ring and is an -module, then , the set of matrices over with matrix addition and multiplication defined in the usual way, is a ring (with identity if has an identity) and is an -module, and any -dimensional -linear solution over becomes a scalar -linear solution over . So, in this very general context, (vector) linear solvability gives no more generality than scalar linear solvability (on a larger module).
Theorem III.4:
There exists a solvable network that does not have an -linear solution over for any ring , any finite -module with more than one element, and any vector dimension.
Proof: The network will again prove the assertion. First, by the remark preceding the theorem, it will be enough to show that, for any ring and any finite -module with more than one element, there is no scalar -linear solution over .
Next, we may restrict ourselves to the case where acts faithfully on ; that is, if are such that for all , then . For suppose we have and as in the hypotheses of the theorem so that there is a scalar -linear solution over for the network . Let be the set of all such that for all . It is easy to see that contains and is closed under addition; it is also true that, if and , then and are in , because and for all . So is a two-sided ideal in , and we can form the quotient ring . We define an action on by the formula for all and ; this is well defined, since by the definition of , it does not matter which member of the coset is chosen. It is easy to see that acts faithfully on . And, just as in the proof of Theorem III.1, a scalar -linear solution to the network yields a scalar -linear solution to the network; we simply have to replace each coefficient in the edge and decoding functions with . (The message group does not change.) Hence, if there is a scalar linear solution, then there is a scalar linear solution in a module where the action is faithful. So assume faithfulness from now on.
If we have a scalar -linear solution over , then for each demand at a sink node we get an equation of the form where are the source messages and is the composition of decoding and edge functions given by the specified solution; this equation must hold for all choices of from . Now will be -linear, so we can write with coefficients from . Since the decoding must in particular be correct when all messages other than are zero, we have for all . So has an element such that for all ; because of faithfulness, this element is unique. For any and , we have and ; hence, by faithfulness. Also, if is a nonzero element of , then , so . Therefore, is in fact a ring with identity.
Faithfulness states that different elements of yield different functions from to . Since is finite, the number of such functions is finite, so must be finite.
We now make use of the following fact: in a finite ring with identity , if , then . This result and much more general versions can be found in the literature (see, e.g., Jacobson [7] ), but the simple version here can be proved quickly as follows. Since any ring is itself an -module, we get the following.
Corollary III.5: Corollaries III.2 and III.3 remain true if "finite commutative ring with identity" is replaced with "finite ring with more than one element."
IV. ASYMPTOTIC INSUFFICIENCY OF NETWORK LINEAR CODES OVER FINITE FIELDS
Throughout this section, is a finite field, all matrices have entries in , denotes the identity matrix for each , and denotes the vector carried on the edge from a node to a node , where and are two adjacent nodes in some given network. Without loss of generality, we will assume that the first components of each out-edge of a source consist of the components of the corresponding source message. Also, we can assume that the out-edges of any node with in-degree are copies of the in-edge to the node (see the discussion before Lemma II.2). The following notation will be used in proofs in this section. 
Notation
Claim: We may assume without loss of generality that
Proof of Claim: Since we have and from (13) and (9), Lemma IV.1 gives and . Hence, by Lemma IV.2 we can find invertible matrices and such that
Define the following matrices:
and suppose a new fractional linear code is formed by replacing each matrix , , ,
in the assumed fractional linear solution by the corresponding matrix with a prime notation. It is easy to see from (1)-(6) that the new code is also a solution, and the new and satisfy (which we will henceforth assume). Now we can apply Lemma IV.1 to (13) and (9) 
We have
[from (2) 
where Claim: We may assume without loss of generality that and .
Proof of Claim:
and note that
Since appears only once on the right-hand side of (34), it must be the case that . So from (35) A similar argument shows
These facts imply that we still have a linear solution to the network. Also note that the assumptions from the first claim remain true. So, if there exists a fractional linear solution to the network, then there exists a fractional linear solution satisfying and .
From (34) we obtain which upon equating the terms containing yields
which implies is a linear combination of the terms on the left-hand side of (39). The only such term containing an is , so it must be the case that the linear combination's coefficient multiplying is the identity matrix, and thus, we can conclude (40) Therefore, using (40) and the identity gives which, in turn, implies
Since the right-hand side of (41) has no terms and must be written as a linear combination of the terms on the left-hand side of (41), the term on the left-hand side of (41) Since there are no terms in and must be written as a linear combination of the terms on the left-hand side of (46), the term on the left-hand side of (46) must have a zero matrix coefficient in the linear combination, since is the only term on the left-hand side of (46) fractional linear coding solution (see Fig. 4 ) for any alphabet which is a finite commutative ring with identity is given by (where hyphenated subscripts indicate ranges of component indices) 
The next corollary follows immediately from Theorems IV.3 and IV.4, and together with Corollary II.5 shows that the coding capacity of (i.e., ) is exactly 10% greater than the maximum linear coding capacity (i.e., ) over any finite field.
Corollary IV.5:
The linear coding capacity of the network is over any even-characteristic finite field and is over any odd-characteristic finite field.
From this and Corollary II.5, we get the following.
Corollary IV.6: There exists a solvable network which is not asymptotically linearly solvable. In other words, linear network codes are asymptotically insufficient over finite fields.
Asymptotic insufficiency allows us to deduce results about the extended linear coding methods known as convolutional coding and filter-bank network coding (see [8] for the definitions). This is because of the following simple result which appears to be well known (it is just a variant of Lemma 8 from [8] ):
Proposition IV.7: If a network is solvable by means of convolutional coding or filter-bank coding, then it is asymptotically linearly solvable.
Proof: Both convolutional coding and filter-bank coding use inputs and outputs that are (potentially) infinite sequences of members of a finite field . They both have the feature that there is a fixed nonnegative integer (the delay) such that, for any , the coding will produce (in a linear way) the first components of each output given only the first components of each source message. Hence, for any , we can obtain a linear fractional coding solution for the network as follows. Each interior node will take inputs and produce outputs on each output edge by the same procedure as would have been applied in the first steps of the convolutional or filter-bank code. A source node will be supplied with inputs for each source message; it will append 's and then simulate what the convolutional or filter-bank code would do in the first steps. Finally, the decoding operations will simulate the first steps of the convolutional or filter-bank decoding operations and then output only the relevant entries. Each of these node operations is linear by the definition of convolutional or filter-bank coding, and they form a solution because the given coding scheme was a solution.
Since becomes arbitrarily close to as increases, the network is asymptotically linearly solvable.
Therefore we get the following.
Corollary IV.8: There exists a solvable network which is not solvable by means of convolutional coding or filter-bank coding.
A more general network coding model allows different rates for different source messages. This corresponds to a collection of source dimensions , where is the number of messages. The linear rate region consists of the set of all points in of the form for which there exists a fractional linear coding solution. See [18] for an alternate definition of such a region. One might consider a form of "linear coding" where linear codes on different finite-field alphabets are time shared. This corresponds to taking the convex hull of the linear rate region of a network.
It turns out that even this form of linearity is not sufficient for our example network. To see this, note that for the network in Fig. 3 , each of the source messages , , , , is demanded by at least one network node which can be reached by exactly one directed path from the corresponding message. It follows easily that any point in the linear rate region must satisfy for all . But we must also have for at least one , by Corollary IV.5. Hence, the sum must be at most . This is true for any point in the linear rate region, and hence for any point in the convex hull of the region. Therefore, the point is not in this convex hull or even in its closure. So time sharing different linear codes will not allow us to achieve or even approach capacity for this network.
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