ABSTRACT This paper investigates the distributed state estimation problem for spacecraft thermal experiments over sensor networks. The state estimators are designed in a distributed fashion to estimate the surplus temperature of the target node in the spacecraft. In particular, the randomly occurring time-varying sensor transmission delays are considered during the state estimation, which is more practical under networked environment. By employing the Lyapunov-Krasovskii functional approach, sufficient criteria are established and the desired distributed state estimator gains can be derived, such that the estimation error system can be asymptotically stable. Finally, the illustrative example is provided for demonstrating the effectiveness of the proposed method.
I. INTRODUCTION
With the growing interest in space exploration, the spacecraft has played a significant role during the various space tasks. It is worth mentioning that before launching the spacecraft, the ground tests for the spacecraft are essential for ensuring the reliability and the effectiveness [1] , [2] . Especially, the ground thermal experiments are of great importance, which aim to verify the thermal structure designs, test the thermal balancing distribution states and other related issues [3] - [5] . As a result, the temperature sensors are often adopted to estimate the static and dynamic temperature states during the thermal experiments. Moreover, the sensors and the computer systems for information processing are connected by the communication network, which can be considered as a class of networked systems. The networked thermal experiments can effectively improve informatization level and facilitate various measurements. However, it should be pointed out that the introduction of the communication network often brings the network-induced transmission delays or data-packet dropouts, which would degrade the measurement performance considerably [6] - [8] . Furthermore, these network-induced phenomena always exhibit certain stochastic features, and increase the difficulty of analysis and synthesis during the thermal experiments [9] - [11] .
On the other hand, it is well known that a single sensor for the target measurement may be unreliable due to sensor uncertainties or sensor failures. In order to address this issue, there has been increasing attention to the so-called sensor networks, especially for the emergence of distributed sensor networks [12] - [14] . In the sensor networks, a certain number of sensors (two or more sensors) are arranged and displaced by the topology structure. For the state estimation problem of sensor networks, each sensor estimates the target state locally and communicates with its neighbors, such that the estimation accuracy, the rationality and the robustness can be considerably improved [15] - [18] . Owing to these distinguish advantages compared to traditional signal sensor measurements, an enormous amount of applications with sensor networks have been implemented in engineering practices [19] - [21] . Unfortunately, so far, to the best of the authors' knowledge, there has been little effort on the distributed state estimation for spacecraft thermal experiments over sensor networks, let alone those with randomly varying transmission delays (RVTD).
Motivated by the aforementioned discussions, the aim of this paper is to shorten such a gap by developing the distributed state estimation model for the networked spacecraft thermal experiments over sensor networks. More precisely, the RVTD is taken into account in the estimating model for more practical background. Compared with most reported literature, the contributions of this paper can be summarized as follows: (1) A novel distributed state estimation model with RVTD for sensor networks is proposed for the first time. By applying the Lyapunov-Krasovskii functional method and stochastic analysis, delay-dependent sufficient conditions are developed and the desired state estimator gains can be calculated with the help of linear matrix inequalities (LMIs); (2) the proposed theoretical results are applied in the spacecraft thermal experiments to improve the approximation surplus temperature of the target measurement, which has great potential and practical applications.
The remainder of our paper is organized as follows. In Section II, some preliminaries of the surplus temperature are provided and the distributed state estimation problem is formulated. Section III presents the main analysis and synthesis results. In Section IV, the simulation results are presented to verify the effectiveness of our design scheme. Section V concludes this paper with future research remarks.
Notation: The standard notations are introduced in this paper. R n and R m×n represent the n dimensional Euclidean space and the space of m × n real matrices, respectively. The superscript "T " denotes the matrix transposition.
A ⊗ B stands for the Kronecker product. diag{· · · } denotes a block-diagonal matrix. E() presents the expectation operator. All matrices are supposed to be compatible for algebraic operations.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the target surplus temperature model between the target equipment and the whole spacecraft during the ground thermal experiments, which is governed by the following dynamics [22] :
where θ (t) is the surplus temperature; K and C are the heat conductivity and the heat capacity between the target equipment and the spacecraft, respectively; Q is the total power of the heat source. It can be observed that when dθ (t)/dt = 0, the heat balance can be reached. Let θ * be an equilibrium of (1), such that
Then, by model transformation x(t) := θ(t) − θ * , we havė
where
As discussed in the introduction, the ground thermal experiments are carried out under networked environment, such that the temperatures are measured and sent by the sensors in the form of sampled data. For the sensor networks with shared communication network, it is assumed that the sensors are time-driven according to a unified sampling sequence: 0 = t 0 < t 1 < · · · < t k < · · · , and t k → ∞ as t → ∞. Moreover, by considering the time-varying features of the transmission delays in practical networks, the time-varying period is defined by T := t k+1 − t k with T ≤h,h > 0.
Subsequently, there are N sensors deployed for the state estimation and their measurement outputs can be given as follows:
where W i is the known constant parameter.
Furthermore, by considering the RVTD, it follows that.
> 0 is the time-varying transmission delay with the Bernoulli variable σ (t) defined as
and
As such, the distributed state estimators with network topology represented by a directed graph are designed in the following form: (2) wherex si is the estimation of x(t) by sensor i, L ij denotes the estimator gains to be designed, N i means the neighboring sensors of sensor i (sensors that transmit the information to sensor i) plus itself with a ii = 1, and a ij > 0 if sensor i and sensor j are connected (a ij = 0, otherwise).
By defining the state estimation error as
it can be obtained by (1) and (2) thaṫ VOLUME 6, 2018 which can be rewritten by Kronecker product as follows:
where e(t) := col N {e i (t)},
By letting η(t) = (x T (t), e T (t)) T , the following augmented system can be obtained, which governs the estimation error dynamics:
Without loss of generality, the initial conditions are set as:
The aim of this paper is to design the desired state estimators with measurement outputs for (1), such that (4) can be globally asymptotically stable in the mean-square sense, which means that
Before proceeding further, the following lemmas are given for later use.
Lemma 1 [23] : For any matrix M 0, scalarsτ > 0, τ (t) satisfying 0 ≤ τ (t) ≤τ , vector functionẋ(t) : [−τ , 0] → R n such that the concerned integrations are well defined, then
Lemma 2 [24] : For any positive symmetric constant matrix M ∈ R n×n , scalars h 1 , h 2 satisfying h 1 < h 2 , a vector function φ : [h 1 , h 2 ] → R n , such that the integrations concerned are well defined, then
III. MAIN RESULTS
In this section, delay-dependent sufficient criteria will be derived in forms of LMIs for the existence of the distributed state estimators and the desired estimation gains can be derived accordingly. 
First, by applying the input-delay approach with τ (t) := t − t k , it follows thaṫ
Then, consider the following Lyapunov-Krasovskii functional candidate:
Consequently, taking the time derivative of V (t) and the mathematical expectation, it yields that
By Lemma 1, it holds that
Moreover, note that
and similar result with E{(h +d) 2ηT (t)R 2η (t)}. Then, it can be further derived by Schur complement [25] that E{V (t)} < 0 holds if ≺ 0, where is defined in Theorem 1. Thus, the proof is completed in terms of LMIs.
Remark 1: The established delay-dependent LMI conditions can be conveniently solved by the mathematical tools such as Matlab or Yamip. Moreover, it is worth mentioning that there is no constraint on the derivative of RVTDḋ(t), which is more practical and applicable for the real-world applications.
Furthermore, the following theorem shows that the desired estimator gains can be obtained when the above LMI conditions in Theorem 1 are feasible.
Theorem 2: For givenh andd, the augmented system (4) can be mean-square asymptotically stable if there exist matrices P = diag{P 1 , P 2 } 0 with 21 , R 22 } 0 and K , such that it holds that := 
Moreover, if the above LMIs can be feasible, the matrixL can be given byL
such that the distributed state estimator gains L ij can be obtained by (3) . Proof: By denotingLP 2 = K and performing congruent transformation to < 0 with the fact that the inequalities
hold, the results can be directly obtained from Theorem 1.
IV. ILLUSTRATIVE EXAMPLE
In what follows, we give a simulation example for validating our proposed distributed state estimation design.
Consider the target node in the spacecraft thermal experiments and 4 networked sensors with the following parameters: In the simulation, the upper bound of the sampling period is set ash = 0.2 and the RVTD is assumed to be d(t) = 0.15 + 0.05 sin(t) withδ = 0.5.
With the above parameters, the desired distributed state estimator gains L ij can be obtained by solving the LMIs in Theorem 2 with feasible solutions:
Based on the designed state estimator gains, Figure 1 and Figure 2 show the corresponding estimator outputs and the estimation errors (i = 1, 2, 3, 4) , respectively. It can be seen that the designed estimators can measure the surplus temperature dynamics effectively, which supports our proposed design results. 
V. CONCLUSION
In this paper, the state estimation problem for spacecraft thermal experiments is studied over sensor networks in the VOLUME 6, 2018 distributed form. In particular, the sampled-data of the networked sensors and the RVTD of the sensor networks are discussed for more realistic situations. Based on the surplus temperature model of the target node, the sufficient conditions are derived by stochastic analysis techniques and the distributed state estimators are designed with a set of LMIs. In the end, the illustrative simulations verify the proposed design approach. In our future work, we will focus on the researches towards the cases with more complex network environments as limited communication capacities, which is more practical for the spacecraft thermal experiments under networked environments. 
