Abstract-Recent studies show that Gaussian mixture model (GMM) weights carry less, yet complimentary, information to GMM means for language and dialect recognition. However, state-of-the-art language recognition systems usually do not use this information. In this research, a non-negative factor analysis (NFA) approach is developed for GMM weight decomposition and adaptation. This modeling, which is conceptually simple and computationally inexpensive, suggests a new low-dimensional utterance representation method using a factor analysis similar to that of the i-vector framework. 
I. INTRODUCTION
L ANGUAGE and dialect/accent recognition has received increased attention during the recent decades due to its importance for the enhancement of automatic speech recognition (ASR) [1] , [2] , multi-language translation systems, service customization, targeted advertising, and forensics softwares [3] , [4] .
Although research on text-independent language/dialect identification started in the early 1970s [5] , [6] , it remains a challenging task due to similarities of acoustic phonetics, phonotactics, and prosodic cues across different languages/dialects. Furthermore, in many practical cases we have no control over the available speech duration, channel characteristics, and noise level.
Recent language/dialect recognition techniques can be divided into phonotactic, and acoustic approaches [7] . Since phonotactic features and acoustic (spectral and/or prosodic) features provide complementary cues, state-of-the-art methods usually apply a combination of both through a fusion of their output scores [7] . A phone recognizer followed by language models (PRLM), parallel PRLM (PPRLM) and support vector machines PRLM techniques developed within the language recognition area, are successful phonotactic methods focusing on phone sequences as an important characteristic of different accents [8] , [9] .
The acoustic approaches, which are the main focus of this paper, enjoy the advantage of requiring no specialized language knowledge [7] . One effective acoustic method for accent recognition involves modeling speech recordings with Gaussian mixture model (GMM) mean supervectors before using them as features in a support vector machine (SVM) [7] . Similar Gaussian mean supervector techniques have been successfully applied to different speech analysis problems such as speaker recognition [10] . While effective, these features are of a high dimensionality resulting in high computational cost and difficulty in obtaining a robust model in the context of limited data. In the field of speaker recognition, recent advances using so-called i-vectors [11] have increased the classification accuracy considerably. The i-vector framework, which provides a compact representation of an utterance in the form of a low-dimensional feature vector, applies a simple factor analysis on GMM means. The same idea was also effectively applied in language/dialect recognition and speaker age estimation [12] - [14] . 2329 -9290 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Recent studies show that GMM weights, which entail a lower dimension compared to Gaussian mean supervectors, carry less, yet complimentary, information to GMM means [14] - [16] . Zhang et al. applied GMM weight adaptation in conjunction with mean adaptation for a large vocabulary speech recognition system to improve the word error rate [16] . Li et al. investigated the application of GMM weight supervectors in speaker age group recognition and showed that score-level fusion of classifiers based on GMM weights and GMM means improves recognition performance [15] . In [14] the feature level fusion of i-vectors, GMM mean supervectors, and GMM weight supervectors is applied to improve the accuracy of accent recognition.
Three main approaches have been suggested for GMM weights adaptation namely maximum likelihood re-estimation (ML) [17] , non-negative matrix factorization (NMF) [16] and subspace multinomial model (SMM) [18] . The ML approach is conceptually simple and computationally inexpensive. However, the generalization of the adapted model is not guaranteed and only the observed weights are updated appropriately and the rest will be zero. This disadvantage affects the system performance especially for the case of short speech signals. The NMF expresses the adapted weights as a linear combination of a small number of latent vectors that are estimated on the training data [16] . This approach reduces the number of parameters that must be estimated from the enrollment data, and hence is more reliable in the context of short utterances. In this approach, the subspace matrix and the subspace vectors are assumed to be non-negative. This assumption makes the estimation of the subspace matrix more difficult. NMF is also very sensitive to initialization of the subspace matrix, which is often performed randomly. Inspired from the i-vector framework, Kockmann et al. introduced an approach for Gaussian weight supervector decomposition for prosodic speaker verification [18] . The same approach was also used to apply intersession compensation in the context of phonotactic language recognition [19] . Soufifar et al. applied the same approach to extract low-dimensional phonotactic features for LRE [20] , [21] . Although this method is attractive, it is computationally complex, and hence very time consuming.
In this research, we try to develop a new subspace method for GMM weight adaptation based on a factor analysis similar to that of i-vector framework. In this method, namely non-negative factor analysis (NFA), the applied factor analysis is constrained such that the adapted GMM weights are non-negative and sum up to one. The proposed method is computationally simple and considerably faster than SMM. It also provides a wider bound for the adapted weights compared to that of the NMF. The obtained subspace vectors are applied to language and dialect recognition on three corpora, namely NIST 2011 LRE, QCRI Arabic DRE and RATS LRE. The GMM weight subspace vectors are fused with i-vectors effectively to form new vectors representing the utterances to improve the performance of the state-of-the-art i-vector framework for the language and dialect recognition tasks.
The rest of this paper is organized as follows. Section II presents the background, and briefly describes the applied baseline systems. In Section III, the proposed method is elaborated in detail. The evaluation results are presented and discussed in Section V. The paper ends with conclusions in Section VI.
II. BACKGROUND

A. Problem Formulation
In the language/dialect recognition problem, we are given a training dataset , where denotes the utterance of the training dataset, and denotes a label vector that shows the correct language/dialect of the utterance. Each label vector contains a one in the row if belongs to the class, and zeros elsewhere. The goal is to approximate a classifier function ( ), such that for an unseen observation , is as close as possible to the true label.
The first step for approximating function is converting variable-duration speech signals into fixed-dimensional vectors suitable for classification algorithms. In this research, i-vectors, the GMM weight supervectors obtained by the ML method, the NMF subspace vectors, the SMM subspace vectors, and the NFA subspace vectors are applied for this purpose, which are described in the following sections.
B. Universal Background Model
Consider a Universal Background Model (UBM) with the following likelihood function of data .
(
where is the acoustic vector at time , is the mixture weight for the mixture component, is a Gaussian probability density function with mean and covariance matrix , is the total number of Gaussians in the mixture. The parameters of the UBM--are estimated on a large amount of training data representing different classes (languages/dialects).
C. i-vector Framework
One effective acoustic method for language/dialect recognition involves adapting UBM Gaussian means to the speech characteristics of the utterances. Then the Gaussian means of each adapted GMM are extracted and concatenated to form a supervector. Finally, the obtained Gaussian mean supervectors, which characterize the corresponding utterance, are applied to identify the language/dialect [2] . This method has been shown to provide a good level of performance in language/dialect recognition [2] . Recent progress in this field, however, has found an alternate method of modeling GMM mean supervectors that provides superior recognition performance [12] . This technique assumes the GMM mean supervector, , can be decomposed as (2) where is the mean supervector of the UBM, spans a low-dimensional subspace and are the factors that best describe the utterance-dependent mean offset . The vector is treated as a latent variable with the standard normal prior and the i-vector is its maximum-a-posteriori (MAP) point estimate. The subspace matrix is estimated via maximum likelihood in a large training dataset. An efficient procedure for training and for MAP adaptation of i-vectors can be found in [22] . In this approach, i-vectors are the low-dimensional representation of an audio recording that can be used for classification and estimation purposes.
D. Conventional GMM Weight Adaptation Approaches
In this section, three main approaches of Gaussian weights adaptation are briefly described. In this paper, the UBM weight and the adapted weight of the Gaussian are denoted by and respectively. 1) Maximum Likelihood Re-estimation: In this method, the adapted weights are obtained by maximizing the log-likelihood function of Eq. (1) over the Gaussian weights. Rather than directly maximizing the log-likelihood function, we can also maximize the following auxiliary function over (3) where is the occupation count for the mixture component and the segment, and is the total number of frames in the utterance. Occupation counts are calculated as follows: (4) Maximizing Eq. (3), will maximize the data likelihood [23] .
Since remain unchanged in this maximization process, the auxiliary function Eq. (3) can be simplified to (5) Finally, the adapted weights after the first Expectation Maximization (EM) iteration are obtained as follows: (6) Although maximum likelihood results are not yet reached after the first EM iteration, we will refer to this approach as ML re-estimation. In this paper, neither in the ML re-estimation scheme nor in the weight adaptation methods given bellow, iterative re-insertion of the obtained adapted weights into is used, i.e. the occupation counts are obtained from the UBM and are kept fixed during the adaptation process.
2) Non-negative Matrix Factorization: The main assumption of the NMF based method [16] is that for a given utterance,
where is a non-negative row vector forming the th row of the non-negative subspace matrix , and is a low-dimensional and non-negative vector representing the utterance. In this method, and are initialized randomly, and then updated using the multiplicative updating rules [24] to maximize the objective function Eq. (5). The adapted GMM weights are constrained to be non-negative and sum up to one. Since all elements of subspace matrix , and subspace vector are nonnegative, the adapted weights using NMF are also non-negative. To keep the sum of adapted GMM weights equal to one, the columns of subspace matrix are normalized to sum up to one after updating it in each iteration. This normalization is also performed for the subspace vector . Details of this parameter re-estimation method can be found in [16] .
The subspace matrix is estimated over a large training dataset. It is then used to extract a subspace vector for each utterance in train and test datasets. The obtained subspace vectors representing the utterances in train and test datasets can be used to classify languages/dialects.
3) Subspace Multinomial Model: Kockmann et al. introduced the SMM approach for Gaussian weight adaptation and decomposition with application to prosodic speaker verification [18] . The main assumption of this method is that for a given utterance, (8) where is the element of the origin of the supervector subspace, is the row of the subspace matrix and is a low-dimensional vector representing the utterance.
In this method, and are estimated using a two-stage iterative algorithm similar to EM to maximize the objective function (5) . For each stage of the EM-like algorithm, an iterative optimization approach similar to that of Newton-Raphson scheme is applied. Details of this parameter re-estimation approach, which involves calculation of Hessian matrix and estimating the subspace vectors one-by-one, can be found in [18] .
The subspace matrix is estimated over a large training dataset. It is then used to extract a subspace vector for each utterance in train and test datasets. The obtained subspace vectors representing the utterances in train and test datasets are used to classify languages/dialects.
III. NON-NEGATIVE FACTOR ANALYSIS
In this section, a new subspace method, namely Non-negative Factor Analysis (NFA), is introduced for GMM weight adaptation. The basic assumption of this method is that for a given utterance, the Gaussian weight of the adapted GMM ( ) can be decomposed as follows (9) where is the weight of the UBM. denotes the th row of the matrix , which is a matrix of dimension spanning a low-dimensional subspace ( ); is a -dimensional vector that best describes the utterance-dependent weight offset .
In this framework, neither subspace matrix nor subspace vector are constrained to be non-negative. However, unlike the i-vector framework, the applied factor analysis for estimating the subspace matrix and the subspace vector is constrained such that the adapted GMM weights are non-negative and sum up to one. The procedure of calculating and involves a two-stage algorithm similar to EM to maximize the objective function (5). In the first stage, is assumed to be known, and we try to update . Similarly in the second stage, is assumed to be known and we try to update . Each step is elaborated in the next subsections.
The subspace matrix is estimated over a large training dataset. It is then used to extract a subspace vector for each utterance in train and test datasets. The obtained subspace vectors representing the utterances in train and test datasets are used to classify languages and dialects in this paper.
A. Updating Subspace Vector
In the first stage of the applied iterative optimization procedure, vector is estimated as follows:
1) Constrained optimization problem: Substituting by in the objective function of Eq. (5), we obtain (10) or (11) where the operates element-wise and denotes transpose. and are obtained as follows,
Given an utterance , a maximum likelihood estimation of can be found by solving the following constrained optimization problem:
Subject to Equality constraint
where is a row vector of dimension with all elements equal to 1. This constrained optimization problem has the following analytical solution for a square full-rank (the proof for this relation is given in Appendix A):
For a skinny , where the number of rows is greater than the number of columns, solving this constrained optimization problem involves using iterative optimization approaches. Solving a constrained optimization problem is usually more time-consuming compared to an unconstrained one. Therefore, we relax the constraints, and convert the problem to an unconstrained optimization by the following simple tricks.
2) Reformulation of the equality constraint:
The equality constraint is (16) We know that the UBM weights sum up to one, or . Hence (17) If is orthogonal to all columns of , i.e., , the constraint of Eq. (17) holds for any possible . In the second stage of optimization, is calculated such that holds.
3) Relaxing the inequality constraint:
As can be seen in Eq. (14) there are inequality constraints. If any inequality constraints are violated, the cost function of Eq. (14) cannot be evaluated. In numerical optimization, if we start from a feasible point, there will be a wall over which we cannot climb, as the cost function becomes infinite at the boundary. Therefore, by controlling the steps of the maximization approach, violating the inequality constraint can be easily avoided. The exception is when any component of is zero. To avoid this problem, we replace zero elements of by very small positive values.
4) Maximization using gradient ascent: By simplifying the problem to an unconstrained maximization, different optimization techniques can be applied to obtain the maximum likelihood estimate of in a reasonable time. We use a simple gradient ascent method with the following updating formula, (18) (19) where denotes the element-wise division, subscript is the index for gradient ascent iteration, is the learning rate and denotes gradient operator. In the first step of this method, is set to a non-critical (non-negative) value and then it is reduced at each unsuccessful step (e.g. halved) and increased in each successful step (multiplied by 1.5). An unsuccessful iteration is when decreases or any of the inequality constraints are violated. On our data, six successful gradient ascent iterations were enough for convergence of subspace vectors .
5) Initialization:
Like many optimization problems, a bad initialization leads to a bad result. In this section, we try to obtain a reasonable initial point to be used in the iterative optimization algorithm. As mentioned, the constrained optimization problem has an analytical solution in the case of a square full-rank given in Eq. (15) . After reformulation explained in Section III-A2, is never of full-rank. However, for a skinny , we can use the Moore-Penrose pseudo-inverse instead of the inverse to obtain a vector of the same dimension as . (20) where is the sign for Moore-Penrose pseudo-inverse; is an optimal solution for minimizing the Euclidean distance between and . However, this solution ( ) may violate the inequality constraints of the problem, and hence be unfeasible. Since and are non-negative, a with sufficiently small elements satisfies the inequality constraints. Therefore, by multiplying a small value to , we obtain a feasible initial point as follows: (21) We start from and reduce (half) it until reaching a feasible initial point. On our data, has been found small enough to obtain a feasible initial point.
B. Updating Subspace Matrix
In the M-step, assuming is known for all utterances in the training database, matrix can be obtained by solving the following constrained optimization problem.
Subject to
Equality constraint Inequality constraint (22) where (23) This constrained optimization problem has no analytical solution. Therefore, iterative optimization approaches are required.
As mentioned in Section III-A3, violating the inequality constraints can be avoided easily in numerical optimization by starting from a feasible initial point and controlling the step size.
All equality constraints can be simplified to a single constraint using the same trick mentioned in Section III-A2. To solve the resulting optimization problem with equality constraint , projected gradient algorithm [25] is applied.
where subscript is the index for gradient ascent iterations, is the learning rate, is an identity matrix of size , and is a projection also called the centering matrix. In the first step of this algorithm, is set to a non-critical (non-negative) value and then it is reduced at each unsuccessful step (halved) and increased in each successful step (multiplied by 1.5). An unsuccessful iteration is when decreases, or any of the inequality constraints are violated. On our data, six successful gradient ascent iterations were enough for convergence of subspace matrix .
1) Initialization:
We use Principal Component Analysis (PCA) for initialization of . In other words, we first form matrix from the ML estimations of GMM weights for all training utterances as follows: (27) Then, the first principal components of with high eigenvalues are used as initial point of for maximization of .
IV. COMPARISON BETWEEN NMF, SMM AND NFA
In this section, flexibility and computational cost of NMF, SMM, and NFA are compared. A. Modeling Fig. 1 shows the adapted weights of the UBM with three Gaussians using the ML re-estimation approach described in Section II-D1. In this figure, each dot shows the adapted weights using the ML approach for an utterance. Since the GMM weights are constrained to be positive, and sum up to 1, they are embedded in a simplex. As shown in this figure, the adapted weights using the ML method can be very small-zero or very near zero-because the adapted weights of unobserved Gaussians or weakly observed Gaussians are zero or very near zero respectively. Consider the utterances and the UBM of Fig. 1 . Given these utterances as the training dataset, NMF, SMM and NFA are used to estimate a subspace matrices , and respectively.
For NMF, the straight line in Fig. 2 shows the set of any possible adapted weights obtained using the estimated subspace matrix , which is of dimension and was estimated after 300 iterations of the multiplicative updating algorithm [24] starting from a random initialization. Since is non-negative and is normalized such that its elements sum up to one, the adapted weights using Eq. (7) make a convex combination of the columns of . Hence, the adapted weights are constrained to a bounded straight line on the simplex, as shown in Fig. 2 . As can be seen in this figure, although there are some data points near the border of the simplex, the straight line does not hit the border of the simplex. This shows that the subspace matrix was not estimated appropriately. A closer analysis shows that this effect can be attributed to both slow convergence and falling into local minima. Depending on the initial value of , NMF may converge to an appropriate subspace matrix and the straight line can hit the border of the simplex. The multiplicative updating algorithm [24] does not guarantee convergence to the global minimum and is very sensitive to initialization, which is performed randomly in this example. In the GMM weight adaptation problem, where the dimension of input data and the number of training datapoints are considerably greater than those of this example, this problem is expected to be even more challenging.
For the SMM, the curved line in Fig. 3 shows the set of any possible adapted weights obtained using the estimated subspace matrix , which is of dimension . Since is of dimension 1, and is not bounded, the adapted weights using Eq. (8) are embedded in a curved line hitting the corners of the simplex as shown in Fig. 3 . Since this curved line necessarily hits two corners of the simplex, the adapted weights can take on very small values for unobserved, or weakly observed, Gaussians in two dimensions as for the ML results. This problem is addressed in [26] by adding a regularization term. However, the regularization parameter requires fine-tuning over a development dataset [26] .
For NFA, the straight line in Fig. 4 shows the set of possible adapted weights obtained using the estimated subspace matrix , which is of dimension . Since is of dimension 1, and is not constrained to be non-negative, the adapted weights using Eq. (9) are embedded in a straight line hitting the boundaries of the simplex as shown in Fig. 4 . This straight line does not necessarily hit the corners of the simplex 1 . This natural constraint makes it less flexible compared to SMM, where the adapted weights can take very small values due the constraint that some simplex corner points are necessarily included in the obtained subspace. In contrast, both NMF and NFA avoid this problem because obtained subspaces of these approaches do not necessarily include simplex corners. The main difficulties of obtaining an appropriate subspace matrix in NMF are slow convergence rate, local optima and initialization, which will be further discussed in the next section.
B. Computation and Initialization
The procedure of updating the subspace matrix, and the subspace vectors is different between NMF, SMM and NFA frameworks.
In the applied NMF, the subspace matrix and subspace vectors are randomly initialized, and then multiplicative updating rules are applied to update the subspace matrix and subspace vectors. On our data, convergence was obtained in around 300 iterations.
In SMM, the initialization of the subspace matrix is similar to that of NFA, and the initial value of the subspace vectors is considered to be zero. SMM applies an optimization technique similar to that of Newton-Raphson, where computational complexity of construction and inversion of the approximated Hessian matrix grows cubically with the subspace dimension. In this procedure, the subspace vectors are estimated one-by-one, which does not allow compilers to optimally exploit the parallelism of modern computer architectures, while matrix formulations as in NMF and NFA, do. On our data, convergence of SMM subspace matrix re-estimation was obtained in 10 iterations.
In NFA, the subspace matrix and subspace vectors are initialized as described in Sections III-B1 and III-A5, respectively. NFA applies a simple gradient ascent technique to estimate a subspace matrix and subspace vectors. Like in NMF, in this technique, the corresponding subspace vector for all utterances are treated as a single matrix, and then the gradient ascent technique is applied over the matrix. This makes the optimization significantly faster compared to estimating subspace vector for each utterance one-by-one. In this approach, convergence can be obtained in around 10 iterations of the applied two-stage optimization procedure.
Two stage optimization approaches in NMF, SMM and NFA do not guarantee the convergence to the global minimum, and hence the initialization of the subspace matrices and the subspace vectors are critical. An important advantage of SMM and NFA compared to NMF is that the subspace matrices of these methods are not constrained to be non-negative and PCA is used for their initialization as described in Section III-B1, while the initialization of the subspace matrix in NMF is more challenging as it is constrained to be non-negative.
To investigate the effect of the applied initialization in NFA, the toy problem of Section IV-A is considered. Fig. 5 shows the histogram of objective function value of the converged terials for over 850 randomly initialized NFA factorizations (subspace matrix initialization by random non-negative values is often used in NMF). The objective function value after convergence using the suggested initialization, which is shown by a dashedline in the figure, is greater than that of NFA with random initialization in most of trials. Therefore, the suggested methods in Sections III-B1 and III-A5 yield a reasonable initial subspace matrix and subspace vectors to be used in the iterative optimization algorithm.
V. EXPERIMENTS AND RESULTS
In this section, the performance of the proposed method and its characteristics are investigated on the NIST 2011 LRE, QCRI Arabic DRE and RATS LRE corpora. Arabic-Levantine, Arabic-Maghrebi, Arabic-MSA, Czech, Lao, Punjabi, Polish, and Slovak-collected over telephone conversations and narrowband recordings. This evaluation set composed by three conditions based on the duration of the test segments. These durations are 30 s, 10 s and 3 s.
The applied data for training and tuning are similar to that of the MIT Lincoln Laboratory (MITLL) system [27] submitted to the NIST 2011 LRE and were collected from the following sources:
• Telephone data from previous NIST (1996, 2003, 2005, 2007, 2009 ) LRE datasets, CallFriend, CallHome, Mixer, OHSU, and OGI-22 collections.
• Narrowband recordings collected from VOA broadcasts, Radio Free Asia, Radio Free Europe, and GALE broadcasts.
• Arabic corpora from LDC and Appen data were also obtained from telephone conversations, and some interview data • Some extra data were also obtained from Special Broadcast Services (SBS) in Australia.
• NIST 2011 LRE development data also included telephone conversations and narrowband broadcast segments.
2) UBM and Features:
In this experiment, the applied UBM has 2048 mixtures, and acoustic features are exactly the same as that of the MIT Lincoln Laboratory (MITLL) NIST 2011 LRE submission [27] . They are based on cepstral features extracted using a sliding window of 20 ms length, and 10 ms overlap. These features were subjected to vocal tract length normalization followed by RASTA filtering [28] . The obtained cepstral features were converted to a Shifted Delta Cepstral (SDC) representation based on the 7-1-3-7 configuration. This configuration produces a sequence of vectors of dimension 56. After extracting the SDC features and removing the non-speech frames, the feature vectors are mean and variance normalized over each speech recording. An intersession compensation technique, named feature Nuisance Attribute Projection (fNAP), is then applied on the features domain, similar to the approach proposed in [29] .
3) Classification and Calibration: The block-diagram of the applied classification scheme is shown in Fig. 6 . As can be interpreted from this figure, in the training phase, each utterance in the train dataset is converted to a vector using one of the utterance modeling approaches (ML, SMM, NMF, NFA, or i-vector) described in Sections II-D, II-C and III. Then, the obtained vectors representing the utterances are length normalized-such that their second norm equal to unity-and transformed using linear discriminant analysis (LDA), such that the ratio of the transformed between-class-scatter and the transformed within-class-scatter is maximized [30] . The number of discriminant dimensions in the applied LDA equals the number of categories minus one. The low-dimensional vectors are then transformed using within-class covariance normalization (WCCN) to transform the within-class covariance of the vector space to an identity matrix [31] . In doing so, directions of relatively high within-class variation will be attenuated, and thus prevented from dominating the space [31] . The projection matrices of LDA and WCCN are trained using the training data from all languages. Then, the obtained transformed vectors along with their corresponding language/dialect labels are used to train a scoring approach working based on simplified Von-Mises-Fisher distribution [27] . This scoring approach, labeled as SVMF in this paper, is described in [27] .
In the testing phase, the utterance modeling approach applied in the training phase is used to extract a vector from the utterance of an unseen speaker. Then the projection matrices of LDA and WCCN calculated in the training phase are applied to transform the obtained vector representing the test utterance to a low-dimensional space. Finally the trained SVMF uses the transformed vector to recognize the language/dialect of the test speaker. The SVMF score of the transformed test vector for the language is obtained as follows (28) where denotes the mean of the transformed vectors for the th language in the training dataset.
To obtain well-calibrated scores on the evaluation dataset, linear logistic regression calibration [32] , [33] is applied in the back-end. In this research, the FoCal Multiclass Toolkit [32] is applied to perform this calibration.
4) Performance Measure:
In this experiment, the effectiveness of the proposed method is evaluated using log-likelihoodratio cost ( ) [33] , [34] , which is also referred to as multiclass-cross-entropy in literatures [35] .
is an application-independent performance measure for recognizers with soft decision output in the form of log-likelihood-ratios. This performance measure, which has been adopted for use in the NIST speaker recognition evaluation, was initially developed for binary classification problems such as speaker recognition. It was extended to multi-class classification problems such as language recognition [33] . In this research, we apply the FoCal Multiclass Toolkit [32] to calculate . Fig. 7 shows the of language recognition for all utterances in testing dataset (regardless of utterance duration) using the proposed method and baseline systems versus the subspace vector dimension. This figure shows that the proposed method and the SMM increase the performance of language recognition compared to the ML weight supervector. It is also shown that the best results of the proposed method and the SMM are obtained at target dimension 800 and 200 respectively and the performance of the proposed Fig. 7 . The of language recognition using the proposed method and baseline systems versus subspace vector dimension. Fig. 8 . The required computation time for estimating the subspace matrices using the proposed method and baseline systems versus subspace vector dimension.
5) Comparison with Baseline Systems:
method is robust against subspace dimension changes between dimensions 500 and 800.
For comparison purposes, all experiments on NIST 2011 LRE are performed using a computer with CPU model of Intel Xeon E5-1620 0 at 3.60 GHz and 16 GB of RAM. Fig. 8 shows the required computation time (elapsed time) for estimating the subspace matrices using the proposed method and baseline systems versus subspace vector dimension. This figure shows that the required computation time for estimating the subspace matrices using the SMM is significantly higher than that of NFA and NMF especially for higher subspace dimensions. The required time for NFA and NMF grows linearly by increasing the subspace vector dimension, while this growth is cubic in the case of SMM. Fig. 9 shows the language recognition performance using the proposed method and baseline systems in different utterance length conditions. This bar chart demonstrates the results of NMF, SMM and NFA in their best subspace dimension. This Fig. 9 . The of language recognition using the proposed method and baseline systems in different utterance length conditions. figure shows that the proposed method and SMM improve the ML estimations at 3 s, 10 s, and 30 s utterance length conditions. The obtained relative improvements [36] by the NFA compared to the ML baseline system in 3 s, 10 s and 30 s conditions are 2.7%, 8.1%, and 11.6% respectively.
6) Fusion with i-vector Framework:
The goal of this research is improving the recognition accuracy of the state-of-the-art i-vector system. The applied baseline i-vector system in this research is the same as the ivec 1 subsystem of the MITLL NIST 2011 LRE submission [27] . The ivec 1 subsystem achieved the highest performance in comparison to other acoustic and phonotactic subsystems of the MITLL submission. To improve this system, an intermediate-level fusion of i-vectors and NFA subspace vectors is proposed. The block-diagram of the applied classification procedure in training and testing phases is the same as Fig. 6 . However, the utterance modeling blocks are replaced with the illustrated block in Fig. 10 . As shown in this figure, each i-vector, which is of dimension 600, is projected to a low-dimensional (the number of categories minus one) space using LDA. The LDA transformation matrix is calculated using all i-vectors in the training dataset. The same procedure is performed on the NFA subspace vectors. Then the obtained low-dimensional vectors are concatenated to form a new vector. Then, the obtained vectors modeling the utterances are applied to identify the utterance language using the classification procedure of Fig. 6 , where LDA and WCCN are applied for session variability compensation and SVMF is used as a classifier. Table I lists the i-vector based system and obtained results after the proposed intermediate-level fusion. The intermediate-level fusion of i-vector framework with NMF, SMM and NFA are performed using the best subspace dimension of these methods. As can be seen in this table, the obtained relative improvements [36] by this fusion compared to the state-of-the-art i-vector based recognizer in 3 s, 10 s, and 30 s conditions are 3.33%, 6.23%, and 7.45% respectively.
B. QCRI Arabic DRE 1) Database:
The Qatar computing research institute (QCRI) Arabic DRE corpus consists of Broadcast News, in four dialects; Egyptian, Levantine, Gulf, and Modern Standard Arabic (MSA). Data recordings were done using satellite cable sampled at 16 kHz. The Aljazeera channel is the main source for the collected data. The recordings have been segmented into a wide range of durations to avoid speaker overlap, and avoid any non-speech parts such as music and background noise. Table II lists the number of utterances in each category for training, development and evaluation datasets. Table III lists the number of utterances in different time durations.
2) UBM and Features: In the QCRI Arabic DRE experiment, the applied UBM has 512 mixtures and the feature extraction stage is based on a Shifted Delta cepstral representation. Speech is windowed at 20 ms with a 10 ms frame shift filtered through a Mel-scale filter bank. Each vector is then converted into a 56-dimensional vector following a shifted delta cepstral parameterization using a 7-1-3-7 configuration, and concatenated with the 3) Performance Measure: In this experiment, the effectiveness of the proposed method is evaluated using the percentage of incorrectly classified utterances ( ), which can be calculated using the following relation: (29) where and denote the number of incorrectly classified utterances, and the total number of utterances in the test dataset respectively.
4) Comparison:
In this experiment, the same classification and calibration procedure of Section V-A3 is used, and the block-diagram of the applied classification scheme is shown in Fig. 6 . However, to calculate , rather that soft scores, we require hard decision, which is performed by maximizing over the obtained scores for each category. Table IV lists the of dialect recognition using the proposed method and baseline systems. In this experiment, SMM, NMF, and NFA have been tested over different target dimensions between 50 and 500, and Table IV only includes the best results, which were obtained for target dimensions 400, 200, and 400 for NMF, SMM, and NFA respectively. As can be seen in this table, the NMF, and NFA subspace approaches improve the ML results in this experiment.
We also used the same intermediate-level fusion scheme described in Section V-A6 to improve the accuracy of the i-vector based system. Table V lists the of dialect recognition using the proposed method and baseline systems after intermediatelevel fusion with i-vectors. As can be seen in this table, the average of over development and evaluation datasets for the i-vector framework and proposed fusion scheme are 19.65% and 15.5% respectively. Comparison of these values shows that the absolute and the relative improvements [36] , obtained by intermediate-level fusion of the proposed method with the i-vector system are around 4%, and 21% respectively. • NIST LRE Data -Dari, Farsi, Pashto, Urdu and non-target languages. New data, namely RATS Farsi, Urdu, Pashto, Levantine CTS, were also collected and added to the database. All recordings were retransmitted through eight different communication channels. The RATS goal is to categorize test set speech recordings into six different groups including five target languages, namely Dari (Dar), Arabic Levantine (Arle), Urdu (Urd), Pashto (Pas), Farsi (Far), and one non-target category which can be from 10 unknown languages. The RATS P2 evaluation corpus is divided into three disjoint databases namely training, development and evaluation. Table VI lists the number of utterances in each category for training, development and evaluation datasets. The duration of all utterances in the training and development datasets is 120 seconds (s). Therefore, shorter duration speech signals have been created by cutting the original utterances after speech activity detection. The evaluation set speech signals has four different durations 120 s, 30 s, 10 s and 3 s.
2) UBM and Features: In this experiment, the applied UBM has 2048 mixtures, and the feature extraction stage used in this experiment is based on a Shifted Delta cepstral representation. Speech is windowed at 20 ms with a 10 ms frame shift filtered through a Mel-scale filter bank. Each vector is then converted into a 56-dimensional vector following a shifted delta cepstral parameterization using a 7-1-3-7 configuration, and concatenated with the static cepstral coefficients. Speech activity detection based on a Brno university of technology neural network implementation is then applied to remove the silence [37] . The applied i-vectors in this experiment have 600 dimension.
3) Classification: In this experiment, we applied a four-layer Deep belief nets (DBN) [38] , where the first hidden layer consists of 1600 units, the second hidden layer consists of 200 units and the output layer has 6 units (the number of language categories). Table VII lists the for the proposed method and baseline systems. The results of NMF and SMM are slightly worse than that of ML in this experiment, hence excluded from the table. The large number of utterances and highly degraded channels [39] , which may rise the chance of falling into local minima, can be the reason of unsatisfactory results in SMM and NMF. As can be seen in this table, the average of over 120 s, 30 s, 10 s, and 3 s time conditions for the NFA and ML are 34.23% and 39.3% respectively. Therefore, the absolute improvement obtained by the proposed method compared to the baseline ML system is 5%. However, the accuracy of NFA, which works based on Gaussian weights, is lower than the i-vector based system, which works based on Gaussian means. This concurs with previous studies demonstrating that GMM weight supervectors, which entail a lower dimension compared to Gaussian mean supervectors, carry less information than GMM means [14] - [16] . However, Gaussian weights provide a source of complementary information to the Gaussian means. Therefore, to enhance the accuracy of language recognition we apply a fusion of i-vectors and NFA vectors. The last row of Table VII shows the fusion results obtained by concatenating i-vectors with NFA subspace vectors. As can be seen in this table, the average of over 120 s, 30 s, 10 s, and 3 s time conditions for the i-vector framework and proposed fusion scheme are 31.4% and 28.17% respectively. Comparison of these values shows that the absolute and the relative improvements [36] obtained by the proposed fusion are around 3% and 10% respectively. The improvement is more evident in the case of short utterances.
VI. CONCLUSIONS
In this paper, a new subspace method, non-negative factor analysis (NFA), for GMM weight adaptation has been introduced. The proposed approach applies a constrained factor analysis and suggests a new low-dimensional utterance representation. Evaluation on three different language/dialect recognition corpora, namely NIST 2011 LRE, RATS LRE and QCRI Arabic DRE, show that the proposed utterance representation scheme yields more accurate recognition results compared to ML re-estimation, SMM, and NMF approaches, while keeping the required computation time similar to NMF and considerably less than SMM. To improve the recognition accuracy of the state-of-the-art i-vector framework, an intermediate, or feature level fusion of i-vectors and proposed subspace vectors has been suggested. Experimental results show that the obtained relative improvements of the fusion scheme compared to i-vector frameworks are 6%, 20%, and 10% for NIST 2011 LRE, QCRI Arabic DRE, and RATS LRE.
APPENDIX A
The function to be maximized is (30) The equality constraint is (31) By introducing a Lagrange multiplier we reach (32) By differentiating Eq. (32) with respect to and setting the result to 0 we reach (33) Since is a full rank matrix, we can drop it from both sides of Eq. (33) . (34) hence (35) Considering the equality constraint mentioned in Eq. (14) and multiplying with on both sides of Eq. (35) (36) or (37) Therefore, (38) from which the Eq. (15) is obtained. Therefore, Eq. (15) is the analytical solution of the constrained optimization problem defined in Eq. (14) .
Note that since and all elements of in Eq. (38) are non-negative, the result of Eq. (15) 
