This report is motivated by our previous works (Garg, Singh, & Ramos, 2012; 2013) ; see the papers for experiment results.
Introduction
Complex dynamics modeling has been an essential component of real world applications from diverse domains. An accurate modeling of sunlight dynamics is a prerequisite to formulation of policies on renewable energy generation. Recent advancements in automated mining systems also rely upon an accurate and efficient modeling of minerals concentration variation across large spatial regions. In addition to the experts opinions, computational models can also be helpful for real time inference of stock exchange dynamics.
In the past two decades machine learning models have emerged as a first preference for an accurate dynamics modeling. Given the highly complex dynamics of real world phenomena, nonparametric Bayesian models have been the method of choice. These models are very flexible in capturing different characteristics of the phenomenon using different kernels, and naturally account for uncertainty in the predictions and noise in the observations. Amongst the nonparametric Bayesian methods, Gaussian Processes (GP) have been very popular in geostatistics and environmental sci-ences due to the analytical tractability for the posterior and marginal likelihood estimations (Cressie, 1991; MacKay, 1998; Rasmussen & Williams, 2006) . A GP is not only resilient to overfitting but also provides confidence levels which can be used to tractably evaluate information metrics used for informative sensing (Krause, Singh, & Guestrin, 2008; Low, Dolan, & Khosla, 2009 ) such as entropy, mutual information (Shewry & Wynn, 1987; Cover & Thomas, 1991, Chapter 2) .
A standard GP model employs a global parameterization, that includes signal variance, signal noise variance, signal latent length scales vector, assuming that there is no local variation in the phenomenon dynamics across an input space. This stationary GP representation has been the most popular one primarily because of the low cost inference of real dynamics. However real world dynamics typically vary across an input space, and therefore a stationary GP representation has not been an intuitive choice for modeling such phenomena. To this end, nonstationary Gaussian process models (NGPS) , that employ a local latent parameterization (also termed as latent dynamics) to correspondingly model the nonstationary observable real dynamics, have been proposed (Goldberg, Williams, & Bishop, 1998; Higdon, 1998; Schmidt & O'Hagan, 2003; Adams & Stegle, 2008) . As per our best knowledge, most of the NGPS are based upon either of the four basic aspects of nonstationarity (MacKay, 1998, p. 13-18) , i.e. 1) signal noise dynamics; 2) input dependent signal variance; 3) input dependent smoothness; 4) nonlinear spatial deformation of input space.
In the last decade, several contributions have been made for efficient inference using NGPS. In (Goldberg et al., 1998; Schmidt & O'Hagan, 2003; Paciorek & Schervish, 2004) , it is proposed to infer the real observable dynamics by Markov Chain Monte Carlo sampling (Andrieu, De Freitas, Doucet, & Jordan, 2003) of posterior on the local latent parameterization for signal noise, deformed latent space, and signal latent length scales respectively. In (Le, Smola, & Canu, 2005) , exponential family representation is employed for posterior sampling of the signal noise local parameterization to obtain a convex formulation for the inference problem. For a tractable approximation to full inference on observable real dynamics with input dependent signal variance parameterization, a model based upon the concept of Gaussian Quadrature based Expectation Propagation-GQEP (Zoeter & Heskes, 2005 ) is employed in (Adams & Stegle, 2008) . However, as Adams et al. pointed out, positive definitivenes of the local approximations under EP and the convergence of EP are not guarranted. In (Lazaro-gredilla & Titsias, 2011) , an approximation to marginal likelihood of the observed real dynamics conditioned on a posterior sample of the local parameterization is evaluated by maximizing the lower bound of the marginal likelihood with Variational Bayes (Jordan, Ghahramani, Jaakkola, & Saul, 1999; Wainwright & Jordan, 2008) . Despite these recent advancements towards tractable approximate inference with posterior sampling, there is a long way to go for its applicability on real world applications in a scalable manner.
On the other hand, the inference cost would be significantly reduced to a scalable level for real time applicability if the real observable dynamics are inferred using a globally applicable induced most likely representation of latent dynamics (Plagemann, Kersting, & Burgard, 2008) . However, the low cost benefit on inference comes with a prohibitively high cost for the one time learning of a most likely NGP. The learning of a most likely induced representation involves NP-hard optimization of the induced latent parameterization by maximization of marginal likelihood of the observed real dynamics. As the problem size grows, the increase in the number of latent parameters makes it computationally prohibitive to even obtain a local optimum. As a preliminary contribution to this problem, we have established a relationship between informativeness of the induced latent dynamics and marginal likelihood of the observed real dynamics. It means that an increase in informativeness of the induced latent parameterization also contributes towards likelihood of an induced points representation.
In informative sensing literature, it has been well established that informativeness can be tractably expressed with criterion entropy or mutual information using a Gaussian process model, and a subset of near optimal sensors can be selected greedily in polynomial time. So, at conceptual level, our main contribute is that we propose to employ the concept of greedy informative sensing for selecting a set of informative induced points while arguing that informativeness of the induced points also optimize on likelihood of the model. Specifically, we formulate a novel algorithm LISAL that adaptively builds an induced latent dynamics representation by greedy maximization of information gain on latent dynamics, and marginal likelihood maximization of the observed real dynamics in an alternate maximization fashion.
In Section 2, we provide a brief on Gaussian Processes. In Section 3, we brief on the above mentioned four classes of NGPS, and then we propose a generalized NGP representation. The concept of a most likely induced latent dynamics NGP representation is introduced in Section 4. Section 5 first establishes the relationship between marginal likelihood of the observed real dynamics and informativeness of the induced latent dynamics representation, and then it proposes our novel algorithm LISAL for an efficient learning of a most likely NGP. For experiments, we refer the readers to our previous works (Garg, Singh, & Ramos, 2013; 2012) .
Gaussian Processes
Under Bayesian framework, an underlying model, for real phenomenon observations {X ∈ R n×p , y ∈ R n }, can be expressed as f ∈ R n where f i (.) is a nonlinear function that maps an input location x i ∈ R p to a model output f i ∈ R.
In the above expression, inference of model output f across X is represented as the posterior probability distribution from the given data {X, y} with a prior assumed by the model, P(f ), and likelihood of the observed data points y conditioned on the model output f , P(y|f ), i.e. a noise model. Gaussian process (GP) places prior P(f), in form of an infinite dimensional joint Gaussian distribution defined by a mean function M(.) that is typically taken to be zero, and a covariance function K(., .; Θ) that is parametrized by a hyper-parameters set Θ = {σ f , σ n , σ l ∈ R p }, represented as below.
Squared exponential function has been a popular choice for defining covariance on real world dynamics with high degree of smoothness (Rasmussen & Williams, 2006, p. 83) .
wherein σ f ∈ R is signal variance, and σ l ∈ R p is a signal length scales vector. For modeling complex real world space-time dynamics, nonseparable space-time class of covariances functions can be employed (Cressie & Huang, 1999; Gneiting, 2002) . In the absence of prior knowledge about smoothness of the dynamics, covariance functions derived from Matérn class (Matérn, 1960, p. 85) can be employed (Rasmussen & Williams, 2006, p. 84 ). Considering a model output f i corrupted by zero mean Gaussian noise with variance σ n , i.e. N (0, σ n ), the noise model can be represented as:
Inference With a Given GP Model
Using a GP model with hyper-parameters Θ, the posterior on y U ∈ R nu across an input locations set X U ∈ R nu×p can be obtained from the observed data points {X A ∈ R na×p , y A ∈ R na } by conditioning the prior P(y A , y U |Θ) on marginal likelihood P(y A |Θ), as expressed below:
Prior P(y A , y U ) can be placed in form of a joint Gaussian distribution as:
, and same notational convention applies for K f AA and K f U U . Marginal likelihood P(y A |Θ) can be represented as:
From the above expressions for prior and marginal likelihood, the inferred posterior on y U , P(y U |y A , Θ), can be expressed as in (1) (Rasmussen & Williams, 2006, p. 16) .
For a given hyper-parameters set Θ, computational cost O(n 3 a ) for inference is mainly due to the inverse operation performed on the covariance matrix K y AA . Once a fixed set of data points X AA is conditioned with cost O(n 3 a ), inference across a set of input locations X U can be obtained with computational cost O(n u ). However for a real world scenario, prior knowledge on the phenomenon dynamics is very limited and not sufficient enough to ascertain accurate values for the hyper-parameters set Θ.
Full Posterior Inference and Approximations
In (1), we formulated an expression for inferring posterior on y U given a hyper-parameters set Θ, i.e. P(y U |y A , Θ). Now we can marginalize over Θ for inference of full posterior P(y U |y A ), as presented below:
wherein Θ can be sampled from the posterior, P(Θ|y A ). Substituting expressions for the posterior P(Θ|y A ), we get:
Clearly the posterior expression for inference of y U in (2) is intractable. So, the expression in (2) can be approximated as presented in (3).
wherein Θ s are samples drawn from the prior P(Θ) using sampling procedures such as MCMC (Andrieu et al., 2003) . Computational cost for the evaluation of the expression in (3) is O(n 3 a S) where S typically increases exponentially with an increase in p.
Another approximation alternative is to infer the posterior on y U using a most likely hyperparameters set Θ * :
wherein the most likely hyper-parameters set Θ * can be typically learned by maximization of likelihood log P(y V |Θ) as:
The first term in the expression accounts for data fit, the second one accounts for complexity of the model, and the third term is a normalization constant. From computational perspective, the first two terms require a number of basic operations, O(n 3 v ). For maximizing L(Θ) using gradient based optimization (Móller, 1993; Bottou, 2004) , partial derivatives can evaluated as per (6) with computational cost O(n 2 v p) for p hyper-parameters (Rasmussen & Williams, 2006, p. 114) in addition to the cost P(n 3 v ) for computing L(Θ).
Disregarding the one time computational cost for learning the most likely hyper-parameters set Θ * (5), the inference of f U can now be performed as per the expressions in (1,4) by conditioning upon a set of observed real outputs y A with reduced computational cost O(n 3 a ) (in comparison to O(n 3 a S) for the posterior sampling case).
Nonstationary Gaussian Process Modeling
A real world phenomenon can exhibit complex dynamics with different possible aspects of nonstationarity. Some phenomena exhibit dynamics such that the correlation amongst observations vary across an input space. For modeling such a kind of nonstationary dynamics, a class of nonstationary Gaussian process models that can be expressed as process convolution of local smoothing kernels has been considered an intutive choice in (Higdon, 1998; Higdon, Swall, & Kern, 1999; Paciorek & Schervish, 2004 Garg, Singh, & Ramos, 2012) . Some phenomenon exhibit dynamics with signal noise varying across an input space. This aspect of nonstationarity has been the most popular in GP community and proposed to be best modeled using the class of Heteroscedastic GP models (Goldberg et al., 1998; Le et al., 2005; Kersting, Plagemann, Pfaff, & Burgard, 2007; Lazaro-gredilla & Titsias, 2011) . Another class of nonstationary phenomena that exhibit dynamics with input dependent signal variance is modeled using Gaussian process product models based upon the concept of vertical rescaling (MacKay, 1998; Adams & Stegle, 2008) . In addition, a class of Warped Gaussian process models, that deforms input space into a latent space such that the nonstationary dynamics in the real input space exhibit stationarity in the latent space, have been a popular choice for modeling a more general class of real world nonstationary dynamics (MacKay, 1998; Schmidt & O'Hagan, 2003; Snelson, Rasmussen, & Ghahramani, 2004; Pfingsten, Kuss, & Rasmussen, 2006) . In this paper, we focus on the above mentioned four classes of nonstationary GP models (termed as NGPS), that intuitively model different aspects of nonstationary exhibited by real world phenomena, as enumerated below:
1. PROCESS CONVOLUTION WITH LOCAL SMOOTHING KERNELS-PCLSK for modeling varying smoothness properties for a phenomenon (Gibbs, 1997; MacKay, 1998; Higdon, 1998; Paciorek & Schervish, 2004; Garg et al., 2012) .
2. HETEROSCEDASTIC GAUSSIAN PROCESS-HGP for modeling nonstationarity based upon signal noise dynamics (Gibbs, 1997; Goldberg et al., 1998; MacKay, 1998) .
3. GAUSSIAN PROCESS PRODUCT MODEL-GPPM for modeling nonstationary dynamics with input dependent signal variance (MacKay, 1998; Adams & Stegle, 2008) .
4. BAYESIAN WARPED GAUSSIAN PROCESS-BWGP for modeling nonstationarity through nonlinear spatial deformation of input space into a virtual space (MacKay, 1998; Schmidt & O'Hagan, 2003; Snelson et al., 2004; Pfingsten et al., 2006 ).
Next we brief on each of the four classes of NGPS as below:
PROCESS CONVOLUTION WITH LOCAL SMOOTHING KERNELS-PCLSK
A PCLSK model can be expressed as a process convolution of locally varying smoothing kernel functions, with global kernel structure k but varying local parameterization, to correspondingly model the nonstationary real dynamics that exhibit input dependent smoothness (Higdon, 1998; Higdon et al., 1999) . Covariance between two input locations x i ∈ R p , x j ∈ R p can be expressed in form of the convolution of the local kernels k i (.), k j (.) as:
In (Paciorek & Schervish, 2004) , the integral in (7) is solved to represent the nonstationary covariance K N S in a closed form as an extension to the corresponding stationary covariance K S , as presented in (8):
wherein σ li ∈ R p is a signal latent length scales vector for p dimensions for an input location x i ; q ij is the scaled distance between the two input locations x i and x j .
HETEROSCEDASTIC GAUSSIAN PROCESS-HGP
HGP model employs global hyper-parameters Θ = {σ f ∈ R, σ l ∈ R p }, and local parameterization σ n ∈ R n for modeling signal noise dynamics across an input locations set X ∈ R n×p . The noise model for an HGP can be represented as in (9).
wherein σ n i = σ n (i).
GAUSSIAN PROCESS PRODUCT MODEL-GPPM
A GPPM model employs local latent parameterization g ∈ R n across an input locations set X ∈ R n×p to model real dynamics y ∈ R n that exhibit nonstationarity with input dependent signal variance. As per this modeling setup, nonstationary covariance K N S between two input locations x i ∈ R p , x j ∈ R p can be defined in form of the stationary covariance K S (., .|Θ) and the local latent parameters g i , g j across x i , x j respectively as:
wherein Θ = {σ f , σ n , σ l } ∈ R p is a global hyper-parameters set that is parameterized to the stationary covariance K S . The noise model for GPPM can be represented as:
BAYESIAN WARPED GAUSSIAN PROCESS-BWGP
A BWGP employs nonlinear transformation of an input locations set X ∈ R n×p into a deformed locations set D ∈ R n×q and assumes the nonstationary dynamics y ∈ R n observed across X to be stationary across D (Sampson & Guttorp, 1992; MacKay, 1998, sec. 5.4.3, p. 18) . In (Snelson et al., 2004) , a special case of BWGP is proposed where d ∈ R n , and in (Pfingsten et al., 2006) , another special case of BWGP is considered where the real input locations set X is extended with the latent locations set l ∈ R n , i.e. D = {X; l} ∈ R n×(p+1) . 
Nonstationary covariance K N S between two input locations x i ∈ R p and x j ∈ R p can be defined as a stationary covariance between the two corresponding deformed input locations d i ∈ R q and d j ∈ R q respectively, as shown in (12).
As mentioned earlier, each of the four NGPS are proposed for modeling a distinct aspect of nonstationarity. NGPS can be easily combined for modeling complex real world dynamics with multiple nonstationarity aspects. Extensions of noise model and covariance function for all of the four classes of NGPS from a corresponding stationary representation can be expressed as in Table 1 . Next, Section 3.1 brief on prohibitive computational cost for inference using an NGP.
Full Posterior Inference with an NGP
Generalizing from the four classes of NGPS, the local parameterization for an NGP can be represented as z ∈ R n across X ∈ R n×p and the global hyper-parameters set can be represented as Θ y ∈ R p . Therefore, the full posterior P(y U |y A ) can be expressed as:
wherein, for a real world phenomenon, the prior on latent dynamics can be expressed as a joint Gaussian Distribution. On these lines, an additional latent GP (GP z ) can be defined using a stationary covariance function K z S (with a hyper-parameters set Θ z ) for expressing priors P(z A ) and P(z U ) as:
Now, the integral expression for the full posterior P(y U |y A ) in (13) can be approximated as:
wherein S number of samples for parameters {Θ s , z A s , z U s } ∈ R na+nu+p can be drawn from the priors {P(Θ), P(z A ), P(z U )} using statistical procedures such as MCMC sampling. Considering the large number of parameters to sample (O(n a + n u + p)), convergence of the approximation on full posterior in (14) to the exact full posterior in (13) would require the number of samples S to be exponentially large. So the computational cost, O(n 3 a S), for an accurate approximation to the full inference of posterior P(y U |y A ) using an NGP is prohibitively high. This motivates an alternative approach for an accurate yet efficient inference of y U using an NGP.
Most Likely Induced Latent Points Representation
Considering the prohibitive computational cost for full posterior inference with NGPS, we propose to an approximate posterior inference using a most likely NGP representation. Following the work in (Plagemann et al., 2008) , we propose to learn a most likely induced latent dynamics parameterization instead of the entirely local latent dynamics parameterization.
As per the this concept, an induced latent parameterization z M ∈ R m is employed across a sparse set of input locations X M ∈ R m×p . Then the marginal likelihood of the observed real dynamics y V ∈ R nv across X V ∈ R nv×p can be expressed as:
wherein the posterior P (z V |z M , Θ z ), that can be represented as a predictive joint Gaussian dis-
, is approximated with the Gaussian predicitive mean µ z V . The marginal likelihood expression can be further expressed as:
wherein the term in numerator represents the data fit for the model; the first term in the denominator is a normalization constant penalizing on high number of training data points, the second term represents the complexity of GP y , and the third term represents the complexity of GP z. Therefore, a most likely induced latent dynamics parameterization {X * M , z * M } can be learned by maximizing log marginal likelihood approximation L(z M , Θ y , Θ z ):
Then, using a learned most likely NGP, posterior P(y U |y A , z * M , Θ * y , Θ * z ) can be expressed as:
However we can see that there is an computational overhead of log marginal likelihood maximization for learning the most likely NGP representation. Therefore, in Section 5, we propose a novel algorithm LISAL for efficient learning of a most likely NGP .
Efficiently Building Most Likely Induced Latent Dynamics Representation
In Section 4, we discuss that it is theoretically feasible to learn a most likely induced latent dynamics representation by maximization of marginal likelihood (17). However, practically, the optimization in (17) is a challenging task mainly because marginal likelihood is highly multi-modal w.r.t. the induced latent locations coordinates X M . On the contrary, as it is the case for hyper-parameters Θ for a stationary GP, multi-modality for hyper-parameters Θ y , Θ z and the latent parameterization z M is comparatively low (Gibbs, 1997; MacKay, 1998; Rasmussen & Williams, 2006) . It means that a solution to the optimization in (17) is prone to severly localized optimas. So, as we can see, the main trouble lies with optimization of induced input points X M . Therefore, to deal with this problem, we propose to divide the problem into two sequential steps: 1) optimization of the inducing input points (X M ) with information gain; and then 2) optimization of the induced latent dynamics parameterization {z M * , Θ z } across the learned informative induced latent locations X * M by marginal likelihood maximization. The potential benefit of learning latent locations with information gain instead of the marginal likelihood maximization is that the information gain criteria, such as entropy, mutual information, can be maximized near optimally using polynomial cost greedy algorithms, recently proposed in (Krause et al., 2008) . However, this idea can be justified only if it can be acertained that the information gain on the induced latent points contributes to maximization of the marginal likelihood of observed real dynamics. Therefore we first analyse the relationship between the information gain and the marginal likelihood in Section 5.1.
Information Gain on Induced Latent Dynamics towards Maximization of Marginal Likelihood of Observed Real Dynamics
Conditional Entropy and Mutual Information have been conventional criteria for expressing information. Since Gaussian process framework allows tractable evaluation of the criteria (Krause et al., 2008) , it is a natural choice to select the induced input locations X M by using either of the criteria. In this paper, for a simplistic presentation of our novel ideas, we mainly consider conditional entropy as a criterion even though the work is direct applicable for mutual information criterion also. We propose to learn latent locations X M as a subset of X V such that the conditional entropy on the latent dynamics distribution Z V \M across X V \M is minimized:
wherein Σ z V is predictive covariance inferred across X V conditioning upon the prior covariance
Now we can analyse the relationship between the terms in log marginal likelihood expression in (17) and conditional entropy H(Z V \M |Z M ). The third term in (17) basically represent negative of conditional entropy itself. So, minimization of conditional entropy leads to a direct increment in log marginal likelihood.
The second term in (17) represents negative of entropy on observed real dynamics across X V , i.e. −H(Y V ). Intuitively, the entropy on observed real dynamics H(Y V ) should increase with entropy on latent dynamics H(Z V ). Since the overall entropy H(Z V ) doesn't change with the minimization of conditional entropy H(Z V \M |Z M ), we can establish that entropy on real observed dynamics H(Y V ) doesn't change with minimization of the conditional entropy, i.e.
∆H(Y
Since minimization of conditional entropy H(Z V \M |Z M ) leads to a better prediction of latent dynamics across X V , a direct relationship between negative of conditional entropy and the data fit term in (17) can be intutively established as:
So, from the above analysis, minimization of conditional entropy indirectly contributes towards maximization of marginal likelihood:
Therefore, motivated by the intuitive idea of contributing to maximization of marginal likelihood on observed real dynamics by information gain on induced latent dynamics, we formulated a novel efficient algorithm LISAL that greedily gains near optimal information on latent dynamics by adaptively learning the latent dynamics parameterization with maximization of marginal likelihood in an iterative manner, as presented in Section 5.2.
Near Optimal Information Gain on Induced Latent Dynamics
In (19), evaluation of conditional entropy requires evaluation of latent dynamics covariance using hyper-parameters set Θ z . Therefore, an accuracy on evaluation of entropy and mutual information on latent dynamics directly depends upon the accuracy of Θ z in representing the latent dynamics correlation properties. Since Θ z is learned in the second optimization of marginal likelihood maximization and not known before the first optimization of learning latent locations with information gain, we are caught in what is a classical chicken and egg problem. This kind of chicken and egg problem can be solved with an iterative adaptive procedure on the first and second optimizations.
The another problem in regards to learning of latent locations X M with minimization of conditional entropy is that the optimization in (19 is NP-complete. However, the good news is that the conditional entropy (or mutual information) can be near optimally (63% of the optima) maximized with greedy polynomial cost algorithms recently proposed in (Krause et al., 2008) .
Therefore, for an accurate evaluation of information gain on latent dynamics, we propose an algorithm LISAL that solves the two problems mentioned above by maximizing entropy or mutual information greedily while adaptively maximizing marginal likelihood in an iterative manner, as discussed in Section 5.2.1.
ALGORITHM LISAL-LATENT INFORMATIVE SENSING WITH ADAPTIVE LEARNING
In this section, for the sake of reducing complexity of expressions, we consider the case of maximization of entropy H(Z M ) across latent locations X M instead of minimization of conditional entropy H(Z V \M |Z M ) since both are essentially same (Krause et al., 2008) . As mentioned before, the algorithm LISAL is applicable for mutual information criterion also.
Considering the unavailability of an accurate hyper-parameters representation on latent dynamics for evaluation of entropy H(Z M 1 ), we propose to learn a preliminary set of latent locations X * M 1 ∈ R m 1 ×p by entropy gain on real observable dynamics instead of latent dynamics, i.e. H(Y M 1 ), as shown in (23).
Θ * ys = argmax Θy s P(y V |Θ ys )
wherein H(Y M 1 ), that represents entropy on observable real dynamics across X M 1 , is evaluated in terms of real dynamics covariance across X M 1 evaluated using a stationary covariance function K y S with hyper-parameters Θ * ys ; Θ * ys are learned by maximization of marginal likelihood of observed real dynamics y V across X V .
Even though it is hard to establish a direct relationship between entropy on observable real dynamics H(Y M 1 ) and entropy on latent dynamics H(Y M 1 ), we intuitively suspect that an increase in entropy on latent dynamics should lead to an increase in entropy on observable real dynamics and therefore the assumption, that is presented in (24), is assumed to be true.
So, considering the above assumption (24), the entropy on latent dynamics across the learned preliminary set of latent locations X * M 1 , i.e. H(Z M * 1 ), is expected to be a good approximation to the optimal solution from the optimization in (25).
Like we discussed before, the optimizations for entropy and mutual information gain are NPcomplete. So, inspired from the work presented in (Krause et al., 2008, p. 8, sec. 3 .1, eq. 4) we perform the entropy gain optimization in (23) in a greedy manner, as show in (26).
wherein H(Y M 1j |Y M 11···j−1 ) represents entropy on latent dynamics across j th input location X M 1j conditioned upon the latent dynamics across previously learned j − 1 input locations set
represents predictive variance across the input location X M 1j inferred from the already learned input locations X * M 11···j−1 using Θ * ys . Since entropy criterion is a submodular function, greedy entropy gain ensures 1 − 1 e (approx. 63%) of the optimum (Nemhauser, Wolsey, & Fisher, 1978; Krause et al., 2008, p. 12) . Same also applies to greedy mutual information if the discretization of X V is fine. From now onwards, it would be assumed throughout the paper that entropy or mutual information is maximized greedily and the exact details on greedy algorithm would be omitted.
