Abstract. Satellite measurements show that ion beams above the auroral acceleration region are heated to hundreds of eV in a direction perpendicular to the magnetic ®eld. We show that ion acoustic waves may be responsible for much of this heating. Even in the absence of a positive slope in the velocity distribution of the beam ions, ion acoustic waves can be generated by a fan instability. We present analytical estimates of the wave growth rate and ion beam heating rate. These estimates, which are con®rmed by particle simulations, indicate that the perpendicular temperature of the beam ions will increase by 30 eV/s, or by 1 eV in 20±25 km. From the simulations we also conclude that the heating saturates at a perpendicular temperature around 200 eV, which is consistent with observations. Key words. Ionosphere (wave-particle interactions) á Magnetospheric Physics (plasma waves and instabilities) á Space plasma physics (wave-particle interactions).
Introduction
Energetic up¯owing ®eld-aligned ion beams with keV energies are a frequently occurring phenomenon in the auroral zone. There are many statistical studies of the ion beam drift energies, composition and occurrence frequencies depending on factors such as solar activity, altitude, magnetic local time and invariant latitude (Kondo et al., 1990; Collin et al., 1987; Yau et al., 1984; Gorney et al., 1981) . The ion beams are probably accelerated by a quasi-static electric ®eld parallel to the ambient magnetic ®eld (Rei et al., 1988) . Nevertheless, the shape of the ion beam distributions cannot be explained by a parallel quasi-static electric ®eld alone.
Energetic ion beams created only by acceleration of a background (ionospheric) ion component in a parallel electric ®eld would show no change in the perpendicular temperature of the beams, and a decrease in the parallel temperature (the temperature de®ned from the average energy of beam ions in the beam reference system). However, satellite measurements indicate that ion beams are heated parallel to the magnetic ®eld (Rei et al., 1988) , and also perpendicularly to the magnetic ®eld (Kaufmann et al., 1986) . The commonly accepted view is that ion beams are heated as a result of waveparticle interactions. However, there are dierent explanations concerning which waves are responsible for the wave-ion interactions and which are the sources of the waves.
Dierent waves have been observed in the ion beam regions. Electrostatic hydrogen cyclotron (EHC) waves (waves with frequencies above the hydrogen gyrofrequency) (Cattell et al., 1991) are found to be common. These waves, depending on their wave vectors, can cause both perpendicular and parallel heating of the beam. In addition, observations of electric wave ®elds at lower frequencies are also common. These emissions, sometimes referred to as low frequency turbulence, have maximum power spectral density at frequencies much below the ion gyrofrequency. The wave power decreases with increasing frequency but may still be signi®cant above the proton gyrofrequency. The properties of these low frequency waves are not well known. The emissions may at least partly be due to AlfveÂ n waves, possibly causing perpendicular ion energization. There may also be a signi®cant component of electrostatic cyclotron waves related to heavier ions (oxygen and helium) (Cattell et al., 1991) . The low frequency waves can also be ion acoustic waves (Wahlund et al., 1994) . In this case, waves with a nearly parallel wave vector can cause ion beam heating parallel to the magnetic ®eld. In addition, as we will show in this article, ion acoustic waves with a nearly perpendicular wave vector can cause perpendicular heating of the beam ions.
The source of the EHC and ion acoustic waves discussed is usually assumed to be some local instability. There are several types of instabilities that can develop. The source of EHC waves can be a drift of low energy electrons (often detected as a current) (Cattell et al., 1991) or an ion beam drift with respect to some background ions (AndreÂ et al., 1987) . Similarly, an electron drift or an ion beam drift can be the source of ion acoustic waves (AndreÂ et al., 1987) . In cases of both hydrogen and oxygen beams, the relative drift between dierent ion species can destabilize waves with frequencies above and below the proton gyrofrequency (Bergmann et al., 1988) . During a particular event, the observed waves may be generated by a combination of instabilities.
Some instabilities are strongly dependent on the presence of a cool (eV) ion background component. It has been shown that at least in some ion beam regions such a cool background component can be present . However, due to observational diculties, the amount of cool ion data obtained directly with particle instruments within ion beam regions is limited. As an alternative, sometimes indirect measurements can be used to determine whether cool ions are present in a plasma. For example, the dierence in densities between electrons and ions detected by particle instruments can indicate the presence of a cool background plasma (AndreÂ et al., 1987) . While there is no statistical study of cool ions in regions of ion beams, a cool ion background may well be a common feature.
One way to check the consistency of a model explaining both wave generation and ion beam heating is to use numerical simulations. There have been several such studies (Gray et al., 1990; Schriver et al., 1990; Winglee et al., 1989) . Most of these studies are concerned with instabilities generated by the relative drift between oxygen and hydrogen beams. It is found that when ion beams are subsonic the ions are heated parallel to the magnetic ®eld, but when the ion beams are supersonic the heating is mostly perpendicular to the magnetic ®eld. Some simulations have been performed to analyze systems consisting of background ions and an ion beam. One simulation included EHC wave generation and subsequent ion beam diusion in both the perpendicular and the parallel directions (Miura et al., 1983) . We also investigate wave generation and ion beam diusion, but in our simulation low frequency ion acoustic waves are caused by a fan instability generated by an ion distribution with a cool background and a suprathermal tail.
The fan instability is based on the principle that a particle beam, or just a suprathermal tail in the particle distribution, through Doppler resonance can generate waves with phase velocities much lower than the beam drift velocity. Note that this instability is dierent from many other wave generation mechanisms related to up¯owing particles in that no positive slope in the ion velocity space distribution is needed. The generated emissions can be electrostatic waves with a wave vector at large angles with respect to the ambient magnetic ®eld. The fan instability is well known from studies of waves in fusion plasma devices, where a suprathermal tail in the electron distribution is created by current drive (Fuchs et al., 1988) . It has been shown that auroral electron beams in a similar way can support fan instabilities generating lower hybrid waves (Omelchenko et al., 1994) . It has also been shown that ion beams accelerated in the auroral acceleration region can similarly be unstable to the fan instability and generate ion acoustic waves (Vaivads et al., 1995) . However, the nonlinear evolution of this instability has not been analyzed.
We also show that the quasilinear evolution of the fan instability is consistent with satellite observations. As an example of observations, we present a typical ion beam event detected by the Viking satellite. We show that the growth rate of the fan instability is large enough for the ion acoustic waves to develop high amplitudes. In addition, we show that these waves can eciently heat ion beams perpendicularly to the magnetic ®eld. The ion beam heating rate estimated from quasi linear theory is compared with simulations. We show that when waves observed in ion beam regions are ion acoustic waves, the wave amplitudes are high enough to explain the observed perpendicular heating of the ion beam. In addition, the results from our simulations show that the saturation of the ion beam perpendicular heating agrees well with satellite observations.
Observations
On May 21, 1986, the polar orbiting Viking satellite (Hultqvist, 1990 ) spent 6 min in a region of upgoing ion beams at an altitude of about 11 000 km in the auroral zone. The ion beam region was found at local times between 14:00 and 15:00 MLT, and at invariant magnetic latitudes between 78
and 80 . Figure 1 shows spectrograms of the waves and particles observed in and near the beam region. The ion spectrogram was obtained from measurements by two electrostatic analyzers mounted at 90 with respect to the spacecraft spin axis, covering the energy ranges 0.04±1.2 keV and 1.2±40 keV, respectively (Sandahl et al., 1985) . The ion beams are seen as vertical stripes near 180 pitch angle (upgoing direction) in Fig. 1 . The electron spectrometer is also mounted at 90 relative to the spin axis and covers the energy range 30 eV to 40 keV. The measuring cycle time for both electrons and positive ions is 0.30 s. The electric ®eld measurements are obtained from a pair of probes on the 40 m (80 m tip-to-tip) radial wire booms (Gustafsson et al., 1990) . A 10 s modulation in the spectrogram is induced by the satellite spin. In the following we investigate the particle and wave observations, and how they are correlated.
The ion beam characteristics are typical for auroral regions. The beam drift energies are in the interval between about 200 eV and 1 keV. The beams are aligned with the ambient magnetic ®eld, having an angular half width of the order of 20 degrees. A closer investigation shows that the ion beams with lower drift velocity have a smaller angular width. We can estimate the ion beam perpendicular energy to be between a few tens of eV, for ion beams with a drift energy of order 200 eV, and up to 200 eV for ion beams with a drift energy of nearly 1 keV. The electron spectrogram shows the presence of electrons with energies of about 200 eV. From the absence of downward accelerated electrons we conclude that the satellite is located above the auroral acceleration region. This is also consistent with the widened electron loss cone that can be observed during several satellite spins.
The density in the ion beam region can be estimated in dierent ways. The most reliable method available may be to use relaxation sounder data (Bahnsen et al., 1988) to obtain the plasma frequency. This gives densities of 0.1±0.5 cm À3 . A ®rst estimate using Langmuir probe measurements gives densities of 2±4 cm À3 (A. Eriksson, private communication), and from the electron data we determine the density to be of the order of 1 cm À3 or less. These latter estimates are still consistent with a total density of 0.1±0.5 cm À3 , especially since Langmuir probe measurements may be aected by photoelectron contamination. The density of the ion beam estimated from particle data is to be about 0.03 cm À3 , or maybe somewhat lower. This means that the ratio between the beam and total densities is of the order of 0.1, which may indicate the presence of cool ions.
The electric ®eld spectrogram in the top panel of Fig.  1 shows that there is a general increase in electric ®eld spectral density in the ion beam region. In addition, it is possible to distinguish between two regions of wave activity: emissions with a peak at frequencies between 40 to 60 Hz (high frequency, including the proton gyrofrequency at 45 Hz), and waves with frequencies below about 10 Hz (low frequency). The wave amplitude in the beam region is of the order 10 mV/m for the high frequency waves. For the low frequency waves the amplitude can reach 100 mV/m. From a more detailed investigation (not shown here) it is clear that when the electric ®eld spectrogram shows spin modulations, the highest wave amplitudes occur when the booms are nearly perpendicular to the ambient magnetic ®eld. The fact that the electric ®eld is essentially perpendicular inside the ion beam region is of interest when comparing with the simulations presented in the following.
Our simulations are based on a plasma model consistent with the event described already. Such events are common, and our model is also consistent with other Viking ion beam events (AndreÂ et al., 1987; Vaivads et al., 1995) . Hence, the plasma model used in our analysis and simulations describes a typical ion beam region above the auroral acceleration region. The four panels show (from above): 1, electric ®eld spectrogram, satellite spin modulation is clearly seen; 2, electron spectrogram; 3, proton spectrogram; 4, pitch angle of the particle detectors with respect to the magnetic ®eld
Theory
The fan instability is driven by a particle beam along the magnetic ®eld, but in contrast to the usual beam-plasma instabilities it does not require a positive slope in the particle distribution function. The theory of the fan instability is best illustrated in the electrostatic approximation. We start from the dielectric function exY k of a plasma consisting of several particle species r with distribution functions
where x r and X r are the plasma frequency and gyro frequency of plasma component r, and t n is an ordinary Bessel function. When calculating the real part e e of the dielectric function, we consider low frequency waves in a plasma that consists of hot electrons r e with thermal velocity e ) xak and protons i that here can be treated as cold. This leads to
The growth rate c of the waves is found from the imaginary part e sm of the dielectric function as
The condition for instability c b 0 of positive energy waves xd x e e b 0 is thus that xe sm xY k`0 for a frequency that satis®es the dispersion relation e e xY k 0. When calculating e sm we must include the contribution from the resonant particles. Assuming the proton distribution to have the form
and considering wavelengths larger than the ion gyro radius k c ic aX i`1 , we can integrate over v c and use the small argument expansion for the Bessel functions. keeping only the resonant contributions from the poles in the integration over v k and the n 0Y AE1 terms in the sum over harmonic numbers we ®nd c p 2
When the parallel distributions p r have a single maximum at v k 0 and x b X i , the ®rst four terms, containing the derivative p H r d vk p r , will all be negative and contribute to damping. The last term will obviously always be negative, and it will in this case dominate the only positive term Eq. (5d). Hence, we expect no instabilities at frequencies above the gyrofrequency. However, when the wave frequency is less than the gyrofrequency, the term (5c) will become positive, and if p i is suciently asymmetric the term (5d) can be much larger than Eq. (5e). Under these conditions we may have a fan instability.
A situation that is favourable for ion fan instability is shown in Fig. 2 . The ion distribution function sketched in this ®gure has a single maximum at v k 0, but it is very asymmetric with a long tail in the direction of positive v k . The relevant resonant velocities are indicated for the case x`X. At the velocity v v xak k corresponding to Landau resonance the distribution is almost at, and the ion Landau damping is thus negligible. The contributions from the resonance at v À x À X i ak k will also be small, since both p i v À and p H i v À are small. If the tail extends out to the resonance at v x X i ak k so that p i v is reasonably large, the contribution from the term (5d) may dominate and cause an ion fan instability.
In the presence of electrostatic waves with a spatially homogeneous k-spectrum jEkj 2 , the quasi-linear diffusion of resonant particles will make the particle distribution evolve as (e.g. Shapiro and Shevchenko, 1988) 
The thermal velocity of cold ions is ik
Since we intend to compare with one-dimensional simulations, we assume the spectrum to have the form
The Cartesian coordinate system is here chosen so that the ambient magnetic ®eld is in the x-z plane at an angle h from the z-axis. With this model, we can evaluate the integral over k-space to obtain
where k x À nX i av k cos hY k k k cos h, and k c k sin h. Concentrating on the beam ions that satisfy the resonance condition v k $ x X i ak k , we keep only the term with n À1. The diusion will be mainly in the perpendicular direction, where the gradients in velocity space are strong. The equation for perpendicular velocity diusion is
where the diusion coecient is given by
Since we will consider waves with k c ic aX i`1 , we can use the small argument limit of the Bessel function 
Within this approximation, the diusion coecient is independent of v c , and we ®nd that a distribution function of the form
satis®es the diusion Eq. (9), provided that the perpendicular temperature c t satis®es
Method
The code used in our simulations is adapted from the code es1 (Birdsall and Langdon, 1991) , which is an electrostatic particle simulation code with one space and two velocity dimensions. In our version of the code, the ions are treated as particles with three velocity components, while electrons contribute only through the Debye screening (see also Okuda et al., 1978) . The electric ®eld that interacts with the ions is found by solving Poisson's equation,
where k 2 e n 0 e 2 ae 0 e is the electron Debye wave vector, n i is the ion density, and n 0 is the average electron density, and e is the electron temperature. As a result, we can investigate electrostatic ion waves, including ion acoustic waves, propagating in a speci®ed direction with respect to the background magnetic ®eld without resolving the faster electron time scale.
The ion distribution consists of a background Maxwellian distribution with density n iw 0X45 cm À3 and temperature 1 eV, and an ion beam with density n i 0X05 cm À3 . Our code allows us to specify the initial ion beam distribution as a plateau with Maxwellian tails,
where 5 l 0Y m 2 il a2 1 eV, m5 2 h a2 2500 eV, and m 2 ih a2 400 eV. Initially, all the ions have a perpendicular temperature of 1 eV, and hence ic il 13 841 m/s. In the simulations, the Maxwellian background is represented by 131 072 particles, and the beam by 524 288 particles. The angle between the simulation system and the magnetic ®eld in chosen to 80 . This is approximately the angle of maximum growth rate of the fan instability (Vaivads et al., 1995) . The system length is 235 km, which means that the length of a ®eld line going through the simulation system at an angle of 80 is about 1350 km. The number of grid points is 4096, and the cell size is 57 m. Electron distributions above the auroral acceleration region have typical temperatures of a few hundred eV. In our simulations we have used k e k À1 e 123 m, which corresponds to an electron temperature of 136 eV, or as in the study by AndreÂ et al. (1987) , to a mixture of 94% 700 eV and 6% 10 eV electrons. The time step we use is 0X1aX i , where the ion gyrofrequency X i 2p Á 45 Hz.
Results
When we start the simulation with the ion distribution as described, the energy in the electric ®eld¯uctuations is about 10 À5 times the total energy in the plasma. There is no prescribed perturbation, and the plasma waves grow from this noise level. The distribution of wave energy in the x-k plane obtained from the ®rst 2.9 s of simulation is shown in Fig. 3a . For comparison we show in Fig. 3b the dispersion surfaces, of the relevant modes, obtained with the WHAMP code (RoÈ nnmark, 1983) . A heavy line indicates a propagation angle of 80
. As expected, most of the wave energy is found close to the dispersion surfaces, where the¯uctuations are weakly damped. At large kY iXeXY k ic aX i b 0X25, we have arti®cially introduced a ®lter in the simulations that removes short wavelength¯uctuations. To some extent, this ®ltering mimics the eects of electron Landau damping. We do not expect the resulting modi®cation of the dispersion relation at large k to in¯uence the results presented below. The wave energy concentration at frequencies just above $ 0X1X r in the ion acoustic mode is caused by the ion fan instability. The growth rate expected from the fan instability can be calculated from Eq. (5). There is no electron Landau damping in the simulations, since the electrons are represented as a¯uid. To allow comparison with the simulations, the electron Landau damping term (5a) is neglected in the analytical calculation. With the ion distribution function used in the simulations only the term (5d) will contribute to the growth rate, and we ®nd c 2X77 Á 10 À3 X i at k ic aX i 0X13. To calculate the wave amplitudes from the growth rate, we notice that initially the signal is dominated by noise. Assuming that half of the noise consists of waves that are not growing because they propagate in the direction opposite to the beam ions, we expect the amplitudes to evolve as
In Fig. 4 , this function is shown together with the wave energy in the corresponding mode from the simulation. The growth rate from the simulation agrees well with the theoretical value over several seconds. In the simulation, the growth rate then decreases, mainly due to the increase in the perpendicular temperature of the beam, and the wave energy saturates almost four orders of magnitude above the noise level.
To facilitate the comparison of the diusion rate in the simulation with the theoretical value, it is convenient to keep the wave amplitudes constant during the interaction with the beam ions. We have run a simulation without background ions and with prescribed wave ®elds that satisfy the ion-acoustic dispersion relation. Since the density in this run is very low, n i 5 Á 10 À6 cm À3 , the ®elds generated by the particles can be neglected. The imposed ®elds are chosen such that waves with mode numbers between 65 and 130 are excited with amplitudes e 2 k 0X67 mVam 2 and random phases. The resulting electric ®eld amplitude is about 6.6 mV/m. In our one-dimensional system of for 0X085`k i aX i`0 X17. Outside this range of wave numbers, the amplitudes are very low. For ion acoustic waves on the resonance cone at h % 80 , we ®nd that the group velocity is small compared to v k cos h. We can then, from Eq. (11) . This diusion coecient corresponds to the heating rate d t c % ic av k 2X43 Á 10 À16 J/s. At a parallel velocity v k 5 h 50 ic , corresponding to a beam ion energy of 2.5 keV, the heating rate is then
Alternatively, we can interpret this as a temperature increase with altitude at the rate 0.044 eV/km, or 1 eV in 23 km.
A comparison between the theoretical heating rate given in Eq. (19) and the perpendicular temperature increase at v k 5 h observed in the simulation is shown in Fig. 5 . The theoretical estimate agrees very well with the simulation during the ®rst ®ve seconds. When the temperature is around 200 eV, the assumption k c v c a X i`1 is violated for a large fraction of the particles, and the small argument expansion of the Bessel functions is no longer valid. We can then expect that our simpli®ed theory will overestimate the heating rate. From Eq. (10) we expect the diusion coecient to go to zero as the perpendicular velocity increases so that k c v c aX i approaches the ®rst zero of t 1 , which explains why the temperature in the simulation saturates at a few hundred eV.
The evolution of the perpendicular temperature at dierent parallel velocities as a function of time is shown in Fig. 6 . Since the excited spectrum covers parallel wave numbers satisfying approximately 0X015`k k 0i a X i`0 X03, and the frequency x % 0X125X i , we expect the resonance condition v k x X i ak k to be satis®ed for parallel velocities in the range 37 ic`vk`7 5 ic . Figure 6 con®rms that the perpendicular temperature increases at these velocities. We also see that the heating rate decreases with increasing parallel velocity, as expected from Eq. (18).
We now return to the self-consistent simulations, with wave ®elds generated by the simulated particles. The wave amplitudes are then not constant but growing from noise. The evolution of the perpendicular temperature in this case is shown in Fig. 7 . For comparison, we have also plotted the evolution of the perpendicular temperature predicted by integration of Eq. (13), using Eqs. (16) and (18),
where h 0 is determined from Eq. (18) with je k j 2 replaced by je k0 j 2 4X5 Á 10 À7 mVam 2 . The heating rate in the simulation is signi®cantly lower than the theoretical prediction after about 4 s, which is consistent with the decrease in the growth rate shown in Fig. 4 .
As our ®nal example we present in Fig. 8 a simulation run with a spatially inhomogeneous ion beam. The system length is in this case increased by a factor of four, so that v 940 km. Initially, the plateau distribution of ions is con®ned to the region x`va2. These ions later propagate to larger x, where a distribution with positive d vk p i is created. A phase-space plot of the distribution in the x-v k plane after 2 s is shown in Fig. 8a 7va16Y 11va16, and 15va16 is shown in Fig. 8b . At small x, the ion acoustic waves will initially grow due to the fan instability, but after about 2 s the high energy particles disappear and the growth stops. Near the middle of the system, at x 7va16, where the energetic ions remain longer, the ion acoustic waves continue to grow until the end of the run. The stronger high frequency¯uctuations at this point may be caused by ion cyclotron waves that propagate backwards from x b va2. When the fast ions reach x 11va16, ion cyclotron waves with x b X i start to grow rapidly. Although the amplitude modulation of these waves at ®rst sight seems to be related to the ion acoustic waves, a closer inspection including points at slightly dierent xvalues indicates that the amplitude¯uctuations are random. Finally, at x 15va16 near the end of the system, the ion cyclotron waves start to grow when the beam ions arrive after about 2.4 s. The perpendicular heating caused by these waves can be seen in Fig. 8c , which shows the ion density in the x-v c plane. The diusion at x`va2 is caused by ion acoustic waves, generated by the fan instability. In our one-dimensional simulation, the higher frequency ion cyclotron waves also cause perpendicular diusion, since they are forced to propagate almost perpendicular to the magnetic ®eld. In three dimensions, nearly parallel propagating waves with x b X i are expected to have the highest growth rates. These waves would then mainly cause parallel diusion, and their main eect would be to¯atten the positive slope in the parallel distribution to a plateau, rather than to cause perpendicular heating.
Discussion
Within the acceleration region, the parallel electric ®eld will create an ion velocity distribution with a positive v k dv k p i v k . This positive slope in the ion distribution will generate through Landau resonance, e.g. electrostatic hydrogen cyclotron (EHC) waves with frequencies around or above the ion gyrofrequency. These waves will cause parallel velocity diusion that tends to remove the positive slope from the velocity distribution, but the slope will continuously be recreated by the electric ®eld. Near the top of the acceleration region we can then expect the ion velocity distribution to have a long tail in the upward direction. When the positive slope on the tail is removed, this distribution is no longer unstable to EHC waves. However, oblique ion acoustic waves with frequencies below the ion gyrofrequency can still be generated by the fan instability.
To allow direct comparisons between quasi-linear theory and our one-dimensional simulations, we have for our analytical estimates assumed the waves to propagate strictly in one direction. Replacing Eq. (7) by a more realistic wave distribution over all azimuthal angles and some range of pitch angles h, we ®nd that the only change in Eq. (8) is that the denominator jv k cos h À d k xj is replaced by jv k cos h À cos hd k k xj. Since the group velocity of the ion acoustic waves is small compared to v k cos h, this will not aect the diusion coecient given in Eq. (18). The positions of the particles in the plane perpendicular to the magnetic ®eld is not relevant in quasi-linear theory, and the parallel motion is properly described by our onedimensional model. Hence, as long as quasi-linear theory is valid, the heating rates we obtain are expected to apply also to a real, three-dimensional plasma.
Electron Landau damping is not included in the hybrid simulations presented here, which means that the growth rates are overestimated. The value found by Vaivads et al. (1995) was a factor of ®ve lower, c $ 6 Á 10 À4 X i , and this is probably more realistic. Still, if the parallel group velocity is estimated to 50 kmas, the wave energy density may grow by a factor of 10 4 over 1000 km in altitude. These low frequency waves will then scatter the perpendicular velocities of the ions. When the wave amplitudes are about 6 mV/m, the perpendicular temperature of the beam ions will increase by 30 eV/s, or by 1 eV in 23 km for a beam energy of 2.5 keV.
Our simulations indicate that the saturation of the fan instability mainly is caused by the increased perpendicular temperature of the beam ions. In the case we have studied, also the heating will essentially stop at a temperature of a few hundred eV. The reason for this is that the ion gyro radius becomes comparable to the perpendicular wavelength. When the heating is due to resonance at the ®rst harmonic of the ion gyrofrequency, the diusion coecient will vanish when the argument k c v c aX i approaches the ®rst zero of the Bessel function t 1 at about 3.8. Perpendicular temperatures of the order of 200 eV are typical in observations of ion beams above the acceleration region, as would be expected from heating by waves with frequency below the ion gyrofrequency.
Conclusions
The growth rate of ion acoustic waves due to the ion fan instability and the rate of perpendicular heating caused by these waves as predicted by quasi-linear theory are con®rmed quantitatively by our simulations. The fan instability will become important near the top of the auroral acceleration region, where the parallel electric ®eld can no longer maintain a positive slope in the ion velocity distribution. Our results show that ion acoustic waves, even in the absence of a hump on the ion beam distribution, can grow to signi®cant amplitudes within distances comparable to the acceleration region. These waves will eciently heat the beam ions to perpendicular temperatures that are consistent with observations.
