Abstract-The note presents a method for designing an output feedback law that stabilizes a linear system subject to actuator saturation with a large domain of attraction. This method applies to general linear systems including strictly unstable ones. A nonlinear output feedback controller is first expressed in the form of a quasi-LPV system. Conditions under which the closed-loop system is locally asymptotically stable are then established in terms of the coefficient matrices of the controller. The design of the controller (coefficient matrices) that maximizes an estimate of the domain of attraction is then formulated and solved as an optimization problem with LMI constraints.
I. INTRODUCTION
In this note, we consider the basic problem of stabilizing a linear system subject to actuator saturation by use of output feedback. The stabilization of a linear system subject to actuator saturation has been widely reported on in the literature. The works on this topic can be divided into two categories, those that deal with open-loop systems that are not exponentially unstable (or simply called semistable) and those that are exponentially unstable. The stabilization of semistable systems is now well understood. Various global and semiglobal stabilizing feedback laws, both of state feedback type and output feedback type, have been reported (see, e.g., [11] and [15] - [17] ).
The stabilization of exponentially unstable systems subject to actuator saturation involves subtler issues and is more difficult to deal with. The fundamental difference between a semistable system under actuator saturation and an exponentially unstable linear system under actuator saturation lies in their respective null controllable region, the set of all states that can be driven to the origin by a bounded control (provided by the saturating actuator). In particular, the null controllable region of a semistable linear controllable system is the whole state space, while the null controllable region of an exponentially unstable linear controllable system is not (see, e.g., [6] ). Therefore, in dealing with exponentially unstable linear systems under actuator saturation, one can only expect local stabilization. The objective is then naturally to achieve a domain of attraction that is as large as possible and, ideally, as large as the null controllable region of the system. It is however known that a domain of attraction as large as the null controllable region in general cannot be achieved with linear feedback [7] . As a result, many methods exist in the literature for the synthesis of both linear state feedback laws (see, e.g., [3] , [5] , [9] , and [13] ) and linear output feedback laws (see, e.g., [4] , [10] , [12] , and [18] in [8] . This method was shown to result in larger domains of attraction than other existing methods. The key novelties of this method include putting the saturating linear feedback law on the convex hull involving an auxiliary feedback gain matrix and the establishment of set invariance conditions that are equivalent to linear matrix inequalities. The objective of this note is to develop a method for the synthesis of output feedback stabilizing laws that take advantage the novelties of [8] . The feedback law that we will arrive at will be nonlinear in nature. By utilizing convex hull expression of saturating linear feedback law [8] , we will first parameterize the proposed nonlinear output feedback law in the form of a quasi-linear parameter-varying (LPV) system. Conditions under which the closed-loop system is locally asymptotically stable at the origin with a Lyapunov level set included in the domain of attraction are then established in terms of the coefficient matrices of the controller in the quasi-LPV form. The design of these controller coefficient matrices is then formulated and solved as an LMI optimization problem. The conference version of this work can be found in [19] . We note that controllers in quasi-LPV form were also used in other work [2] , [12] .
Throughout this note, R stands for the set of real numbers, R m the set of real valued vectors, R m2n the set of real m 2n matrices, S n2n real symmetric n 2 n matrices, and S n2n + positive-definite matrices. In large symmetric matrix expressions, terms denoted by "?" are to be induced by symmetry. For two integers k1, k2, k1 k2, I[k1; k2] = fk 1 ; k 1 + 1; . . . ; k 2 g.
II. MAIN RESULTS
Consider a linear time-invariant plant subject to actuator saturation
where x p 2 R n , y 2 R l , u 2 R m , and the matrix triple (ui) = sgn(ui)minf1; juijg. Here, we have slightly abused the notation by using to denote both the scalar valued and vector valued saturation function. We note that it is without loss of generality to assume a unity saturation level, as level of saturation can always be scaled to unity by scaling B p and u.
We will consider a dynamic output feedback law of the form 
where n c is dimension of the controller, C c and D c are constant matrices of appropriate dimensions, and f c is a function that is Lipschitz in xc and y. We will consider both the full-order controller with nc = n and reduced order controller with n c = n 0 r, where r is the number of measurable states. The use of this type of controller (2) is motivated by the nonlinear gain scheduling control. Our design objective is to construct a dynamic output feedback law of the form (2) that locally asymptotically stabilizes the plant (1) at the origin with as large a domain of attraction as possible. This objective is achieved as follows. We will first parameterize the controller in a quasi-LPV form and then establish conditions on the coefficient matrices of the parameterized controller under which the closed-loop system is asymptotically stable within an ellipsoid of the form (X; 1)=fx 2 R n+n : x T Xx 1g; X 2 S (n+n )2(n+n ) + contained in the domain of attraction. The determination of the controller coefficient matrices is then formulated and solved as an LMI optimization problem by maximizing the ellipsoid (X; 1).
To this end, we will need to use a tool from [6] where co stands for the convex hull.
For single saturation case (i.e., m = 1) the convex covering in the above lemma will lead to nonconservative results when it is used to detect invariant ellipsoids [6] . In general, Lemma 1 provides improved linear differential inclusion representation of the saturation function over the existing representations (see, e.g., [3] , [4] , and [12] ).
By Lemma 1, the saturated linear feedback, with (xc; y) 2 L(H C ; H D ), can be expressed as j=0 j = 1. We note that the scalars j 's are functions of x c and y and their values are available in real-time. These scalars in a way reflect the severity of control saturation. In general, there are multiple choices of j 's satisfying the same constraint, leading to nonunique representation of (3). In the following lemma, we provide one choice of such j 's, which are Lipschitzian functions in x c and y and thus are particularly useful in our control design. 
A. Full Order Output Feedback Law
We will use the functions j(xc; y)'s to parameterize the output feedback control (2) into the following quasi-LPV system: _ x c = 2 01 j=0 j (x c ; y)A cj x c + 2 01 j=0 j (x c ; y)B cj y u = C c x c +D c y (6) where the coefficient matrices A cj 's, B cj 's, C c and D c are to be designed.
We can also write the plant (1) in a quasi-LPV form as follows: Motivated by the quasi-LPV structure of both the plant and the controller, we consider the following auxiliary LPV system, of which the closed-loop system comprising of (7) and (6) The following lemma establishes conditions on the full-order controller coefficient matrices under which the LPV system (8) (9) and (10) 
Proof: We first show that X as defined in (13) We next show that X satisfies the inequality (12) by the congruent transformation [14] . Using the fact that XZ 1 It then follows from (14) and (9) Recalling that the quasi-LPV representation of the plant (7) and controller (6) (9)- (10) (17) then, the output feedback controller (6) with the controller coefficient matrices given by (11) locally asymptotically stabilizes the plant (1) at the origin with the ellipsoid (X; 1) contained in the domain of attraction.
Proof: We first note that, ( L(H D C p ; H C ), which is equivalent to [6] [
By Schur complement, the previous inequality can be rewritten as
which is implied by the condition (17) . Indeed, noting that
and multiplying diagf1; Z T 1 g from the left-hand side and its transpose from the right-hand side of the inequality (18) reveal that the inequalities (18) and (17) 
This special form of output matrix implies that the last r states are measurable. As a result, we will be able to construct an (n0r)th-order output feedback law in the form of (6). (22)- (24) A state feedback law for this system was designed in [6] . In order to reduce the controller gain, we have constrained the closedloop poles within the circle js + 9j 8:5. The pole placement constraint also helps to ease numerical difficulty by reducing controller gains. This pole location constraint was written as an LMI condition [1] and easily incorporated into the proposed output feedback synthesis process.
To visualize how our output feedback controller compare with the state feedback law of [6] , we plot in Fig. 1 the cross-section of (X; 1) at x c = 0 (solid line) and compare it with the two dimensional ellipsoid resulting from the state feedback law (dash line). As can be seen, the output feedback law recovers a significant portion of the stability region resulting from the state feedback law of [6] . Shown in Fig. 2 are the responses of the closed-loop system and the control input under a full order output feedback law. In the simulation, the initial conditions are x p (0) = [0:81 2:11] T , for which states converge towards the origin and the control saturates at 01 during initial time.
We next modify Cp matrix to [0 1], i.e., the second state is available for feedback. In this case, one can design a reduced order output feedback law to achieve stabilization. The resulting (X; 1) is shown in Fig. 3 , and the maximum value of is 1.94. As a comparison, the maximized value under full order output feedback control is 1.69. It is interesting to see that, the cross-section of (X; 1) at x c resulting from the reduced order control law (solid line) is very close to the one from state feedback control (dash line). The state convergence from an initial condition x p (0) = [02 0 1:5] T is shown in Fig. 4 .
IV. CONCLUSION
In this note, we developed a method for synthesizing output feedback laws that locally asymptotically stabilize a linear system subject to actuator saturation. The resulting output feedback laws are nonlinear in nature, and are parameterized in a quasi-LPV form. The determination of the controller coefficient matrices was formulated and solved as an LMI optimization problem, with the objective of enlarging the stability regions.
