Abstract. An inverse method for the processing of synthetic aperture radar signals is presented. The method is independent of the relative bandwidth of the radar signal and should thus work when, for instance, the frequency of the emitted radiation is of the same order as the bandwidth, i.e. in low frequency, high resolution applications. It is shown that the obtained relations reduce to the correlation integrals of conventional SAR image processing in the case that the relative bandwidth of the signal is small. Range attenuation and antenna illumination effects may be fully compensated for.
Introduction
Herein we develop an approach to synthetic aperture radar (SAR) image processing which avoids any assumptions regarding bandwidth of emitted signal or particular statistical properties of the scattering structure. We will, however, understand the scattering structure to possess a high degree of complexity, as is the case in remote sensing of the natural ground, or of man-made objects in a natural environment. The work has been motivated by the need for coherent broad-band signal processing routines in the CARABAS concept, defined by Hellsten [l] . In this concept the ground reflectivity will be measured in a frequency interval with a relative bandwidth approaching one.
One way of understanding traditional SAR image processing is by comparison with Fresnel diffraction in optics (cf [2] and [3] ). This analogy is, however, restricted to cases where the relative bandwidth of the radar system is small, corresponding to the assumed narrowness of the spreading ray bundles in Fresnel diffraction theory. The common technique of SAR processing and Fresnel diffraction may also be derived from correlation statistical arguments (cf [3] , as well as the classic text by Woodward [4] ). A correlation integral estimates the strength of a signal, known up to proportionality, superimposed on a Gaussian noise process. If the bandwidth of the radar system is small, the total signal returned by some complex reflectivity structure may be identified with Gaussian noise with sufficient precision. Moreover, since the emitted radar signal is known, the signal returns stemming from individual ground point scatterers are known up to proportionality. The strength of each such return, in the presence of the others, forms the modulation of the SAR image. However, even by this way of argumentation, conventional SAR processing routines cannot be relied upon when the relative bandwidth of the radar signal approaches one, since the similarity between the received signal and Gaussian noise becomes critical in this limit.
0266-561 1/87/0101 11 + 14 $02.50 0 1987 IOP Publishing Ltd One may adopt an alternative, entirely non-statistical, view on the problem of processing SAR images, by assuming true noise to be absent. We shall develop this deterministic view here. Accordingly we shall describe the processing of SAR data as a mapping which transforms the exact shape of the received signal into radar reJecticity data of the ground in a one-to-one fashion. Statistical methods, in contrast, may be characterised as those which require only partial knowledge of the signals in order to determine reflectivity properties, while the full shape of the signals is used to separate noise and reflectivity data. However, because the SAR signal returned by a complex ground structure is statistically similar to contributions from true noise sources, e.g. thermal ones, little can be done with statistical methods in order to suppress additional noise for such a signal. The present deterministic method has the important advantage that it is entirely independent of any assumptions regarding the bandwidth of the radar system.
The direct map
The above-mentioned mapping between the received signal and the ground reflectivity, will be referred to as the inverse map. The corresponding direct map can be laid down from general considerations, as will presently be done.
The emitted and received radar signals will as usual be regarded as complex functions of time ( [ 5 ] describes how this complex representation is related to the physical signals). We denote these functions F1 and F2 respectively. Assuming the scattering process to be linear, we have the following fundamental relation between F , and F2.
It is understood in (2.1) and hereafter that, unless explicitly stated, integration is always performed between infinite integration limits. The function G is the impulse response, Le. G(t2, t l ) is the received signal at time t2 if the emitted signal is an impulse (delta function) emitted at time t l . Causality restricts the function G to be non-zero only for t 1 < t2.
We assume G to represent the following scattering mechanism (essentially the Born approximation). An impulse, emitted at tl from the radar carrier (an aircraft in figure l), is assumed to interact at the later time t with any scatterers located at the precise distance r = t -tl from the carrier (distance is ordinary three-dimensional Euclidean distance, measured in such units that the speed of light is unity). In this process a fraction g(r, t) of the transmitted radiation is returned to the carrier and received at the moment t2=t + r.
We thus have
Normalisation of g is chosen such that the identity G(t2, tl) d t l d t 2 =g(t, r) d t d r holds. Note that causality corresponds to the requirement that the distance r should be a positive quantity. It will be natural to regard g(r, t ) as the mean reflectivity at a distance r around the position of the carrier at time t.
The formulae (2.1) and (2.2) are fundamental to all radar theory. What in particular signifies SAR is a certain geometrical configuration for the radar measurement, which makes a particular representation of the reflectivity natural. The essentials of the SAR configuration are shown in figure 1. An aircraft (or a satellite) moves along a straight course at constant speed U with a constant altitude h over the ground, which is assumed near flat. Let x, y , z denote the Cartesian coordinates in space such that the aircraft at time t has the position (x, y , z ) = (0, ut, h), while the ground undulates around the plane given by z = 0. In order to state the SAR inversion problem in a maximally straightforward manner we shall make two assumptions at this stage, which may be removed in realistic situations at the cost of complexity (cf 5 5). Firstly we assume the illumination of the ground by the radar antenna (the same for the receiver and transmitter) to be uniform for x>O and to vanish for x<O. Secondly, we assume the ranges which affect the radar return to be so large that we may ignore the altitude h of the carrier and write r for ( r 2 -h 2, 'I2. Let us introduce the radar ground reflectivity as a function x, y-+ f (x, y). Because of the vanishing illumination for x < 0, we may set f (x, y ) = f (-x, y ) where f (x, y ) conforms with the 'true' unknown ground reflectivity only if x > 0. While the fluctuations o f f mainly are due to natural height fluctuations of the terrain around the assumed ground plane, it will not be necessary for us to consider the details of this interaction in the present context. Indeed, the function f which is the fundamental unknown quantity to be determined from the SAR measurement, is well defined by the assumptions already made. Since g is interpreted as the mean reflectivity at the Euclidean distance r and at time t, the function f is related indirectly to g by the following averaging integral (the Euclidean angular integration measure used reflects the uniformness of the illumination of the ground) g(r, t)= $ f ( r cos 0, r sin 0 + ut) de.
[-x, nl Note that g and f are both defined on two parameters. A first obvious condition is thus satisfied for the functional f -+g to be a one-to-one mapping. That this indeed is the case, under general circumstances, will be discussed in the next chapter.
Formulae (2. l), (2.2) and (2.3) together define the relation between ground reflectivity and received signal (the emitted signal is understood to be known and fixed). In order to present this relation in a different, though significant, manner, we consider (2.3) in the case that the reflection occurs at a single ground point with coordinates xo, y o : 
The last expression in (2.5) may be re-expressed by noting the following useful formula for 6 functions, which will be used at many instances in the sequel.
Proposition I . If r + x = z ( r ) is a one-to-one map, we have
Proof. Let 52 be any integrable set of x values. Then, according to the definition of the 6
Writing r'=z-'(x') and r = z -' ( x ) , one has Observing that f ( x , y ) = f ( -x , y ) , we arrive at the following alternative expression for (2.3)
The integral transform (2.8) is formally similar to the so-called Radon transform, of fundamental importance in tomography, for instance [6] . However, the latter transform corresponds to the averaging of functions over straight lines rather than circles. It will be seen (cf proposition 8) that the inverse of (2.8) is obtained by a combined Fourier-Hankel transform, while the inverse of the Radon transform is obtained by the two-dimensional Fourier transform. Inserting (2.8) in (2.1) by means of (2.2) we obtain the direct map f -F 2 between the ground reflectivity in the SAR configuration and the received radar signal The formulae (2.9) and in particular (2.10) are well known in SAR processing theory. It seems, however, not to be generally recognised that these formulae can be explicitly inverted as will be seen in the next chapter.
The inverse map
The procedure of inverting formula (2.9) possesses one particular limitation. Since g is a function of two real variables, whereas F2 is a function of just one, it is clear that the problem of inverting (2.1) (in contrast to (2.3)) cannot be solved for the case of an 'arbitrary' g. It will, however, be possible to introduce a visible mean reflectivity function g', as a restriction of g to such spatial and spectral domains that it unambiguously follows from the received signal F2 according to (2.1) and (2.2) (cf proposition 7). The SAR measurement can, in principle, be performed in such a way that this g' approximates the actual g arbitrarily well. The formula (2.3) too is not invertible unless another a priori assumption is made concerning f: We invert (2.3) exactly (cf proposition 8) in order to determine the thus restricted ground reflectivity from g. The ground reflectivity may be approximately obtained from F2, inserting g' for g in the inverted formula.
Let us, as a convention, denote functions of time and space by straight letters, while these letters annotated refer to functional transforms. Annotation by a hat stands for the two-dimensional Fourier transform. The one-dimensional Fourier transform as well as the Hankel transform are introduced by the following set of well known propositions from the theory of functions. 
Proposition 2 . (The one-dimensional Fourier transform):
Here, k is an arbitrary, but fixed, two-dimensional vector, whereas n is a variable unit twodimensional vector. 
Proposition 6. (Orthogonality of Bessel functions):
3.1. The visible mean rejlectivity Condition 1. The finite bandwidth of the radar transmitter and receiver will cut off any influence of the range spectral components of the actual mean reflectivity below some value C l 0 and above some value al. Hence, the visible mean reflectivity Fourier transform g'*(w, t) must be restricted to the range spectral domain k20 < w < nl for all values t.
Condition 2.
A second apriori condition is imposed by the fact that g' is unaffected by the actual reflectivity outside some range yo < r < r l . In practice, this is a combined effect of the range attenuation of the radiation and the concentration of the antenna illumination to a certain area of the ground. Due to this condition g' can be represented by a Fourier series expansion along r. In turn, this expansion can be found from any discrete set of spectral samples of the r argument, separated by the fundamental frequency 2rc/Ar, whereAr=rl -ro.
It is important to recognise that g' is an approximation of g in the precise sense that g' and g agree within the spatial and spectral intervals defined by ro, rl and no, al. As these intervals become wide g' thus tends to g. The a priori condition concerning the distribution of the antenna illumination, already made in connection with (2.3), should be elaborated:
Condition 3. The radar antenna is assumed to screen the true ground reflectivity f so that it will be visible only for positive x, i.e. the antenna illumination should be uniform for the half plane x > 0 and zero for the half plane x < 0. Correspondingly, because integration in (2.3) is performed around the entire circle, we demand f to be an even function of x. As will be seen, under this restriction f follows uniquely from (2.3).
The mapping Fz -+g
Let us insert the Fourier transforms of F1 and Fz in (2.1) As is seen from (3.7) and (3.9), a static reflectivity structure (i.e. one for which g is independent of time) will transform an emitted monofrequency signal into a received signal of the same frequency (the complex amplitude may change though).
We are now able to prove: The integral will obtain contributions from the exponential only in the vicinity of the time value t = to for which the exponent remains stationary. Differentiating the exponent yields consequently the following equation for to . 1
where ~i n ( 6~) = ( y~
It is seen that the inequality IAwlG /uwI = lvl max(-Clo, Cl,) holds for (2.8) non-zero and consequently for (2.3) non-zero. Choosing Iv/ according to the condition IuI < w0/[2 max(-ao, al)], we obtain (3.12). QED It may be remarked that even though the spectrum (3.10) possesses an infinite energy content (a divergent square norm), this is only because it emits finite power during an infinite time. It can therefore be regarded as a physically realisable model of the emitted signal. In contrast, a signal F1 consisting of a sum of true impulses is not a realistic proposition. The difference is that a true impulse (delta function of time) corresponds to the emission of an infinite amount of energy during an infinitely short interval of time, which is impossible.
In being strictly periodic, (3.10) corresponds to a coherent signal, i.e. a signal which possesses a discrete Fourier spectrum. The repetition frequency To = A r / z for the signal corresponds intuitively to twice the time of flight of the signal to the farthest ground points, contributing to the return. According to (3.1 1) and (3.13), the particular amplitude code c(n) of the emitted signal is irrelevant for the determination of g'. It follows that the emitted signal must not necessarily be formed as a set of maximally sharp pulses emitted at regular intervals, but may be shaped in any fashion within each To period. This result has a counterpart in radar technology, where so-called pulse compression techniques, based on correlation (cf $ 4), are used to ascertain freedom in the shaping of the emitted signal.
The mappingg-t f
We now analyse a second problem for wide-band signals. As was indicated in the introduction, the conventional methods of processing SAR data cannot be relied upon in the present case. Indeed, even if g has been accurately determined from a wide-band SAR measurement, one may well ask if there is some limitation imposed on the inversion of (2.3), which fundamentally prevents the accurate determination of the ground reflectivity f from the measurement. That this is not the case is proved by proposition 8.
Note that we are not able to derive the inverse to f -+g in a form relating the band limited estimate of g to a band-limited estimate of f in the Fourier sense. As will be seen, the inverse formula to be derived incorporates a Hankel transform besides Fourier transforms. In order to yield an exact result such a transform requires information beyond the pure Fourier spectral limitations of the 'visible' reflectivity function g'. Even so, the available estimate g' of g allows an approximate determination of f: This follows simply from the fact that the inverse transform F: g-+ f is continuous for physically natural state spaces of reflectivity functions g and f. Hence, if the 'true' g has been determined to some degree of accuracy from a wide-band measurement, i.e. if g=g', we obtain upon insertion of g' in the transform F a function f ' = F(g') for which f ' N f holds. valid for w > 0 and w < 0, respectively. Hence Now, because f was supposed to be an even function (cf (3.6)), one has f ( w , U)= f ( -w , U), from which (3.17) follows. QED No explicit regularity assumptions have been made regarding the functions f and g in this formal proof. Since inversion formulae, like (3.16), may depend critically on regularity assumptions, it is important to recognise that (3.16) can be proved valid when f and g belong to the class of tempered distributions. This class is sufficiently general to allow us to put g=g' in (3.16), for instance (because of the assumptions made in § 3.1, the functions F I , FZ and g' cannot be assumed L 2 normalisable for instance). The reader is referred to [7] for a proof. Although our results have been arrived at independently, they are related to the results of Fawcett [8] , who recently presented a different approach to invert (2.3). The uniqueness of this problem was proved long ago by Courant and Hilbert [9] for continuous functions. The book by Romanov [ 101 analyses the related problem of invertibility of integrals over a two-parameter set of smooth curves in a plane, in the case that the set is invariant with respect to axial displacements.
The narrow-band approximation
It is of course important to investigate the relation between the inverse map of 3 and the conventional SAR image processings methods. In order to do so, (3.16) will first be recast into a transformation formula of the type which is manifestly the inverse of (2.8). We derive an expression for qr,t(x,y) by performing the inverse two-dimensional Fourier transform of 7. According to (3.1) and
Comparison with (4.1) implies, because g is arbitrary Since this map is one-to-one within each of the two intervals 0 < O< 742, n/2 < O< n, we
.i '
The Hilbert transform z H of a function z : x + z ( x ) of a real variable x can be defined zA(w) = sgn(w)z*(w), where the normalisation has been chosen so that Z H is imaginary for z real. Therefore, since the integral in (4.2) is a Fourier transform of a product between an exponential function and the sgn function, it corresponds to the Hilbert transform of a delta function. Rather than introducing the Hilbert transform in (4.2) directly, we insert Inspection reveals that the expression within the outer brackets is equal to f *(w, t). Hence, the sgn function can be eliminated by the introduction of fH, the Hilbert transform of f with respect to the x variable Using proposition 1 again, one gets
The result (4.3) is exact, and can be used alternatively to (3.16) as a basis for a numerical processing scheme. Nevertheless, reasons will be given below in i $ 5 for regarding (3.16) as the more significant formula for this application. Formula (4.3) does however clarify the relation between the presently proposed and traditional processing methods, as will be seen now.
There are two important approximations, implicit in traditional SAR processing, which together transform (4.3) into a correlation integral.
Thejrst approximation
For nearly all radar systems the width of the emitted frequency spectrum is small compared with the frequencies themselves, i.e. the relative bandwidth is small. It follows immediately from the proof of proposition 7 that the relative bandwidth of g', as a function of r, must also be small in this case. One may thus pick out some centre frequency w around which the range spectrum of g' is concentrated, and write g'(r, r)= 2n/(wv)A(r, t) eiwr IaA/arl<IwA/.
(4.4)
The factor before A is just for normalisation purposes. The slow variation in the amplitude A of (4.4) implies that agt/8r2:iwg, i.e. 8g'/8r and g are identical up to proportionality. Insertion of this approximation into (4.4), yields
One quickly sees that due to the weak variability of A , the integral will only obtain contributions from the integrand in the immediate vicinity of u t = y . Hence the square root in (4.5) may be expanded around this value to the lowest non-vanishing order in y -o f , which is the second. In turn, it follows that the bandwidth o f f with respect to x must be small too. We then have fH(x,y)= -i f [x + n(2w)-',y], because f was assumed an even function of x. This distinction between f and fH is insignificant in SAR image processing, since the squared modulus of the low frequency envelope off forms the modulation of the image. The approximation discussed is equivalent to the Fresnel diffraction theory in optics. Conventional SAR processing is carried out within this approximation, as was mentioned in the introduction.
The second approximation
This approximation concerns the smallness of the speed z: of the carrier. More precisely, we regard the case that 1 Awl Q W O , which is a more severe restriction than (3.12). It follows from (3.15), however, that this always will be true if z: (compared with the speed of light) is small enough. This approximation allows a more direct calculation of g' from F2 (which, though standard, we include in order to stress its character as an approximation) than the one presented in proposition 6. We choose the emitted signal as a series of isolated emissions (of finite duration A T ) which are returned completely by the ground before the next emission occurs, i.e. the repetition rate is Tgl =(2Ar + AT)-'. Note that, by the method of proposition 6, the emission may (at least in principle) occur at a faster rate which does not include the duration of emitted pulse, but only the maximum time of flight 2Ar. In order to obtain the approximate expression we introduce the notations F l , o , F2, ,,,
where n is an integer, to denote the signal components vanishing outside each period n T o < t < ( n + l)To. Hence
Insertion of (2.2) in (2.1) yields, because of (4.6) and condition 2 of 9 3
F2,n(t)=-I g(r, t -r ) F 1 ,~( t -2 r -n T~) dr. (4.7)
Now, if A w Q W O = rc/Ar, the visible mean reflectivity g' can be assumed constant within the support nTo < f < ( n + l)To of the integral. Formula (2.3) thus reduces to a convolution integral. Assume for the sake of simplicity that the function F l , o satisfies IFcol = 1. We may solve (4.7) with respect to g by the process of deconvolution: (4.7) factorises after a Fourier transform. Dividing the equation obtained by F t o and performing the inverse Fourier transform yields a cross correlation integral as the solution of (4.7):
g'(r, nTo)--/ ' F~,~( t ' ) F~, o ( t ' -2r-nTo) dt'*g'(r, 2nr0)
In the limit considered, (4.5) may accordingly be expressed
(4.9)
We find that the introduced approximations define the inverse map F2-+ f , in a form equivalent to conventional SAR image processing (discussed at length in references [2] and [3] ). The expression (4.9), in particular, displays the fact that this map can be regarded as the correlation between the received signal and individual ground point responses, as was mentioned in the introduction. We conclude that the inverse method of the present paper reduces to the conventional one in the case of small relative bandwidth of the visible mean reflectivity, both as a function of range (formula (4.5)) and as a function of time (formula (4.8)).
Generality of the method
In the discussion so far we have tacitly left out more detailed considerations regarding SAR processing, which otherwise would have tended to obscure the general argument. In order to demonstrate that it is possible to cope with these too, by inverse methods, we shall briefly discuss them in this concluding chapter. Specifically, we have in mind three types of corrections to the fundamental equation (2.3), which will be touched upon in turn. The first is the effect of the range attenuation of radiation. The second is the influence of the antenna diagram on the inversion process. The third is the influence of deviations from the assumptions of rectilinear carrier motion.
Range attenuation
Depending on detailed circumstances such as whether the far-field approximation is valid, but also whether the carrier altitude must be taken into account, there may be a typical a priori known range attenuation factor which should be inserted into (2.3). Thus we have to consider substitutions it is immediately clear that any such factor may be taken into account by the inversion method of proposition 8.
g(r, t) -+ C(r)g(r, t)

Influence of the antenna diagram
In adopting the measure dB in (2.3), it was understood that the (normally combined) receiving and transmitting antennas illuminated one half plane uniformly and the other not at all. Such antenna radiation patterns can not be obtained in practice. It would, however, not be in conformity with antenna theory to introduce a weighting factor ,U(@) in (2.3), since this assumption corresponds to that the total effect of ground reflectivity and antennas factorises into a product f [r cos(@, Y sin(@ +
v t ] ,~( 8 ) .
This is clearly not the case for the broad-band antenna systems considered. For these, each emitted frequency has an angular distribution pattern of its own. Hence, factorisation occurs in the spectral domain, i.e. we may assume that the actual ground reflectivity is related to the one of (2. where M*+ is a function, characteristic for the radar system. The substitution (5.2) corresponds to replacing f by an expression, similar to a two-dimensional convolution, between f and M in (2.3). However, (5.2) can be inserted directly into (3.16), which makes this formula more natural in radar applications than its equivalent (4.3), for instance.
Deviations from rectilinear carrier motion
If there are known deviations in the carrier motion, the circles along which the mean reflectivity is known will have their centres on some arbitrary but known curve rather than on a straight line. Thus (2.3) will be transformed into a different inversion problem. A condition for the uniqueness of general two-dimensional inversion problems has been given by Boman [ 1 11. If the deviations are small, it is, on the grounds of this paper, reasonable to expect the inverse to be unique. It can probably be found approximately as a series expansion perturbation to the first few orders around the present inversion formula (3.16). The authors plan to look into this problem in more detail in a forthcoming investigation.
