Count outcomes with excessive zeros are common in behavioral and social studies, and zero-inflated count models such as zero-inflated Poisson (ZIP) and zero-inflated Negative Binomial (ZINB) can be applied when such zero-inflated count data are used as response variable. However, when the zero-inflated count data are used as predictors, ignoring the difference of structural and random zeros can result in biased estimates. In this paper, a generalized estimating equation (GEE)-type mixture model is proposed to jointly model the response of interest and the zero-inflated count predictors. Simulation studies show that the proposed method performs well for practical settings and is more robust for model misspecification than the likelihood-based approach. A case study is also provided for illustration.
Introduction
Zero-inflation due to the existence of structural zeros is common for count data. In such data, there are two types of zeros, structural zeros and random zeros. Structural zeros refer to zero observations from those subjects whose count responses are always zero, in contrast to random or sampling zeros that occur for subjects whose count response can be greater than zero, but are reported as zero due to sampling variability. For example, in HIV-AIDS prevention research, sexual behavior is a risk factor for HIV/AIDS. The number of unprotected sexual occurrences is usually collected. The zero counts in the number of unprotected sexual occurrences for subjects with lifetime celibacy or sexual problems can be defined by structural zeros, while zero counts from those sexually active individuals who happen to have no sex during a given time period can be treated as random zeros. In this example, the structural zeros and random zeros represent two distinct groups of subjects with different psychosocial nature, and the former (latter) group is often called the 'non-risk' ('at-risk') group. The importance of distinguishing structural zeros from random zeros when studying such zero-inflated count data has been well recognized in various disciplines, from biomedical and psychosocial studies to social sciences including sociology, economics, business, and politics. [1] [2] [3] [4] When zero-inflated count variables are treated as the response, a number of statistical models have been proposed to address the structural zero issue. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] Among these models, the zero-inflated Poisson (ZIP) model has been widely used to deal with the issue of structural zeros in the zero-inflated count data. [15] [16] [17] [18] When there is an overdispersion issue arising from the at-risk group, the zero-inflated negative-binomial (ZINB) model [19] [20] [21] [22] is typically suggested instead. However, the issue of structural zeros has received little attention when such zeroinflated count data are treated as a predictor/explanatory variable. In many applications, the zero-inflated count predictors are just treated as continuous predictors, with no effort to distinguish structural zeros from their random counterparts. This approach is widely used in practice due to modeling convenience. One can also include the indicator variable for zeros as a predictor to model the difference between subjects with zero counts and positive counts; however, under such an approach, the differences between structural and random zeros are still ignored. Ignoring the differences between structural and random zeros may fail to describe the realistic relationships between zero-inflated count predictors and the response of interest. For example, in a study on alcohol research, it has been shown that ignoring the differences between structural and random zeros by simply using the count variable as a continuous predictor would yield biased inferences. 23 In recent years, several statistical methods have been proposed to address the structural zero issue in zero-inflated count predictors. For example, He et al. 23 teased out the differential effects of structural and random zeros of zero-inflated count predictors by adding an indicator of structural zeros into generalized linear regression models, in which the structural zeros are required to be observed. Tang et al. 24 constructed a likelihood-based mixture regression model for a zero-inflated count predictor by jointly modeling the outcome of interest and the zero-inflated count predictor and employed maximum likelihood method (MLE) to untangle the effects of structural zeros from random zeros. However, the MLE approach relies on a parametric distribution assumption on both the response variable and the zero-inflated explanatory variables, and thus may yield biased estimates if either of these distribution assumptions is not satisfied. In this paper, we propose a semi-parametric GEE-type mixture model to simultaneously model the outcome and the zero-inflated count predictor to address the structural zero issue in predictors. The proposed GEE-type approach relaxes the distribution assumptions on the outcome and the zeroinflated explanatory variable, but only specifies a functional form between the outcome and the explanatory variable; hence, it is expected to yield robust estimates for model parameters.
The rest of the article is organized as follows. In Section 2, we first give a brief review of the likelihood-based mixture model, and then propose a GEE-type mixture model to address the structural zero issue in predictors. The asymptotic properties of the GEE-type estimates are also presented in Section 2. In Section 3, simulation studies are conducted to evaluate the performance of the GEE-type estimates and compare the results with the estimates based on the likelihood-based mixture model. A real data example is provided in Section 4, and discussion and concluding remarks are given in Section 5.
A GEE-type mixture model
Suppose that there is a sample of n independent subjects, and let y i denote the response of interest and x i denote a zero-inflated count predictor for the ith subject i ¼ 1, . . . , n ð Þ . In practice, the structural zeros in x i usually measure some personal trait and the random zeros and positive counts assess levels of activities of some behavior of interest such as alcohol drinking. Since the trait in many applications is often a risk factor, we refer to the group of subjects with structural zeros as the non-risk subgroup, and the others as the at-risk subgroup. In addition, we assume that there is a p-dimensional vector of covariates to be adjusted for and denoted by
If we do not distinguish the structural zeros from random zeros, we may apply a generalized linear model (GLM) to model the association between the response y i and the zero-inflated predictor x i , controlling for covariates z i , as follows
where i.d. denotes independently distributed, f denotes some distribution functions such as a Poisson distribution, g is a known link function such as a log function, and 1 and b are the regression parameters. One may include a constant value 1 in z i so that the intercept term is included in b as well. For example, if y i is count data from a Poisson distribution, one can choose an exponential function for g. Then equation (1) becomes
However, as discussed in literature, 23, 24 when a count predictor x i has structural zeros, the conceptual difference between structural and random zeros carries quite a significant implication for the interpretation of the coefficient 1 in equations (1) and (2) . Let r i ¼ 1 if x i is a structural zero and r i ¼ 0 otherwise. The indicator r i partitions the study population into two distinctive subgroups, with one consisting of all subjects corresponding to r i ¼ 1 and the other comprising of the remaining subjects with r i ¼ 0. For example, if x i is an alcohol drinking count variable such as days of alcohol drinking, the difference between a subject with r i ¼ 1 and r i ¼ 0 is substantial as the former represents subjects who are abstinent of alcohol drinking and the latter represents subjects who are at-risk for alcohol drinking. The two subgroups of subjects may have very different relationship with the outcome.
In equation (1) , if x i ¼ 0 is a random zero, the coefficient 1 of x i represents the effect of drinking on the response y i within the drinker subgroup when the drinking outcome changes from 0 to 1; while if x i ¼ 0 represents a structural zero, such a difference speaks to the effect of the trait of drinking on the response y i . When x i is included in the model as in equation (1), the coefficient of x i has a dubious interpretation. Thus equation (1) is flawed and must be revised to tease out such conceptually distinctive effects of structural and random zeros.
Review of likelihood-based mixture model
Tang et al. 24 considered a likelihood-based mixture model to model the distinctive effects of structural and random zeros. The likelihood-based mixture model consists of two components, one for modeling the response y and the other for modeling the zero-inflated count predictor x.
Main Model
In the settings where the structural zeros are observed, we may simply add the indicator r i of a structural zero as an additional predictor to address the effects of structural zeros. Then we can specify the following GLM for y
The above model is identical to equation (1), except for an additional indicator of structural zeros in the set of explanatory variables. Under the refined model (3), the effects of traits on the response are explained by 2 , while the effects of the level of activities of the behavior are indicated by 1 . Thus model (3) can tease apart the two effects and provide a more comprehensive relationship between the outcome and the trait. If all quantities in model (3) are observed, the standard MLE can be employed to estimate model parameters. However, in many studies, we can not observe the structural zeros, which makes r i not fully observed; that is, r i is unknown for subjects with x i ¼ 0:
Auxiliary zero-inflated model
For the zero-inflated predictor x i , we can model it by some commonly used zero-inflated count models. Here we assume x i follows the ZIP model with the probability of structural zero i and the Poisson mean i , i.e. x i $ ZIPð i ; i Þ. We also let w i be a set of predictors for both i and i . The ZIP model indexed by a parameter vector ¼ ð 1 , 2 Þ T is given by
Note that although i and i may depend on different sets of predictors, we assume a common set w i for notational brevity, which includes all the predictors for both components. On the other hand, w i may be different from or overlap with z i in the main model (3) . The purpose of the auxiliary model is to model r i . If the structural zeros are observed, regression models such as the logistic model can be applied. However, since the structural zeros are unobserved, we need the zero-inflated model to address the structural zeros. The ZIP model is flexible, and other zero-inflated count models can also be easily accommodated.
To ensure the validity of the main model and the auxiliary model, we assume the following two conditions hold.
Assumption A. Conditional Independence. Given w i , x i and r i are independent of z i , i.e.
This assumption implies that x i and r i may be associated with z i , but the association is only through w i . This condition can be easily satisfied by including additional predictors from z i in equation (3), as needed for the conditional independence, into w i in equation (4) .
Assumption B.
Comprehensiveness of the main model. Given the predictors x i , z i , r i , the response y i is independent of w i , i.e.
which implies that y i may depend on w i , but the dependence is only through x i , z i and r i . This condition can always be met through including additional predictors from w i in equation (4) into z i in equation (3) .The comprehensiveness here means that all the information on y i carried by or contained in w i is captured by x i , z i and r i through model equation (3) . In practice, the selection of w i and z i is based on the subject matter of the study. As long as pertinent predictors for the outcome y i and the count x i are included, the two assumptions would be approximately true.
When the Assumptions A and B are satisfied, the MLE method can be applied to estimate the parameters in equations (3) and (4), and make inferences about the relationship between the zero-inflated count predictor and the outcome.
The likelihood-based mixture model proposed by Tang et al. 24 depends on the distribution assumptions for both the outcome and zero-inflated count predictors. However, in many applications, knowledge regarding the exact distribution is limited and the corresponding distributions may be misspecified. In such cases, the MLE approach may yield biased estimates. To relax the distribution assumption, we propose the following GEE-type mixture model to address the structural zero issue in count predictors.
A GEE-type mixture model
Let r i be an indicator of structural zeros, with value 1 for a structural zero and 0 otherwise. Similar to the likelihood-based mixture model, the GEE-type mixture model consists of two models, a main model for the outcome variable, and an auxiliary model for the zero-inflated count predictor.
Main model
Based on GLM framework, the main model is constructed to model the conditional mean of the outcome given the zero-inflated predictor and covariates, that is
Auxiliary zero-inflated model
For the zero-inflated predictor x i , we need to model both the probability of structural zeros i and the count mean i by logit and loglinear regression models. Let w i be a set of predictors for both i and i . The auxiliary zeroinflated model is given by
To estimate the parameters in the main model (5) 
The following estimating equation
can be used to estimate , where
If d i is known or can be easily estimated given that all r i are observed, the can be estimated based on equation (8) . However, in most cases, r i for some subjects are not observed or are unobservable, and equation (8) does not provide enough information to estimate . Hence, we need the auxiliary model to provide us additional information to estimate .
ÞÞ involves 1 and c 2 in equation (6), we need to construct estimating equations to estimate c 1 and c 2 . Since the conditional probability of random zeros Prðx i ¼ 0, r i ¼ 0jw i Þ cannot be uniquely identified based on the models in equation (6), we further assume that the zero-inflated count predictor x i follows a zero-inflated Poisson distribution, i.e. x i jw i $ i:d:ZIPð i , i Þ. Under the assumption, i can be expressed as i i þð1À i Þ expðÀ i Þ and can be identified by the models in equation (6) . Let ¼ ð 1 , 2 Þ T , and define
Under the models in equation (6), we further get
and
can be used to estimate c, where
Please note that although we assume a zero-inflated Poisson model for x i to define S 1i , S 2i in equation (10), we do not use all the information about the distribution, but only the mean. In this sense, our method does not rely on a full specification of the distribution for the auxiliary model. Given that we do not assume any distribution for the main model, and that for the auxiliary model, we only use the information about the mean of the distribution, the proposed method is a GEE-type approach, and it is expected to be more robust than the likelihood-based model.
To increase the efficiency of the estimate of , we estimate and c simultaneously by constructing estimating equations for both and c. Let
We define the following generalized estimating equation to estimate
Based on equations (7) and (9), we have
and _ gðuÞ ¼ @gðuÞ @u . Next, we calculate the variance matrix
The above calculation of the variance V i is under Assumptions A and B. Let ¼ ð,Þ be the estimator of ¼ ð, Þ by solving the generalized estimating equation (11) . Since there is no closed-form for the estimates, numeric solutions can be obtained easily through the popular Newton-Raphson (NR) method. Under equations (7) and (9), is consistent and asymptotically normal distributed (see Appendix, Supplementary material for a sketch of the proof).
Asymptotic results
a). The GEE estimator is consistent and ffiffi ffi n p À is asymptotically normally distributed with mean zero and covariance matrix 
A consistent estimate of the asymptotic variance AE can be obtained by substituting consistent estimates of the respective quantities, i.e. (10) is valid as long as the specification in equation (6) is true.
Simulation studies
Simulation studies were conducted to evaluate the performance of the proposed GEE-type mixture model, as well as to compare the performance of the new method with that of the likelihood-based counterpart. 24 In the simulation studies, three scenarios are considered, both models for the outcome and the zero-inflated count predictor are correctly specified, only the model for the zero-inflated count predictor is misspecified, and only the model for the outcome is misspecified. For each scenario, four types of outcomes are evaluated: continuous, binary, Poisson, and zero-inflated Poisson. The outcomes, the zero-inflated count predictor as well as the covariates are generated based on the following models.
Zero-inflated count predictor X: For all the simulations, the zero-inflated predictor x i , as well as the associated indicator for the structural zero r i , is generated from the following ZIP model
Different proportions of structural zeros can be obtained by varying 10 and c 11 , and the Poisson mean is determined by 20 and c 21 . In our simulations, we set 10 ¼ À1, 11 ¼ 0, 20 ¼ 1, and 21 ¼ À0:5. In this case, the proportion of structural zeros in x is around 27%.
Continuous response Y:
We define z i ¼ ð1, w i Þ as the covariate vector. Then continuous outcome y i is generated through
where e i $ Nð0, 1Þ. Binary response Y: We simulate a binary response y i based on the following GLM with logit link function
Poisson response Y: The Poisson response y i is generated through the following GLM with a log link function
Zero-inflated Poisson response Y: We consider a zero-inflated count response y i based on the following ZIP model
For all of the above data scenarios, we set 1 ¼ 0:2, 2 ¼ 0:
T and c 0 ¼ À1: The performance of the GEE-type method and the likelihood-based method is evaluated for different sample sizes 200, 500 and 1000. Due to the latent nature of the structural zeros, the ZIP requires a larger sample size to obtain reliable estimates, especially within the context of a zero-inflated x following another ZIP, we consider larger sample sizes 500, 1000 and 1500 for each scenario. All simulations are performed with 1000 Monte Carlo replicates.
Both models for X and Y are correctly specified
For data ðy i , x i , r i , z i Þ generated based on equations (12) and (13), (14) , (15) 
with identify, logit and log link function gðÁÞ for continuous, binary, and Poisson responses, respectively. The main model for a ZIP response is fitted with logit and log-link function for the zero-inflated component and Poisson component, respectively. The resulting bias, ESE, ASE and CP for both the likelihood-based method and the GEE-type method based on 1000 realizations are presented in Table 1 and Tables S1 and S2 as the Supplementary material. The bias is defined as the mean of difference between the Monte Carlo estimates and the true value. The ESE is the Monte Carlo sample standard deviation of estimates across the 1000 samples; for samples with large size, this should be close to the asymptotic standard deviation. The ASE is the Monte Carlo average of the estimated asymptotic standard deviation across the 1000 samples, and thus if the normal approximation is appropriate, the ESE and the ASE should be close. The CP is the Monte Carlo coverage rate of the 95% asymptotic confidence intervals, or the proportion of samples whose 95% confidence intervals contain the corresponding true values. The ranges of the Monte Carlo sample standard error (SE) of the Bias, the Monte Carlo standard error of the asymptotic standard deviation, as well as the Monte Carlo standard error of the coverage rate are also provided as footnotes of the tables. The simulation results show that the proposed method performs equally well, in both the point estimates and the variance estimates, compared to the likelihood-based method when both models for X and Y are correctly specified. Specifically, the proposed method practically yields unbiased estimates, the estimated standard errors based on the asymptotic distribution are very close to the Monte Carlo sample standard deviations of parameter estimates, and the 95% empirical coverage probabilities are quite close to the nominal level, 95%. The performance of the proposed method improves when the sample size increases from 200 to 1000, as expected.
Only the model for X is misspecified
To investigate how the two methods perform under misspecification of the auxiliary model, we generate an overdispersed zero-inflated predictor. Essentially, for x i generated in equation (12), the positive x i s are replaced by positive data generated from a negative-binomial (NB) distribution, i.e.
All parameter values are the same as in the aforementioned ZIP setting, except for a new dispersion parameter s, which is set to ¼ 1:5. Because NB x , ð Þ converges to Poisson with the same mean x as ! 1, selecting a relatively small s such as ¼ 1:5 allows us to better assess performance of both methods under this specific type of overdispersion.
The results for sample size 1000 are presented in Table 2 . For sample size 200 and 500, the results are presented in Tables S3-S5 of the Supplementary material. Based on the results, the GEE-type method produces good estimates for both the main model and the auxiliary model. The asymptotic and Monte Carlo sample standard deviation are very similar, and the CP is close to the true value of 0.95. As for the likelihoodbased method, the estimates for the main model are very good and the CP is close to 0.95 as well. For the auxiliary model, even though the likelihood-based method still yields good point estimates of c 20 and c 21 , the variance is underestimated and hence the CP is below 0.95. These results are consistent with Tang et al. 25 Therefore, if the auxiliary model is not of interest, both methods can be applied if only the auxiliary model is misspecified. 
Only the model for Y is misspecified
Because the GEE-type method only used the information on the first-order moment of response y, it provides some protection against a misspecified distribution of response y. To misspecify a model, for a continuous outcome, y i is generated through
where e i $ tð2Þ, which makes the distribution of the response heavy-tailed. This case is designed to examine the robustness of the proposed GEE-type method. We estimate regression parameters of model (20) using likelihoodbased method and the normal distribution assumption. For a binary response, we first employ the Copula approach to generate multivariate correlated Bernoulli random variables y ik , k ¼ 1, . . . , 7, based on model (14), and then set y i ¼ P 7 k¼1 y ik . The Copula exchangeable correlation coefficient is taken as 0.6. We also consider the likelihood-based method, which assumes that y i follows Binomialð7, p i Þ, where p i is given in equation (14) . For a count response, we simulate y i from a modified Poisson model with a random effect. Specifically, the response y i is generated based on the normal-random-effect (NRE) Poisson model as follows
where the random effect b i $ Nð0, (21), it is easy to show that the conditional mean and variance of y i given ðx i , r i , z i Þ are Thus the NRE-Poisson model has the same mean as the corresponding Poisson model but an over-dispersed variance.
For a ZIP count response, we first generated y i based on (16) , and then replaced the positive y i s by positive data generated from a negative-binomial (NB) distribution, i.e.
All the parameter values are the same as in the aforementioned settings, except for a dispersion parameter s, which is again set to ¼ 1:5.
The simulation results for sample size 1000 are presented in Table 3 . The simulation results for sample sizes 200 and 500, and for the ZIP response, are given in Tables S6 and S7 as supplementary material. The results show that the likelihood-based method underestimates the variance of the estimates for all cases and yields considerable biased CPs which are far below the nominal level 0.95 when the outcome y is a Binomial-type or modified Poisson variable. However, the proposed GEE-type method produces pretty robust estimates for all model parameters. Therefore, as our primary interest focuses on the main model, the likelihood-based method should not be used when the model for the outcome y is misspecified. In this situation, the GEE-type method is recommended.
Case study
In this section, we apply the proposed approach to a randomized clinical study for teaching awareness and selfmonitoring skills to indwelling urinary catheter users conducted in New York state. A total of 202 subjects were recruited and randomized to the intervention and control groups. 26 Two primary outcomes are whether the subjects have experienced Urinary Tract Infections (UTIs) and catheter blockages during the last two months, as well as the corresponding counts of these experiences. For illustration, we consider the outcomes at enrollment although this is a randomized longitudinal study in which each subject was measured every two months. In this example, we use count variables for both UTI and catheter blockages and examine how the catheter blockage is associated with UTI, with UTI treated as response and blockage treated as predictor, after adjusting for age, sex and the duration of consistent catheter use (in months). Based on the test of inflated zeros in Poisson models, proposed by He et al., 27 the count of UTI follows a Poisson distribution, while the count of blockage follows a ZIP distribution.
To investigate how the catheter blockage is associated with UTI, we apply the proposed main model for the Poisson response UTI (y i ), with the count of blockage x i and the latent indicator r i of structural zeros of blockage as predictors and age, sex and the duration of catheter use, denoted as z i , as covariates. For the ZIP predictor catheter blockage, we apply a ZIP auxiliary model with age, sex and duration as the predictors for both zeroinflated component and the count component. Specifically, the main model and the auxiliary model are specified as follows
The regression coefficient of the structural zeros of blockage represents the effect of the trait of catheter blockages on UTI, while the coefficient of blockage provides the effect of frequency of catheter blockages on UTI for subjects who are at-risk for catheter blockages. Similar to He et al., 27 we have deleted three outliers that have extremely high number of catheter blockage, although more complicated methods such as Winsorizing may be applied. As a comparison, the likelihood-based method is also applied in which a Poisson regression model is assumed for UTI, and a ZIP model assumed for catheter blockage.
Shown in Table 4 are the estimates of the main model for UTI. Although some differences exist, the estimates are in general consistent for the two methods. Both methods have successfully identified significant associations between catheter blockage and UTI. The non-blockage subjects have about 1.2 less UTI (p-value < 0.01 for both methods) than subjects at-risk for blockage. However, if subjects have blockage, the number of blockages is not associated with UTI. In addition, males are associated with more UTI.
The analysis results of the auxiliary model for catheter blockage are summarized in Table 5 . Males are more likely to experience catheter blockages, while longer duration of catheter use decreases the likelihood of blockage. But for subjects who have experienced blockage, their age, sex and duration of catheter use do not associate with the number of blockages.
Discussion
In public health and medical studies, structural zeros are common and typically not separable from random zeros. Most research on the structural zero issue focuses on the cases where the count variables are treated as responses in regression analysis. Very little attention is paid to the cases where such count variables are treated as predictors. This paper addresses the structural zero issue in zero-inflated count predictors by proposing a mixture model for both the response and predictors using a GEE-type method. Specifically, in additional to the count variable, a latent indicator of the structural zeros in the predictor is also included in the main model for the response variable to examine the trait effect of the predictor, while the information of identifying the structural zeros is provided by an auxiliary model. The GEE-type method does not assume any distributions for the outcome and the zero-inflated count predictor but linear functions linked to the means, therefore the GEE-type method is more robust than the likelihood-based counterpart. The asymptotic properties of GEE-type estimates are developed. Simulation studies have demonstrated that the proposed methods work well and provide more robust estimation than the maximum likelihood methods when models are misspecified. Conditional independence is assumed for both models, or equivalently, no confounders for both the main and auxiliary models, which is easily satisfied in regression analysis. In addition to the common types of response variables, the proposed method can be used in a similar manner to study other types of response variables. For example, it is interesting to apply the GEE-type method to analyze survival data with zero-inflated predictors.
In our mixture model, linear functions of explanatory variables are specified for notational brevity. More complex functions of explanatory variables may be considered utilizing piecewise linear, polynomial functions or even non-parametric form of the mean response functions. Nonparametric techniques such as local polynomial regression and B-spline approximation are suggested for parameter estimation. Although we limited our considerations to cross-sectional data, the same idea can readily be extended to longitudinal data.
In this paper, we discussed the issue of structural zeros when a zero-inflated count variable is used as a covariate. The same problems may arise in similar cases of population heterogeneity. For example, zero and one-inflation for count data were observed in Zhang et al. 28 and middle category inflation was observed in the ordered responses in Bagozzi and Mukherjee. 29 Further research is needed to address these issues, but in principle, our approach should be able to adapt to these situations.
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