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In this paper, we present a general method to study magnetization dynamics in chemically disor-
dered alloys. This computationally feasible technique, which seamlessly combines three approaches
: the density functional based linear muffin-tin orbitals (LMTO) for self-consistently obtaining a
sparse Hamiltonian; the generalized recursion method to obtain the one and two-particle Green func-
tions and augmented space approach to deal with disorder averaging. The same formalism applied
to both spectral and response properties should make the errors compatible in different studies. We
have demonstrated a successful application to the binary chemically disordered FexCo1−x alloys to
explain several experimental features in magnon spectra. Our study captures significant magnon
softening due to magnon-electron scattering for chemically disordered FexCo1−x alloys within linear
spin wave regime. As a complementary study, we have done atomistic spin dynamics simulations
by solving Landau-Lifshitz-Gilbert equation with parameters obtained from ab initio multiple scat-
tering theory to compare with the results obtained from augmented space approach.
I. INTRODUCTION.
The dynamics and damping of magnetic excitations
play a pivotal role in many modern spintronic applica-
tions. From the time commercial hard-disk drives be-
came available, their recording densities have spectac-
ularly increased by more than seven orders of magni-
tude with continuous development of areal density in
the magnetic recording media. High areal density has
been achieved by a scaling of the dimensions of the bits
recorded in the storage medium. However, the density
has an upper limit. The reduction of grain size, which
leads to larger areal densities makes the systems more
susceptible to thermal and chemical fluctuations. The
consequent super-paramagnetic effects and instabilities
due to scattering processes lead to a decrease in the ratio
of magnetic energy per grain EuV (where Eu is the uni-
axial magneto-crystalline anisotropy energy and V is the
grain volume)), to the thermal energy kBT . Retaining
the magnetization of the medium over a long period of
time despite thermal fluctuations is therefore, a major
problem in designing magnetic storage media. In addi-
tion to large uniaxial magneto-crystalline energies and
saturation magnetizations (Ms), another important is-
sue in magnetic recording applications is the magnetic
switching time, which imposes physical limits on data
rates and areal recording densities. In this regard, a
thorough understanding of the magnetization dynamics
in presence of several microscopic scattering processes in
technologically important alloys is essential.
In this article, we would like to examine the effects
of different kinds of scatterings, in particular scattering
due to chemical disorder, on the softening of magnonic
branches in magnetic alloys1-7. Theoretically a magnon
has an infinite lifetime at low temperatures. But in
a realistic case, damping of low energy spin-wave exci-
tations arises from different direct scatterings between
magnons and electrons, and between magnons. There are
also indirect processes, which include magnon scattering
with both fast- and slow-relaxing impurities, where each
process has a different relaxation time. Safonov et.al8
have shown that both direct and indirect loss mecha-
nisms involve non-linear oscillator excitation. This non-
linear magnetic excitation gives an effective magnetiza-
tion damping parameter α which is about 100 times
greater than that in the linear regime of Landau-Lifshitz-
Gilbert (LLG) damping. Both in the direct and indirect
processes, scattering loss can be enhanced by chemical
disorder. These impurity ions are assumed to relax at
a very high rate because of spin-orbit coupling. Impu-
rity magnetic ions of transition and rare-earth elements
with strong spin-orbital coupling give rise to ferromag-
netic resonance line broadening. The ‘fast-relaxing ion’8
-11 mechanism is effective when the transverse relaxation
rate of the impurity is so fast that the magnetization
oscillations can excite direct transitions between impu-
rity levels. According to recent ferromagnetic resonance
experiments in ultra thin films, spin wave scattering on
the surface impurity is a possible mechanism of damping
of the magnetization. Thus in the simulations of mag-
netization reversal by spin-wave dynamics, the impure
magnonic damping allows the high wavelength magnons
to relax faster than those with high wave-vector (Stoner
damping). This plays an important role in designing
mono-dispersed magnetic nano particle recording media.
Spin-wave damping is another important factor. In the
ultra-fast laser induced magnetization reversal processes
at high temperatures, spin wave damping is mainly gov-
erned by the Stoner continuum. To increase the areal
density in magnetic recording media we need high Eu
materials, which also have large saturation magnetiza-
tion Ms. In addition, substantial spin wave damping
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2at low temperatures is desired. At low temperatures,
a spin wave damps through different scattering mecha-
nisms. The physical sizes of the recording devices and
the switching speeds have reached a point where dynam-
ical response of magnetic system have become relevant.
At high temperatures the decay of spin-wave excitations
into the Stoner continuum is described successfully by the
LLG equation in several aspects. The phenomenological
damping employed to describe magnetization dynamics
in LLG theory comes from the random force of thermal
fluctuations. However, it fails to describe spin-wave ex-
citation at lower energies where damping is governed by
magnon-electron and two-magnon scattering12.
Elementary spin-wave excitations (magnons) also play
a fundamental role in many physical processes and phe-
nomena of current research such as spintronics. The
challenge of spintronics research is to explore the nature
of the magnon dispersion spectrum and spin transport
in pristine metals, semiconductors and their alloys. Si-
multaneously, the synthesis of magnons in complex low-
dimensional ferromagnetic oxide nano structures has be-
come a reality. First principles studies of spin correla-
tion functions and magnon lifetimes of disordered mag-
netic systems have become important because of both
fundamental and technological interest. Most theoret-
ical studies of spin excitations to date has been em-
ployed in the classical Heisenberg model. Since the mid
of 1980-s, a lot of work was done in the understanding
of spin-wave interactions in systems of localized spins.
This model is defined in terms of the exchange param-
eters, that can be obtained from constrained density-
functional theory. Long-wavelength magnon excitations,
i.e., spin waves with short wave vectors, can be calcu-
lated efficiently with that localized spin model. Fur-
thermore, the Heisenberg model is not only justified for
systems with localized moments, such as insulators and
rare earth elements, but also for materials where the
itinerant electrons are responsible for the magnetism be-
cause of the terms of density-functional based exchange
interaction, which are responsible for Stoner excitation
implicitly. So the Heisenberg model still yields reason-
able results for large wavevector excitations in itinerant-
electron magnets. To date various theoretical tech-
niques have been employed to understand these Stoner-
excitation phenomena, starting from atomic spin dy-
namics (UppASD)13-14 to frequency-space study of spin-
wave excitations and magnons15. Successful experiments
using spin-polarized electron energy loss spectroscopy
(SPEELS)14-23 unfolded an exciting scenario. But none
of those theories can describe the low energy spin wave
excitations fully satisfactorily and with clarity. Theo-
retical constructions dealing explicitly with the Heisen-
berg ferromagnets, include the modified spin wave the-
ory (MSWT), the large N expansion of SU(N) Heisen-
berg models and Schwinger boson mean field theory
(SBMFT), the self-consistent spin wave theory, renor-
malization group (RG) methods and mapping to lattice
boson systems with additional repulsive interaction for
S = 1/2. As in the earlier works had concluded that
a realistic description of the low temperature phase of
Heisenberg ferromagnets can be reached using bosonic
(or combined bosonic-fermionic) representations of the
spin operators within quartic approximation, or with the
help of appropriate mean field/random phase approxi-
mations (MFA/RPA) without complicated mathematical
calculation of magnon self energy. On the other hand the
predictions of linear spin-wave theory (LSWT) are reli-
able almost up to TC/2 (TC is the Curie temperature),
within which we exclude the effects of magnon-magnon
interactions. At low temperature magnons behave as in-
dependent boson particles. These low-energy spin wave
excitations range from a few meV to a few hundreds of
meV. So, they are decisive factors in the thermal and
electrical transport. Thus the dynamical relaxation of
various complex systems has been the focus of consider-
able interest. In particular, anomalous relaxation in spin
glass phases has received considerable attention over the
years. The analysis of the magnon excitation peak po-
sitions and broadening provides us information on the
magnon energy and lifetime, respectively. Magnon en-
ergy decays exponentially like exp(-Γt/2~) where Γ rep-
resents intrinsic line width of Lorentzian peak in magnon
spectral density and ~ is the reduced Planck constant.
The magnon life time τ0 = 2~/Γ is usually defined as the
time in which the amplitude drops to e−1 of its initial
value. In crystalline systems, the Floquet-Bloch theo-
rem implies that a ~q labelled state is a stable quantum
state, the spectral density is a bunch of delta functions
at E = E(~q). These states have infinite life-times. In the
presence of disorder or any deviation from Floquet-Bloch
conditions leads to scattering, which is the origin of finite
lifetimes of the ~q labelled quantum states.
The main objective of this work is to start from a first-
principles, density functional approach with as few “pa-
rameters” as possible and shed light on the area of scat-
tering of spin-wave excitations by both chemical disorder
(impurities, doping and alloying) and structural disor-
der (defects, local and long-ranged deformations of the
lattice). The theoretical methodology we shall use is the
Recursion method of Heine et.aland the augmented space
method of Mookerjee24 -28. This will allow us to forego
the Floquet-Bloch conditions altogether and go way be-
yond the mean field (coherent potential) approximations
without violating the analytical conditions of the aver-
aged propagators24 -28.
The article is organized as follows. In Sec. II we
present the theoretical tools used to describe the dynam-
ical spin response functions and the numerical details of
the calculation. Sec. III contains Results and discus-
sions. Finally, we give conclusions in Sec. IV.
II. METHODOLOGY
The behaviour which is conducive to satisfactory per-
formance of most magnetic devices is governed by mag-
3netic dynamics, which is in turn regulated by damp-
ing. A phenomenological but successful model widely
used is the LLG29 equation. Not surprisingly, there-
fore, this has led to a wide body of theoretical works
on the ‘first principles’, almost parameter free, deter-
minations of Gilbert damping from electronic structure
calculations. Two successful models are the breathing
Fermi surface model (BFS)30 and the torque correlation
model (TCM)31 . Unfortunately, neither are the mod-
els parameter free, nor do they really shed light on the
microscopic origins of damping. Finally, when it was
realized that damping arose from scattering phenomena
that the first truly microscopic derivations surfaced in
the works of Brataas et.al.32, Starikov et.al., Liu et.al.33
and Ebertet.al.12. The last mentioned paper identifies
breakdown of Floquet’s theorem due to potential disor-
der as the principal cause of scattering. The breakdown
can be thermal, arising from phonon-magnon scattering.
Mookerjee24 -28 had introduced a formalism to describe
scattering due to chemical disorder in terms of scattering
by configuration fluctuations about the “average” Flo-
quet pattern. In order to understand our later arguments
we shall summarize Ebert et.al.’s argument concisely.
The LLG equation is :
1
γ
d~m
dt
= −~m× ~H+ ~m× ~V (1)
where
V µ =
αµν(~m)
γms
dmµ
dt
If ~m(t) = ~m0 + ~u(t), then the Hamiltonian becomes
Hˆ = Hˆ0(~m0) + ~u · ~∇Hˆ0(~m0) (2)
Now, using the expression for the dissipation energy, a
Kubo-Greenwoood like expression emerges :
αµν = − γ
pims
Tr 〈 TνImm G(EF )TνImm G(EF )〉 (3)
where, αµν is the damping parameter and Tν =
∂H
∂uν
. γ
is the gyromagnetic ratio and ms is the saturation mag-
netization.
However this does not give a complete understanding
of spin wave damping and magnetization relaxation. In
recent progress Bergman et.al calculated magnon disper-
sion spectrum on Fe/W(110) monolayer system. They
showed that the strong magnon softening in that sys-
tem contradicts with earlier prediction based on itin-
erant electron model at T=0 K. Experiments on spin-
polarized electron energy loss spectroscopy (SPEELS)23-
14 revealed that the magnon energies in monolayer are
small compared to the bulk and surface. This discrep-
ancy leads to the possibility that Fe/W(110) may not
be a simple ferromagnet. A recent theoretical study by
Grechnev et.al suggested strong electron-electron corre-
lation leading to fast magnetization reversal and current
induced magnetic switching. This has to be properly un-
derstood because of its technological application. Low
dimensional magnetic system has lack of inversion sym-
metry and magnetic ordering comes from Dzyaloshinskii-
Moriya interactions (DMI). Both of these arise from spin
orbit coupling. For bulk system this effects can be ig-
nored.
Thermal fluctuation also contributes over and above
T=0 K. What is now needed a clear description of physi-
cal processes that are responsible for spin wave softening
over a wide range of composition in chemically disordered
alloys. Brataas et.al introduced an equivalent formula-
tion using scattering theory and Kubo formalism for un-
derstanding this picture. The damping or the relaxation
time (τ0) of magnon comes from Kubo-Greenwood for-
malism, where damping parameter α∝1/τ0. In this work
we concentrate on the low temperature regime. Earlier
predictions based linear spin wave theories at low temper-
ature exclude the effects of magnon-magnon interaction.
In this communication we focus on the study of config-
uration averaged dynamical response function of chemi-
cally disordered binary alloys. We shall use Augmented
Space Recursion (ASR) technique proposed by one of us
to study the environmental effects in chemically disor-
dered alloys, taking it beyond the usual single site mean
field coherent potential approximation (CPA) like ap-
proach. We have calculated the spin-spin correlations 
C(~R, ~R′, t, t′) related to dynamical magnetic response
of chemically disordered binary alloy FexCo1−x. We
propose a combination of the linear muffin-tin orbitals
(LMTO) technique, augmented space formalism (AS)24
-28,34 and generalized recursion (GR)35 -38 to provide an
accurate computational framework for analysing dynam-
ical properties close to thermal equilibrium. We have also
obtained the dynamical susceptibility  χ(~q, ω) 39,
which determines the response of the system to a per-
turbation varying both in space and time, as well as the
dynamical correlation functions  C(~q, ω) 36, which
relate the spontaneous fluctuations of the system to its
response to an external perturbation.
 χ±(~q, ω)= −
(
µ0gµ
2
B
V ~2
) ∫ ∞
−∞
dτ
∫ ∞
−∞
d ~R  C( ~R, τ) exp
[
−ı(~q · ~R− ωτ)
]
where, τ = t− t′, ~R = ~R− ~R′  C( ~R, τ) = σ+(~R, t);σ−( ~R′, t′)  ; is the spin-
4correlation function and − 1pi Imm  Σ(~q, ω) = 1/τ0
; all other symbols have their usual meanings. This im-
plies the so called vertex corrections  Σ(~q, ω) in the
Kubo type scattering formulated by us in the subsequent
section. The singularities of the complex susceptibility
constitute the magnon spectrum, leading to the disper-
sion relation : ω = ω(~q). Here  ...  indicates a
configurational averaged quantity in case of a disordered
system, which is described by augmented space recursion
technique discussed in detail in a subsequent section.
Because our system is chemically disordered, large
scale inhomogeneities in the system ensure that
χ±(~R, ~R′, ω) 6= χ±(~R − ~R′, ω). Floquet-Bloch’s theorem
is invalid and quantum states labelled by real recipro-
cal space vectors ~q have only finite lifetimes40. However,
if we describe the system in terms of configuration aver-
ages and if the probability densities are themselves lattice
translationally invariant, we can return to the familiar
homogeneous picture. The symmetry cannot be restored
in the Hilbert space with a single random configuration
of the Hamiltonian, but only if we have a formulation
in which we work in the ‘augmented’ space of all pos-
sible random configurations. In fact, even if we have
short ranged correlations, once such correlations them-
selves have translational symmetry, e.g. short-ranged or-
der (SRO) parameter is the same at every site, the aug-
mented space approach can be modified and has been
done so41. Only in extreme cases where the disorder itself
(as characterized by the probability densities) is intrin-
sically inhomogeneous that the current approach begins
to fail.
A. Spin transport at low temperatures.
We analyse spin transport in ferromagnetic alloys. We
begin with a ferromagnetic sea as our unperturbed state.
A spin flip is an excitation or fluctuation in that state.
We re-interpret the XXZ Heisenberg Hamiltonian with a
random distribution of the exchange parameters (J(~R−
~R′) in terms of creation and annihilation operators of
such fluctuations and their ‘transfer’ through the lattice
:
H = −
∑
~R
∑
~R′
J(~R− ~R′)
(
a†~Ra ~R′ + a
†
~R′
a~R + ∆ n~R n ~R′
)
(4)
where ∆ is the anisotropic exchange parameter de-
scribing magnon-magnon interaction, J(~R − ~R′) is the
strength of the exchange interaction and nR = a
†
~R
a~R.
The excitations described in this model : spin waves or
magnons can be envisaged as spin-patterns against a uni-
form spin background moving on the underlying lattice.
The Hilbert space H (H ∈ H) is spanned by these “spin
pattern” states. We begin with the model of ion cores sit-
ting on the lattice immersed in a bonding sea of electron
provided by atoms where they bond to form a solid.
Figure 1: (Color Online) (left panel) Ion cores immersed
in a valence electron cloud which provides the bonding.
(middle panel) Space divided into non-over lapping
Weiner-Seitz cells with their own ion cores. (right
panel) Wigner-Seitz cells replaced by sphere of the same
volume. Now overlap must be less than 10%.
The use of the Heisenberg model has sometimes led to
the misconception that we are dealing with discrete mo-
ments. A quick survey of the steps leading to the Heisen-
berg model will clarify this (Fig1). The model starts with
ion cores immersed in an itinerant, bonding, valence elec-
tron clouds as shown in Fig1. Now we apply the DFT
approach to obtain the Kohn-Sham equation :[
−1
2
∇2 + Veff (ρ(r)r)
]
Ψ = Ψ (5)
We solve this equation by a real space muffin tin po-
tentials model where initially we divided the space into
Wigner Seitz cells with its ion core at center as shown in
Fig.1. Then we replace the Wigner Seitz cells by the cor-
responding inscribed spheres. The solution of the total
energy from the Kohn-Sham methodology comes from
the above model. We also obtain the total magnetiza-
tion M(~R) within the atomic sphere so that : M(~R) =∫
AS
d3~r m(~r) . We should note this approach is based
on an itinerant picture of bonding electron leading to
magnetization densities rather than localised magnetic
moment.
A first-principles determination of the pair-energy
functions J(~R− ~R′) requires careful consideration. This
is a small energy difference of large energies42:
JAB(~χ) = EA↑,B↑(~χ) + EA↓,B↓(~χ)− EA↑,B↓(~χ)− EA↓,B↑(~χ)
Here EAσ,Bσ
′
(~χ) is the total energy of a chemically
disordered system where two sites ~R and ~R′ are fixed with
atoms of the type Aσ and Bσ′, ~χ = ~R− ~R′. We can think
of this as a perturbative problem and calculate the phase
shift due to the immersion of A and B in the disordered
background. Here we put disorder in the exchange terms
to make the alloy chemically impure. The randomness
can be introduced in the exchange parameter through a
local, binary random variable n~R (
~R can be occupied by
A or B type of atom) taking the values 0 and 1 with
probabilities x and y = 1− x :
5J(~χ) = JAA(~χ)n~Rn~R+~χ + J
BB(~χ)(1− n~R)(1− n~R+~χ) +
JAB(~χ)
(
n~R(1− n~R+~χ) + (1− n~R)n~R+~χ
)
The model is very similar to that described by the
Bose-Hubbard Hamiltonian, with the exchange energy
J(~R− ~R′) playing the role of the hopping overlap which
allows the excitations to propagate through the lattice.
The Hubbard factor U arises from the anisotropy factor
∆ : The spin-flip excitations of this problem are at zero
temperature, the Bose-Hubbard model (in the absence
of disorder) is in either a Mott insulating (MI) state for
small ZJ/U , or in a superfluid (SF) state at large ZJ/U .
The Mott insulating phases are characterized by the exis-
tence of an energy gap for particle-hole excitations, and
by zero compressibility. In the presence of disorder, a
third, Bose glass phase exists. The Bose glass phase is
characterized by a finite compressibility, the absence of
a gap, and by an infinite superfluid susceptibility.[3] It is
insulating despite the absence of a gap, as low tunnelling
prevents the generation of excitations which, although
close in energy, are spatially separated. We are initially
not interested in the MI regime, so ∆ is small and in the
first instance we shall neglect it in linear spin wave regime
(LSWT). Here in our case we take at T=0 temperature
for spin transport.
B. Recursive approach to dynamical spin response
functions
Our starting point is a dynamical variable described
by the Hermitian operator D, and our aim is to describe
the time evolution of |Φ(t)〉 = D(−t)|Φ0〉. Our guiding
equation is the Kohn-Sham equation :
i
∂|Φ(t)〉
∂t
= H|Φ(t)〉 (6)
We shall follow the procedure described by Gagliano
and Balserio43 and Viswanathan and Muller35. We first
choose a denumerable basis of representation {|φn >}
and expand the “wave function” in this basis :
|Φ(t)〉 =
∞∑
n=1
Dn(~q, t)|φn〉 (7)
We begin with |φ1〉 = σ−(−q)|Φ0〉 where
σ−(−~q) = (1/N)1/2∑~R e−i~q·~Rσ−(~R)
Next step, |φ2〉 = H|φ1〉 − α1|φ1〉 and orthogonality
leads to < φ1|φ2〉 = 0⇒ α1 = < φ1|H|φ1 >< φ1|φ1 >
Finally for n > 2
|φn+1 >= H|φn > −αn|φn > −β2n|n− 1 > (8)
orthogonality < φn|φn+1 >= 0⇒ αn = < φn|H|φn >< φn|φn >
β2n =
< φn+1|φn+1 >
< φn|φn >
Substituting this in Eqn.(7), we get :
i∂Dn(~q, t)/∂t = Dn−1(~q, t)−αnDn(~q, t)−β2n+1Dn+1(~q, t)
(9)
Taking the Laplace Transformation :
(z − αn)D˜n(~q, z)− iδn0 = D˜n−1(~q, z) + β2n+1D˜n+1(~q, z)
(10)
whence,
D˜0(~q, z) =
i
z − α1 − β
2
1
z − α2 − β
2
2
z − α3 . . .
(11)
The structure function is then
C(~q, ω) = lim
δ→0
Re eD˜0(~q, ω + iδ) (12)
C. Dynamical spin response functions in the
presence of disorder : the augmented space approach
The linear response to an external homogeneous distur-
bance is discussed in terms of configuration averaged two
particle Green’s functions and the Kubo-Greenwood44 -
48 approach. If a spin system is disturbed by an exter-
nal field which causes a perturbation in XXZ Heisenberg
Hamiltonian then in a homogeneously disordered system
the spin response is related to this disturbance by a spin
response function Γ :
Γ(~R, ~R′, t− t′) = i
~
Θ(t− t′) 〈Φ0|[σ(~R, t), σ( ~R′, t′]|Φ0〉
(13)
σµ(~R, t) is the spin operator, Θ is the Heaviside step
function and |Φ0 > the ground state.
 Γ(~q, z)= 〈~q ⊗ {∅}|(zI˜ − H˜)−1|~q ⊗ {∅}〉
In the presence of disorder, J(~R− ~R′) becomes a func-
tion of a set of random variables {n~R} The augmented
space method replaces these variables {n~R} by operators{N~R} whose eigenvalues {λ~R,k} are the random values
taken by the variables and whose spectral functions are
their probability densities34. J(~R− ~R′) is now an opera-
tor in the space of configurations. The augmented space
theorem states that the matrix element between the “ref-
erence state”
∏⊗~R∑k√Pr(n~R = λ~R,k)|φ(λk) > is the
configuration average (see Ref :24 -34 for details)
6The configuration averaged response and spin correla-
tion functions are :
 Γ(~q, z) = 〈~q ⊗ {∅}|(zI˜ − H˜)−1|~q ⊗ {∅}〉
 C(~R− ~R′, t− t′) = 〈{∅}|σ˜(~R, t)σ˜( ~R′, t′)|{∅}〉 (14)
where z = ω + iδ
 D˜0(~q, z)= i
z − α˜1 − β˜
2
1
z − α˜2 − β˜
2
2
z − α˜3 . . .
(15)
The configuration averaged structure function is :
 C(~q, ω)= lim
δ→0
Re e D˜0(~q, ω + iδ) (16)
The fluctuation dissipation theorem relates the imag-
inary part of the Laplace transform of the generalized
susceptibility (response)  χ(~q, ω)  to the Laplace
transform of a correlation function  C(~q, ω)  given
by :
 χ(~q, ω)= (1/2~) (1− exp{−β~ω}) C(~q, ω)
(17)
The configuration averaged dynamical structure factor
 C(~q, ω) is obtained, as before, through the recursive
procedure suggested by Viswanath and Mu¨ller combined
with Kubo-Greenwood formula. The self-energy Σ(~q, z)
via the recursion method suggested by Viswanath and
Mu¨ller35:
Σ(~q, z) =
β22
z − α2 − β
2
3
z − α3 − β
2
4
. . . z − αn − β2nT (~q, z)
(18)
where {αn, βn} are Continued fraction recursion
coefficients49. Analyticity preserving approximations of
continued fraction50 expansions has a rich literature
based on ‘terminators’35 ,51 -56. The terminator T (~q, z)
is constructed out of the calculated {αn, βn} n = 1, . . . N
and reflects all the singularities of the exact response
functions. This method requires no external parame-
ters to be introduced and the smoothening automatically
comes from the terminator. This ImmΣ(~q, ω)) = 1/τ0
is the disorder induced lifetime48 of a ~q labeled quan-
tum state. The structure function C(~q, ω), which is the
Laplace transform of the correlation function C( ~R, t− t′)
can then be obtained from in Eqn.(16). Thus two particle
dynamical spin response function is given by
 Γ(~q, t)= −ie−i(E0(~q)+∆E)te−(t/τ0) (19)
We have chosen disordered binary alloy FexCo1−x for
varying concentrations of x. We use the ~q-space algo-
rithm over mean-field and super-cell approaches because
we did not wish to introduce artificial periodicity and
miss out on the effects of long-ranged disorder. The
problem with any numerical calculation is that we can
deal with only a finite number of computation opera-
tions. In the recursion algorithm, we can go up to a finite
number of steps and if we stop the recursion, this would
lead to exactly what we wish to avoid. The analysis of
the asymptotic part of the continued fraction is therefore
of prime interest to us. This is the “termination” pro-
cedure discussed by Haydock and Nex50 , Luchini and
Nex51 , Beer and Pettifor52 and in considerable detail
by Viswanath and Muller35. This terminator T (z) which
accurately describes the far environment, must maintain
the herglotz49 analytical properties. We have to incor-
porate not only the singularities at the band edges, but
also those lying on the compact spectrum of H˜ or in
the gaps. We calculate the continued fraction recursion
coefficients (βn) for a d-projected structure function for
thirty recursion steps that we able to go. The coeffi-
cients (βn) do show a tendency for oscillatory conver-
gence. The parameters of the terminator are estimated
from the asymptotic part of the continued fraction co-
efficients calculated from our recursion. We therefore
choose square-root terminator35 coefficients seamlessly
enmeshed with the calculated recursion coefficients (βn).
In this way both the near and the far environments are
accurately taken into account. We use the Cambridge
Recursion Library to accurately locate the band edges
and hence constructed the necessary terminator for each
angular momentum projected continued fraction (spec-
tral density or correlation function).
D. Atomistic spin dynamics and numerical details
We calculated the magnon dispersion relation of
FexCo1−x (x=0.8, 0.5 and 0.2) alloys using UppASD (Up-
psala Atomistic Spin Dynamics) code.88 The UppASD
code is based on the framework of LLG formalism. The
temporal evolution of an atomic moment in LLG formal-
ism is given by89,90,
dmi(t)
dt
= − γ
1 + α2
mi(t)× [Hieff +
α
ms
(mi(t)×Hieff )]
(20)
where mi(t) is the atomic moment on the i
th site at time
t. γ is the gyromagnetic ratio and α is the Gilbert damp-
ing factor, which we have assumed to be 0.000303. ms
is the saturation moment for the ith atom. The effective
field Hieff on the ith atom is calculated from the effective
magnetic Hamiltonian given by
HMag = Hex (21)
7through
Hieff = −
∂HMag
∂mi(t)
.
Hex describes the magnetic exchange interactions be-
tween the spins. HMag is given by
HMag =
∑
i,j
JijSi · Sj
The necessary exchange parameters for ASD are cal-
culated in the the framework of ab-initio density func-
tional theory (DFT).They were done by means of the
Korringa-Kohn-Rostocker Green’s function formalism as
implemented in the SPRKKR package91. The shape of
the potential was treated by the Atomic Sphere Approx-
imation (ASA), while the relativistic effects were con-
sidered by taking the fully relativistic Dirac equation.
The effect of the exchange correlation part of the en-
ergy was treated by considering the Generalized Gradient
Approximation as devised by Perdew, Burke and Ernz-
erhof. Substitutional disorder between sublattices can
also be studied by making use of the Coherent Potential
Approximation (CPA)5,6. The interatomic exchange in-
teractions were calculated via the LKAG formalism.92
In order to calculate magnon dispersion relation, one
should calculate spin-spin correlation function. The spin-
spin correlation in an effective field is obtained by solving
the LLG equation and can be written as,
Ck(r− r′) = 〈mkr (t)mkr′(0)〉 − 〈mkr (t)〉〈mkr′(0)〉 (22)
where the ensemble average is represented in the an-
gular brackets and k is the cartesian component. The
Fourier transform of the spin-spin correlation function,
known as dynamical structure factor is written as,
Sk(q, ω) =
1√
2piN
∑
r,r′
∫ ∞
−∞
eiωtCk(r− r′, t)dt, (23)
S(q, ω) is measured in neutron scattering experiments.
III. RESULTS AND DISCUSSION
A. Spectral properties of valence electrons in
ordered FeCo alloy
Before we proceed to formulate the TB-LMTO-ASR
on response functions, let us first apply the technique to
study spectral functions of the valence electrons of body-
centered disordered 50-50 FeCo alloy. Fig.2 compares the
PDOS of the disordered with the corresponding ordered
B2 structured alloys.In all three alloys, the distinguish-
able features in the PDOS arises out of the underlying
lattice geometry remains unchanged. What changes is
Alloy Fe0.5Co0.5
Component Fe Co
Atomic Radius R0=2.64A˚ R0=2.60A˚
Charge sp d Tot sp d Tot
Atomic state 2.0 6.0 8.0 2.0 7.0 9.0
B2 ordered 1.44 6.52 7.96 1.46 7.58 9.04
BCC disordered 1.43 6.55 7.99 1.43 7.63 9.06
Table I: The charge redistribution on alloying : showing
both the distribution for the ordered B2 and disordered
BCC structures for the 50-50 FeCo alloy. Charge is
given in units of electronic charge e.
Figure 2: (Color Online) (top,left) The component
projected density of states of Fe and Co in ordered and
disordered FeCo alloys .
the local chemical environments of the components. So
the strongly distinguishable features of the PDOS is still
seen in the disordered alloys. However, the sharp fea-
tures and Van Hove singularities which characterize the
ordered alloys are all smoothened out by life-time effects
due to disorder driven fluctuations.
In Table I, we show the chemical effects of disorder and
the redistribution of charge on alloying. The first thing
we note that if we measure the ‘size’ of the atom by the
atomic radius (R0)(muffin-tin radius) in the sense that
we consider all the electronic cloud contained within this
sphere as ‘belonging’ to the ion-core at its center, then
in all three alloys the components have roughly the same
radius. This has an important effect on the modeling of
disorder within the LMTO. The off-diagonal terms in the
Hamiltonian were :
H~R,L;~R′L′ = ∆
1/2
~R,L
C(~R,L; ~R′, L′)∆1/2~R′,L′ (24)
We had taken disorder in the potential parame-
ters {∆1/2~R,L} which are local and chemistry driven,
but neglected any disorder in the structure matrix
8C(~R,L, ~R′, L′) which depends on the underlying lattice
structure alone. . If, however, the atomic ‘sizes’ of
the components are very different (as in CuBe or beryl
bronze) then we have to replace the average structure
matrix by :
SAA(~R,L; ~R′, L′)n~Rn~R′
+ SBB(~R,L; ~R′, L′)(1− n~R)(1− n~R′)
. . .+ SAB(~R,L; ~R′, L′)
{
n~R(1− n~R′) + (1− n~R)n~R′)
}
This would lead to local lattice distortion wherever a
large or small atom sits. Our ASR technique can very
easily take this into account without any modification
and has been used earlier to study CuBe alloys57.
In these alloy, there is a small decrease of sp like
charges and a corresponding small increase in the d like
channel in Fe, with the effect being increased with the
introduction of disorder. This charge transfer effect is
almost negligible for FeCo.
B. Dynamical response function
The augmented space recursive approach has been ap-
plied to study the magnetization dynamics in disordered
ferromagnetic body-centered cubic, transition metallic
FexCo1−x alloys. The calculated magnon softening for
Fe20Co80 at T = 0 K is found to be in very good agree-
ment with the results based on the scattering theory
approach. Ebert et.al have tried to include disorder
through the coherent potential approximation (CPA)12.
The results are inadeqate. This led them to use the
non-local CPA, which is an analyticity preserving exten-
sion of the CPA58. We have used the augmented space
recursion (ASR) method. Both the CPA and NLCPA
are special cases derivable from the ASF59 -61. An in-
dispensable requirement to achieving this agreement is
to include the vertex corrections mentioned above. In
fact, ignoring them leads in some cases to completely
unphysical results. While the scattering and linear re-
sponse approach are completely equivalent when deal-
ing with bulk alloys, the latter allows us to perform
the necessary configuration averaging in disordered al-
loy in a much more efficient way. This allows us to study
with moderate effort the influence of varying the alloy
composition on the magnon softening of FexCo1−x al-
loy. Furthermore, the obtained strong damping of short
wave vector magnons in FexCo1−x compounds suggests
a q-dependent damping constant αq in the LLG equa-
tion in describing magnetization dynamics of large-angle
fast precessional switching12. Interaction of itinerant fer-
romagnets with single-particle Stoner excitation is ne-
glected here as it is usually present for large wave vector
(~q) magnon. We confine ourselves in linear spin wave
regime (LSWT) of short wave vector (~q) magnon. Since
we take the bulk ferromagnets of cubic symmetry, so
we have neglected the magnetic anisotropic contribution.
We only take chemical disorder in our consideration. We
may compare our results with those of Anders Bergman
et.al14 on Fe/W(110) monolayer system based on similar
approaches. We have to note though that their calcu-
lation involved actual dynamics of moment relaxation
based on adiabatic approximation, while ours was an
equilibrium approach.
The ensemble averaged dynamical structure factor
 C(~q, ω)  can easily be obtained from neutron
scattering62 and spin-polarized electron energy loss spec-
troscopy (SPEELS)15 experiments. We should note here
that as long as we are using configurationally averaged
quantities and disorder is homogeneous, we can use re-
ciprocal space, but with the proviso that the real en-
ergy spectrum is no longer labeled by ~q and the dis-
persion bands are no longer sharp. We have obtained
the magnon dispersions by identifying the peak posi-
tions of the dynamical structure factor  C(~q, ω) 
along particular directions in reciprocal space of disor-
dered BCC alloy. After configuration averaging, in or-
der to simplify the identification of the intensity peaks
of dynamical structure factor  C(~q, ω) the intensity
for each ~q vector is convoluted with a Lorentzian func-
tion, normalized to unity. The ~q-dependent dynamical
structure function C(~q,ω) is a central quantity for the
understanding of magnetism. Fig.3 shows the dynami-
cal structure function  C(~q, ω)  convoluted with a
Lorenzian function for the disordered binary body cen-
tered cubic FexCo1−x alloy for three concentrations of x
(disorder) with x=0.2, 0.5, 0.8 respectively. The figure
displays the calculated dynamical structure factors, for
a selection of different ~q vectors varying from 0.0 to 0.9
along the symmetric Γ − Y direction i.e. [001] in the
reciprocal space of BCC lattice. For low ~q values, the
spectral intensity of is high, and decreases with increas-
ing q. At the same time, the peak width can be seen
to increase with increasing energy as well as wave vector
(q). This is made clear by observing the peaks located
at ~q = 0.1 A˚
−1
and 0.8 A˚
−1
of three alloy compositions.
The broadening of higher energy excitations can be ex-
plained by the stronger disorder induced scattering at
large ~q, i.e. smaller modes. As stated earlier we neglect
the effect of spin wave (magnon-magnon) interaction and
stoner excitation. Stoner continuum in bulk systems is
quite different as compared with low dimensional systems
and usually present for large wave vector (q) magnons.
Here we mainly deal with short wave vector magnons.
As there is no dynamical correlation due to the absence
of magnon-magnon interactions, broadening of peak in
dynamical structure factors C(~q, ω) comes from magnon-
electron scattering mechanism due to chemical impurity.
The itinerant collective excitations (spin waves) loss their
magnon energy due to chemical disorder induced spin-
flip transitions between occupied majority (spin-up) and
unoccupied minority (spin-down) states. This magnon
energy loss reduces its lifetime drastically which leads to
magnon softening of Fe0.2Co0.8 alloy. A large damping
of magnons in the tetragonally distorted bulk FeCo com-
9Figure 3: (Color Online) The dynamical structure factors S(~q, ω) for a selection of wave vectors ~q varying from 0.0
to 0.9 along the symmetric Γ− Y direction i.e. [001] in the reciprocal space of BCC FexCo1−x alloys with (top)
x=0.2 (middle) x=0.5 (bottom) x=0.8 respectively. In order to identify the peak position the dynamical structure
function  S(~q, ω) are convoluted with a Lorentzian function, normalized to unity. Magnon softening is observed
for Fe0.2Co0.8 alloy at higher ~q values. For low wave vectors q, the spectral peaks are strongly intense. The spectral
peak width can be seen to increase with increasing energy as well as wave vector (q). This leads to more magnon
damping at higher ~q values at all concentration.
pounds is also predicted previously63,64.
Fig.4 shows the magnon dispersion spectrum by iden-
tifying the peak positions of the dynamical structure
factor C(~q, ω) along the [001] direction in 1st Brillouin
zone of reciprocal space65–67. We compare our calcu-
lated magnon dispersion spectra of disordered binary
FexCo1−x alloys more explicitly with experimental data
of Mook et.al on bulk ferromagnetic BCC Fe (ordered)68.
Mook et.al experimentally reported previously that BCC
ordered Bulk Fe system has a spin-wave stiffness constant
of 280 meV A˚
2
displayed in Fig.468 also. We find the
quadratic dependence upon ~q for the spin wave spec-
trum of a magnon in the itinerant Heisenberg model
of disordered FexCo1−x alloy. Fe80Co20 and Bulk Fe
have almost similar nature of magnon spectrum. Now
the magnon spectrum is gradually soften down if we in-
crease Co content. The calculated magnon spectrum for
Fe50Co50 is displayed in Fig.4, together with the exper-
imental data of Qin et.al69 for ultrathin ferromagnetic
Fe50Co50 films grown on Ir(001), and the experimentally
determined spectrum for bulk bcc Fe68 by Mook et.al.
The agreement with the SPEELS data on ferromagnetic
film of disordered Fe50Co50 is quite well, particularly for
low wave vector region and magnon softening is captured
at the zone boundary. Ultrathin ferromagnetic Fe50Co50
films have a large perpendicular magnetic anisotropy due
to tetragonal distortion. At low wave vectors both bulk
and ultrathin ferromagnetic FexCo1−x films possess al-
most identical magnon energies. But chemical disorder
leads to strong magnon softening at the zone boundary
for bulk Fe50Co50 in comparision with ultrathin ferro-
magnetic flims here. The disagreement between our the-
oretical estimation, which includes disorder and experi-
ment of Qin et.al69 leads us to doubt the statement of
Qin et.al. The inter-mixing of Fe and Co resulting in
a chemically disorder alloy is not the main reason for
the disagreement. The experiments have been done on
Alloy Fe− Fe Fe− Co Co− Co
Fe80Co20 2.065 2.302 1.740
Fe50Co50 2.083 2.117 1.418
Fe20Co80 1.919 1.880 1.208
Table II: Exchange parameters
Alloy Fe µB Co µB Total µB
Fe80Co20 2.50 1.78 4.28
Fe50Co50 2.59 1.76 4.36
Fe20Co80 2.62 1.73 4.35
Table III: Magnetic moments
ultrathin films grown on Ir(001) substrate while our cal-
culations are in the bulk. Similar to the work of Anders
et.al14 we observe the strong softening of the ~q labelled
modes at zone boundary for the Fe20Co80 alloy which in-
dicates a strong reduction of the Curie temperature in
Fe20Co80 alloy
63.
Ebert et.al calculated Gilbert damping parameter α
from first principles theory for bcc disordered FexCo1−x
alloys12. Damping is minimum for 20% Co content and
gradually increases with adding Co content. This leads to
strong magnon softening in Fe20Co80 alloy. Our result is
also consistent with experiment done by Oogane et.al on
bcc FexCo1−x alloy70. This strong magnon softening is in
contradiction with previous study based on an itinerant
electron model at T = 0 K71-72 and revealed the possibil-
ity that a disordered FexCo1−x may not be a simple itin-
erant ferromagnet in low temperature, the effects of spin
correlations are important for that system. This behavior
is commonly interpreted as a transition from conductivity
like to resistivity like behavior reflecting the dominance
of intra and interband transition, respectively, that is re-
lated to the increase of the broadening of electron energy
bands caused by the increase of scattering events with
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Figure 4: (Color Online) Magnon dispersion spectra for
bulk, ferromagnetic and disordered binary (top)
Fe20Co80, (middle) Fe50Co50 and (bottom) Fe80Co20
alloys respectively along the symmetric Γ− Y direction
i.e. [001]. We compare our data with the experimental
spin-wave spectrum of bulk bcc Fe (corresponding to a
spin-wave stiffness constant of 280 meV A˚
2
) by Mook
et.al68.
concentration of Co. A further increase of the Co content
leads to the impurity-scattering processes responsible for
band broadening dominating damping. This effect com-
pletely suppresses the conductivity like behavior in the
low temperature regime because of the increase of scat-
tering due to chemical disorder. In the absence of spin
orbit coupling (SOC) the angular momentum stays in the
magnetic subsystem, i.e., it is transferred from magnons
to the non-coherent single-particle spin-flip itinerant ex-
citations. The SOC is responsible for angular momentum
transfer from the magnetic subsystem to the lattice sub-
system. We also note that we have not included SOC in
Figure 5: (Color Online) Relaxation time for bulk,
ferromagnetic binary disordered Fe20Co80, Fe50Co50,
Fe80Co20 alloys.
the calculation of the dynamical response function. Ab-
initio calculations by Lezaic et.al73 and Jakobsson et.al64
on cubic ordered and disordered FexCo1−x alloys agrees
well with our views. The large magnon softening sug-
gests FexCo1−x to be a promising material for record-
ing applications. Literature survey shows a lack of direct
available experimental data for disordered Fe20Co80 alloy,
but implicitly magnon softening in disordered Fe20Co80
is confirmed by experiments74 -77.
The broadening of the magnon excitation peak
(S(~q, ω)) provides a way of estimating the magnon life-
time tau0. We obtain disorder induced lifetime τ0 of a
~q labeled quantum state from the self-energy for these
alloys. Fig.5 shows the variation of lifetime tau0 as a
function of ~q (A˚
−1
) together with the experimental data
of Qin et.al69 for Fe50Co50 alloy. The relaxing magnetic
modes or patterns are labelled by ~q, such that the aver-
age ‘size’ of the mode is O(q−1). We note that magnon
lifetime decreases with it’s wave vector. Due to strong
damping, terahertz magnons possess a very short lifetime
being in the order of a few tens of femtoseconds20,21.
We shall now compare our work with an earlier exper-
imental and theoretical study of very similar systems.
We shall begin with the experimental report by Zhang
et.al20 on the relaxation of terrahertz magnons. The
results were obtained by using spin-polarized electron
energy loss spectroscopy (SPEELS)15. The choice of
the experimental technique was guided by the fact that
SPEELS can access both the energy and wave function
of large wave-vector magnons78-81. The energy E(~q) and
its spread is extracted from the raw difference spectra
data by fitting them to a convolution of Gaussian (de-
scribing the instrumental broadening) and a Lorentzian
(describing intrinsic disorder induced broadening). The
authors quote that the latter dominates the broadening,
specially for megahertz magnons. This is consistent with
our model, where we have neglected the instrumental
broadening altogether. The large broadening of the loss
spectrum indicates that magnons are strongly damped in
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Figure 6: The upper row figures ((a)-(c)) show the magnon dispersion of FexCo1−x (where x = 0.8, 0.5 and 0.2)
alloys with nearest neighbor exchange parameters and the lower row has the plots ((d)-(f)) with 12 neighbour shells’
exchange parameters.
12
time. We have obtained the magnon lifetimes from the
Fourier transform of the configuration averaged correla-
tion function. The Fourier transform of the Lorentzian
in energy (or frequency) domain is an exponential decay
in the time domain, exp(−tΓ/2~), where Γ represents the
intrinsic linewidth of the Lorentzian peak in energy and
~ is the reduced Planck constant.
The ASD simulations are performed with a system size
of 120x120x120 at a temperature of 0.1K. The calcu-
lated dynamical structure factors or the energy spectra
S(q, ω) of FeCo alloys are shown in Fig.6 along the high
symmetry directions in the Brillouin zone. In the upper
panel we show magnon dispersion relations calculated us-
ing nearest neighbor (nn) exchange interaction only and
in the lower panel, the results of 12 neighbor exchange
interactions are shown. The qualitative features in the
magnon spectra for nn and 12 neighbor shells are similar
but some quantitative differences are visible. Specifically,
a stronger tendency for branching is visible at the N point
of the Brillouin zone with 12 neighbor interactions. The
broadening of magnon spectra is similar to that obtained
from ASR calculations shown above. However, it should
be noted that the magnon energies are quantitatively dif-
ferent in ASR and ASD simulations.
IV. CONCLUSION
In conclusion, here we have focused on the development
of combining first-principles TB-LMTO calculations with
ASR-Kubo-Greenwood as a general computational tech-
nique provides a powerful tool for studies of the effect of
disorder on magnetic excitations in bulk as well as in low-
dimensional systems There are other competing mecha-
nisms which we have to build into our model if we want
a more realistic picture. Most importantly, spin-orbit
coupling leading to a Dzyaloshinskii-Moriya term in the
Hamiltonian will couple magnons with the lattice and
phonon-magnon scattering will play an important role.
The relativistic version of augmented space recursion is
already available with us to undertake this extension82.
Unlike some earlier work14, the way we have estimated
the pair energy through space-orbital peeling, the chem-
ical effect of alloying Fe with Co is implicitly included in
our work42. We apply our technique to study the magne-
tization dynamics of disordered binary FexCo1−x alloys
which are of great fundamental as well as technological
interest84 -87. The method captures a significant magnon
softening of Fe20Co80 compared to bulk Fe. These results
are supported by our atomistic spin dynamics simulations
with the exchange parameters calculated from ab-initio
theory. Our suggestion is further exploration of this tech-
nique to calculate the spin conductivity of Heisenberg
chains in alloys.
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