Let X1, X2, ... denote independent, identically distributed random variables with common distribution F , and S the corresponding random walk with ρ := limn→∞ P (Sn > 0) and τ := inf{n ≥ 1 : Sn ≤ 0}. Under the assumption that X is in the domain of attraction of an α-stable law with αρ < 1, we find an estimate for P (Sn > x|τ > n) which holds uniformly as x/cn → ∞, where cn denote the norming constants associated with the random walk.
Introduction
Let X 1 , X 2 , ... denote independent, identically distributed random variables with common distribution F , and S the corresponding random walk. Suppose that there is a norming sequence c n and a stable random variable Y such that
If Y has index α and positivity parameter ρ := P (Y > 0) which satisfy α ∈ (0, 1) ∪ (1, 2) and ρ ∈ (0, 1) or α = 1 or 2 and ρ = 1/2 we say that S is asymptotically stable and write S ∈ D(α, ρ).
The important recent paper by Vatutin and Wachtel [13] has established local limit theorems for the position at time n of an asymptotically stable random 1 walk conditioned to stay positive, in the zones of "normal deviations" and "small deviations". That is, in the lattice case, they obtained uniform estimates of P (S n = x|τ > n) as n → ∞, where τ = inf{n ≥ 1 : S n ≤ 0}, in the case that x = O(c n ) and the case x = o(c n ) respectively.
These results are of particular interest in the study of fluctuations of random walks since they can be rephrased in terms of the of the bivariate ladder height process ((T n , H n ), n ≥ 0). Specifically, if we are in the lattice case and we introduce the renewal mass function by g(n, x) = ∞ r=0 P (T r = n, H r = x), where T 0 = H 0 = 0, and for r ≥ 1, T r is the rth strict increasing ladder time and H r = S Tr the corresponding ladder height, we have the duality relation g(n, x) = P (S n = x, τ > n) = P (S n = x|τ > n)P (τ > n).
Since the behaviour of P (τ > n) is known for asymptotically stable random walks we see that the results in [13] also give uniform estimates for g(n, x) in the case that x = O(c n ) and x = o(c n ). As many questions about the asymptotic behaviour of random walks involve controlling the dependence between the ladder times and ladder heights, these results will find many applications, and in fact have already been exploited in [6] to find uniform asymptotic estimates for the probability mass functions of first passage times. It is also noteworthy that these results hold for all asymptotically stable random walks, including the cases where Y is spectrally positive (i.e. α(1 − ρ) = 1) or spectrally negative (i.e. αρ = 1).
The main aim of this work is to complete this picture by finding an estimate for P (S n = x|τ > n) (and hence for g(n, x)) which holds uniformly as x/c n → ∞. However there are significant differences between this case and the cases considered in [13] . Firstly, because we are in the scenario where the "one large jump" principle is applicable, we cannot hope to get a general result in the spectrally negative case αρ = 1, when we know little about the behaviour of the righthand tail F (x) := P (X 1 > x). Secondly, the corresponding tail estimate does not seem to be known. However, in virtue of the well-known result that P (S n > x) ∼ nP (X 1 > x) uniformly as x/c n → ∞, see [5, 9, 10, 12] , it is clear what this should be, and our first result confirms this.
Theorem 1 Assume that S ∈ D(α, ρ) with αρ < 1. Then uniformly as x/c n → ∞,
Remark 2 To be quite specific, (1) means that, given any ε > 0 we can find n(ε)and ∆(ε) > 0 such that, whenever n ≥ n(ε) and x ≥ ∆(ε)c n ,
From now on we will often use the notation u ∼ to signify this.
When we turn to the analogous local result we restrict ourselves to the aperiodic lattice case, and another difference to the cases of small or normal deviations emerges. In those cases the unconditional local estimates for P (S n = x) hold under the sole assumption of asymptotic stability, but in our case it is only known to hold when, in addition to the random walk being asymptotically stable, the mass function of the step distribution is assumed to be regularly varying at infinity. (See [4] , [3] , and [9] .) So this assumption also features in our main result, which is:
Theorem 3 Assume that S is an integer-valued, aperiodic random walk, S ∈ D(α, ρ) with αρ < 1, and p(x) := P (X 1 = x) is regularly varying at ∞. Then uniformly as x/c n → ∞,
Remark 4
The above results, which are taken from the thesis [9] , have already found applications in part C of Theorem 1 of [6] and Thm 1 of [14] .
Proofs 2.1 Preliminaries.
Since we are assuming S ∈ D(α, ρ) with αρ < 1 so that the limiting stable process is not spectrally negative, without loss of generality we can take c n = c(n) where c(·) is a continuous and increasing function such that xF (c(x)) → 1 as x → ∞. (Note that xF (−x) will tend to zero or a positive limit according as α(1 − ρ) = 1 or α(1 − ρ) < 1.) We also know that we can write
, where L and l are slowly varying at ∞ and are "α-conjugates", in the sense that they satisfy
We start by stating an unconditional large deviation result, which combines results due to Tchachkuk [12] for the case α ≥ 1, which are quoted in [10] , and have been reproved in [9] , and Doney [5] for the case α < 1. See also [3] .
Proposition 5 Assume that S ∈ D(α, ρ) with αρ < 1. Then
as x → ∞, uniformly as x/c n → ∞.
Remark 6
Notice that this result includes the case of fixed n. Also it is easy to see, by using a stochastic domination argument in the case that F (−x) = o(F (x)), that there are constants k 0 and x 0 such that
A crucial ingredient in our proofs is the following exponential bound, in which we use the notation X * n = max r≤n X r .
Lemma 7 There are constants n 0 and K 0 such that for all n ≥ n 0 , w ≥ c n , and z ≥ K 0 w,
Proof. This is an immediate corollary of Theorem 2 of [8] : we only need to check that we can choose n 0 and K 0 such that on the specified range the inequalities
hold, and this follows by standard results about integrals of regularly varying functions.
We will write x = d(x, n)c n := dc n , so that we are looking for uniform estimates valid as n → ∞ and d → ∞. Note that d may go to ∞ very slowly, and this makes some of our estimates quite delicate. We will be using throughout an auxilary sequence y = c n d 2 3 , which satisfies y/c n → ∞, and y/x → 0. Since
we can use Potter's bounds (see [2] ) to see that this sequence also has the following properties;
Proof of Theorem 1
Proof. We show that an equivalent statement to (1) holds, viz
We put N n = #{r ≤ n : X r > y} throughout. We modify Nagaev's argument [10] , starting with:
We initially show that P 0 and P 2 are both uniformly o nF (x)P (τ > n) . Let y = c n d 1/2 so that y = o(y) and c n = o(y ), put T := inf{t : S t > y }, and recall that X * n := max{X j : j ≤ n}. Clearly
Note that
However, lim n→∞ P (inf w≤n S w > −y ) > 0 uniformly as d → ∞, since, using Pruitt's inequality [11] ,
(Here and later C will denote some strictly positive constant, whose value may change from line to line.) Hence, by suitably choosing C, for all n ≥ 1
and
We see from Lemma 7 that for sufficiently large d
so that
We decompose P 2 according to the value of S T by writing P 2 = P 1 2 + P 2 2 , where
5 where the last step relies on (6) . Noting that the regular variation of P (τ > n) implies that
Showing that
/ρ, will complete the proof, and we do this in a number of steps.
Step 1 We can replace P
. To see this note that the difference between these probabilities is
and the conclusion follows, again using (6).
Step 2 We can replace
. To see this note that
It is easily seen from Proposition 5 and the bound (4) that
Since P (|S n−k | ≤ y) → 1 uniformly for k ≤ n as x → ∞ and (x − u) ∼ x uniformly for |u| ≤ y, the fact that
follows by replacing x by (x − u) in the next step.
Step 3 Uniformly as d → ∞
To see this note that the left hand side of (13) can be written as
We introduce y = d 3 4 c n , which satisfies y /x → 0 and y /y → ∞, and first consider the case where u > y . We get
where we have used (10) with n replaced by k and x replaced by y . (This is valid because we could repeat the proof of (10) with d replaced by d
as n → ∞, we see that the contribution from this range is uniformly asymptotically neglible. It is also clear that, uniformly for 0 ≤ u ≤ y ,
as x → ∞. Hence, asymptotically, the left hand side of (13) behaves uniformly like
as n → ∞. Also,
Letting T y := inf{t : X t > y},
We have already seen, in the lines following (10) , that
uniformly in {n : x ≥ c n ∆ n } as x → ∞. Together with (10), (11), (12), and (16), this establishes the Theorem.
Proof of Theorem 3
We start by recording a local version of Proposition 5.
Proposition 8 Assume the conditions of Theorem 3 hold. Then
as x → ∞, uniformly for n : x/c n → ∞.
This is a special case of a result which can be found in [3] : particular cases were also proved in [5] and [9] .
As the first step in proving Theorem 3, we establish Lemma 9 below.
Lemma 9
Under the assumptions of Theorem 3, there is a ∆ ∈ (0, ∞) and n * < ∞ such that
Proof. Recall that T = inf{n : S n > y }, and write
P (S n = x, τ > n, T = t, S t = w)
Now, recalling that p, being regularly varying with index −(α+1), is asymptotic to a monotone decreasing function, we can use Proposition 8 to see that when x ≥ ∆c n and ∆ is sufficiently large
where [·] denotes the celing function. In addition,
and (18) follows.
Our next lemma provides a recursive relation for the quantity g(n, x) = n k=1 P (T k = n, H k = x), which we recall coincides with P (S n = x, τ > n), where (T, H) is defined as on page 1. One such relation,
can be found in [1] , and plays a key role in [13] . But it turns out that the following variant is appropriate in our context. (It should be mentioned that the Lévy process version of this has been used in [7] .) Lemma 10 For n ≥ 1 and x ≥ 1 we have the identity
Proof. First we prove
To see this put φ(α, β) = E{α T1 β H1 }, so that
However, writing (T k+j , H k+j )
and using the independence property, we see that
So (20) holds, and we can write the RHS of it as
Now, from equation (3) of [1] , with σ x := min(m : H m ≥ x), we have the identity
so (21) can be written as
and Lemma 10 follows. Proof. (Of Theorem 3.) Our aim is to show
and we can rewrite the result of Lemma 10 as
Therefore, showing that
as n → ∞, is sufficient to show that Theorem 3 holds. Firstly, for any δ ∈ (0, 1), when w ≤ δx and m < n we can apply estimate (17) to P (S n−m = x − w) to see that
If we write
so we need only deal with
Recalling that T := inf{t : S t > y }, we write
Note that Thus, given any ε > 0 we can find δ ε > 0, ∆ ε , and n ε such that 
By considering separately the cases α < 1, α = 1, and α > 1 it is easy to see that (22) u = o(1), and the result follows.
