Introduction
The modern era has yielded passive collection of massive observational datasets in areas such as e-commerce and electronic health. These data are promising and perilous. They may plausibly offer useful insights about causal effects of interest, but standard identification assumptions -most notably, that all confounders are measured -often fail to hold. Analysts must therefore exhibit caution before trusting causal estimates derived solely from these data.
By contrast, a well-designed experiment will yield unbiased estimates of a causal effect, obviating the need for problematic statistical assumptions. But experimental data is frequently expensive to obtain, and, as a consequence, often involves fewer units. Especially if one is interested in subgroup heterogeneity, this means experimental estimates can be imprecise. Hence, while observational data frequently has a "bias problem," experimental data may suffer from a "variance problem."
In this paper, we consider combining data from observational and experimental sources, a problem of "data fusion" (see e.g. Bareinboim and Pearl, 2016) . In Rosenman et al. (2018) , we considered this problem under the assumption that all confounders were measured. This assumption -challenging to defend in many practical problems -ensures that all selection bias can be removed if we condition on the propensity score, the conditional probability of treatment given covariates. Practically, some bias will remain due to imperfect stratification, but it can be quantified.
Here, we relax the assumption that all confounders are measured, meaning that residual bias of unknown magnitude can remain after stratifying on the propensity score. To derive combined estimators with desirable properties, we make use of the Stein Shrinkage literature. The classical James-Stein estimator, first introduced in Stein (1956) , considers shrinkage toward zero for a multivariate normal vector. But extensions, primarily discussed in Green and Strawderman (1991) and Green et al. (2005) , consider the combination of unbiased and biased estimators.
Our contributions are threefold. First, we propose a generic procedure for deriving shrinkage estimators in this setting, making use of a generalized unbiased risk estimate. Second, we develop two new estimators, prove finite sample conditions under which they have lower risk than an estimator using only experimental data, and show that each achieves a notion of asymptotic optimality. Third, we draw connections between our approach and state-of-the-art results in sensitivity analysis, including proposing a method for evaluating the feasibility of our estimators.
The remainder of this paper proceeds as follows. In Section 2, we review literature on the data fusion problem and Stein Shrinkage. In Section 3, we introduce notation and assumptions. In Section 4, we develop our procedure and introduce our estimators. In Section 5, we discuss sensitivity analysis, and in Section 6, we demonstrate the utility of our methods on a simulated dataset. The Appendix contains some of our longer proofs. Section 7 concludes.
Related Literature
Variants of the data fusion problem have a long history in the literature. In the middle of the twentieth century, Campbell (1957) introduced the concepts of "internal validity" and "external validity" to distinguish between challenges of treatment effect estimation and generalizability in quasi-experimental research. This paradigm was widely adopted among social scientists. The problem of extending causal findings across different domains is now known under the broader banner of "transportability," which subsumes results from the meta-analysis and treatment effect heterogeneity literatures (Bareinboim and Pearl, 2016) . In this context, observational data is often used to examine whether causal effects from an experiment can be generalized to a target population (Cole and Stuart, 2010; Stuart et al., 2011 ). Hartman et al. (2015 derived assumptions and placebo tests for identifying such population treatment effects from RCTs.
There has been comparatively less work on incorporating causal effects computed using observational data, likely owing to concerns about introducing bias into the estimation. One approach is to assume unconfoundedness in the observational study, meaning that all variables affecting the treatment assignment and the outcome are measured. This is our approach in Rosenman et al. (2018) , and is also used in Athey et al. (2019) . Some prior work has attempted to weaken this assumption, but typically introduces alternative assumptions. In Kallus et al. (2018) , the authors assume that the hidden confounding has a parametric structure that can be modeled effectively. In Peysakhovich and Lada (2016) , it is assumed the bias preserves unit-level relative rank ordering.
Though they were not focused on questions of causality, Green and Strawderman (1991) addressed the question of combining biased and unbiased estimators in the Empirical Bayes framework. They suppose they have two K-dimensional multivariate normal vectorsτ r andτ o such thatτ r has mean θ andτ o has mean θ − ξ. The vectors are assumed homoscedastic with covariance matrices Σ r = σ 2 I K and Σ o = v 2 I K . The goal is to estimate θ under the L 2 loss. The authors propose the estimator
and show that it dominatesτ r in terms of risk. Unsurprisingly, if ||ξ|| 2 is very small, the estimator underperforms a simple precision-weighted estimator. Yet, unlike the precision-weighted estimator, the proposed estimator has bounded risk as the biases grow.
A key question is how to generalize these results to the heteroscedastic case. The follow-up, Green et al. (2005) , proposes two estimators designed for this case. The first,
can be shown to dominateτ r (ifΣ r is perfectly estimated) under precisionweighted squared-error loss, (i.e. the squared coordinate residuals are scaled by the corresponding 1 σ 2 rk term). Under conventional squared error loss, they instead propose
The shrinkage parameter a is optimized at K − 2 for δ 2 , while it depends on the value of ξ for δ 1 . Absent information about ξ, however, the authors default to using a = K − 2 for this estimator as well.
3 Notation, Assumptions, and Set-Up
Setup
Suppose we have access to an observational study with units i in indexing set O such that |O| = n o . We also have access to an RCT with i ∈ R and |R| = n r . We associate with each unit i ∈ O ∪ R, a set of constants:
• Each unit has a pair of fixed, unseen potential outcomes (Y i (1), Y i (0)). These represent the unit's value for an outcome of interest in the presence or absence of treatment, respectively.
• We measure a covariate vector X i ∈ R p , for each unit i.
• Each unit also has a value for an unmeasured covariate, denoted U i .
For units i ∈ O, we also associate a propensity score, p i ∈ [0, 1], denoting the probability that the unit receives treatment. The propensity score is unknown to the researcher. We also associate with each i ∈ O ∪ R two random quantities:
• Each unit has a treatment indicator, W i , where W i = 1 indicates that the unit receives treatment and W i = 0 indicates that the unit is untreated.
• The value of W i defines the observed outcome, which is given by:
Assumptions and Loss Function
We suppose a stratification scheme is known, such that there are k = 1, . . . , K strata and each has an associated population weight w 1 , . . . , w K . We treat the strata as non-random. We define indexing subsets O k , R k (with cardinalities n ok , n rk ) to identify units in each stratum. We make simple assumptions about the allocation to treatment in the two studies.
Assumption 1 (Allocations to Treatment). For i ∈ O, W i ∼ Bern(p i ) for p i = f (X i , U i ), a function of the observed and unobserved covariates. For i ∈ R, treatment is allocated via a simple random sample of size n rkt for k = 1, . . . , K.
Key to our analysis is the additional assumption:
Assumption 2 (Common Treatment Effect). The average causal effects are identical between the two populations i.e. for all k = 1, . . . , K:
Denote a target of estimation τ = (τ 1 , . . . , τ K ). Assumption 2 may be more or less plausible based on our experimental set-up. It may be the case, for example, that the experiment is a multi-arm trial involving K different potential treatments. Within stratum k, all of the units would either receive treatment option k or would be assigned to a control condition. This is the setting of Dimmery et al. (2019) . In this case, the observational dataset would be an agglomeration of observational datasets in which the analogous treatments were available to units. Assumption 2 then becomes an assumption that each potential treatment has constant treatment effect such that the effects are transportable across the two datasets.
Alternatively, we may assume there is only a single treatment but substantial heterogeneity across different subgroups. These subgroups may be known a priori, or they may be discovered by deploying a modern method used for heterogeneous treatment effect estimation (Wager and Athey, 2018; Hill, 2011) . The subgroups will then be defined by covariates. Assumption 2 would thus depend on correct identification of the relevant subgroups.
In either case, the assumption is a mathematical convenience, allowing us to define a shared target of estimation. It is unlikely to hold precisely in practice, as we are working with finite sample averages rather than population means. We might, alternatively, assume that the average treatment effects differ by no more than a factor of O(1/n), or that they are equivalent only after some statistical adjustment. We do not explore such possibilities here, but consider them for future work.
Under Assumption 2, we consider our aggregate loss. We are interested in the individual causal effects within each stratum k, rather than an overall ATE. In full generality, we define our loss function as:
The stratum weights d k correspond to how much we "care" about accuracy in that particular stratum. Typically, we would want d k ≈ w k , where w k is the population weight of stratum k for a target population of interest. Lacking this, we can instead use the observational data to define a surrogate weight
In other words, we use the observational dataset frequencies to estimate the population frequencies of the strata, and then weight the strata based on these estimated population frequencies. We denote as D the diagonal matrix whose entries are given by the d k /K, such that
Estimator Distributions
We define the following estimators:
where n rkc = n rk − n rkt . Denoteτ o = (τ o1 , . . . ,τ oK ) andτ r analogously. Per the discussion in Section 3.1, we operate in the randomization framework, meaning that potential outcomes are fixed and the only random quantity is the treatment assignment. We assume sufficient sample sizes and regularity conditions such that a Central Limit Theorem holds forτ r . For more details on the technical conditions for this result, see Li and Ding (2017) . Hence, we have approximatelyτ r ∼ N (τ , Σ r ).
We need not make assumptions about the distribution aboutτ o , though we denote its mean as τ + ξ, where ξ represents a K-dimensional bias parameter. The covariance matrix is denoted Σ o . The bias results from correlation between the potential outcomes (Y i (1), Y i (0)) and the propensity scores p i within each stratum k. Denote these stratum-specific correlations as s tk and s ck and the average propensity scores within each stratum asp k . Then we can use the Delta Method to observe
A full derivation can be found in Rosenman et al. (2018) . Our assumptions imply that Σ o and Σ r will be diagonal matrices. We denote the diagonal entries of Σ o as σ 2 o1 , . . . , σ 2 oK with analogous definitions for Σ r .
Proposed Estimators

Preliminaries
We begin with a mild generalization of a result from Strawderman et al. (2003) .
is a diagonal weight matrix quantifying the relative importance of the K components. Then for
Proof. Fix a vector y and define g (y) (Z) = g(Z, y) and
By Theorem 3.1 in Strawderman et al. (2003) , we thus have
By the Tower Rule, we know
and the result follows.
From Theorem 1, we can obtain a generalization of Stein's Unbiased Risk Estimate (Stein, 1981) for our setting,
Our procedure for deriving estimators will be based on this unbiased risk estimate. For each, we will follow these steps:
1. Posit a structure for the shrinkage estimator 2. Derive a functional form for the shrinkage factor by optimizing URE, assuming the shrinkage factors are known a priori 3. Modify the estimator to account for the fact that the shrinkage factors are estimated from the data
κ 1 , Common Shrinkage Factor
We consider shrinkage estimators which share a common shrinkage factor across components. Denote a generic estimator as
where λ is our common shrinkage factor. For our second step, we will select λ by minimizing the unbiased risk estimate. This approach has substantial precedent in the literature (see e.g. Li et al., 1985; Xie et al., 2012) . Supposing λ is fixed ahead of time, the unbiased risk estimate is
(1) This expression is strictly convex in λ as long asτ r =τ o . We seek to find
Simple calculus tells us the unbiased risk estimate achieves its minimum at
giving us the estimator
This estimator generalizes the estimator of Green and Strawderman (1991) to the heteroscedastic, weighted-loss case, and the interpretation is similar. The oracle weighted-MSE-optimal shrinkage factor is
The denominator cannot be estimated from the data because the bias is unknown. But we observe that the denominator is precisely the expectation of
, and so substitute this value as our "best guess."
Our first two steps have given us the functional form of the estimator. But observe that the risk is not obtained via the expectation of (1) evaluated at λ URE 1 . This is because λ URE 1 is not actually known a priori, but rather it is estimated from the data; hence, we pay an additional risk penalty. Accounting for this additional penalty, we observe that it is preferable to shrink by less than λ URE 1 .
In our third step, we improve our estimator by optimizing a scaling value a applied to our shrinkage factor. Note that we could improve this process ad infinitum -estimating correction factors from the data, and then seeking to correct for the penalty induced by using the data to estimate the correction factor. We choose to terminate at one iteration with a provable improvement in risk, discussed in Lemma 1 below.
We observe
and optimizing over a yields
.
Putting all this together gives us our first proposed estimator, which we refer to as κ 1 :
Proof. Applying Theorem 1, we have
The following lemma gives us a testable condition under which κ 1 is strictly better thanτ r in terms of risk.
Then κ 1 dominatesτ r under our loss function.
Proof. We prove the lemma for κ(λ URE 1 ,τ r ,τ o ), after which the result follows from Lemma 1. Applying Theorem 1, we have
Under our condition, the numerator is nonpositive, and hence the risk difference is nonpositive.
Note that the condition used in Lemma 2 requires that our dimension be at least four in order to guarantee a reduction in risk. Hence, the required dimension is at least as large as that required for risk reduction when using the classical James-Stein estimator to shrink homoscedastic estimates toward their grand mean (Efron, 2012) . In our setting, it means there must be a minimum of four strata -and possibly more, if the variances and weights vary substantially across strata. In the multi-arm trial case, this means at least four distinct treatments; in the heterogeneous treatments effects case, this means at least four different subgroups for whom we believe causal effects differ.
A final potential improvement for our estimator comes from restricting our shrinkage factor to lie between 0 and 1, an improvement also applied in Green and Strawderman (1991) and Green et al. (2005) and based on results in Baranchik (1964) . Some reorganization allows us to write the estimator as
This estimator also possesses the following desirable property.
Theorem 2 (κ 1 Asymptotic Risk). Under mild conditions, in the limit K → ∞, κ 1 has the lowest risk among all estimators with a shared shrinkage factor across components.
Proof. See the first proof in the Appendix.
κ 2 , Variance-Weighted Shrinkage Factors
We may instead want to choose shrinkage factors on a component-by-component basis. One heuristic is variance-weighted shrinkage: we shrink components by a factor proportional to variance. The estimator thus relies more heavily on the RCT estimate for entries k for which σ 2 rk is small, and more heavily on the observational estimate for entries k for which σ 2 rk is large.
A generic estimator takes the form
We can follow the same procedure as in the prior section: minimize the unbiased risk estimate to determine the functional form of the estimator; compute the additional penalty incurred by estimating λ from the data; and modify the estimator. We find that
, and the scaling value is given by
Again taking the positive part, our second proposed estimator is
Then κ 2 dominatesτ r under our loss function.
Proof. The result follows from the same argument used in the proof of Lemma 3.
This estimator has the analogous property:
Theorem 3 (κ 2 Asymptotic Risk). Under mild conditions, in the limit K → ∞, κ 2 has the lowest risk among all estimators with a variance-weighted shrinkage factor across components.
Proof. See the second proof in the Appendix.
Practical Considerations
Variance Estimation
In practice, Σ r will not be known. As in Green et al. (2005) , we suggest replacing it with an estimateΣ r . Under Assumption 2, the estimator
is unbiased for σ 2 rk . However, if there is heterogeneity in the treatment effect within strata, then σ 2 rk will be a conservative estimator. If this is suspected to be a major concern, then one option is to use the positive part version of κ(λ URE 1 , τ r , τ o ) and ignore the correction factor a 1 :
For this estimator, the conservativeness ofσ 2 rk will, in expectation, yield undershrinkage ofτ r towardτ o . Hence, we will be relying more heavily on the RCT estimate than we would be with a correct estimate of Σ r , which is intuitively the favorable direction in which to err.
Propensity Score Adjustment
Because treatment is not randomized in the observational study, there will be selection bias. We do not assume unconfoundedness, but assume that some relevant covariates are measured. Hence, we can reduce (but not eliminate) bias by making use of the estimated propensity score. Because the observational study is assumed to be much larger than the RCT, adjusting by the estimated propensity score will typically be good practice: any increase in variance will be more than compensated by a decrease in bias.
Estimation of the propensity score will depend on the problem set-up. If the strata k represent different treatments, then a different propensity model should be fit in each arm. If they represent subgroups with different treatment effects, then a single propensity model can be fit. In the former case, we will obtain a propensity scorep i = f k (X i ) for each unit i ∈ O k , where f k (·) may represent a logistic regression or other binary classification model. In the latter case,p i = f (X i ) for each unit i ∈ O.
There are many ways in which to adjust for the propensity score in order to reduce bias, such as matching, stratification, and regression (see e.g. Imbens and Rubin, 2015) . We advocate stabilized inverse probability weighted (SIPW) estimation, wherê
This is simply the Horvitz-Thompson inverse probability weighted estimator with normalized weights. As we will see in the next section, the SIPW method will admit a relatively straightforward sensitivity analysis, allowing analysts to better quantify the amount of bias implied by the shrinkage estimator.
Sensitivity Analysis
In this section, we will consider sensitivity analysis when using λ 1+ with the estimation strategy described in Section 4.4.2.
Set-Up
Recall our interpretation of κ 1+ as estimating the weighted-MSE-optimal tradeoff factor λ opt from the data, where
The numerator Tr(Σ r D) is directly estimable, while we use the weighted norm of the discrepancy betweenτ o andτ r to estimate the denominator. Sensitivity analysis provides us an alternate approach to estimating λ opt . We can posit a model for the level of violation of unconfoundedness in each stratum k; compute the worst-case bias and variance under this model; and plug these "maximally pessimistic" estimates into the above formula. Such an approach would not make use of the parallel estimates of the causal effects to estimate the shrinkage factor. Rather, it would translate a set of untestable assumptions about the level of confounding into a conservative estimation strategy for trading off betweenτ o andτ r .
This approach is straightforward in the case when SIPW estimation is used in the observational study, owing to recent work by Zhao et al. (2019) . The authors propose a marginal sensitivity model that extends the widely-used Rosenbaum sensitivity model (Rosenbaum, 1987) . Crucially, this allows the degree of the confounding to be summarized by a single value, Γ, which bounds the odds ratio of the true treatment probability and the estimated treatment probability for all units in the observational study. Γ = 1 implies no unmeasured confounding, while larger values of Γ imply greater deviations from this assumption. This quantity is very similar to the one used in Rosenbaum's work, lending it ready interpretability for researchers familiar with the Rosenbaum sensitivity model. Under a given choice of Γ, Zhao and co-authors seek to derive valid confidence intervals for inverse probability weighting estimators of causal effects. They show that the worst-case bias under Γ can be determined through a linear fractional programming problem. The variance contribution to the confidence intervals is estimated via a bootstrap.
Estimating Implied Γ
When using κ 1+ , our estimated shrinkage factor will be given by
Once we posit a value for Γ, Zhao's method can be used to estimate the worst-case bias and variance when using SIPW to estimate the causal effect in the observational study within each stratum k. For each stratum k, we solve for the extrema -the largest and smallest possible estimates that are consistent with the observational data from that stratum and the sensitivity model -via the proposed linear fractional program. Subtracting out the point estimate of the causal effect and taking absolute values, this will give us two possible estimates of the bias ofτ ok : Bias lk (Γ), derived from the lower bound; and Bias rk (Γ), derived from the upper bound.
We then draw repeated bootstrap replicates from the observational units within each stratum, and compute the extrema within each replicate. Variance is estimated by computing the variance across the replicates for each of the upper and lower bounds. We obtain estimates Var lk (Γ) and Var rk (Γ). Finally, we can choose
These values can be directly plugged into the definition of λ opt to obtain an estimate λ(Γ). This points to a simple algorithm for estimating the "implied Γ" of our shrinkage estimate when using λ 1+ , assuming that Γ is shared across strata k:
• Obtain λ 1+
• Perform a binary search of Γ values until |λ 1+ − λ(Γ)| < for some small choice of . Denote this value Γ imp .
There will be some randomness to the algorithm due to the bootstrap estimation of the variance, but with a sufficiently large number of replicates and reasonable choice of the tolerance parameter , the algorithm should quickly converge. The resulting value Γ imp provides an interpretable notion of the bias for the analyst. If Γ imp lies within a range that matches the analyst's intuition, this provides license to proceed with the analysis.
If it is unreasonably small -say, Γ imp = 1.01 -then this signifies that κ 1+ is relying more heavily onτ o than the analyst thinks is reasonable. In such a case, the analyst has several options. She can simply useτ r and ignore the observational data. She can also essentially "reverse" the process given above by choosing a value of Γ that she considers reasonable, computing λ(Γ), and then using the estimator λ(Γ)τ r + (1 − λ(Γ))τ o to estimate the causal effects of interest.
Simulations
Simulation Set-Up
We demonstrate the risk reduction for our proposed estimators under a variety of simulated scenarios. Our settings are partially patterned on those used in Rosenman et al. (2018) .
In all of our simulations, our covariates X i ∈ R 3 for i ∈ O ∪ R. The observational study has n o = 10,000 subjects while the RCT has n r = 1,000. On each new sampling of the covariates, we first sample a covariance matrix Σ ∈ R 3×3 , such that each covariate has unit variance, and covariances are randomly 0 with 1/2 probability, and ±0.1 with 1/4 probability. This structure was used in Rosenman et al. (2018) because it was roughly consistent with the covariance structure present in a real data analysis making use of data from the Women's Health Initiative, a study of thousands of postmenopausal women initiated in 1991 (Writing Group for the Women's Health Initiative Investigators, 2002) . We then generate X i iid ∼ N (0, Σ) for i ∈ O∪R and generate U i = 1/3·1 T X i +η i where η i ∼ N (0, 1/4). Hence, the unmeasured covariate has some stochastic contribution but is also correlated with the measured covariates.
For the control condition, outcomes are generated as
The ε i are generated as IID N (0, 1) random variables. We assume the treatment effect varies solely as a function of the second covariate (i.e. the second column of X i ), which we refer to as X i2 . We will simulate under K = 6 ("few strata") and K = 20 ("many strata") conditions. We will also simulate with both equal-and variable-sized strata in order to include cases in whichτ r is approximately homoscedastic versus heteroscedastic. In the heteroscedastic case, we suppose the first half of the strata contain approximately 2/(3K) units per stratum while the latter half contain approximately 4/(3K). The strata are defined based on the associated quantiles of the normal distribution, since we know X i2 will follow an approximately normal distribution for i ∈ O and i ∈ R. We draw the treatment effects for each stratum according to a Uniform(0, 1) distribution, and then linearly scale the effects in order to ensure that the Cohen's d coefficient (Cohen, 1988 ) equals 0.2 in the observational study. This corresponds to what Cohen calls a "weak" effect.
We sample the covariates and potential outcomes 25 times; for each choice, we sample the treatment assignments 20 times, for a total of 500 simulations. The treatment variables in the observational study are sampled as independent Bernoulli random variables with p i = Pr(W i = 1) = 1 1 + e −γ T Xi+Ui .
In order to induce a high level of selection bias in the observational study, we choose β = γ. Note that, because p i also depends on U i , we cannot fully account for the selection bias by making use of inverse probability of treatment weighting. For units in the RCT, we randomly select half of the units within each stratum and assign them the treatment.
We consider the performance of competing estimators. First, we include our two proposed estimators, κ 1+ and κ 2+ . We also consider Green and Strawderman's estimators, δ 1 and δ 2 . Lastly, we compute an oracle estimator, which takes a convex combination ofτ r andτ o weighted by the true optimal inverse-MSE weight, λ opt . For each estimator, we estimate the risk via the average loss over the 500 simulations. We use d k = n ok /n o weighting scheme discussed earlier, which will yield D ≈ 1/K · I K in the homoscedastic case but variable weights in the heteroscedastic case. Our main performance metric is the percent reduction in risk for these estimators as compared to the RCT-alone estimator τ r . Larger risk reductions are preferred. Our estimators also outperformτ o in terms of risk across all the simulation conditions, though we do not directly report this risk reduction in the plots to follow.
Identical Observational and RCT Covariate Distributions
We first consider the case in which the observational and RCT covariates are sampled from the same distribution, as described in the prior section. This is a somewhat ideal case, since it yields greater comparability between the datasets. To begin, we suppose that no effort is made to account for the (considerable) selection bias in the observational study. Results from these simulations are given in Figure 1 . We see immediately that all the estimators yield an improvement relative to useτ r . The improvements are typically quite modest -on the order of 1% for our estimators in the 6-strata case, and 5% in the 20-strata cases. This owes directly to the high bias inτ o . For context, the risk ofτ o was about 50 times that of the risk ofτ r in the 6-strata simulations, and about 15 times larger in the 20-strata simulations. Hence, it is challenging to make use of these highly biased data to improve estimation, but we are still able to realize risk reductions.
In the case of 6 strata, the best performing estimator is κ 2 in both the similar-size and variable-size conditions. We see κ 1 and δ 1 are quite competitive with κ 2 in this scenario, while δ 2 appears to be a laggard. We are only able to realize risk reductions about half that of the oracle when there are few strata.
By comparison, in the 20-strata case, the estimators that make use of a single shrinkage factor -κ 1 and δ 1 -outperform their counterpart estimators, which induce different shrinkage factors across components. Our estimator, κ 1 , performs slightly better in the variable-size case while the Green and Strawderman estimator, δ 1 , performs slightly better in the similar-size case. As dictated by the theory, we are able to get somewhat closer to oracle performance when there are more strata.
Much more substantial risk reductions are possible if we are able to reduce the bias ofτ o . Hence, we compute the same simulations but alter the estimation strategy in the observational dataset by using stabilized inverse probability of Figure 1 : Percent reduction in risk relative toτ r for our proposed estimators, the Green and Strawderman estimators, and an oracle under four different conditions. Here, we assumeτ o is computed without any adjustment for selection bias, yielding a highly biased estimator. Figure 2 : Percent reduction in risk relative toτ r for our proposed estimators, the Green and Strawderman estimators, and an oracle under four different conditions. Here, we assumeτ o is computed by stabilized inverse probability of treatment weighting, such that some of the selection bias is removed. treatment weighting in each stratum, as described in Section 4.4.2. Though we cannot remove all of the bias due to the influence of the unmeasured confounder, we can remove a large portion. The results are given in Figure 2 .
First, we note that the risk reductions are much larger in magnitude -on the order of 30% for our estimators in the 6-strata case, and 50% in the 20-strata case. This owes directly to the bias reduction inτ o , whose risk is only approximately 40% higher than that ofτ r in the 6-strata case and almost identical to that ofτ r in the 20-strata case.
Our estimators do best in all four scenarios. In the 6-strata, similar-size condition, κ 2 performs best, while κ 1 is the top performer in the other three conditions. Again, we see that when there are more strata, estimators using a single shrinkage factor outperform their counterparts using distinctive shrinkage factors across components. Moreover, we are able to get quite close to oracle performance, especially when using 20 strata.
Differing Observational and RCT Covariate Distributions
We also consider the case where the distributions of the covariates differ between the observational and experimental studies. To induce the discrepancy, we first sample the mean vector for the observational covariates within each of the outer simulation loops, where each of the three entries is drawn from a Uniform(−1/2, 1/2) distribution. This yields a mean vector µ o , and we then
The RCT covariates are still sampled as X i iid ∼ N (0, Σ). The strata are again defined by X i2 , with the same quantiles used as in the prior case. In practice, this means we no longer have Σ o ≈ Σ r in any of the conditions.
Results without stabilized IPW adjustment forτ o are given in Figure 3 . In general, all estimators have degraded somewhat in performance relative to the oracle, and our variable-shrinkage estimators, κ 2 and δ 2 , lag substantially behind their counterpart estimators. κ 2 underperforms in all of these simulations, and actually yield a risk increase in the 6-strata, variable-size case. Fortunately, we would know this ahead of time; in the majority of the data draws, we find 4 max k d 2 k σ 4 rk > k d 2 k σ 4 rk , so Lemma 3 does not apply. While κ 1 is competitive in all four scenarios, it is the Green and Strawderman estimator, δ 1 , that achieves the largest reductions in all conditions. The estimators appears to be slightly more robust in the case of a high-biaŝ τ o and distributional differences between the observational and experimental covariates.
Lastly, we recompute the estimators with stabilized IPW estimation used to computeτ o . The results are given in Figure 4 . Surprisingly, κ 2 is our best performer in the case of 6 similar-size strata. For the remaining condition, we again have very similar performance between κ 1 and δ 1 , with δ 1 modestly edging κ 1 for the lead in each condition.
Conclusion
There exists a considerable history in the statistics literature of minimizing unbiased risk estimates to obtain tuning parameters. Drawing on this work, we have developed a procedure for deriving shrinkage estimators that trade off between a biased and unbiased estimator of a K-dimensional parameter. We first generalize a result from Strawderman in order to obtain an unbiased risk estimate in our setting. We then posit a structure for the tradeoff estimator; derive its functional form by minimizing the unbiased risk estimate; and reoptimize to address the penalty we incur for using the data to both estimate the shrinkage factor and the estimand itself. We used this procedure to introduce two new estimators, termed κ 1 and κ 2 , for which we proved testable finite-K conditions under which they have lower risk than the unbiased estimator. We also showed that both estimators achieve a notion of optimality in the limit of infinite K. Here, we assumeτ o is computed without any adjustment for selection bias, yielding a highly biased estimator. We also induce different distributions for the covariates X i among the observational and RCT units. Figure 4 : Percent reduction in risk relative toτ r for our proposed estimators, the Green and Strawderman estimators, and an oracle under four different conditions. Here, we assumeτ o is computed by stabilized inverse probability of treatment weighting, such that some of the selection bias is removed. We also induce different distributions for the covariates X i among the observational and RCT units.
We are interested in deploying these methods to address a problem in causal inference: how to combine observational and experimental data to estimate causal effects. Observational data is ubiquitous, but because treatment is not randomly assigned, the causal estimates it yields are biased. Propensity score methods can be used to reduce this bias. But it cannot be eliminated unless we are willing to make the burdensome assumption that all confounding variables are measured. By contrast, experimental data yields causal estimates that are unbiased, but often have higher variance, because such data is typically expensive to obtain. Our estimators, κ 1 and κ 2 , provide a template for combining these two types of data in order to manage the bias-variance tradeoff and yield lower overall risk.
For the practical use of these estimators, we develop connections to a sensitivity analysis method proposed by Zhao and co-authors. We also explore the estimators' performance on a simulated dataset in which we seek to quantify weak causal effects using a small experiment and a larger observational study suffering from unmeasured confounding. In the simulations, we compare the performance of κ 1 and κ 2 against two estimators proposed by Green and Strawderman, δ 1 and δ 2 . We find that κ 1 achieves lower risk than an estimator derived solely from the experimental data under all tested conditions, while κ 2 does better in all but one case. κ 1 typically achieves lower risk than Green and Strawderman's estimators when the covariate distribution is similar in the observational and experimental data. However, δ 1 is slightly more robust when the distributions differ.
There are numerous potential extensions to this work. We have explored two shrinkage structures in this text -shrinkage by a constant factor, and shrinkage by a variance-weighted factor -but our procedure is general and can be used to derive alternative estimators. We might, for example, incorporate auxiliary information in order to guess which strata suffer from the most bias in the observational study. We could then design our estimator to shrink less toward the observational estimate in these strata. Or, we might be interested in a thresholding approach in which we rely solely onτ rk in strata k for whichτ rk differs more than some threshold ∆ fromτ ok .
In future work, we will also seek to weaken our assumptions. To establish theoretical results, we have supposed that the strata are well-defined in the observational and experimental datasets, and that average treatment effects are shared within strata across the datasets. In many practical examples, analysts will be interested in heterogeneous treatment effect estimation. They will face a tradeoff between trying to estimate many subgroup treatment effects less accurately versus more stable estimation of fewer effects. Our methods require a minimum of four strata to guarantee a risk reduction, and potentially many more in a case with substantial heteroscedasticity or highly differential weights by stratum. The assumption of shared average treatment effects is also unlikely to hold exactly in practice. We will aim to develop practical guidelines for determining a reasonable set of strata for which to estimate causal effects, and measures of robustness to violations of Assumption 2. Lemma 4 tells us that our risk estimate URE(τ , κ(λ,τ r ,τ o )) is close to the actual loss of our estimator L(τ , κ(λ,τ r ,τ o )) as the dimension grows large. It follows that minimizing our risk estimate should yield a competitive estimator. We can formalize this result by considering the risk of any other estimator with a constant shrinkage factor, κ(λ,τ r ,τ o ). Lastly, recall from Lemma 1 that κ 1 has risk as low as R(τ , κ(λ URE 1 ,τ r ,τ o )). In combination with Lemma 7, this completes the proof of Theorem 2.
Proof of Theorem 3
The proof is substantively similar to that of Theorem 7. As κ 2 has risk no greater than κ(λΣ r ,τ r ,τ o )), this completes the proof of Theorem 3.
