An analytical variation of the discrete-ordinates method is used to establish a concise and accurate solution to the temperature-jump problem for a binary gas mixture. The analysis is based on Boltzmann equations of the BGK type subject to Maxwell's boundary conditions with arbitrary accommodation coe$cients. The results include the complete temperature and density "elds for speci"ed mass, density and collision frequency ratios. The numerical results are of benchmark quality, and the required computational time is only a few seconds on a typical PC.
Introduction
The problem of heat conduction in a slightly rare"ed gas adjacent to a solid wall is a classical problem in kinetic theory. It is well known as the temperature-jump problem, and over the years a complete treatment [1}3] has been given for the case of a single-component gas. However, the corresponding problem for a multi-component gas mixture has received much less attention. This is mainly due to the fact that for mixtures a system of coupled kinetic equations must be solved, and so naturally the computational e!ort required is signi"cantly increased. Most of the existing work in this direction is focused on the case of purely di!use molecular re#ection at the wall [4, 5] , or it is concerned only with the estimation of the macroscopic discontinuities at the surface of the wall [6, 7] .
Recently, a complete investigation of the temperature-jump problem for a two-component gas was reported by Onishi [8] . In that work [8] linearized versions of the Boltzmann equation of the BGK type [9] , along with specular-di!use boundary conditions, were transformed into a set of integral equations, and the unknown temperature and density "elds were computed by the application of a re"ned moment method [4, 10] . It is the purpose of the present work to solve Onishi's temperature-jump problem [8] for a binary gas mixture by following, however, a completely di!erent mathematical procedure. A semi-analytical, numerical approach, based on an analytical version of the discrete-ordinates method [11}14] and some new computational ideas [15] , complimented by aspects of the method of elementary solutions [16] , are used for this work. While this present version of the discrete-ordinates method has been used recently to solve a collection [17}21] of classical problems for single-component gases, the method has been used for a binary mixture, so far, only for the Couette-#ow problem [22] . The present work is the "rst implementation of the method for the coupled temperature}density problem relevant to twocomponent gas mixtures. Here, a system of four coupled kinetic equations (two for each gas) is solved. The focus of this work is on the formulation of a particularly elegant, concise and accurate solution that de"nes an algorithm that is especially easy to implement.
Kinetic equations and boundary conditions
To begin our analysis, we consider that our mixture of two species of gas particles can be modeled by a pair of coupled linearized Boltzmann}BGK equations which we write as
and
where for i"1 and 2
Here our basic unknowns h
, are perturbations from Maxwellian distributions for the two species of gas particles, x is the dimensionless spatial variable and the normalized particle velocity vector has components c V , c W , c X and magnitude c. As we intend to compare our "nal results with those of Onishi [8] , we chose to de"ne the physical parameters relevant to this model in terms of those previously used, and so we write [8] " a #a 1#a Here M"m /m is the ratio of particle masses, G "m G /(m #m ), for i"1,2, are the reduced masses,
where n /n is the ratio of particle densities and the various k GH are collision-interaction parameters. We note that Eqs. 
for c V 3(0,R) and all c W and c X . Here
and the G , i"1,2, are accommodation coe$cients. Having de"ned the basic starting equations for this work, we will consider that the six basic parameters 
for i"1,2, we "nd we can rewrite Eqs. (2) as
Now to "nd de"ning equations for H G (x, c V ) and H G (x, c V ), we "rst multiply Eqs. (1) and (6) 
and integrate over all c W and all c X . We then repeat this projection process using
instead of (c W , c X ). In this way we "nd, after changing c V to ,
for x3(0,R) and 3(!R,R), and
for 3(0,R). At this point the vector-valued function
is our basic unknown. In addition, the known quantities in Eqs. (11) and (12) are
and I is the 2;2 identity matrix. While Eq. (12) is the considered boundary condition at the wall (x"0), we clearly must place constraints on the desired solution as x tends to in"nity. Here, we follow Ref. [8] and impose the conditions
where the vector-valued functions T(x) and N(x) have, respectively, the perturbed temperature and densities ¹ (x) and ¹ (x) and N (x) and N (x) as components. And so to be clear, we note that now we seek a solution of Eq. (11) that satis"es Eq. (12) and also Eqs. (20) and (21), once
have been used. We wish ultimately to compute N(x) and T(x) for all x50.
The discrete-ordinates solution
As we have already used our version of the discrete-ordinates method [15] to solve a collection [17}22] of problems in the area of rare"ed gas dynamics, our discussion of the method here will be brief. To establish our discrete-ordinates equations, we replace the integral term in Eq. (11) by a numerical quadrature representation and then evaluate the resulting equation at the nodes of the quadrature scheme to obtain
where
for i"1, 2, 2 , N. In writing Eq. (24) as we have, we are clearly considering that the N quadrature points + I , and the N weights +w I , are de"ned for use on the integration interval [0,R). We note that it is to this feature of using a`half-rangea quadrature scheme that we partially attribute the especially good accuracy we have obtained from the solution reported here. Now seeking exponential solutions, we substitute
into Eq. (24) to "nd
If we now let
then we can rewrite the two ($) versions of Eq. (27) as
In writing Eqs. (30), we have introduced the 4N;4N block diagonal matrices
In addition the 4N;4N matrix W has N block rows each given by
Continuing, we now let
so that, we can eliminate between the sum and the di!erence of Eqs. (30a) and (30b) to "nd
is 4N;4N block diagonal and "1/ .
Considering that we have solved the eigenvalue problem de"ned by Eq. (36) to obtain the 4N eigenvalues H , we now have the 4N (positive) separation constants H " \ H available, and so we can deduce from Eqs. (27) and (28) that
Here
Now, assuming that we have used numerical linear-algebra techniques to "nd the separation constants H and the vectors F( H ), we write a "rst version of the solution to our discrete-ordinates equations as
where the constants +A H , and +B H , are, at this point, arbitrary. Of course, we cannot allow H " G or H " G in Eq. (43). At this point, we wish to introduce a modi"cation to Eq. (43) that is important for the problem considered in this work. We have found that det ( ), where
has a sixth-order zero at in"nity, and so we choose to ignore the contributions in Eq. (43) from the three largest eigenvalues, say , and , and (instead) to include the exact solutions
And so we now rewrite Eq. (43) as
where in general
To conclude this section, we note that the solution of our discrete-ordinates equations, as given by Eqs. (49) and (50), contains 8N arbitrary constants +A H , and +B H , that we must determine, from the boundary condition at the wall and the imposed conditions as x tends to in"nity, so as to de"ne the solution we seek.
Computational details and numerical results
Having developed the basic elements of our discrete-ordinates solution, we now are ready to solve the problem of interest here, and so, restating from Section 2, we seek an unbounded (as x tends to in"nity) solution of
for x3(0,R) and 3(!R,R), that satis"es
for 3(0,R). In addition, the desired solution must satisfy the conditions 
We note that there are still 4N!2 unknown constants in the solution given by Eq. (57), and so we intend to determine these constants from the boundary condition at the wall. To pursue this, we write a discrete-ordinates version of Eq. (52) as
for i"1, 2, 2 , N. We have written both of Eqs. (59) in order to emphasize a particular feature of the solution given by Eq. (57). We think of Eq. (57) as being comprised of two components, one having to do with the vector R( ) that is de"ned for all and the remaining part that is de"ned only at +$ G ,. And so when we wish to evaluate integrals involving Eq. (57), we integrate the terms related to R( ) exactly (if we can) and we use our quadrature scheme to integrate the other component.
The collection of equations de"ned by either of Eqs. (59) consists of 4N linear equations for the 4N!2 unknowns A and A H , for j"4, 5, 2 , 4N, and so the linear system is clearly overly determined. While we could follow what was done in Ref. [18] and use a projection technique to obtain a`squarea system, we intend to follow Ref. [21] and to solve the overly determined system in a`least-squaresa sense. And so, we consider our solution complete. Of course, having de"ned the vector-valued function Y(x, ), we can "nd the temperature perturbations from Eq. (23) and the density perturbations from Eq. (22) . We express these results as
and Table 1 The temperature-jump coe$cient for m /m "0.5 with k /k "1 and k is the so-called temperature-jump coe$cient.
Having formulated our results, we are ready to discuss a few of the computational details concerning the numerical implementation of the solution. As much of this discussion follows directly from Refs. [15, 17] , we can be brief. To start, we note that our solution is not de"ned until we specify a quadrature scheme, and so, "rst of all, we have used either the transformation
or the transformation
to map the interval 3[0,R) onto u3[0,1], and we then used a Gauss}Legendre scheme mapped onto the interval [0,1]. Of course other quadrature schemes could be used, but the scheme mentioned has worked so well for us that we have not investigated other choices. In regard to the choice of quadrature points, we consider it important to note, because of the way our basic eigenvalue problem is formulated, that we must exclude zero from the set of quadrature points. Of course to exclude zero from the quadrature set is not considered a serious restriction since typical Gauss quadrature schemes do not include the end-points of the integration interval. Having de"ned our quadrature scheme, we found the required separation constants + H , by using the driver program RG from the EISPACK collection [23] to "nd the eigenvalues de"ned by Eq. (36). We then used the subroutine DGECO from the LINPACK package [24] to compute the required null vectors F( H ) as de"ned by Eq. (40), and so, after using the subroutines DQRCO and DQRSL, also from the LINPACK package [24] , to solve in a least-squares sense the linear system derived from Eqs. (59) to "nd the constants A, A H , for j"4, 5, 2 , 4N, we consider our solution complete. Finally, but importantly, we wish to take into account the fact that the right-hand side of Eq. (38) can perhaps, for some values of H and G , be zero from a computational point-of-view. Of course, in this event some of the constants from the collection + H , H , will be equal to some of the nodes from the collection + I ,, and this is clearly not allowed (without quali"cation) in Eq. (39). We have found that as long as we seek qualities, such as the temperature and density perturbations, that are de"ned in terms of integrals (that are evaluated by our de"ned quadrature scheme) of the basic Table 2 The temperature-jump coe$cient for m /m "2 with k /k "1 and k Table 3 The temperature and density perturbations for the case m /m "1/5.0415 with "0.5, "0.5, k /k "1.339 and k /k "0.642 discrete-ordinates solution, then we can simply omit, from some aspects our calculation, all N o!ending quadrature points and all 4N o!ending separation constants. While this procedure can, we believe, be justi"ed in terms of the numerics of the problem, a more elegant (and perhaps more complicated) procedure, as was reported in Ref. [18] , could have been used here.
To complete this work, we use the accompanying tables to list our results, which we believe to be correct to all digits given, for the temperature-jump coe$cient and the temperature and density perturbations, T(x) and N(x) (Tables 1}3). Of course, we have no proof of the accuracy of our results, but we have done various things to establish the con"dence we have. First of all, we have increased the value of N used in our computations until we found stability in the "nal results, and we have also used both nonlinear maps given by Eqs. (63) to obtain the same results as given in our tables. In regard to published results, we have found only Onishi's work [8] , and so we have con"rmed, except for two cases, all "ve of the signi"cant "gures for the temperature-jump coe$cient reported by Onishi. Although Onishi [8] did not report his results for the temperature and density perturbations in tabular form (and so a de"nitive comparison with those results cannot be made), we have con"rmed the qualitative form of Onishi's results (given in a graphical format). We have also obtained our "nal results from two independently developed FORTRAN and MATLAB implementations of our solution, and so we believe we can justify the con"dence we have in our reported numerical results.
We note that we have typically used N"50 to generate the results listed in our tables and that our FORTRAN implementation (no special e!ort was made to make the code especially e$cient) of our discrete-ordinates solution (with N"50) runs in less than a 3 s on a 400 MHz Pentiumbased notebook PC. Finally, to have some idea about N , the number of quadrature points not included in some parts of our calculation, we note that using "10\ to decide if an eigenvalue and a quadrature point were the same`computationallya, we found N "2 when N"50 and the map de"ned by Eq. (63b) were used.
Concluding remarks
The classical half-space temperature-jump problem has been solved for the case of a binary gas mixture. The solution is based on a concise analytical version of the discrete-ordinates method which has been implemented to yield numerical results of high accuracy for the temperature-jump coe$cient and temperature and density "elds. We believe the ease of use and particularly the accurate results obtained justify our con"dence that the method can also be used to solve a much larger class of problems in the general area of rare"ed-gas dynamics.
