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Abstract
We propose maximum likelihood estimation
for learning Gaussian graphical models with a
Gaussian (`22) prior on the parameters. This
is in contrast to the commonly used Laplace
(`1) prior for encouraging sparseness. We
show that our optimization problem leads to
a Riccati matrix equation, which has a closed
form solution. We propose an e cient al-
gorithm that performs a singular value de-
composition of the training data. Our algo-
rithm is O(NT 2)-time and O(NT )-space for
N variables and T samples. Our method is
tailored to high-dimensional problems (N  
T ), in which sparseness promoting methods
become intractable. Furthermore, instead of
obtaining a single solution for a specific reg-
ularization parameter, our algorithm finds
the whole solution path. We show that the
method has logarithmic sample complexity
under the spiked covariance model. We also
propose sparsification of the dense solution
with provable performance guarantees. We
provide techniques for using our learnt mod-
els, such as removing unimportant variables,
computing likelihoods and conditional distri-
butions. Finally, we show promising results
in several gene expressions datasets.
1 Introduction
Estimation of large inverse covariance matrices, par-
ticularly when the number of variables N is signifi-
cantly larger than the number of samples T , has at-
tracted increased attention recently. One of the main
reasons for this interest is the need for researchers
to discover interactions between variables in high di-
mensional datasets, in areas such as genetics, neuro-
science and meteorology. For instance in gene expres-
sion datasets, N is in the order of 20 thousands to 2
millions, while T is in the order of few tens to few hun-
dreds. Inverse covariance (precision) matrices are the
natural parameterization of Gaussian graphical mod-
els.
In this paper, we propose maximum likelihood esti-
mation for learning Gaussian graphical models with a
Gaussian (`22) prior on the parameters. This is in con-
trast to the commonly used Laplace (`1) prior for en-
couraging sparseness. We consider the computational
aspect of this problem, under the assumption that the
number of variables N is significantly larger than the
number of samples T , i.e. N   T .
Our technical contributions in this paper are the fol-
lowing. First, we show that our optimization prob-
lem leads to a Riccati matrix equation, which has a
closed form solution. Second, we propose an e cient
algorithm that performs a singular value decomposi-
tion of the sample covariance matrix, which can be
performed very e ciently through singular value de-
composition of the training data. Third, we show log-
arithmic sample complexity of the method under the
spiked covariance model. Fourth, we propose sparsifi-
cation of the dense solution with provable performance
guarantees. That is, there is a bounded degradation
of the Kullback-Leibler divergence and expected log-
likelihood. Finally, we provide techniques for using
our learnt models, such as removing unimportant vari-
ables, computing likelihoods and conditional distribu-
tions.
2 Background
In this paper, we use the notation in Table 1.
A Gaussian graphical model is a graph in which all
random variables are continuous and jointly Gaussian.
This model corresponds to the multivariate normal dis-
tribution for N variables with mean µ and covariance
matrix ⌃ 2 RN⇥N . Conditional independence in a
Table 1: Notation used in this paper.
Notation Description
A ⌫ 0 A 2 RN⇥N is symmetric and positive
semidefinite
A   0 A 2 RN⇥N is symmetric and positive defi-
nite
kAk1 `1-norm of A 2 RN⇥M , i.e. Pnm |anm|
kAk1 `1-norm of A 2 RN⇥M , i.e. maxnm |anm|
kAk2 spectral norm of A 2 RN⇥N , i.e. the maxi-
mum eigenvalue of A   0
kAkF Frobenius norm of A 2 RN⇥M , i.e.pP
nm a
2
nm
tr(A) trace of A 2 RN⇥N , i.e. tr(A) =Pn ann
hA,Bi scalar product of A,B 2 RN⇥M , i.e.P
nm anmbnm
A#B geometric mean of A,B 2 RN⇥N , i.e. the
matrix Z ⌫ 0 with maximum singular values
such that

A Z
Z B
 
⌫ 0
Gaussian graphical model is simply reflected in the
zero entries of the precision matrix ⌦ = ⌃ 1 (Lau-
ritzen, 1996). Let ⌦ = {!n1n2}, two variables n1
and n2 are conditionally independent if and only if
!n1n2 = 0.
The log-likelihood of a sample x 2 RN in a Gaussian
graphical model with mean µ and precision matrix ⌦
is given by:
L(⌦,x) ⌘ log det⌦  (x  µ)>⌦(x  µ) (1)
In this paper, we use a short hand notation for the
average log-likelihood of T samples x(1), . . . ,x(T ) 2
RN . Given that this average log-likelihood depends
only on the sample covariance matrix b⌃, we define:
L(⌦, b⌃) ⌘ 1
T
X
t
L(⌦,x(t))
= log det⌦  hb⌃,⌦i (2)
A very well known technique for the estimation of
precision matrices is Tikhonov regularization (Duchi
et al., 2008). Given a sample covariance matrix b⌃ ⌫ 0,
the Tikhonov-regularized problem is defined as:
max
⌦ 0
L(⌦, b⌃)  ⇢ tr(⌦) (3)
for regularization parameter ⇢ > 0. The term L(⌦, b⌃)
is the Gaussian log-likelihood as defined in eq.(2). The
optimal solution of eq.(3) is given by:
b⌦ = (b⌃+ ⇢I) 1 (4)
The estimation of sparse precision matrices was first
introduced in (Dempster, 1972). It is well known that
finding the most sparse precision matrix which fits a
dataset is a NP-hard problem (Banerjee et al., 2006;
Banerjee et al., 2008). Since the `1-norm is the tighest
convex upper bound of the cardinality of a matrix,
several `1-regularization methods have been proposed.
Given a dense sample covariance matrix b⌃ ⌫ 0, the
`1-regularized problem is defined as:
max
⌦ 0
L(⌦, b⌃)  ⇢k⌦k1 (5)
for regularization parameter ⇢ > 0. The term L(⌦, b⌃)
is the Gaussian log-likelihood as defined in eq.(2). The
term k⌦k1 encourages sparseness of the precision ma-
trix.
From a Bayesian viewpoint, eq.(5) is equivalent to
maximum likelihood estimation with a prior that as-
sumes that each entry in ⌦ is independent and each
of them follow a Laplace distribution (`1-norm).
Several algorithms have been proposed for solving
eq.(5): sparse regression for each variable (Mein-
shausen & Bu¨hlmann, 2006; Zhou et al., 2011), de-
terminant maximization with linear inequality con-
straints (Yuan & Lin, 2007), a block coordinate de-
scent method with quadratic programming (Banerjee
et al., 2006; Banerjee et al., 2008) or sparse regression
(Friedman et al., 2007), a Cholesky decomposition ap-
proach (Rothman et al., 2008), a projected gradient
method (Duchi et al., 2008), a projected quasi-Newton
method (Schmidt et al., 2009), Nesterov’s smooth op-
timization technique (Lu, 2009), an alternating lin-
earization method (Scheinberg et al., 2010), a greedy
coordinate descent method (Scheinberg & Rish, 2010),
a block coordinate gradient descent method (Yun
et al., 2011), quadratic approximation (Hsieh et al.,
2011), Newton-like methods (Olsen et al., 2012), itera-
tive thresholding (Guillot et al., 2012), greedy forward
and backward steps (Johnson et al., 2012) and divide
and conquer (Hsieh et al., 2012).
Additionally, a general rule that uses the sample co-
variance b⌃ and splits the graph into connected com-
ponents was proposed in (Mazumder & Hastie, 2012).
After applying this rule, one can use any of the above
methods for each component separately. This tech-
nique enables the use of `1-regularization methods
to very high dimensional datasets. To the best of
our knowledge, (Mazumder & Hastie, 2012) reported
results on the highest dimensional dataset (24,481
genes).
3 Problem Setup
In this paper, we assume that the number of variables
N is significantly larger than the number of samples
T , i.e. N   T . This is a reasonable assumption is sev-
eral contexts, for instance in gene expression datasets
where N is in the order of 20 thousands to 2 millions,
while T is in the order of few tens to few hundreds.
Given a sample covariance matrix b⌃ ⌫ 0, we define
the Riccati-regularized problem as:
max
⌦ 0
L(⌦, b⌃)  ⇢
2
k⌦k2F (6)
for regularization parameter ⇢ > 0. The term L(⌦, b⌃)
is the Gaussian log-likelihood as defined in eq.(2). The
term k⌦kF is the Frobenius norm. We chose the name
“Riccati regularizer” because the optimal solution of
eq.(6) leads to a Riccati matrix equation.
From a Bayesian viewpoint, eq.(6) is equivalent to
maximum likelihood estimation with a prior that as-
sumes that each entry in ⌦ is independent and each
of them follow a Gaussian distribution (`22-norm).
Surprisingly, the problem in eq.(6) has not received
much attention. The problem was briefly mentioned
in (Witten & Tibshirani, 2009) as a subproblem of a
regression technique. A tangentially related prior is
the `22-norm regularization of the Cholesky factors of
the precision matrix (Huang et al., 2006).
It is well known that `1-regularization allows obtain-
ing an inverse covariance matrix that is “simple” in the
sense that it is sparse, with a small number of non-zero
entries. Our proposed `22-regularizer allows obtaining
an inverse covariance that is also “simple” in the sense
that it is low-rank as we will show in Section 4. On
the other hand, the solution of the `1-regularized prob-
lem in eq.(5) is full-rank with N di↵erent eigenvalues,
even for simple cases such as datasets consisting of just
two samples. One seemingly unavoidable bottleneck
for `1-regularization is the computation of the covari-
ance matrix b⌃ 2 RN⇥N which is O(N2T )-time and
O(N2)-space. Moreover, the work of (Banerjee et al.,
2006) showed that in order to obtain an "-accurate so-
lution, we need O(N4.5/")-time. It is also easy to ar-
gue that without further assumptions, sparseness pro-
moting algorithms are ⌦(N3)-time and O(N2)-space.
This is prohibitive for very high dimensional datasets.
The method of connected components (Mazumder &
Hastie, 2012) can reduce the requirement of ⌦(N3)-
time. Unfortunately, in order to make the biggest
connected component of a reasonable size N 0 = 500
(as prescribed in (Mazumder & Hastie, 2012)), a very
large regularization parameter ⇢ is needed. As a re-
sult, the learnt models do not generalize well as we
will show experimentally in Section 5.
4 Linear-Time and Space Algorithms
In this section, we propose algorithms with time-
complexity O(NT 2) and space-complexity O(NT ) by
using a low-rank parameterization. Given our assump-
tion that N   T , we can say that our algorithms are
linear time and space, i.e. O(N).
4.1 Solution of the Riccati Problem
Here we show that the solution of our proposed
Riccati-regularized problem leads to the Riccati ma-
trix equation, which has a closed form solution.
Theorem 1. For ⇢ > 0, the optimal solution of the
Riccati-regularized problem in eq.(6) is given by:
b⌦ = lim
"!0+
✓✓
1
⇢
b⌃"◆#✓b⌃ 1" + 14⇢ b⌃"
◆
  1
2⇢
b⌃"◆
(7)
where b⌃" = b⌃+ "I.
Proof. First, we consider b⌃" = b⌃ + "I   0 for some
small " > 0 instead of b⌃ ⌫ 0. The "-corrected
version of eq.(6), that is max⌦ 0 L(⌦, b⌃")  ⇢2k⌦k2F
has the minimizer b⌦" if and only if the derivative of
the objective function at ⌦ = b⌦" is equal to zero.
That is, b⌦ 1"   b⌃"   ⇢b⌦" = 0. The latter equa-
tion is known as the Riccati matrix equation, which by
virtue of Theorem 3.1 in (Lim, 2006) has the solutionb⌦" = ⇣ 1⇢ b⌃"⌘#⇣b⌃ 1" + 14⇢ b⌃"⌘  12⇢ b⌃". By taking the
limit "! 0+, we prove our claim.
Although the optimal solution in eq.(7) seems to re-
quire ⌦(N2) andO(N3) operations, in the next section
we show e cient algorithms when N   T .
4.2 Spectral Method for the Riccati and
Tikhonov Problems
In what follows, we provide a method for computing
the optimal solution of the Riccati-regularized problem
as well as the Tikhonov-regularized problem by us-
ing singular value decomposition of the training data.
First, we focus on the Riccati-regularized problem.
Theorem 2. Let b⌃ = UDU> be the singular value
decomposition of b⌃, where U 2 RN⇥T is an orthonor-
mal matrix (i.e. U>U = I) and D 2 RT⇥T is a di-
agonal matrix. For ⇢ > 0, the optimal solution of the
Riccati-regularized problem in eq.(6) is given by:
b⌦ = UeDU> + 1p
⇢
I (8)
where eD 2 RT⇥T is a diagonal matrix with entries
(8t) edtt =q 1⇢ + d2tt4⇢2   dtt2⇢   1p⇢ .
Proof Sketch. We consider an over-complete singular
value decomposition by adding columns toU, thus ob-
taining U¯ 2 RN⇥N such that U¯U¯> = I, which allows
obtaining a singular value decomposition for b⌃". Then
we apply Theorem 1 and properties of the geometric
mean for general as well as diagonal matrices.
(Please, see Appendix B for detailed proofs.)
Next, we focus on the Tikhonov-regularized problem.
Theorem 3. Let b⌃ = UDU> be the singular value
decomposition of b⌃, where U 2 RN⇥T is an orthonor-
mal matrix (i.e. U>U = I) and D 2 RT⇥T is a di-
agonal matrix. For ⇢ > 0, the optimal solution of the
Tikhonov-regularized problem in eq.(3) is given by:
b⌦ = UeDU> + 1
⇢
I (9)
where eD 2 RT⇥T is a diagonal matrix with entries
(8t) edtt =  dtt⇢(dtt+⇢) .
Proof Sketch. We consider an over-complete singular
value decomposition by adding columns to U, thus
obtaining U¯ 2 RN⇥N such that U¯U¯> = I, which al-
lows obtaining a singular value decomposition for b⌦.
The final result follows from eq.(4).
Note that computing b⌃ 2 RN⇥N is O(N2T )-time. In
fact, in order to solve the Riccati-regularized problem
as well as the Tikhonov-regularized problem, we do not
need to compute b⌃ but its singular value decomposi-
tion. The following remark shows that we can obtain
the singular value decomposition of b⌃ by using the sin-
gular value decomposition of the training data, which
is O(NT 2)-time.
Remark 4. Let X 2 RN⇥T be a dataset composed
of T samples, i.e. X = (x(1), . . . ,x(T )). Without
loss of generality, let assume X has zero mean, i.e.bµ = 1T Pt x(t) = 0. The sample covariance matrix
is given by b⌃ = 1TXX> ⌫ 0. We can obtain the
singular value decomposition of b⌃ by using the singu-
lar value decomposition of X. That is, X = UeDV>
where U,V 2 RN⇥T are orthonormal matrices (i.e.
U>U = V>V = I) and eD 2 RT⇥T is a diagonal ma-
trix. We can recover D from eD by using D = 1T eD2.
Finally, we have b⌃ = UDU>.
The following remark shows that instead of obtaining a
single solution for a specific value of the regularization
parameter ⇢, we can obtain the whole solution path.
Remark 5. Note that the optimal solutions of the
Riccati-regularized problem as well as the Tikhonov-
regularized problem have the form UeDU> + cI. In
these solutions, the diagonal matrix eD is a function
of D and the regularization parameter ⇢, while c is a
function of ⇢. Therefore, we need to apply the singular
value decomposition only once in order to produce a so-
lution for any value of ⇢. Furthermore, producing each
of those solutions is O(T )-time given that eD 2 RT⇥T
is a diagonal matrix.
4.3 Bounds for the Eigenvalues
Here we show that the optimal solution of the Riccati-
regularized problem is well defined (i.e. positive defi-
nite with finite eigenvalues).
Corollary 6. For ⇢ > 0, the optimal solution of the
Riccati-regularized problem in eq.(6) is bounded as fol-
lows:
↵I   b⌦    I (10)
where ↵ =
q
1
⇢ +
1
4⇢2 kb⌃k22   12⇢kb⌃k2 and   = 1p⇢ .
That is, the eigenvalues of the optimal solution b⌦ are
in the range [↵; ] and therefore, b⌦ is a well defined
precision matrix.
Proof Sketch. Theorem 2 gives the eigendecomposi-
tion of the solution b⌦. That is, the diagonal eD+ 1p⇢I
contains the eigenvalues of b⌦. Then we bound the
values in the diagonal.
Remark 7. We can obtain bounds for the Tikhonov-
regularized problem in eq.(3) by arguments similar to
the ones in Corollary 6. That is, the eigenvalues of
the optimal solution b⌦ are in the range [↵; ] where
↵ = 1kb⌃k2+⇢ and   = 1⇢ .
4.4 Logarithmic Sample Complexity
The `1 regularization for Gaussian graphical models
has a sample complexity that scales logarithmically
with respect to the number of variables N (Ravikumar
et al., 2011). On the other hand, it is known that in
general, `22 regularization has a worst-case sample com-
plexity that scales linearly with respect to the number
of variables, for problems such as classification (Ng,
2004) and compressed sensing (Cohen et al., 2009).
In this section, we prove the logarithmic sample com-
plexity of the Riccati problem under the spiked covari-
ance model originally proposed by (Johnstone, 2001).
Without loss of generality, we assume zero mean as in
(Ravikumar et al., 2011). First we present the gener-
ative model.
Definition 8. The spiked covariance model for N
variables and K ⌧ N components is a generative
model P parameterized by (U,D, ), where U 2
RN⇥K is an orthonormal matrix (i.e. U>U = I),
D 2 RK⇥K is a positive diagonal matrix, and   > 0.
A sample x 2 RN is generated by first sampling the in-
dependent random vectors y 2 RK and ⇠ 2 RN , both
with uncorrelated sub-Gaussian entries with zero mean
and unit variance. Then we generate the sample x as
follows:
x = UD1/2y +
r
 
N
⇠ (11)
Furthermore, it is easy to verify that:
⌃ = EP [xx>] = UDU> +
 
N
I (12)
(Please, see Appendix B for a detailed proof.)
Note that the above model is not a Gaussian distri-
bution in general. It is Gaussian if and only if the
random variables y and ⇠ are Gaussians.
Next we present a concentration inequality for the ap-
proximation of the ground truth covariance.
Lemma 9. Let P be a ground truth spiked covari-
ance model for N variables and K ⌧ N components,
parameterized by (U⇤,D⇤, ⇤) with covariance ⌃⇤ as
in Definition 8. Given a sample covariance matrix b⌃
computed from T samples x(1), . . . ,x(T ) 2 RN drawn
independently from P. With probability at least 1   ,
the sample covariance fulfills the following concentra-
tion inequality:
kb⌃ ⌃⇤kF 40(KpkD⇤kF +p ⇤)2⇥s
4 log(N +K) + 2 log 4 
T
(13)
Proof Sketch. By the definition of the sample covari-
ance, matrix norm inequalities and a concentration in-
equality for the `1-norm of a sample covariance matrix
from sub-Gaussian random variables given by Lemma
1 in (Ravikumar et al., 2011).
Armed with the previous result, we present our log-
arithmic sample complexity for the Riccati problem
under the spiked covariance model.
Theorem 10. Let P be a ground truth spiked covari-
ance model for N variables and K ⌧ N components,
parameterized by (U⇤,D⇤, ⇤) with covariance ⌃⇤ as
in Definition 8. Let Q⇤ be the distribution generated by
a Gaussian graphical model with zero mean and preci-
sion matrix ⌦⇤ = ⌃⇤ 1. That is, Q⇤ is the projection
of P to the family of Gaussian distributions. Given a
sample covariance matrix b⌃ computed from T samples
x(1), . . . ,x(T ) 2 RN drawn independently from P. LetbQ be the distribution generated by a Gaussian graphi-
cal model with zero mean and precision matrix b⌦, the
solution of the Riccati-regularized problem in eq.(6).
With probability at least 1   , we have:
KL(P|| bQ) KL(P||Q⇤) = EP [L(⌦⇤,x)  L(b⌦,x)]
 40(K
p
kD⇤kF +
p
 ⇤)2
s
4 log(N +K) + 2 log 4 
T
⇥ 
1
4 + k⌦⇤kF + k⌦⇤k2F
 
(14)
where L(⌦,x) is the Gaussian log-likelihood as defined
in eq.(1).
Proof. Let p(x), bq(x) and q⇤(x) be the probability
density functions of P, bQ and Q⇤ respectively. Note
that KL(P|| bQ) = EP [log p(x)   log bq(x)] =  H(P)  
EP [L(b⌦,x)]. Similarly, KL(P||Q⇤) =  H(P)  
EP [L(⌦⇤,x)]. Therefore, KL(P|| bQ)   KL(P||Q⇤) =
EP [L(⌦⇤,x)  L(b⌦,x)].
By using the definition of the Gaussian log-likelihood
in eq.(1), the expected log-likelihood is given by:
L⇤(⌦) ⌘ EP [L(⌦,x)] = log det⌦  h⌃⇤,⌦i
Similarly, define the shorthand notation for the finite-
sample log-likelihood in eq.(2) as follows:bL(⌦) ⌘ L(⌦, b⌃) = log det⌦  hb⌃,⌦i
From the above definitions we have:
L⇤(⌦)  bL(⌦) = hb⌃ ⌃⇤,⌦i
By the Cauchy-Schwarz inequality and Lemma 9:
|L⇤(⌦)  bL(⌦)|  kb⌃ ⌃⇤kFk⌦kF
  k⌦kF
for   = 40(K
pkD⇤kF + p ⇤)2q 4 log(N+K)+2 log 4 T .
Thus, we obtained a “uniform convergence” statement
for the loss.
Note that b⌦ (the minimizer of the regularized finite-
sample loss) and ⌦⇤ (the minimizer of the expected
loss) fulfill by definition:b⌦ = argmax
⌦
bL(⌦)  ⇢
2
k⌦k2F
⌦⇤ = argmax
⌦
L⇤(⌦)
Therefore, by optimality of b⌦ we have:bL(⌦⇤)  ⇢
2
k⌦⇤k2F  bL(b⌦)  ⇢2kb⌦k2F
) bL(⌦⇤)  bL(b⌦)  ⇢
2
k⌦⇤k2F  
⇢
2
kb⌦k2F
By using the “uniform convergence” statement, the
above results and setting ⇢ = 2 :
L⇤(⌦⇤)  L⇤(b⌦)  bL(⌦⇤)  bL(b⌦) +  k⌦⇤kF +  kb⌦kF
 ⇢
2
k⌦⇤k2F  
⇢
2
kb⌦k2F +  k⌦⇤kF +  kb⌦kF
=  (kb⌦kF   kb⌦k2F + k⌦⇤kF + k⌦⇤k2F)
By noting that kb⌦kF kb⌦k2F  14 , we prove our claim.
4.5 Spectral Method for the Sparse Problem
In this section, we propose sparsification of the dense
solution and show an upper bound of the degradation
of the Kullback-Leibler divergence and expected log-
likelihood.
First, we study the relationship between the sparse-
ness of the low-rank parameterization and the gener-
ated precision matrix. We analyze the expected value
of densities of random matrices. We assume that each
entry in the matrix is statistically independent, which
is not a novel assumption. From a Bayesian view-
point, the `1-regularized problem in eq.(5) assumes
that each entry in the precision matrix ⌦ is inde-
pendent. We also made a similar assumption for our
Riccati-regularized problem in eq.(6).
Lemma 11. Let A 2 RN⇥T be a random matrix with
statistically independent entries and expected density
p, i.e. (8n, t) P[ant 6= 0] = p. Furthermore, assume
that conditional distribution of ant | ant 6= 0 has a do-
main with non-zero Lebesgue measure. Let D 2 RT⇥T
be a diagonal matrix such that (8t) dtt 6= 0. Let c be
an arbitrary real value. Let B = ADA> + cI. The
expected non-diagonal density of B 2 RN⇥N is given
by:
(8n1 6= n2) P[bn1n2 6= 0] = 1  (1  p2)T (15)
Proof Sketch. Note that for n1 6= n2, we have bn1n2 =P
t dttan1tan2t. We argue that the probability that
bn1n2 6= 0 is equal to the probability that an1t 6= 0 and
an2t 6= 0 for at least one t. The final result follows
from independence of the entries of A.
It is easy to construct (non-random) specific instances
in which the density of A and B are unrelated. Con-
sider two examples in which D = I, c = 0 and there-
fore B = AA>. As a first example, let A have
zero entries except for (8n) an1 = 1. That is, A is
very sparse but B = AA> = 11> is dense. As a
second example, let B have zero entries except for
(8n) bn1 = b1n = 1, bnn = N . That is, B = AA> is
very sparse but its Chokesly decompositionA is dense.
Next, we show that sparsification of a dense precision
matrix produces a precision matrix that is close to the
original one. Furthermore, we show that such matrix
is positive definite.
Theorem 12. Let ⌦ = UDU> +  I be a precision
matrix, where U 2 RN⇥T is an orthonormal matrix
(i.e. U>U = I),   > ↵ > 0 and D 2 RT⇥T is a
negative diagonal matrix such that (8t)   (    ↵) <
dtt  0 (or equivalently ↵I   ⌦    I). Let eU 2 RN⇥T
be a sparse matrix constructed by soft-thresholding:
(8n, t) eunt = sign(unt)max (0, |unt|   pNT ) (16)
or by hard-thresholding:
(8n, t) eunt = unt1[|unt|    pNT ] (17)
for some   > 0. The sparse precision matrix e⌦ =eUDeU> +  I satisfies:
ke⌦ ⌦k2  (2 +  2)(    ↵) (18)
Furthermore, e⌦ preserves positive definiteness of the
dense precision matrix ⌦. More formally:
↵I   e⌦    I (19)
That is, the eigenvalues of e⌦ are in the range [↵; ] and
therefore, e⌦ is a well defined sparse precision matrix.
Proof Sketch. The claims in eq.(18) and eq.(19) follow
from matrix norm inequalities. Additionally, eq.(19)
follows from showing that eUDeU> is negative semidef-
inite and that keUk2  kUk2 = 1.
Finally, we derive an upper bound of the degradation
of the Kullback-Leibler divergence and expected log-
likelihood. Thus, sparsification of a dense solution has
provable performance guarantees.
Theorem 13. Let P be the ground truth distribution
of the data sample x. Let Q be the distribution gener-
ated by a Gaussian graphical model with mean µ and
precision matrix ⌦. Let eQ be the distribution gener-
ated by a Gaussian graphical model with mean µ and
precision matrix e⌦. Assume ↵I   ⌦ and ↵I   e⌦ for
↵ > 0. The Kullback-Leibler divergence from P to eQ
is close to the Kullback-Leibler divergence from P to
Q. More formally:
KL(P|| eQ) KL(P||Q) = EP [L(⌦,x)  L(e⌦,x)]

✓
1
↵
+ kEP [(x  µ)(x  µ)>]k2
◆
ke⌦ ⌦k2 (20)
where L(⌦,x) is the Gaussian log-likelihood as defined
in eq.(1). Moreover, the above bound is finite provided
that kEP [x]k2 and kEP [xx>]k2 are finite.
Proof Sketch. By definition of the Kullback-Leibler di-
vergence, the Gaussian log-likelihood in eq.(1) and by
showing that the resulting expression is Lipschitz con-
tinuous with respect to the spectral norm.
4.6 Using the Learnt Models in Linear-Time
Next we provide techniques for using our learnt mod-
els, such as removing unimportant variables, comput-
ing likelihoods and conditional distributions.
Removal of Unimportant Variables. Recall that
the final goal for a data analyst is not only to be able to
learn models from data but also to browse such learnt
models in order to discover “important” interactions.
We define the unimportant variable set as the set of
variables in which the absolute value of every partial
correlation is lower than a specified threshold.
Definition 14. An unimportant variable set of a
Gaussian graphical model defined by the precision ma-
trix ⌦ = {!n1n2} for threshold " > 0 is a set S ✓
{1, . . . , N} such that:
(8n1, n2 2 S) |!n1n2 |p
!n1n1!n2n2
 " (21)
Note that our definition does not require that the size
of S is maximal. Here we provide a technique that
discovers the unimportant variable set in linear-time.
Lemma 15. Let ⌦ = ADA> + cI be a precision
matrix, where A 2 RN⇥T is an arbitrary matrix,
D 2 RT⇥T is an arbitrary diagonal matrix, and c is
an arbitrary real value, such that ⌦ is a well defined
precision matrix (i.e. ⌦   0). An unimportant vari-
able set of the Gaussian graphical model defined by
⌦ = {!n1n2} for threshold " > 0 can be detected by
applying the rule:
(8n1, n2 2 S) |!n1n2 |p
!n1n1!n2n2
 min (q(n1), q(n2))  "
(22)
where q(n1) =
P
t |dttan1t|maxn2 |an2t|p
r(n1)minn2 r(n2)
and r(n) =P
t dtta
2
nt + c. Furthermore, this operation has time-
complexity O(NT ) when applied to all variables in
{1, . . . , N}.
Proof Sketch. Straightforward, from algebra.
Computation of the Likelihood. In tasks such
as classification, we would assign a given sample to
the class whose model produced the highest likelihood
among all classes. Here we provide a method for com-
puting the likelihood of a given sample in the learnt
model.
Lemma 16. Let ⌦ = ADA> + cI be a precision
matrix, where A 2 RN⇥T is an arbitrary matrix,
D 2 RT⇥T is an arbitrary diagonal matrix, and c is
an arbitrary real value, such that ⌦ is a well defined
precision matrix (i.e. ⌦   0). The log-likelihood of a
sample x in a Gaussian graphical model with mean µ
and precision matrix ⌦ is given by:
L(⌦,x) = log det
✓
I+
1
c
A>AD
◆
+N log c
  ((x  µ)>A)D(A>(x  µ))
  c(x  µ)>(x  µ) (23)
where L(⌦,x) is the Gaussian log-likelihood as de-
fined in eq.(1). Furthermore, this operation has time-
complexity O(NT 2).
Proof Sketch. By the matrix determinant lemma.
Conditional Distributions. In some contexts, it
is important to perform inference for some unobserved
variables when given some observed variables. Here
we provide a method for computing the conditional
distribution that takes advantage of our low-rank pa-
rameterization. First, we show how to transform from
a non-orthonormal parameterization to an orthonor-
mal one.
Remark 17. Let A 2 RN⇥T be an arbitrary matrix.
Let D 2 RT⇥T be a negative diagonal matrix (i.e.
(8t) dtt < 0). Let B = ADA>. Since B has rank at
most T , we can compute its singular value decomposi-
tion B = UeDU> where U 2 RN⇥T is an orthonormal
matrix (i.e. U>U = I) and eD 2 RT⇥T is a negative
diagonal matrix (i.e. (8t) edtt < 0). In order to do
this, we compute the singular value decomposition of
A( D)1/2 = UeDV>. We can recover D from eD by
using D =  eD2.
Given the previous observation, our computation of
conditional distributions will focus only on orthonor-
mal parameterizations.
Lemma 18. Let ⌦ = UDU> + cI be a precision ma-
trix, where U 2 RN⇥T is an orthonormal matrix (i.e.
U>U = I), D 2 RT⇥T is an arbitrary diagonal ma-
trix, and c is an arbitrary real value, such that ⌦ is
a well defined precision matrix (i.e. ⌦   0). Assume
that x follows a Gaussian graphical model with mean µ
and precision matrix ⌦, and assume that we partition
the variables into two sets as follows:
x =

x1
x2
 
,µ =

µ1
µ2
 
,U =

U1
U2
 
(24)
The conditional distribution of x1 | x2 is a Gaussian
graphical model with mean µ1|2 and precision matrix
⌦11, such that:
i. µ1|2 = µ1  U1 eDU>2 (x2   µ2)
ii. ⌦11 = U1DU
>
1 + cI (25)
where eD 2 RT⇥T is a diagonal matrix with entries
(8t) edtt = dttdtt+c .
Proof Sketch. By definition of conditional distribu-
tions of Gaussians (Lauritzen, 1996) and Theorem
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Figure 1: Kullback-Leibler divergence between the ground
truth spiked covariance model and the learnt models for dif-
ferent (a) inverse covariance densities, (b) number of com-
ponents, (c) samples and (d) variables (error bars shown at
90% confidence interval). The Riccati (Ric) method per-
forms better for ground truth with moderate to high den-
sity, while the sparse method (Sp) performs better for low
densities. The sparse method performs better for ground
truth with large number of components, while the Riccati
method performs better for small number of components.
The behavior of both methods is similar with respect to
the number of samples. The sparse method degrades more
than the Riccati method with respect to the number of
variables.
Table 2: Gene expression datasets.
Dataset Disease Samples Variables
GSE1898 Liver cancer 182 21,794
GSE29638 Colon cancer 50 22,011
GSE30378 Colon cancer 95 22,011
GSE20194 Breast cancer 278 22,283
GSE22219 Breast cancer 216 24,332
GSE13294 Colon cancer 155 54,675
GSE17951 Prostate cancer 154 54,675
GSE18105 Colon cancer 111 54,675
GSE1476 Colon cancer 150 59,381
GSE14322 Liver cancer 76 104,702
GSE18638 Colon cancer 98 235,826
GSE33011 Ovarian cancer 80 367,657
GSE30217 Leukemia 54 964,431
GSE33848 Lung cancer 30 1,852,426
Table 3: Runtimes for gene expression datasets. Our
Riccati method is considerably faster than sparse method.
Dataset Sparse Riccati
GSE1898,29638,30378,20194,22219 3.8 min 1.2 sec
GSE13294,17951,18105,1476 14.9 min 1.6 sec
GSE14322 30.4 min 1.0 sec
GSE18638 3.1 hr 2.6 sec
GSE33011 6.0 hr 2.5 sec
GSE30217 1.3 days 3.8 sec
GSE33848 5.4 days 2.8 sec
5 Experimental Results
We begin with a synthetic example to test the ability
of the method to recover the ground truth distribution
from data. We used the spiked covariance model as in
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Figure 2: Negative test log-likelihood for gene expres-
sion datasets (error bars shown at 90% confidence inter-
val). Our Riccati (Ric) and sparse Riccati (RicSp) meth-
ods perform better than the sparse method (Sp), Tikhonov
method (Tik) and the fully independent model (Ind). Since
the method of (Mazumder & Hastie, 2012) requires high
regularization for producing reasonably sized components,
the performance of the sparse method (Sp) when using all
the variables degrade considerably when compared to 200
variables.
Definition 8 for N = 100 variables, K = 3 components
and   = 1. Additionally, we control for the density
of the related ground truth inverse covariance matrix.
We performed 20 repetitions. For each repetition, we
generate a di↵erent ground truth model at random.
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Figure 3: Genes with “important” interactions for
two gene expression datasets analyzed with our Riccati
method.
We then produce T = 3 logN samples for training
and the same number of samples for validation. In
our experiments, we test di↵erent scenarios, by varying
the density of the ground truth inverse covariance, the
number of components, samples and variables.
In Figure 1, we report the Kullback-Leibler divergence
between the ground truth and the learnt models. For
learning sparse models, we used the method of (Fried-
man et al., 2007). The Riccati method performs better
for ground truth with moderate to high density, while
the sparse method performs better for low densities.
The sparse method performs better for ground truth
with large number of components (as expected when
K 2 O(N)), while the Riccati method performs bet-
ter for small number of components (as expected when
K ⌧ N). The behavior of both methods is similar
with respect to the number of samples. The sparse
method degrades more than the Riccati method with
respect to the number of variables.
For experimental validation on real-world
datasets, we used 14 cancer datasets pub-
licly available at the Gene Expression Omnibus
(http://www.ncbi.nlm.nih.gov/geo/). Table 2 shows
the datasets as well as the number of samples and
variables on each of them. We preprocessed the data
so that each variable is zero mean and unit variance
across the dataset. We performed 50 repetitions.
For each repetition, we used one third of the sam-
ples for training, one third for validation and the
remaining third for testing. We report the negative
log-likelihood on the testing set (after subtracting the
entropy measured on the testing set in order to make
it comparable to the Kullback-Leibler divergence).
Since regular sparseness promoting methods do not
scale to our setting of more than 20 thousands vari-
ables, we validate our method in two regimes. In the
first regime, for each of the 50 repetitions, we select
N = 200 variables uniformly at random and use the
sparse method of (Friedman et al., 2007). In the sec-
ond regime, we use all the variables in the dataset,
and use the method of (Mazumder & Hastie, 2012)
so that the biggest connected component has at most
N 0 = 500 variables (as prescribed in (Mazumder &
Hastie, 2012)). The technique of (Mazumder & Hastie,
2012) computes a graph from edges with an absolute
value of the covariance higher than the regularization
parameter ⇢ and then splits the graph into its con-
nected components. Since the whole sample covari-
ance matrix could not fit in memory, we computed it
in batches of rows (Mazumder & Hastie, 2012). Unfor-
tunately, in order to make the biggest connected com-
ponent of a reasonable size N 0 = 500 (as prescribed
in (Mazumder & Hastie, 2012)), a high value of ⇢ is
needed. In order to circumvent this problem, we used a
high value of ⇢ for splitting the graph into its connected
components, and allowed for low values of ⇢ for com-
puting the precision matrix for each component. For
our sparse Riccati method, we used soft-thresholding
of the Riccati solution with   = ⇢.
In Figure 2, we observe that our Riccati and sparse
Riccati methods perform better than the comparison
methods. Since the method of (Mazumder & Hastie,
2012) requires high regularization for producing rea-
sonably sized components, the performance of the
sparse method when using all the variables degrade
considerably when compared to 200 variables.
In Figure 3, we show the interaction between a set
of genes that were selected after applying our rule for
removing unimportant variables.
Finally, we show average runtimes in Table 3. In order
to make a fair comparison, the runtime includes the
time needed to produce the optimal precision matrix
from a given input dataset. This includes not only the
time to solve each optimization problem but also the
time to compute the covariance matrix (if needed).
Our Riccati method is considerably faster than the
sparse method.
6 Concluding Remarks
We can generalize our penalizer to one of the form
kA⌦k2F and investigate under which conditions, this
problem has a low-rank solution. Another extension
includes finding inverse covariance matrices that are
both sparse and low-rank. While in this paper we
show loss consistency, we could also analyze conditions
for which the recovered parameters approximate the
ground truth, similar to the work of (Rothman et al.,
2008; Ravikumar et al., 2011). Proving consistency of
sparse patterns is a challenging line of research, since
our low-rank estimators would not have enough de-
grees of freedom in order to accomodate for all possible
sparseness patterns. We conjecture that such results
might be possible by borrowing from the literature on
principal component analysis (Nadler, 2008).
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