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ABSTRACT 
 
 
 
 Ubiquitous computing environments provide multitudes of technologies seamlessly 
augmented with physical systems to aid users in everyday tasks.  In order for these systems to be 
pervasive and yet imperceptible to the user, they must maintain the location of users, devices, 
and resources within the room.  Real-world systems are dynamic and constantly changing, with 
mobile people and devices.  Current location sensing trends within pervasive systems focus on 
heterogeneous and hybrid systems that consist of multiple location sensing technologies.  Fusing 
the information from these technologies continues to be a focus of current research.  Several 
problems arise from current approaches to this problem.  First, current approaches rely on 
statically assigned confidences to sensor systems.  Obtaining confidence information about 
sensor technologies in realistic environments remains a difficult challenge.  Currently, the 
analysis of location-sensing technologies occurs under idealized and hypothetical environments, 
largely ignoring dynamic, environment-specific problems.  Current probabilistic approaches 
improve overall results, but they still lack robustness to the weaknesses inherent in the 
technologies.  Each location sensing system fails to provide reliably accurate results under 
certain system and environment specific circumstances and scenarios.  Due to this, reliable 
location-awareness requires the fusion of heterogeneous location-sensing systems.  We provide a 
method for dynamically evaluating systems in realistic environments, making it possible to 
optimize the setup of sensor systems (such as camera placement for vision tracking).  Integrating 
internal sensor error information with multiple location sensor technologies, we provide a system 
for obtaining reliably accurate location information. 
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CHAPTER 1 
INTRODUCTION 
 
 
 
 Ubiquitous computing environments, also referred to as pervasive computing systems, 
are physically bounded spaces of physical and digital devices such as desktop computers, 
laptops, handheld devices, and sensors. We refer to these environments as Active Spaces [28].   
Within our environments, we use a distributed services-based middleware called Gaia [29].  
Gaia provides essential and enhancing services for interaction within active spaces, such as 
service and device repositories and managers.  We also define a conglomeration of active spaces 
as a Super Space [30], which facilitates interaction and ubiquity between active spaces.  A super 
space contains essential services to discover active spaces, to query active spaces for information 
about available services and to enable applications to execute across active spaces. 
 Active spaces provide multitudes of technologies seamlessly augmented with physical 
systems to aid users in everyday tasks.  In order for these systems to be pervasive and yet 
imperceptible to the user, they must detect and maintain the location of users, devices, and 
resources within the room.  Location-awareness significantly enhances the functionality and 
usability of ubiquitous computing environments and applications.    Knowing the location of 
objects and people helps the system determine context and thereby provide more pervasive and 
transparent services.  By enriching the interaction between humans and computers, location-
aware systems provide support for environments such as assisted living, education, medical 
monitoring, gaming, security, and privacy.  By detecting and tracking the locations of users and 
certain objects, we are able to provide a much richer interaction between the environment and 
users. 
 Presently, researchers continue to work on the development of new technologies for 
location sensing.  Current developers within ubiquitous computing environments utilize several 
commonly used location sensors.  However, each location-sensing technology suffers from 
inherent weaknesses.  Specifically, under certain situations, they become unreliable or provide 
inaccurate location updates.  Some work focuses on redundancy within these systems in order to 
overcome some of their limitations.  However, because most of these weaknesses are inherent to 
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the technology, homogeneous location sensor systems are not able to overcome them completely.  
We claim to achieve reliable location information when multiple queries within a given range 
return consistently accurate values – where we define this accuracy as a direct function of the 
number of sensing devices and their inherent accuracies.  
  Therefore, most current work strives to fuse the information from various heterogeneous 
sensors in order to determine the location more accurately.  However, current location systems 
have several limitations.  First, although some implement advanced probabilistic sensor fusion 
methods for improving the overall accuracy of the systems, they lack the ability to dynamically 
weight the results and to dynamically evaluate the system.  They use statically determined 
sensor-based confidences and confidence regions.  These values and regions are generally 
determined through experimentation under hypothetical situations and idealized environments.  
They do not account for room-specific environmental factors.  They base their fusion models on 
assumptions that the sensors are generally accurate within these predetermined confidence 
regions – at least as accurate as specified by the confidence values.  For example, they may claim 
to achieve a certain precision 95% of the time, but certain environmental factors may cause a 
decrease in this confidence value so that it is only accurate 50% of the time.  They define failures 
as conditions where the systems themselves fail or stop functioning.  Therefore, they account for 
these types of problems within their models.  For example, if the batteries die in an active 
location-sensing device, they may detect it and start reading from other systems.  They generally 
do not attempt to analyze and detect failure modes within their confidence regions where the 
system continues to function but loses its ability to provide accurate results.  Finally, with the 
exception of some work with GPS tracking, current systems do not take advantage of the internal 
sensor computation information, which provides useful weightings for each coordinate update. 
 
Before continuing, we define the following three terms (as shown in Figure 1.1):    
 Repeatability refers to how close together repeated measurements are - or the variance of 
the measures. 
 Accuracy refers to how close the measures are to the true value (i.e. the mean difference 
between repeated measurements and the true value). 
 Precision refers to the number of digits to which the measurement can be read. 
 
 3 
 
 Within our current computing environments, we primarily have used Ubisense for our 
location sensing.  However, given our dynamic, noisy environment, Ubisense is unable to 
provide reliable location information.  Depending on several environmental factors, we have 
problems with accuracy and repeatability.  We have implemented a simple vision-tracking 
system in the room as well.  However, real-time vision algorithms fail under certain situations, 
such as lighting changes and occlusions.  Therefore, we define a method to compensate for the 
failures of Ubisense and vision tracking.  First, we analyze the systems and generate a 
confidence mapping for our environment – using one system to analyze the other under near-
ideal conditions.  Second, using internal sensor error information and other environmental 
factors, we provide weighting mechanisms for filtering and sensor fusion.  Integrating the 
location sensor information from both of these technologies provides a mechanism for obtaining 
reliable location while providing a method for analyzing and correcting the system dynamically. 
 
1.1 Figures 
 
Figure 1.1  Graphical example of the terms: accuracy & repeatability 
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CHAPTER 2 
MOTIVATION 
 
 
 In today’s world, many scenarios exist which benefit greatly from locality information.  
Among the most prominently researched currently, we have security surveillance, augmented 
reality, games, enhanced education, and medical care for those in assisted living environments.  
Context-aware environments can provide users with what they want or need based on what they 
are doing and where they are.   
 Many organizations currently strive to develop location systems for assisted living 
environments.  We believe that our system would complement and improve these environments 
very well.  Currently, groups such as that at Georgia Institute of Technology [1] are developing 
aware homes.  Pervasive ubiquitous systems provide these homes with location and context-
aware facilities for the benefit of their occupants.  This type of environment could keep track of 
elderly occupants and notify family or emergency facilities in the event of problems with the 
occupant.  However, without robust location sensing, false positives will occur, and even more 
drastically, false negatives may prevent needed help.  Robustness would help eliminate false 
positives and improve the detection of more critical events by improving the locality information 
provided to the monitoring system.   
 According to the Rehabilitation Engineering Research Center of the University of Florida 
[2], current research focuses on providing the following resources to aid in assisted living: 
1. Provide an environment that is constantly monitored to ensure the individual is well 
(activity monitoring and remote sensing). 
2. Automate specific tasks which are difficult for an individual to perform (turning lights on 
or off, automatic door opener). 
3. Provide a safe and secure environment (proximity and presence sensing devices). 
4. Alert helpers or caregivers should the occupant be in difficulty (direct and indirect 
monitoring). 
5. Enable and empower the resident (assistance with daily tasks). 
6. Facilitate in extending the functional capacity of individuals (giving prompts that can be 
auditory and/or visual for enabling tasks). 
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 Unreliable location-sensing systems may generate false warnings and impede more useful 
human-computer interactions.  As stated previously, current location sensing systems primarily 
rely on predetermined confidence values and physical analyses of their systems.  These systems 
provide a mechanism for fusing the information retrieved from the various location sensing 
systems.  Using methods and frameworks such as this, they effectively pass off the location 
sensing from one system to another depending on which system has the highest confidence value 
within our current location region.  In scenarios where robustness is unnecessary this may be 
sufficient for determining the location of objects which, or people whom we desire to track.  
Given the fact that ideal situations, where the systems themselves remain fully functional, and 
the environment is free of noise and other serious obstacles, we must consider all these factors 
striving to maintain reliable locality within the system. 
 Additionally, effectively evaluating and analyzing location-sensing systems in real-world 
environments remains a very time-consuming and difficult challenge.  Physically measuring 
coordinates within the space is not a feasible method for obtaining comprehensive system 
analysis.  It may be possible to obtain accuracy and confidence within small portions or cells of 
the room but not for entire spaces.  System analysis must account for environment-specific 
conditions that overtly affect the accuracy and robustness. 
 Other current systems do not provide robust methods for recovering from these 
inaccuracies and failure modes inherent within the location sensing systems.  Virtually all 
systems have inherent failure modes, and those that do not are not able to provide the accurate 
location information we require for our current active spaces and ubiquitous environments.  As a 
result, current location systems are not reliable and may frequently fail to provide accurate 
location information. 
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CHAPTER 3 
REVIEW OF CURRENT TECHNOLOGIES 
 
 
 
 As stated previously, current location sensing technologies have inherent weaknesses. In 
this section, we present the sensing technologies and their corresponding weaknesses.  We 
present brief analyses of the primary current technologies that are being used.  We do this in 
order to show that no current technology can provide completely reliable results by itself.  
However, we are limiting our focus to Ubisense and vision tracking for our environment.  As we 
will demonstrate, by integrating the location information from both of these technologies, we are 
able to achieve reliable location tracking.  Our system should generalize to other technologies 
such as Global Positioning System (GPS), Bluetooth, floor sensors, 802.11 triangulation, and 
virtually any current location sensing technologies.  We present the following technologies to 
present both a survey of the currently used existing technologies as well as to describe their 
inherent weaknesses.  In this manner, we demonstrate that it is still relatively impossible to 
maintain a reliable location system without a hybrid system such as ours.  We present a 
classification of current technologies by dividing them into groups based on methods used for 
location computation: received signal strength, time of flight/time of arrival/angle of flight, and 
finally, physical and virtual measurements.  Additionally, we subdivide each group according to 
the transmission medium.  However, we provide separate sections for Ubisense and vision 
tracking since we are researching them more deeply. 
  
 
3.1 Received Signal Strength 
 
 Wireless 802.11 tracking, RFID, and Bluetooth are the primary technologies in this area.  
All devices in this category suffer from radio frequency signal propagation errors caused by 
multi-path fading, temperature and humidity variations, furniture/door movement, and mobile 
human presence.  Additionally, we include infrared technologies in this group, although they 
focus primarily on whether the signal is received and not the recorded strength of the signal.   
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Wireless Sensor Networks 
 
 Hou et al. has performed extensive work in the area of 802.11 wireless networks and 
tracking [15].  Using multiple access points and routers, they are able to triangulate the location 
of wireless devices within the area.  They have improved on other current methods by 
piggybacking on the locality of other wireless devices within the space as well.  As a result, the 
location results actually scale inversely as the number of devices increases (i.e. as more devices 
present themselves, the location accuracy of the other devices increases).  If someone is able to 
apply these techniques within our system, we would like to add them to our infrastructure.  
Wireless networks suffer from problems as well though.  Noise and other problems can prevent 
or limit the achievable accuracy. 
 
Radio Frequency Identification (RFID) 
 
 RFID [3] is fairly robust and requires little power.  However, its results are not accurate 
enough for most location-aware applications within pervasive systems today.    Extensive work 
has been done with fusing the information retrieved from RFID sensors with other sensing 
technologies.  These projects only deal with the general inaccuracy of RFID by considering the 
regions in which the sensor may be located.  However, RFID has inherent failure modes as well. 
  
Although RFID is not fully standardized, the overall mechanism essentially functions the same.  
However, with all RFID systems, disruptions can and do occur.  Since RFID systems make use 
of electromagnetic spectrum, similar to WiFi, networks, and cell phones, they are susceptible to 
jamming from the right frequencies.  This jamming could be intentional, but it also may occur in 
high-density location sensing systems.  For consumer-related situations, this would merely cause 
inconvenience, but it could be disastrous in hospital or military settings. 
 
RFID also suffers from collision issues.  RFID reader collision occurs when the signals from two 
or more readers overlap.  The tag is unable to respond to simultaneous queries.  However, this 
problem is generally resolved using an anti-collision protocol, or singulation protocol, that 
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enables the tags to take turns transmitting to a reader.  Similarly, RFID tag collision occurs when 
many tags are present in a small area.  However, since the read time is generally fast, methods 
exist for ensuring only one tag responds at a time.  Since solutions to collision problems are 
common, and readily available, we will not discuss them further.  Technically, Ubisense is 
considered a form of RFID, but it uses a different technique for location sensing.  Therefore, we 
present it later. 
  
Infrared 
 
 Active Badges [4] are another very commonly used location-sensing device.  They rely 
on pulse-width modulated infrared signals transmitted between the badges and sensors.  
Currently, these perform on a level of magnitude similar to that of RFID tags.  The infrared 
range limits the overall accuracy.  Additionally, fluorescent lights tend to cause interference and 
reduce accuracy.  They do not provide highly accurate location information, and therefore we 
will not focus on them in our system.  
 
 
3.2 Time of Flight, Time of Arrival, and Angle of Arrival 
 
 Currently, the majority of location-sensing systems, which we have seen, use time of 
flight or time of arrival combined with angle of arrival measurements for location computation.  
Common examples include GPS, ultrasonic devices, audio sensing, and ultrawide band devices 
such as Ubisense. 
 
Global Positioning System (GPS) 
 
 We mention global positioning since it is a very common-place location sensing 
technology currently.  However, we are unable to use it within our spaces currently.  This is due 
primarily to the fact that the signals for GPS do not transmit well through building walls and 
roofs.  Therefore, accurate GPS readings are generally not possible indoors.  Our location 
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tracking system could work in collaboration with GPS as well, but we would have to implement 
the system in an outdoor setting since GPS does not work well within buildings. 
 
 GPS suffers from GDOP [5, 6], although it provides more global accuracy than RFID if 
outside.  An effect called Geometric Dilution of Precision (GDOP or DOP) magnifies basic 
ranging and bearing measurement errors into the final accuracy of your location system.  This 
effect is common to all positioning systems (though the details differ with different system 
architectures).     
 
 Geometric Dilution of Precision (GDOP) may cause inaccuracies and inherent failures 
for the GPS system.  When analyzing the accuracy of the location system, you have to take into 
account the positions of your sensors with respect to the position of the local tags or sensors.  We 
include the more in depth discussion of GDOP due to the fact that it affects many location 
sensing systems. 
 
Ultrawide band positioning (Ubisense) 
 
 Ubisense [7] is a fairly new technology for accurate location sensing.  Generally, it 
achieves accuracy to within about six centimeters.  However, it struggles with various obstacles 
as well.  Ubisense relies on Ultra-wide band (UWB) Radio Frequency Identification.  Ubisense 
tags transmit within the frequency range of 5.8 to 7.2 GHz.  The tags have a unique 32-bit 
identifier and transmit their location (beacon) as often as ten times per second.  This rapid update 
is essential for tracking people walking quickly through a monitored area.  Additionally, they can 
be programmed to update less frequently, such as once every few minutes.  This rate can be 
adjusted manually, or it can be adjusted dynamically in response to whether a tag is moving a lot 
or is remaining primarily stationary.  This allows conservation of battery life when rapid updates 
are not required. 
 We currently employ Ubisense technology in our environment.  Ubisense uses a 
bidirectional TDMA (Time Division Multiple Access) control channel for allocating timeslots to 
each tag.  RFID tags transmit UWB signals to networked readers and are located using “angle of 
arrival” and “difference of arrival” techniques.  Ubisense claims an accuracy of about 9 inches 
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with 95% confidence.  The tags can be attached to various objects and people throughout the 
spaces, thus providing very useful information about any mobile object’s location. 
 Engineering issues currently restrict the scalability of the Ubisense system.  Within a 
single cell, there is currently a trade-off between the number of tags within the cell and the 
number of updates per second that are achievable.  Currently, our systems have been limited to 
only a small number of tags in order to provide faster updates.  Shannon’s law would dictate that 
even with a significant increase in the number of tags, the wireless communication should permit 
a large number of updates.  However, due to the TDMA controlling, the time slots must be 
sufficiently large to limit the possibility of overlapping transmissions and collisions. 
 GDOP also creates inaccuracies for the Ubisense system.  When the Ubisense sensors are 
in a 'good' geometry with respect to the tag, the GDOP will be low (just above 1), and the system 
accuracy will approach the raw ranging and bearing measurement accuracy. However, when the 
sensors are in a 'bad' geometry, the GDOP will be much higher, and the accuracy will be much 
worse than the raw ranging and bearing accuracy.  
 The DOP can be different in different axes (i.e. x, y and z), and a particular sensor 
arrangement with respect to the tag can be 'good' (in a GDOP sense) in one or two axes, and 'bad' 
in another. Generally, in the Ubisense system a good tag-sensor arrangement is one in which the 
tag is 'surrounded' on all sides by sensors. So if we consider a set of four sensors in a square on a 
plane (constant z), with the tag in the middle of the square, the DOP will be good on the x & y 
axes, because when looking at those axes individually, there is a spread of sensor positions 
around the tag. However, in the z-axis the DOP will be poor, because the vertical spread of the 
sensors and tag is small (they're all in the same plane).  Our current system suffers from GDOP 
along the z-axis.  Results along the z-axis are not as accurate as those along the x & y axes.  
Additionally, the sensor bearing measurements are better in azimuth than elevation, thus limiting 
the vertical accuracy even more. 
 All walls attenuate the signal, but metal and water are two main problems with Ubisense. 
The system seems to have no problem going through plasterboard, sheetrock, and other similar 
materials.  However, metal walls will completely block the signal, requiring more sensors to be 
installed to get coverage.  In order to implement this system throughout a building, such as the 
University of Illinois Siebel Center, we require multiple cells in order to provide location 
information for an entire building with metal-reinforced walls.  Metal also causes reflections, 
 11 
 
which can confuse the system, giving less robust results. This is especially true when a sensor 
receives a reflected signal, but the direct line signal was completely blocked. In this case, unless 
two or more other sensors also receive the signal, an incorrect position may be returned. 
 We present our results from analysis of our specific system with Ubisense and our 
techniques for improving them in section 5. 
 
Ultrasonic Devices 
 
 Harter et. al. [8] implemented a similar predecessor to the Ubisense system using 
ultrasonic Active Bats.  Although we will not be implementing this system, I present it as another 
example of current technologies for providing accurate location sensing.  Their system suffers 
from many of the same inaccuracies and failure modes as the Ubisense system.  Currently 
published results demonstrate 95% accuracy to within 9 centimeters.  Therefore, 5% of the time, 
they still have accuracy problems, which I attribute at least partially to their inherent failure 
modes within the system. 
 Additionally, researchers at M.I.T. have implemented the Cricket location-sensing system 
[9, 10].  This system relies on ultrasonic communications as well, and it therefore suffers from 
similar failure modes.  They attempt to minimize errors due to RF and ultrasonic interference 
among beacons by an appropriately determined selection of system parameters to reduce the 
chance of false correlations and by using listener inference algorithms based on statistical 
analysis. 
 
Audio sensing 
 
 Another recent location technology relies on multiple microphones configured and placed 
within the room [11].  Using audio processing, the location of objects and people can be 
triangulated from the sound distortions and wavelengths at the various microphones.  The 
microphone arrays provide useful new methods for determining locality. 
 Additionally, Mandal et. al.[12] implemented a audio location-sensing system, which 
they call “Beep”.  They claim accuracy within two feet about 97% of the time.  Audio sensing 
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systems such as these will provide many location-sensing advancements in the future.  However, 
in order to achieve the highest accuracy, they require high quality sound cards and microphones. 
 For both these systems, noise may be prevalent within the system.  Computers and 
devices themselves add noise.  Additionally, it is virtually impossible to track multiple people 
within a space.  Although we would prefer to implement and test this system as well, time 
constraints may prevent us from accomplishing this.   
 
 
3.3 Physical and Virtual Measurements 
 
 Some newer research and development groups have developed weight sensors, which 
they place under floors and inside special carpets for physical measurement and tracking.  
Additionally, vision sensing has become a common technology for tracking within location-
aware systems.   
 
Weight/Floor Measurement Systems 
 
 Active Floor, developed at the Olivetti and Oracle Research Laboratory, [13] provides 
another current location sensing system.  They have placed weight-sensors underneath special 
floors.  Using these sensors, they are able to detect movements throughout the room.  If the 
developers assign specific weights to corresponding people or objects, the system can also detect 
them and provide their locality.   
 Additionally, Smart Floor [14], developed at the Georgia Institute of Technology, uses 
load cells placed in the corners of floor tiles.  These load cells measure the force of the user's foot 
as the user walks over the floor tiles.  We then train a Hidden Markov Model (HMM) system 
using these footfall force signatures. This system works using Markov models by detecting 
footfall signatures.  Infineon has worked on developing the commercial textile, which they call 
Smart Carpet. 
 This can be a very useful method for determining the location of people and objects 
within the room.  However, it is impossible to be consistently accurate in providing the location 
of the desired people due to the fact that weights are constantly changing – especially for people.  
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They may wear different clothes or even just have a big lunch.  Additionally, a user’s weight will 
change by simply removing a jacket.   
 As with the other location sensing systems we have discussed, we could compensate for 
the failures of this system using our hybrid system as well.  However, given the proprietary and 
monetary constraints for this system, we will not be considering it experimentally within our 
environment. 
 
Vision Tracking and Recognition 
 
 Vision-based methods suffer from instability.  In order to save computation cost, they 
make assumptions about the working environment and the user's movements.  However, these 
assumptions are often impractical.  They usually cannot keep up with quick, abrupt user 
movements due to the assumptions supporting probabilistic inference. No vision-based tracker 
reliably deals with all possible cases of feature occlusion. Once a vision tracker's assumptions 
fail, without further feedback, the results can remain significantly erroneous. 
  The algorithm complexity scales relatively linearly with increases in the number of 
people or objects of interest within the space.  However, this complexity makes real-time 
tracking and discovery for large numbers of people difficult.  Additionally, occlusion causes 
inherent problems within any vision-based location system.  Even with multiple cameras, it may 
be impossible to prevent objects from obstructing the cameras’ views.  When occlusions occur, 
they basically add more cameras in order to prevent them in the future.  No matter how many 
cameras are present, occlusions will occur.  Current algorithms that are able to perform at 
reasonable run-time speeds struggle with changes in light sources, and it is difficult to maintain 
these algorithms through significant light changes.  Finally, many standard methods for event 
and object detection tend to fail when implemented in spaces with dynamic displays and other 
moveable objects.  In our active spaces for example, the large displays themselves are mounted 
on wheels, thus allowing them to be moved around within the room – adding to the algorithm 
confusion caused by the dynamic images present on the screens themselves.  
 We include a small caveat with the description of the problems with vision:  given 
enough money and enough technological advancement, such as infrared cameras, thermal 
cameras, stereo cameras and powerful computers, it is possible to overcome many of these 
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standard vision shortcomings.  However, we are focusing on systems that we consider to be more 
universally available and applicable to current ubiquitous and pervasive environments. 
 Additionally, we are trying to use primarily low-cost hardware that would ultimately be 
available to home users as well.  Finally, we require a certain level of real-time processing and 
interaction.  Location data must keep up with the changes within the room.  We present our 
approaches for vision tracking in subsequent sections. 
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CHAPTER 4 
RELATED WORK 
 
 
 
 For several years, researchers and developers have made sensor fusion for location aware 
environments an active area of research.  Many projects have focused on designing or 
implementing different location sensing technologies, fusing input from multiple sensors by 
specifying static regions of confidences, improving vision algorithms by incorporating other 
locality information.  However, none of these projects actually provides a framework that 
accounts for, and attempts to overcome, the various failure modes inherent in each of these 
location-sensing technologies.  Therefore, these projects do not consider or address the problems 
that I am addressing within this framework, although they have provided useful locality 
infrastructures. 
 Additionally, one group has used accurate sensing to analyze another location 
technology.  They do not address dynamic environments or realistic evaluation though.   
 
 
4.1 Sensor Fusion 
 
 Several groups have developed and implemented various methods for sensor fusion.  
Most approaches use probabilistic inference models for predicting and updating sensor 
coordinates using information from other sensors.   However, most focus on the integration of 
accurate technologies with inaccurate technologies and not on combining or improving 
correcting current accurate technologies.  We present these approaches in this section. 
  
University of Washington’s & Intel’s Location Stack 
 
 The Location Stack [16] defines a layered modeled for fusing location information from 
multiple sensors and reasoning about an object’s location.  First, it does not support 
representations of non-dynamic objects within the space, thus limiting the spatial correspondence 
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and reasoning between dynamic and stationary objects such as rooms, furniture, and displays.  
Additionally, it fuses the locality input from the various sensors, primarily using the input with 
the highest assigned confidence value.  However, the confidence value may be inaccurate if a 
failure mode causes the sensor information to be flawed.   
  
University of Illinois’ MiddleWhere 
 
 MiddleWhere [17] overcomes several of the shortcomings of the Location Stack.  It 
incorporates dynamic and stationary locality information within its framework.  Additionally, all 
location information is relative to a universal coordinate space.  However, it still only deals with 
fusing the locality input from the various sensors, given their assigned confidence values; 
although it implements probabilistic algorithms for accomplishing this task.  It does not take into 
account that these confidences may prove inaccurate given the failure modes of the particular 
location sensing technology.   It does provide a useful framework upon which we will implement 
this new framework. 
 
Microsoft’s Easy Living 
  
 Easy Living [18] uses two Triclops color stereo cameras and vision algorithms in order to 
determine the location of people within their space.  Additionally, they use Triclops color stereo 
cameras in order to obtain more accurate depth information.  Generally, we believe that most 
surveillance cameras will be monocular, thus limiting the overall applicability of the Easy Living 
vision infrastructure.  Finally, they use heuristics on the movements and pattern analysis in order 
to attempt to distinguish between the various people while merging the information from the 
cameras.  Although they have fairly accurate results, their system still suffers from the standard 
vision failure modes as described previously. 
 
Intel’s Location Fuser 
 
 Finally, Intel presented a system for location-aware computing.  They refer to their fusion 
component as the Location Fuser [19].  They provide a more commercial approach as well by 
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including privacy settings as specified by the user as well.   Basically, the location sensing 
systems: WLAN, WWAN, LAN, Bluetooth, and GPS communicate their location information to 
the Location Fuser.  This component then computes the user’s location and passes it on to the 
Operating System Location API.  They have worked with Microsoft in order to integrate and 
improve the overall results.  They use probabilistic algorithms for determining the “most 
accurate” location results.  Additionally, they use the static location of known objects in order to 
improve the overall results of the location accuracy.   
 Although they do attempt to improve overall location results by fusing the information 
from various location sensors, our work improves upon theirs in a few distinct ways.  First, their 
focus is primarily on location detection for laptop computers.  However, they can also use PDAs 
and smart phones with sufficient resources.  They do not provide location information in any 
way for non-computer related users and objects.  Second, they do not actually monitor the 
location systems themselves, and therefore their results may not be as accurate if a system has 
entered a failure mode. 
 
 
4.2 Sensor Fusion with Vision 
 
 A few groups have incorporated vision sensing into their heterogeneous sensor systems.   
Hu et al. developed a framework for hybrid camera pose tracking in outdoor settings [31].  Their 
approach does not relate completely with ubiquitous computing environments, but they do 
present a method using parameterized model matching for determining the best camera pose 
corresponding to tracking data. 
 
State et al. at UNC developed a method using landmark tracking for improving the results 
obtained from magnetic trackers [32].  They demonstrate their results within augmented reality 
systems.  Similarly, You et al. at USC developed a method for fusing information from vision 
and gyro trackers using extended Kalman filters [33].  Neither of these methods addresses the 
failure modes inherent to vision sensing, and therefore they address only accuracy and not 
robustness. 
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4.3 Heterogeneous Sensor analysis 
 
 Madhavapeddy et al. performed a study of Bluetooth propagation using their Active Bats 
ultrasonic technology [34].  This is the first attempt at providing a simplified method for location 
sensor analysis.  However, they do not address the failure modes of their own technology in the 
process.  Results they obtained provide an interesting and informative view of Bluetooth as a 
location-sensing device, they do not provide a dynamic view of the system robustness while 
addressing their own inherent failure modes. 
 Recently, several other groups have worked on data fusion using heterogeneous sensors 
[42-54].  They integrate multiple sensor systems, including vision-tracking, with others to obtain 
more reliable results.  Our system is still somewhat different from theirs in that we generate 
confidences that are environment-specific, and we incorporate non-location data from the sensor 
systems in order to better weight the systems when integrating the information. 
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CHAPTER 5 
PRELIMINARY RESULTS 
 
 
 
 With relation to our analysis and experimentation with Ubisense, we focused primarily 
on four areas.  First, we have recorded data sets for various settings within the active space.  
Second, we have studied the primary causes for problems within our space.  Third, we setup the 
system outside to get comparison data.  Last, we have worked, and we continue to work in 
cooperation with Ubisense technical developers to provide mechanisms to allow us to 
compensate for, and overcome, the problems we are having.  
 
 
5.1 Ubisense Analysis within our Active Space 
 
 We have performed extensive evaluations with Ubisense within our primary active space.  
We present the results in three groups:  First, we present the initial results from our tests – before 
any changes to our system or attempts at improvement.  We included both location information 
and current noise levels for this.  Second, we present the results after eliminating some of the 
noise present in our environment.  Third, we present results after making other adjustments and 
other calibration changes to our system.   In each group, we provide results for a stationary tag 
and a tag moving in a set path.   
 Figure 5.1 and Figure 5.2 present representative results from our initial analyses of the 
Ubisense system.  As shown in the figures, we saw serious problems with both accuracy and 
repeatability, which prevented us from using the system in any real-world application.  Also, 
these figures demonstrate the claimed fact that Ubisense functions better under dynamic/moving 
conditions.  Figure 5.3 and Figure 5.4 show our initially high noise levels with no tags present in 
the system.   
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 As demonstrated by the figures, noise causes many of the problems and outliers in our 
environment.  Certain cordless phones, running around the 5.8 GHz range, and 802.11a wireless 
signals are known to create noise problems for the Ubisense system.  We did not find any 
cordless phones in that range.  We detected a few devices that were causing these massive noise 
spikes.  An 802.11 access point was active in the room next to ours.  As seen in Figure 5.5, our 
initial results showed extreme noise levels.  We also discovered a nearby laptop with a wireless 
802.11a PCMCIA card active.  After removing this card, and disabling the nearby access point, 
we saw more regular (although still highly noisy) results, as shown in Figure 5.6.  Additionally, 
the department has a few 802.11a access points that are visible from our room.  The department 
temporarily disabled the other access points so that we could run more tests.  However, we did 
not see any significant decrease in noise levels without the departmental access points.   
 Now, as we show using Figure 5.7 and Figure 5.8, these current noise levels still cause 
problems in our system.  Figure 5.7 shows the current noise levels in our system.  As shown, we 
see different noise levels each day.  It has become difficult to narrow down the noise sources.  
Figure 5.8 shows a recent experiment with a single tag present in the system.  We are able to set 
a threshold level for the Ubisense tag sensing (i.e. signals are only accepted if the signal strength 
is above the specified threshold).  However, from Figure 5.7, in order to completely ignore all 
noise, we would have to set this threshold above 2000, which would also ignore all but three 
location updates in Figure 5.8.  Again, this is why we need improved mechanisms in order to 
achieve repeatable and accurate results in our system. 
 
5.2 Debug Analysis for reflections 
 
 In order to further study our environment and the Ubisense system, we obtained a copy of 
UbisenseCellMonitor.  This is an unsupported debug program created for internal use.  This 
program provides a real-time visual interpretation of what is going on in the system.  Figure 5.9 
shows the ideal situation for the computation of a Ubisense coordinate.  This diagram shows the 
raw measurements made by the system.  The green lines show the angle-of-arrival measurements 
at the sensors.  The blue curves show the time-difference-of-arrival measurements.  Time-of-
arrival measurements do not give angles, so a given time could actually correspond to a number 
of locations, forming an arc.  The point where all of these intersect corresponds to the actual 
 21 
 
computed object’s location.   
 
 Figure 5.10 shows a reading where two sensors received the signals.  Figure 5.11 shows a 
noisy reading with possible reflections.  We describe our methods for detecting and overcoming 
these reflections in the following section.  Finally, Figure 5.12 shows a good reading in our 
current environment.   
 
 
5.3 Outdoor Ubisense results 
 
 We currently have a small dataset from running the Ubisense outdoors.  Our initial results 
here are slightly better than the results than inside.  We  present the data for comparison at this 
point, but in the future, we would like to obtain more representative data and determine the 
causes of the power signal fluctuations outside.  As expected, we see better results than our 
indoor system, most likely because of the significantly lower noise levels and the absence of 
reflective materials. 
 First, as shown in Figure 5.13, overall the noise is much lower than that of our indoor 
room.  However, there are power lines near one side of the cell, and the noise levels tend to be 
slightly higher the closer the tag is to the power lines. 
 As expected, we do see slightly better results from both the stationary tag in Figure 5.14 
and the tag following the predicted path in Figure 5.15.  There are fewer outliers and fewer 
seemingly random jumps and jitters. 
 
 
5.4 Ubisense filtering and our contributions 
 
 Ubisense implements several layers of filtering in attempts to correct problems caused by 
noise and reflections.  However, it remains unable to resolve many of the issues we see within 
our specific environments.  The majority of code and implementation for Ubisense remains 
proprietary, and they will not release it for research or improvement to outside researchers.  
However, we have been in contact with them for several months in attempts to obtain more 
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internal sensor information.  We intend to use this internal sensor information to improve the 
results that we see as described in Section 5.3.  Ubisense developers have accepted many or our 
requests and suggestions and intend to enhance their system with our improvements for future 
APIs. 
 Until then though, they have provided us with some external tools and methods for 
obtaining some of the internal sensor information we desire.  We discussed some of these in 
previous subsections.  Of the various data sets we need, we are currently able to obtain the 
following data, in real-time, from Ubisense:  On a per time-slot and per sensor basis, we can now 
get the raw power levels, angles of arrival – in terms of azimuth and elevation, and computed 
locations per sensor.  Using the raw power levels, we can monitor the noise within the system.  It 
is currently impossible to affect the actual computed coordinates from Ubisense, since actual 
computations are proprietary.  However, we can use this information to supply confidences or 
weights for each coordinate, as we describe later.  Additionally, we can use the angles of arrival 
to detect many of the reflections and weight them similarly.  Currently, we see some signals 
coming in from behind the sensors – or outside of the room.  Clearly, these signals are invalid 
and should not be used for our system.  Thresholds for angles of arrival are currently hard-coded 
into the Ubisense system.  Therefore, there is no mechanism for adding thresholds for a given 
system.  We have discussed the possibility of adding this functionality to the Ubisense code base.  
Again, we can inform our system when coordinates are computed from obviously invalid signals.   
Additionally, as stated, we can obtain this information real-time on a per-sensor level.  
Therefore, we can use this information to generate or update our confidence/reliability mapping 
for the sensors – which we use for our sensor fusion model.  In order to do this real-time, under 
normal conditions within the environment, at least one of the systems must be under near-ideal 
conditions. 
 We are also trying to adjust the threshold levels dynamically in order to compensate for 
detected surges in noise levels.  However, there is currently no built-in mechanism or API 
allowing us to set these values dynamically.  They are discussing the possibility of implementing 
this in future APIs as well.  Until then though, we are attempting to find a dynamic method to set 
these values through the graphical user interface that they do provide for setting these values 
statically.  We are currently attempting to determine where this value is stored in order to set it 
that way. 
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5.5 Figures 
 
 
Figure 5.1 Stationary tag in the center of the Ubisense cell.  This demonstrates the poor accuracy and poor 
repeatability we see in our environment.  Units are in meters. 
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Figure 5.2  Stationary tag in the center of the Ubisense cell.  This data set was chosen to illustrate sporadic 
but extreme outliers in the system.  Units are in meters. 
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Figure 5.3  Tag moving in a predicted counter-clockwise elliptical path.  As shown, there are fewer outliers than 
with the stationary tag, but we do not see a consistent path.  Units are in meters. 
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Figure 5.4  Tag moving in a predicted clockwise elliptical path.  As shown, there are fewer outliers than with the 
stationary tag, but we do not see a consistent path.  Units are in meters. 
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 Figure 5.5  Initial noise levels (raw power readings) within our active space 
 
 
 
 
 
 
Figure 5.6  Common noise levels still seen in the active space.  All points above the orange ellipse represent 
external noise seen by the system. 
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Figure 5.7  Power levels with no tags present after removing some noise sources. 
Figure 5.8  Power levels with a tag present after removing some noise sources 
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Figure 5.9  Ideal signal readings demonstrating the intersecting angles of arrival and TDOA
arcs.  This figure is an ideal example and not actually generated from our system. 
Figure 5.10  Signal seen from two sensors (notice the intersection with the TDOA arc) 
 30 
 
 
 
 
Figure 5.11  Noise readings with possible reflections 
Figure 5.12 Good reading in our environment 
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Figure 5.13  Raw signal data from outdoor Ubisense cell.  The path is basically walking in a rectangle.  The 
higher signal power was the path nearest the power lines. 
 
 
 
 
Figure 5.14 Outdoor Stationary Tag.  Units are in meters.  The tag was placed in the approximate center of the 
cell.  The overall cell is approximately 15m x 15m. 
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Figure 5.15  Walking in a predicted rectangular path around the outside Ubisense cell. Note that there 
are fewer outliers than similar paths indoors.  Also, note the region in the bottom left where we 
encountered problems with the tag update frequency.l 
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CHAPTER 6 
ARCHITECTURE AND IMPLEMENTATION 
 
 
 
 In this section, we present our system and demonstrate how it achieves these goals and 
contributions. 
 
6.1 Vision tracking 
 
 Currently, we have implemented a proof-of-concept vision system covering a portion of 
our entire space.  This system provides three-dimensional coordinates directly to our location 
system.  We placed a single camera on the ceiling in order to focus primarily on x,y coordinates, 
but we include the height coordinate as well – for future needs.  We setup the environment 
similar to Figure 6.1.  We enclosed a single Ubisense tag within a brightly colored yellow ball.  
The spherical shape simplifies the computation of the centroid, and the bright yellow is fairly 
easy to distinguish in the camera image.  
 After experimenting different algorithms for tracking objects within our space, we have 
decided to implement the Continuously Adaptive Mean Shift (CAMSHIFT) algorithm, as 
presented by Bradski et al. [37] and shown in Figure 6.2.  This algorithm tracks the mode of a 
color probability distribution across the frames of a video sequence. The color image data is 
represented as a probability distribution through the backprojection.  The backprojection is 
created for each frame of tracking and is generated from a color histogram model of object color 
being tracked.  The images are converted to HSV format first though.  This provides more robust 
localization as the probability distribution is based on the hue component.  The saturation and 
brightness thresholds can be set for fine-tuning.  The centroid and size of the object region are 
found and used to set the search window on the next frame of the video sequence.  Iterations are 
made until the search window center, which corresponds to the mean of the probability 
distribution, moves by less than a specified value and/or until the function has performed the 
specified maximum number of iterations.  This provides a very fast and efficient method for 
tracking an object through the view.  However, it is possible to lose the object since the search 
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window is based on the previous location.  With normal, smooth motions such as walking, the 
object can be tracked very effectively.  However, to provide more robustness, in the future, we 
plan to include Kalman filtering in order to overcome this problem. 
 The CAMSHIFT algorithm actually locates the centroid of the object and determines the 
overall size of the object.  We use the centroid of the object as our (x,y) coordinate in the 
vision/camera space.  We use the size of the object in the view as our z coordinate.  Combining 
this information, we have an (x,y,z) location in our camera coordinate system.  The next step is 
converting this location information into our global, Ubisense coordinate system. 
 We perform this mapping by first generating a series of correspondence points.  Placing 
the tag within the ball, we track the ball in several positions and record the location information 
from the camera and from Ubisense.   We manually threw out any obvious outliers and averaged 
the rest.  In the future, we plan to implement more automated calibration techniques to simplify 
the process.  In order to compute the affine transformation matrix, we require at least twelve 
correspondence points in order to ensure a solution to the linear equation below.  An affine 
transformation consists of a rotation/skew matrix and a translation.  A rigid transformation does 
not perform any skewing and is simpler – requiring fewer correspondence points.  The camera 
coordinate system is skewed from the Ubisense coordinate system, so we do require an affine 
transformation.  The general formula is as follows in Equation 6.1. 
 
 
00 01 02
10 11 12
20 21 22
'
'   or  '
'
x
y
z
x a a a x T
y a a a y T X AX T
z a a a z T
                                      
 (Equation 6.1) 
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                (Equation 6.2) 
 
 Using correspondence points, we are able to solve for coefficients of matrix A and of the 
translation vector T by substituting the points in the above equation in order to produce a system 
of linear equations.  However, given that points may not be accurate, we generate better results 
by providing more correspondence points and solving the resulting over-determined least squares 
problem presented in Equation 6.2, which we solve using the standard Singular Value 
Decomposition (SVD) technique. 
 As described previously, other groups have implemented vision-tracking systems. 
However, they have assumed accurate and reliable results from the vision-sensing system itself.  
This is not a valid assumption for dynamic environments.  They have not provided methods to 
allow other systems to monitor and detect the failures and weaknesses within the vision sensing 
itself.  However, I do consider vision to be one of the primary location sensing technologies for 
monitoring and improving the other systems we are using.  This is due to the fact that results 
from vision location sensing are generally available immediately when a person or object 
triggers a location event within the space - regardless of whether they have picked up a location 
sensing tag of any kind.  The people and objects may not have multiple location sensors attached, 
but the cameras will process their information anyway.  This should provide us with fairly 
immediate location information, although, without authentication of some kind we will not know 
to whom or to what object the location information corresponds.  Additionally, it is possible to 
provide near-ideal environments for vision tracking, thus allowing us to generate confidence 
models for our validation procedures presented later. 
 36 
 
 Finally, we are using the OpenCV [38] library for image and frame manipulation.  
OpenCV was originally developed by Intel, but it is now developed by an open source 
community.  
 
 
6.2 Definitions 
 
 We use the definition of sensor fusion as given by Bajcsy et al. [39]   “Sensor fusion is 
the combining of sensory data or data derived from sensory data from disparate sources such that 
the resulting information is in some sense better than would be possible when these sources were 
used individually.”  In our system, we define “better” to mean that the integrated system is more 
dependable in providing accurate results. 
 
6.3 Assumptions 
 
 We assume that power consumption is not a major factor in our systems.  Even though 
we will provide power consumption details, we envision the implementation of our systems 
primarily within homes and work environments where sensor systems can be plugged in.  
However, we do assume that the tags and portable devices have sufficient battery power and low 
consumption so as not to require extensive battery changes.   
 Currently, we assume that within our environments, three to five location updates per 
second is sufficient for our tracking requirements.  For example, in the education-scenario, we 
assume the professor will not literally jump back and forth between his desk and the display.  As 
stated previously, with Ubisense, there is a direct correlation between the number of users being 
tracked and the number of possible updates per second.  Therefore, with fewer Ubisense tags, we 
are able to increase the update frequency if desired. 
 
6.4 Requirements 
 
 As presented previously, many groups have worked on the fusion of accurate systems 
with inaccurate systems.  Due to our desire to achieve reliably accurate results, we are focusing 
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on the fusion of accurate sensing technologies.  We require that the system can give us an x,y,z 
coordinate within some coordinate system.  Additionally, within active spaces, we do not require 
extremely fast location update frequencies.  Within our environments, most motion takes place at 
standard walking speeds.  Currently, we require a spherical object to track with the CAMSHIFT 
algorithm.  This is a lesser requirement that only allows us to overcome problems. with 
CAMSHIFT losing objects while tracking. 
 
 
6.5 Confidence Model 
 
 We present a reliability model that provides two contributions for our system.  First, we 
integrate this model with our sensor fusion and filtering algorithms in order to improve the 
overall reliability by detecting and overcoming the failure modes of the sensors.  Second, using 
this model we are able to provide a useful analysis of the location-sensing systems within their 
specific environments. 
 In many active spaces, the height of objects and people remains insignificant since most 
devices are not co-located in the z-plane.  Therefore a two dimensional model is sufficient in 
many environments.  However, in environments that are more complicated, a three-dimensional 
model may be necessary (e.g., a home where children may be in bunk beds and appliances may 
reside on top of other devices).  Therefore, we provide the ability to generate and use either two-
dimensional or three-dimensional models.   
 Currently, we store this information within arrays corresponding to our active space, as 
shown in Figure 6.3.  The size and granularity of these arrays corresponds directly to the 
proclaimed or determined sensor accuracy and the room size.  As the room size increases or the 
accuracy increases, we require a larger matrix.  Developers should modify this model as needed 
to correlate with their environment and systems, making changes as needed to correlate with 
their desired system evaluation metrics.  Currently, for each sensor, each cell will contain the 
following: 
 P(Object is at location x,y | Sensor says object is at location x,y & Environment) 
 P(Sensor says object is at location x,y | Object is at location x,y & Environment) 
 Number of samples (for each probability) 
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 The static environment refers to the specifics of our environment.  In other words, the 
probability we generate is dependent on things like the number of displays in the room, the 
layout of the room, the configuration of the sensors, and other static objects in the room.  We 
will determine these probabilities by sampling throughout the room.  To generate the Ubisense 
model, we will use the ideal vision environment described above.  Then, we are able to 
determine the results of both probabilistic conditions above.   
 When performing the modified Kalman filter, as described later, we will compute a 
corresponding sensor weight,  , ,sw x y z  for each cell within the space.  Each cell corresponds to 
a partition of the room itself, and therefore provides useful analysis information about each area.   
This model provides useful information for post-analysis as well as providing weighting for 
sensor fusion techniques such as the Kalman filter we present in the next section.  
 
 
6.6 Kalman Filter 
 
 Currently, we use a modified Kalman filter [35] for obtaining probabilistically accurate 
and reliable location information.  Kalman filters assume Gaussian noise, which effectively 
models normal walking and human motion.  Because of this, it effectively filters out large 
discrepancies, or outliers, in coordinate updates.  The distributed coordinate is determined as a 
function of previous values for several state variables, their currently published values, the 
weighted input from the confidence model above, and internal sensor computation information.  
Kalman filters function in two steps: prediction (time update) and correction (measurement 
update).  Equations 6.3 and 6.4 represent the prediction phase.  Equation 6.3 gives the general 
equation for predicting the next state, xˆ .  kF represents the transition matrix.  The final term 
represents the Gaussian noise, which may be constant or variable.  Equation 6.4 is used to predict 
the estimated covariance matrix, P  - which is used to determine how much to “trust” the 
prediction over the measurement.  The final term, kQ , in Equation 6.4 represents the process 
noise covariance.   
 
 | 1 1| 1ˆ ˆk k k k k k   x x aF G  (Equation 6.3) 
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 | 1 1| 1
T
k k k k k k k   P F P F Q  (Equation 6.4) 
 
 There are many accepted forms for the correction/update step.  For this step, we consider 
the measurement received from the location sensors, which we will call kz .  We will use 
Equation 6.5 through Equation 6.9, since this form breaks down each part of the equation into 
sub-equations corresponding to specific components.  Equation 6.5 corresponds to the innovation 
or residual measurement (i.e. the difference between the predicted state and the measured state).  
kH describes how the measured stated relates to the state variables (since it may not be a one-to-
one mapping).  Equation 6.6 corresponds to the innovation or residual covariance (a high value 
here signifies the measurement should be trusted more than the prediction).  kR represents the 
measurement noise covariance and can be constant or variable.  Equation 6.7 generates the 
Kalman Gain matrix, which provides a weight to the residual measurement based on the 
covariance matrix.  This basically specified how much of the measurement residual to apply to 
the predicted state.  Equation 6.8 provides the correction/update to the previously predicted state 
estimate.  Equation 6.9 provides the correction/update to the previously predicted covariance. 
 
 | 1k k k k k   Hy z x  (Equation 6.5) 
 | 1
T
k k k k k k S H P H R  (Equation 6.6) 
 1| 1
T
k k k k k

K P H S  (Equation 6.7) 
 | | 1ˆ ˆk k k k k k  Kx x y  (Equation 6.8) 
  | | 1k k k k k k P I K H P  (Equation 6.9) 
 Now, we present our configuration, structure, and initialization for one of the Kalman 
filters we use.  Currently, we model the state using a six-element vector representing two state 
variables:  position (3D) and velocity (3D).  
  
  , , , , , Tk k k k k k kx y z x y z   x  (Equation 6.10) 
  
 We define our transition matrix, F , so that it predicts the next state by moving in the 
current direction of velocity for the time step – shown in Equation 6.11. 
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 We model the acceleration as a three-element process noise vector, ka , composed of 
uncorrelated zero-mean random variables with equal variance, 2a , as shown in the following 
equation 
 
      , ,k x y za k a k a k   a  (Equation 6.12) 
 
 We derive the following matrices based on standard functions for position and velocity, 
shown in Equation 6.13.   
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1 1
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k k k
tt
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 
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x x x a
x x a

 
 (Equation 6.13) 
 
 
 
 We now define the matrix,G , which describes how the noise vector affects the state 
prediction: 
 
  
 
 
 
 41 
 
 
 
2
2
2
0 0
2
0 0
2
0 0
2
0 0
0 0
0 0
t
t
t
t
t
t
               
G
 (Equation 6.14) 
 
 This also results in the following process noise covariance: 
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a aQ G G
 (Equation 6.15) 
 
 
 We now present the matrices and vectors for the measurement update/correction phase.  
We assume that we receive a measurement vector, kz  that contains the currently measured 
position.  Actually, for our system, we generally consider at least two measurement updates.   
For every measurement from Ubisense, we can consider our results from vision as well.  With 
multiple cameras, we may see results from multiple cameras seeing the same object.  The vision 
system provides a much higher frequency of updates, so we are ensured that we will have a 
vision measurement unless the object is lost.  We use the fusion rules described in the next 
section to determine which measurements to incorporate into our filter.  We define the 
measurement effect matrix, H in Equation 6.16.  Our measurements only give us position and 
not velocity, so the actual measurement does not affect the velocity state variables.  
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1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
     
H =  (Equation 6.16) 
 
 We compute the covariance of the measurement noise, kR  as a function of the measured 
location, the detected background noise, any detected reflections, and the static probabilistic 
confidence model of the room.  We compute a weighting,  , ,sw x y z , from the static confidence 
models for each of the sensors in that location.  We also generate a dynamic weight  dw  based 
on the current environmental conditions and results from each sensor.  For example, if only two 
sensors report readings, and one of them indicates a reflection, we know that we cannot be 
confident in this reading.  Instead of supplying the standard random normal variable weight, we 
use these computed weights for our covariance of the measurement noise – which acts as a 
confidence value for the measurement.  For Ubisense, this includes background noise level and 
detected reflections for the currently measured location.   The α & β components are determined 
by the filtering rules in the following section.  In order to ensure convergence, we must make the 
resultant matrix R positive definite.  As we will prove later, this can ensure convergence, 
although the values affect the speed of convergence, as discussed in the performance section. 
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R  (Equation 6.17)  
 
 Now that we have defined all the necessary inputs, we must set the initial state for the 
system.  To do this, we simply take the first two measurements we receive from our sensors.  We 
compute the velocity and use the second measured point along with the computed velocity as our 
initial state vector.  Since we cannot be confident that these initial measurements are accurate, 
we choose an initial covariance matrix, P , that indicates this lack of confidence.  As long as the 
matrix is relatively large in magnitude and not singular, the filter will take over and correct the 
inaccuracies of this first state.  Therefore, we define the matrix in Equation 6.18.  pB corresponds 
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to our confidence in the state, and the vB  corresponds to our confidence in the velocity (lower 
values indicate higher confidence).  For this problem, we’ll choose 100pB   and 20vB  . 
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           
P  (Equation 6.18) 
 
 We have implemented separate Kalman filters for each sensor system.  We use the results 
from these filters in our set of rules for the sensor fusion presented later in this section 
 
6.7 Proof of Convergence 
 
 Our dynamic modifications to the Kalman Filter meet all the standard Kalman Filter 
convergence criteria as long as our Measurement Covariance Matrix remains positive definite.  
We include the proof of convergence, with some modifications and clarifications in Appendix A.   
 
6.8  Implementation Details for Filter Rules 
 
 Several system factors come into play when computing the weights for sensor fusion.  
When data from any location-tracking system arrives, we run our sensor fusion algorithm.  This 
algorithm performs the following steps and weight adjustments before forwarding this 
information on to our modified adaptive Kalman Filter: 
 General Rules (for all systems) 
o More sensors reporting the data indicate higher weighting 
o Confidence map provides environment-specific weightings 
o Where sensor reports location 
o Where previously determined location was 
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 System-specific rules 
o Ubisense 
 Higher noise levels indicate lower weighting 
 Errors reported from sensors indicate lower weighting 
 Bad angle of arrival indicating deflection 
o Vision 
 Less spherical shapes with CAMSHIFT indicate lower weighting 
 This indicates occlusions or other tracking issues   
 
 After all of these steps, we have the latest coordinates from each system along with the 
weight coefficients determined from the above steps.  We then pass this information into our 
modified adaptive Kalman Filters. 
 Each of the Kalman filters computes their own results based on these weightings, and 
then the above rules are applied again in determining which of the results to use.  If the results 
have similar weightings, we use a weighted average.  However, we weight discrepancies more 
heavily for the system that performs better (effectively negating the effects from one system if it 
is performing poorly.  Additionally, with higher weights, we supply corrective factors to the 
Kalman filter for the lower-weighted system. 
 
6.9  Sensor Fusion Rules 
 
Figure 6.4 shows the overall flow of our sensor fusion system.  We also have a very simplistic 
set of rules for determining the coordinate to use and for dynamically updating the systems and 
internal Kalman Filter data in order to improve future results.  These are the fusion rules: 
• Determine weight and coordinate for each system 
• As described by filtering rules 
• For every coordinate received from system A without receiving on from system 
B, decrease the weighting for system B 
• Compute the measurement residual from the filter. 
• Divide each residual by its corresponding weight, as determined in filtering rules 
• Choose the coordinate with the smallest weighted residual. 
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• Weighted average can be more accurate here, but for our system, if one was 
higher, it generally had problems providing good data. 
• Update the previous state for each system.  
 
6.10  Figures 
 
 
Figure 6.1  Basic layout of our location system 
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Figure 6.2  Flow of the CAMSHIFT algorithm.  We extend this by providing a 
feedback loop to update the search window. 
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Figure 6.3  Simple overview of what is stored in our confidence models for sensor analysis  
and weighting for probabilistic sensor fusion. 
 
 
 
 
 •P(object at X | sensor reports object at X & static environment) 
•P(sensor reports object at X | object at X & static environment) 
•Number of samples 
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Figure 6.4 Sensor fusion model.  Measurements are received by the Kalman filter.  Using the Ubisense
and vision probability models along with the fusion rules, the Kalman prediction is updated with a final
coordinate 
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CHAPTER 7 
RESULTS 
 
 
 
 After our initial analysis and prototyping, we have completed integration with our 
modified Kalman filter and the filtering rules.  In this section, we present our results and data.  
We present the confidence models generated for our specific the indoor and outdoor 
environments.  Then, we present the various data sets (sensors alone and sensors with fusion). 
 
 
7.1 Confidence Models 
 
 We produced the following confidence models based on the analysis of our sensors in the 
smart room and our sensors outdoors.  We present the confidence models in two-dimensional 
grids representing the environments.  We use these models to scale the weights used in our 
sensor fusion filter.   
 Figure 7.1 shows our confidence models for Ubisense and vision-tracking in the smart 
room.  This is based on several data samples and demonstrates how well each system performed 
in each area within the grid.  Each model uses a granularity of one square foot.  When the model 
refers to an object being at location (x,y), it actually refers to any (x,y) location contained within 
its respective grid cell.  Note that objects can be reported at (x,y) regardless of whether they are 
actually at that location, which gives us the discrepancies in sample counts.  Also notice that I 
manually simulate vision problems such as object occlusion within a two feet by two feet area 
(see grid locations: 8.7088 to 9.0088 and -40.5175 to -40.2175).  I did this by partially blocking 
portions of the object, blocking it entirely, and filtering it with a screen and semi-transparent 
material.  The vision-tracking algorithm had slightly more trouble keeping track of the object 
when it got too close to the outer edges of its field of view, and thus we see slightly lower 
confidence values within those regions as well. 
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 Figure 7.2 shows the subsequent confidence model for our sensor fusion system within 
the smart room, as well as the overall improvement for each probability and sensor.  As shown, 
we see improvements in all cases except for one block with vision-tracking performing slightly 
worse.  Obviously, the improvement over the vision-tracking is not very high since it already 
performs well in most cases in our environment.  Most likely, the improvement in the vision 
system is purely due to the adaptive filtering we have implemented since Ubisense cannot 
perform better than vision-tracking unless occlusions or similar issues occur.  However, note that 
in the grid area where we manually simulated vision-tracking problems, the system compensated 
using Ubisense to give a more accurate location.  This demonstrates the ability of our system to 
compensate for system problems and still provide reliable results. 
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7.2  Figures 
 
 
Figure 7.1  Ubisense and Vision confidence models integrated into one table.  Note the red block is 
highlighted for the area where we forced occlusions in our vision-tracking system.  As shown, the vision-
tracking performs worse in that area.  Additionally, the vision-tracking performs worse near the outer edges 
of the view area.  Ubisense performs slightly worse near the bottom, where the tag is closer to the edge of the 
cell. 
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Figure 7.2  Sensor fusion confidence model.  This model demonstrates and quantifies the improvement our 
filtering and fusion system on a per-grid-cell basis.  We see significant improvements for Ubisense 
throughout the system.  Note the marked block again, which demonstrates how much Ubisense compensated 
for the occlusions in the vision-tracking system. 
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CHAPTER 8 
PERFORMANCE EVALUATION AND VALIDATION 
 
 
 
 We evaluate and validate our system under several different system metrics, relating to 
repeatability, accuracy, and internal system characteristics. 
 
 
8.1 Performance Evaluation 
 
 In order to evaluate and demonstrate the real-time performance of our system, we 
perform a trigger response evaluation.  Given an increasing number of location triggers (tags 
producing event triggers), we will measure how quickly the system responds with the updated 
coordinates.  Currently, the system does not perform as well as we had initially predicted.  There 
are several areas that could be optimized.  Specifically, we could use optimized linear algebra 
libraries to perform the mathematical operations.  We could also improve our algorithms for 
generating the Kalman Gain matrix and ensuring it is valid.  As a result of the current 
implementation and operations, our filtered system performs slightly more poorly than the 
MiddleWhere system alone. 
 Although we could possibly take physical measurements to determine overall accuracy of 
each system, we will rely primarily on the integrated information from our system in order to 
measure whether the location systems themselves are performing well.  Ubisense has made 
recent improvements to their software and calibration mechanism.  These improvements 
supposedly resolve several of the issues we that we have seen and discussed with Ubisense 
developers.   
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8.2 Validation 
  
 Primarily, we use the various location sensors themselves in order to verify and analyze 
the effectiveness of the other sensors.  AT&T labs performed similar analysis using their 
ultrasonic Bats to analyze the effectiveness of Bluetooth technologies [20].  They attached their 
ultrasonic Bats to the various Bluetooth devices.  Then, by recording and comparing the locality 
results from the Bluetooth location system to their own ultrasonic system, they determined that 
Bluetooth is not an effective locality device when compared to their system.   Applying similar 
techniques we can compare and analyze other location sensing systems under dynamic 
environments and with control models. 
 First, we generate ideal-vision condition models to function as controls for our 
experimentation.  As stated in the previous section, we analyze both the vision-sensing system 
and the Ubisense system by tracking the tags themselves with both systems.  We place the 
Ubisense tags within uniquely colored spherical balls.  Using the CAMSHIFT algorithm for 
object tracking, we track the object throughout our space.  Additionally, we use a spherical shape 
to allow this algorithm to pinpoint the center of the sphere very accurately, thus allowing us to 
determine the actual location of objects as small as the Ubisense tags – with a degree of accuracy 
that is actually a higher order of magnitude than the Ubisense system claims to provide.  
Additionally, the vision tracking update frequency is much higher than that of Ubisense.  
Therefore, we are able to determine, very accurately, when the Ubisense system deviates from 
the location reported for the tags within the spheres.  Using the internal Ubisense filtering and 
object-loss detection, we generate data for vision alone – specifically focusing on situations 
where the vision algorithms lose track of the object or provide inaccurate results (caused by 
partial and full occlusions).  We generate error models according to our filtering rules as well.  
By comparing the error models before integration and fusion with those obtained using our 
system, we show quantitatively how much our system improves the location results. 
 We generate confidence models for the system using per-sensor system filtering alone.  
Then, we generate these models for the system using sensor fusion and filtering.  These models 
provide us with error models for the system, and thus allow us to verify that our results are 
improved over the ideal environment models.  
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 Our results demonstrate that we are able to improve the overall reliability of our location 
system.  The resulting error percentages are much lower using our system than they were for the 
systems alone.  In the next section, we present the analysis of each sensor-system alone vs. the 
heterogeneous sensor fusion system.  
 A major issue with tracking people versus tags is that it is difficult to determine the center 
of mass for a person.  People can assume any pose, and this will affect the vision tracking.  
Currently, we have experimented with two methods for people tracking.  Our current 
CAMSHIFT algorithm and Kalman filtering provide common techniques.  CAMSHIFT works 
well with face tracking or colored shirt tracking.  Additionally, we have experimented with the 
Reading People Tracker [21].  Using modular components, this software attempts to track 
people-shaped objects in rooms.  However, we have had some difficulty making the tag 
coordinates accurately correspond to the glob centroid from the People Tracker.  We still use this 
information to develop a model relating the location of people to the actual location of tags or 
other sensors they have in their possession.  However, we have only been able to accurately get 
two-dimensional tracking from this system.  Ultimately, we would like to merge the information 
between the cameras in order to triangulate three-dimensional location information.  We have 
several current techniques to accomplish this effectively using our sensor fusion system with 
Ubisense and filtering overcomes some of these current limitations and provides three-
dimensional results. 
 
8.3  Limitations 
 
This system has some limitations as well.  First, in order to have the best results, the confidence 
model should be as accurate as possible.  If each system can be calibrated to perform well under 
some ideal condition, each map can be generated dynamically and automatically under those 
conditions.  However, if one system consistently performs poorly under any condition, physical 
measurements may be the only way to obtain an accurate model (i.e. measuring each location 
physically and then comparing the data). 
 
Our evaluation of the system has some flaws as well.  First, we do not include performance 
metrics demonstrating exactly how well this system performs in terms of latency, speed, 
 56 
 
frequency, etc.  More experiments are needed to determine this information.  Additionally, 
although we evaluate stationary and dynamic objects, our experiments may not be fully 
representative of what a user may do within the environment. 
 
 
8.4 Future Work 
 
 We are not addressing the issues of security and privacy since they are outside of the 
scope of this project.  However, in order to truly obtain reliability and robustness, systems would 
need to also address the conditions where malicious users corrupt or modify location 
information.  Problems could arise if users are able to “fake” their location, thus facilitating 
interactions and abilities not normally authenticated for that user.   
 Additionally, reliable location tracking presents privacy issues in virtually any scenario.  
Users do not always want someone (or something) knowing exactly where they are. 
Additionally, the easiest way for someone to achieve privacy would be to hide from the cameras 
and refuses to wear a tag.  In the future though, our system could be integrated with a mechanism 
for hiding location results from certain people or systems.  In fact, for a course project, we 
implemented a tracker that runs as a web service, which we viewed as an iPhone application.  
Making a service like this the only access point to the system, we could use configuration 
settings to only broadcast location information for those that desire it, thus enforcing privacy.  
Researchers in social computing continue to work to address these issues within ubiquitous 
computing environments.  The more reliable and accurate the system, the more users may not be 
comfortable with the results. 
 Currently, we have only used a single camera and a single object being tracked.  Future 
work would include expanding this system to multiple cameras and multiple objects being 
tracked.  The system would work as is if we just added multiple cameras and treated them as 
separate location-sensing systems.  However, multiple cameras could also be used to triangulate 
more accurate positions (i.e. all the cameras function as a single localization system). 
 Additionally, we would like to integrate our system with various location-aware 
applications, such as Clicky [40] and Active Interaction [22]. 
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CHAPTER 9  
CONTRIBUTIONS AND CONCLUSIONS 
 
 
 
Here, we summarize some of the contributions of this thesis: 
 
 New framework and models for reliable heterogeneous sensor fusion. 
 Dynamically address weaknesses and inaccuracies in current location-sensing 
systems. 
 Incorporates environment-specific models generated using heterogeneous sensors 
 Modified Kalman filter incorporating internal sensor information and environment 
reliability model 
 Integration with Active Spaces 
 Many theoretical approaches have not been validated experimentally 
 Dynamic evaluation and validation of location-sensing technologies 
 Real world, practical analysis 
 Application of vision-sensing to validation 
 Room & Environment-specific confidence model generation allowing optimal camera 
configuration 
 Performance evaluation and validation of the new framework 
 
 Using these advanced sensor fusion and filtering techniques, we provide a novel 
infrastructure for providing robust and accurate location awareness in active spaces (or any 
applicable environment).  Additionally, technology continues with the development of novel and 
improved location-tracking sensors.  Fusing the information from the location-sensing systems 
provides new methods for more reliable location tracking while compensating for weaknesses 
inherent in each location-sensing technology.   
 Heterogeneous, multimodal sensors are necessary in order to achieve reliable and 
accurate location-awareness within ubiquitous systems.  Current research in ubiquitous 
computing environments focuses a great deal on location-awareness and its applications in real-
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life scenarios. Our location infrastructure provides the infrastructure allowing location-aware 
applications and services to function reliably. 
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APPENDIX A:  KALMAN FILTER CONVERGENCE 
 
 
First, we present some key definitions and axioms: 
 A system is observable if its state can be determined from its outputs (either immediately 
or after post-processing delays). 
 A system is reachable if there are inputs to drive it to any state. 
 The error covariance of a Kalman filter is bounded if the system is observable. 
 The covariance increases if it starts from zero. 
 If a system is reachable and observable then it converges, and the filter is asymptotically 
optimal. 
  So, we need to prove that the system is reachable and optimal.   Therefore, we 
provide their definitions below.  
 
Observability and Reachability 
 

Lemma 11.1  Cayley - Hamilton
Let  A Rnm  and det(sI  A)  0  a1s L  am1sm1  sm .  Then
       0I 1A L n1Am1  Am  0.
       Therefore, span{I , A, A2 ,K }  span{I , A,K , Am1}
 
   
 
Definition : Observability and Reachability :
    The linear system
                     Xn1  AXn ,Yn CXn,    n 1
    is observable if X1 can be determined exactly from {Yn,  n 1}.  
    We then say (A,C) is observable. 
    The linear system
                     Xn1  AXn CUn CXn ,  n 1
    is reachable if, for every state X,  there is a sequence of inputs {Un,  n 1}
    that drives the system from X1 = 0 to state X.  We say that (A,C) is reachable. 
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
Theorem :
(a)  A,C  is observable if and only if CT AT CT L Am1 T CT   is of full rank.
(b)  A,C  is reachable if and only if AT ,CT  is observable
               C AC L Am1C   is of full rank.
               A pCCT A p 
p0
m1 T  is positive definite.
Proof of (a):  (6.5.1) Yn  CXn  CAn1X1.  
                       Therefore, A,C  is observable 
                       null space C CA CA2 L   0 
                       CT AT CT A2 T CT L   is full rank  
                       A pCCT A p 
p0
m1 T  is positive definite (by Cayley-Hamilton's Lemma).
Proof of (b):  (6.5.2)  Xn  An1X1  An k1
k1
n1 CUk  An k1CUk
k1
n1 
                      A,C  is reachable iff C AC A2C L   is full rank 
                      A pCCT A p 
p0
m1 T  is positive definite (by Cayley-Hamilton's Lemma).
                       
 
System Asymptotics 
 
First, we consider the unobserved system: 
 
Xn1  AXn  Vn ,  n  1,  
       where X1,Vn ,  n  1  are orthogonal and zero-mean with 
       cov Vn  KV  and Kn  cov Xn .
 
Therefore, 
Kn1  AKnAT  KV      (6.5.3) 
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Now, we describe the process for obtaining Kn . 
 
Theorem. 
(a) If A is stable, then  a positive semidefinite matrix K  such that Kn  K  as n .
Moreover, K  is the unique solution of
                               K  AKAT  KV
(b) Let KV  QQT .  Assume A,Q  is reachable.  Then, 
             A is stable iff K  AKAT QQT  has a positive definite solution K .
Proof  of (a):
    By induction, Kn1  AKnAT  KV 
                          Kn  An1K1 An1 T  ApKV Ap T
p0
n2 .
    Therefore, from the SVD A , A is stable  Ap i, j  C p  for some finite C  and some   0,1 
                          An1K1 A
n1 T  0 as n    
                          K  ApKV Ap T
p0
n2  ApKV Ap T
p0
 , which is positive semidefinite  
                          K  AKAT  KV .
Now, we must show that K  AKAT  KV  has a unique solution.
Therefore, let K  be another solution  
  K  K  satisfies   AAT   
  An An T , and as n ,   0  
K  K      K  is the unique solution.
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
Proof  of (b):
From (a), if A is stable, K  AKAT  KV  has a unique positive semidefinite solution:
K  ApKV Ap T
p0
  ApQQT Ap T
p0
 .
Since A,Q  is reachable, the null space QT QT AT QT A2 T L    0   
K  is positive definite.
Now, to show the converse, let K be a positive definite solution of K  AKAT  KV 
K  AnK An T  ApQQT Ap T
p0
 , n  1. 
Let ,v  be an eigenpair (eigenvalue, eigenvector) of AT  AT v  v  and
v*Kv   2n v*Kv  v* ApQQT Ap T
p0
n1

 v.
Now, since A,Q  is reachable, ApQQT Ap T
p0
n1  is positive definite 
v* ApQQT Ap T
p0
n1

 v  0  
  1
 
 
  In other words, if the system is stable, then the state will continue to approach 0.  
However, noise constantly pushes the state in one direction or the other.  The variance of the 
state remains bounded as the noise cannot push the state significantly in either direction.  If the 
state is reachable, then the noise pushes the state in all directions.  If the system is also stable, the 
variance of the state is positive definite.  If it is not stable, the variance would be unbounded. 
 
 
Filter Asymptotics 
 
 Now, we describe the construction and convergence of our Kalman filter. 
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Theorem :
Let KV  QQT ,  and assume that A,Q  is reachable and A,C  is observable.
Therefore,  S1  0 
          n  , Rn  R,  Sn  S    as  n .
The limiting matrices are the only solutions of the equations
            I  RC S, R  SCT CSCT  KW 1 , S  AAT  KV   
       S is the unique positive semidefinite solution of
          S  A S  SCT CSCT  KW 1 CS AT  KV .
   Therefore, the time-invariance filter
          Zn  AZn1  R Yn  CAZn1   satisfies cov Xn  Zn   as n .
 
 
Proof :
Let S  and S  be positive semidefinite matrices. 
Note: S  S  if S  S  is positive semidefinite.
Note: The matrices Sn , n  1  are bounded if Sn  S  for some positive semidefinite matrix S.

 First, we show that the matrices Sn  are bounded:
   Observability   Xnm  is a linear function of Yp ,Vp ,Wp , p  n,K ,n  m 1 .
   The covariance Snm  must be bounded by the covariance of Xnm  given Yp , p  n,K ,n  m 1 ,
   which is a linear combination of the covariances of 2m random variables 
   it is therefore uniformly bounded n.
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 If S1  0, then Sn  is nondecreasing in S1.
   Replace S1  with S1,  where S1  S1    Sn  with Sn ,  where Sn  Sn .
   Now, since we only care about covariances, we may assume that all the random variables are
   jointly Gaussian.  Therefore, increasing S1  to S1  S1  can be done by replacing X1  with X1  X1  1,
   where 1  N 0, S1  S1  and is independent of X1,Vn ,Wn ,n  0 .
   Let Xn  be the system state corresponding to Xn  and Yn  be the corresponding observation 
   Xn1  Xn1  An1  
   L Xn1 Yn ,1   L Xn1 Yn   L Xn1 1   L An1 Yn   L An1 1  
   L Xn1 Y
n   An1   and
   Sn1  cov Xn1  L Xn1 Yn ,1    and
   Sn1  cov Xn1  L Xn1 Y n  .
   n  1, we can express Yn  as a linear function of Yn ,1    Sn1  Sn1.
 
 If S1  0, then Sn  S,  where S  is a positive semidefinite matrix.
   Let S1  0  S2  Sn  Sn1   (from above)
    a positive semidefinite B such that Sn  B 
   Sn i,i : eiT Snei  Sn1 i,i  B i,i  
    a nonnegative Sn i,i  such that Sn i,i  S i,i .
   Similarly,  n : Sn i,i  2Sn i, j  Sn j, j 
                   ei  ej T Sn ei  ej  n 1  ei  ej T B ei  ej 
   Sn i, j  must converge to some S i, j  Sn i, j  S i, j 
 
 
 69 
 
 The matrix A  ARC  is stable.
   From above, we know that Sn1  cov Xn1  AXˆn   (from state and filter equations)
      Xn1  AXˆn  AXn  Vn  A AXˆn1  Rn Yn CAXˆn1   
             AXn  Vn  A AXˆn1  Rn CXn  Wn CAXˆn1   
            A  ARnC  Xn  AXˆn1  Vn  ARnWn .
   So, computing the covariance of both sides, we get 
      Sn1  A  ARnC Sn A  ARnC T  ARnKWRnT AT  KV
   Now, assume that A  ARC T v  v,  with   1 and nonzero v  
   v*Sv  v* A  ARC S A  ARC T v  v*ARKWRT AT v  v*KVv 
                2 v*Sv  v*ARKWRT AT v  v*KVv.
   Now, since   1, we see that v*Sv  v*ARKWRT AT v  v*KVv  v*QQT v  0  
   Qv  0 and A,Q  is not reachable.
               
 
 For any S1,  Sn  S.
   Let Gn  cov Xn  AZn1 , where Zn  is defined in the theorem above.
   Now, using the state equations and definition of Zn ,  we have:
      Xn1  AZn  AXn  Vn  A AZn1  R Yn  CAZn1   
                            AXn  Vn  A AZn1  R CXn  Wn  CAZn1   
                            A  ARC  Xn  AZn1  Vn  ARWn
   And, computing the covariance of both sides, we get:
      Gn1  A  ARC Gn A  ARC T  ARKWRT AT  KV
   Now, since A I  RC  is stable from above, Gn  S
 
 
 
 Equation S  A S  SCT CSCT  KW 1 CS AT  KV   has a unique positive semidefinite solution S
   Let S  be another positive semidefinite solution of S  A S  SCT CSCT  KW 1 CS AT  KV .
   Now, S1  S  Sn  S  S  S  (Since Sn  S,  shown above)
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 The time-invariant filter has the same asymptotic error covariance as the time-varying filter.
   Since the time-invariant filter is just a special case of the time-varying filter, this follows immediately.
 
 To clarify this theorem, A,Q being reachable means that the noise excites all components of 
the state. A,C   being observable means that the observations track all components of the 
state and also that the estimation error is bounded.  If the matrix A is unstable, the state could 
grow unbounded, but the estimator still tracks it.  The time-invariant filter has the same 
asymptotic error as the time-varying filter. 
