All models are wrong, but some are useful.
Uncertainty regarding true seizure frequency remains a major obstacle to the management of seizures. There are two separate but related problems-the apparent unpredictability of events and the difficulty accurately capturing events using patient reporting with diary-based systems. All clinicians are familiar with the experience of increasing medication doses, sometimes repeatedly, in response to reported fluctuations in seizure frequency that may simply represent the underlying variability of the condition, or variations in the accuracy of reporting.
More recently, work with implantable seizure monitoring systems 1,2 has allowed better recognition of underlying patterns of seizure activity, permitting the generation of more sophisticated modeling of changes in seizure occurrence, rather than simple frequency counts. Evidence of long-term memory, 3 patterns to interseizure interval patterns, 4 and strong circadian and ultradian rhythms 5 has led to the development of useful forecasting techniques. The disparities between true seizure frequency and diary-based patient-recorded events are well recognized. 6, 7 Studies examining EEG monitoring unit data, 8 ambulatory EEG, 9 and implanted or wearable systems have consistently shown that seizures are frequently unrecognized and unreported. The type of seizure and "diary fatigue" are important elements also. Some seizure types are particularly prone to underreporting, particularly focal impaired awareness events and those which occur in sleep. A variety of novel solutions have been developed to improve on this with the increasing sophistication and sensitivity of wearable devices. 10 Strategies to accommodate this information in clinical practice and drug trials would be of great utility. Bayes' theorem describes the probability of an event while accommodating prior knowledge of conditions related to the event. This provides a method of updating our perceived probabilities of events according to available evidenceBayesian inference. With this, the degree of probability will rationally alter in accordance with the availability of relevant evidence. The technique of Bayesian inference is fundamental to Bayesian statistics, and the methods are particularly valuable for dealing with incomplete data.
When data are incomplete, it is necessary to make somenecessarily subjective-assumptions about the underlying parameters of the statistical model. The Bayesian approach does not assume a fixed underlying parameter, but instead allows for uncertainty in the parameter space and provides inferences on the most likely model parameters, given what the data show. Incomplete data are well-suited to the Bayesian approach as it allows the subjective component of inference to be formalized. These techniques are of widespread use in many machine-learning fields particularly and are increasingly being applied in medicine.
Hidden Markov models (HMMs) are sometimes described as the simplest dynamic Bayesian system, and unlike a standard Markov model where the current state is observed, in the hidden Markov model the state is not directly observable, but some output of the state is measurable. These models provide a framework to determine the probability of hidden states based on observed output. These techniques are good for modeling temporal data series, and Markov models and | COMMENTARY hidden Markov models are well-suited to model flat stretches and bursts in time-series data, and so are appropriate to the clinical situation of often long seizure-free intervals, punctuated by bursts or clusters of activity. They can be used to estimate the amount of time a patient will stay in a low seizure risk state for instance.
These more sophisticated approaches, combined with the knowledge of underlying patterns of seizure activity, together with large databases of electronic seizure diaries, afford a unique opportunity to develop better methods of interpreting reported seizure counts. These models can accommodate a great deal of complexity, and incorporate other clinical measures as they become available, such as data from wearables.
Chiang and colleagues have taken a novel approach to tackling these problems and propose a Bayesian method of analysis, which can be applied to individual seizure records, which then assesses changes in seizure risk rather than observed seizure counts, and so avoids the effects of natural fluctuations in frequency. They model seizure occurrences as a point process where the frequency of seizures is a hidden parameter that follows a discrete Markov process, and they use Bayesian techniques in order to update the underlying hidden transition probabilities based on observed data. As well, they use the concept of a measure of "seizure control" rather than simply reported seizure events. This solution also allows for missed data to be incorporated in the estimations, based on recognition of the reproducible patterns underlying seizure activity. They demonstrate this approach is superior to the standard method of seizure counts to estimate seizure risk. This allows more appropriate responses to managing seizures clinically and importantly could potentially be extended to a better way of interpreting clinical trial data. Data obtained from a large and unique database, SeizureTracker, have been used for the study, and while a particular clinical group has been studied (tuberous sclerosis), the method is of broad applicability.
The authors have introduced a powerful technique, which may allow us to approach management in a more personalized manner, and improve patient outcomes, and reduce overtreatment. The work represents an important step forward in our approach to the analysis of data in the management of epilepsy.
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