In this paper we present algorithms to calculate the probability and severity of ruin in both finite and infinite time for a discrete time risk model. We show how the algorithms can be applied to give approximate values for the same quantities in the classical continuous time risk model.
INTRODUCTION
The probability and severity of ruin for the classical continuous time risk model was first discussed in a paper by GERBER et al. (1987) . Using their notation, G (u,y) represents the probability that ruin occurs given initial surplus u and that the deficit at the time of ruin is less than y. In that paper, general equations for G (u,y) are derived and explicit solutions are found for certain individual claim amount distributions. This work was extended by GERBER and DUFRESNE (1988) who found explicit solutions for G{u, y) when individual claim amounts were distributed as a combination of exponential distributions. DICKSON (1989) showed that approximate values of G (u, y) could be calculated by a recursive method by defining a relationship between survival probabilities and the density of G{u, y). DICKSON and WATERS (1991) present a recursive algorithm to calculate survival probabilities for a discrete time risk model which can be used to approximate to survival probabilities in the classical continuous time risk model. In the present paper, we show how these methods can be adapted to calculate approximate values of G (u, y) .
We also present a recursive algorithm for the approximate calculation of the probability and severity of ruin in finite time. Our algorithm is derived from an algorithm presented by D E VYLDER and GOOVAERTS (1988) for the approximate calculation of finite time ruin probabilities.
DAVID CM. DICKSON AND HOWARD R. WATERS

PRELIMINARIES
In this paper we are interested in the classical continuous time risk model defined as follows. The claim number process is a Poisson process and individual claim amounts are identically distributed and are independent both of each other and of the number of claims. It is assumed that individual claim amounts are non-negative and have finite mean. Without loss of generality we assume that the Poisson parameter is 1 and that the mean individual claim amount is also 1. Premiums are assumed to be received continuously at a constant rate. Premiums are calculated using a loading factor 8 (> 0) so that the premium income per unit time is (1 + 9). The stochastic process { 0 Z(/)},> 0 denotes the surplus at time t, given an initial surplus oZ(O), which we denote u. (We use the subscript " 0 " to indicate that we are dealing with our initial model.) The time until ruin for this process, denoted 0 T, is defined as follows:
We are particularly interested in the probability and severity of ruin for this process, i.e. the probability that ruin occurs and that the surplus at the time of ruin does not go below a given amount, say -y, where y > 0. We denote this probability 0 G(u,y) and define it as follows:
We define the probability and severity of ruin in finite time, denoted 0 G (u,y, t) , as follows:
The probability of ruin in finite time for this process is denoted o y/(u, t) and is defined as follows:
Our objectives in this paper are to obtain numerical values for, or at least approximations to, 0 G(u,y) and 0 G(u, y, t) . To do this we consider a second risk model which is still a compound Poisson risk model and can be regarded as a rescaled and discretized approximation to the initial risk model. (1991, Section 1) . The discrete time stochastic process {Z(n)}* =0 denotes the surplus at time n for the model specified by (2.1) given an initial surplus of Z(0) = u, which we shall always assume to be a non-negative integer. An important feature of this model is that the aggregate claims in each unit of time are distributed on the non-negative integers so that in one unit of time the surplus can increase by 1 (if the aggregate claims are 0), stay at the same level (if the aggregate claims are 1) or decrease by an integer amount. The (discrete) time until ruin for this model is denoted T and defined as follows:
Note that we regard hitting zero as being ruined. This is because we are approximating continuous time probabilities by discrete time probabilities. If the surplus in discrete time hits zero then, with probability one, it was below zero in continuous time immediately prior to passing through zero. DICKSON and WATERS (1991, Section 8) discuss this point at greater length. Note also that if the initial surplus is 0 then ruin does not occur at time 0 but will occur at time 1 unless the aggregate claims in the first time period are 0. The probabilities of ruin in finite time and in infinite time for this process are denoted y/(u, t) and i)/(u) respectively and are defined as follows:
The probability and severity of ruin in infinite and finite time for the model specified by (2.1) are denoted G (u, y) and G(u, y, t) , respectively, where y is a positive integer, and are defined as follows:
G(u,y) = P[T<cc and -Z(T)<y] G{u,y,t) = P[T<t and -Z(T)<y]
For any choice of values of u, y, t and /? such that /?, yfi and tfi(\ +6) are positive integers and ufi is a non-negative integer, we regard y/ (ufi, tp{\ + 6) ), G{u[l, yp) and G(M/?, yfi, tjl{\ +8)) as approximations to o i// (u, t), 0 G(u, y) and 0 G(u, y, t) , respectively, for the reasons given by DICKSON and WATERS (1991, Section 1) . In general, the larger the value of /?, the better we would expect this approximation to be.
In the following section we present an algorithm which can be used to calculate G (u, y) and in Section 4 we present some numerical results illustrating the use of this algorithm. In Section 5 we present an algorithm for the calculation of G{u,y, t) and finally in Section 6 we present some numerical results illustrating the use of this second algorithm.
Before doing this we need some more notation. For k = 1, 2, ... we denote by f k and F(k) the probabilities that the aggregate claims in a single time period are equal to k and are less than or equal to k, respectively. Note that f k can be calculated using PANJER'S (1981) 
G(0,y)=f 0 G(l,y)
and hence
We can find G(0, y) by using a method similar to that of DUFRESNE (1988, Section 3) . For a fixed value of y, define
Also, note that
Now define 7(j) = J ] 5 X rf(x) and #(*) = Note that both these generating functions exist for |s| < 1.
and hence Now note that / ( I ) = lim G(x, y) = 0, and that H{\) = 1. Hence we can find rf(0) from (3.4) by setting s = \. With s = 1, both the numerator and denominator of (3.4) are zero, so by applying L'Hospital's rule we find that
i.e. G ( 0 , j ) =
= 0
Hence we can calculate G(0,y) as it is expressed in terms of the distribution function of aggregate claims per unit time. Note that by letting y -> oo on the right hand side of (3.5) we find the mean of the distribution, i.e. As lim G(0, y) = (i/(0), we see that the limiting form of (3.5) is consistent y-*co with the expression for the survival probability from initial surplus zero given by DICKSON and WATERS (1991, Section 7) . It is interesting to compare our expression for G(0, y) with that for 0 G(0,y). Integrating equation (4) of GERBER et al. (1987) we find that, using their notation
where X is the Poisson parameter, c is the premium income per unit time and P(x) is the distribution function of individual claim amounts. The right hand side of (3.6) equals the expected retained aggregate claim amount per unit time under excess of loss reinsurance with retention level y, divided by the premium income per unit time before reinsurance. The right hand side of (3.5) gives the expected retained aggregate claim amount per unit time under stop loss reinsurance with retention level y, divided by premium income per unit time (i.e. 1) before reinsurance. By making this comparison, it is reasonable to expect that, for a large value of /?, G (0, yp) will give a good approximation to Q G(0,y). The reason for this is that for a large value of ft, the probability of more than one claim per unit time will be very small and hence stop loss reinsurance will be virtually identical to excess of loss reinsurance. For example, if ft = 100 and 6 = 0.1, then the probability of more than one claim per unit time is 0.00004. Tables 1 and 2 show exact and approximate values for 0 G(u,y) when the individual claim amount distribution is exponential. For this distribution, we can apply the methods of GERBER et al. (1987) to show that
NUMERICAL EXAMPLES
In Table 1 , the premium loading factor, 9, is 10% and in Table 2 it is 20%. The key for these tables is as follows:
(1) denotes the exact value of 0 G(u, y), (2) denotes the approximation to 0 G(u,y), calculated using (3.5) and (3.1), with the parameter /? = 50, (3) denotes the ratio of the value in (2) to that in (1), (4) as (2), but with /? = 100, (5) denotes the ratio of the value in (4) to that in (1). In all of our numerical examples, the discretization of the individual claim amount distribution is the same as that given by DE VYLDER and GOOVAERTS (1988, Section 8) .
We note the following points about Tables 1 and 2 : (i) For all combinations of u and y, we get a better approximation to 0 G (u, y) when P = 100. We commented in Section 2 that this is what we expected.
The approximate values are less than the exact values for finite values of y, but in most cases are very close to the exact ones. For a given value of w, the approximations generally improve (i.e. the ratio becomes closer to one) as y increases. (ii) For a given value of y, the ratios do not always increase as u increases. An example is when y = 3 in Table 2 . This, however, seems unimportant, particularly in Table 2 where the values of 0 G(u,y) are so small for the larger values of u. The approximate values in Table 2 agree to five decimal places with the exact ones when u > 40 and /? = 100. For each value of u, 0 G (u, 5) is fairly close to the ultimate ruin (iii) probability. Tables 3 and 4 
1+6 \+y
In Table 3 the premium loading factor is 10% and in Table 4 it is 20%. The key to these tables is the same as for Tables 1 and 2 , and the same method as above has been used to discretize the individual claim amount distribution. We note the following points about Tables 3 and 4: (i) The approximations are better when /? = 100. Also, for a given value of /?, the ratios become closer to one as y increases. G(u, y) . In Table 5 the premium loading factor is 0.1 and in Table 6 it is 0.2. The key to Tables (5) and (6) is as follows:
(1) denotes the approximation to 0 G(u,y), calculated using (3.5) and (3.1), with the parameter /? = 50, (2) as (1), but with P = 100.
We note that the pattern of results in Tables 5 and 6 is the same as that in Tables 1 and 2 . In particular, for finite values of y, the approximations are Tables 5 and 6 is that values of 0 G(u, 10) are not at all close to the values of 0 G(u, oo). Unfortunately, for larger values of u than those tabulated, this algorithm appears to be unstable, giving probabilities outside the interval [0, 1] for both distributions. DICKSON and WATERS (1991, Sections 5 and 7) present a pragmatic approach to the problem of instability which can also be adopted for this algorithm.
In terms of numerical accuracy, there is little to choose between this algorithm to calculate 0 G(u,y) and the one presented by DICKSON (1989) . A major difference between the algorithms is that the algorithm in Section 3 is for a fixed value of y whereas DICKSON'S (1989) algorithm is for a fixed value of w. A second difference is that to apply DICKSON'S (1989) algorithm, calculated values for ultimate survival probabilities in our initial model are required to calculate 0 G(u, y). The above algorithm works in the opposite way in the sense that the ultimate ruin probability is just the limiting value of 0 G(u, y) . A similarity between the algorithms is that to perform the recursive calculations in each case values from a compound distribution have to be calculated: for the algorithm in Section 3, values from a compound Poisson distribution are required; in DICKSON'S (1989) paper, values of the ultimate survival probability were required and were approximated using values from a compound geometric distribution (see PANJER (1986) ). Despite these similarities, we have found that the algorithm in Section 3 generally requires less computer time.
THE PROBABILITY AND SEVERITY OF RUIN IN FINITE TIME
In this section we present a recursive algorithm for the calculation of G (u, y, t) , where u is a non-negative integer and y and ; are positive integers. Our THE PROBABILITY AND SEVERITY OF RUIN IN FINITE AND INFINITE TIME 1 8 7 algorithm is based on an algorithm presented by D E VYLDER and GOOVAERTS (1988) for the calculation of finite time ruin probabilities. (See DICKSON and WATERS (1991, Section 2) for comments on this algorithm.)
Our algorithm, which is derived by considering the aggregate claims at the end of the first time unit, is as follows:
We can use (5.1) to calculate G (u,y, t) by calculating successively: 2, ...,u+t-1 G(w, y , 2) f o r w = 1,2, ...,u+1 -2
G(w,y,t-l)
for w = 1, 2, . . . , w+ 1 and finally G (u,y, t) . We can reduce the number of calculations involved in this procedure by discarding very small values of f k . This was a device used by D E VYLDER and GOOVAERTS (1988, Section 5) . Let s be some suitably small positive number. We define a sequence {f/} c f=o as follows:
It follows immediately from (5.2) that for any j > 0:
We now define G E (u,y, t) as follows:
if F(u)> 1-e and for t = 2, 3, 4, ...
The advantage of using (5.4) and (5.5) rather than (5.1) is that the summation in (5.5) is restricted to those values ofy for which ff is not zero. The error introduced by using (5.4) and (5.5) can be bounded as shown by the following Result (see D E VYLDER and GOOVAERTS (1988, Section 5)):
Result: (u,y, 1) < G(u,y, 1) and for t = 2, 3, ... u,y, t)-2ts < G £ (u,y, t) < G(u,y, t) Proof: The second inequality in (5.6) follows from the definition of G e (u, y, 1) ; the second inequality in (5.7) follows by induction from (5.6) and from noting that/; 8 < / ; for a l l / To prove the first inequality in (5.6) note that G{u,y, 1) equals C(u, y, 1) unless F(u) is greater than (1 -s), in which case the former is less than e and the latter is zero.
It remains to prove that:
e (u,y, t) First note that (5.8) is true for t = 1 (and for all u and y). Suppose it is true for a particular value of t (and for all u and y). Then: (u,y,l) {frf/}G (u+\-j,y,t) 
< s + 2et + s = 2s (t+\) and (5.8) follows by induction.
6. NUMERICAL EXAMPLES Exponential claim
(1) (2) 0 G (u,y,t) 0 G(u,y) claim amount distributions: the exponential distribution with mean 1 and the Pareto distribution specified by (4.1). Columns (1), (2) and (3) relate to the exponential claim amount distribution and columns (4), (5) and (6) give the corresponding information for the Pareto distribution. Throughout Table 7 the premium loading factor, 9, has been taken to be 0.1. The key to Table 7 is as follows:
(1)&(4) denote the approximate values of 0 G (u,y,t) . The figures in these columns are values of G c (ufi, yfi, ?/?(l + 9) ) calculated using the algorithm in Section 5. The parameter /? has been taken to be 20 and, for a given value of t, the parameter s has been taken to be 10~3/(2?y9(l +9)) so that from (5.6) and (5.7) it can be seen that the difference between G (uP, yfi, t0(l + O) ) and G e {uP, yfi, tfi{\ + 9)) is at most 10" 3 . (ufi, tfl, t[}{\ + 9) ) and have been calculated using the methods in DICKSON and WATERS (1991, Sections 3, 4 and 8) .
There are two interesting comments to be made about the figures in Table 7 .
The first is that for the exponential claim amount distribution the values of G (u, 5, t) are reasonably close to the values of y/ (u, t) . This is not surprising since ruin must be caused by a single claim and the probability that a single claims exceeds 5 is very small (0.006738). However, these values are not so close for the Pareto distribution and this is presumably because the probability that a single claim exceeds 5 is much larger in this case (0.02778). The second point is that, apart from the case u = 0, the values of G (u,y, t) are not very close to the corresponding values of G (u,y) , even for the largest value of / (t = 100) This means that, for these ranges of values of u, y and / and for these claim distributions, it would not be reasonable to use G(u, y) as an approximation to G (u,y, t) .
