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Abstract 
Ko, K., On the computational complexity of integral equations, Annals of Pure and Applied 
Logic 58 (1992) 201-228. 
The computational complexity of Volterra integral equations of the second kind and of the first 
kind is investigated. It is proved that if the kernel functions satisfy the Lipschitz condition, then 
the solutions of Volterra equations of the second kind are polynomial-space computable. If, 
one the other hand, the kernel functions only satisfy the local Lipschitz condition with the 
Lipschitz constants growing in an exponential rate, then the solutions could be exponential- 
time hard. We identify a class of Volterra equations of the first kind that can be converted to 
Volterra equations of the second kind satisfying the local Lipschitz condition. The complexity 
of the solutions of these equations is also proved to be exponential-time hard. 
1. Introduction 
Two important classes of integral equations are Volterra integral equations of 
the first kind 
Y 
I K(Y, 39 44s)) ds =f(y), 0 CY c 1, 0 (1) 
and Volterra integral equations of the second kind 
$(Y)=f(y)+%K(YJ, G(s))& OSYGl, (2) 
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where function @ is to be solved from given functions K and f. While many 
numerical algorithms for Volterra equations of the second kind have been 
proposed and studied (see, e.g., [l, 12, 171) very few general algorithms for 
Volterra equations of the first kind are known. It is generally recognized that 
Volterra equations of the first kind are much more difficult to solve than Volterra 
equations of the second kind. In this paper, we apply discrete complexity theory 
to study the complexity of these integral equations. We demonstrate that, in the 
general cases, the complexity of the solutions for (2) is indeed lower than the 
complexity of the solutions for (1). In addition, our main results also show that 
the Lipschitz condition is critical for the equations to have solutions of reasonable 
complexity. 
In order to study the complexity of the solutions @ of these equations, we must 
first specify the computational model for real-valued functions. The computa- 
tional model to be used is the oracle Turing machine model of [lo]. This model is 
based on the computational model of recursive analysis and measures the 
bit-operation complexity. In this model, a real number x is polynomial-time 
computable if there exists a polynomial-time computable function @ that outputs 
a rational number d on input 0” such that Id -xl c 2~“. A real-valued function 
g : [0, l] + R is polynomial-time computable if there exist a polynomial p and a 
polynomial-time Turing machine M such that (i) p is a modulus function for g, 
i.e., [g(x) -g(y)] C 2~” if lx - yl C 2-p(n), and (ii) for any rational number 
d e [O, 11, M(d) outputs a rational number e such that ]e -g(d)] c 2-“. 
Polynomial-space computable and exponential-time’ computable real functions 
can be defined in a similar way. (For the formal definitions and the basic 
properties of polynomial-time computable real functions, see Section 2.) 
Based on this notion of polynomial-time computability, our general question 
about integral equations is the following: if K and f of (1) and (2) are 
polynomial-time computable, what is the complexity of the corresponding 
solutions $? In particular, is $I always computable in polynomial time? This 
question turns out not very interesting: it is known that some ordinary differential 
equations 
G’(y) = K(Y, G(Y)), $40) = 0, 06~ =s 1, 
defined by poynomial-time computable function K does not have any recursive 
solution $ [8,14]. Since such differential equations can easily be transformed into 
Volterra integral equations of the second kind, we see that solutions + of (2) 
could be so difficult that they are not even computable. We are, therefore, 
interested in subclasses of integral equations in which the functions K and f satisfy 
certain analytical properties so that some reasonable upper bounds are known for 
the complexity of the solutions 9. 
In the theory of integral equations, the single most important property assumed 
’ In this paper, exponential time always denotes the class DTIME(2W’Y). 
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for function K is the Lipschitz condition: there exists a constant L such that 
K(Y, s, ri) - K(Y> s, f2)l s L * irl - f~l (3) 
for all y, s, t1 and t,. For instance, if the function K of (2) satisfies the Lipschitz 
condition, then the well-known Picard’s successive approximation algorithm finds 
approximations {&} that converge to the unique solution $ in a linear speed 
(i.e., I$, - +I =S 2-” for some constant c). A weaker form of the Lipschitz 
condition is the local Lipschitz condition: for each y, there exists a constant LY 
such that 
NY, s, ti) - K(Y, s, &)I =G L, . ltr - t2l 
for all s, tl, t2. In this paper, we will restrict our attention to the class of (1) and 
(2) in which K satisfies either the (global) Lipschitz condition or the local 
Lipschitz condition with the Lipschitz constants growing in an exponential rate: 
(3 polynomial r)(Vn)[y < 1 - 2~” + LY CT’“‘]. 
For these integral equations, we prove the following complexity bounds. 
(4) 
(a) The solutions of (2) are polynomial-space computable if K satisfies the 
Lipschitz condition and both K and f are polynomial-time computable. Further- 
more, there exist such functions K and f so that the corresponding solution # of 
(2) is not polynomial-time computable if FP # #P. 
(b) The solutions $ of (2) are exponential-space computable if K and f are 
polynomial-time computable and K satisfies the local Lipschitz condition with the 
Lipschitz constants satisfying (4). Furthermore, there exist such functions K and f 
so that the corresponding solution 4 of (2) encodes an exponential-time complete 
problem and so is not polynomial-space computable if PSPACE # EXPTIME. 
(c) We identify some analytical conditions on functions K and f so that each 
equation (1) defined by such functions K and f can be converted to an equation 
(2). However, the Lipschitz condition on function K is not necessarily preserved 
by this conversion. We construct polynomial-time computable functions K and f 
that satisfy these analytical conditions and furthermore satisfy the global Lipschitz 
condition, but the corresponding solution @ of (1) is not computable in 
polynomial space if PSPACE # EXPTIME. 
The above results give a complexity-theoretic view on the importance of the 
Lipschitz condition and the difference between these two kinds of integral 
equations and explain why there is no numerical method for (1) in the general 
case. In view of these results, we must look for more restricted subclasses of (1) 
that admit numerical methods of lower complexity. 
A few remarks about these results are in order. First, we note that the proofs 
for the lower bound results in (b) and (c) prove actually stronger results. The 
kernel function K defined in the lower bound construction is a quadratic function 
K(y, s, t) = Kl(y, s) - t + K,(y, s) - t2. Therefore, it implies that even if the kernel 
functions are quadratic functions, the solution # may still be exponential-time 
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hard. The question of whether this lower bound result can be improved to linear 
integral equations, i.e., equations in which the kernel functions K are linear: 
K(y, s, t) = Ki(y, s) - t, is left open. Since linear integral equations are an 
important class of integral equations which have been studied extensively in 
numerical analysis, this question appears particularly interesting. Based on our 
proofs, however, we conjecture that the exponential-time lower bound does not 
hold for linear integral equations. (See some technical points discussed in Section 
4.) 
Two other major open questions in this research are whether the gaps between 
the upper bounds and the lower bounds in the above can be narrowed. For the 
first case where the kernel function K satisfies the global Lipschitz condition, the 
question is whether the #P lower bound could be improved to polynomial space. 
This question is closely related to the complexity of ordinary differential 
equations. From the study there, it seems that such a polynomial space lower 
bound is possible only when we require some weaker conditions than the 
Lipschitz condition. Our goal is thus to identify the analytic properties that are 
critical to the polynomial space lower bound. For the second case where kernel K 
satisfies the local Lipschitz condition, the situation is similar. Can we improve the 
exponential-time lower bound to maybe exponential space? Since our proof of 
lower bound only uses quadratic equations, it appears there is still some room for 
more complicated construction to improve his lower bound. 
2. Preliminaries 
In this section, we review the standard definitions in discrete complexity theory 
and present the formal model of computation for real functions. We assume that 
the reader is familiar with Turing machines (TMs) and their time complexity (see, 
for instance, [2,7]). In particular, we will deal with the following complexity 
classes: the class P of sets computable in polynomial time by deterministic TMs, 
the class NP of sets computable in polynomial time by nondeterministic TMs, the 
class #P of functions that enumerate the number of accepting paths of 
nondeterministic TMs, the class PSPACE of sets computable in polynomial space 
by deterministic TMs, the class EXPTIME of sets computable in exponential time 
P(n) (in time 2 for some polynomial p) by deterministic TMs, and the class 
EXPSPACE of sets computable in exponential space (in space 2p(“’ for some 
polynomial p) by deterministic TMs. It is well known that 
P G NP c_ Psp G PSPACE c EXPTIME c EXPSPACE, 
where P*’ is the class of sets computable in polynomial time by a deterministic 
oracle TM that makes queries to a function in #P. None of the above inclusions 
is known to be proper. We only know that PZEXPTIME and PSPACEZ 
EXPSPACE. A problem A is complete for a class % if A E %’ and for every 
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problem B E %‘, B is polynomially reducible to A in the sense that there is a 
polynomial-time computable function f such that for all X, x E B ef(x) E A. 
The objects to be studied in this paper are real-valued functions. The 
complexity theory of real functions has been studied in many directions. We will 
follow the complexity theory of [lo] that is based on the computational model of 
recursive analysis and is compatible with the well-known discrete NP- 
completeness theory. In the following, we review the definitions and basic 
properties in this theory. For more detailed discussion of this computational 
model and a complete treatment of its application to numerical problems, see [9]. 
First we consider the representation of real numbers. Let D be the set of all 
dyadic rational numbers, i.e., D = {m/2” ) n, m E N, n 3 O}. A dyadic rational 
d E ED is represented by a string of the form 
kd, . - . d,d,, . e, . . . e,, 
with each d; and each ei in (0, l}, and its value is 
A real number x is represented by a Cauchy function # : N - D which has the 
property that for each n, $(n) is a dyadic rational d such that Id -xl G 2-“. Such 
a function $J is said to binary converge to x. A real number x is computable if 
there exists a computable function $ which binary converges to X. A real number 
x is polynomial-time computable if there exists a function I$ which binary 
converges to x such that e(n) is computable in time p(n) for some polynomial p. 
Similarly, we may define polynomial-space computable, exponential-time com- 
putable, and exponential-space computable real numbers. 
The computation of real functions is based on the model of oracle TMs. We 
only consider real functions defined on a closed interval [a, b]. Without loss of 
generality, let [a, b] = [0, 11. A real function f : [0, l]+ R is computable if there 
exists an oracle TM M such that for any oracle QJ which binary converges to some 
x in [0, l] and for any input n, M outputs a dyadic rational d such that 
Id -f(x)1 c 2-“. The function f is polynomial-time computable if this oracle 
machine always halts in p(n) moves for some polynomial p, independent of the 
oracle function @. Similarly, we may define polynomial-space computable, 
exponential-time computable and exponential-space computable real functions. 
One of the most important properties of computable functions is that they must 
be continuous. A polynomial-time computable function f must have a polynomial 
modulus of continuity: for some polynomial p, If(x) --f(y)! s 2~” whenever 
x,ye[O, l]andIx-ylc2- dn) This property can actually be used to characterize _ 
polynomial-time computable real functions. 
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Proposition 2.1. A real function f : [0, l]-, R is polynomial-time computable if 
and only if 
(a) f has a polynomial modulus of continuity ; and 
(b) there exists a polynomial-time Turing machine M such that for any dyadic 
rational d, M(d, On) outputs a dyadic rational e such that le -f (d)l 6 2-“. 
Indeed, if a function does not have a polynomial modulus, then we immedi- 
ately conclude that it is not even polynomial-space computable. In this paper, we 
will deal with integral equations whose solutions $ are known to have polynomial 
moduli. From Proposition 2.1, we see that to show that such a real function f is 
polynomial-time computable, we only need to argue that for any given input 
dyadic rational d, we can get an approximate value e to f (d) within an error 2-” 
in time p(n) for some polynomial p. 
Two- or three-dimensional polynomial-time computable functions are similarly 
defined. A function f : [0, 112 + Iw is polynomial-time computable if there exist a 
two-oracle machine M and a polynomial p such that for any oracles # and I/J 
binary converging to x and y in [0, 11, respectively, and for any input n, M 
outputs, in time p(n), a dyadic rational d such that Id -f (x, y)J =S 2-“. Similarly, 
a function f : [0, 112 + R has a polynomial modulus function q on [0, 112 if for any 
(xi, YJ, (~2, y2) E [O, 11, If (xl, yI) -f (x2, YJI s 2~ whenever Ix1 -x21 s 27@) 
and 1 y, - yzJ G 2-qcn). 
Since the computation of real functions uses oracle TMs, the concept of 
completeness in discrete complexity theory does not fit well within this model. 
Nevertheless, for the sake of convenience, we define the concept of completeness 
of real functions as follows. We say that a set A c (0, l}* is polynomially 
reducible to a real function f : [0, l] + R if there exist two polynomial-time 
computable functions g : (0, l} *+lEJ and h: (0, l}* x ID+ (0, l} and a polyno- 
mial function p such that for every w E (0, l} *, w E A e h(w, e) = 1, where e is 
any dyadic rational with the property le -f (g(w))1 =S 2-“@). In other words, to 
determine whether w E A, we can first use g to transfer the instance w for 
problem A to an instance d = g(w) for problem f, then from an approximate 
value e = f (d) the answer to the question “w l ?A” can be found. (The first part g 
is like the many-one reduction in discrete complexity theory, and the second part 
h is more like the Turing reduction.) 
Definition 2.2. Let % be a complexity class (for instance, ‘%’ = PSPACE or 
EXPTIME). A real function f : [0, l]+ IF! is hard for the class %, or %-hard, if 
every discrete problem A E % is polynomially reducible to f; a real function 
f : [0, l]+ Iw is complete for the class Ce, or Ce-complete, if it is computable in V 
and is hard for the class %. 
Computational complexity of continuous function has been studied in many 
different directions. In the area of arithmetic complexity (or, algebraic com- 
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plexity), the “real number model” is used in which the information of a real 
number is assumed to be given completely, and the complexity cost is measured 
against the total number of arithmetic operations performed (e.g., see [4]). This 
model is also used in [3], where a new version is defined of the P vs. NP problem 
that is not known to be equivalent to the P vs. NP problem in discrete complexity 
theory. Our model is closer to the discrete model used in the NP-completeness 
theory, where a machine can only handle a finite amount of information in a finite 
amount of time. A real number, containing infinite information, thus cannot be 
assumed to be given completely. Instead, partial information about a real 
number, usually in the form of rational approximate values, will be given, and the 
complexity cost is charged against the process of collecting the information, as 
well as the arithmetic operations on the rational numbers representing reals. This 
approach is essentially equivalent to the classical numerical analysis model and 
has been taken by many groups of researchers, see, e.g., [13,15,16]. In 
particular, in [18] the complexity of integral equations in the mode1 of [15] is 
studied. 
3. Volterra equations of the second kind: upper bound 
In this section, we establish the polynomial-space upper bound for Volterra 
equations of the second kind defined by the kernel functions K that satisfy the 
Lipschitz condition (3). This proof also shows the exponential-space upper bound 
for (2) where K satisfies the local Lipschitz conditions with the property (4). 
When we deal with Volterra equations of the second kind, it is important to 
note that the value #J(Y) of the solution 4 at y depends on the values C@(S), s <y. 
Therefore, it is natural to try to solve it successively. That is, we can discretize the 
problem and compute the following discrete function 8: 
i-l 
e(Yi) =.f(Yi) + C h * R(Yi, yj, e(yj)), 
j=O 
0 s i ci > 
where yj = j . h, h is a small increment, and f and R are approximate values off 
and K, respectively. Following a careful error analysis, we can see that f3(y,) is a 
good approximation to the solution @ of (2) with error 42-“, if h is chosen to be 
2-J’@) for some polynomial p (see [l, Section 6.121). (The precise polynomial p 
depends on the Lipschitz constant for K and the polynomial time bounds for f and 
K.) 
The above algorithm, however, is not a polynomial-space algorithm: when we 
evaluate e(yi), we need to use the previous values of B(y,), 0 <j c i - 1. Since h 
is chosen to be 2-p(n), index i ranges from 0 to 2 p(n) Thus, the work space needed .
is 2p’“’ that is exponential in the precision n. 
In the following, we apply instead the more sophisticated Picard’s successive 
approximation algorithm to (2) to obtain the polynomial-space upper bound. 
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Picard’s successive approximation algorithm for (2) defines a sequence {$+} of 
approximate solutions as follows: 
&J(Y) =f(y), GVc+1(Y) =f(r) + %K(Y, s, &c(S)) d.r. 
It is provable that this sequence converges to the solution r# in a linear 
( i.e., I&(Y) - G(Y)1 s 2-” f or some constant c). Thus it is potential 




Proposition 3.1 (Miller [12]). Let f be continuous on the interval [0, 11, and 
K(y, s, t) be continuous in the region D = {(y, s, t): Osy, s ,i 1, (t-f(y)] s B}. 
Assume that K(y, s, t) satisfies the Lipschitz condition (3) for all triples (y, s, tl) 
and (y, s, t2) in D. Let M = max{lK(y, s, t)j} on D, and b = min{l, B/M}. Then, 
the functions &, defined above by Picard’s successive approximation (5) exist, are 
continuous on [0, b] and converge to a unique solution r$ of (2) on [0, b]. 
In the following, we give a complete error analysis of Picard’s successive 
approximation algorithm in our bit-complexity model. First we must assume, 
however, that the solution @ has a polynomial modulus, since, as we have seen in 
Section 2, a polynomial-space computable real function must have a polynomial 
modulus. Also note that Proposition 3.1 only guarantees the existence of the 
solution C#J on the interval [0, b]. In general, however, we may assume that the 
solution + does exist on the interval [0, l] and its absolute values are bounded by 
a constant. 
Theorem 3.2. Let functions K: [0, 112 x [-1, l] + R and f : [0, l]-, R be 
polynomial-time computable functions. Assume that K satisfies the Lipschitz 
condition (3) on its domain. Also assume that (2) defined by K and f has a unique 
solution t$ that has a polynomial modulus and its value @I(Y) is bounded between 
-1 and 1. Then @ is polynomial-space computable. 
Proof. The existence and the uniqueness of the solution # are actually guaranteed 
by Proposition 3.1. We assume that both K and f are bounded between -M and 
M on their domain for a positive constant M 2 1. We can extend K to domain 
[0, 112 x [-2M, 2M] by defining K(y, s, t) = K(y, s, -1) if t < -1 and K(y, s, t) = 
K(y, s, 1) if t > 1. Then, K is bounded by -M and M, and satisfies the Lipschitz 
condition with the same Lipschitz constant L, on its domain. Now, Proposition 
3.1 applies to the functions K and f with B = M and b = 1. Therefore, (2) has a 
unique solution $. Our extra assumptions are (i) $J has a polynomial modulus p, 
and (ii) r$(y) E[-1, 11. F rom assumption (i) we know that the function 
g(Y, s) = K(Y, s, 44s)) a so 1 has a polynomial modulus q. Without loss of 
generality, assume that the polynomial q also bounds the runtime of K and f (and 
hence is a modulus function for them). 
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To implement Picard’s successive approximation algorithm in our bit-operation 
computational model, we use the following functions ok to approximate &: 
MY;) =f(Yi>, 
i-l 
ek+l(Yi) =.f(Yi) + ,zo h .K(Yi, Yj, ek(Yj)), (6) 
where h = 2--q(m) with parameter m to be determined later and y, = i - h. Also, f 
and k are dyadic rational approximations to f and K, respectively, with errors 
For any i, Osi G l/h, let 6,(yi) = 10,(yi) - #(Y;)J. We see 
G(YJ + NY;) + Y/c(Yi)t where 
i-l 
Lyk(Yi) = Lf(Yi> -f(Yi)I + C h * IK(Yi, Yj, o,(Yj)) - K(yi, 
j=O 




Yk(Yi) =,z)” . IK(Yi, Yj, e/c(Yj)) - K(Yi, Yj, #(Yj))I. 
(Note that /?(yJ d oes not depend on the integer k.) We simplify the above 
expressions as follows. 
(1) The approximations f and I? to f and K, respectively, can be computed 
correctly within error 2--(q@“)+m+1) in time 29(q(m)+mc’). Therefore, we may 
assume that ak(Y;) c 2--(q(m)+m) 6 2-” * y,. 
(2) Since h = 2-9(m) and since q is a modulus function for K(y, s, @(s)), we 
know that IK;(Y;, Yj, #(Yj)) - K(Yi, sj @(~))l s 2-” if s E [Yj, Yj+,], and ~0 P(Y~) c 
2-” * y;. 
(3) By the Lipschitz condition on K, we get yk(yi) < hL C$I:, 6,(yj). 
Therefore, we have obtained the following recurrence relation on the error 
8k+*(Yi): 
6,+,(y;) C 2+-l) ’ Yi + h . L * (:$l d,(Yj)). 
Solving this recurrence relation, we get the following lemma. 
Lemma 3.3. For all k 2 0, and i, 0 s i s 2q(“‘), 
eLYl MLkyf+’ 
&(y;) <22+-l) . L + 
(k + l)! ’ 
Proof. We prove a stronger bound by induction on k: 
6k(yi) < 2+-l) ,$” s + ‘;‘k”:‘;*;’ . (7) 
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Note that C:=, L’yf+‘l(l + l)! is the first k + 1 terms of the power series expansion 
of the function (eLyf - 1)/L. Thus, this induction statement implies Lemma 3.3. 
For the initial case k = 0, we see that 
and so (7) holds for k = 0. 
For the inductive step, we note that 
&+,(y,) S 2Crn-l) .yi+hL.;~;(2-(m-1$‘~+~kL~;1) 
s 2-b-l) 
k LI+I 
. y; + 2-(m-1). 2 
~ (h .;$,Y;+‘) I=,) (I + l)! 
Observe that 
and so the second term in the above inequality simplifies to 2-(“-‘). 
Cf==, L’+‘~f+~/(l+ 2)!, and the third term simplifies to MLk”yf’2/(k + 2)!. 
The inequality (7) for k + 1 follows. 0 (Lemma 3.3) 
In the above algorithm (6), if we choose m = n + 2L + 2, then the first term of 
Lemma 3.3 is bounded by 2- (“+‘). Furthermore, by applying the Stirling 
approximation of k! to Lemma 3.3, we see that by the kth iteration, where 
k 3 8L + log M + n + 1, we can also bound the second term by 2-(“+I): 
MLkyk+l MLkek < < 2-(k logk-k Iog L-2k-IogM) < 2-(n+l) 
(k+l)! kk 
This shows that if we want to obtain an approximation of #(Yi) within an error 
2-“, we can run algorithm (6) for a linear number of iterations with each iteration 
taking 2qcrn) = 2q(n+2Lf2) steps. 
It is interesing, moreover, to note that this algorithm may be implemented in 
polynomial space. Treating ek(Yi) as a function 8 on two inputs k and yi, the 
computation of the value &(Yj) is a tree of depth k and of width i =S l/h. The jth 
node at the level k’ contains the value of oka( When we let k = 8L + log M + 
n + 1 and m = 2L + n + 2, this tree is of a polynomial depth and of exponential 
width. Thus, a top-down, depth-first search of the tree computes the value ek(Yi) 
in polynomial space. 0 (Theorem 3.2) 
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Next we consider a more general class of Volterra equations of the second kind 
in which the kernel K satisfies only the local Lipschitz condition with Lipschitz 
constants L, growing in an exponential rate, i.e., satisfying (4): L, C 2”“’ if 
y G 1 - 2-S First, let us restrict the problem to the domain y E [0, 1 - 2-7. It is 
clear then that these equations can be solved by algorithm (6) treating 2”“’ as a 
global Lipschitz constant. In the analysis of the algorithm (6) above, we note that 
the number k of iterations and the increment h for the evaluation of integrals 
both depend on the Lipschitz constant L. Namely, the alorithm (6) requires 
k = O(L + n) and m = O(L + n) for 19~ to approximate # within an error 2~“. In 
other words, we need to evaluate a ok tree of depth O(2”“’ + n) and of width 
2q(m) = 2q(OP<@+n)) to get an approximation to I with error ~27. This can be 
done in space O(2”“’ + n). 
Now, by the existence of the polynomial modulus p for solution $, the value 
G(y) can be computed correctly within an error 2-” in exponential space as 
follows. If y > 1 - 2-p(n), then reset y to be 1 - 2-P’“‘; next compute G(y) using 
algorithm (6) with the global Lipschitz constant 2ro’(n)). The space complexity of 
this algorithm is bounded by 2°(ro’(n))). We have just proved the following 
theorem. 
Theorem 3.4. Let functions K : [0, 112 X [-1, l]+ R and f : [0, l]+ R be 
polynomial-time computable functions. Assume that K satisfies the local Lipschitz 
condition and property (4). Also assume that (2) defined by K and f has a unique 
solution C$ that has a polynomial modulus and its value Q(y) is bounded between 
-1 and 1. Then @ is exponential-space computable. 
Remark. It is interesting to note that if L, c n’O for some constant k,, for all 
y s 1 - 2_“, then solution $J is still polynomial-space computable, though the 
function K does not satisfy the global Lipschitz condition. 
4. Systems of quadratic equations 
The exponential-time lower bound result for Volterra equations of the second 
kind that satisfy the local Lipschitz condition is based on the discrete problem of 
Systems of Quadratic Equations (SQE). In this section, we establish the 
exponential-time completeness of SQE. 
Consider the following problem: given two n x n integer matrices A and B, and 
a size-n vector c, solve the system of equations 
i-l 
x[i] = c[i] + 2 [A[i, j] . x[j] + B[i, j] * x[j]“], 1 G i c n. 
j=l 
It is clear that if we know that the absolute values of all terms x[i] of the solution 
x are all bounded by p(n) for some polynomial p, then this problem is solvable in 
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polynomial time. Moreover, we can prove that this problem is actually P- 
complete under the log-space reduction. (The proof will be given later.) 
Now we consider a simple size-transformation of the above problem into an 
exponential-size system of equations. In the above, we have assumed that the 
matrices A, B and vector c were given explicitly; that is, the input of the problem 
contains 2n2 + n integers. If, instead, the matrices A, B and vector c are given by 
a computation procedure, say a Turing machine, then the input size may be 
dramatically reduced, and so the complexity of the problem becomes higher. In 
the following, we make this idea precise. 
We say a pair (M, n) where A4 is a TM and IZ an integer, computes a 2” x 2” 
matrix A, if M(n, i, j) =A[& j], 1 s i, j c 2”; and, similarly, a pair (M, n) 
computes a vector c of size 2”, if M(n, i) = c[i], 1 c i c 2”. Let p. be a fixed 
polynomial function. We say that the pair (M, n) computes the matrix A in time 
p0 if M(n, i, j) halts in time p”(n) for all i, j c 2”. We define the problem SQE as 
follows. 
Systems of Quadratic Equations (SQE)3. Given three TMs MA, M,, A4, and a 
string O”, such that (MA, n), (M,, n) compute, in time p,), two 2” x 2” matrices A 
and B over dyadic rationals, respectively, and (M,, n) computes, in time po, a 
size-2” vector c over dyadic rationals, solve the system of equations 
i-l 
xii] = c[i] + c [A,[i, j] . x[j] + B,[i, il * ~[il”l~ 1 c i s 2”, 
j=l 
and output ,427. 
Note that in the above, coefficients of matrices A, B and vector c are given by 
three TMs. Thus, although there are 2” equations with 2” variables, the input size 
is really the sizes of MA, MB, A4, plus IZ. 
The above problem SQE is not known to be exponential-time computable, 
because the lengths of the solutions x[i] may grow exponentially. We consider a 
restricted form of SQE. 
Restricted S&E. In the problem SQE, assume that all nonzero coefficients of 
A, B, c, as well as the values x[i] of the solution x, are dyadic rationals whose 
binary representations are of at most k0 bits, where k, is an absolute constant. 
It is clear now that the Restricted SQE problem is exponential-time 
computable. 
In order to prove that it is exponential-time complete, we need to reduce a 
complete problem Exponential-Size Circuit Value Problem (EXPCIR) to it. First, 
we define the problem EXPCIR. Similar to the problem SQE, the input of the 
problem EXPCIR is given by a Turing machine. We say that a pair (M, n) of TM 
M and an integer n generates a Boolean circuit G of size 2”, with gates of G 
numbered from 1 to 2”, if for all i, 16 i G 2”, M(n, i) outputs a triple (b, j, k), 
3 Strictly speaking, we should call this problem SQE(p,). We will prove, however, that if pa is 
bigger than some fixed polynomial, then all SQE(p,) are exponential-time complete. So, the 
parameter pO is really not important. 
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withOSb<3andlSj,k<iifbSl,suchthat 
(i) if b = 0, then G(i) = G(j) A G(k); 
(ii) if b = 1, then G(i) = G(j) v G(k); 
(iii) if b = 2, then G(i) = 0;4 
(iv) if b = 3, then G(i) = 1. 
(Note that the circuit G does not accept inputs; rather, it has some fixed inputs on 
gates G(i) if M(n, i) = (2, j, k) or (3,j, k) for some j, k.) 
Exponential-Size Circuit Value Problem (EXPCIR). Given a TM M and a 
string 0” such that the pair (M, n) generates, in time pot a circuit G of size 2”, 
determine the output value of gate G(2”). 
We note that if the circuit G is given explicitly, then the input size is 2” and so 
this is exactly the circuit value problem that is known to be P-complete under the 
log-space reduction [ll]. The reduction for the circuit value problem is from the 
generic P-complete problem 
Ki = { (M, w, 0”) : M is a deterministic TM that accepts w in k moves}, 
and it is very similar to the original NP-completeness proof of [5] for the 
satisfiability problem. The problem EXPCIR can be proved exponential-time 
complete by a similar proof. For the sake of completeness, we include a sketch of 
the proof. 
Theorem 4.1. For a sufficiently large polynomial p,,, the problem EXPCIR is 
exponential-time complete. 
Sketch of Proof. Let A be an exponential-time complete problem and let M 
compute A in time 2 p(n) For any string w of length n, we are going to describe an .
exponential-size circuit G, that encodes the computation of M on w. 
Since M(w) halts in 2p’“’ moves, the computation of M(w) can be described by 
a sequence {a;}, 0 S t S 2p’“’ of instantaneous descriptions (IDS) each of length 
2p(“). Assume that there are’ Q states and S tape symbols in machine M. We 
define some Boolean variables intended to encode the following properties of 
these IDS: 
(i) c(t, i, j) = 1 iff at step t, the ith cell of the tape contains the jth symbol; 
(ii) s(t, k) = 1 ‘ff 1 at step t, the machine M is in the kth state; 
(iii) p(t, i) = 1 ‘ff t t 1 a s ep t, the tapehead is scanning the ith cell; 
where 0 s t s 2P(“), 1 c i G 2P(“), 1~ . -JSSand 1SkSQ. Now, we can define the 
initial values for these variables, plus some Boolean relations between these 
variables, such that if these variables satisfy these relations, then their values are 
uniquely defined as above. These relations are clearly of at most exponential size. 
For instance, the initial values of ~(0, i, j) are as follows: if 1 s i s n, then 
~(0, i, j) = 1 iff the ith bit of w is the jth tape symbol, otherwise, if i 2 n + 1, then 
~(0, i, j) = 1 iff the jth symbol is the blank. The relation between s(t + 1, k) and 
4 Throughout the paper, we identify 0 with false and 1 with true. 
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other variables c(t, i, j), s(t, k) and p(t, i) are as follows: 
where 6, is the state transition function for TM M that maps a state symbol and a 
tape symbol to a state symbol. 
We now define the circuit G,,, to contain a gate corresponding to each of the 
above variables, and contain some auxiliary gates to simulate the above Boolean 
relations between these gates. For each Boolean variable, we have a formula that 
contains at most an exponential number of A or v operations and so the formula 
can be simulated by adding an exponential number of auxiliary gates. For 
instance, for the relation (8) we need to add about 3SQ2p’“’ auxiliary gates (with 
fanin 2) to simulate it. Altogether, an exponential number of gates are sufficient 
to simulate all the relations and to force the output gate ~(2~(“‘, Q) to have value 
1 iff A4 accepts w (we assume that if M accepts w, then it enters the Qth state at 
the last step). 
Finally, we observe that the relations between the Boolean variables and hence 
the relations between the gates are determined by the TM M and the size 
parameters p(n) only, independent of the input w (w is only used to determine (i) 
the integer p(n) and (ii) the initial values). Since M is a fixed TM, the relations 
between gates are all fixed and so there exists a fixed polynomial qO such that in 
time q”(n) the input gates G(j) and G(k) for gate G(i) can be found. This means 
that circuit G, can be encoded into a TM MGw that generates it in time po, as long 
as p”(n) 2 qo(n). Furthermore, the mapping from w to the codes of MG, is easily 
seen to be computable in polynomial time. (In particular, note that the machine 
MG, contains the codes of M and the string w plus some fixed instructions and so 
is of size polynomial in n.) This completes the proof of the theorem. 0 
Remark. It is interesting to observe that in the above proof, we did not need the 
negation gate, because all Boolean formulas used to specify the relations between 
Boolean variables can be written using only A and v operations. More carefully, 
we notice that the negative values have been implicitly implemented. For 
instance, if c(t, i, j) = 1, then it is necessary that c(t, i, jl) = 0 if j1 fj. Thus, the 
negation of c(t, i, j) may be obtained from c(t, i, jl) for any j1 #j. 
We now reduce the EXPCIR problem to the Restricted SQE problem. 
Theorem 4.2. For suficiently large polynomial po, the Restricted S&E problem is 
exponential-time complete. 
Proof. Let G be a Boolean circuit of size 2” generated by a pair (M, n) of 
machine M and integer n. Without loss of generality, we assume that there are 
five types of gates: constant 0 gate, constant 1 gate, negation gate, v gate and A 
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gate. We are going to define matrices A, B of size 3 .2” x 3 - 2”, and vector c of 
size 3 .2”, from circuit G. Our goal is to make the solution x of the Restricted 
SQE problem defined by A, B, c to have the property that x[3i] is equal to the 
output value of gate G(i). For each i, 1s i s 2”, we define the three rows 3i - 2, 
3i - 1 and 3i of A, B and c according to the input values to gate G(i). The main 
idea is as follows: we encode the Boolean relations u = /3 v Y and (Y = p A Y by 
quadratic arithmetic equations 
a = i(B + Y) + t(P - Y)2 and a: = a(/3 + y)’ - a(/~? - y)‘, 
respectively. Thus, the input/output relation defined by gate G(i) is transformed 
into an arithmetic relation that can be encoded into matrices A, B and vector c. 
To be more precise, we consider five cases. 
Case 1. G(i) is a constant 0. Then, we let all these rows have value 0; i.e., 
A[&, j] = B[il, j] = c[il] = 0, f oralli,=3i-2, 3i-1, 3iandallj, lsj~2~. This 
ensures that x[3i] = 0. 
Case 2. G(i) is a constant 1. Similar to Case 1, we let all these rows have value 
0 except for c[3i], which we set to 1. Then x[3i] = 1. 
Case 3. G(i) = lG(j), j < i. Then, we let A[3i, 3j] = -1 and all other values in 
these three rows be 0. This makes x[3i] = -x[3j]. 
Care 4. G(i) = G(j) v G(k), j, k <i. Then, we want to define the rows 3i - 2, 
3i - 1, 3i of A, B, c to get the relations 
x[3i - 2]= x[3j] + x[3k], x[3i - l] = x[3j] - x[3k], 
x[3i] = +x[3i - 21 + tx[3i - 112. 
To do this, we let 
A[3i - 2, 3j] = 1, A[3i - 2, 3k] = 1, 
A[3i - 1, 3j] = 1, A[3i - 1, 3k] = -1, 
A[3i, 3i - 2]= 4, B[3i, 3i - l] = 4, 
and set all other values in these three rows to 0. 
Case 5. G(i) = G(j) A G(k), j, k <i. This is similar to Case 4. We need to 
satisfy the relations 
x[3i - 21 = x[3j] + x[3k], x[3i - l] = x[3j] - x[3k], 
x[3i] = $x[3i - 2]* - ax[3i - l]*. 
This can be done by letting 
A[3i - 2, 3j] = 1, A[3i - 2, 3k] = 1, 
A[3i - 1, 3j] = 1, A[3i - 1, 3k] = -1, 
A[3i, 3i - 2]= $, B[3i, 3i - l] = -2, 
and setting all other values in these three rows to 0. 
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It is easy to verify that the above constructed matrices A, B and vector c satisfy 
the relations x[3i] = G(i), and so x[3 * 2”] = G(2”). Also note that all values 
involved in A, B, c and x are dyadic rationals of length at most 3. So the above is 
a correct reduction from EXPCIR to Restricted SQE. In addition, the reduction 
can obviously be performed in polynomial time, since the values of matirces are 
locally determined from circuit G. This completes the proof. 0 
Remark. (a) It is interesting to note that the above proof is based on a very 
simple arithmetic encoding of Boolean operations v and A. We were able to use 
quadratic equations to encode these two operations. It seems however not 
possible to use linear arithmetic equations to simulate these two operations. 
Therefore, the attempt to use this type of reductions to prove that the problem of 
Systems of Linear Equations (the problem of SQE with B identical to 0), or SLE, 
is exponential-time complete fails. This is consistent with the observation that 
actually the problem of SLE is obviously computable in #P when we deal with 
O-l matrix A and O-l vector c. 
(b) At the beginning of this section, we mentioned that the SQE problem with 
input explicitly given is P-complete. This can now be easily seen from the above 
proof. Indeed, the circuit value problem, with input circuit G explicitly given, is 
reducible to the SQE problem, with matrices A, B and vector c explicitly given, 
by the same reduction function. Note that the values of matrices A, B and vector 
c are locally dependent on the circuit G, and so the reduction can be 
implemented in logarithmic space. 
5. Volterra equations of the second kind: lower bound 
In Theorem 3.2, we showed that if the kernel K satisfies the Lipschitz condition 
(3) and both K and f are polynomial-time computable, then (2) defined by K and 
f has a unique polynomial-space computable solution. Is polynomial space the 
best upper bound we can get? We are only able to give some partial answers to 
this question. By a simple transformation, we can see that (2) is in fact a 
generalization of ordinary differential equations. Thus, all lower bound results for 
ordinary differential equations can be applied to integral equation (2). To be 
more precise, let K(y, s, t) be independent of y, and hence can be written as 
K(s, t). Also assume that f is differentiable and f ’ is polynomial-time computable. 
Then, (2) becomes the following ordinary differential equation with the initial 
condition: 
@‘(Y) =f’(y) + K(Y9 G(Y)), $40) =f(O), 0 GY s 1. 
From the lower bound results for this ordinary differential equation, we show two 
lower bound results for (2). The first one applies to equations in which functions 
K satisfy the global Lipschitz condition. In the following, recall the notion of a 
real function # being %-hard or %-complete as defined in Definition 2.2. 
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Theorem 5.1. There exist polynomial-time computable functions K and f such that 
K satisfies the Lipschitz condition and the solution C$ to (2) defined by K and f is 
#P-hard. 
Proof. Recall that in [6] it is proved that the integration problem is #P-complete. 
That is, there exists a polynomial-time computable function g : [0, l]+ [w such 
that the function h(x) = jGg(t) dt is #P-complete. Let f = 0, and K(y, s, t) = 
g(s). Then, h(y) is the solution of (2) defined by functions K and f. 0 
The next result applies to equations in which functions K satisfy the Lipschitz 
condition only around the neighborhood of the solution C#J. We say a function 
K:[O, l] x [-1, 11-R satisfies the right Lipschitz condition on a region E c 
[0, l] x [-1, 11, if f or all s E [0, l] and all tl, t2 E [-1, 11, t, < t2 implies that 
K(s, t2) - K(s, tJ s L . (tz - tl) for some constant L > 0. We say a region E 
polynomially covers a neighborhood of a function C#I : [0, l]+ [-1, l] if there 
exists a polynomial q such that for all n > 0, 
{(s, t): 0~s =Z 1 - 2-“, It - c+(s)1 =G 2+‘} s E. 
Theorem 5.2. There exist polynomial-time computable functions K and f such that 
(i) equation (2) de$ned by K and f has a unique solution $; 
(ii) K(y, s, t) = KI(s, t) for some function K,, and the function K,(s, t) satisfies 
the right Lipschitz condition on a region E that polynomially covers a neighbor- 
hood of the solution C$ ; and 
(iii) the function C# is polynomial-space complete. 
Proof. Follows from the main theorem of [8]. We remark that condition (ii) is 
not too weak, because it can be shown that the solution C#J to an equation (2) that 
has the properties (i) and (ii) must be computable in polynomial space. 0 
Whether the above result can be improved for integral equations satisfying the 
Lipschitz condition on the whole region [0, l] x [-1, l] remains open. We note 
that there is some room for improvement because we have an extra parameter y 
available. 
Now we turn our attention to the equations (2) in which the kernels K only 
satisfy the local Lipschitz condition, with the Lipschitz constants L, satisfying 
condition (4). We show the exponential-time lower bound for their solutions by 
reducing the exponential-time complete problem Restricted SQE to it. 
Theorem 5.3. There exist polynmomial-time computable functions K: [0, 11’ x 
[-1, l] and f :[O, l]+[-1, l] such that K satisfies the local Lipschitz condition 
with the Lipschitz constants satisfying (4) and the solution C$ of (2) defined by K 
and f exists, is unique, has a polynomial modulus, but is exponential-time 
complete. 
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Proof. The proof consists of two parts. In the first part, we define for each 
instance w = (A, B, C) of the Restricted SQE problem, functions K and f such 
that the solution C$ of (2) defined by K and f encodes the solution x of the 
instance (A, B, c). Also, we make K satisfying the global Lipschitz condition with 
respect to a Lipschitz constant 2”‘“‘, where n is the length of w and p is a 
polynomial function. In part 2, we combine these infinitely many integral 
equations into a single integral equation whose solution encodes all solutions. 
Part 1. Let (A, B, c) be an instance of the Restricted SQE problem, where A, 
B are 2” x 2” matrices and c a size-T vector5. Let x be the solution of the instance 
(A, B, c), i.e., 
i-l 
~[i] = ~[i] +,T, [A[i, il - xii1 + W, il * ~[il”l- (9) 
From the assumption of the Restricted SQE problem, all the numbers in the 
matrices A, B and vectors c and x are dyadic rationals of length </co. This implies 
that the absolute values of these numbers are bounded by 2k”. 
Our goal here is to define function K as a quadratic function K(y, s, t) = 
Kl(y, s) . t + K,(y, s) * t2, with K,(y, s) simulating A[i, j] and Kz(y, s) simulating 
B[i, j], and to define function f(y) to simulate c[i]. So the right-hand side of (2) 
would simulate the right-hand side of (9), forcing the solution $ to simulate x[i]. 
To do this, we partition the interval [0, l] into 2” subintervals; i.e., let 
Zj = [(i - 1) .2-“, i .2-“I, 1 G i G 2”. Roughly speaking, we want to define 
Kr(y, s) = 2” - A[6 il, &(Y, s) = 2” * B[i, il, f(y) = +I, 
if y E Zi and s E 4. There is, however, a technical problem: the functions K and f 
must be made polynomial-time computable and hence continuous, but the above 
defined them as noncontinuous step functions. This problem can be resolved by 
making functions K1 and K2 vanish at the boundary of the squares Zj X 4 and 
adding an interpolation area around the boundary of the squares 1; x 4 to keep 
them continuous, with f similarly modified. We give the more precise construction 
in the below. 
Let d be a positive integer 32. Let Ji = [(i - 1) .2-” + 2-nd, i .2-” - 2--nd]. We 
are going to define the following functions: K,, KZ: [0, 112+ [-1, 11, f : [0, l]-+ 
[-1, 11. We define function Kl(y, s) on the square Zi x 4 as follows. If i s j, then 
Kl(y, s) = 0; otherwise, if i > j, we let 
( 
46 il . ~1, ify l Ji, S EJj 
K~(Y, s) = 
A[i, jl . n1 . cu,, ify EJ,, s $4, 
A[i, il - rll - (yy, ify$J,, seJi, 
A[& il - rll . ~yy . cu,, if y 4 4, 3 4 Ji, 
where q1 = (2-” - 4 - 2-d”)-1, and a; is equal to 2 dn times the distance between 
’ More precisely, (A, B, c) is encoded as pairs (MA, n), (MB, n) and (MC, n) that compute A, B and 
c, respectively. 
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u E Zi and the endpoints of the interval I,, i.e., 
2yl.4 - (i - 1). 2-3 if (i - 1) .2-” G t.4 5 (i - 1) .2-” + 2-d”, 
ifi.2-“-2-d”~U~i.2-n. 
That is, for any fixed y E.Z,, K,(y, S) is a piecewise linear function on s E 4, with 
the following breakpoints: K,(y, (j - 1) .2-“) = 0, K,(y, (j - 1) * 2-” + 2-d”) = 
K,(y, j. 2P - 2-d”) = A[i, j] . ql, and Kl(y, j .2-‘I) = 0. For any y E Zi - .Zi, the 
function K,(y, S) is the above function multiplied by a factor a;. 
The function K,(y, S) is defined similar to K,(y, s), with A[i, j] replaced by 
B[i, j] and r~, replaced by n2 = (2-” - $ . 2-d”)-‘.. The function f(y) on Z, is 
similar: 
Now we claim that the solution C#J to the equation 
on interval Z, is equal to 
We prove this by an induction on i: first, when i = 1, @(y) =f(y), because 
KI(y, s) = K,(y, s) = 0 for all y, s E Z,. 
Next, assume that $(y) satisfies (10) on intervals Z,, . . . , Zi_l. Then, for each 
j<i, ify EJi, we have 





22d”(s - (j - 1)~~“)* & = i . 2--dn, 
(j-1)2-” 
y= &=2-“-2.2-d”, I J, 
and 
z= 22dn( j2-” - s)~ ds = f - 2-d”. 
n 
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Thus, we see that sIi K,(y, s)@(s) = A[i, j] - x[j]. Similarly, we can verify that 
$S K,(Y, S)@(s)’ = B[i, j] * X[j]“. SO, for Y E Ji, we get 
= c[i] +,,l A[i, j] . x[j] + B[i, j] * x[j]“] =x[i]. 
For y E pi - Ji, every term on the right-hand side of the above is multiplied by a 
factor CY,,, and so G(y) = x[i] . ‘yy. This completes the inductive proof. 
Let MI = max{lKl(y, s)]}, M2 = max{lK,(y, s)l} and M3 = max{I@(s)l}. We 
observe that the function K(y, s, t) = Kl(y, s) - t + K,(y, s) - t2 on [0, 112 x 
[-A&, A&] satisfies the Lipschitz condition with the Lipschitz constant L = M, + 
2M2A4,. By the assumption on Restricted SQE, IA[i, j]l, IB[i, j]l and Ix[i]l are all 
bounded by a constant 2k0. Since d was chosen to be greater than or equal to 2, 
nI and r,r2 are bounded by 2”+r. So, we get M, ~2~+~“+l, M26 2n+kn+1, M3d2kgl 
and L s 2n+2ko+3. The above also shows that the maximum of lK(y, s, t)l on 
[0, 112 x [-2kn, 2k0] is bounded by 2n+ko+1. 
Part 2. We now combine all integral equations defined in Part 1 into a single 
integral equation. We partition the interval [0, l] into infinitely many subinter- 
vals, each corresponding to a string w E (0, l}*. Namely, if w has length n, then 
the corresponding interval is [u,, u,], where U, = 1 - 2-(“-‘) + int(w) . 2-2” and 
v, = u, + 2-2n, and int(w) indicates the integer between 0 and 2” - 1 whose n-bit 
binary representation is w. 
For each instance (A, B, c) of the Restricted SQE problem, we use a single 
string w to represent it (w is essentially the codes of TMs that compute matrices 
A, B and vector c). We assume that if w is of length II, then the instance 
(A, B, c) represented by w has size 2 P(n) for a fixed polynomial p. (When the size 
of the matrices is smaller than 2f’“‘, we can always add dummy values to make it 
exactly 2 &) Let K and fw be the functions defined in Part 1 from the instance . 
(A, B, c). We nowwdefine a linear transformation on functions K, and f,,,. Let 
A, = 2-_(&)+3n+ko+l) . We define H, on [u,, v,12 x [-2koil,, 2k”ll,] and g, on 
I&, %I bY 
H,(Y, s, 4 = A, . 22” * KAY,, s,, r * G’), &u(Y) = 43 .fXY&U), 
where y, = (y - u,) - 22” and s, = (s - u,) .2’“. 
Then we define H : [0, 11’ x [- 1, l]+ [-1, l] by H(y, s, t) = H,(y, s, t) if for 
some w of length IZ, y, s E [u,, v,,,] and t E [-2ko&, 2ko&], and H(y, s, t) = 0 
otherwise. Similarly, we define g : [0, 11-t [-1, l] by g(y) = g,,,(y) if y E [u,, v,]. 
We show in the following that functions H and g satisfy our needs. 
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(a) H is polynomial-time computable. We recall that it was proved in Part 1 
that Ilk; (y s t)l <2p(n)+k11+’ w 3) , and so 
(H,(y, s, t)] =G A, . 22” * (K,(y,, s,, t . A,‘)( =s A, . 22” * 2p(n)+k,l+’ = 2_“, 
if y, s E [u,, v,] and t E [-2““A,, 2““&]. Therefore, the following procedure finds 
an approximate value of H(y, s, t) within an error bound 2-“: 
ify > 1 - 2” then output 0 
else begin 
find w of length in such that y E [u,, v,]; 
ifs 4 [u,, u,] then output 0 else calculate H,(y, s, t) as defined above 
end 
Remark. Assume that K,(y, s, t) = K,,l(y, s)t + K,,,(y, s)t2. Notice that the 
function Hr(y, s), defined to be A,, . 22”. K,,,(y,,,, s,) when y, s E [u,, u,], is not 
a polynomial-time computable function, because K,(l, 1) = 0 but any neighbor- 
hood around the point (1,1) and for any constant N, there exists a point (y, s) in 
this neighborhood such that K,(y, s) > N and hence K, is not continuous at 
(171). 
(b) Similarly, function g is polynomial-time computable. 
(c) H satisfies the local Lipschitz condition with the Lipschitz constants 
satisfying (4): we verify that if y, s E [u,, u,] and t,, t2 E [-2k”A,, 2““A,] then 
IH(y, s, G) - WY, s, f2)l = A, * Z2” . ILdY,, s&v, t1 * K’) - KJY,, SW, t2. K’)I 
=s A, .22” * L, . It, * A,’ - t2 * A,‘1 = 22” . L, . It, - t21r 
where L w is the constant 2p(n)+2ko+3 obtained in Part 1. Therefore, if y c 1 - 2-“, 
then the Lipschitz constant L, for H is ~~~~~~~~~~~~~~~~~ 
(d) We claim that the solution 8 of the equation 
B(Y) =iir(y) + p(Y, S? e(s)) dJ (11) 
has the property that for each y E [u,, v,,,], 8(y) = A,, . &,(y,), where & is the 
solution to (2) defined by K, and fw. This can be seen from the linear 
transformations that define functions g and H. More precisely, for each 
y E [u,, v,], we have g(y) = ii, . f,(y,) and, by a change of variable, 
$H(Y, S, e(s)) ds = I* H(Y, S, e(s)) ds = A, .22n 1’ K,(Y,, s,, ~1 - w d 
k” 4 
= il” * 22” 
I 





43 K,(Y,, S, nil . e(s .2-z” + u,)) d.~. 
0 
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Let &(y,,,) = 8(y). Then, (11) is reduced to 
From Part 1, we see that tI1 = A., . +,,, is the solution to the above equation. 
Therefore, 8(y) = A, . &,(y,,,) is the solution to (11). 
From the above claim, we see that for each string w that represents the instance 
(A, B, c) of size 2p’“‘, 
e(u, _ 2-(~@)+2n+l)) = A, . x[p(~)], 
where x[2”‘“‘] is the solution to the instance (A, B, c) of the problem Restricted 
SQE. This shows that 8 is polynomial-space complete. q 
6. Volterra equations of the first kind 
Volterra equations of the first kind are known to be much more difficult than 
Volterra equations of the second kind. No numerical algorithm is known to work 
for the general case, even if the function K satisfies the Lipschitz condition. Most 
algorithms attempt to convert a Volterra equation of the first kind into a Volterra 
equation of the second kind and then apply, for instance, Picard’s successive 
approximation algorithm to it. However, the Lipschitz condition of the kernel 
function K is in general not preserved by such a conversion, and so the upper 
bounds for (2) do not apply to (1). Particularly, in this section, we construct a 
kernel function K that satisfies the Lipschitz condition such that the correspond- 
ing equation (1) has a unique solution that has a polynomial modulus but is 
exponential-time complete. This result demonstrates that Volterra equations of 
the first kind are provably, in the formal complexity theory, more difficult than 
Volterra equations of the second kind. 
To be more precise, we may consider the following conversion of a Volterra 
equation of the first kind into one of the second kind. First we assume that 
functions K and f are differentiable with respect to variable y. Then we may 
differentiate both sides of (1) to obtain 
K(Y, Y, 44Y)) + $;K(YP s7 m)) ds =f'(y). 
Further assume that K(y, y, #(y)) = K,(y)@(y) with K,(Y) nonvanishing. Then, 
(1) is equivalent to the following equation of the second kind: 
where H(y, s, t) = (3/3y)K(y, s, t)/K,(y). This equation is very similar to (2), 
and algorithms working for (2) may be applied to it. 
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The main problem with the above approach is, however, that we cannot expect 
that the new kernel function H satisfies the Lipschitz condition, even if the old 
kernel K does. As we have seen in Section 5, the Lipschitz condition is very 
critical for the solutions of (2) to be computable in polynomial space. Therefore, 
the above conversion of (1) to an equation of the second kind does not provide a 
polynomial-space upper bound for it. In the following we give an example where 
polynomial-space upper bound does not hold unless EXPTIME = PSPACE. 
Theorem 6.1. There exist functions K : [0, 112 x [-1, l]+ [-1, l] and f : [0, l]+ 
[- 1, l] that satisfy the following conditions: 
(i) K and f are polynomial-time computable; 
(ii) K satisfies the global Lipschitz condition ; 
(iii) K(y, y, t) = K,(y, y) - t and Kl(y, y) #O a.e.6; 
(iv) W~yW(y, s, t) and f ‘(y) exist and are polynomial-time computable a.e. ; 
(v) equation (1) defined by K and f h as a unique solution C#I : [0, l]-, [ - 1, l] 
that has a polynomial modulus but is exponential-time complete. 
Remark. Conditions (iii) and (iv) guarantee that the corresponding equation (1) 
could be converted to a Volterra equation of the second kind using the above 
approach. Thus, this theorem states that even if an equation (1) can be converted 
into a Volterra equation of the second kind and even if its kernel function satisfies 
the Lipschitz condition, its solution may still be exponential-time complete. 
Proof. The proof is similar to that of Theorem 5.3. It consists of two parts. The 
first part constructs, for each instance (A, B, c) of Restricted SQE, an equation 
(1) that simulates the instance (A, B, c) so that the solution of (1) encodes the 
solution of the instance (A, B, c) of Restricted SQE. The second part combines 
these constructions into a single equation. 
Part 1. We follow the notation of Theorem 5.3. Let w = (A, B, c) be an 
instance of the Restricted SQE problem, where A and B are 2” x 2” matrices and 
c is a size-T vector. Let x be the solution of the instance (A, B, c) so that (9) 
holds. Let Z, = [(i - 1)2-“, i2-“). Similar to Theorem 5.3, our goal here is to 
construct an equation (1) having the properties (i)-(iv) such that its solution $ 
has the value $(y) -x[i] if y E Zi. To achieve this goal, we define the function K 
as a quadratic function K(y, s, t) = Kl(y, s) . t + K,(y, s) . t2, with Kl(y, s) = 
-2” . A[i, j], K,(y, s) = -2” . B[i, j], if (y, s) E Z, x 4 and 1 <j <i G 2”. There- 
fore, if we rewrite (1) into the form 
I 
Y 
KI(Y, s)+(s) d.s 
(i--1)2_” 
=f (y) -;z; J]. [K,(Y) s)d’(s) + K,(Y, +#W21 d> OGYGl, (12) 
I 
6 Here, by a.e. we mean that for any n, there are at most finitely many y < 1 - 2~” such that 
K,(Y, Y) = 0. 
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it becomes a continuous version of (9) and its solution @I(Y) would have the value 
-x[i] if y E Zi. A new problem, however, occurs for the case j = i. Note that in 
(12), the integration of the left-hand side is only from (i - 1)2-” to y, where y is 
any number between (i - 1)2-” and i2-“, but the left-hand side of (9) is a single 
value x[i]. Therefore, function K1 on Zi x Zi must be defined in such a way that the 
left-hand side integral of (12) is -~[i]. 
We now give formal definitions of K,, K2 and 5 Recall the following notation: 
.Zi = [(i - 1)2-” + 2-dn, i2-” - 2-d”], and CY~ =2d” times the distance between 
u E 4 and the endpoints of 4. We further define, for convenience, li = (i - 1)2-*” 
and ri = i2F. First, if j <i, then functions Kr(y, s) and Kz(y, s) are similar to 
those defined in Theorem 5.3, with a different factor &, to replace the factor a,,. 




if y E [Zip li + 2-d”], 
if y E Ji, 
a;, 
if y E [ri - 2-dn, ri]. 
Then, for y E Zi and s E 4, j < i, define 
and 
Kl(Y, s) = 1 
-AL il - rll . Dygy, ifs EJj, 
-A[& j] . ql - /3, . a,, ifs $ Ji, 
K*(Y, s) = 
1 
-B[i, il . r/2 *P,, ifs E.Z~, 
-B[i,j].n2./3y.a, ifs4.Q 
Next, for y E Zi, define f(y) = c[i] * &,. 
For the case j = i, we define K2 to be identical to 0 on Zi X Zi. We define K, on 
hx&bby 
K1(y’ ‘) = [k’. Ly,, ifs E.Zj, ifs $Ji, 
where 
i 
3 .22d”(y - Z,), if y E [fi, Zi + 2--dn], 
Ey = (y -&-$pJ)-l, ify l Jj, 
(2-” - 42-d” - 322d”(ri - y)‘)-’ . my, if y e [ri - 2-dn, r;]. 
As in the proof of Theorem 5.3, we know tht rll and q2 are bounded by 2”+l 
and A[i, j] and B[i, j] are bounded by 2k0. Therefore, IKl(y, s)l and IK,(y, s)I are 
bounded by 2n+ko+1 if (y, S) E Z, X 4 and j < i. Also, it is easy to verify that 
5, =z 3 . 2d” and hence JKl(y, s)l is bounded by 3. 2d” where (y, S) E 4 x 4.. 
Together, we get IK,(y, s)l and ]K2(y, s)] are always bounded by 2dn+k11+2. 
We claim that the solution C#I to (1) defined by K and f exists and is equal to 
‘(‘) = (:I::. a;, 
if y EJi, 
if y $5,. 
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We prove this by induction. Let 1 s i G 2”, and assume that a)(y) exists and is 
equal to 8(y) for y E 4, j < i. We first obtain the following properties: if 1 ~j < i, 
then 
I 




K,(y, S) . G(s)* d.s = -B[i, j] . x[j]” . &. 
4 
These properties follow from exactly the same proofs in Theorem 5.3. From these 
properties, the right-hand side of (12) is equal to 
i-l 
P, . 44 + P, - ,zI [AL Mil + f% il~[il”l = P, * W 
Note that this is also true for the case i = 1. Therefore, the following calculation 
works for the inductive case i > 1, as well as the initial case i = 1. 
Now, consider the value of $(y), when y E Zi. 
Case 1. y E [f;, f, + 2-‘7. Then, the left-hand side of (12) becomes 
IY Kl(Y, s)@(s) ds = Ey * Zd” IY(s - W(s) b. 
4 t, 
Therefore, (12) is equivalent to the following integral equation: 
I y(s-f;)qqs)ds=~. x[i] = j * 2d” . (y - &)3. x[i]. 6 Y’ 
The solution of this integral equation exists and can be obtained by taking the 
derivative of both sides: 
(y - I,)+(y) = 4 . 2d* - 3 . (y - li)’ * x[i]. 
This implies that #(y) = a, - x[i]. 
Case 2. y E J;-. Then, by Case 1, we have 
I 
1,+2-d” I, +2-dn 
K,(y, s)@(s) d.r = &, * 22dn - x[i] . 
6 I 1, 
(s - l;)* d.9 = & . x[i]. 
So, the left-hand side of (12) becomes 
5 Y = y . x[i] + Ey 
3 * 2d” I [,++” @@) *. 
Therefore, (12) is equivalent to the following integral equation: 
Y 
I l,+2_‘ln@(s) ds = $ (x[i] - & . x[i]) = (y - 1; - 2-dn) - x[i]. Y 
It is easy to see that this equation has a solution #J(Y) =x[i]. 
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Case 3. y l [rj - 2-dn , r,]. Then, by Cases 1 and 2, we know that 
I 
r,--2-dn 
K,(y, s)4(s) d.r = (2_” - 5 .2-d”)& *x[i]. 
4 
Therefore, the left-hand side of (12) becomes 
So, (12) is equivalent to the following integral equation: 
[Q; - (2_” - 5 * 2-d”)&] * x[i] 
2- da)] . x[i]. 
Simplifying the right-hand side, we get 
I ’ (~-s)@(s)~=j+&l-n:).~[i]. r,-2-d” 
This integral equation has a unique solution $ that can be obtained by taking the 
derivative of the both sides: 
Pi -Y)@(Y) = j-&z (-3a$(-2d”) . x[i] = $. x[i]. 
That is, #(y) = a; * x[i]. This completes the induction proof. 
Part 2. As in the proof of Theorem 5.3, we assume that each instance (A, B, c) 
of Restricted SQE is represented by a string w such that if w is of length n, then 
the size of the matrices A and B is 2 p(E) X 2p’“‘. Recall that u, = 1 - 2-(“-‘) + 
int( w) . 2-2” and V, = U, + 2-2”. Assume that K,,r, Kw,2, fw are the functions 
defined from w in the reduction of Part 1. We now apply a linear transformation 
on them to define functions Hw,,, Hw,2 and g, on [u,,,, v,12 and [u,, u,,,], 
respectively: 
&,,(Y> s) = A:. K~,I(Y~, sw), K&Y, s) = A, . Kw,;?(yw, sw), 
g,(y) = T2”. x *fw(Yw)> 
where y, = (y - u,) - 22n, s, = (s - u,) . 22” and rZ = 2-(2dp(n)+3n+k11+4). 
(Y, s) $ IL %12J fLl(y, s) = fL2(y, s) = 0 and gdy)“= 0. 
For 
Now, let HI, H2, g be the sum of all I&, Zfw,2, g,, respectively, and consider 
the equation 
I Y[HI(y,s).e(s)+H2(y,s).B(s)21dS=g(Y), OGYGl. 0 
We claim that this equation satisfies all the conditions required. 
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(a) Both IHdy, ~11 and ]H,(y, s)] are bounded by 2-” if (y, s) E [u,, ZJ,]’ 
for some w of length n: ]H,(y, s)] G Az. ]K,(y,, s,)] ~~~~~~~~~~~~~~~~~~~~~ 
24G)+ko+2 < 2-n and similarly, ]H,(y, s)] G 2-“. 
(b) From (a), we can see that H(y, s, t) =H,(y, s) . t +H,(y, s). t2 is 
polynomial-time computable. Similarly, function g is polynomial-time 
computable. 
(c) Both ](a/ay)H,(y, s)] and ](a/ay)Zf,(y, s)] are bounded by 2-” if (y, s) E 
[G u,+,]~: we can verify that 
](alay)K,,,(y, s)] s 22dp(n)+k11+4 and I(a/8y)K,,,(y, s)l G 22dp(n)+k11+4 
for all w of length n. Therefore, 
GmYMY? 311 zs x. Z2”. Iw~YwvL,,(Yw~ L)l 
< 2--2(4+)+3n+h+4) . 22” . 2Wn)+ku+4 <2-n, 
and similarly, ](a/ay)H,(y, s)] 6 2-“, if (y, s) E [u,, ZJ,], and w is of length II. 
(d) From (c), it is easy to see that conditions (iii) and (iv) of Theorem 6.1 are 
satisfied. 
(e) The function H satisfies the Lipschitz condition on [0, 112 x [-1, 11. This is 
easily seen from (a), because H is a quadratic function. 
(f) Similar to the proof of Theorem 5.3, we can see that (1) defined by H and g 
has a unique solution 8 such that for y E [u,, v,], B(y) = A, . &,,(yW), where &,, 
is the solution of the equation defined by K,,l, Kw,2, fW on [0, 11. This implies that 
the solution ~[2~‘“‘] of the instance (A, B, c) of the Restricted SQE problem can 
be found from the first 2+(n) + n + k0 + 2 bits of 0(v, - 2--(p(n)+2nf1)). q 
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