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Abstract: Following Young and Dauwalder (1965), Iyengar and Manohar (1988) derived high-order difference 
methods for the solution of the three-dimensional Poisson equation and heat equation in polar cylindrical coordinates. 
In this note, we implement and compare S- and V-cycles in the multigrid context for the fourth-order method derived 
by Iyengar and Manohar (1988), for the solution of the three-dimensional Poisson equation. Defect correction is also 
studied. Suitable restrictions and prolongations for the three-dimensional problems are given. It is seen that the S-cycle 
is more efficient than the V-cycle and defect correction is more economical than the direct implementation of the 
fourth-order method. 
Keywords= Multigrid, defect correction, prolongation, restriction. 
1. Iutroduction 
Iyengar and Manohar [g] derived fourth-order difference schemes for the solution of *he 
Poisson equation 
u,, + t-%4, + r-2ufl* + u, = f (r, 8, z) (1) 
which occurs, for example, in problems of heat transfer. If r = 0 is an interior point or a 
boundary point such that the solution is to be obtained at this point, then the limiting case of (1) 
as r + 0 was obtained and a suitable higher-order difference scheme was written at r = 0. It was 
shown that the results display folurth order accuracy everywhere including the region near r = 0. 
A lot of literature is available on multigrid methods (see [4,6,9,10] etc.). Defect correction has 
also been studied by a number of authors [l-3,5]. The most commonly us& multigrid (mgd) 
cycles are V- and W-cycles (cf. [4,6]). Mgd using a “Sawtooth” (S-) cycle is defined in [12]. In an 
S-cycle, the residuals are restricted to the coarsest grid without any relaxation sweeps at the 
previous levels. The solution of the error equation is obtained on the coarsetrt grid, prolongated 
and smoothed until the computation reaches the finest level 1. Each S-cycle requires about half 
the number of smoothings compared to the V-cycle. Most commonly used relaxations are the 
Point Gauss-Seidel (PGS), Red-Black Gauss-Seidel (RBGS), Horizontal anti Alternating Zebra 
Gnauss-Seidel (HZGS $t AZGS) procedures. 
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In [8], the difference equations were solved by the SQR procedure. In this note, mgd based on 
!% and V-cycles is implemented and compared for the fourth-order method given in [8], for (1). 
Some restrictions and prolongations for problems in three dimensions were given in [ll]. In 
Section 2, we also define suitable restriction and prolongation operators for the three-dimen- 
sicnal problems. The number of smoothings required for convergence in the mgd procedure is far 
less compared to the number of SOR iterations in [8]. The S-cycle has taken about half the 
of smooth&s compared to the V-cycle. Defect correction has given accurate results and 
has taken much less time compared to the direct application of the fourth-order method. These 
conchtsions are similar to those obtained by the authors in a recent paper [7], in which mgd 
solution was considered for the general second-order linear elliptic boundary value problem. 
2 
Consider a uniform mesh q=rO+ih, $=&+jh, z,=z,+kh, i=O ,..., N,, j=O ,..., N,, 
and k=O,..., &. &note the numefical solution s Ui, j,k = u( 5, 3, zk). The standard seven-point 
formula of second order for (l), using central differences is 
[s,Z+(h/2<)&+ (l/ri2)6gZ+~~]Ui,j,k=h2~,j,k, (2) 
where hrUi, j,k = ui+l, j,k - ui--l, j,k and a2 is the second-order central difference operator. 
The fourth-order difference method for the solution of (1) is (see [8]) 
L2 U i, j.k = h2Llfi. j.k 9 (3) 
where 
and 
h =- 
p r-3 so = 6(12 - 7p2 + 5p4), s1 = 2p(3 - 3p2 + 2p4), 1 
s3=2(6-3p2+2p4), s,=&,-2p(1+2p2)s,+p2(3+5p2)~3], s6=&, 
Qm,, =PS, -p’(l +P”)(sI -P& Qam = 2~03 
Qm=2so+2p(l+p2)(sI-ps,), Qmo=% 
q2 ’ 
IO + 3P2)% - 2p(l+ 2p2)s,] +pss, Q*oz = 2s, +psg, 
Q202 = 2s3 + 2~6, Qoz = 2s5 + Q 2u) = 2s, + (9 - 2ps, + 3p2s,). 
Method (3) is a 19-point formula and its truncation error is 0(h6). If r = 0 is an interior point 
or a boundary point at which the solution is also to be determined, then we consider the limiting 
caseof(1)asr+O.Asr-,O,wegetfrom(1) 
4% + u,f@e + 2u,, = 2f (0, 8, 2) (4 
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with ~~(0, 8, z) = 0, u&O, 8, z) = 0 and u,&O, 8, z) = 0. A fourth-order formula similar to (3) 
can be written for (4) 18, equation 2.171. 
The aim of the computational experiments is to compare the S- and V-cycles in the mgd 
method for the fourth-order method (3). Defect correction using (2) and (3) in combination with 
mgd is also studied. In the defect correction procedure, the second-order method (2) is used in 
the relaxation sweeps at all levels. The fourth-order method (3) is used only to evaluate the 
residue at level I with the finest mesh. It is not used in the relaxation sweeps at any level. This is 
especially advantageous if the fourth-order discretization is complex or it may be unstable in 
some cases (cf. [l]). Let L,u =fh and LLu =fi denote the difference equations (2) and (3) 
respectively. In the m&&rid procedure used, the error equation is solved at all the levels except 
at the finest mesh. The same smoothing procedure is used on the coarsest mesh. The following 
defect correction procedure is used. 
(i) Initial approximation is #) = 0. 
(ii) For i = 1,2,. . . , on the finest mesh 
(iia) Smooth twice with respect to: Lhu =Jf& giving U? 
(iib) Find residue: rti) =&’ - L;ii? (3 
(iic) Smooth twice with respect to: L,u = L,U(‘) + r(‘), giving S+l). 
Complete the remaining mgd cycle with respect to (iic). 
Set #+l) = fiti+‘) + 8) where u”) is the vector of the error values prolongated from the next 
coarse mesh to the finest mesh. Smooth twice with respect to (iic). This solution is taken as the 
new solution and the procedure is stopped if I] E(‘) I] < 1 x 10W4, where E(‘) is the difference 
between two consecutive iterates of u on I and the L,-norm is used. Otherwise continue with 
(iia). 
Note that when the above defect correction procedure converges, it produces solutions closer 
to the fourth-order solution obtained by direct methods. 
In [ll] some restrictions and prolongations were suggested for the three-dimensional problems 
to cope with the sharp discontinuities in the diffusion coefficients. However, we find that the 
following restriction and prolongation are suitable for the procedure under consideration. 
Full weight restriction: 
(R 1 U i,j,k = h2i.2 j,2k + is,+ $2 + As,, 
where 
Sl = u Zi-1,2j,2k 9 U2i+1,2j,2k + U2i,2j-1,2k + U2i,2j+1,2k + U2i,2j,2k-1 + U2i,2j.2k+lv 
s;! = u 2i-1,2j-1,2k + U2i+l,2j-l,2k + U2i-1,2j+1,2k + t02i+1,2j+1,2k + U2i,2j+l,2k+l 
+ U2i,2j-1,2k-1 + U2i,2j+1,2k-1 + U2i,2j-1,2k+l + U2i+1,2j,2k+l + U2i-1,2j,2k+1 
+ u2i+l,2j,2k-1 + U2i-1,2j,2k-1y 
s3 = u 2i-1,2j-1,2k-1 + U2i-l,2j-l,2ki-l + U2i-1,2j+1,2k-1 + U2i-1,2j+l,2k+l 
+ U2i+1,2j-1,2k+l + U2i+1,2j-1,2k-1 + U2i+l,2j+1,2k-1 + U2i+1,2j+l,2k+lD 
(6) 
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At common points: 
(pg)2i3j.2k = Ui,j,km 
Points on comer lines: 
(PU)2i+l,2j,Zk= iUi,j,k+ ~Ui+l.j,k- hi+Z,j,ks 
at left comer, 
(pu)2i-l,2j,2k = sUi,j,k + $Ui-1,j.k - bi-2,j,k, 
at :@t comer. 
SiG.larly we can get (Pu)zizj+1Jk ad (pu)2i,2j,2k+lg 
central points of the planes: 
(p~)Zi+l2j+l,2k = f g2i+l,2jq2k + u ( -2i+l,2j+2,2k + U2i3j+lJk + U2i+2,2j-l,2k ) 
-- 
: ( ui, j-k + ui+l, j,k + ui, j+l.k + ui+l, j+l.k). 
M&f, One m obtain (pu)Zi+lJjJk+l ad (Pu)2i,2j+l,2k+lm 
Central point of the cube: 
(PU)2i+l,2j+l,2k+l= $sq + $ss - $6, 
where 
s4 = ( ui, j,k + ui+l, j5k + ui, j+l,k + ui+l, j+l,k + ui, j,k+l + ui. j+l,k+l + ui+l, j,k+l 
(7) 
(8 1 a 
(8b) 
co 
(10) 
+U 1 i+l, j+l,k+l 9 
s, = ( E2i+lJj+lJk + u -2i+l,2j+l,2k+2 + U2i+l,2j,2k+l + U2i+l,2j+2,2k+l + U2i,2j+l,2k+l 
+‘2i+2,2j+l,tk+l 3 1 
s,j = ( U2i+2,2j+2.2k+l + u _ -2t-#-2,2j,2k+-l + U2i,2j+2,2k+l + U2i,2j,2k+l + U2i+l,2j+2,2k+2 
+U2i+lJj+2_2k + U2i+l.2j,2k+2 + U2i+l,2j,2k + U2i+2Sj+l,2k+2 + U2i+2,2j+l,2k 
+U2i,2j+lfk+2 + U2i2j+12k l ) 
Here ui,j,k etc. are the solutions on the previous level and Ei, j,k etc. are the SOlUtiOnS obtained 
on the present level in the previous steps of the prolongation. We use the same restriction 
operator to transfer the error vector to the coarsest level. Siiarly, the same prolongation is used 
to transfer the error vectors to the finest level. The same second-order discretization is used at all 
the levels. Gale&in approximations were also successfully used by a number of authors for 
constructing the coarse grid operators (cf. [11,12]). 
resuhs 
1 (Iyengar and Manohar [8j). Equation (1) is solved with exact solution 
U(I-, 8, 2) = (COS r* + sin I-*)(COS el + sin eJ(c0s z1 + sin z~), 
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where 2<r<4, 0<8<0.5, --l<z<l and r*=i~(~-4), 4=~(26-l), z~=~Q(z-I). 
T’he right-hand side j(r , 8: z) is obtained by substituting u in (1). 
Problem P2 (Iyengar and Manohar [8]). Equation (1) is solved with exact solution 
~(r, 8, Z) = ~(~0s el + sin el)(cOs z1 + sin zl) 
where 0 < r < 1,O < 8 < 0.5, -0.5 6 z 6 0.5, tJl = lrt(28 - 1) and z1 = $T(~z - 1). The problem is 
solved for (Y = 3, 5, 7. The right-hand side f(r, 8, z) is obtained by substituting for u in (1). 
Dirichlet boundary conditions are used in both the problems. Both the problems are solved 
with h=iand h=&, i.e., for I = 2 and 3 respectively. The finest meshes produced systems of 
equations of orders 31 X 7 X 31 and 15 X 7 X 15 at 2 = 3 for problems PI and P2 respectively. 
The mesh points are numbered such that variation in tT$, zk, and 5 form the inner, outer and 
outermost loops, respectively. 
Multigrid with S- and V-cycles is applied for the second- and fourth-order methods. The 
iterations are stopped when 11 Residual 11 < 1 l 10a4, where the L+orm is used. Defect correc- 
tion (5) is also executed using the second-order method (2) and the fourth-order method (3). In 
all these cases two smoothings are performed at all levels using the Point Gauss-Seidel (PGS) 
Table 1 
Maximum absolute error (MAE), number of iterations (ITER) and the order for problems Pl and P2 (Sawtooth cycle: 
S and V-cycle: V) 
Problem Method Cycle Levels MAE ORDER 
Pl 2nd order S 2 4.95*10-* 31 
V 
4th order S 
V 
Defect correction S&V 
S 
V 
P2 2nd order S 
V 
4th order S 
V 
Defect correction S&V 
S 
V 
3 
2 
3 
2 
3 
2 
3 
2 
3 
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
3 
1.87 
1.87 
3.93 
3.92 
3.11 
3.21 
1.83 
1.83 
4.02 
4.06 
3.34 
3.91 
37 
31 
39 
32 
42 
31 
41 
23 
24 
20 
7 
15 
6 
17 
9 
24 
8 
24 
4 
6 
10 
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TabIe2 
MAE ORDER and ITER in problem I!,? for defect-correction using S-cycle 
GGLS a-3 a=7 
ORDER ITER 
2 205lo-’ 4 2.16.lo-’ 
3 195.10-4 3.39 7 2.31.10-4 
ORDFX 
4 
3.22 6 
relaxation. The order (n) of the procedure is defined as n = log(MAE&fAE~)/log 2 where 
MAE stands for the maximum absolute error. The results are reported in Table 1. 
In the case of problem P2, it is found that the maximum absolute error and the number of 
multigrid iterations taken are almost the same for (Y = 3,5,7. The results corresponding to LY = 5 
are given in Table 1. For comparison the results for defect correction using S-cycle are reported 
in Table 2 for different a. 
We End that the Sawtooth cycle is faster in terms of the number of smoothings as compared 
to the V-cycle. The number of smoo&ings required for S-cycle is about half of those required by 
the V-q&+. If the number of smoothings at each level is reduced to one instead of two, the mgd 
procedures convekge quite slowly except in the defect correction procedure. All the procedures 
converge well with two smoo+&ings at each level. Defect correction gives results reasonably close 
to the fourth-order results while it tabs less time as compared to the mgd fourth-order. In the 
case of problem 2, the respective orders are also cor&rmed in the vicinity of the singularity r = 0, 
e.g., for the fourth-order procedure using S-cycle the maximum absolute errors on the plane r = h 
with a = 5 for 1= 2 and I = 3 are 1.54 - 10m4 and 5.51. lo-’ respmtively. The number of 
iterations required for the convergence (tolerance 1.0 - lo-*) of the SOR procedure in [8] are 210 
and 205 for Pl and P2, respectively. The maximum absolute errors obtained here are in good 
agreement with those given in [8]. Thus in the case of mgd methods there is a large saving of 
number of smoothings as well as computational time. These conclusions are similar to those 
obtained by the authors 171, for the mgd solution of the general second-order linear elliptic 
bo-undary value problem. 
We find that the !&cycle is more efficient than the V-cycle in terms of the number of 
smoothings required as well as computational time in the mgd method. We also observe that the 
defect correction procedure in the mgd context, in which the fourth-order method is used for 
evaluating the residuals only outside the iteration loop has given accurate results. The restriction 
and prolongation given here work well for the three-dimensional problems considered. 
The authors are thaGful to the referees for their valuable comments and suggestions which 
greatly improved the paper. 
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