We present BVRI light curves of 165 Type Ia supernovae (SNe Ia) from the Lick Observatory Supernova Search follow-up photometry program from 1998 through 2008. Our light curves are typically well sampled (cadence of 3-4 days) with an average of 21 photometry epochs. We describe our monitoring campaign and the photometry reduction pipeline that we have developed. Comparing our data set to that of Hicken et al., with which we have 69 overlapping supernovae (SNe), we find that as an ensemble the photometry is consistent, with only small overall systematic differences, although individual SNe may differ by as much as 0.1 mag, and occasionally even more. Such disagreement in specific cases can have significant implications for combining future large data sets. We present an analysis of our light curves which includes template fits of light-curve shape parameters useful for calibrating SNe Ia as distance indicators. Assuming the B − V color of SNe Ia at 35 days past maximum light can be presented as the convolution of an intrinsic Gaussian component and a decaying exponential attributed to host-galaxy reddening, we derive an intrinsic scatter of σ = 0.076 ± 0.019 mag, consistent with the Lira-Phillips law. This is the first of two papers, the second of which will present a cosmological analysis of the data presented herein.
INTRODUCTION
The importance of supernovae (SNe) in astrophysics cannot be overstated. Having luminosities that rival those of their host galaxies, SNe can be detected out to great distances. Type Ia supernovae (SNe Ia) have been shown to be accurate cosmological distance indicators, playing a critical role in the discovery and subsequent study of the accelerating expansion of the universe and dark energy (Riess et al. 1998 Perlmutter et al. 1999; Hamuy et al. 1996a; Wood-Vasey et al. 2007; Kowalski et al. 2008; Hicken et al. 2009a ); see Filippenko (2005b) for a review.
Well-sampled, high-precision light curves of nearby SNe Ia are required to better understand and calibrate SNe Ia at high redshift. Several groups have undertaken the project of collecting data sets of SN Ia light curves. The pioneering Calán/ Tololo Supernova Survey acquired BVRI light curves of 29 SNe Ia (Hamuy et al. 1996d ). The Harvard-Smithsonian Center for Astrophysics (CfA) Supernova Group has published BVRI light curves of 22 SNe Ia (Riess et al. 1999) and UBVRI light-curves of 44 SNe Ia (Jha et al. 2006b ). These three data sets have proven invaluable in establishing and refining the important relationship between light-curve shape and peak luminosity that allows SNe Ia to be used as reliable distance indicators (Phillips 1993; Hamuy et al. 1996b; Riess et al. 1995 Riess et al. , 1996 Perlmutter et al. 1997; Phillips et al. 1999 ). However, a larger sample of high-quality multi-color SN Ia light curves is required to further explore the luminosity-width relationship and perhaps find other nondegenerate parameters that will further improve the utility of SNe Ia as distance indicators.
The Lick Observatory Supernova Search (LOSS) followup program was initiated over 12 years ago with the goal of acquiring an extensive database of SN Ia photometry. This paper focuses on the results of the first 10 years of our photometric efforts using the 0.76 m Katzman Automatic Imaging Telescope (KAIT) and the 1 m Nickel telescope at Lick Observatory. Over this period, we acquired data for 165 SNe Ia with an average cadence of 3-4 days in BVRI for a total of 13,778 images. We also developed an automated pipeline to reduce our data to produce final calibrated magnitudes. In a forthcoming companion paper (M. Ganeshalingam et al. 2010 , in preparation), we will explore the cosmological utility of our data set.
The CfA Supernova group recently released their third extensive, high-quality data set (Hicken et al. 2009b, hereafter CfA3) , more than doubling the sample of published light curves of nearby SNe Ia. Their data span the years 2001-2008 and include UBVRIr i light curves of 185 SNe Ia. While there is considerable overlap between the two data sets (69 SNe), and 17 SNe from the LOSS sample were published as part of CfA2 (Jha et al. 2006b ), we contribute light curves of 79 unique SNe Ia. The Carnegie Supernova Project (CSP) has also published a set of ugriBV light curves of 35 SNe Ia, and a smaller subset of YJHK s light curves of 25 SNe Ia (Contreras et al. 2010) . We share 14 overlapping SNe with the CSP data set.
In Section 2, we describe the mechanics behind our photometry follow-up program, including how the SNe in this paper are discovered and the resources used to observe them. In Section 3, we outline our data-reduction procedure. We address concerns of systematic errors in our reduction procedure in Section 3.5, finding that the systematic error in our data set is 0.03 mag in BVRI after considering a number of possible sources. We present our results in Section 4. To ensure the quality of our photometry, we do extensive comparisons to previous manual reductions of data presented here and to results for the same SNe from different telescopes. In particular, we do an in-depth comparison to the CfA2 and CfA3 data sets, finding that in general the results are consistent with small overall systematic differences with a few notable exceptions. Comparisons to the CSP data set have not been attempted because their results are given only in the natural system of the 1 m Swope telescope. Future studies of the overlap between these three data sets will be invaluable to studies of the systematics that plague SN Ia photometry from different telescopes and CCD/filter combinations. A discussion of light-curve properties from our sample is presented in Section 5, and our conclusions can be found in Section 6.
OBSERVATIONS

Discovery
Our photometric follow-up program is an extension of LOSS using KAIT (Li et al. 2000; Filippenko et al. 2001; Filippenko 2003 Filippenko , 2005a A. V. Filippenko et al. 2010, in preparation) . KAIT is a robotic telescope which is dedicated to the search and monitoring of optical transients, with a priority placed on SNe. It is based on the earlier Berkeley Automatic Imaging Telescope (Richmond et al. 1993) . The search strategy is designed to optimize the capabilities of a small, lightweight telescope, finding SNe within a week of explosion. KAIT typically visits the same galaxies every 3-7 days, taking a 16-20 s unfiltered exposure which on a good night probes down to ∼19 mag (∼R band; Li et al. 2003a ). New observations are automatically compared with archived galaxy template images. Human image checkers examine each SN candidate the next day, and the best candidates are flagged and reobserved that night. Confirmed SNe are promptly announced to the SN community through International Astronomical Union Circulars (IAUCs) and Central Bureau Electronic Telegrams (CBETs). We make an effort to spectroscopically classify and monitor newly discovered SNe with time allocated to us on the 3 m Shane telescope at Lick Observatory using the Kast double spectrograph (Miller & Stone 1993) . LOSS candidates are posted publicly to encourage other SN groups to use their resources to monitor and classify the objects spectroscopically, ultimately maximizing the scientific utility of our discoveries.
Supernovae discovered by LOSS are the dominant source for LOSS photometric follow-up efforts, making up 64% of the observed sample. Our own archival images provide constraints on the rise time of new transients, allowing us to start BVRI monitoring soon after discovery. The remaining discoveries come mostly from the dedicated efforts of amateur astronomers such as the Puckett World Supernova Search which accounts for ∼9% of our sample.
Emphasis is placed on monitoring nearby SNe of all types that are found before maximum light, with a special effort to catch SNe Ia in the Hubble flow out to redshift z ≈ 0.05. We try not to discriminate between SN Ia subclasses; however, our final sample of 165 most certainly suffers from observational bias and does not reflect the true demographics of SNe Ia (e.g., Li et al. 2001a Li et al. , 2001b . For a discussion on the observed luminosity function from a complete SN sample, see Li et al. (2010) .
Although the focus of this paper is LOSS's contribution to studies of SNe Ia, LOSS's collection of SN II-P images has been reduced using the same photometry pipeline. The SN II-P light curves and spectra have been used by Poznanski et al. (2009) to refine their use as cosmological distance indicators. A more detailed analysis of ∼60 SNe II is underway (D. Poznanski et al. 2010, in preparation) and will contain a public release of the data. In time, we will also make available our smaller data set of SN Ib/c light curves.
Telescopes
The images in our data set were acquired using the 0.76 m KAIT and the 1 m Nickel telescope, both at Lick Observatory located on Mt. Hamilton just outside of San Jose, CA. The site typically has an average seeing of ∼2 , with some seasonal dependence.
A vast majority of our observations (94%) were taken with KAIT. KAIT is completely robotic, operating only via software. Observations of an SN are initiated by creating a request file which contains the right ascension and declination of the SN along with that of a nearby guide star. For a standard observation, we expose in B for 6 minutes and in VRI for 5 minutes each, and we set a cadence of 2-3 days. The request file is sent to a master scheduler program which determines the best time to observe the field in between observations conducted for the SN search. At night, KAIT automatically observes the field without the need for any human intervention.
Time on the Nickel telescope was originally requested with the intent to calibrate SN fields against Landolt standard stars (Landolt 1983 (Landolt , 1992 . Before 2006, the Nickel required the observer to control the telescope locally from the control room adjacent to the dome, and the major constraint on the number of nights we could obtain was the amount of time observers were able to spend driving to and from Mt. Hamilton. After 2006, the forward-thinking staff of Lick Observatory initiated a program to enable remote observing, allowing our group to observe from the University of California, Berkeley campus (and other groups from UCB and other campuses as well). To take full advantage of this, we increased the number of active Nickel observers from 1 to 5 (including many undergraduate students), and expanded our observing campaign on the Nickel to include the monitoring of more distant SNe and to complement (primarily at late times) data taken with KAIT.
KAIT has a Ritchey-Chrétien mirror set with a focal ratio of f/8.2. It has been outfitted with three different CCDs during the interval 1998-2008. Prior to 2001 September 11, data were taken with an Apogee back-illuminated chip having 512 × 512 pixels. The CCD was then changed to a newer Apogee chip with the same number of pixels though with higher quantum efficiency redward of 4000 Å. On 2007 May 12, the camera was changed once again to a Finger Lakes Instrument (FLI) camera of the same size. All three CCDs have a scale of 0. 8 pixel −1 , giving KAIT a field of view of 6. 7 × 6. 7. The CCD is thermoelectrically cooled to 60
• C below ambient temperature. Standard BVRI broadband filters were used to obtain our images, though we switched BVRI filter sets on 1999 February 20. In total, we have had four combinations of CCD/ filter sets on KAIT: Apogee/Old BVRI (KAIT1), Apogee/New BVRI (KAIT2), Apogee2/New BVRI (KAIT3), and FLI/New BVRI (KAIT4).
The 1 m Nickel is a Ritchey-Chrétien telescope with a primary mirror focal ratio of f/5.3. The CCD is a thinned, Loral, 2048 × 2048 pixel chip. Having a scale of 0. 184 pixel −1 , the field of view of the Nickel is 6. 3 × 6. 3. With a typical seeing of 2 , our images are oversampled; thus, in practice, we bin the pixels by a factor of two to reduce the readout time.
Normalized throughput curves for our four KAIT combinations and the Nickel telescope are compared with the standard Bessell (1990) obtained by multiplying the transmission function of each filter by the quantum efficiency of the CCD and the atmospheric transparency at Lick Observatory. Filter transmission curves for the two different KAIT filter sets were measured in a laboratory using a Varian Cary 5000 spectrophotometer. The first Apogee CCD mounted on KAIT was also measured in a laboratory. The filter transmission for the Nickel was downloaded from the Mt. Hamilton Lick Observatory page. 4 The quantumefficiency curves for the remaining CCDs are taken from the manufacturer's claims. In general, there is good agreement between each filter response and its corresponding Bessell curve. The largest deviations from the Bessell curves appear in the RI bands for the old KAIT filter set (KAIT1) and for the I band at the Nickel telescope. Characteristics for each photometric band can be found in Table 1. 3. DATA REDUCTION High-precision light curves (σ mag 0.03 mag) of nearby SNe are required to properly interpret SN data collected at high redshifts to derive cosmological parameters. Imperfections in data reduction can produce systematic errors which propagate into inaccurate measurements of cosmological parameters (e.g., Boisseau & Wheeler 1991) . Our data set is composed of BVRI images of 165 SNe with an average of 21 epochs per SN, making it impractical to manually reduce our data. Hence, we developed a software reduction pipeline that requires a minimal amount of human interaction yet provides an error-control flow system to deal with problematic data. Our reduction pipeline consists of three main processes: field calibration, galaxy subtraction, and differential photometry. Each of these will be described in the following sections.
The Calibration Pipeline
To calibrate the instrumental magnitudes of an SN to the Landolt system (Landolt 1983 (Landolt , 1992 , the local standard stars in the 4 http://mthamilton.ucolick.org/techdocs/filters/phot_filt_curves.html. SN fields need to be calibrated on photometric nights, so that differential photometry can be converted to absolute photometry. The importance of the accuracy of these photometric calibrations cannot be overlooked. As will be discussed in more detail in Section 4, one major source of the differences among published photometry for the same SNe comes from the differences in the calibrations. An error in the calibration will be directly transferred to the final photometry of an SN; thus, the goal of our calibration pipeline is to obtain reliable, self-consistent calibrations for each of the SN fields in our database. We used both KAIT and the Nickel telescope for the calibrations of our SN fields. KAIT is a robotic telescope, so when we need to conduct calibrations on a promising photometric night, we override the automatic schedule with a manually prearranged calibration sequence. For the Nickel observations, we have a long-term project with the main goal of photometric calibration of the SNe in our photometry database. Over the years, the observations obtained with Nickel have evolved from on-site observing with a frequency of two nights per month to remote observing with a higher cadence (6-9 nights per month). In total, observations were performed over ∼50 photometric nights at KAIT and ∼100 at the Nickel telescope. Given the importance of field calibration, we try to visit fields at least twice and on average five times. SN 2008ar is the only SN in our sample which has just a single calibration. Calibrations for other fields from that same night are consistent with previous results, giving us confidence that the night was indeed photometric. We plan, however, to obtain more calibrations for this particular field in the future, and we will update the photometry if necessary.
For the calibration sequence on each photometric night, we arrange observations of Landolt standard stars at different airmasses throughout the night. On each photometric night, usually about 20 Landolt fields are observed at KAIT or 12-18 at the Nickel telescope. The numerous standard-star observations enable us to derive a reliable calibration solution if the night is When performing absolute photometry to calibrate our SN fields, we use an aperture of 5 × FWHM of the image to sum all of the flux. As shown in this example, the instrumental magnitude asymptotically approaches its total flux value. Using an aperture radius equal to 5 × FWHM is sufficient to measure the total flux of our point sources.
photometric, and to identify a nonphotometric night when the solution shows large scatter due to clouds. Whenever possible, the SN fields are observed at an airmass that is encompassed by that of the standard-star fields (airmass usually 1.0-2.0).
It was impractical to manually reduce the very large number of photometric calibration data, so a calibration pipeline was developed. The pipeline does the following processing, with manual interactions required for some of the steps.
1. Pre-processing of the images. This includes removal of the bias and dark current, and flatfielding. 2. Reduction of the standard-star observations. First, an astrometric solution is obtained for an image to identify Landolt stars based on their location in the database. Next, aperture photometry is performed on all of the standard stars with a small, optimal aperture of radius roughly the full width at half-maximum intensity (FWHM) to increase the signal-to-noise ratio (S/N). Finally, an aperture correction is derived using the brightest (but not saturated) stars to convert the small-aperture measurement to an aperture that is large enough to include all of the flux. In a majority of cases, we find that an aperture of ∼5 × FWHM is sufficient to account for the total flux of the star as demonstrated in Figure 2 . The aperture corrections are visually inspected before they are applied to all of the standard stars. 3. Finding the photometric solution. The instrumental magnitudes from the absolute aperture-corrected photometry and the airmasses of the standards are input to the PHOTCAL package of IRAF, 5 to solve for the extinction coefficients and color terms of the filters using equations of the form
In the above set of equations, lower-case letters represent the magnitudes in the natural system of the telescope, uppercase letters are magnitudes in the Landolt system, X i are the airmasses of the observation, C i are linear color terms, and k i are extinction coefficients. We tested the inclusion of a color term proportional to airmass, but found that it did not significantly improve the scatter in the fit. This is an interactive process. Ideally, if the night is photometric, all standard stars should be used in the solution. However, due to cosmic rays, CCD defects, or poor S/Ns for some fainter standard stars, there are often outliers in the solutions. We carefully remove the outliers in an attempt to achieve solutions with the following precisions: root-mean square (rms) < 0.04 mag for KAIT B, <0.03 mag for KAIT VRI, <0.03 mag for Nickel B, and <0.02 mag for Nickel VRI. We also check the number and source of the outliers to identify nonphotometric nights. If a relatively large fraction ( 15%) of the data points are outliers, or if all stars in a particular image are outliers (a sign of cloud cover during the exposure), the night is marked as being nonphotometric. 4. Reduction of the SN fields. The instrumental magnitudes of the local standard stars are first measured with a small optimal aperture. Aperture corrections are then determined from several bright stars and applied to all of the stars. The photometric solution derived from the Landolt standard stars is applied to derive the magnitudes of the local standard stars in the standard system. 5. Combining the calibrations from different photometric nights. For the calibrated magnitudes of a star in any band, an iterative process is invoked to remove 3σ outliers until the final average value has rms < 0.03 mag. The error of the calibrated magnitude is calculated as rms/ √ N , where N is the total number of calibrations used in deriving the average (following the definition of the standard deviation of the mean). An example of this process is shown in Table 2 .
Galaxy Subtraction
A majority of SNe are found close to bright regions of their host galaxy, requiring galaxy subtraction to isolate the SN flux before photometry can be performed accurately. Template images of the host galaxy are obtained on a clear night during a dark run after the SN has faded beyond detection. Hostgalaxy templates are visually inspected and chosen to have low background counts and an FWHM of 2. 0. In cases where we had multiple high-quality templates, the images are registered and added together to produce a single deeper template.
Images are bias subtracted and twilight-sky flatfielded automatically at the telescope. Cosmic rays are removed using the cosmicrays procedure in the IRAF DAOPHOT package. We adopt parameters which ensure the replacement of obvious cosmic rays (objects with a small FWHM compared to the average FWHM constrained by the nights with the best seeing) with background values while not affecting objects having stellar profiles.
Data images are registered to the template image by matching congruent triangles formed by objects which have a peak intensity value that is above the background in both images. The data image is then geometrically mapped to the template image using the geomap routine in IRAF.
Two independent template-subtraction routines were employed with our data set, providing a consistency check for Notes. This is for a star in the SN 2007af field, which has been observed on 16 photometric nights. The entries marked with an "X" are removed during the iterative process and are not used to calculate the final SN magnitude.
our photometry. Subtraction method 1 (SM1) is based on the ISIS package (Alard & Lupton 1998) as modified by Brian P. Schmidt for the High-z Supernova Search Team (Schmidt et al. 1998) . The convolution kernel is computed as a function of position using stars in both images chosen automatically by ISIS. Ideally, the software avoids saturated stars, stars with nonstellar profiles, and cosmic rays. Our default parameters use three stamps in the x-direction and three stamps in the y-direction to determine the spatial variation in the kernel. The image with the better seeing (in most cases the template) is then convolved to match the seeing of the other image and the two images are subtracted. A 60 × 60 pixel square centered on the SN in the subtracted image is then copied onto the corresponding region in the observation image. Subtraction method 2 (SM2) determines the convolution kernel with the IRAF task psfmatch (Phillips & Davis 1995) using three field stars chosen in the template image that are well above the background and are not saturated. Similar to SM1, the image with the better seeing is then convolved to the other image using the averaged kernel. Unlike SM1, which automatically finds stars to compute the kernel, SM2 uses the same three stars for all of the data images associated with a particular template. The intensity of the two images is matched using a rectangular region of 60 × 60 pixels centered on the brightest star. The images are then subtracted. As in SM1, the SN in the subtracted image is pasted back onto the observation image. An example image from our subtraction pipeline is shown in Figure 3 .
As both of these subtraction methods are automated, it is inevitable that our software will produce poor subtractions for data taken under less than optimal conditions. In the worst of circumstances, such as data taken during bad weather or poor seeing conditions, we are left with no choice but to eliminate data that fail both subtraction pipelines. To minimize the number of discarded images, we have implemented an error-control system to salvage images that initially cause the subtraction pipeline to fail.
The robustness of SM1 ensures that a subtracted image will always be output, though the quality of the subtracted image may be questionable if SM1 mistakenly uses a nonstellar source to construct the kernel. The most likely candidates for stamps that produce bad subtractions are cosmic rays that elude removal and galaxy nuclei from either the host galaxy or background galaxies. In such cases, our recourse is to identify suspect images and manually choose stamps until a satisfactory subtraction is obtained. The identification of such subtractions is done by the inspection of the final light curve. Comparison of the results of SM1 to SM2 generally indicates when one subtraction method fared better than the other. In cases where SM2 produces superior results, it is usually because the stamps chosen by SM2 are set a priori while SM1 chooses stamps on the fly.
For SM2, there are two main sources of potential failures: a bad point-spread function (PSF) for the kernel and an error in the intensity transformation. In the case of a bad PSF from one of the three stars, the convolution kernel is computed using the average of the remaining two stars. In the event that all three stars prove problematic (as in a case where none of the three stars is present in the data image), the pipeline exits without producing a subtraction. If the intensity matching first fails using the brightest star of the three stars, SM2 then uses a 60×60 pixel square about the next-brightest star.
An analysis of our finalized photometry shows that 81% of our data uses the results from both SM1 and SM2, 18% from only SM1, and 1% from just SM2. Of the two subtraction algorithms, SM1 produced the most robust results, yielding better subtractions in instances where our galaxy template was not optimal. In most instances where SM2 gave superior subtractions, better SM1 subtractions could be produced by manually choosing stars to compute the convolution kernel.
A minority of SNe in our data set occurred far from the nucleus of the host galaxy and do not suffer from significant galaxy contamination as determined by inspection of late-time images. For these SNe, images were only registered before performing differential photometry. Table 3 contains a list of SNe which did not require galaxy subtraction, together with their offset from the host-galaxy nucleus.
After Galaxy Subtraction
Before Galaxy Subtraction 
SN
Differential Photometry
Differential photometry was performed using the PSF-fitting method in the IRAF DAOPHOT package (Stetson 1987) to measure the SN flux relative to local standards in the field. Depending on the field, three or more of the brightest stars are chosen manually to construct a model PSF. Using a fitting radius equivalent to the FWHM of each data image (usually 3-5 pixels), the PSF is modeled out to 20 pixels. Instrumental magnitudes are measured for the SN and local standards of sufficient brightness found in the calibration pipeline.
The instrumental magnitudes are transformed into the standard Landolt system using the following system of equations: In the above set, the lower-case bandpass letters on the left-hand side are instrumental magnitudes and the upper-case bandpass letters are the transformed Landolt magnitudes. The coefficients C i represent the averaged color terms found from multiple photometric nights. The zero point and effects of atmospheric extinction are absorbed into a constant which drops out in differential photometry. A solution to this system of equations requires instrumental magnitudes for BVRI. Occasionally, data for one bandpass do not exist or are of such poor quality that galaxy subtraction or PSF-fitting photometry cannot be performed with confidence. As an initial zeroth-order solution, we use the instrumental magnitude from data taken within 10 days of the absent data. As our data are well sampled, this provides an adequate solution given that there is usually not a significant change in the SN flux between the two dates. As a check on this assumption, we compare the borrowed magnitude to the magnitude derived from a third-order polynomial fit to the final light curve 10 days before and after the date of the borrowed data. Instances in which the two differ by 0.1 mag are flagged. The borrowed data are then replaced by the magnitude derived from the fit (assuming a reasonable fit is found) and the transformation equations are again solved for the color-corrected Landolt standard magnitudes. As this is a second-order correction, we find that an uncertainty of 0.1 mag for the B band propagates into an error of <0.01 mag for VRI. A summary of all of our averaged color terms can be found in Table 4 .
Our goal is to perform differential photometry of the SN in comparison to those local standard stars which are sufficiently bright to be measured accurately, but do not saturate the detector, and to choose only those stars which give the most consistent results. The algorithm devised to satisfy both constraints goes as follows. The SN magnitude is calculated using all of the available local standard stars found with the calibration pipeline, an error-weighted mean is taken using the uncertainties in the calibrated magnitudes of the local standard stars (typically 0.02 mag), stars which give an SN magnitude more than 2.5 times the rms in the scatter of the magnitudes are removed, and the error-weighted mean is recalculated. This is done for every data image for a particular SN, giving a different set of stars for each night's data. We then take the set of stars that are present in more than 2/3 of the individual sets of stars from each night's data. Subsequently, these local standard Stritzinger et al. (2005) using the instrumental response curves found by multiplying the quantum efficiency of the CCD by the filter transmission and the atmospheric seeing at the telescope site.
stars are visually inspected to ensure that they are not background galaxies and that they do not saturate the detector. Our algorithm works well for cases in which there are many available local standards in the field, but can fail for sparse fields in which there are only two or three local standards. In such situations, the best we can do is manually choose local standards which are bright and give a consistent measurement for the SN magnitude.
The above procedure is applied to results from both SM1 and SM2. Light curves for SM1 and SM2 are visually reviewed. In cases where SM1 and SM2 both produce reliable subtractions, the mean is taken to be the final SN magnitude. If one subtraction method fared better than the other, the more reliable result was taken to be the final magnitude.
While we have chosen to provide our photometry in standard BVRI bands, other groups including Hicken et al. (2009b) have released their data set of comparable size in both the standard system and the natural system of their telescope. There are benefits and detriments to photometry in either system. The standard system allows photometry from different telescopes to be easily compared and combined in cases where S-corrections (Stritzinger et al. 2002) are small. As we are using photometry from two different telescopes and four different KAIT CCD/ filter combinations, putting our photometry in a standard system is a sensible choice. However, this procedure assumes that the color terms derived from the color of our standard stars apply to the colors of an SN, which is not necessarily true as the spectral energy distribution of a standard star will differ from that of an SN. Photometry in a telescope's natural system avoids adding errors to the results from color corrections and should provide less scatter in SN flux measurements. The downside is that SN photometry from different telescopes is not readily comparable and requires accurate measurements of each telescope's transmission function. Currently, we rely on the quantum-efficiency curve supplied by the CCD manufacturer to construct our transmission curve. Although we have chosen to provide our photometry in the standard system, if there is sufficient demand for photometry in the natural system, we can make those data available.
Error Budget
Typically, we have multiple photometric observations of a given field for the purposes of calibrating the magnitude of local standards to Landolt standards. The error in the calibration of the local standard stars is taken to be the rms of N observations divided by √ N (i.e., the uncertainty in the mean). To ascertain the error in our galaxy subtraction and PSF-fitting photometry routines, artificial stars with the same magnitude and PSF as the SN were added randomly to the data and re-extracted. Fifteen artificial stars were added within 60 pixels of the SN, often placing the artificial star in a background region of similar complexity to that of the SN. Another 15 were added randomly to the rest of the data image. The scatter in the magnitudes of the 30 recovered artificial stars was taken to be the uncertainty in our galaxy subtraction and photometry pipelines.
An implicit assumption in our treatment of this uncertainty is that we trust our galaxy subtraction and calculated PSF. In cases where our galaxy-subtraction pipeline performs less than optimally and host-galaxy light is improperly subtracted, our measured SN magnitude will be inaccurate. This leads to artificial stars which do not accurately represent the profile of the SN and hence an error which does not truly represent the error in our galaxy subtraction and photometry pipelines. In such cases, we benefit from having two independent subtraction pipelines. Since both subtractions are reducing the same data image, we expect the error from our artificial-star simulations to be similar, providing us with a check on the simulation's validity.
The final error for each subtraction method is taken to be the scatter from recovering the artificial stars added in quadrature with the calibration error. When data from both subtraction methods are combined, we take the final uncertainty to be the rms in the two SN magnitude measurements added in quadrature with the quadrature addition of the error from the two subtraction pipelines, assuming the errors from the two pipelines are perfectly correlated.
Systematic Errors
A major concern for large photometric data sets is the role of systematic errors. In this section, we address possible sources of systematic errors and the possible impact such errors play on our final photometry for the LOSS data set.
Color Terms
The observed color terms presented in Table 4 are averages of the color terms derived from observations of Landolt standards on photometric nights. Any evolution of the color terms as a function of season or over time will produce systematic errors in the final photometry correlated with the color of the SN and comparison stars. Plotted in Figures 4 and 5 are the temporal evolution of our color terms for KAIT and the Nickel telescope, respectively. There have been no filter or CCD changes during our campaign on the Nickel, giving a large baseline to determine evolution in the color terms. We see no evidence of any significant evolution over the eight years of our observations. Discerning any trend in the evolution of the KAIT color terms is more difficult. Having four different CCD/filter combinations with varying tenures on KAIT, we do not have as long a baseline in comparison with the Nickel. We also do not have as many nights of photometric observations to determine the color terms. With the limited amount of available data, we do not detect any significant evolution in the color terms.
As a check on our color terms, we also derive the color terms needed to transform our natural-system magnitudes to the Landolt system using the total response curves for KAIT [1] [2] [3] [4] and the Nickel. Armed with the atlas of spectrophotometric standards presented by Stritzinger et al. (2005) , we calculate synthetic photometry for a number of standard stars over a range of colors using the transmission functions for KAIT [1] [2] [3] [4] and the Nickel. The color terms derived from our synthetic photometry can be found in Table 4 along with the observed color terms derived from observations of Landolt standards on photometric nights.
Overall, the color terms derived from spectrophotometry match those derived from our observations of Landolt standards. The largest difference is in C B for the Nickel telescope. The transmission functions for the Nickel filters are taken from the Mt. Hamilton Lick Observatory Web site and are the least well known, which could explain the rather significant difference. The other smaller differences are most likely due to other optical elements in the light path, such as the mirror reflectivity, which are not included in our transmission curve. Following Stritzinger et al. (2002), we shifted the throughput curves in wavelength until we recovered the observed color terms. The required shifts can be found in Table 5 . In general, relatively small shifts (<100 Å) were required to match the observed color terms. The only exception is the I band of KAIT1 which required a shift of 140 Å.
Evolution of the Atmospheric Term
For each photometric night, we derive the atmospheric correction term required to do absolute photometry for calibrating our fields. We plot this as a function of time in Figure 6 . There is no clear evolution over time. As a function of season, however, we do see evidence for a weak sinusoidal trend. Curiously, the atmospheric term is larger in the summer and fall months compared to the winter and spring months, contrary to the expectation that summer brings clearer, more transparent nights; the presence of diffuse smoke from various wildfires in California is a possible cause. This trend is small and will not impact our final photometry. We also caution that the inhomogeneous sampling (we have more photometric nights during the spring and summer months) could lead to a spurious trend. 
Combining Calibrations from KAIT and Nickel
Calibration of local standards in each SN field was done using both KAIT and the Nickel telescope. The results are combined using a sigma clipping routine to discard outliers. However, any systematic differences in photometry between different systems could translate into a systematic error in our final photometry depending on the ratio of the number of KAIT calibrations to Nickel calibrations. To quantify any differences in derived magnitudes for local standards between different systems, we compared the mean magnitude of each local standard using unique filter/CCD/telescope combinations. We only use instances in which a star was observed by two different systems. We find that there is no significant systematic shift between any of our different systems. We find a typical scatter of ∼0.03 mag in the distribution of mean magnitudes from different systems, which we adopt as our systematic uncertainty in all bands. Figure 7 shows the distribution in differences for local standard stars between Nickel and KAIT3, the two systems which share the most overlap in observed stars. The mean of the distribution for each filter is <0.01 mag with a σ ≈ 0.03 mag. We find similar results in comparisons with our other systems.
Galaxy Subtraction
Even under the assumption that our galaxy subtraction routines are perfect, our ability to measure the SN magnitude is limited by the finite S/N of the template image. This induces a correlated error between photometry epochs that will affect parameters measured from light curves (e.g., Δm 15 ). To estimate this effect, we examined a test case where the SN occurred in an early-type galaxy having isophotes that could be easily measured. Using algorithms developed by Krajnović et al. (2006) , we determined the isophote along the position of the SN.
6 Artificial stars with the same PSF as the SN were injected along the isophote in each data image, and the image was then reprocessed by our pipeline. We find that the scatter in the re-extraction of the artificial stars is comparable to the scatter we find in placing the artificial stars randomly within 60 pixels of the SN.
The previous method to gauge the error in the amount of galaxy light subtracted relies on the original measurement of the SN magnitude being correct. If the initial measurement is inaccurate, then the derived error from the scatter in our artificial-star test will not be indicative of the error induced from a galaxy template of the finite S/N. To further investigate the error in using only a single template, we reduced data for one SN with a deeper galaxy template having a higher S/N. The deeper template was made possible by searching through our photometry database for two SNe that exploded in the same galaxy spaced out by more than one year. KAIT followed both SN 2005ds and SN 2000cn which occurred in UGC 12177. We stacked 5-6 high-quality images (FWHM < 1. 5 with low sky background) of SN 2005ds to construct a deep galaxy template for UGC 12177, which we measure to be ∼1 mag deeper than a typical image from KAIT. We then ran the data for SN 2000cn through our pipeline using the deeper template with the same parameters adopted to reduce the data with a single image. Figure 8 shows the results, with the top plot giving a comparison of the two final light curves. The middle plot shows the residual between the two light curves in BVRI, in the sense of the single-image template subtracted from the stacked template. The bottom plot is the residual scaled by the photometry error. Overall, the results from the two different galaxy templates are consistent with the error bars found using our pipeline. We do note, however, a few systematic trends. On average, there is a systematic difference of ∼0.04 mag in the I band, although this is almost always within 1σ . We also find that the B-band residuals increase with phase as the ratio of galaxy to SN flux increases at the position of the SN. However, the significance is reduced if we scale the residuals by the 1σ photometry error. We conclude from these tests that the correlated error induced from using a single image as a galaxy template is not negligible, but is taken into account by the error budget described in Section 3.4.
PSF as a Function of Color
We tested to see if there were variations of the PSF with the color of field stars. Using images of the open cluster M67, we measured the FWHM of stars taken from Chevalier & Ilovaisky (1991) , which span a range of colors. A linear fit shows no convincing trend in either the KAIT or Nickel images. Figure 9 shows an example from data taken with the Nickel telescope. We rule out any strong dependence of the PSF on the color of field stars which would introduce a systematic error in our galaxy subtraction process.
Transformation into the Landolt System
A possible risk in transforming instrumental magnitudes into the Landolt system is correlating the SN magnitude with the color of the comparison local standard star. We check for any correlation in the post-transformation SN magnitude by calculating the χ 2 statistic defined as
where m i is the SN magnitude found using the ith local standard star, m is the error-weighted average of SN magnitudes, and σ m i is the associated error in m i (photometry and calibration error added in quadrature). We use the reduced χ 2 , χ 2 ν , as an indicator to determine how well our final magnitudes are described by a constant (i.e., the error-weighted mean). We find that χ 2 ν ≈ 1 in almost all cases, indicating that the error-weighted mean is an appropriate combination of individual measurements to produce a final SN magnitude. We do not see a convincing linear trend with the color of the comparison star; thus, we deem it unnecessary to correct our photometry for the possibility of this effect.
Summary
As a result of our study of possible systematic errors in our data set, we adopt a final systematic uncertainty of 0.03 mag in BVRI. This error is not included in our photometry tables, but should be included when combining the LOSS sample with photometry from other data sets.
RESULTS
We present the results of running the pipeline on SNe Ia from LOSS data taken during the interval 1998-2008. A representative sample of our light curves is shown in Figure 10 . The light curves are shifted relative to the date of B-band maximum light found by using the light-curve fitting software MLCS2k2.v006 (Jha et al. 2007 ), or by direct polynomial fits for peculiar SNe that do not have representative templates in MLCS2k2.v006. An example of our photometry can be found in Table 6 . We note that the uncertainty quoted in Table 6 only refers to the statistical error; a systematic error of 0.03 mag should be added when comparing to other data sets. Figure 11 shows an example of our finding charts, with comparison stars labeled. We include an example of our comparison-star photometry in Table 7 . The complete versions of Figure 11 and Tables 6 and 7 are available in the online version of this article and are also available online. Basic information about each SN and galaxy was gathered from the NASA/IPAC Extragalactic Database (NED).
8 Discovery and classification information for each SN can be found in Table 8 . Table 9 presents host-galaxy properties. Information regarding our SNe (such as discoverers, classification references, etc.) was obtained from our private searchable MYSQL SN database (J. M. Silverman et al. 2010, in preparation) , which collects information about each SN.
The LOSS Sample
Precise measurements of cosmological parameters require multi-color light curves that are well sampled and range from before maximum light to a month past maximum to accurately correlate the width of the light curve to its luminosity. Figure 12 shows the average cadence between photometry epochs versus the number of photometry epochs for each SN in our sample. The plot reveals a significant clustering around a cadence of 3 days and ∼25 epochs of photometry, indicating that our light curves are on average well sampled and cover an extensive range during the photometric evolution of the SN. A histogram of the number of photometry epochs can be found in Figure 13 ; we find a median of 21 epochs of photometry for the SNe. Figure 14 shows how many days after B max we commence photometric monitoring. On average, we start observing 6 days before maximum light in B, with 125 SNe having data before maximum. Cosmological studies of SNe Ia require follow-up observations of SNe that are within the Hubble flow to avoid substantial peculiar velocities induced by the gravitational attraction between galaxies, which produce deviations from a straight Hubble law. Adopting a typical peculiar velocity of 300 km s −1 , we define the lower limit of our cosmology sample at cz = 3000 km s −1 , at which point peculiar motions will be 10% of the expansion velocity. Our sample contains 135 SNe Ia in the Hubble flow. Figure 15 shows a histogram of the LOSS sample as a function of redshift. We find a median recession velocity of cz helio = 5816 km s −1 for our entire sample, and a median value of cz helio = 6595 km s −1 for our Hubble-flow sample. . FWHM of stars in the field of M67 as a function of their color from BVRI images taken with the Nickel telescope. The best-fit line is plotted in solid black for each filter. We do not measure a significant trend, indicating that the image PSF is independent of color.
Comparison with Published Data
In this paper, we present a homogeneously observed and reduced data set of SN Ia BVRI light curves. The most productive science will come from combining data sets collected from different telescopes (Kowalski et al. 2008; Hicken et al. 2009a) . Understanding the underlying differences between these data sets will be crucial to improving the cosmological utility of SNe Ia. Wang et al. (2009b) have shown that photometry of a nearby bright SN (B max = 13.64 mag) having negligible host-galaxy contamination with different telescopes can exhibit systematic differences of σ ≈ 0.05 mag prior to making S-corrections for instrumental response (Stritzinger et al. 2002) . The situation becomes increasingly more complicated when galaxy subtraction must be performed.
While it is outside the scope of this paper to conduct a detailed comparison to quantify systematic differences between reductions of common SNe, it is instructive to do a rough comparison to what has been published in the literature as a sanity check on our pipeline reductions. We classify the level or concordance by the following definitions: "good" is an average difference within 0.05 mag, "adequate" is between 0.05 mag and 0.1 mag, and "poor" is greater than 0.1 mag. In the following comparison, we include the systematic error of 0.03 mag found in Section 3.5. 
Comparisons to Previous LOSS Reductions
A few of the SNe included herein have been reduced manually by other members of our research group. Comparing the results from our pipeline to previously published KAIT and Nickel data offers a unique check on our pipeline without having to worry about the difficulties that arise from comparing photometry from different telescopes.
Optical light curves of SN 1998de using KAIT data were published by Modjaz et al. (2001) . SN 1998de was a subluminous SN 1991bg-like object (Filippenko et al. 1992a; Leibundgut et al. 1993 ) located 72 from the nucleus of its host galaxy (cz = 4990 km s −1 ) in a clean environment free of galaxy contamination. Neither reduction procedure used template subtraction and both utilized PSF-fitting photometry. Our comparison-star calibrations agree to within 0.01 mag in BVR, although our I-band calibration is systematically 0.03 mag brighter. The photometry published by Modjaz et al. is K-corrected and cannot be compared directly to the data presented here. We obtained the original (not K-corrected) data directly from the lead author, M. Modjaz (2010, private communication) . Our results agree to within 0.01 mag in BVR. Our I-band photometry is brighter by ∼0.05 mag, which is not entirely unexpected since our field calibration is systemically brighter in I by 0.03 mag.
KAIT light curves for the peculiar SN 2000cx were published by Li et al. (2001c) . A bright, nearby (but peculiar) SN Ia located far from the nucleus of its host galaxy, both reductions did not perform galaxy subtraction and used PSF-fitting photometry. The BVRI light curves agree to within 0.03 mag. It is also worth noting that the pipeline reduction brings the KAIT data to within 0.01 mag of BVRI data obtained at the Wise Observatory (Israel) that were also presented by Li et al. SN 2002bf provides an excellent test of the abilities of our pipeline. The SN lies 4. 1 from its host galaxy's center. Leonard et al. (2005) present photometry from KAIT and the Nickel telescope which were rereduced with our photometry pipeline. As is noted by the authors of Leonard et al., "the galaxy subtraction procedure for SN 2002bf was particularly challenging." In Figure 16 , we compare our reduction to that of Leonard et al. In general, we find a systematic offset of ∼0.1 mag in all bands; it is most pronounced in the late-time data when proper galaxy subtraction is the most necessary. The final magnitudes for both sets of comparison stars show excellent agreement. The discrepancy can probably be traced back to the galaxy subtraction. Examining the results of our pipeline, we do not see any obvious results of oversubtraction which could explain why we systematically measure the SN to be fainter than found by Leonard et al. Leonard et al. (2005) While there is general agreement between the new and old calibrations in I, our star 7 is brighter than star 6 of Leonard et al. by 0.1 mag, and our star 9 is brighter by 0.03 mag, which would make our I-band photometry of SN 2003du brighter. This exercise highlights the importance of calibrations in producing reliable SN flux measurements. SN 2005cf data taken with KAIT were reduced independently by Wang et al. (2009b) . The SN is sufficiently far away from the host-galaxy nucleus that galaxy subtraction was not performed by either reduction. The two reductions are in excellent agreement, with BVRI photometry all within 0.01 mag.
Comparison to CfA2
Jha et al. (2006b) present UBVRI light curves of 44 SNe Ia from the CfA2 data set, of which 17 can be found in the LOSS sample. Of the 17, 15 have overlapping data which can be compared. We compare the two data sets by interpolating a line between LOSS data taken within at most 4 days from each CfA2 data point. We include a systematic error of 0.02 mag for the CfA2 data based on they systematic error found for CfA3 data (Hicken et al. 2009b) .
Overall, we find good agreement between the two data sets with a few exceptions. In particular, SNe 1998dh, 1999aa, (This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.) 2000cn, 1999ac, 1999dq, 1999ej, 1999gp , and 2000cn all agree to within 0.05 mag. The worst cases of systematic differences are found in the I band. We find differences of ∼0.1 mag for SNe 1998ef, 1998es, 1999cl, 1999gh, 2000dk, and 2000fa . With the exception of SN 1999cl, the LOSS data are systematically fainter than the CfA2 data. Comparing our derived magnitudes for the field stars to those of Jha et al., we find no discernible trend to explain the magnitude of the discrepancy.
In the case of SN 1999cl, the likely culprit is the calibration. We have only three comparison stars in our calibration (typically we have ∼10 stars in a field), of which two overlap with the CfA2. Our star 2 is fainter than their star 4 by 0.07 mag. A summary of our comparison to Jha et al. can be found in Table 10 .
The most likely solution is to apply S-corrections (Stritzinger et al. 2002) in order to account for the variation in transmission functions of different telescopes. Wang et al. (2009b) show that the scatter in the I-band light curve of SN 2005cf, combining data from seven different telescopes, is reduced from 0.061 mag to 0.030 mag by applying S-corrections. If S-corrections are indeed the explanation of the differences between the LOSS and CfA2 data, we would expect the residual to be dependent on the spectral energy distribution of the SN. In Figures 17-19 , we compare the BRI residuals to B − V , V − R, and V − I colors (respectively) for all of the data points in our overlapping set of SNe. In Figures 17 and 18 , the B and R residuals are fairly independent of color. Subtracting the linear fit to the data points to remove any perceived linear correlation does not improve the scatter. However, doing so for the I-band residuals reduces the scatter from 0.084 to 0.075 mag, hinting that applying a colordependent S-correction might slightly improve the situation. Krisciunas et al. (2004) present optical photometry of SN 2002bo. We find that our photometry is in good agreement; Number of SNe Figure 13 . Distribution for the number of epochs per SN using the number of V-band observations. We find a median of 21 epochs of photometry per SN. VRI measurements agree to within 0.03 mag while B is within 0.04 mag.
SN 2002bo
SN 2003du
Stanishev et al. (2007) Leonard et al. (2005) and by LOSS using the same KAIT data. SN 2002bf was only 4. 1 from the host-galaxy nucleus, providing an extreme test for our galaxy subtraction pipelines. The LOSS photometry is roughly 0.1 mag fainter in all bands. The first three R-band epochs from Leonard et al. (2005) are unfiltered observations which are not included in the LOSS photometry.
light curves start around B max , about 10 days after those of Stanishev et al. Overall , the agreement between the two data sets is excellent. We share over 20 epochs in common and find that our light curves are within 0.03 mag in BVR and 0.05 mag in I. The light curves from Stanishev et al. are S-corrected, perhaps explaining the measured difference in the I band. systematically brighter by ∼0.05 mag, once again underscoring the importance of consistent calibrations.
CfA3
The most recent release from the Center for Astrophysics, CfA3, roughly doubles the number of published nearby SN Ia light curves (Hicken et al. 2009b) . CfA3 data obtained during [2001] [2002] [2003] [2004] were taken in UBVRI, while subsequent data were in UBVr i . We share 69 SNe in common with CfA3. Combining the two data sets gives close to 260 SNe Ia with well-sampled light curves which could be used for cosmology. In this section, we compare the LOSS data set with the CfA3 data set, the two largest existing samples of nearby SNe Ia, to study any trends that arise. We include a systematic error of 0.02 mag for CfA3 data as suggested by Hicken et al. (2009b) .
Similar to our comparison with CfA2, we compare individual CfA3 points with a linear interpolation to adjacent LOSS points that are within 4 days of one another. Of the 69 SNe in common, we can compare 67 BV light curves and 33 RI light curves. Table 11 provides the error-weighted mean residuals for individual SNe. To study the residuals in more detail, we plot the residuals for all of our data-point comparisons as a function of SN phase in Figure 20 . Ideally, if we are not plagued by systematic errors from differences in calibrations or galaxy subtraction, we expect the mean residual to be ∼0 mag with a reasonable scatter (σ ≈ 0.05 mag). We find the mean residual in B to be −0.013 mag with σ = 0.114 mag, in V to be 0.010 mag with σ = 0.094 mag, in R to be −0.014 mag with σ = 0.071 mag, and in I to be 0.018 mag with σ = 0.074 mag (see Table 12 ). This rather high level of scatter is fairly troubling considering that the sample is of bright, nearby SNe Ia. If we limit our comparison to data points brighter than mag 18, the scatter in all bands is reduced to a more reasonable σ ≈ 0.06-0.07 mag (see Table 13 for details), implying that the . LOSS−CfA3 residuals for all comparison data points as a function of SN phase. Our data generally agree close to maximum light but grow discordant at late times. This is especially pronounced in B and V. If we restrict our comparison to points brighter than mag 18 (plotted in filled circles), we reduce the scatter significantly. two groups have a decent level of agreement around maximum light. The disagreement at later phases could be caused by the increased importance of proper galaxy subtraction, the inherent difficulty in measuring faint objects, or the growing importance of S-corrections at late times as the spectral energy distribution of the SN becomes increasingly nonstellar. While restricting our comparison to points brighter than mag 18 provides a significant improvement, the question now becomes whether this level of scatter is randomly distributed over all data points for all of the overlapping SNe, or is a result of systematic differences in individual SNe which could be introduced through improper galaxy subtraction or differences in field calibrations. In Figure 21 , we construct a histogram of mean residuals as a function of the number of SNe. We code SN mean residuals computed with more than three data points with gray shading and mean residuals computed with three or fewer data points are unshaded. The only distribution which appears Gaussian is the V band, although there are clearly outliers which indicate SNe that suffer from a systematic offset. The BI histograms are not centered at 0 mag, while the RI histograms do not seem convincingly Gaussian.
The following SNe deserve special attention as being clear outliers: SN 2001V in B and SN 2006eu in B and V. For SN 2001V , the disagreement is tied to the differences in the local standard stars. We share two overlapping stars with CfA3 which we measure to be systematically fainter by 0.15 mag in B, thus explaining why we find the SN to be fainter by ∼0.13 mag in B. Surprisingly, comparing our local standards does not offer an explanation for the large discrepancies in SN 2006eu. We share four overlapping standards with CfA3 and we measure the stars to be fainter by ∼0.106 mag in B and brighter by 0.01 mag in V. This does not explain why LOSS measures SN 2006eu to be systematically fainter by 0.30 mag in B and 0.46 mag in V.
LOSS in the Wild
A few individual SN Ia light curves presented here have already been published in other papers. LOSS data for SN 2004eo reduced with the pipeline appeared in Pastorello et al. (2007) and data for SN 2002cx were supplied for Phillips et al. (2007) . The LOSS reduction of SN 2002fk is in Riess et al. (2009) as a means to calibrate the SN distance ladder using Cepheid variables in NGC 1309. Data for SN 2003hv, reduced using our pipeline, were also presented by Leloudas et al. (2009) .
DISCUSSION
A major goal in SN Ia science is to use their multi-color light curves to calibrate SNe Ia as cosmological distance indicators. As discussed in Section 3, this requires a large number of objects with well-sampled light curves that cover from before B max to a month past. Our sample presents a self-contained data set which can be analyzed on its own and in comparison with other overlapping data sets to study the effects of systematics. In this section, we explore the properties of our light curves in more detail.
Light-curve Properties
The "width" of a light curve is an important parameter which has been shown to correlate very well with absolute peak brightness. One incarnation of this parameter is Δm 15 , the difference between the SN magnitude at maximum light and 15 days past maximum light. We measure this quantity for both B and V using a template-fitting routine similar to that discussed by Prieto et al. (2006) . We fit each band individually. Templates are constructed using light curves from our database that span the range of Δm 15 and are well sampled. The data are Kcorrected and corrected for Milky Way extinction (Schlegel et al. 1998) . A fifth-order polynomial is fit to each template light curve to determine the date of maximum light. The light curves are shifted such that t = 0 is at maximum light and corrected for time dilation. Template light curves are constructed by fitting cubic splines between a range of −5 to 35 days past maximum light in each band. Lacking an SN 1991bg-like template, we augment our sample with the template of SN 1991bg from Prieto et al. (2006) , which draws from photometry published by Hamuy et al. (1996c) , Filippenko et al. (1992a) , and Leibundgut et al. (1993) . Our B templates are in the range 0.73 Δm 15 1.93 mag and our V templates have 0.507 Δm 15 1.420 mag. We construct model light curves of varying Δm 15 by taking linear combinations of our templates using the weighting scheme prescribed by Prieto et al. (2006) and calculating χ 2 to find the best fit. We use a triangle function to determine the weights of each template to construct models of varying Δm 15 . For a given Δm 
where T i is the template light curve associated with Δm 15,i in band X. We increase γ with increasing values of Δm 15 to reflect the sampling of Δm 15 in our light-curve templates. The results are visually inspected to ensure that a good fit is obtained. In cases where Δm 15 runs close to endpoints in the template range of Δm 15 or we could not obtain a good fit, we instead fit a fifthorder polynomial to the data. The final results of our template and polynomial fits are presented in Tables 14. As a check on the reliability of our template fits, we compare the results between polynomial fitting and template fitting and find that they agree to within the error bars in instances where good fits can be obtained for both. Figure 22 shows Δm 15 (B) plotted against Δm 15 (V ). We only use SNe which have Δm 15 (B) and Δm 15 (V ) whose template and polynomial fits agree to within the derived error bars, reducing our sample to 68. There is a clear monotonic relationship indicating that the decline rates in bands behave similarly. Using a nonlinear least-squares fitting routine, we fit a quadratic This fit has χ 2 = 225 for 65 degrees of freedom. The scatter in the fit increases significantly for rapidly declining objects. Figure 23 shows a histogram of the distribution of (B − V ) B max values for our sample. We find a median value of (B − V ) B max = −0.02 mag. We further explore the distribution of (B − V ) B max values by plotting them against Δm 15 (B) in Figure 24 . We break our sample into three categories: SN 1991T-like, normal, and SN 1991bg-like. These categories are defined spectroscopically and are either taken from the literature or from running the SuperNova IDentification (SNID) code (Blondin & Tonry 2007) on our spectroscopic database; see J. M. Silverman et al. (2010, in preparation) for more details on our implementation of SNID to our spectroscopic database. SNe that are SN 1991T-like are characterized by a lack of Si ii and Ca ii in premaximum spectra, have broader lights curves, and are more luminous than the typical SNe Ia (Filippenko et al. 1992b; Phillips et al. 1992) . Objects that are SN 1991bg-like show strong Ti ii and weak Fe ii features at maximum light, and are intrinsically underluminous compared with normal SNe Ia (Filippenko et al. 1992a ; Leibundgut et al. 1993 ). For a general review of the spectroscopic diversity of SNe Ia, see Filippenko (1997) .
Of 18 SN 1991bg-like objects in our sample, we are able to measure Δm 15 for 7. It is interesting to note that 5 of 
Late-time Colors
We have run the MLCS2k2.v006 distance fitter (Jha et al. 2007 ) on our data set. Following the path set by Hicken et al. (2009a) , we have run MLCS2k2 using two sets of priors for hostgalaxy extinction: R V = 3.1 and R V = 1.7. In a companion cosmology paper to follow (M. Ganeshalingam et al. 2010 , in preparation), we will discuss the results of the two choices on the KAIT sample in more detail. For the purposes of this paper, in which we simply wish to characterize our data set, we will adopt the results of setting R V = 3.1; using R V = 1.7 does not affect the results below. For example, we find that the values derived for the MLCS2k2 Δ parameter for both sets of priors are within the 1σ errors for SNe with A V < 1.0 mag. However, we do caution that there is a noticeable systematic trend between Δ residual and A V (derived either using R V = 1.7 or R V = 3.1) which may slightly change the appearance of a few plots, but not the qualitative results presented below.
MLCS2k2 derives improved distances to SNe by parameterizing the absolute magnitude of an SN in the form of Δ, a measurement of how luminous an SN is compared to some fiducial value (with smaller Δ indicating an intrinsically brighter SN). This is done by attempting to separate intrinsic reddening We use only SNe that have A V 1.0 mag as found with MLCS. Despite SNe with various Δ values having very distinct color evolution for t < 30 days after B max , there is a remarkable convergence to similar evolution in the interval 30 days < t < 95 days, mostly independent of Δ, as was first noted by Lira (1996) . We measure an average slope that is in good agreement with the Lira-Phillips relation (Phillips et al. 1999). in an SN from reddening from the host galaxy and then fitting to a training set of SN templates which are deemed to be free of host-galaxy extinction. Corrections for reddening are modeled as an intrinsic component governed by a Gaussian distribution of B − V color 35 days past B max that is uncorrelated with peak brightness and host-galaxy extinction given by a falling exponential peaking at A V = 0 mag. The measured value of (B − V ) 35 is drawn from the distribution formed by the convolution of the two different probability functions.
The explicit assumption is that the reddening can be disentangled into an intrinsic reddening component and a host-galaxy reddening component. Lira (1996) noted that the late-time B−V color evolution for SNe with negligible host-galaxy extinction is strikingly similar, independent of Δm 15 (B). Phillips et al. (1999) used this observation to derive host-galaxy reddening estimates by determining the intrinsic late-time B − V color behavior of four SNe in dust-free environments to correct the observed B − V color of SNe that suffer from host-galaxy reddening. The authors measured an average slope of −0.0118 mag day −1 in the B − V color curve in the interval 30 days < t < 90 days, which has come to be known as the Lira-Phillips law.
The LOSS sample offers a significantly larger sample with which to test the Lira-Phillips law. In Figure 25 , we plot B − V , V − R, and V − I color curves for 133 SNe from our sample color coded by the MLCS parameter Δ. Our sample excludes SNe which have an A V > 1.0 mag as measured by MLCS. All light curves have been corrected for Milky Way extinction, Kcorrected, corrected for time dilation, and shifted relative to the date of B max . What starts out as a dissonant tidal wave of data points marking quite distinct evolution at early times, converges to a similar evolution in the range 30 days < t < 90 days similar to the results found by Lira (1996), Phillips et al. (1999) , and most recently Folatelli et al. (2010) .
We measure (B − V ) 35 for our sample by fitting a line with a fixed slope of −0.0118 mag day −1 to SNe with B − V color curves having data at 30 days < t < 90 days. We require that SNe have four or more data points in this range and are reliably fit. The results for 76 SNe from our sample can be found in Table 15 . We also fit our B − V color curves at this phase allowing the slope to vary. The error-weighted mean slope for our sample is −0.0115 ± 0.0001 mag day −1 , in excellent agreement with Phillips et al. (1999) .
As was done by Jha et al. (2007) , we fit a convolution of the two-component reddening model using a maximum-likelihood analysis. The parameters being fit are the peak and standard deviation (σ B−V ) of a Gaussian distribution of (B − V ) 35 representing the intrinsic redness of SNe Ia at late times, and the scale length (τ B−V ) of a decaying exponential which models the probability distribution for host-galaxy reddening. The decaying exponential is truncated at the peak of the Gaussian to prevent negative-extinction measurements. To derive uncertainties for our fit, we performed a bootstrap analysis of the distribution.
Our results are shown in Figure 26 . We find a mean (B − V ) 35 = 1.006 ± 0.022 mag, σ B−V = 0.076 ± 0.019 mag, and τ B−V = 0.161 ± 0.036 mag. Jha et al. find (B − V ) 35 = 1.054 ± 0.018 mag, σ B−V = 0.062 ± 0.012 mag, and τ B−V = 0.138 ± 0.023 mag using 82 objects, which mostly agree with the results presented here within the 1σ uncertainties. A Kolmogorov-Smirnoff test indicates that there is a 6% probability that the (B−V ) 35 distribution presented here and that of Jha et al. (2007) are drawn from the same overall distribution. This rather small probability most likely reflects the different observational bias in each sample. The Lira-Phillips law as given by Phillips et al. (1999) predicts a mean (B − V ) 35 ≈ 1.044 mag with a scatter of 0.05 mag. More recently, Folatelli et al. (2010) found an observed scatter about the Lira-Phillips law of 0.077 mag using a subset of the CSP sample with low host-galaxy reddening, although their analysis was done in the natural system of the Swope+CSP bands. Our values are in good agreement with these previously derived results.
Our larger value of τ is caused by the inclusion of SN 2006X and SN 1999cl, two SNe that appear to have extreme reddening properties. However, even with this value of τ , SNe having such extreme reddening are expected to be rare. Wang et al. (2009a) found both of these SNe to be members of a spectroscopic subclass that displayed a high-velocity Si ii feature around maximum light in comparison with normal SNe Ia. On average, Wang et al. found that high-velocity SNe Ia are redder than spectroscopically normal SNe Ia and may be described by a different reddening distribution. While the prescription of a Gaussian convolved with a decaying exponential does a good job of modeling the late-time color distribution of most of our sample, it does not explain extremely reddened SNe such as SN 2006X and SN 1999cl. The prescribed reddening treatment fails for the emerging class of SN 2002cx-like objects (Li et al. 2003b; Jha et al. 2006a; Phillips et al. 2007 ). As we have noted throughout this paper, since we manually select SNe Ia to monitor, there is no reason our sample should reflect the true population of SNe Ia, and we emphasize that the sample is most likely biased. For example, our sample may have a relative excess of bluer SNe Ia which are easier to discover and hence more likely to be selected for photometric monitoring.
Galaxy Distribution
Using Δ as a proxy for the absolute magnitude of an SN and thus its decline rate, we can break our sample into three sets: fast decliners (Δ > 0. the number of SNe found as a function of galaxy morphology for the three sets of SNe. We caution the reader from drawing extensive conclusions from this figure, as our sample may suffer from significant observational biases. However, it is interesting to note that our sample follows many relationships that have been previously noticed. Fast decliners in our sample are more likely to be found in early-type galaxies, while normal and slow decliners seem to favor later types (Della Valle & Livio 1994; Hamuy et al. 1996b; Howell 2001) . While it is tempting to conclude that more than one population of stars gives rise to SNe Ia, the observational bias in our photometric data set must be kept in mind.
Δ and Δm 15
We compare Δ with our direct fits to Δm 15 (B) and Δm 15 (V ) in Figure 28 . As both are a proxy for the absolute magnitude of an SN, there is clearly a trend between the two. In both plots, the fastest decliners (Δ 0.75) do not seem to lie on the linear trend set by the rest of the sample.
CONCLUSION
We have presented BVRI light curves of 165 SNe Ia, most of which are of high quality and well sampled. This represents a homogeneously observed and reduced data set. We estimate the systematic error in our photometry data set to be 0.03 mag in BVRI.
As a consistency check on our reduction procedure, we compared our results with previous manual reductions of LOSS data and with data from other telescopes. We find that in general there is very good agreement between the results presented here and those already in the literature.
A major goal in SN Ia photometry must be to understand the systematics that arise from combining large data sets. We have shown that by analyzing the overlapping CfA3 and LOSS photometry as a single ensemble, the average residual is within 0.02 mag in BVRI. However, the scatter is surprisingly large (σ ≈ 0.1 mag). If we limit our analysis to overlapping points brighter than mag 18, we can reduce the scatter to within 0.06-0.07 mag, which is still quite high. This scatter is due to systematic offsets in individual SN data sets and could be the result of calibration differences or galaxy-subtraction inconsistencies. We have measured various light-curve parameters for our data set that are useful in characterizing the light-curve shape versus luminosity relationship, including Δm 15 (B) and Δm 15 (V ). We have also run MLCS2k2 on our data set, setting R V = 3.1 to determine the parameter Δ. Our upcoming cosmology paper will use this data set to add to the existing literature on SN Ia cosmology. In particular, comparisons of MLCS2k2 with other distance fitters such as SALT, SALT2 (Guy et al. 2007) , and a simple two-parameter fit will be used to attempt to disentangle the best method for handling reddening and for determining distances to SNe.
Understanding the effects of reddening is necessary in order to derive reliable distances to SNe Ia using distance fitters. We measured the distribution of (B −V ) 35 for 76 SNe in our sample by fitting the late-time colors with the Lira-Phillips slope. Fitting the distribution with a normally distributed component modeling Gaussian variations in SN color convolved with a decaying exponential host-galaxy component, we found that the results are consistent with the priors used by MLCS2k2 at the 1σ level. Future studies will examine the validity of assuming a decaying exponential as the probability distribution function of galactic reddening and the observational bias included in our sample.
The true potential of our extensive photometric data set will be realized when analyzed in conjunction with the Berkeley Supernova Ia Program (BSNIP) spectroscopic database. We have ∼1400 spectra of ∼600 objects to be published soon (J. M. Silverman et al. 2010, in preparation) . The overlap with the photometry is ∼120 objects with a median of three spectra per object. A detailed analysis combining our spectra with derived parameters from our photometry, such as Δ and Δm 15 , is currently underway (J. M. Silverman et al. 2010, in preparation) .
The future of SN Ia science remains promising. In combination with other large low-redshift data sets being released by the CfA and the CSP, the extensive sample of light curves will push studies of SN Ia cosmology to the limit of our understanding of these objects as distance indicators. The next step will be to combine the new nearby SN Ia data sets by accounting for S-corrections, putting all of the data sets on the same photometric system. This will require a vigilant comparison between the intersection of published data sets to understand systematic differences.
