Ocean colour remote sensing is used as a tool to detect phytoplankton size classes (PSCs). In this study, the Medium Resolution Imaging Spectrometer (MERIS), Moderate Resolution Imaging Spectroradiometer (MODIS), and Sea-viewing Wide Field-of-view Sensor (SeaWiFS) phytoplankton size classes (PSCs) products were compared with in-situ High Performance Liquid Chromatography (HPLC) data for the South China Sea (SCS), collected from August 2006 to September 2011. Four algorithms were evaluated to determine their ability to detect three phytoplankton size classes.
Introduction
Marine phytoplankton communities play an important role in the Earth's carbon cycle [1] [2] [3] , and they often consist of hundreds of species, making their identification and understanding difficult [4] . In terms of primary production and the global carbon cycle, cell size, referred to here as phytoplankton size classes (PSCs), has been introduced to describe phytoplankton communities, because phytoplankton size is easier to determine and also has significant links to the marine ecosystem [4] [5] [6] . According to a conceptual model, phytoplankton can be partitioned into three size classes: picoplankton (<2 µm), nanoplankton (2-20 µm), and microplankton (>20 µm) [7] .
PSCs measurements in situ can be determined by a variety of methods, including microscopy, flow-cytometry and High-Performance Liquid Chromatography (HPLC). However, the methods enumerated above cannot currently be applied to assess PSCs on a basin scale. Satellite sensors now routinely provide synoptic and frequent global ocean-colour products for the ocean surface. Long series, high-quality global ocean-colour products can be extensively used in PSCs studies [8, 9] . In addition, a number of satellite algorithms have been developed for estimating the phytoplankton community structure, some of which provide size structure estimations of phytoplankton. The algorithms for assessing PSCs from remote sensing data can be mainly categorized into abundance-based and inherent optical property (IOP)-based approaches [10] [11] [12] .
Inter-comparing and validating different PSCs algorithms using in situ data is also a critical issue with regard to improving synoptic estimations of the three size classes. Brewin et al. [13] conducted the first systematic inter-comparison of bio-optical algorithms for detecting dominant PSCs from satellite remote sensing in oceans, and their results indicated that individual model performance varies according to PSCs, input satellite data sources and in situ validation data types. With the increasing publication of new algorithms, continuing international inter-comparison efforts are currently underway [5, [12] [13] [14] [15] [16] . More efforts are needed to focus on gathering in situ data over larger spatial scales and to clarify the uncertainty in regard to using bio-optics proxies to infer phytoplankton size [10, 12, 17] .
The South China Sea (SCS) is the largest marginal sea of the Western Pacific Ocean, with an area of about 3.5 million km 2 . The East Asian monsoon plays an important role in the hydrological features and upper layer circulations. Run-off from the rivers carries large quantities of fresh water and dissolved nutrients into the SCS. These special oceanographic conditions have a huge impact on the dynamics of the ecosystem and its bio-optical properties [18] [19] [20] . It is necessary to assess the applicability and uncertainties of different ocean colour algorithms when satellite products are used for the validation or assimilation of data into regional ecosystem models [10, 12] . Satellite-derived chlorophyll-a (Chl-a) and radiometric products have been evaluated for the open ocean and coastal waters in this area [21] [22] [23] ; however, less systematic studies have been conducted for PSCs validation. In this study, using a high-quality in-situ dataset, the uncertainties of SeaWiFS-, MODIS-, and MERIS-derived PSCs products were evaluated and compared for data collection in the SCS. In addition, the analysis of uncertainties, as well as the inter-comparison of different bio-optical techniques were also carried out. 
Materials and Methods

In-Situ Data
High Performance Liquid Chromatography Datasets
High Performance Liquid Chromatography (HPLC) pigment datasets were collected during SCS and NSCS cruises from 2006 to 2011, and they consisted of 410 measurements acquired from multiple locations which ensured high variability in phytoplankton pigments. Water samples (0.5-3 L) from certain depths were filtered onto a 25-mm glass fiber filter (Whatman GF/F). Following filtration, the samples were stored in liquid nitrogen. Fifteen pigments were quantified, and the diagnostic pigments include fucoxanthin, peridinin, 19 -hexanoyloxyfucoxanthin, 19 -butanoyloxyfucoxanthin, alloxanthin, chlorophyll-b and divinyl chlorophyll-b and zeaxanthin. Total chlorophyll a (Chl-a) is the sum of chlorophyll a, divinyl chlorophyll a and chlorophyllide a. Only the samples taken in the top 10 m of the water column were selected, and the quality assurance of pigment data was performed according to [24] , ultimately yielding 233 surface HPLC samples. The fractions [F] of picoplankton (F p ), nanoplankton (F n ), and microplankton (F m ) were calculated from HPLC measurements using diagnostic pigment analysis (DPA) [5, 25] . The fractions [F] of each size class can be inferred as
where pico-eukaryotes rather than to nanoplankton, and thus diagnostic pigment correction was performed according to [26] , so that for C < 0.08, Equations (3) and (4) are adjusted as follows:
Spectral Absorption of Phytoplankton
For phytoplankton absorption measurements, water samples (0.5-3 L) from certain depths were filtered onto a 25-mm glass fiber filter (Whatman GF/F) at a low vacuum to record the particulate absorption measurements. Filters were kept in liquid nitrogen before analysis. In the laboratory, we measured the absorption spectra of the particles (a p (λ)) using an ultraviolet-visible spectrophotometer (Shimadzu, UV-2550) equipped with an integrating sphere (T method, measuring the transmittance of a sample filter relative to a blank reference filter [27] ). Spectra were acquired between 240 and 800 nm with a 1-nm step. Then, phytoplankton pigments were removed from the filter using a methanol treatment for 90-180 min [28] . The sample filter was rescanned to measure the non-algal absorption spectra (a d (λ)) using the same method. The absorption spectra of a ph (λ) were determined using the difference between a p (λ) and a d (λ). All spectra were shifted to zero in the near infrared region by subtracting the average optical density between 750 and 800 nm to minimize any possible differences between the sample and reference filters [29] . The path-length amplification effect was corrected in accordance with the method proposed by [30] .
Satellite-Derived Data
Satellite Products
MODIS (Aqua), SeaWiFS, and MERIS (Reduced Resolution, RR) Level 2 (L2) data products were downloaded from NASA's OceanColor website (http://oceancolor.gsfc.nasa.gov/). These data were processed by the l2gen operational software program (processing versions R2014.0, R2014.0, and R2012.1 for MODIS, SeaWiFS, and MERIS respectively). For SeaWiFS, Global Area Coverage (GAC, spatial resolution 4 km) data were used (Because data were available only for SeaWiFS GAC from 2007 to 2010 in the SCS). Previous studies have indicated minimal differences between the results of GAC and MLAC (Merged Local Area Coverage) retrieval products and in situ data in the SCS [22, 23] .
Matching Procedures for Satellite and In-Situ Data
To assess the performance of PSCs algorithms, satellite products were compared to the "matching" in-situ data. The HPLC data were matched to the closest spatial and temporal satellite pixel within a certain threshold. The first step was to find the closest 3 × 3 pixel window to the location of the in-situ measurement within a time interval of +/−48 h. Second, pixels from windows with poor quality, as defined by the quality control flags in the data products (i.e., problems due to clouds, stray light, glint, atmospheric correction failure, high top-of-atmosphere radiance, low water-leaving radiance, large solar/viewing angles, and navigation failure), were then discarded. Finally, if the percentage of remaining pixels in each window exceeded 50%, then the pixel window was accepted for subsequent matching analysis (for detailed matching procedures, refer to [31] ). As a result, this criterion produced 48 in-situ and satellite data pairs for MODIS-Aqua, 41 pairs for MERIS, and 42 pairs for SeaWiFS GAC.
PSCs Algorithms
Algorithms designed to retrieve PSCs information from satellite data depend generally on either the spectral optical properties or the abundance of phytoplankton (Chl-a). IOP-based approaches rely on the covariation between spectral features of optical properties (absorption or backscattering) and PSCs [6, 16, 32] . Abundance-based approaches rely on the observed relationships between the trophic status of an environment and PSCs, on the premise that smaller cells are associated with oligotrophic conditions, whereas larger cells are associated with eutrophic conditions [10, 12] . In this study, we incorporated four published PSCs satellite approaches designed for global applications using ocean colour sensors (Table 1) . Note: Chl-a is the concentration of chlorophyll-a; Z e is the euphotic depth; Z m is the mixed layer depth.
Abundance-Based PSCs Algorithm: Uitz2006
The Uitz2006 algorithm involves dividing global oceanic waters into stratified and mixed environments based on the ratio of the euphotic depth (Z e ) to the mixed layer depth (Z m ). Given information on the surface chlorophyll-a concentration, Z e and Z m , the percentage of the three phytoplankton size classes at a given pixel can be estimated. In this study, Z e was inferred from a bio-optical model for light propagation [33] . Z m was extracted for the appropriate month and geographic location from the published mixed layer depth climatology database (http://apdrc.soest.hawaii.edu /datadoc/mld.php). In order to be consistent with [5] , the fractions [F] of each size class used here were calculated by Equations (1)- (4), and the specific parameters of PSCs algorithms were the same as those used in ref. [5] .
Abundance-Based PSCs Algorithm: Brewin2010
The Brewin2010 algorithm describes the exponential functions that relate Chl-a to the fractional contribution of various PSCs. This model is based on the assumption that small cells dominate at low Chl-a concentrations and large cells at high Chl-a concentrations. In our study, the reparameterized three-component PSCs model using seven years of pigment measurements acquired in the SCS was selected. For comparison, parameter values from other oceans are also provided ( Table 2) . The Hirata2011 algorithm estimates fractions of three PSCs from empirical relationships between Chl-a and diagnostic pigments of various phytoplankton groups [14] . The model parameters are estimated using a large database (from various sources and different regions) of HPLC measurements.
In order to be consistent with [14] , the proportion of Fuco as a diatom biomarker is corrected (Fuco corrected = Fuco original − (Fuco/Hex) baseline × Hex original ). (Fuco/Hex) baseline was calculated using Fuco and Hex (data set from the SCS) in the Chl-a range less than 0.25 mg m -3 . After that, in situ PSCs were defined and classified as in the Brewin2010 algorithm. The estimated PSCs can be derived by the following equations (C is the concentration of Chl-a):
2.3.4. IOP-Based PSCs Algorithm: Roy2013
The Roy2013 algorithm utilizes phytoplankton absorption at 676 nm to derive the power-law exponent/slope of the phytoplankton size spectrum (ξ). The method relies on measurements of two quantities of a phytoplankton sample: Chl-a and a ph (676) [16] . In this study, the Chl-a products of MERIS, MODIS and SeaWiFS were obtained using the OC4 empirical maximum band ratio algorithm. For satellite derived a ph (676), two existing IOPs algorithms were applied to assess its performance in the SCS: (1) the Garver-Siegel-Maritorena (GSM) model [36] ; and (2) the default global configuration of the Generalized Inherent Optical Property (GIOP) model [37] . The proportions of Chl-a within any diameter range of PSCs can be calculated as follows: 
Statistical Methods
Several statistical parameters (Equations (16)- (18)) were used to evaluate the matching comparison results: (1) MR, the median of the ratio of satellite-derived values to in-situ values, provided a measure of overall bias for the comparison; (2) SIQR, the semi-interquartile range calculated for the satellite to in-situ ratio, indicated the spread of these data; and (3) RMSE, the relative root mean squared error, was used to assess the uncertainty.
where y i is the satellite-retrieved value, x i is the in-situ value, and N is the number of matching data points. Q 1 is the 25th percentile and Q 3 the 75th percentile. A least-squares fit was also performed within the matching points (performed in log 10 space), giving the associated coefficient of determination (R 2 ) and slope S. The specific statistics are shown in Figure 3 and Table 3 . For matchups (include MERIS, MODIS, and SeaWiFS), the corresponding statistical results were similar to the HPLC data sets, suggesting that these matchups can give typical and representative validation in the SCS. 
Results
Statistics of In Situ Datasets and Match-up Data
Algorithm Evaluation Using In-Situ Data
Figure 4a-l shows the performances of different algorithms when in situ Chl-a and a ph * (676) were used as the algorithm inputs. The statistical results of MR, SIQR and RMSE are shown in Table 4 . Concerning picoplankton, Brewin2010 performed with the highest accuracy, with a median bias of 6.8% (MR = 1.068) and the RMSE was 44.5%; Uitz2006 and Hirata2011 slightly underestimated values at the higher end of measured F p , with median biases of −35.3% and −28.1%, and RMSEs of 205.3% and 148.8% respectively. Concerning microplankton, Uitz2006 and Brewin2010 performed with higher accuracy-the RMSEs for the F m were 32.7% and 38.8% and the MR were 1.20 and 0.91, respectively; Hirata2011 underestimated F m when the fractions were low, with a median bias of −39% (MR = 0.61). The detection of nanoplankton was generally worse than those of microplankton and picoplankton, Brewin2010 showed the best performance (F n ) among all algorithms. With regard to the a ph * (676)-based algorithm, Roy2013 showed the worst performance regarding F m and F p with RMSE of 221.8% and 238.4%. However, Roy2013 performed better than Uitz2006 and Hirata2011 at detecting F n .
Algorithm Evaluation Using Satellite Data
All algorithms were applied to the ocean colour satellite products of MODIS, SeaWiFS and MERIS, and the derived values were compared with the in situ HPLC data (Figures 5 and 6 ). The statistical results are shown in Tables 5 and 6 . When comparing the results from the four methods listed in Table 1 , it firstly appears that abundance-based algorithms performed with higher accuracy than the IOP-based method. For abundance-based algorithms, the evaluation results using in situ and satellite-derived Chl-a showed good tendency towards accuracy. Concerning picoplankton, Brewin2010 performed with the highest accuracy-the median biases of the three satellites were −0.02%, −0.51% and −0.49% for MODIS, SeaWiFS and MERIS, respectively, the RMSEs were 81.6%, 52.1%, and 56.5% and the coefficients of determination were 0.61, 0.61, and 0.40, respectively. For Uitz2006 and Hirata2011, underestimation of the satellite-derived F p was observed-the average median satellite/in situ ratios were 0.65 and 0.70. Concerning microplankton, Uitz2006 and Brewin2010 were found to perform with higher accuracy-the median biases of the three satellites were 21.8%/−3.5%, 36.2%/17.0% and 25.8%/5.5% for MODIS, SeaWiFS and MERIS, respectively and the RMSEs were 59.4%/68.0%, 18.1%/15.4%, and 18.7%/16.9%; Hirata2011 underestimated the measured F m when the concentration of microplankton was low, with median biases of −37.0%, −20.0% and −40.1%, and RMSEs were 70.9%, 21.4% and 35.7% for MODIS, SeaWiFS and MERIS, respectively. Concerning nanoplankton, Uitz2006 and Hirata2011 were found to have bad performances, the average RMSEs were 52.1% and 56.6%. With regard to the a ph * (λ)-based PSCs algorithm, the performances of GIOP-Roy2013 and GSM-Roy2013 are shown in Figure 6 , and the corresponding statistical results are provided in Table 6 . GIOP-Roy2013 performed with higher accuracy for detecting microplankton than GSM-Roy2013, especially when F m was high. Concerning picoplankton, when F p < 0.5, GSM-Roy2013/GIOP-Roy2013 showed an overestimation/underestimation. MODIS derived F n (GIOP-Roy2013) seemed to have higher accuracy than MERIS and SeaWiFs. 
Chl-a and a ph (676) Assessment in the SCS
The comparison statistics associated with Chl-a and a ph (676) are shown in Table 7 . The Chl-a concentrations derived from SeaWiFS, MODIS, and MERIS data were lightly overestimated, with average satellite/in situ ratios of 1.22, 1.31, and 1.83, respectively. The RMSEs were 20.1%, 38.9%, and 26.1%. The average coefficients of determination were 0.64. Two IOP algorithms (GSM and GIOP) were used to derive the absorption coefficient of phytoplankton, and the results clearly showed that they underestimated the measured a ph (676). The assessment showed a similar tendency towards accuracy between GSM and GIOP derived a ph (676). Underestimation of a ph (676) and the slight overestimation of Chl-a could lead to an underestimation of a * ph (676), which is the input of Roy2013 (see in Figure 7 ). As for a * ph (676), the validation result exhibited dispersion and poor statistical correlation, the average RMSEs for SeaWiFS, MODIS, and MERIS were 43.9%, 44.5% and 48.3% and the R 2 values were 0.03, 0.04 and 0.007. 
Discussion
In this study, MERIS, MODIS, and SeaWiFS PSCs products for SCS were compared with in situ data collected from 2007 to 2011. Our purpose here was to inter-compare the performances of different PSCs algorithms. This work can aid in selecting the proper satellite PSCs model to best fit the required application in the SCS.
There are two main reasons for a mismatch between in situ-measured and satellite derived PCSs. The first is the possible uncertainty of satellite-derived phytoplankton abundance data (Chl-a) and IOP data and the second is the choice of PSCs algorithms. For the abundance-based algorithms, the comparison results of Chl-a generally showed reasonable agreement in the SCS (RMSE < 38% for all three satellites, Table 7 ); this is why the evaluation results using in situ and satellite-derived Chl-a showed a good tendency towards accuracy. Regarding the algorithms themselves, three of the abundance-based approaches presented above were designed to estimate fractions of size classes in a given Chl-a concentration. The Uitz2006 method assigns size classes according to a finite number of trophic status defined on the basis of surface Chl-a and on whether or not the euphotic zone may be treated as stratified or mixed [5] . The Brewin2010 and Hirata2011 methods are both based only on the Chl-a concentration but differ from each other in the functional relationships assigned to relate total Chl-a to size classes [10, 12] . The performance of reparameterized Brewin2010 using seven years of pigment measurements acquired in the SCS is in agreement with the results of [26, 34] . Regarding Uitz2006, comparison results of satellite derived F m in the SCS is consistent with [5] which resulted from numerous field campaigns; while the derived F p showed an obvious underestimation (but has good tendency towards accuracy). With regard to Hirata2011, both F m and F p were underestimated relative to previous results (which are based on a dataset from oceans around the world) [14] . The observed different performance compared with other areas indicated that the choice of a proper PSCs algorithm seems to be critical. It should be noted that Uitz2006 and Hirata2011 were originally not designed for coastal and shelf waters; this difference may impact the algorithm's performance in the SCS (especially for water depth < 200 m). In addition, the observed different performances of the three abundance-based algorithms are likely related to different pigment-to-size methods (DPA). With regard to Brewin2010, part of the matched data for satellite validation (less than 1/5) was used to re-tune the algorithm; this could be helpful for the comparison result. For our regional application, it is better to reparameterize using the HPLC measurements collected in the SCS [4] . Regarding the a * ph (λ)-based Roy2013 algorithm, the total absorption coefficient of phytoplankton in the red peak at 676 nm estimated from satellite remote sensing was used to compute the exponent of an assumed power-law (ξ) for phytoplankton particle size spectrum. Two IOP algorithms (GSM and GIOP) were used to derive the absorption coefficient of phytoplankton, and the results clearly show that they underestimated the measured a ph (676). This means the development of robust IOP algorithms is still a challenge in the SCS. As for the algorithm itself, the validation result using in situ a * ph (676) exhibited dispersion and poor statistical correlation (see in Figure 4 ), which implies much effort is needed to improve the quantitative information on phytoplankton size structure, namely, the exponent ξ of phytoplankton size spectrum and the equivalent spherical diameter of the population.
Other factors can confound comparison (between in situ and satellite) results. Firstly, there are measurement errors. An inter-comparison of HPLC pigment methods indicates an instrument error of 7% for total Chl-a and, on average, 21.5% for other pigments (ranging from 11.5% for fucoxanthin to 32.5% for peridinin), and an inverse dependence on pigment concentration (with large disagreements for pigments close to the detection limits) [38] . Secondly, there are uncertainties associated with the use of pigment concentration to determine size class. The HPLC DPA does not strictly reflect the true size of phytoplankton, and some taxonomic pigments might be shared by various phytoplankton groups. Different diagnostic pigment methods can bring deviations in the comparison result [5, 13, 17] . In addition, multiple regression analysis of Chl-a and the concentration of accessory pigments collected from the SCS need to be strengthened. Thirdly, the in situ observation was performed at a single location, while the minimum satellite resolution is about 1 × 1 km, and thus, spatial mismatch exists between in situ and satellite values. When ocean waters are patchy, for example, in eddies, fronts or river plumes, the two observational scales may eventually affect data comparison [13, 39] .
The detection of microplankton and picoplankton was generally better than that of nanoplankton in the SCS. This result was consistent with previous studies. This may be because of higher diversity in nanoplankton than pico-or microplankton, which may result in greater variability in their optical characteristics, making them harder to detect from satellite/in situ measurement [13] . It is worth noting that some of the results from the statistical analysis of satellite derived PSCs were slightly better than those obtained from only using in situ data (e.g., F p -Brewin2010 Meris , F m -Uitz2006 Seawifs ). This abnormality might be partly explained by the differences in the dynamic range of the measured data or because there was not enough matching data.
Throughout the inter-comparisons of the four algorithms, we found that the abundance-based approaches provided better spatial retrieval of PSCs than IOP-based ones. Though abundance-based approaches are easy to implement and offer a simple and effective method for revealing the expected size structure of phytoplankton, they are indirect methods for detecting PSCs. They rely on observed patterns of change in the size structure with a change in the concentration of Chl-a. Variability in the optical properties of phytoplankton (e.g., changes in temperature, nutrient, species and light regimes) can make the algorithms less suitable for long-term analysis as this will require on-going comparison with in situ measurements [12, 17] . Regarding IOP-based approaches, they are more direct and capable of detecting changes in size structure independent of phytoplankton concentration. However, accurately exploiting the optical characteristics (e.g., a ph (676), b bp (λ)) of different PSCs to build algorithms may not always be effective [12] . Further efforts to develop robust IOP algorithms and IOP-based PSCs algorithms are desirable in the SCS. The three-component model is recommended for use in the proposed procedure using satellite data to produce maps of surface PSCs in the SCS.
Conclusions
Four algorithms designed to detect phytoplankton size structure were assessed using in situ data and satellite data (MERIS, MODIS, SeaWiFS) in this study. Results indicated that, abundance-based approaches performed with better accuracy than optics-based ones, and the detection of microplankton and picoplankton were generally better than that of nanoplankton in the SCS. For the abundance-based algorithms, the selection of the PSCs algorithm seemed to be more critical to the performance of ocean colour data. For the IOP-based PSCs algorithms, the selection of a proper inherent optical property model and PSCs algorithm both had an impact on the satellite-derived results. The good performance of satellite derived a ph (676) implies a potential for IOP-based PSCs algorithms in the SCS. Our comparison activity in the SCS advocated that (1) the three-component model is recommended for use for the proposed procedure using satellite data for application in the SCS; (2) developing robust IOP algorithms and optics-based PSCs algorithms is desirable; and (3) continuous support of dedicated to in-situ data collection is needed for validation purposes.
