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Abstract. We consider 2-state quantum walks (QWs) on the line, which are defined by two matri-
ces. One of the matrices operates the walk in certain intervals. In the usual QWs starting from the
origin, localization does not occur at all. However, our walk can be localized around the origin. In
this paper, we present some limit distributions for the walk.
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1. INTRODUCTION
The quantum walks (QWs) are considered as the quantum counterparts of a random
walk. The discrete-time QWs introduced by Aharonov et al. [1] and Meyer [2] were
intensively studied in Ambainis et al. [3]. On the other hand, the continuous-time models
were defined by Farhi and Gutmann [4]. We concentrate on the discrete-time 2-state
QWs in this work. In relation with quantum computer, QWs are often investigated. Since
the quantum walker has ballistic behavior in probability distribution, quantum searches
which are more fruitful than the classical ones can be designed by QWs [5, 6, 7, 8].
In other research field, applications of the walks were also discussed [9, 10, 11]. The
asymptotic behaviors of the walks have been analyzed, and limit theorems have been
obtained. For example, Konno [12, 13] calculated the limit distribution of the usual 2-
state walk (i.e., time-homogeneous model) on the line Z= {0,±1,±2, . . .} which had a
simple density function. In the present paper, we consider a time-inhomogeneous 2-state
quantum walk (QW) determined by two unitary matrices on the line. There are some
results for time-inhomogeneous models [14, 15, 16]. Bañuls et al. [14] and Romanelli
[16] insisted localization for their models, respectively. Machida and Konno [15] gave
convergence theorems to a 2-period QW with two unitary matrices and two special
time-dependent walks. We focus on calculation of the limit distribution which can be
expressed by a combination of density functions. QWs whose limit distributions had
similar structures to ours were treated in [17, 18, 19]. Brun et al. [17] introduced and
discussed the multi-state walks with the tensor-product representations. A limit theorem
for the multi-state walk with a special initial state was obtained in Segawa and Konno
[19]. Miyazaki et al. [18] also computed the limit distribution of the walk defined by
the Wigner formula of rotation matrices. If the number of states is more than four in
these multi-state models, the limit distributions are depicted as a combination of density
functions.
This paper is organized as follows. In Sect. 2, we define our walk. Sect. 3 is devoted
to calculation for the Fourier transform of amplitude. We present limit distributions as
our main result in Sect. 4. A detail of the computation for the limit distributions is given
in Appendix. By using the Fourier analysis introduced and studied by Grimmett et al.
[20], we obtain the limit distribution. Summary is given in the final section.
2. DEFINITION OF OUR 2-STATE QWS
In this section we define our 2-state QWs on the line. Let |x〉 (x ∈ Z) be an infinite
components vector which denotes the position of the walker. Here, x-th component of
|x〉 is 1 and the other is 0. Let |ψt(x)〉 ∈ C2 be the amplitude of the walker at position
x at time t ∈ {0,1,2, . . .}, where C is the set of complex numbers. The walk at time t is
expressed by
|Ψt〉= ∑
x∈Z
|x〉⊗ |ψt(x)〉 . (1)
The time evolution of our walk is constructed by the following two unitary matrices:
U =

 cosθ sinθ
sinθ −cosθ

=

 c s
s −c

 , H =

 1 0
0 −1

 , (2)
where c = cosθ ,s = sinθ and θ ∈ [0,2pi)(θ 6= 0, pi2 ,pi , 3pi2 ). Moreover, we introduce four
matrices:
P =

 c s
0 0

 , Q =

 0 0
s −c

 , P1 =

 1 0
0 0

 , Q1 =

 0 0
0 −1

 . (3)
Then the evolution is determined as follows:
For t = τ +1,2(τ +1), . . . ,m(τ +1),
|ψt(x)〉= P1 |ψt−1(x+1)〉+Q1 |ψt−1(x−1)〉 , (4)
and for t 6= τ +1,2(τ +1), . . . ,m(τ +1),
|ψt(x)〉= P |ψt−1(x+1)〉+Q |ψt−1(x−1)〉 , (5)
with m,τ ∈ {1,2, . . .}. Note that P+Q = U and P1 +Q1 = H. The probability that the
quantum walker Xt is at position x at time t, P(Xt = x), is defined by
P(Xt = x) = 〈ψt(x)|ψt(x)〉 . (6)
The Fourier transform | ˆΨt(k)〉 (k ∈ [−pi ,pi)) of |ψt(x)〉 is given by
| ˆΨt(k)〉= ∑
x∈Z
e−ikx |ψt(x)〉 . (7)
By the inverse Fourier transform, we have
|ψt(x)〉=
∫ pi
−pi
eikx | ˆΨt(k)〉 dk2pi . (8)
From Eqs. (4), (5) and (7), the time evolution of | ˆΨt(k)〉 becomes
| ˆΨt(k)〉=


ˆH(k) | ˆΨt−1(k)〉 (t = τ +1,2(τ +1), . . . ,m(τ +1)),
ˆU(k) | ˆΨt−1(k)〉 (t 6= τ +1,2(τ +1), . . . ,m(τ +1)),
(9)
where ˆU(k) = R(k)U, ˆH(k) = R(k)H and R(k) =

 eik 0
0 e−ik

. In order to analyze the
walk after time m(τ + 1), we focus on the probability distribution especially at time
(m+n)τ+m(n ∈ {1,2, . . .}). Then the Fourier transform of amplitude can be written as
follows:
| ˆΨ(m+n)τ+m(k)〉= ˆU(k)nτ( ˆH(k) ˆU(k)τ)m | ˆΨ0(k)〉 . (10)
In Sect. 3, Eq. (10) will be expressed by the eigenvalues and eigenvectors of ˆU(k). In
the present paper, we take the initial state as
|ψ0(x)〉=


T [α, β ] (x = 0),
T [0, 0 ] (x 6= 0),
(11)
where |α|2 + |β |2 = 1 and T is the transposed operator. We should note that | ˆΨ0(k)〉 =
|ψ0(0)〉.
3. THE FOURIER TRANSFORM OF AMPLITUDE EXPRESSED
BY THE EIGENVALUES AND EIGENVECTORS OF ˆU(k)
In this section we rewrite | ˆΨ(m+n)τ+m(x)〉 in Eq. (10) by using the eigenvalues and
eigenvectors of ˆU(k) whose formulae will be given in Appendix. At first, the Fourier
transform at time m(τ +1) can be described as follows:
| ˆΨm(τ+1)(k)〉=
2
∑
j=1
〈v j(k)| ˆΨm(τ+1)(k)〉 |v j(k)〉=
2
∑
j=1
a j,m(k) |v j(k)〉 , (12)
where a j,m(k) = 〈v j(k)| ˆΨm(τ+1)(k)〉 and |v j(k)〉( j ∈ {1,2}) are the normalized eigen-
vectors corresponding to the eigenvalues λ j(k) of the unitary matrix ˆU(k). In par-
ticular, since the initial state |ψ0(x)〉 is given by Eq. (11) in our model, we have
a j,0(k) = 〈v j(k)| ˆΨ0(k)〉= 〈v j(k)|ψ0(0)〉. From Eq. (12), we see that
| ˆΨm(τ+1)(k)〉= ˆH(k) ˆU(k)τ | ˆΨ(m−1)(τ+1)(k)〉
=
2
∑
j1=1
a j1,m−1(k)λ j1(k)τ ˆH(k) |v j1(k)〉
=
2
∑
j1=1
2
∑
j2=1
a j1,m−1(k)λ j1(k)τA j2 j1(k) |v j2(k)〉 , (13)
where A j2 j1(k) = 〈v j2(k)| ˆH(k)|v j1(k)〉 ( j1, j2 ∈ {1,2}). Therefore we get

 a1,m(k)
a2,m(k)

=

 λ1(k)τA11(k) λ2(k)τA12(k)
λ1(k)τA21(k) λ2(k)τA22(k)



 a1,m−1(k)
a2,m−1(k)


=

 λ1(k)τA11(k) λ2(k)τA12(k)
λ1(k)τA21(k) λ2(k)τA22(k)


m
 a1,0(k)
a2,0(k)

 . (14)
Moreover, the coefficients a j,m(k) of the eigenvectors |v j(k)〉 can be computed as fol-
lows:
a1,m(k) =
1
z2(k)− z1(k)
{
(−1)τ(z2(k)m−1− z1(k)m−1)a1,0(k)
+λ1(k)τA11(k)(z2(k)m− z1(k)m)a1,0(k)
+λ2(k)τA12(k)(z2(k)m− z1(k)m)a2,0(k)
}
, (15)
a2,m(k) =
1
z2(k)− z1(k)
{
λ1(k)τA12(k)(z2(k)m− z1(k)m)a1,0(k)
+(z2(k)m+1− z1(k)m+1)a2,0(k)
−λ1(k)τA11(k)(z2(k)m− z1(k)m)a2,0(k)
}
, (16)
where z j(k)( j ∈ {1,2}) are the eigenvalues of the following matrix:

 λ1(k)τA11(k) λ2(k)τA12(k)
λ1(k)τA21(k) λ2(k)τA22(k)

 , (17)
that is,
z j(k) = ν(k)− (−1) j
√
ν(k)2+(−1)τ , (18)
and
ν(k) = λ1(k)
τA11(k)− (−1)τλ1(k)τA11(k)
2
. (19)
Hence, for am, j(k) given by Eqs. (15) and (16), Eq. (10) becomes
| ˆΨ(m+n)τ+m(k)〉= ( ˆU(k)τ)n | ˆΨm(τ+1)(k)〉=
2
∑
j=1
a j,m(k)λ j(k)nτ |v j(k)〉 . (20)
4. LIMIT DISTRIBUTIONS FOR THE WALK
In this section the limit distributions for some cases, one of which will be computed
in detail in Appendix, are presented. Firstly, we show the limit distribution for the usual
walks which was given by Konno [12, 13]. Since the matrix H does not operate our walk
till time τ , we can obtain the convergence in distribution of the walk Xτ/τ as the limit
theorem for the usual 2-state walks. That is, for the walk, we have
lim
τ→∞P
(
Xτ
τ
≤ x
)
=
∫ x
−∞
fK(y;c)
[
1−
{
|α|2−|β |2 + (αβ +αβ )s
c
}
y
]
dy, (21)
where
fK(x;c) = |s|
pi(1− x2)
√
c2− x2 I(−|c|,|c|)(x), (22)
and IA(x) = 1 if x ∈ A, IA(x) = 0 if x /∈ A. Fig.1 depicts the comparison between the
limit density functions and the probability distributions at time 500 for usual walks with
θ = pi/4.
  
(a) |ψ0(0)〉= T [1/
√
2 , i/
√
2 ]
  
(b) |ψ0(0)〉= T [1,0]
FIGURE 1. Comparison between the limit density functions (thick line) and the probability distribu-
tions at time t = 500 as τ = 500 (thin line) with θ = pi/4.
m = 1 case
From now, we propose our results for the walks. At first, we concentrate on m = 1
case and consider the probability distribution at time t = (n+1)τ +1. The limit density
functions as τ → ∞ are calculated for n = 1 case in which the limit distribution was
computed by Machida [21] and n = 2,3, . . . case, respectively.
n = 1 case
For n = 1, Machida [21] obtained the limit distribution expressed by both a δ -function
and a density function as follows:
lim
τ→∞P
(
X2τ+1
2τ
≤ x
)
=
∫ x
−∞
∆1δ0(y)+ fK(y;c)M1(y)dy, (23)
where δ0(x) is Dirac’s δ -function at the origin and
∆1 =
s2
1+ |s| , (24)
M1(x) =
[
1−
{
|α|2−|β |2+ (αβ +αβ )s
c
}
x
](
1− s
2
c2
x2
)
. (25)
We should note that ∆1 doesn’t depend on the initial state |ψ0(0)〉= T [α,β ]. Assuming
the initial state as |ψ0(0)〉 = T [ 1√2 ,
i√
2 ] and |ψ0(0)〉= T [1,0], we get the limit densities
and the probability distributions as shown by Fig. 2.
  
(a) |ψ0(0)〉= T [1/
√
2 , i/
√
2 ]
  
(b) |ψ0(0)〉= T [1,0]
FIGURE 2. Comparison between the limit density functions (thick line) and the probability distribu-
tions at time t = 401 as τ = 200 (thin line) with θ = pi/4,m = 1,n = 1.
n = 2,3, . . . case
For n = 2,3, . . ., the limit distribution is denoted by two density functions as follows:
lim
τ→∞P
(X(n+1)τ+1
(n+1)τ
≤ x
)
=
∫ x
−∞
fK(y;c)M1(y)+ fK(n+1
n−1y;c)B1(
n+1
n−1y;n)dy, (26)
where
B1(x;n) =
n+1
n−1
[
1+
{
|α|2−|β |2+ (αβ +αβ )s
c
}
x
]
s2
c2
x2. (27)
We show the symmetric and asymmetric distributions for n = 2 in Fig. 3.
  
(a) |ψ0(0)〉= T [1/
√
2 , i/
√
2 ]
  
(b) |ψ0(0)〉= T [1,0]
FIGURE 3. Comparison between the limit density functions (thick line) and the probability distribu-
tions at time t = 601 as τ = 200 (thin line) with θ = pi/4,m = 1,n = 2.
m = 2 case
Next we consider m = 2 case and focus on the probability distribution at time t =
(n+ 2)τ + 2. In this case we compute the limit density functions as τ → ∞ for n = 1,
n = 2 and n = 3,4, . . . cases, respectively. For n = 3,4, . . ., the calculation will be written
in Appendix.
n = 1 case
For n = 1, the limit distribution has a combination of two density functions as follows:
lim
τ→∞P
(
X3τ+2
3τ
≤ x
)
=
∫ x
−∞
fK(y;c)M2(y)+ fK(3y;c)M3(3y)dy, (28)
where
M2(x) =
[
1−
{
|α|2−|β |2 + (αβ +αβ )s
c
}
x
](
1− s
2
c2
x2
)2
, (29)
M3(x) =
3s2
c2
x2
[
2− 2(αβ +αβ )s(1+ s
2)
c3
x− s
2
c2
x2
−3
{
|α|2−|β |2+ (αβ +αβ )s
c
}
s2
c2
x3 +
4(αβ +αβ )s3
c3
x
1− x2
]
. (30)
When we take the initial state as |ψ0(0)〉 = T [ 1√2 ,
i√
2 ] and |ψ0(0)〉 =
T [1,0], the distri-
butions are shown in Fig. 4
n = 2 case
For n = 2, we can describe the limit distribution with a δ -function and two density
  
(a) |ψ0(0)〉= T [1/
√
2 , i/
√
2 ]
  
(b) |ψ0(0)〉= T [1,0]
FIGURE 4. Comparison between the limit density functions (thick line) and the probability distribu-
tions at time t = 602 as τ = 200 (thin line) with θ = pi/4,m = 2,n = 1.
functions as follows:
lim
τ→∞P
(
X4τ+2
4τ
≤ x
)
=
∫ x
−∞
∆2δ0(y)+ fK(y;c)M2(y)+ fK(2y;c)B2(2y;2)dy, (31)
where
∆2 =
c2|s|
2
+
(s2− c2)|s|(1−|s|)2
2c4
, (32)
B2(x;n) =
n+2
n
s2
c2
x2
[
1+
{
|α|2−|β |2− (αβ +αβ )s(3s
2+1)
c3
}
x
−4
{
|α|2−|β |2 + (αβ +αβ )s
c
}
s2
c2
x3 +
4(αβ +αβ )s3
c3
x
1− x2
]
. (33)
We should remark that ∆2 is independent from the initial state |ψ0(0)〉= T [α,β ]. Fig. 5
presents the limit density functions and the probability distributions.
  
(a) |ψ0(0)〉= T [1/
√
2 , i/
√
2 ]
  
(b) |ψ0(0)〉= T [1,0]
FIGURE 5. Comparison between the limit density functions (thick line) and the probability distribu-
tions at time t = 802 as τ = 200 (thin line) with θ = pi/4,m = 2,n = 2.
n = 3,4, . . . case
For n = 3,4, . . ., the limit distribution is expressed by three density functions as follows:
lim
τ→∞P
(X(n+2)τ+2
(n+2)τ
≤ x
)
=
∫ x
−∞
fK(y;c)M2(y)+ fK(n+2
n
y;c)B2(
n+2
n
y;n)+ fK(n+2
n−2y;c)B3(
n+2
n−2y;n)dy,
(34)
where
B3(x;n) =
n+2
n−2
[
1+
{
|α|2−|β |2 + (αβ +αβ )s
c
}
x
]
s2
c2
x2
(
1− s
2
c2
x2
)
. (35)
We draw the comparison between the limit density functions and the probability distri-
butions for n = 3 in Fig. 6.
  
(a) |ψ0(0)〉= T [1/
√
2 , i/
√
2 ]
  
(b) |ψ0(0)〉= T [1,0]
FIGURE 6. Comparison between the limit density functions (thick line) and the probability distribu-
tions at time t = 1002 as τ = 200 (thin line) with θ = pi/4,m = 2,n = 3.
We should note that the function fK(n+2n x;c)B2(n+2n x;n) can be finite at either x= nn+2 |c|
or x =− n
n+2 |c|. For example, if θ = pi3 and |ψ0(0)〉= T [1,0], we see that
lim
x→ nn+2 |c|
fK(n+2
n
x;c)B2(
n+2
n
x;n) = 0. (36)
Fig. 7 shows typical examples of the distributions in the case when Eq. (36) is realized.
  
(a) time t = 802
(τ = 200,m = 2,n = 2)
  
(b) time t = 1002
(τ = 200,m = 2,n = 3)
FIGURE 7. Comparison between the limit density functions (thick line) and the probability distribu-
tions (thin line) as the initial state |ψ0(0)〉= T [1,0] with θ = pi/3.
5. SUMMARY
In the final section, we conclude and discuss the probability distributions of our walks.
For the usual 2-state walk defined by U , the limit probability distribution of Xτ/τ as τ →
∞ has a simple density function. On the other hand, if another matrix H operates the walk
in certain intervals, the limit density function can be described by a δ -function and a
combination of density functions. We found out a 2-state model whose limit distributions
had the similar structures to the multi-state walks with more than four states defined in
[17, 18, 19]. In Sect. 4, we presented the limit densities for some cases. Both coefficients
∆1 and ∆2 of the δ -function given by Eqs. (24) and (32) respectively were particularly
independent from the initial state |ψ0(0)〉 = T [α,β ]. One of the further problems for
our model is calculation of the limit distribution for general m,n(m = 3,4, . . .) case and
m,n→ ∞ case.
APPENDIX
A. CALCULATION OF THE LIMIT DISTRIBUTION
In this appendix we calculate the limit distribution for m = 2,n = 3,4, . . . case. For
the other cases, the distributions can be obtained similarly. Our approach is based on
the Fourier analysis applied to QWs by Grimmett et al. [20]. For t = (n+ 2)τ + 2, we
concentrate on the characteristic function E(eizXt/(n+2)τ) as τ →∞, where E(X) denotes
the expected value of X . At first, the eigenvalues λ j(k)( j ∈ {1,2}) of ˆU(k) are computed
as
λ j(k) =−(−1) j
√
1− c2 sin2 k+ icsink. (37)
The normalized eigenvector |v j(k)〉 corresponding to λ j(k) is
|v j(k)〉=
√√√√√1− c2 sin2 k− (−1) jccosk
2s2
√
1− c2 sin2 k

 seik
−(−1) j
√
1− c2 sin2 k− ccosk

 . (38)
By using the eigenvalues and eigenvectors, Eq. (20) is written as
| ˆΨt(k)〉=( ˆU(k)τ)n( ˆH(k) ˆU(k)τ)2 | ˆΨ0(k)〉
=
{
λ1(k)(n+2)τa1,0A211−λ1(k)(n−2)τa2,0A11A12
+(−1)τλ1(k)nτ(a1,0A12 +a2,0A11)A12
}
|v1(k)〉
+
{
λ2(k)(n+2)τa2,0A112 +λ2(k)(n−2)τa1,0A11A12
+(−1)τλ2(k)nτ(a2,0A12−a1,0A11)A12
}
|v2(k)〉 , (39)
where a j,0 = a j,0(k)= 〈v j(k)| ˆΨ0(k)〉 and A j1 j2 =A j1 j2(k)= 〈v j1(k)| ˆH(k)|v j2(k)〉 ( j1, j2∈
{1,2}). Remark that | ˆΨ0(k)〉= |ψ0(0)〉= T [α,β ] (see Eq. (11)). The r-th moment of Xt
is expressed as follows:
E(X rt ) = ∑
x∈Z
xrP(Xt = x) =
∫ pi
−pi
〈 ˆΨt(k)|
(
Dr | ˆΨt(k)〉
) dk
2pi
=((n+2)τ)r
∫ pi
−pi
{
|a1,0A211|2h1(k)r + |a2,0A211|2h2(k)r
} dk
2pi
+((n−2)τ)r
∫ pi
−pi
{
|a2,0A11A12|2h1(k)r + |a1,0A11A12|2h2(k)r
} dk
2pi
+(nτ)r
∫ pi
−pi
{
|(a1,0A12 +a2,0A11)A12|2h1(k)r
+ |(a2,0A12−a1,0A11)A12|2h2(k)r} dk2pi +o(τr), (40)
with h j(k) = Dλ j(k)/λ j(k), D = i(d/dk) and (t)r = t(t−1)×·· ·× (t− r+1). Noting
that
h j(k) =(−1) j ccosk√
1− c2 sin2 k
, (41)
A11(k) =−A22(k) = ccos
2 k+ isink
√
1− c2 sin2 k√
1− c2 sin2 k
, (42)
A12(k) =A21(k) =
|s|cosk√
1− c2 sin2 k
, (43)
in a similar way to Machida [21], we see that
lim
τ→∞E
[(
Xt
(n+2)τ
)r]
=
∫ pi
−pi
{
|a1,0A211|2h1(k)r + |a2,0A211|2h2(k)r
} dk
2pi
+
∫ pi
−pi
{
|a2,0A11A12|2
(
n−2
n+2
h1(k)
)r
+ |a1,0A11A12|2
(
n−2
n+2
h2(k)
)r} dk
2pi
+
∫ pi
−pi
{
|(a1,0A12 +a2,0A11)A12|2
(
n
n+2
h1(k)
)r
+ |(a2,0A12−a1,0A11)A12|2
(
n
n+2
h2(k)
)r} dk
2pi
=
∫
∞
−∞
xr
{
fK(x;c)M2(x)+ fK(n+2
n
x;c)B2(
n+2
n
x;n)
+ fK(n+2
n−2x;c)B3(
n+2
n−2x;n)
}
dx, (44)
where
fK(x;c) = |s|
pi(1− x2)
√
c2− x2 I(−|c|,|c|)(x), (45)
M2(x) =
[
1−
{
|α|2−|β |2 + (αβ +αβ )s
c
}
x
](
1− s
2
c2
x2
)2
, (46)
B2(x;n) =
n+2
n
s2
c2
x2
[
1+
{
|α|2−|β |2− (αβ +αβ )s(3s
2+1)
c3
}
x
−4
{
|α|2−|β |2 + (αβ +αβ )s
c
}
s2
c2
x3 +
4(αβ +αβ )s3
c3
x
1− x2
]
, (47)
B3(x;n) =
n+2
n−2
[
1+
{
|α|2−|β |2 + (αβ +αβ )s
c
}
x
]
s2
c2
x2
(
1− s
2
c2
x2
)
, (48)
and IA(x) = 1 if x ∈ A, IA(x) = 0 if x /∈ A. By Eq. (44), we can compute the characteristic
function E(eizXt/(n+2)τ) as τ → ∞. Thus the calculation of the density function for
m = 2,n = 3,4, . . . case is completed.

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