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a b s t r a c t
We show that for some special functions (called k-multigrid equidistributed functions), we
can compute the limit of the frequency of patterns in the discretization of their graph,when
the resolution tends to zero. This result is applied to parabolas. We deduce also that local
length estimators almost never converge to the length for the parabolas.
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1. Introduction
Length estimation is an important domain of Image Analysis (see [1] for a review). In this paper, we consider the problem
of estimating the length of a curve from its discretizations at different resolutions. In particular we are interested in the
behavior of estimators when the resolution tends to zero. We also restrict our study to special estimators called ‘‘local
estimators’’ which depend only on patternswhich are pieces of fixed length of the discretized curve. Local estimators simply
assign a weight to each pattern and sum up these weights to obtain the estimation of length (see Fig. 6 for an illustration).
So, if we want to study the estimated length by local estimators when the resolution tends to zero, we have at first to study
the occurrence number of a pattern of the discretization of digital curves. In fact, an asymptotic result about the occurrence
number of patterns for discretized general curves seems to be a quite hard problem. The discretization process is indeed not
a continuous process (the integer part function is not continuous), so the estimation of the occurrence number of patterns
cannot be deduced frommathematical analysis arguments, but rather from number theory arguments. Thus, the aim of this
paper is to study the frequency of patterns in the discretizations of some curves and to apply this study to local estimators.
This paper is the continuation of the studymade for segments in [2], and the onemade for special parabolas in [3]. In fact,
it generalizes the results of [3]. More precisely this paper contains results about general functions, and gives the limit of the
frequency of a pattern when the resolution tends to zero for any x-axis parabola, while [3] only considers special parabolas
and special resolutions. Moreover, the proof of the main result corresponding to general parabolas and general resolutions
(Theorem 1) uses new arguments: Theorem 3 gives an asymptotic expansion for the general quadratic Gauss sum [4], and
Property 4 gives a result about the frequencies of patterns for general straight lines [5].
This paper generalizes some results concerning the frequencies of patterns in discretization of straight lines (frequencies
of factors of sturmian sequences) to general parabolas, and as a consequence we obtain a result concerning a local length
estimator for parabolas:
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Fig. 1. The 16 patterns of sizem = 4. Only the two encircled patterns are not digital segments.
• In Tangent Property (Property 2) we prove that locally for a subclass of multigrid equidistributed functions, when the
resolution r tends to 0, the pattern on the discretization of the tangent of the curve and the pattern on the discretization
of the curve coincide. As a consequence, we obtain in Corollary 1 that the frequency of patterns which are not digital
segments tends to 0 when the resolution r tends to 0.
• In Theorem 1 we obtain, for a subclass of multigrid equidistributed functions, a formula for the frequency of a pattern
when the resolution r tends to 0.
• In Property 4, Theorem 2 and Property 5 we prove the Tangent Property for straight lines and parabolas and we obtain
explicit formulas for the frequencies of patterns in the discretization of general parabolas when the resolution r tends to
0. These results generalize classical results about frequencies of factors of sturmian sequences.
• In Theorem 4 we obtain a result about local estimator of parabolas which generalizes the results about straight lines.
The paper is organized as follows: Section 2 describes the notations used in this paper, Section 3 introduces the class
of k-multigrid equidistributed functions and studies its properties. Section 4 recalls some results about the frequency of
patterns in straight lines, Section 5 is devoted to the study of the frequency of patterns in parabolas, and finally Section 6
applies the results of this study to local estimators of parabola length.
In order to make the reading flowing, long proofs are presented at the end of the article in Appendixes A–C.
2. Notations
In this section, we give the notations that are used in all the paper.
• For x ∈ Rwe denote by ⌊x⌋ (resp.⌈x⌉) the integer k such that k ≤ x < k+ 1 (resp. k− 1 < x ≤ k).
• The fractional part of x is denoted by ⟨x⟩ and is defined by x = ⌊x⌋ + ⟨x⟩.
• For A, B ∈ Z, A < B, the discrete interval {A, A+ 1, . . . , B− 1, B} is denoted by [[A, B]].
• Let m be a positive integer. A pattern of size m is a function ω from [[0,m]] to Z such that ω(0) = 0 and ω(k + 1) ∈
{ω(k), ω(k)+ 1} (see Fig. 1 for geometrical representation of all the patterns of size 4). A pattern ω can also be seen as a
word of sizem+ 1 on the alphabet {0, 1}: ω′(0)ω′(1) . . . ω′(m)where ω′(0) = ω(0) = 0 and ω′(k) = ω(k)− ω(k− 1)
for k ∈ [[1,m]].
The set of patterns of sizem is denoted by Pm.• If X and Y are two real numbers such that Y > 0 then X mod Y is the real number such that 0 ≤ X mod Y < Y and
X−X mod Y
Y ∈ Z.• Let A be a subset of a set E,
χA(t) =

1 if t ∈ A
0 if t ∈ E \ A
χA is called the indicator function of A.• For r ∈ R and E ⊂ R2, rE = {(rx, ry)|(x, y) ∈ E}.
• If g is a bounded function on an interval [a, b], we denote ‖g‖∞ = supx∈[a,b](|g(x)|).
3. Frequency of patterns in the discretizations of multigrid equidistributed functions
In this section, we introduce the class of k-multigrid equidistributed functions. We prove some properties of the
discretization of the graph of the k-multigrid equidistributed functions. More precisely, we prove that we can compute
the limit of the frequency of a pattern in the discretization of the graph when the resolution tends to zero.
Let a, b ∈ R be such that a < b and let g : [a, b] → R be a derivable function which satisfies 0 ≤ g ′(x) ≤ 1 for all
x ∈ [a, b]. In all the following, for any r > 0 we use the notations:
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Fig. 2. (a) Location of some patterns in the discretization of the curve y = g(x); (b) Geometrical representation of the set of patterns in the discretization
of the curve y = g(x); (c) The set of patterns in the discretization of the curve y = g(x).
a b c
Fig. 3. (a) Location of some patterns in the discretization of a straight line; (b) Geometrical representation of the set of patterns in the discretization of that
straight line; (c) The set of patterns in the discretization of that straight line.
• Ar = ⌈ ar ⌉, Br = ⌊ br ⌋, Nr = Br − Ar + 1,
• Cgr = r{(X, Y ) ∈ Z2 | Ar ≤ X ≤ Br and Y = ⌊ g(rX)r ⌋}.
The set Cgr is the ‘‘naive’’ discretization of the graph of g at resolution r , and Nr is its number of points.• Letm be a positive integer and X ∈ [[Ar , Br −m]]. We define ωgX,r,m by:
ω
g
X,r,m(k) =

g(r(X + k))
r

−

g(rX)
r

for all k ∈ [[0,m− 1]].
We prove in Property 1 that ωgX,r,m is a pattern and we call ω
g
X,r,m the pattern of C
g
r of sizem at position X (see Fig. 2 for
an illustration).
• For u ∈ [0, 1] and v ∈ [0, 1), let us denote su,vm the pattern of sizem defined by:
su,vm (k) = ⌊uk+ v⌋ for 0 ≤ k ≤ m.
So, su,vm = ωg0,1,m where g : x → ux+ v.
The pattern su,vm is called a digital segment of sizem (see Fig. 3 for an illustration).
su,vm is the ‘‘naive’’ discretization of the segment defined by the straight line y = ux+ v for x ∈ [0,m].
Property 1. Let a, b ∈ R be such that a < b and g : [a, b] → R be a derivable function which satisfies 0 ≤ g ′(x) ≤ 1 for all
x ∈ [a, b] and let m be a positive integer. Then ωgX,r,m is a pattern of size m.
Proof. According to the Mean Value Theorem,
g(r(X + k))
r
= g(rX)
r
+ g ′(r(X + ξX,k))k where ξX,k ∈ (0, k).
So we know that for all u, v ∈ R,
⌊u+ v⌋ =
⌊u⌋ + ⌊v⌋ if ⟨u⟩ + ⟨v⟩ < 1,
⌊u⌋ + ⌊v⌋ + 1 otherwise.
Then, two cases are possible:
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Fig. 4. (a) PI(ω) in black for the patternω = 011 and in white the segment representing the set [pinfu0 (ω), psupu0 (ω)); (b) The geometrical representation
of the pattern ω = 011.
• if g ′(r(X + ξX,k)) = 1, then as k ∈ Zwe have ⌊ g(r(X+k))r ⌋ − ⌊ g(rX)r ⌋ = k;
• if 0 ≤ g ′(r(X + ξX,k)) < 1, then 0 ≤ ⌊ g(r(X+k))r ⌋ − ⌊ g(rXr ⌋ ≤ ⌊g ′(r(X + ξX,k)k⌋ + 1 ≤ k.
So we have ωgX,r,m(k+ 1) ∈ {ωgX,r,m(k), ωgX,r,m(k)+ 1} for all k ∈ [[0,m− 1]]. 
The frequency of a pattern ω of sizem in Cgr is defined by:
F gr (ω) =
card{X ∈ [[Ar , Br −m]] |ωgX,r,m = ω}
Nr −m .
The aim of this section is to study F gr (ω) for some functions g . For this, we approximate the curve by its tangents which
are also discretized, so we need some notions about digital straight lines.
For any pattern ω,
PI(ω) = {(u, v) ∈ [0, 1]2 | su,vm = ω},
pinfu(ω) = inf{v | (u, v) ∈ PI(ω)}, (1)
psupu(ω) = sup{v | (u, v) ∈ PI(ω)}, (2)
FLu(ω) = 0 if {v | (u, v) ∈ PI(ω)} = ∅,
= psupu(ω)− pinfu(ω) otherwise.
PI(ω) is called the preimage of ω, it is nonempty if and only if ω is a digital segment. Moreover, if ω is a digital segment,
then PI(ω) is a convex polygon with 3 or 4 sides (see [6,7,5] for more details and [8–14] for the generalization to slopes of
planes). FLu(ω) is the length of the interval [pinfu(ω), psupu(ω)) corresponding to the abscissa u in PI(ω) (see Fig. 4 for an
illustration). We proved in [5, Property 1] that FLu(ω) is the frequency of the pattern ω in the discretized straight lines of
slope u. We have
PI(ω) = {(u, v) ∈ [0, 1]2 | for any k ∈ [[0,m]] , ω(k)− uk ≤ v < ω(k)− uk+ 1}
=

u∈[0,1]
({u} × [pinfu(ω), psupu(ω))),
and if u is such that {v | (u, v) ∈ PI(ω)} ≠ ∅ then
pinfu(ω) = mmax
k=0
(ω(k)− uk), (3)
psupu(ω) =
m
min
k=0 (ω(k)− uk+ 1). (4)
Now we introduce a class of functions, whose frequency of tangent discretizations can be studied.
Definition 1. Let k ∈ Z, a, b ∈ R with a < b, and g ∈ C1[a, b]. We say that g is k-multigrid equidistributed in [a, b] if for
all intervals I ⊆ [0, 1], we have
lim
r→0
card{X ∈ [[Ar , Br ]] | ⟨Pgr,k(X)⟩ ∈ I}
Nr
=µ(I), (5)
where Pgr,k(X) = g(rX)r + kg ′(rX), Ar = ⌈ ar ⌉, Br = ⌊ br ⌋, Nr = Br − Ar + 1 and µ(I) is the usual length of I .
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The property of being k-multigrid equidistributed for a function g : x → g(x) is linked to the classical arithmetic notion of
equidistribution for sequences [15]. The parameter k allows considering different points of the discretization of the tangents
to the curve y = g(x).
Notice that the set {(k, ⌊Pgr,k(X)⌋) | k ∈ Z} is the discretization of the tangent to the curve y = g(x) at the point (rX, g(rX)).
We will prove in the following that the function g : x → βx+ γ is k-multigrid equidistributed in [a, b] if and only if β is
an irrational number. We prove also that the function g : x → αx2+βx+ γ is k-multigrid equidistributed in [a, b] if α > 0
and −β2α ≤ a < b ≤ 1−β2α .
Lemma 1. Let m > 0 and g ∈ C2([a, b]) such that 0 ≤ g ′(x) ≤ 1 and g ′′(x) ≥ 0 for all x ∈ [a, b]. Let r be a number such that
0 < r < 2‖g ′′‖∞m2 and X ∈ [[Ar , Br −m]]. If, for all k ∈ [[0,m]], ⟨P
g
r,k(X)⟩ < 1− 12‖g ′′‖∞rm2, then
ω
g
X,r,m = sg
′(rX),⟨ g(rX)r ⟩
m .
Proof. By using Taylor–Lagrange formula we have
g(r(X + k))
r

=

g(rX)
r
+ g ′(rX)k+ 1
2
g ′′(r(X + ξX,k))rk2

for ξX,k ∈ (0, k).
So
ω
g
X,r,m(k) =

g(r(X + k))
r

−

g(rX)
r

=

g(rX)
r
+ g ′(rX)k+ 1
2
g ′′(r(X + ξX,k))rk2

−

g(rX)
r

for ξX,k ∈ [0, k].
We know that ⌊u+ v⌋ = ⌊u⌋ + ⌊v⌋ iff ⟨u⟩ + ⟨v⟩ < 1.
So, if ⟨ g(rX)r + g ′(rX)k⟩ + ⟨ 12g ′′(r(X + ξX,k))rk2⟩ < 1, then
ω
g
X,r,m(k) =

g(rX)
r
+ g ′(rX)k

+

1
2
g ′′(r(X + ξX,k))rk2

−

g(rX)
r

.
Put R = 2‖g ′′‖∞m2 . Then, for r < Rwehave 0 ≤
1
2g
′′(r(X+ξX,k))rk2 < 1 and thus ⟨ 12g ′′(r(X+ξX,k))rk2⟩ = 12g ′′(r(X+ξX,k))rk2,
⌊ 12g ′′(r(X + ξX,k))rk2⌋ = 0 and ωgX,r,m(k) = ⌊ g(rX)r + g ′(rX)k⌋ − ⌊ g(rX)r ⌋ for 0 ≤ k ≤ m. But:
g(rX)
r
+ g ′(rX)k

−

g(rX)
r

=

g(rX)
r

+ g ′(rX)k

−

g(rX)
r

= sg ′(rX),⟨
g(rX)
r ⟩
m (k)
because ⌊x+ h⌋ = ⌊x⌋ + h and ⌊⟨x⟩⌋ = 0 for all x ∈ R and for all h ∈ Z.
So, if for all k ∈ [[0,m]], ⟨Pgr,k(X)⟩ < 1− 12‖g ′′‖∞rm2, then
ω
g
X,r,m = sg
′(rX),⟨ g(rX)r ⟩
m . 
In the following property, we prove that locally for a subclass of multigrid equidistributed functions, when the resolution
r tends to 0, the pattern on the discretization of the tangent of the curve and the pattern on the discretization of the curve
coincide. As a consequence, we obtain in Corollary 1, that the frequency of patterns which are not digital segments tends to
0 when the resolution r tends to 0.
Property 2 (Tangent Property). Let m > 0 and g ∈ C2([a, b]) such that 0 ≤ g ′(x) ≤ 1, g ′′(x) ≥ 0 for x ∈ [a, b] and g is
k-multigrid equidistributed in [a, b] for all k ∈ [[0,m]]. Then
lim
r→0
card{X ∈ [[Ar , Br −m]] |ωgX,r,m ≠ sg
′(rX),⟨ g(rX)r ⟩
m }
Nr −m = 0.
Property 2 is illustrated in Fig. 5.
Proof. We recall that if for all k ∈ [[0,m]]we have ⟨Pgr,k(X)⟩ < 1− 12‖g ′′‖∞rm2, then ωgX,r,m = s
g ′(rX),⟨ g(rX)r ⟩
m . So:
card{X ∈ [[Ar , Br −m]] |ωgX,r,m ≠ sg
′(rX),⟨ g(rX)r ⟩
m }
Nr −m ≤
Nr
Nr −m
m−
k=0
Tr,k(Ir),
where Tr,k(I) = card{X∈[[Ar ,Br ]] | ⟨P
g
r,k(X)⟩∈I}
Nr
and Ir = [1− 12‖g ′′‖∞rm2, 1).
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Fig. 5. Comparison of the discretization of the curve (the points⃝) and the discretization of its tangent at rX (the points ×) at the right of the point • :
here we have ωgX,r,m = sg
′(rX),⟨ g(rX)r ⟩
m form = 9 but not form = 10.
So it is sufficient to show that limr→0 Tr,k(Ir) = 0 for any k ∈ [[0,m]]. Let ε > 0; then there exists R1 > 0 such that for
any r < R1 we have 12‖g ′′‖∞rm2 < ε2 . As g is k-multigrid equidistributed in [a, b] for all k ∈ [[0,m]], there exists R2 > 0
such that for any r < R2 we have Tr,k(IR2) ≤ µ(IR2)+ ε2 . If r is such that r < min(R1, R2), we have:
Tr,k(Ir) ≤ Tr,k(IR2)
≤ µ(IR2)+
ε
2
= αrk2 + ε
2
≤ ε
2
+ ε
2
= ε.
This finishes the proof of Property 2. 
We denote by F gr (ω) the frequency of the pattern ω in C
g
r :
F gr (ω) =
card{X ∈ [[Ar , Br −m]] |ωgX,r,m = ω}
Nr −m .
An important consequence of Property 2 concerns the patterns of curves which are not digital segments. We will prove
in the following Corollary that for the subclass of multigrid equidistributed functions, the frequency of patterns which are
not digital segments tends to 0 when the resolution r tends to 0:
Corollary 1. Let m > 0 and g ∈ C2([a, b]) such that 0 ≤ g ′(x) ≤ 1, g ′′(x) ≥ 0 for x ∈ [a, b], and for all k ∈ [[0,m]] g is
k-multigrid equidistributed in [a, b]. Then, for any pattern ω which is not a digital segment, we have
lim
r→0 F
g
r (ω) = 0.
For a subclass ofmultigrid equidistributed functions, the following Theorem gives a formula for the limit of the frequency
of a pattern when the resolution r tends to 0:
Theorem 1. Let m > 0 and g ∈ C2([a, b]) such that 0 ≤ g ′(x) ≤ 1, g ′′(x) > 0 for x ∈ [a, b] and
• for all k ∈ [[0,m]], g is k-multigrid equidistributed in [a, b],
• for all intervals [c, d] ⊆ [a, b] g is 0-multigrid equidistributed in [c, d].
Then for any pattern ω of size m we have
lim
r→0 F
g
r (ω) =
1
b− a
∫ b
a
FLg ′(x)(ω)dx, (6)
where F gr (ω) = card{X∈[[Ar ,Br−m]] |ω
g
X,r,m=ω}
Nr−m .
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The proof of Theorem 1 is long, hence it is given in Appendix A.
In the Tangent Property (Property 2), Corollary 1 and Theorem 1, the condition of k-multigrid equidistributed function is
very important. The following property gives sufficient conditions for a function to be k-multigrid equidistributed.
Property 3. Let g ∈ C2([a, b]) and k ∈ Z. If for any c ∈ Z \ {0} we have:
lim
r→0
1
Nr
Br−
X=Ar
ec(P
g
r,k(X)) = 0,
where ec(t) = e2cπ it , then g is k-multigrid equidistributed in [a, b].
The Property 3 is similar to Weyl’s criterion for a sequence to be equidistributed. The proof is also similar and it is given in
Appendix B.
In Section 5, we will prove that the parabolas corresponding to the function g(x) = αx2 + βx+ γ satisfy the conditions
of this property for any interval [a, b] and any k ∈ Z, and so also satisfy the conditions of Property 2 and Theorem 1.
4. Patterns in the discretizations of a straight line
In this section we study the frequency of patterns in a straight line segment. The proofs of the results of this section can
be found in [2,5]. But for completeness, we give the proofs here.
Let a, b ∈ Rwith a < b, α ∈ [0, 1] and β ∈ R, and consider the straight line segment defined by y = g(x) = αx+ β for
x ∈ [a, b].
Letm > 0 and ω a pattern of lengthm. We have
F gr (ω) =
card{X ∈ [[Ar , Br −m]] |ωgX,r,m = ω}
Nr −m ,
= card{X ∈ [[Ar , Br −m]] | ⟨αX +
β
r ⟩ ∈ Iα}
Nr −m .
where Iα(ω) = {γ ∈ [0, 1] | (α, γ ) ∈ PI(ω)} = [pinfα(ω), psupα(ω)). So, µ(Iα(ω)) = FLα(ω). The following property was
initially proved in [5]. We give here its proof for completeness.
Property 4. Let a, b ∈ Rwith a < b, α ∈ [0, 1] and β ∈ R and consider the straight line segment defined by y = g(x) = αx+β
for x ∈ [a, b]. Then
lim
r→0 F
g
r (ω) =
card{X ∈ [[Ar , Br −m]] |ωgX,r,m = ω}
Nr −m = FLα(ω)
Proof. F gr (ω) = card{X∈[[Ar ,Br−m]] |ω
g
X,r,m=ω}
Nr−m =
card{X∈[[Ar ,Br−m]] | ⟨αX+ βr ⟩∈Iα(ω)}
Nr−m .
• If α is an irrational number, then as proved in [15,2], we have, for all intervals J ⊆ [0, 1]
lim
r→0
card{X ∈ [[Ar , Br −m]] | ⟨αX + βr ⟩ ∈ J}
Nr −m = µ(J).
So, limr→0 F gr (ω) = limr→0 card{X∈[[Ar ,Br−m]] |ω
g
X,r,m=ω}
Nr−m = FLα(ω).• If α ∈ Q, then α = pq where p and q are integers such that 0 < p ≤ q and p, q are co-prime. By Eqs. (3) and (4), we have
Iα(ω) = [ jq , j+kq ), where i and j are integers and satisfy 0 ≤ j ≤ j+ k < q, thus µ(Iα(ω)) = kq .
For z ∈ Z, Put E(z) = [[z, z + q − 1]]. Then {⟨αX + βr ⟩ | X ∈ E(z)} = { β
′
r
q + iq | i ∈ E(0)}, where β ′r = ⟨q βr ⟩ because
0 ≤ β ′r < 1, and as p, q are co-prime, x → px + ⌊q βr ⌋ is a bijection on Z/qZ. Thus for all z ∈ Z and for x ∈ E(z), there
exists one and only one integer i such that iq ≤ x < i+1q and 0 ≤ i < q.
But [[Ar , Br − m]] = (i∈[[0,⌊ Nr−mq ⌋−1]] E(Ar + qi))[[q(⌊Nr−mq ⌋), Br − m]]. By Eqs. (3), (4) and α = pq there exist integers
j, k such that Iα(ω) = [ jq , j+kq ). Then limr→0 card{X∈[[Ar ,Br−m]] | ⟨αX+
β
r ⟩∈Iα(ω)}
Nr−m = limr→0
k⌊ Nr−mq ⌋
Nr−m +
Br−q(⌊ Nr−mq ⌋−m+1
Nr−m = kq =
µ(Iα(ω)) = FLα(ω). 
Moreover, we can prove that if α is irrational, then the function g(x) = αx + β is k-multigrid equidistributed in [a, b].
Thus, when α is irrational, Property 4 can be seen as a consequence of Theorem 1. But we cannot do the same when α
is rational, because if α is rational, the function g : x → αx + β is not k-multigrid equidistributed. Indeed, if q is the
denominator of α we have ⟨Pgr,k(X + q)⟩ = ⟨Pgr,k(X)⟩, so
card{X∈[[Ar ,Br ]] | ⟨Pgr,k(X)⟩∈I}
Nr
always tends to a multiple of 1q .
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Remark 1. It is proved in [16–19,5] that the frequency FLα(ω) = µ(Iα) of a pattern ω in the discretization of straight line
y = g(x) = αx+β is a piecewise affine function in the coefficientα. A generalization of this result to planes and hyperplanes
is studied in [19,20,18,14].
5. Patterns in the discretizations of parabolas
In this section we consider curves Cgr for g defined on [a, b] by g(x) = αx2+βx+γ with α > 0 and −β2α ≤ a < b ≤ 1−β2α .
These hypotheses are needed to have 0 ≤ g ′(x) ≤ 1 and g ′′(x) > 0 for x ∈ [a, b].
The main result of this subsection is the following:
Theorem 2. If g(x) = αx2 + βx+ γ with α > 0, then
lim
r→0
card{X ∈ [[Ar , Br −m]] |ωgX,r,m ≠ sg
′(rX),⟨ g(rX)r ⟩
m }
Nr −m = 0,
and for any pattern ω we have
lim
r→0 F
g
r (ω) =
1
b− a
∫ b
a
FLg ′(x)(ω)dx. (7)
This theorem is a direct consequence of Property 2, Theorem 1, Property 3 and the following lemma:
Lemma 2. Let c ∈ Z \ {0}. If g(x) = αx2 + βx+ γ , k ∈ N, then
lim
r→0
1
Nr
Br−
X=Ar
ec(P
g
r,k(X)) = 0,
where ec(t) = e2cπ it .
The proof of Lemma 2 is given in Appendix C. Its uses the following Theorem (see [21, Theorem A], [4]):
Theorem 3. For all real N, x, θ with N ≥ 0, 0 < x < 1, one has
SN(x, θ) =
√
iE(−θ2/x)√
x
S⌊Nx⌋

−1
x
,
θ
x

+ O

1+ |θ |√
x

,
where E(t) = eiπ t ,√i = E( 14 ) and
SN(x, θ) =
−
0≤n≤N
E(n2x+ 2nθ)− E(0)+ E(N
2x+ 2Nθ)
2
.
Remark 2. According to the notation introduced in Lemma 2, E(t) = e1( 12 t).
Corollary 2. If g(x) = αx2 + βx+ γ with α > 0, then for any pattern ω which is not a digital segment we have
lim
r→0 F
g
r (ω) = 0.
Definition 2. Let ω be a pattern and a, b, α, β ∈ R such that, α > 0 and 0 ≤ 2αa + β < 2αb + β ≤ 1, and let
g : x → αx2 + βx+ γ .
Fω(a, b, α, β) = lim
r→0 F
g
r (ω).
According to Theorem 2, we have:
Fω(a, b, α, β) = 1b− a
∫ b
a
FLg ′(x)(ω)dx = 1b− a
∫ b
a
FL2αx+β(ω)dx.
The rest of this section is devoted to the study of the functional F .
Definition 3. Letm ∈ N∗. The set Fm = { pq | 0 ≤ p ≤ q, 0 < q ≤ m and gcd(p, q) = 1 } is called the set of Farey numbers
of order m. The elements of Fm are calledm-Farey numbers.
For example, F4 = { 01 , 14 , 13 , 12 , 23 , 34 , 11 }.
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The m-Farey numbers have several properties, for example, if f < f ′ and f = pq , f ′ = p
′
q′ are two consecutive m-Farey
numbers then p′q− pq′ = 1, gcd(p+ p′, q+ q′) = 1, q+ q′ > m and pq < p+p
′
q+q′ <
p′
q′ [22]. In the following, for all positive
integer m, Fm = {Fk | 1 ≤ k ≤ card(Fm)} where Fk < Fk+1 for 1 ≤ k ≤ card(Fm) − 1 and Fk is called the kth m-Farey
number for 1 ≤ k ≤ card(Fm).
Property 5. Let ω be a pattern and a, b, α, β ∈ R such that α > 0 and 0 ≤ 2αa+ β < 2αb+ β ≤ 1.
1. Fω(a, b, α, β) = Fω(2αa+ β, 2αb+ β, 12 , 0).
2. For any pattern ω, the function (a, b, α, β) → Fω(a, b, α, β) is continuous.
3. If we fixω, a and b, then the function (α, β) → Fω(a, b, α, β) is defined on the setA = {(α, β) |α > 0 and 0 ≤ 2aα+β ≤
2bα + β ≤ 1}. Moreover, A is partitioned by the parallelograms Ri,j = {(α, β) ∈ A | Fi < 2αa + β ≤ Fi+1 and Fj ≤
2αb+ β < Fj+1} where Fk is the kth m-Farey number. For each parallelogramRi,j, there exist reals A, B, C,D, E, F such that
for any (α, β) ∈ Ri,j we have
Fω(a, b, α, β) = A
α
+ Bα + C + Dβ
2
α
+ E β
α
+ Fβ.
Proof. 1. By integration by substitution we have:
Fω(a, b, α, β) = 1b− a
∫ b
a
FL2αx+β(ω)dx = 1b− a
∫ 2αb+β
2αa+β
1
2α
FLt(ω)dt
= Fω

2αa+ β, 2αb+ β, 1
2
, 0

.
2. We know that the function α → FLα(ω) is continuous ([5]), so (α, β, x) → FL2αx+β(ω) is also continuous. We deduce
that (a, b, α, β) → Fω(a, b, α, β) is continuous by the classical properties of the integral.
3. We know that x → FLx(ω) is affine on the intervals [Fi, Fi+1] [5]. So for each i there exist ui, vi such that FLx(ω) = uix+vi
for x ∈ [Fi, Fi+1].
Let kα,β be the smallest integer k such that 2αa+β ≤ Fk and lα,β be the greatest integer l such that Fl ≤ 2αb+β . We
deduce that
(b− a)Fω(a, b, α, β) =
∫ b
a
FL2αx+β(ω)dx =
∫ b+ β2α
a+ β2α
FL2αx(ω)dx
=
∫ Fkα,β
2α
a+ β2α
(ukα,β−1(2αx)+ vkα,β−1)dx+
lα,β−1−
i=kα,β
∫ Fi+1
2α
Fi
2α
(ui(2αx)+ vi)dx
+
∫ b+ β2α
Flα,β
2α
(ulα,β (2αx)+ vlα,β )dx
= ukα,β−1αx2 + vkα,β−1x Fkα,β2αa+ β2α +
lα,β−1−
i=kα,β

uiαx2 + vix
 Fi+1
2α
Fi
2α
+ ulα,βαx2 + vlα,β xb+ β2αFlα,β
2α
= Aα,β,ω
α
+ Bα,β,ωα + Cα,β,ω + Dα,β,ω β
2
α
+ Eα,β,ω β
α
+ Fα,β,ωβ,
where
Aα,β,ω = 14
ukα,β−1F 2kα,β + 2vkα,β−1Fkα,β + lα,β−1−
i=kα,β

uix2 + 2vix
Fi+1
Fi
− ulα,β F 2lα,β − 2vlα,β Flα,β
 ,
Bα,β,ω = ulα,β b2 − ukα,β−1a2,
Cα,β,ω = vlα,β b− vkα,β−1a,
Dα,β,ω = 14 (ulα,β − ukα,β−1),
Eα,β,ω = 12 (vlα,β − vkα,β−1),
Fα,β,ω = ulα,β b− ukα,β−1a.
As kα,β and lα,β are constant on the parallelogramsRi,j, the functions (α, β) → Aα,β,ω, Bα,β,ω, Cα,β,ω,Dα,β,ω, Eα,β,ω,
Fα,β,ω are also constant on each parallelogramRi,j, which proves the claim. 
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The last property (Property 5) is, in some sense, a generalization to nonlinear structures (parabolas) of results on the
Three Gap Theorem (Steinhaus conjecture) [16–19,5], which proves, in particular, that the frequency of a pattern in the
discretization of straight line y = αx+β is a piecewise affine function in the coefficient α (see Remark 1). Indeed, we proved
in Property 5 that the limit of the frequency of a pattern ω of size m in the discretization of a parabola y = αx2 + βx + γ ,
when the resolution tends towards 0, is a piecewise function on the setA, of the form:
(α, β) → (A+ Eβ + Dβ2) 1
α
+ Bα + Fβ + C . (8)
The constant coefficients A, B, C,D, E and F in (8) depend on each parallelogram Ri,j for 1 ≤ i, j ≤ ϕ(m), where
card(Fm) = ϕ(m) and ϕ is the Euler’s totient function.
Numerical application
By the first claim of Property 5, we can only consider the special parabola g : x → 12x2 (i.e. α = 12 , β = 0 and γ = 0)
which satisfies g ′(x) = x.
Thus, we illustrate Theorem 1 with the curve C defined by y = g(x) = 12x2 for x between a = 0 and b = 1, and the
pattern ω of size m = 3 defined by (ω(0), ω(1), ω(2), ω(3)) = (0, 1, 2, 2). We will compute Fω(0, 1, 12 , 0), which is the
limit of the frequency of ω when the resolution tends to zero.
First we can easily compute FLt(ω) because t → FLt(ω) is a continuous function that is affine between two m-Farey
numbers (see [5]). So we deduce:
FLt(ω) = 0 if t ∈
[
0,
1
2
]
= 2t − 1 if t ∈
[
1
2
,
2
3
]
= 1− t if t ∈
[
2
3
, 1
]
.
Theorem 1 proves that:
lim
r→0 F
g
r (ω) =
1
b− a
∫ b
a
FLg ′(x)(ω)dx = Fω

0, 1,
1
2
, 0

=
∫ 1
0
FLt(ω)dt
=
∫ 2
3
1
2
(2t − 1)dt +
∫ 1
2
3
(1− t)dt = 1
12
.
6. Application to local length estimators
A local estimator is given by a weight function p from the set Pm of patterns of size m to R. The estimated length of the
curve y = g(x), where g : [a, b] → R, at resolution r is given by:
l(p, g, r) = r
⌊ Br−m−Arm ⌋−
k=0
p(ωgX,r,m(Ar + km)).
See Fig. 6 for an illustration.
Theorem 4. Let a, b such that 0 ≤ a < b and letA = {(α, β) |α > 0 and 0 ≤ 2aα+β ≤ 2bα+β ≤ 1} the set of parameters
(α, β) of parabolas which have slopes in [0, 1] on [a, b].
For any γ ∈ R, the length estimated by a local estimator of a parabola y = αx2+ βx+ γ , x ∈ [a, b] does not converge to the
length of the parabola for almost all (α, β) ∈ A.
Proof. For this proof we use the notation [f (x)]ba = f (b)− f (a). It is easy to see that:
lim
r→0 l(p, g, r)−
(b− a)
m
−
ω∈Pm
p(ω)F ′gr (ω) = 0,
where
F ′gr =
card{X ∈ [[Ar , Br −m]] ∩ (Ar +mZ) |ωgX,r,m = ω}
⌊ Br−m−Arm ⌋
.
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a b
Fig. 6. Estimation of length of a curve from its discretization for two different resolutions: (a) l(p, g, 12 ) = 12 (2p(ω1) + 3p(ω2) + 1p(ω4)) = 6.7; (b)
l(p, g, 14 ) = 14 (4p(ω1)+ 5p(ω2)+ 2p(ω3)+ 2p(ω4)) = 7.1.
Consider again the curve defined by y = g(x) = αx2 + βx+ γ for (α, β) ∈ A. The proof of Theorem 1 can be extended
to show that:
F ′gr −−→r→0
1
b− a
∫ b
a
FLg ′(x)(ω)dx = Fω(a, b, α, β),
so
l(p, g, r) −−→
r→0
b− a
m
−
ω∈Pm
p(ω)Fω(a, b, α, β). (9)
Let Lest(α, β) = limr→0 l(p, g, r).
By the third claim of Property 5, we deduce that on each parallelogramRi,j, there exist A, B, C,D, E, F such that for any
(α, β)we have
Lest(α, β) = A
α
+ Bα + C + Dβ
2
α
+ E β
α
+ Fβ (10)
on each parallelogramRi,j.
Let Lexact(α, β) be the exact length of the parabola curve {(x, αx2 + βx+ γ ) | x ∈ [a, b]}. We have:
Lexact(α, β) =
∫ b
a

1+ (2αx+ β)2dx
=

x

1+ (2αx)2
2
+ arg sinh(2αx)
4α
b+ β2α
a+ β2α
.
In the following we assign δ = β
α
.
Let L be the line {(α, β) : β = δα}. The projection on theα-axis of the intersection of LwithA is the interval I = (0, 12b+δ ].
For α ∈ I we define fest(α) = Lest(α, δα) and fexact(α) = Lexact(α, δα).
The projection on the α-axis of the intersection of Lwith the parallelogramRi,j forms a partition (Ik) of the interval I .
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Suppose that fest(α) = fexact(α) for an infinite number of α, then there exists an interval Ik which contains an infinite
number of α that satisfy this equality. By Eq. (10), there exist reals U, V ,W such that for any α ∈ Ik we have fest(α) =
U
α
+ V +Wα.
For α ∈ C such that |α| < 12b+δ we define
h(α) =

αx

1+ (2αx)2
2
+ arg sinh(2αx)
4
b+ δ2
a+ δ2
.
For α ∈ I , we have h(α) = αfexact(α) so the functions h and α → U + Vα + Wα2 are equal for an infinite number of
α ∈ Ik ⊂ [0, 12b+δ ]. Moreover, these two functions are holomorphic in an open set of C containing [0, 12b+δ ], so by the
theorem on the zeros of holomorphic functions [23, Cha. 10], they are equal on [0, 12b+δ ]. So
h(α) = U + Vα +Wα2 for all α ∈
[
0,
1
2b+ δ
]
We have:
h′(α) =

x

1+ (2αx)2
b+ δ2
a+ δ2
= b− a+ 2

b+ δ
2
3
−

a+ δ
2
3
α2 + o(α2) when α → 0.
But ∂(A+Bα
2+Cα)
∂α
= 2Vα + W , so 2((b + δ2 )3 − (a + δ2 )3) = 0 which is impossible if b > a. So the hypothesis that
fest(α) = fexact(α) for an infinite number ofα is false. Hencewe have proved for any δ, the equality Lest(α, δα) = Lexact(α, δα)
occurs for only a finite number of α.
Let E = {(α, β) ∈ A | Lest(α, β) = Lexact(α, β)}, and area(E) be its Lebesgue measure. We have:
area(E) =
∫∫
A
χE(α, β)dαdβ,
where χE denotes the indicator function of E. By the variable change δ = βα and Fubini’s theorem, the Lebesgue measure of
EN = {(α, β) ∈ E | β ≤ Nα} is
area(EN) =
∫ N
−2a
∫ 1
2b+δ
0
χE(α, δα)αdα

dδ.
As {α | Lest(α, δα) = Lexact(α, δα)} is always a finite set, the inner integral is always zero. So for any N , area(EN) = 0. As
E = ∪N∈NEN we deduce that area(E) = 0. 
Numerical application
Again, we take the curve y = g(x) = x2 for x between a = 0.1 and b = 0.4. Suppose that we consider the local estimator
chamfer 5-7-11 [24] with m = 2, p(000) = 2 55 = 2, p(001) = p(011) = 115 , p(012) = 2 75 = 145 . With Eq. (9), we can
prove that the estimation of the length of the parabola given by this local estimator converges to Lest = 3391000 = 0.339,
this limit is different from the exact length which is
√
41
25 −
√
26
100 + 14 ln

4+√41
1+√26

≈ 0.338629. Moreover, Fig. 7 shows how
the length given by the estimator converges to its limit when the resolution tends to zero. It seems on this example that
l(p, g, r)− Lest = O(r).
7. Conclusion and perspectives
In this paper, we have proved some local properties of discretizations of functions in the class of k-multigrid
equidistributed functions. First we showed that the discretization of such functions and the discretization of their tangent
often coincide locally. Moreover, asymptotically, the local patterns which appear are digital segments. We also give an
explicit formula for the limit of the frequency of a pattern in the discretizationwhen the resolution tends to zero (Theorem1).
We can apply these results to general parabolas, which generalizes the results of [3]. This has the important consequence
that we can determine to what local parabola length estimators tend. Moreover, it can be proved that this limit often differs
from the curve length.
This work mainly brings two perspectives:
• The extension of Formula (6), which gives the limit of the frequency of patternwhen the resolution tends to zero, tomore
general curves, in particular to the curves y = P(x)when P is a polynomial of degree greater than 2.
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Fig. 7. Figure showing convergence speed of the chamfer 5-7-11 to its limits for the parabola y = x2, 0.1 ≤ x ≤ 0.4.
• The application of this work to the recognition of a curve by just looking at patterns. For example, if the frequencies of
patterns of a curve do not satisfy Theorem 1, then it is not a parabola of equation y = αx2 + βx+ γ .
Appendix A. Proof of Theorem 1
Proof. Let:
Ggr (ω) =
card{X ∈ [[Ar , Br −m]] | sg
′(rX),⟨ g(rX)r ⟩
m = ω}
Nr −m .
The function g is k-multigrid equidistributed in [a, b] for all k ∈ [[0,m]], so by Property 2 we have
lim
r→0 F
g
r (ω)− Ggr (ω) = 0. (A.1)
We have by definition of PI(ω) (and because ⌊⟨ g(rX)r ⟩⌋ = 0):
Ggr (ω) =
card{X ∈ [[Ar , Br −m]] | (g ′(rX), ⟨ g(rX)r ⟩) ∈ PI(ω)}
Nr −m .
For any subset E of R2, we define
Hr(E) = card{X ∈ [[Ar , Br ]] | (g
′(rX), ⟨ g(rX)r ⟩) ∈ E}
Nr
.
We have
NrHr(PI(ω))−m
Nr −m ≤ G
g
r (ω) ≤
NrHr(PI(ω))
Nr −m . (A.2)
Suppose first that E = [α1, α2)× I with [α1, α2) ∈ [a, b] and I ⊆ [0, 1]. The function g ′ is a bijection, because g ′′(x) > 0
for all x ∈ [a, b]. We denote its reciprocal function by g ′−1. (g ′(rX), ⟨ g(rX)r ⟩) ∈ E is equivalent to g ′(rX) ∈ [α1, α2) and
⟨ g(rX)r ⟩ ∈ I . So
Hr(E) = card{X ∈ [[⌈
g ′−1(α1)
r ⌉, ⌊ g
′−1(α2)
r ⌋]] | ⟨ g(rX)r ⟩ ∈ I}
Nr
.
If we apply the fact that g is 0-multigrid equidistributed in the interval [g ′−1(α1), g ′−1(α2)], we find
lim
r→0
NrHr(E)
⌊ g ′−1(α2)r ⌋ − ⌈ g
′−1(α1)
r ⌉ + 1
= µ(I).
We deduce that
lim
r→0Hr([α1, α2)× I) =
g ′−1(α2)− g ′−1(α1)
b− a µ(I). (A.3)
M. Tajine, A. Daurat / Theoretical Computer Science 412 (2011) 4824–4840 4837
We know that
PI(ω) = {(α, β) |α ∈ [αmin, αmax] and pinfα(ω) ≤ β < psupα(ω),
where αmin = inf{α | {β | (α, β) ∈ PI(ω)} ≠ ∅} and αmax = sup{α | {β | (α, β) ∈ PI(ω)} ≠ ∅}. By Eqs. (3), (4), the functions
α → pinfα(ω) and α → psupα(ω) are two piecewise affine functions having a slope between−m and 0.
Let n ∈ N \ {0} and
yi = αmin + i αmax−αminn for i ∈ [[0, n]].
PI(ω) is approximated by the union of n rectangles:
n
i=1
[yi−1, yi)× [pinfyi−1(ω), psupyi(ω)) ⊂ PI(ω) ⊂
n
i=1
[yi−1, yi] × [pinfyi(ω), psupyi−1(ω)).
As yi − yi−1 ≤ 1n , and α → pinfα(ω), α → psupα(ω) are two piecewise affine functions having a slope between−m and 0,
we have pinfyi−1(ω) ≤ pinfyi(ω)+ mn and psupyi−1(ω) ≤ psupyi(ω)+ mn . So:
n
i=1
[yi−1, yi)×

pinfyi(ω)+
m
n
, psupyi(ω)

⊂ PI(ω) ⊂
n
i=1
[yi−1, yi] ×

pinfyi(ω), psupyi(ω)+
m
n

. (A.4)
Let
Fn,r = Hr

n
i=1
[yi−1, yi)×

pinfyi(ω)+
m
n
, psupyi(ω)

,
F ′n,r = Hr

n
i=1
[yi−1, yi] ×

pinfyi(ω), psupyi(ω)+
m
n

.
So by Eq. (A.4):
Fn,r ≤ Hr(PI(ω)) ≤ F ′n,r .
By summing all equations of the form (A.3) we obtain
lim
r→0 Fn,r =
n−
i=1
g ′−1(yi)− g ′−1(yi−1)
b− a

FLyi(ω)−
m
n

,
lim
r→0 F
′
n,r =
n−
i=1
g ′−1(yi)− g ′−1(yi−1)
b− a

FLyi(ω)+
m
n

.
Let
F ′′n =
n−
i=1
g ′−1(yi)− g ′−1(yi−1)
b− a FLyi(ω).
(lim
r→0
Fn,r)− F ′′n = −
n−
i=1
g ′−1(yi)− g ′−1(yi−1)
b− a
m
n
= −
n−
i=1
1
2α (yi − yi−1)
b− a
m
n
= −m(αmax − αmin)
2α(b− a)
1
n
.
Similarly
(lim
r→0
F ′n,r)− F ′′n =
m(αmax − αmin)
2α(b− a)
1
n
.
Let zi = g ′−1(yi), we have
F ′′n =
n−
i=1
(zi − zi−1)FLg ′(zi)(ω)b− a ,
which is a Riemann sum of x → FLg′(x)(ω)b−a , but t → FLt(ω) is continuous [5], so we have by [25, Chap. 5]:
lim
n→∞ F
′′
n =
1
b− a
∫ b
a
FLg ′(x)(ω)dx.
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Let ε > 0, there exists N1 such that for all n > N1 we haveF ′′n − 1b− a
∫ b
a
FLg ′(x)(ω)dx
 ≤ ε3 .
There exists N2 such that for any n > N2 we have
m(αmax − αmin)
2α(b− a)
1
n
<
ε
3
.
Let N = max(N1,N2)+ 1. There exists R1 > 0 such that for any rational r < R1 we haveFN,r − F ′′N − m(αmax − αmin)2α(b− a) 1N
 ≤ ε3 .
There also exists R2 > 0 such that for any rational r < R2 we haveF ′N,r − F ′′N + m(αmax − αmin)2α(b− a) 1N
 ≤ ε3 .
Suppose that r < min(R1, R2).
We have
Hr(PI(ω)) ≥ Fn,r
≥ F ′′N −
m(αmax − αmin)
2α(b− a)
1
N
− ε
3
≥ F ′′N −
ε
3
− ε
3
≥ 1
b− a
∫ b
a
FLg ′(x)(ω)dx− ε3 −
ε
3
− ε
3
= 1
b− a
∫ b
a
FLg ′(x)(ω)dx− ε.
Similarly
Hr(PI(ω)) ≤ F ′n,r
≤ 1
b− a
∫ b
a
FLg ′(x)(ω)dx+ ε,
so
lim
r→0Hr(PI(ω)) =
1
b− a
∫ b
a
FLg ′(x)(ω)dx.
With (A.1) and (A.2) this proves Theorem 2. 
Appendix B. Proof of Property 3
For any f ∈ L1([0, 1]), we define:
Lr,k(f ) = 1Nr
Br−
X=Ar
f (⟨Pgr,k(X)⟩)
where Pgr,k(X) = g(rX)r + kg ′(rX). We suppose that
lim
r→0Lr,k(ec) = 0
for any c ∈ Z \ {0}, and the objective is to prove that g is k-multigrid equidistributed. It is the consequence of the three
consecutive lemmas:
Lemma 3. Let f be a continuous function from [0, 1] to C. Then
lim
r→0Lr,k(f ) =
∫ 1
0
f (t)dt.
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Proof. We haveLr,k(e0) = 1 and by hypothesis we have limr→0Lr,k(ec) = 0 for any c ∈ Z \ {0}.
We deduce that for any trigonometric polynomial QN(t) =∑Nh=−N aheh(t) (i.e. ah ∈ C for h = −N, . . . ,N)we have
lim
r→0Lr,k(QN) =
∫ 1
0
QN(t)dt.
By Weierstrass’s Theorem, the set of trigonometric polynomials is dense in the set of continuous functions from [0, 1]
to C relatively to the uniform norm (‖.‖∞). Let f be a continuous function from [0, 1] to C and ε > 0. Then there exists a
trigonometric polynomial QN such that:
‖f − QN‖∞ = max
t∈[0,1]
(|QN(t)− f (t)|) < ε3 .
Then, |Lr,k(f )−Lr,k(QN)| < ε3 and
 1
0 |QN(t)− f (t)|dt ≤ ε3 .
Let R > 0 such that |Lr,k(QN)−
 1
0 QN(t)dt| ≤ ε3 for all 0 < r < R. So,Lr,k(f )− ∫ 1
0
f (t)
 < Lr,k(f )−Lr,k(QN)+ Lr,k(QN)− ∫ 1
0
QN(t)dt
+ ∫ 1
0
|QN(t)− f (t)|dt < ε
for all 0 < r < R. 
Lemma 4. LetMr (r ∈ R∗) andM be linear positive functionals on some space F of real-valued function f : X → R (X ≠ ∅),
and letL ⊆ F be the subspace of these functions satisfying the property
lim
r→0Mr(f ) =M(f ).
Suppose that f ∈ F has the property that every ε > 0 there exist functions g1, g2 ∈ Lwith g1 ≤ f ≤ g2 andM(g2)−M(g1) < ε.
Then f ∈ L.
This lemma is given in [15, lemma 1.2], we give the proof for completeness:
Proof.
m(g1) = lim inf
r→0 mr(g1) ≤ lim infr→0 mr(f )
≤ lim sup
r→0
mr(f ) ≤ lim sup
r→0
mr(g2)
= m(g2),
which implies |m(f )− lim infr→0 mr(f )| < ε and |m(f )− lim supr→0 mr(f )| < ε for all ε > 0. Then f ∈ F . 
Lemma 5. Let I ⊆ [0, 1] be an interval. Then
lim
r→0Lr,k(χI) = µ(I),
where χI is the indicator function of I.
Proof. As I is an interval, then for every ε > 0 there exist two continuous functions g1, g2 on [0, 1] such that g1 ≤ χI ≤ g2
and
 1
0 (g2(t)− g1(t))dt < ε. Thus limr→0Lr,k = µ(I). 
From the last lemma we obtain directly Eq. (5), which proves that g is k-multigrid equidistributed.
Appendix C. Proof of Lemma 2
Let g : x → αx2 + βx+ γ be defined on an interval [a, b] and c ∈ Z \ 0. Let
Lr,k(ec) = 1Nr
Br−
X=Ar
ec(P
g
r,k(X)),
where Pgr,k(X) = αr(X + k)2 + β(X + k)+ γr − αrk2, and ec(t) = e2π ict . We have to prove that limr→0Lr,k(ec) = 0.
Recall that SN(x, θ) = (∑0≤n≤N E(n2x + 2nθ)) − E(0)+E(N2x+2Nθ)2 , where N, x, θ ∈ R with N ≥ 0, 0 < x < 1 and
E(t) = eiπ t .
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Lr,k(ec) =
∑Br
X=Ar ec(αr(X + k)2 + β(X + k)+ γr − αrk2)
Nr
= ec
γ
r
− αrk2 + αr(Ar + k)2 + β(Ar + k)
 ∑Nr
X=0 ec(αrX2 + (2αr(Ar + k)+ β)X)
Nr
= ec
γ
r
− αrk2 + αr(Ar + k)2 + β(Ar + k)
 SNr (2cαr, 2αrc(Ar + k)+ cβ)
Nr
+ 1+ E(N
2
r 2cαr + 2Nr(2αrc(Ar + k)+ cβ))
2Nr

.
Put x = 2cαr and θ = 2αrc(Ar + k)+ cβ . Then two cases are possible: c > 0 or c < 0.
• If c > 0, then 0 < x < 1 for r < 12cα and by using Theorem 3 (the quadratic Gauss Sum Theorem), we have
SNr (x, θ) =
√
iE(−θ2/x)√
x
S⌊xNr ⌋

−1
x
,
θ
x

+ O

1+ |θ |√
x

.
But xNr = 2cαrNr = 2cαr(Br −Ar +1) ≤ 2cα(b− a+2r) and |θ | = |2αrc(Ar + k)+ cβ| ≤ |2αc(a+1)+2αrcm+ cβ|.
Then
|SNr (2cαr, 2αrc(Ar + k)+ cβ)| ≤
1
cαr
2
⌊2cα(b− a+ 2r)⌋ + O

1+ |2αc(a+ 1)+ 2αrcm+ cβ|
2
√
cαr

= O

2+ |2αc(a+ 1)+ 2αcm+ cβ|√
2cαr

for 0 < r < 1,
= O(Nr).
So, |Lr,k(ec)| = |SNr (2cαr,2αrc(Ar+k)+cβ)|Nr + 1Nr = O( 1√Nr ) → 0 when r → 0.• If c < 0, then
|Lr,k(ec)| = |Lr,k(ec)| = |SNr (−2cαr,−(2αrc(Ar + k)+ cβ))|Nr +
1
Nr
= |SNr (2c
′αr, 2αrc ′(Ar + k)+ c ′β)|
Nr
+ 1
Nr
where c ′ = −c and thus c ′ > 0
= O

1√
Nr

→ 0 when r → 0 (see the case c > 0). 
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