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a b s t r a c t
Regularized classifiers (a leading example is support vector ma-
chine) are known to be a kind of kernel-based classification meth-
ods generated from Tikhonov regularization schemes, and the
polynomial kernels are the original and also probably the most
important kernels used in them. In this paper, we provide an er-
ror analysis for the regularized classifiers using multivariate poly-
nomial kernels. We introduce Bernstein–Durrmeyer polynomials,
whose reproducing kernel Hilbert space norms and approximation
properties in L1 space play a key role in the analysis of regulariza-
tion error.We also introduce the standard estimation of sample er-
ror, and derive explicit learning rates for these algorithms.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Support VectorMachines (SVMs)were introduced in [5]with polynomial kernels and subsequently
generalized to general kernels in [7]. Now SVMs and related regularized methods form an important
part of learning theory, they have been applied successfully to various practical problems in science
and engineering, especially for classification problems.
In this paper we study regularized classifiers using multivariate polynomial kernels. Our purpose
is to give some explicit learning rates for these classifiers.
Let X ⊂ Rn be a compact subset, Y = {−1, 1}, ρ be an unknown probabilitymeasure on Z := X×Y
and (X,Y) be corresponding random variable. The prediction powers of classification algorithms are
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often measured by the misclassification error which is defined for a classifier f : X → Y to be the
probability of the event {f (X) 6= Y}:
R(f ) := Prob{f (X) 6= Y} =
∫
X
ρ(Y 6= f (x)|x)dρX .
HereρX is themarginal distribution onX andρ(·|x) is the conditional probabilitymeasure at x induced
by ρ.
We have known [11] the classifier which minimizes the misclassification error is the Bayes rule.
Recall the regression function of ρ:
fρ(x) =
∫
Y
ydρ(y|x) = ρ(Y = 1|x)− ρ(Y = −1|x), x ∈ X .
Then the Bayes rule is given by the sign of the regression function fc := sgn(fρ). Here, for a function
f : X → R, the sign function is defined as sgn(f )(x) = 1 if f (x) ≥ 0 and sgn(f )(x) = −1 if f (x) < 0.
Reproducing Kernel Hilbert Spaces (RKHS) are often used as hypothesis spaces in the design of
classification algorithms. Let K : X × X → R be continuous, symmetric and positive semidefinite,
i.e., for any finite set of distinct points {x1, x2, . . . , xl} ⊂ X , the matrix
(
K(xi, xj)
)l
i,j=1 is positive
semidefinite. Such a kernel is called a Mercer kernel.
The RKHSHK associated with the kernel K is defined (see [1]) to be the closure of the linear span
of the set of functions {Kx := K(x, ·) : x ∈ X}with the inner product 〈·, ·〉K satisfying
〈Kx, Kt〉K = K(x, t).
The reproducing property is given by
〈Kx, f 〉K = f (x), ∀x ∈ X, f ∈ HK . (1.1)
The polynomial kernel used in this paper is defined by
Kd(x, t) = (1+ x · t)d, x, t ∈ Rn.
Where d is the degree of kernel polynomial, x · t is the Euclidean inner product of x and t in Rn.
We know from [9] that Kd is a Mercer kernel, the corresponding RKHSHKd is the set of n-variable
polynomials of degree at most d and thus the dimension ofHKd is N =
(
n+d
d
)
= (n+d)!n! d! .
Definition 1.1. The regularized classifier with polynomial kernel Kd considered in this paper is
defined as sgn(fz,λ), where fz,λ is a minimizer of the following optimization problem involving a set
of random samples z := {zi}mi=1 = (xi, yi)mi=1 ∈ Zm independently drawn according to ρ,
fz,λ = fz,λ,d := arg min
f∈HKd
{
1
m
m∑
i=1
V (yif (xi))+ λ‖f ‖2Kd
}
. (1.2)
Here V is called loss function which will be defined in next section, λ is the regularization parameter.
Our main goal is to estimate the excess misclassification error
R(sgn(fz,λ))−R(fc)
for the scheme (1.2).
Comparedwith another popularMercer kernel: Gaussian kernelKσ (x, t) = exp {− ‖x−t‖22σ 2 } (see [14,
19,22]), the study of the polynomial kernels is far from satisfactory. Although in [6,21] the convergence
of SVM q-norm soft margin classifier associated with polynomial kernel was rigorously proved, only
Zhou and Jetter [24] gave a quantitative estimate for the convergence rate in the univariate case
X = [0, 1]. It is evident the multivariate case X ⊂ Rn (n > 1) is more interesting in both theory
and application. But unfortunately, the approach in [24] can not be applied in multivariate case. In
this paper we shall overcome the difficulty and provide a learning rate involving n.
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Fig. 1. Examples of the normalized loss function.
2. Preliminaries
Throughout the paper we assume X to be a simplex on Rn, which is defined by
X = {x ∈ Rn : xi ≥ 0, 1 ≤ i ≤ n, 1− |x| ≥ 0},
where, here and in the following we shall use the standard notation: for x = (x1, x2, . . . , xn) ∈
Rn, |x| =∑ni=1 xi, we shall also write for x ∈ Rn, k ∈ Nn and d ∈ N
xk = xk11 xk22 · · · xknn , k! = k1!k2! · · · kn!, and
(
d
k
)
= d!
k!(d− |k|)! .
Let ν be a Borel measure on X , we denote Lpν(1 ≤ p < ∞) the measurable functions on X with
norm ‖f ‖Lpν :=
(∫
X |f (x)|pdν
) 1
p < ∞. When ν is Lebesgue measure, we simply denote Lpν as Lp. We
also denote C(X) as the space of continuous functions on X with the uniform norm ‖ · ‖∞.
Now we introduce the Bernstein–Durrmeyer polynomials on a simplex (see [3]), which will play a
key role in our analysis.
Definition 2.1. Let f ∈ L1, the Bernstein–Durrmeyer polynomial for f on simplex X is defined as
Bd(f , x) = Bd,n(f , x) :=
∑
|k|≤d
∫
X f (t)Pk,d(t)dt∫
X Pk,d(t)dt
Pk,d(x), ∀x ∈ X, (2.1)
where Pk,d(x) =
(
d
k
)
xk(1− |x|)d−|k|.
For the loss function V , we assume it has following form.
Definition 2.2. A function V : R → R+ is called a normalized loss function for classification if it is
convex, V ′(0) < 0 and 1 is its minimal zero.
Examples of the normalized loss function (see Fig. 1) include:
(1) hinge loss Vh(t) = (1− t)+ for the classical SVM classifier, see [8,14,17,21];
(2) q-norm loss Vq(t) = (1− t)q+ for SVM q-norm (q > 1) soft margin classifier, see [6,13];
(3) least square loss Vls(t) = (1− t)2, see [15,23].
Define the generalization error associated with V as
E(f ) :=
∫
Z
V (yf (x))dρ.
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If we set empirical error with respect to random sample z = {xi, yi}mi=1 as
Ez(f ) := 1m
m∑
i=1
V (yif (xi)),
then the scheme (1.2) can be rewritten as (see [12])
fz,λ = arg min
f∈HKd
{Ez(f )+ λ‖f ‖2Kd}.
Let f Vρ : X → R be a measurable function minimizing the generalization error
f Vρ := argmin E(f ),
where the minimum is taken over all measurable functions. According to [19, Theorem 3(c)], we may
always choose a f Vρ satisfying f
V
ρ (x) ∈ [−1, 1] for each x ∈ X . In fact, for the examples mentioned
above we really know (see [9,11])
(1) f Vhρ (x) = fc(x);
(2) f Vlsρ (x) = fρ(x);
(3) f Vqρ (x) = (1+fρ (x))1/(q−1)−(1−fρ (x))1/(q−1)(1+fρ (x))1/(q−1)+(1−fρ (x))1/(q−1) , (1 < q <∞).
There are well developed techniques to estimate the excess generalization error E(fz,λ) − E(f Vρ ),
see e.g. [6,14,21]. But our original target is the excess misclassification errorR(sgn(fz,λ))−R(fc), so
the relations between generalization error and misclassification error become crucial. The following
comparison theorem can be found in [6,23].
Proposition 2.1. If V is a normalized loss function, then for any measurable function f ,
R(sgn(f ))−R(fc) ≤
{
E(f )− E(fc) if V (t) = (1− t)+,
CV
√
E(f )− E(f Vρ ) if V ′′(0) ≥ 0.
Where CV is some constant dependent on V .
In order to make full use of the feature of the loss function, we introduce the projection operator
(see [2,6]).
Definition 2.3. The projection operator pi is defined on the space of measurable functions f : X → R
as
pi(f )(x) =
{1, if f (x) > 1,
−1, if f (x) < −1,
f (x), if − 1 ≤ f (x) ≤ 1.
Since sgn(pi(f )) = sgn(f ), Proposition 2.1 tells us
R(sgn(f ))−R(fc) ≤
{
E(pi(f ))− E(fc) if V (t) = (1− t)+,
CV
√
E(pi(f ))− E(f Vρ ) if V ′′(0) ≥ 0. (2.2)
Therefore, it is sufficient for us to bound the excess generalization error E(pi(fz,λ)) − E(f Vρ ). To this
end we need an error decomposition as follows:
Proposition 2.2. Let V be a normalized loss function and fz,λ be defined by (1.2). Then for any fλ ∈ HKd ,
E(pi(fz,λ))− E(f Vρ ) can be bounded by
{[E(pi(fz,λ))− E(f Vρ )] − [Ez(pi(fz,λ))− Ez(f Vρ )] + [Ez(fλ)− Ez(f Vρ )] − [E(fλ)− E(f Vρ )]}
+ {E(fλ)− E(f Vρ )+ λ‖fλ‖2Kd}. (2.3)
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Proof. Write E(pi(fz,λ))− E(f Vρ ) as
{[E(pi(fz,λ))− E(f Vρ )] − [Ez(pi(fz,λ))− Ez(f Vρ )]}
+ {[Ez(pi(fz,λ))+ λ‖fz,λ‖2Kd ] − [Ez(fλ)+ λ‖fλ‖2Kd ]}
+ {[Ez(fλ)− Ez(f Vρ )] − [E(fλ)− E(f Vρ )]} + {E(fλ)− E(f Vρ )+ λ‖fλ‖2Kd} − λ‖fz,λ‖2Kd .
By Definition 2.2, V is convex and has minimal zero 1. Therefore, V is strictly decreasing on (−∞, 1]
and nondecreasing on [1,+∞). It follows that V (ypi(fz,λ)(x)) ≤ V (yfz,λ(x)), thus Ez(pi(fz,λ)) ≤
Ez(fz,λ). This in connection with the definition of fz,λ implies the second term at most zero. So the
proposition is proved. 
The first term of (2.3) is called sample error, the second term of (2.3) is independent of the samples
and called regularization error for fλ ∈ HKd . They will be estimated in next two sections respectively.
3. Regularization error
Since |f Vρ (x)| ≤ 1,we see that f Vρ ∈ L1, whichmeansBd(f Vρ ) iswell defined andBd(f Vρ ) ∈ HKd . In this
sectionwe shall estimate the regularization error for fλ = Bd(f Vρ ), i.e.,E(Bd(f Vρ ))−E(f Vρ )+λ‖Bd(f Vρ )‖2Kd .
Firstly, we bound the RKHS norm ‖Bd(f Vρ )‖Kd .
Theorem 3.1. Let X be a simplex on Rn, Bd is defined by (2.1) and |f (x)| ≤ 1 on X. Then
‖Bd(f )‖Kd < (1+ 4n)d.
Proof. From [9, Chapter III, Proposition 6], we know the inner product of HKd is the Weyl inner
product, i.e.,
〈f , g〉Kd =
∑
|l|≤d
wlvl
(
d
l
)−1
,
where
f , g ∈ HKd , f =
∑
|l|≤d
wlxl, g =
∑
|l|≤d
vlxl.
For any k ∈ Nn satisfying |k| ≤ d,
Pk,d(x) =
(
d
k
)
xk(1− |x|)d−|k|
=
(
d
k
)
xk
∑
|j|≤d−|k|
(
d− |k|
j
)
(−1)|j|xj
=
∑
|j|≤d−|k|
(
d
k
)(
d− |k|
j
)
(−1)|j|xk+j.
Therefore,
‖Pk,d‖Kd =
{ ∑
|j|≤d−|k|
(
d
k
)2 (d− |k|
j
)2 ( d
k+ j
)−1}1/2
=
{ ∑
|j|≤d−|k|
d!
(k+ j)!(d− |k| − |j|)!
[
(k+ j)!
k! j!
]2}1/2
≤
{ ∑
|j|≤d−|k|
(
d
k+ j
) (
2|k+j|
)2}1/2
.
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Since |f (x)| ≤ 1, we have
∣∣∣ ∫X f (t)Pk,d(t)dt∫
X Pk,d(t)dt
∣∣∣ ≤ 1 for each k. Hence
‖Bd(f )‖Kd ≤
∑
|k|≤d
‖Pk,d‖Kd
≤
∑
|k|≤d
{ ∑
|j|≤d−|k|
(
d
k+ j
)
4|k+j|
}1/2
≤ √N
{∑
|k|≤d
∑
|j|≤d−|k|
(
d
k+ j
)
4|k+j|
}1/2
= √N
{∑
|i|≤d
(
d
i
)
4|i|
}1/2
= √N
√
(1+ 4n)d.
Here N =
(
n+d
d
)
and the last inequality follows from the Schwartz inequality. Note that
N = (n+ d)!
n! d! < (1+ 4n)
d,
the theorem is proved. 
Secondly, we estimate E(Bd(f Vρ ))− E(f Vρ ). Since V is convex, its left, right derivative V ′−, V ′+ exists.
Proposition 3.1. Let V be a normalized loss function and M0 := max{|V ′±(−1)|, |V ′±(1)|}, then there
holds
E(Bd(f Vρ ))− E(f Vρ ) ≤ M0‖Bd(f Vρ )− f Vρ ‖L1ρX .
To prove this proposition, we introduce a lemma which was proved in [19, Theorem 4].
Lemma 3.1. Let V be a normalized loss function. Then
E(f )− E(f Vρ ) ≤ ‖V ′‖L∞[−‖f ‖∞,‖f ‖∞]‖f − f Vρ ‖L1ρX .
Proof of Proposition 3.1. Since |f Vρ (x)| ≤ 1, it is easy to see that |Bd(f Vρ , x)| ≤ 1. By Lemma 3.1,
E(Bd(f Vρ ))− E(f Vρ ) ≤ ‖V ′‖L∞[−1,1]‖Bd(f Vρ )− f Vρ ‖L1ρX .
The convexity of V implies that the one-side derivatives V ′+, V ′− are both nondecreasing, this prove
the proposition. 
In order to estimate ‖Bd(f Vρ )− f Vρ ‖L1ρX , we give the following definition which was discussed in [9].
Definition 3.1. We call DρX the distortion of ρX (with respect to Lebesgue measure), if DρX is the
operator norm ‖J‖where J is the identity mapping
L1
J−→ L1ρX .
DρX measures howmuch ρX distorts the Lebesgue measure. It is often reasonable to suppose that the
distortionDρX is finite. Therefore
‖Bd(f Vρ )− f Vρ ‖L1ρX ≤ DρX ‖Bd(f
V
ρ )− f Vρ ‖L1 . (3.1)
We have known from the knowledge of approximation theory that approximation by
Bernstein–Durrmyer polynomials can be characterized by the modulus of smoothness (see [3,4]).
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Definition 3.2. For x ∈ X , we denote
ϕi(x) = ϕii(x) :=
√
xi(1− |x|), 1 ≤ i ≤ n; ϕij(x) := √xixj, 1 ≤ i < j ≤ n;
and
ei = (0, . . . , 0,
i
1, 0, . . . , 0), 1 ≤ i ≤ n; eij = ei − ej, 1 ≤ i < j ≤ n.
For any vector e in Rn, we write the r-th symmetric difference of a function f in the direction of e
∆rhef (x) =

r∑
k=0
( r
k
)
(−1)kf (x+ (r/2− k)he), if x± rh
2
e ∈ X,
0, otherwise.
We then define the modulus of smoothness of f ∈ Lp (1 ≤ p <∞) as
ωrΦ(f , t)p := sup
0<h≤t
∑
1≤i<j≤n
‖∆rhϕijeij f ‖Lp .
From [3, Theorem 4], we know
Proposition 3.2. Let f ∈ L1, there exists a constant M1 independent of f and d such that
‖Bd(f )− f ‖L1 ≤ M1
{ ‖f ‖L1
d+ 1 + ω
2
Φ
(
f ,
1√
d+ 1
)
1
}
.
Proposition 3.1 combining with Proposition 3.2 and (3.1) implies
Corollary 3.1. If ω2Φ(f
V
ρ , t)1 = O(t2s), (0 < s ≤ 1), and DρX < ∞, then there exists a constant M2
such that
E(Bd(f Vρ ))− E(f Vρ ) ≤ M2DρX d−s.
4. Sample error and learning rates
In this section, we shall estimate the sample error. The obtained bounds together with the
regularization error in last section and Proposition 2.2 will lead to bound the generalization error
E(pi(fz,λ))− E(f Vρ ).
The analysis of sample error is somewhat standard in learning theory (e.g. [6,9,16,18,20]). We shall
assume a variance-expectation bound for V and ρ as:
Assumption. There exists some α ∈ [0, 1] and a constant Cα > 0 such that
E{V (yf (x))− V (yf Vρ (x))}2 ≤ Cα{E(f )− E(f Vρ )}α, ∀‖f ‖∞ ≤ 1. (4.1)
It is easy to see that the Assumption always holds for α = 0 and Cα = (V (−1))2.
For the sake of clarity, we divide the sample error in (2.3) with fλ = Bd(f Vρ ) into two terms, and
estimate them separately.
Part 1. Estimating {Ez(Bd(f Vρ ))− Ez(f Vρ )} − {E(Bd(f Vρ ))− E(f Vρ )}.
Proposition 4.1. Under the Assumption (4.1), for any 0 < δ < 1, with the confidence at least 1 − δ/2,
there holds
{Ez(Bd(f Vρ ))− Ez(f Vρ )} − {E(Bd(f Vρ ))− E(f Vρ )}
≤ 16V (−1) log(2/δ)
3m
+ 2
(
4Cα log(2/δ)
m
)1/(2−α)
+ 1
2
{E(Bd(f Vρ ))− E(f Vρ )}.
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To prove Proposition 4.1, we need to borrow two lemmas from the literature. The following
probability inequality was given in [24, Lemma 1].
Lemma 4.1. Let ξ be a random variable on Z with meanµ and variance σ 2. If µ ≥ 0, |ξ−µ| ≤ B almost
everywhere, and σ 2 ≤ Cµα for some C ≥ 0, 0 ≤ α ≤ 1, then for every ε > 0, there holds
Probz∈Zm

1
m
m∑
i=1
ξ(zi)− µ
√
µα + εα > ε
1− α2
 ≤ exp
{
− mε
2−α
2(C + 13Bε1−α)
}
.
The next lemma is Lemma 7 in [10].
Lemma 4.2. Let c1, c2 > 0 and s > q > 0. Then the equation
xs − c1xq − c2 = 0
has a unique positive zero x∗. In addition
x∗ ≤ max
{
(2c1)
1
s−q , (2c2)
1
s
}
.
Proof of Proposition 4.1. Let ξ = V (yBd(f Vρ , x))− V (yf Vρ (x)). Since |f Vρ (x)| ≤ 1 and |Bd(f Vρ , x)| ≤ 1,
we know by the monotonicity of V that |ξ | ≤ V (−1). Hence µ = E(ξ) = E(Bd(f Vρ )) − E(f Vρ ) ≥ 0,
|ξ − µ| ≤ 2V (−1), the Assumption (4.1) yields σ 2 ≤ E(ξ 2) ≤ Cαµα . Using Lemma 4.1 we find that
for every τ > 0,
Probz∈Zm
 {Ez(Bd(f Vρ ))− Ez(f Vρ )} − {E(Bd(f Vρ ))− E(f Vρ )}√{E(Bd(f Vρ ))− E(f Vρ )}α + τ α ≤ τ 1−
α
2

≥ 1− exp
{
− mτ
2−α
2(Cα + 23V (−1)τ 1−α)
}
.
Let τ ∗ be the positive solution to the equation
mτ 2−α
2(Cα + 23V (−1)τ 1−α)
= log(2/δ).
Then, with confidence at least 1− δ/2 there holds
{Ez(Bd(f Vρ ))− Ez(f Vρ )} − {E(Bd(f Vρ ))− E(f Vρ )} ≤ {E(Bd(f Vρ ))− E(f Vρ )}
α
2 τ ∗1−
α
2 + τ ∗
≤ α
2
{E(Bd(f Vρ ))− E(f Vρ )} +
(
1− α
2
)
τ ∗ + τ ∗
≤ 1
2
{E(Bd(f Vρ ))− E(f Vρ )} + 2τ ∗.
Here the second inequality follows from an elementary:
ab ≤ 1
p
ap + 1
q
bq, ∀a, b > 0, p, q > 1, 1
p
+ 1
q
= 1. (4.2)
We need to bound τ ∗, it satisfies
τ 2−α − 4V (−1) log(2/δ)
3m
τ 1−α − 2Cα log(2/δ)
m
= 0.
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By Lemma 4.2 we have
τ ∗ ≤ max
{
8V (−1) log(2/δ)
3m
,
(
4Cα log(2/δ)
m
) 1
2−α
}
.
This prove the proposition. 
Part 2. Estimating {E(pi(fz,λ))− E(f Vρ )} − {Ez(pi(fz,λ))− Ez(f Vρ )}.
The function fz,λ changed with the sample z runs over a set of functions, so we need to extend
Lemma 4.1 to a function set by means of the covering number.
Definition 4.1. For a subset F of a metric space and η > 0, the covering numberN (F , η) is defined
to be the minimal integer l ∈ N such that there exist l balls with radius η covering F .
The following proposition given in [9, Chapter I, Proposition 5] estimates the covering numbers of
balls in finite dimensional Banach spaces.
Proposition 4.2. Let E be a finite dimension Banach space, r = dimE, denote by BR the closed ball of
radius R centered at origin, i.e., BR = {f ∈ E, ‖f ‖E ≤ R}. Then
logN (BR, η) ≤ r log
(
4R
η
)
.
In this paper, we use only the uniform covering number in C(X). Let BR = {f ∈ HKd : ‖f ‖Kd ≤ R}. It
is a subset of C(X), in addition, the reproducing property (1.1) tells us
‖f ‖∞ ≤
√
sup
x∈X
Kd(x, x)‖f ‖Kd ≤ 2d/2R, ∀f ∈ BR.
So Proposition 4.2 implies
logN (BR, η) ≤ N log
(
4 · 2d/2R
η
)
, (4.3)
where N =
(
n+d
d
)
is the dimension ofHKd .
The following lemma is a uniform version of Lemma 4.1 which was proved in [20].
Lemma 4.3. Let G be a set of functions on Z. For every g ∈ G, denote Eg = ∫Z g(z)dρ , if |g − Eg| ≤ B
almost everywhere and E(g2) ≤ C(Eg)α for some 0 ≤ α ≤ 1, B, C ≥ 0. Then for every ε > 0,
Probz∈Zm
supg∈G
Eg − 1m
m∑
i=1
g(zi)
√
(Eg)α + εα > 4ε
1− α2
 ≤ N (G, ε) exp
{
− mε
2−α
2(C + 13Bε1−α)
}
.
Applying Lemma 4.3 to the following function set:
FR := {V (ypi(f )(x))− V (yf Vρ (x)) : f ∈ BR},
we can find
Proposition 4.3. Let R > 0, under the Assumption (4.1), we have for every ε > 0,
Probz∈Zm
supf∈BR {E(pi(f ))− E(f
V
ρ )} − {Ez(pi(f ))− Ez(f Vρ )}√
{E(pi(f ))− E(f Vρ )}α + εα
≤ 4ε1− α2

≥ 1− exp
{
N log
(
4 · 2d/2M0R
ε
)
− mε
2−α
2(Cα + 23V (−1)ε1−α)
}
.
Here N is the dimension of HKd , M0 is given in Proposition 3.1.
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Proof. Each function g ∈ FR has the form g(z) = V (ypi(f )(x)) − V (yf Vρ (x)) for some f ∈ BR.
Hence Eg = E(pi(f )) − E(f Vρ ) ≥ 0, 1m
∑m
i=1 g(zi) = Ez(pi(f )) − Ez(f Vρ ), the Assumption (4.1) yields
E(g2) ≤ Cα(Eg)α . By the monotonicity of V ,
|g(z)| ≤ max{V (ypi(f )(x)), V (yf Vρ (x))} ≤ V (−1).
So we have |g − Eg| ≤ 2V (−1). Applying Lemma 4.3 to FR, we have
Probz∈Zm
supf∈BR {E(pi(f ))− E(f
V
ρ )} − {Ez(pi(f ))− Ez(f Vρ )}√
{E(pi(f ))− E(f Vρ )}α + εα
> 4ε1−
α
2

≤ N (FR, ε) exp
{
− mε
2−α
2(Cα + 23V (−1)ε1−α)
}
.
What is left is to bound the covering number. Observe that for any f1, f2 ∈ BR,
|{V (ypi(f1)(x))− V (yf Vρ (x))} − {V (ypi(f2)(x))− V (yf Vρ (x))}|
= |V (ypi(f1)(x))− V (ypi(f2)(x))|
≤ |V ′+(−1)| |pi(f1)(x)− pi(f2)(x)|
≤ M0‖f1 − f2‖∞.
This in connection with (4.3) means that
logN (FR, ε) ≤ logN
(
BR,
ε
M0
)
≤ N log
(
4 · 2d/2M0R
ε
)
.
So the proposition is proved. 
We need to find a ball BR which can contain fz,λ for all z ∈ Zm. By taking f = 0 in (1.2), we can
easily see that for all λ > 0 and z ∈ Zm,
‖fz,λ‖Kd ≤
√
V (0)/λ. (4.4)
We shall bound {E(pi(fz,λ))− E(f Vρ )} − {Ez(pi(fz,λ))− Ez(f Vρ )} by (4.4) and Proposition 4.3.
Proposition 4.4. Let 0 < ζ < 1/(n + 1), d = mζ , λ = e−2(n+1)mζ , under the Assumption (4.1), for all
m ≥ {8/ζ 2 + 4 log(4M0√V (0))}1/ζ and 0 < δ < 1, with confidence at least 1− δ/2, there holds
{E(pi(fz,λ))− E(f Vρ )} − {Ez(pi(fz,λ))− Ez(f Vρ )}
≤ 1
2
{E(pi(fz,λ))− E(f Vρ )} + 20
{
8V (−1) log(δ/2)
3m
+
(
4Cα log(δ/2)
m
)1/(2−α)
+
(
16(n+ 2)V (−1)
3
+ (8(n+ 2)Cα)1/(2−α)
)
m−
1−(n+1)ζ
2−α
}
.
Proof. Taking R = √V (0)/λ, By (4.4), fz,λ ∈ BR for all z ∈ Zm. Choose ε∗ to be the positive solution
to the following equation
h(ε) := N log
(
4 · 2d/2M0√V (0)/λ
ε
)
− mε
2−α
2(Cα + 23V (−1)ε1−α)
= log(δ/2). (4.5)
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Then Proposition 4.3 implies that with confidence at least 1− δ/2,
{E(pi(fz,λ))− E(f Vρ )} − {Ez(pi(fz,λ))− Ez(f Vρ )} ≤ 4ε∗1−α/2
√
{E(pi(fz,λ))− E(f Vρ )}α + ε∗α
≤ α
2
{E(pi(fz,λ))− E(f Vρ )} +
(
1− α
2
)
42/(2−α)ε∗ + 4ε∗
≤ 1
2
{E(pi(fz,λ))− E(f Vρ )} + 20ε∗.
Here in the second inequality we have used the elementary inequality (4.2) again.
Let β := 1−(n+1)ζ2−α . Putting d = mζ , λ = e−2(n+1)m
ζ
into (4.5), we can see that for ε ≥ m−β ,
h(ε) ≤ N
{
log
(
4M0
√
V (0)
)
+ log 2
2
mζ + (n+ 1)mζ + β logm
}
− mε
2−α
2(Cα + 23V (−1)ε1−α)
.
Since N = (n+d)!n! d! ≤ 2dn (d ≥ 2), when m ≥ {8/ζ 2 + 4 log(4M0
√
V (0))}1/ζ , we have d = mζ ≥
8/ζ 2 > 2, 14m
ζ > β logm and 14m
ζ ≥ log(4M0√V (0)). Hence
h(ε) ≤ 2mnζ (n+ 2)mζ − mε
2−α
2(Cα + 23V (−1)ε1−α)
= 2(n+ 2)m(n+1)ζ − mε
2−α
2(Cα + 23V (−1)ε1−α)
.
If we take ε1 to be a positive number satisfying ε1 ≥ m−β and
2(n+ 2)m(n+1)ζ − mε
2−α
1
2(Cα + 23V (−1)ε1−α1 )
≤ log(δ/2), (4.6)
then h(ε1) ≤ h(ε∗). Note that function h : R+ → R is strictly decreasing, so we have ε∗ ≤ ε1.
The inequality (4.6) can be written as
ε2−α1 −
(
4V (−1) log(2/δ)
3m
+ 8V (−1)(n+ 2)
3m1−(n+1)ζ
)
ε1−α1 −
(
2Cα log(2/δ)
m
+ 4Cα(n+ 2)
m1−(n+1)ζ
)
≥ 0.
By Lemma 4.2, we can choose
ε1 = max
{
8V (−1) log(2/δ)
3m
+ 16V (−1)(n+ 2)
3m1−(n+1)ζ
,
(
4Cα log(2/δ)
m
+ 8Cα(n+ 2)
m1−(n+1)ζ
)1/(2−α)}
≥ m−β .
Therefore,
ε∗ ≤ ε1 ≤ 8V (−1) log(2/δ)3m +
(
4Cα log(2/δ)
m
)1/(2−α)
+
(
16(n+ 2)V (−1)
3
+ (8(n+ 2)Cα)1/(2−α)
)
m−
1−(n+1)ζ
2−α .
This proves our proposition. 
Now we can give the bounds for the generalization error.
Theorem 4.1. Suppose DρX < ∞ and for some 0 < s ≤ 1, ω2Φ(f Vρ , t)1 = O(t2s). Let ζ =
1
(n+1)+(2−α)s , d = mζ , λ = exp{−2(n + 1)mζ }. Under the Assumption (4.1), when m ≥ {8/ζ 2 +
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4 log(M0
√
V (0))}1/ζ , for all 0 < δ < 1, with confidence at least 1− δ, we have
E(pi(fz,λ))− E(f Vρ ) ≤ C˜ log(2/δ)m−θ , θ =
s
(n+ 1)+ (2− α)s ,
where C˜ = 3523 V (−1)+ 44 (4Cα)1/(2−α) + 40
( 16
3 (n+ 2)V (−1)+ (8(n+ 2)Cα)1/(2−α)
)+ 3M2DρX +
2,M2 is given in Corollary 3.1.
Proof. Putting Theorem 3.1, Corollary 3.1, Propositions 4.1 and 4.4 into Proposition 2.2 with fλ =
Bd(f Vρ ), we find that
E(pi(fz,λ))− E(f Vρ ) ≤
1
2
{E(pi(fz,λ))− E(f Vρ )} +
176V (−1) log(2/δ)
3m
+ 22
(
4Cα log(2/δ)
m
)1/(2−α)
+ 20
(
16(n+ 2)V (−1)
3
+ (8(n+ 2)Cα)1/(2−α)
)
m−
1−(n+1)ζ
2−α
+ 3
2
M2DρXm
−sζ +
(
(1+ 4n)
en+1
)2mζ
.
Since
(
(1+4n)
en+1
)2mζ ≤ ( 23 )mζ ≤ m−ζ ≤ m−sζ , we have
E(pi(fz,λ))− E(f Vρ ) ≤
{
352
3
V (−1) log(2/δ)+ 44 (4Cα log(2/δ))1/(2−α)
+ 40
(
16
3
(n+ 2)V (−1)+ (8(n+ 2)Cα)1/(2−α)
)}
m−
1−(n+1)ζ
2−α + (3M2DρX + 2)m−sζ .
The conclusion follows by taking ζ = 1
(n+1)+(2−α)s . 
Theorem 4.1 in connection with the relation (2.2) yield the learning rates with respect to
misclassification error.
Corollary 4.1. If the conditions in Theorem 4.1 are satisfied, then for all 0 < δ < 1, with confidence at
least 1− δ, there holds
R(sgn(fz,λ))−R(fc) ≤
{
C˜ log(2/δ)m−θ if V (t) = (1− t)+,
C˜1
√
log 2/δ m−θ/2 if V ′′(0) ≥ 0,
where θ = s
(n+1)+(2−α)s and C˜1 = CV
√
C˜ .
5. Conclusion
In this paper we have investigated the quantitative convergence results of the regularized
classifiers involving RKHS associated with multivariate polynomial kernels. The main definitions and
techniques benefit from the recent developments in learning theory and approximation theory. In
particular, the Bernstein–Durrmeyer polynomial plays a key role in our analysis, by bounding its
RKHS norm and approximation error in L1, we get an estimate of the regularization error. This in
connection with some standard analysis of the sample error derives an explicit learning rate for the
misclassification error.
Our result is an extension of the result derived in [24] in univariate setting. But it is not a purely
technical improvement over the previous results. Corollary 4.1 provides a clear relation between the
learning rate and the dimension of the input space X . As one can see, the learning rate is a decreasing
function of n. In many cases the input space X can be embodied in a low dimension submanifold
of Rn (see e.g. [22]), this makes it possible to improve the leaning rate in this paper by replacing n
by the dimension of the submanifold. But some techniques used here can not be applied directly to
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the learning on manifold. For example, the finite distortion assumption in Section 3 is not fulfilled
in manifold-learning setting. It is sill an open issue to consider the approximation and learning on
manifolds by polynomials.
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