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Abstract
In this paper, we study a semi-martingale optimal transport problem and its ap-
plication to the calibration of Local-Stochastic Volatility (LSV) models. Rather than
considering the classical constraints on marginal distributions at initial and final time,
we optimise our cost function given the prices of a finite number of European options.
We formulate the problem as a convex optimisation problem, for which we provide a
dual formulation. We then solve numerically the dual problem, which involves a fully
nonlinear Hamilton–Jacobi–Bellman equation. The method is tested by calibrating a
Heston-like LSV model with simulated data.
1 Introduction
Since the introduction of the Black–Scholes model, a lot of effort has been put on developing
sophisticated volatility models that properly capture the market dynamics. In the space of
equities and currencies, the most widely used models are the Local Volatility (LV) [11] and the
Stochastic Volatility (SV) models [14, 21]. Introduced as an extension of the Black–Scholes
model, the LV model can be exactly calibrated to any arbitrage-free implied volatility surface.
Despite this feature, the LV model has often been criticised for its unrealistic volatility
dynamics. The SV models tend to be more consistent with the market dynamics, but they
struggle to fit short term market smiles and skews, and being parametric, they do not have
enough degrees of freedom to match all vanilla market prices. A better fit can be obtained
by increasing the number of stochastic factors in the SV models; however, this also increases
the complexity of calibration and pricing.
Local-Stochastic Volatility (LSV) models, introduced in [24], naturally extend and take
advantage of both approaches. The idea behind LSV models is to incorporate a local, non-
parametric, factor into the SV models. Thus, while keeping consistent dynamics, the model
can match all observed market prices (as long as one restricts to European claims). The
determination of this local factor (also called leverage) is based on Gyöngy’s mimicking the-
orem [18]. Research into the numerical calibration of LSV models has been developed in two
different directions. One is based on a Monte Carlo approach, with Henry-Labordere [19],
∗Acknowledgements The Centre for Quantitative Finance and Investment Strategies has been sup-
ported by BNP Paribas.
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followed by Henry-Labordere and Guyon [17] using a so-called McKean’s particle method.
Another approach relies on solving the Fokker–Planck equation as in Ren et al. [30]. Engel-
mann and Wyns [12] used the finite volume method (FVM) to solve the partial differential
equation (PDE), while Tian et al. [34] considered time-dependent parameters. A more recent
study [36] considered a method that combines the FVM and the alternating direction implicit
(ADI) schemes.
All of the calibration methods mentioned above require a priori knowledge of the Local
Volatility surface. This is usually obtained by using Dupire’s formula [11] assuming the
knowledge of vanilla options for all strikes and maturities. However, only a finite number
of options are available in practice. Thus, interpolation of the implied volatility surface or
option prices is often needed, which can lead to inaccuracies and instabilities. Moreover, there
is no a priori control on the regularity of the leverage function, and even its very existence
remains an open problem, although some results have been obtained for small time [1] (see
also Saporito et al. [32] who recently proposed to apply Tikhonov regularisation technique
to the LSV calibration problem).
In the present work, inspired by the theory of optimal transport, we introduce a variational
approach for calibrating LSV models that does not require any form of interpolation. In recent
years, optimal transport theory has attracted the attention of many researchers. The problem
was first addressed by Monge [28] in the context of civil engineering and was later given a
modern mathematical treatment by Kantorovich [25]. In 2000, in a landmark paper [3],
Benamou and Brenier introduced a time-continuous formulation of the problem, which they
solved numerically by an augmented Lagrangian method. In [5] and [27], the dual formulation
of the time-continuous optimal transport has been formally expressed and generalised as an
application of the Fenchel–Rockafellar theorem [35]. The problem has then been extended to
transport by semi-martingales. Tan and Touzi [33] studied the optimal transport problem for
semi-martingales with constraints on the marginals at initial and final times. More recently,
Guo and Loeper [15] further extend the semi-martingale problem to a more general path-
dependent setting.
In the area of mathematical finance, optimal transport theory has recently been applied
to many different problems, including model-free bounds of exotics derivatives [20], robust
hedging [9] and stochastic portfolio theory [29]. The authors in [16] explored its application
to LV model calibration by adapting the augmented Lagrangian method of [3] to the semi-
martingale transport. We also mention that a variational calibration method was proposed
in [2] much earlier, although the connection with optimal transport was not established at
that time.
In this paper, we further extend the approach of [16] and [15] to the calibration of LSV
models. The calibration problem is formulated as a semi-martingale optimal transport prob-
lem. Unlike [33], we consider a finite number of discrete constraints given by the prices of
European claims. As a consequence of Jensen’s inequality, we show that the optimal diffusion
process is Markovian in the state variables given by the initial SV model. This result leads
to an equivalent PDE formulation. By following the duality theory of optimal transport
introduced in [5] and a smoothing argument used in [4], we establish a dual formulation. We
also provide a numerical method to solve a fully non-linear Hamilton–Jacobi–Bellman (HJB)
equation.
The paper is organised as follows: In Section 2, we introduce some preliminary defini-
tions. In Section 3, we show the connection between the semi-martingale optimal transport
problem and an equivalent PDE formulation. Duality results are then established for the
PDE formulation. In Section 4, we demonstrate the calibration method using a Heston-like
LSV model and provide numerical examples with simulated data.
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2 Preliminaries
Given a Banach space E equipped with the uniform norm, let C(E) be the space of con-
tinuous functions on E and Cb(E) be the bounded continuous functions on E . Denote by
M(E) the space of bounded measures on E endowed with the weak-* topology. In gen-
eral, the topological dual space of Cb(E) is Cb(E)
∗ which strictly contains M(E) (see [7,
Corollary 6.4]). If E is compact, Cb(E)
∗ and M(E) coincide. Let P(E) be the space of
probability measures on E and BV (E) be the space of functions of bounded variation on
E . Their vector-valued versions will be represented by C(E,Rd) , M(E,Rd) , P(E,Rd) and
BV (E,Rd) , respectively.
Let Ω := C([0, T ],Rd), T > 0 be the canonical space with the canonical process X and
the canonical filtration F = (Ft)0≤t≤T generated by X . We denote by P the collection of all
probability measures P on (Ω,FT ) under which X ∈ Ω is an (F,P)-semi-martingale given
by
Xt = X0 +At +Mt, t ∈ [0, T ],P-a.s.,
where M is an (F,P)-martingale with quadratic variation 〈Xt〉 = 〈Mt〉 = Bt , and the
processes A and B are P-a.s. absolutely continuous with respect to t . Denote by Sd the set
of d× d symmetric matrices and Sd+ ⊂ Sd the set of positive semidefinite matrices. For any
matrices A,B ∈ Sd , we write A : B := tr(A⊺B) for their scalar product. We say (αP, βP) is
the characteristics of P if
αt =
dAt
dt
, βt =
dBt
dt
,
where (αP, βP) takes values in the space Rd × Sd+ . Note that (αP, βP) is F-adapted and
determined up to dP× dt , almost everywhere.
Given a vector τ := (t1, . . . , tm) ∈ (0, T ]m , denote by G a vector of m functions such
that each function Gi ∈ Cb(R) for all i = 1, . . . ,m . Given a probability measure µ0 ∈ P(Rd)
and a vector c ∈ Rm , we define P(µ0, τ, c, G) ⊂ P as follows:
P(µ0, τ, c, G) := {P : P ∈ P , P ◦X−10 = µ0 and EP[Gi(Xti)] = ci, i = 1, . . . ,m},
to express that P satisfies a particular form of discrete constraints and that X has initial
distribution µ0 under P .
For technical reasons, we restrict the functions Gi to Cb(R) . In the context of volatility
models calibration, Gi are European option payoff functions but the call option payoff func-
tions are not in Cb(R) . However, no issue arises, as we truncate the non-compact space in
the numerical method, which makes the payoff functions bounded. Alternatively, we could
convert all the call options to put options by put-call parity.
3 Formulations
3.1 From SDE to PDE
Define the convex cost function F : [0, T ]×Rd×Rd× Sd → R∪ {+∞} where F (t, x, α, β) =
+∞ if β /∈ Sd+ , and F (t, x, α, β) is non-negative, proper, lower semi-continuous and convex
in (α, β) . Its convex conjugate F ∗ : [0, T ]× Rd × Rd × Sd → R ∪ {+∞} for (α, β) is then
defined as
F ∗(t, x, a, b) := sup
α∈Rd,β∈Sd
+
{α · a+ β : b− F (t, x, α, β)} .
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For simplicity, we write F (α, β) := F (t, x, α, β) and F ∗(a, b) := F ∗(t, x, a, b) if there is no
ambiguity.
We are interested in the following minimisation problem:
Definition 3.1 (Problem 1). Given µ0, τ, c and G , we want to minimise
inf
P∈P(µ0,τ,c,G)
E
P
∫ T
0
F (αPt , β
P
t ) dt.
The problem is said to be admissible if P(µ0, τ, c, G) is non-empty and the infimum above is
finite.
With the notation EPt,x := E
P[ · | Xt = x] , we introduce α(t, x) := EPt,xαPt and β(t, x) :=
EPt,xβ
P
t which are referred as the localised version of α
P
t and β
P
t , respectively. Let ρ(t, x) be
the law of Xt . With an initial condition ρ(0, ·) = µ0 , it is known that ρ(t, x) is a weak
solution of the following Fokker–Planck equation [13, Theorem 2.6]:
∂tρ(t, x) +∇x · (ρ(t, x)α(t, x)) − 1
2
∑
i,j
∂ij(ρ(t, x)βij(t, x)) = 0 in [0, T ]× Rd. (1)
More precisely, for all φ ∈ C∞c ([0, T ]× Rd) , we have that∫
[0,T ]×Rd
[
∂tφ(t, x) +∇xφ(t, x) · α(t, x) + 1
2
∇2xφ(t, x) : β(t, x)
]
dρ(t, x) = 0.
Thus, we establish the following result:
Proposition 3.2 (Localisation). Let ρ(t, x) be the law of Xt , then
inf
P∈P
E
P
∫ T
0
F (αPt , β
P
t ) dt = inf
ρ,α,β
∫
Rd
∫ T
0
F (α(t, x), β(t, x)) dρ(t, x), (2)
and ρ(t, x) , α(t, x) and β(t, x) satisfy (1) in the sense of distribution.
Proof. By applying Jensen’s inequality together with the tower property of conditional ex-
pectation, we have
E
P
∫ T
0
F (αPt , β
P
t ) dt =
∫
Rd
∫ T
0
E
P
t,xF (α
P
t , β
P
t ) dρ(t, x)
≥
∫
Rd
∫ T
0
F (EPt,xα
P
t ,E
P
t,xβ
P
t ) dρ(t, x) (3)
=
∫
Rd
∫ T
0
F (α(t, x), β(t, x)) dρ(t, x).
This shows that the localised (αPt , β
P
t ) have a lower transportation cost. To get equality in
(3), we take infimum over P ∈ P on both sides of the above inequality. Since minimising the
right hand side of (3) with respect to P is equivalent to minimise over (ρ, α, β) under the
constraint of (1), the required result follows directly.
With the localisation result, Problem 1 can be reformulated to the optimisation problem:
Proposition 3.3 (Problem 2). Given µ0, τ, c and G , we want to minimise
V = inf
ρ,α,β
∫
Rd
∫ T
0
F (α(t, x), β(t, x)) dρ(t, x) (4)
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over all triples (ρ, α, β) ∈ Cb([0, T ],P(Rd))×Cb([0, T ]×Rd,Rd)×Cb([0, T ]×Rd, Sd) satisfying
(in the distributional sense)
∂tρ(t, x) +∇x · (ρ(t, x)α(t, x)) − 1
2
∑
i,j
∂ij(ρ(t, x)βij(t, x)) = 0, (5)
∫
Rd
Gi(x) dρ(ti, x) = ci, ∀i = 1, . . . ,m, and ρ(0, ·) = µ0. (6)
Our main focus in this paper is on the above formulation.
3.2 Duality
This section examines the proof of the duality result by closely following [27, Section 3.2] (see
also [5, 22]). To provide a clear illustration, we use Λ := [0, T ]× Rd and X := R× Rd × Sd
throughout the proof.
Theorem 3.4. Assumed that V is finite. Then,
V = sup
φ,λ
m∑
i=1
λici −
∫
Rm
φ(0, x) dµ0,
where the supremum is taken over all (φ, λ) ∈ BV ([0, T ], C2b (Rd))× Rm satisfying
∂tφ+
m∑
i=1
λiGiδti + F
∗(∇xφ, 1
2
∇2xφ) ≤ 0 in [0, T )× Rd, (7)
and φ(T, ·) = 0 .
Proof. Define measures A := ρα and B := ρβ . If V is finite, we can assume that A and
B are absolutely continuous with respect to ρ (see [27, Proposition 1] and [22, Section 6]).
Let (ρ¯, A¯, B¯) be an admissible solution to Problem 2. Assuming that there exists a (ρ¯, A¯, B¯)
satisfying (5, 6), the constraints can be reformulated in the following weak form:
∀φ ∈ C∞c (Λ),
∫
Λ
∂tφ (dρ − dρ¯) +∇xφ · (dA− dA¯) + 1
2
∇2xφ : (dB − dB¯) = 0, (8)
∀λ ∈ Rm,
∫
Λ
m∑
i=1
λiGiδti(dρ− dρ¯) = 0. (9)
According to the Fenchel–Moreau theorem (see [6]), we can rewrite a proper, lower semi-
continuous, convex function as its biconjugate. For z > 0 , we have the following equality
zF (x/z, y/z) = sup
(r,a,b)∈R3
{rz + ax+ by ; r + F ∗(a, b) ≤ 0}.
Hence, the objective (4) can be reformulated as
∫
Λ
F (A/ρ,B/ρ) dρ = sup
(r,a,b)∈Cb(Λ,X )
{∫
Λ
r dρ+ a · dA+ b : dB ; r + F ∗(a, b) ≤ 0
}
.
Furthermore, Problem 2 is equivalent to the following saddle point problem
V = inf
ρ,A,B
sup
φ,λ,r,a,b
{∫
Λ
r dρ+ a · A+ b : dB −
m∑
i=1
λiGiδti(dρ− dρ¯)
− ∂tφ(dρ − dρ¯)−∇xφ · (dA− dA¯)− 1
2
∇2xφ : (dB − B¯)
}
,
5
with the supremum taken over all (r, a, b) ∈ Cb(Λ,X ) satisfying r + F ∗(a, b) ≤ 0 .
Adopting the terminology of [22], we say the triple (r, a, b) is represented by (φ, λ) if it
satisfies
r + ∂tφ+
m∑
i=1
λiGiδti = 0,
a+∇xφ = 0,
b+
1
2
∇2xφ = 0.
Note that φ has possible jump discontinuities at t = ti due to the presence of the Dirac delta
functions. Now, define functionals Φ and Ψ on (r, a, b) ∈ Cb(Λ,X ) as follows:
Φ(r, a, b) =
{
0 if r + F ∗(a, b) ≤ 0,
+∞ otherwise,
Ψ(r, a, b) =


∫
Λ
r dρ¯+ a · dA¯+ b : dB¯ if (r, a, b) is represented by
(φ, λ) ∈ BV ([0, T ], C2b (Rd))× Rm,
+∞ otherwise.
Denote by Φ∗ and Ψ∗ the convex conjugates of Φ and Ψ , respectively. They are defined
on the dual space (ρ,A,B) ∈ Cb(Λ,X )∗ ⊃M(Λ,X ) . For Φ , we have
Φ∗(ρ,A,B) = sup
(r,a,b)∈Cb(Λ,X )
{∫
Λ
r dρ+ a · dA+ b : dB ; r + F ∗(a, b) ≤ 0
}
.
Note that when restricting (ρ,A,B) from Cb(Λ,X )∗ to M(Λ,X ) , we have
Φ∗(ρ,A,B) =
∫
Λ
F (A/ρ,B/ρ) dρ.
Next, for Ψ , we have
Ψ∗(ρ,A,B) = sup
r,a,b
∫
Λ
r (dρ− dρ¯) + a · (dA− dA¯) + b : (dB − dB¯),
where the supremum is performed over all triples (r, a, b) ∈ Cb(Λ,X ) represented by φ in
BV ([0, T ], C2b (R
d)) . In terms of φ ∈ BV ([0, T ], C2b (Rd)) and λ ∈ Rm , we have
Ψ∗(ρ,A,B) = sup
φ,λ
∫
Λ
(−∂tφ−
m∑
i=1
λiGiδti)(dρ− dρ¯)−∇xφ · (dA− dA¯)−
1
2
∇2xφ : (dB − B¯),
which in fact is 0 if (ρ,A,B) satisfies (8, 9) and +∞ otherwise. Therefore, the objective V
can be expressed as
V = inf
(ρ,A,B)∈M(Λ,X )
(Φ∗ +Ψ∗)(ρ,A,B) = inf
(ρ,A,B)∈Cb(Λ,X )∗
(Φ∗ +Ψ∗)(ρ,A,B),
where the second equality is proved in Lemma A.1.
Let Om×n be the null matrix of size m×n . The point (r, a, b) = (−1, Od×1, Od×d) can be
represented by φ(t, x) = −t−∑mi=1 λiGiHti , where Hti is the Heaviside function such that
Hti(t) = 0 for t < ti and Hti(t) = 1 for t ≥ ti . As F is non-negative, at (−1, Od×1, Od×d)
we have
F ∗(Od×1, Od×d) = − inf
α∈Rd,β∈Sd
F (α, β) ≤ 0.
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This shows that
Φ(−1, Od×1, Od×d) = 0, Ψ(−1, Od×1, Od×d) = −T.
Thus, at (−1, Od×1, Od×d) , Φ is continuous with respect to the uniform norm (as F ∗ is con-
tinuous), and Ψ is finite. Further, as the convex functionals Φ,Ψ take values in (−∞,+∞] ,
all of the required conditions are fulfilled to apply the Fenchel–Rockafellar duality theorem
(see [6, Chapter 1]). We then obtain
V = inf
(ρ,A,B)∈Cb(Λ,X )∗
{Φ∗(ρ,A,B) + Ψ∗(ρ,A,B)} = sup
(r,a,b)∈Cb(Λ,X )
{−Φ(−r,−a,−b)−Ψ(r, a, b)},
and the infimum is in fact attained. Consequently, we have
V = sup
r,a,b
{∫
Λ
−r dρ¯− a · dA¯ − b : B¯ ; −r + F ∗(−a,−b) ≤ 0
}
,
where the supremum is restricted to all (r, a, b) represented by (φ, λ) ∈ BV ([0, T ], C2b (Rd))×
Rm . Again, in terms of (φ, λ) , this is equivalent to
V = sup
φ,λ
∫
Λ
(∂tφ+
m∑
i=1
λiGiδti) dρ¯+∇xφ · dA¯+
1
2
∇2xφ : dB¯,
where (φ, λ) ∈ BV ([0, T ], C2b (Rd)) × Rm subject to (7). Given that the admissible solution
(ρ¯, A¯ = ρ¯α¯, B¯ = ρ¯β¯) satisfies (5, 6) and fixing φ(t = T ) = 0 , we obtain the required result.
Adopting the concept of viscosity solution and a smoothing technique used in [4], it can
be shown that the supremum of the objective with respect to φ is achieved by the viscosity
solution of the HJB equation (7). As the solutions φ have possible jump discontinuities, we
define the viscosity solution of (7) in the following way.
Definition 3.5. Let t0 = 0 , tK+1 = T and K be the number of distinct values in τ , we
define intervals Ik := (tk, tk+1) such that
K⋃
k=0
Ik = (0, T ) \ τ
where tk < tk+1 for all k = 0, . . . ,K .
Definition 3.6 (Viscosity solution). We say that a solution φ is a viscosity subsolution
(resp,. supersolution) of
∂tφ+
m∑
i=1
λiGiδti + F
∗(∇xφ, 1
2
∇2xφ) = 0, (10)
if φ is a classical (continuous) viscosity subsolution (resp,. supersolution) of (10) in the
domain (tk, tk+1)× Rd for all k = 0, . . . ,K , and has jump discontinuities
φ(t+, x) = φ(t−, x)−
m∑
i=1
λiGi(x)1(t = ti) ∀(t, x) ∈ τ × Rd,
where 1 is the indicator function. We say that a solution φ is a viscosity solution of (10) if
φ is both a viscosity subsolution and a viscosity supersolution of (10).
7
Remark 3.7 (Comparison principle). The comparison principle still holds for viscosity so-
lutions of (10). Let u and v be a viscosity subsolution and a supersolution of the equation
(10), respectively. Consider the interval IK = (tK , tK+1) , we have u(T, x) = v(t, x) for all
x ∈ Rd . Then, by the comparison principle, we have u(t+K , x) ≤ v(t+K , x) for all x ∈ Rd . As
u and v have same size of jumps at {tK} × Rd , we get u(t−K , x) ≤ v(t−K , x) . After applying
this argument for all intervals Ik for k = 0, . . . ,K , we can conclude that
u(t, x) ≤ v(t, x) ∀(t, x) ∈
K⋃
k=0
Ik × Rd.
Also, u(0, x) ≤ v(0, x) for all x ∈ Rd .
Remark 3.8 (Existence and uniqueness). As a consequence of the comparison principle,
there exists a unique viscosity solution of (10). The uniqueness is a direct consequence of the
comparison principle. The existence can be obtained by the Perron’s method (see [8]) under
which the comparison principle is a key argument.
Corollary 3.9. The dual formulation is equivalent to
V = sup
λ∈Rm
m∑
i=1
λici −
∫
Rd
φ(0, x) dµ0, (11)
where φ is the viscosity solution to the HJB equation (10) with φ(T, x) = 0 for all x ∈ Rd .
Moreover, once the optimal φ has been found, the optimal (α, β) can be found by
(α, β) = ∇F ∗(∇xφ, 1
2
∇2xφ). (12)
Proof. Denote by ϕ a viscosity solution of the equation (10). By Remark 3.8, we know that
ϕ exists and it is unique. We divide the proof into two steps.
Step 1. Assuming that there exists a sequence of supersolutions of (10) converging to ϕ
pointwise, we can show that
V = sup
λ∈Rm
m∑
i=1
λici −
∫
Rd
ϕ(0, x) dµ0. (13)
Let v ∈ BV ([0, T ], C2b (Rd)) be a supersolution of (10), and v also satisfies (7). In Remark
3.7, we have shown that ϕ(0, x) ≤ v(0, x) for all x ∈ Rd , hence
m∑
i=1
λici −
∫
Rd
v(0, x) dµ0 ≤
m∑
i=1
λici −
∫
Rd
ϕ(0, x) dµ0. (14)
Under the assumption, we recover (13) by taking supremum with respect to v on both sides
of (14).
Step 2. We shall construct a sequence of supersolutions (of equation (10)) converging to ϕ
pointwise. This step can be proved by following a smoothing technique with a delicate argu-
ment used in [4]. The proof is beyond the scope of this paper, so we only give a sketch of the
proof here. First, we smooth the viscosity solution ϕ out in both time and space with a reg-
ular kernel. The smoothed solutions are denoted by ϕε and they are in BV ([0, T ], C
2
b (R
d)) .
By Jensen’s inequality, it can be shown that ϕε are supersolutions of equation (10). If we
send ε to 0 , supersolutions ϕε converges to the viscosity solution ϕ pointwise. The desired
sequence is constructed.
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4 Calibration
In this section, we illustrate our method by calibrating a Heston-like LSV model. This
method could also be easily extended to other LSV models. Under a risk-neutral measure,
the model has the following dynamics


dZt = (r − 12σ2(t, Zt, Vt)) dt+ σ(t, Zt, Vt) dWZt ,
dVt = κ(θ − Vt) dt+ ξ
√
Vt dW
V
t ,
dWZt dW
V
t = η(t, Zt, Vt) dt,
(15)
where Zt is the logarithm of the underlying stock price and r is the risk-free rate. The
parameters κ, θ, ξ have the same interpretation as those are in the Heston model. We as-
sume these parameters are given or obtained by calibrating a Heston model. Specifically, we
consider a local-stochastic correlation η ∈ [−1, 1] , the value of which depends on (t, Zt, Vt) .
Our objective is to calibrate σ(t, Z, V ) and η(t, Z, V ) so that all the market option prices
are exactly matched.
Remark 4.1. It should be noted that if the correlation η(t, Z, V ) is a constant and the
volatility σ(t, Z, V ) ≡
√
V , the LSV model reduces to a pure Heston model. Conversely, if
σ(t, Z, V ) is independent of variable V , the model is equivalent to a local volatility model.
Let the canonical process Xt be the vector of processes (Zt, Vt) with an initial distribution
of µ0 = (δZ0 , δV0) . We want to find a probability measure P ∈ P(µ0, τ, c, G) characterised
by (α, β) where
α =
[
(r − σ2/2)
κ(θ − V )
]
, β =
[
σ2 ηξ
√
V σ
ηξ
√
V σ ξ2V
]
, (16)
for the P-adapted processes σ and η . Specifically, we want X to be an (F,P)-semi-
martingale with the LSV dynamics (15). Given m European options with prices c ∈ Rm+ ,
maturities t ∈ (0, T ]m and discounted payoffs G = (G1, . . . , Gm) then Gi : R+ → R (e.g.,
Gi(Z) = e
−rti(eZ − K)+ for a call option with strike K ∈ R+ ). The calibration problem
can be formulated as
inf
P∈P(µ0,τ,c,G)
E
P
∫ T
0
F (t,Xt, α
P
t , β
P
t ) dt,
where F is any suitable convex cost function that forces (α, β) to take the form of (16).
One possible way to choose the cost function F is based on the idea of minimising each
element of the covariance matrix β to a reference value while keeping it to be in S2+ ; however,
this requires numerical optimisation to approximate the supremum in the PDE in (10), which
makes the calibration method very computationally expensive. To address this issue, we first
choose the correlation
η(t, Z, V ) = η¯
√
V /σ,
where η¯ is the constant correlation obtained by calibrating the pure Heston model. In this
case, β is positive semidefinite if and only if σ2 ≥ η¯2V .
Definition 4.2. A convex function is defined as H : R× R+ × R→ R , such that
H(x, x¯, s) :=
{
a(x−s
x¯−s
)1+p + b(x−s
x¯−s
)1−p + c if x > s and x¯ > s,
+∞ otherwise.
the parameter p is a constant greater than 1, and a, b, c are constants determined to minimise
the function at x = x¯ with minH = 0 .
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Figure 1: The plot of H(x, x¯, s) for given x¯ and s.
For a given x¯ > s , H is convex in x and minimised by x¯ . A finite value of H can only
be obtained by x > s . A visualisation of H is given in Figure 1. Next, the cost function can
be defined in the following way.
Definition 4.3. The cost function F : R× R× R× R2 × S2 → R is defined as
F (t, Z, V, α, β) :=
{
H(β11, V, η¯
2V ) if (α, β) ∈ Γ,
+∞ otherwise,
where the convex set Γ is defined as
Γ := {(α, β) ∈ R2 × S2 | α1 = r − β211/2, α2 = κ(θ − V ), β12 = β21 = η¯ξV, β22 = ξ2V }.
Remark 4.4. The function H penalises deviations of the LSV model from a pure Heston
model by choosing x¯ = V (see Remark 4.1). This approach seeks to retain the attractive
features of the Heston model while still matching all the market option prices. We also set
s = η¯2V to ensure that β remains positive semidefinite. The set Γ forces the semi-martingale
Xt to be consistent with the LSV dynamics (15).
Adopting the arguments set out in Section 3, the equivalent PDE dual formulation can
be easily derived. The problem is reduced to maximise
V = sup
λ∈Rm
J(λ) := sup
λ∈Rm
m∑
i=1
λici − φ(0, Z0, V0), (17)
where φ provides the viscosity solution to the PDE
∂tφ+
m∑
i=1
λiGiδti + sup
β11
{
(r − 1
2
β11)∂Zφ+ κ(θ − V )∂V φ+ η¯ξV ∂ZV φ
+
1
2
β11∂ZZφ+
1
2
ξ2V ∂V V φ−H(β11, V, η¯2V )
}
= 0,
(18)
with a terminal condition φ(T, ·) = 0 . It should be noted that the supremum part in the
PDE is only F ∗ . An optimisation algorithm can be used to find optimal λ ∈ Rm . This
process can be further aided by numerically computing the gradients in the following way.
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Lemma 4.5. The gradients of the objective with respect to λ can be formulated as, for
i = 1, . . . ,m
∂λiJ(λ) = ci − EP0,Z0Gi(Zti). (19)
The conditional expectation term represents the LSV model price at current optimisation
iteration.
Proof. Consider that the perturbation φ+ εφ′ satisfies (18). Differentiating yields
∂tφ
′ + (r − 1
2
σ2)∂Zφ
′ + κ(θ − V )∂V φ′ + η¯ξV ∂ZV φ′ + 1
2
σ2∂ZZφ
′ +
1
2
ξ2V ∂V V φ
′ = 0, (20)
where σ2 is the optimal β11 that achieves the supremum in (18). If φ
′ is ∂λiφ , the backward
PDE (20) admits the boundary condition φ′(ti, ·) = Gi . Then, the Feynman-Kac formula
(see [26, Theorem 7.6]) gives that the solution of (20) at t = 0 can be written as
φ′(0, Z0, V0) = E
P
0,Z0Gi(Zti).
Differentiating J(λ) with respect to λi completes the proof.
This gradient provides a nice interpretation in terms of matching the market prices and
LSV model prices at each optimisation iteration. Once the optimal (φ, λ) has been found,
the optimal volatility σ2 can be recovered from the supremum, which is equivalent to solving
(∂ZZφ− ∂Zφ)/2 = ∂σ2H(σ2, V, η¯2V ). (21)
4.1 Numerical method
Inspired by [2], we propose a numerical method for the dual formulation. First, we restrict
ourselves to a computational space Q := [Zmin, Zmax]× [Vmin, Vmax] . The space Q should
be sufficiently large to enable the density to vanish at the boundary. Second, we consider a
uniform mesh for the time variable t ∈ [0, T ] with step size ∆t . Thus
tk = k∆t, ∀k = 0, . . . , Nt,
where Nt = T/∆t ∈ N .
Given λ ∈ Rm , the PDE (18) can be solved by the ADI finite difference method (see
[23]). At each time step t = tk , we solve the supremum in (18) explicitly. In other words,
we approximate the optimal σtk by solving (21) with φtk+1 , in which the equation (21) can
be solved either numerically or analytically. Then, if tk equals to the maturity of any input
options, we incorporate the discontinuity into φtk+1 with jump size
∑m
i=1 λiGiδti(tk) .
We set an initial λ = λ0 . We solve (18) to determine φ0 and the optimal σ
2 . Next, the
objective V is maximised by an optimisation algorithm over λ ∈ Rm with gradient (19). We
measure the optimality by the uniform norm of the gradient. To create some tolerance, the
algorithm terminates when it meets the stopping criteria
‖∂λJ(λ)‖∞ ≤ ǫ,
for some tolerance ǫ .
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Algorithm 1: LSV calibration
Data: m European claims
Result: A volatility function σ(t, Z, V ) that matches all claims
1 Set an initial λ = λ0 ;
2 do
3 for k = Nt − 1, Nt − 1, . . . , 0 do
4 if tk is equal to the maturity of any input option. then
5 φtk+1 ← φtk+1 +
∑m
i=1 λiGiδti(tk + 1) ;
6 end
7 Solve (21) to approximate the optimal σ2tk by φtk+1 ;
8 Solve the PDE (18) using the ADI method at t = tk ;
9 end
10 Solve (20) to calculate the model prices by ADI method;
11 Calculate the gradient ∂λJ(λ) by (19);
12 Update λ by an optimisation algorithm;
13 while ‖∂λJ(λ)‖∞ > ǫ ;
4.2 Numerical examples
With simulated data, we provide two numerical examples to demonstrate the calibration
results. In both examples, the LSV model is calibrated to a finite number of European call
options generated by a Heston model with given parameters. The interest rate is set at
r = 0.05 and a time interval of [0, 1] is chosen. Given that Z0 = ln 100 and V0 = 0.04 for
both models, we set the computational domain to Q = [Z0 − 4
√
V0, Z0 + 4
√
V0] × [0, 0.5] .
The discretisation contains 101 nodes in t direction and 51 nodes in Z and V directions.
European call option prices are generated for all strikes K ∈ [Z0 − 1.4
√
V0, Z0 + 1.4
√
V0] at
maturities T ∈ [0.2, 0.4, 0.6, 0.8, 1.0] . The Douglas ADI scheme (introduced in [10]) is used
to solve the PDE. Notebly, we choose a cost function of p = 4 .
4.2.1 Example 1
In this example, the same set of parameters (κ, θ, ξ, η¯) are used for both the LSV model
and the Heston model. This example represents a trivial case, as we know that the optimal
analytical solution is σ2(t, Z, V ) = V and η(t, Z, V ) = η¯ . By setting the tolerance to
ǫ = 10−6 , we obtain the expected results (see Figure 2).
4.2.2 Example 2
κ θ ξ η¯
Heston 2.0 0.09 0.10 -0.6
LSV 0.5 0.04 0.16 -0.4
Table 1: The Heston parameters for the Heston model and the LSV model
In this example, we give different Heston parameters to the LSV model and the Heston
model (see Table 1). We set the tolerance ǫ to 10−4 . Figures 2 and 3 represent visualisations
of the volatility function σ2(t, Z, V ) and the correlation function η(t, Z, V ) , respectively.
Figure 5 shows the implied volatility of the input and the model generated options. A subset
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Figure 2: The volatility function σ2(t, Z, V ) for Example 1.
of their values is also given in Table 2. We can see that all the implied volatilities are exactly
matched.
5 Conclusion
The aim of this paper was twofold. First, this paper sought to show the duality theorem
could be applied to the optimal transport problem with discrete constraints. Second, this
paper sought to introduce a new approach for the calibration of LSV models. Enjoying the
benefit of discrete constraints, our method does not require any form of interpolation. In this
paper, we used simulated data to provide two numerical examples. In both examples, the
algorithm converged in a reasonable time and all of the input option prices exactly matched
the model generated option prices. When we calibrated the model to options with payoffs
that were not differentiable everywhere and without knowledge of the prices for all of the
strikes, we observed spikes in the volatility surface. Such spikes can be smoothed out by
using a smooth payoff function or by setting the reference volatility value to the optimal σ2
after the calibration process and repeating it for a few iterations. In future research, we will
attempt to extend the calibration by path-dependent constraint or incorporate mean-field
interactions into the calibration problem.
A Appendix
In this section, we prove that the Fenchel–Rockafellar duality theorem (of this particular
case) can be extended to the non-compact space Λ = [0, T ]× Rd . It should be noted that a
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Figure 3: The volatility function σ2(t, Z, V ) for Example 2.
similar argument was put forward in [35, Appendix 1.3].
Lemma A.1. If the convex conjugates Φ∗ : Cb(Λ,X )∗ → R and Ψ∗ : Cb(Λ,X )∗ → R are
defined as
Φ∗(ρ,A,B) = sup
(r,a,b)∈Cb(Λ,X )
{∫
Λ
r dρ+ a · dA+ b : dB ; r + F ∗(a, b) ≤ 0
}
,
Ψ∗(ρ,A,B) = sup
(r,a,b)∈Cb(Λ,X )
{∫
Λ
r (dρ− dρ¯) + a · (dA− dA¯) + b : (dB − dB¯) ;
(r, a, b) is represented by some (φ, λ) ∈ BV ([0, T ], C2b (Rd))× Rm
}
.
Then,
inf
(ρ,A,B)∈Cb(Λ,X )∗
(Φ∗ +Ψ∗)(ρ,A,B) = inf
(ρ,A,B)∈M(Λ,X )
(Φ∗ +Ψ∗)(ρ,A,B).
Proof. It is clear that (ρ,A,B) are in Cb(Λ,X )∗ which strictly contains M(Λ,X ) . Let C0(Λ)
be the space of continuous functions on Λ that vanish at infinity. We can decompose ρ =
ρ˜+δρ such that ρ˜ ∈M(Λ,R) and ∫Λ φdδρ = 0 for any φ ∈ C0(Λ,R) , and do the same for A
and B . Based on the fact that Ψ∗ has a value of 0 if (ρ,A,B) = (ρ¯, A¯, B¯) or +∞ otherwise,
whenever Ψ∗ is finite, it is equal to 0 for all (r, a, b) ∈ Cb(Λ,X ) represented by some (φ, λ) .
As Ψ∗ is linear in (r, a, b) , it also has a value of 0 for all (r, a, b) ∈ C0(Λ,X ) ⊆ Cb(Λ,X )
represented by (φ, λ) . Thus, the value of Ψ∗ does not change when (ρ,A,B) is replaced by
(ρ˜, A˜, B˜) .
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Figure 4: The correlation function η(t, Z, V ) for Example 2.
In relation to Φ∗ , its value reduces when the supremum is restricted to (r, a, b) ∈
C0(Λ,X ) . Thus,
Φ∗(ρ,A,B) ≥ sup
(r,a,b)∈C0(Λ,X )
{∫
Λ
r dρ+ a · dA+ b : dB ; r + F ∗(a, b) ≤ 0
}
,
= sup
(r,a,b)∈C0(Λ,X )
{∫
Λ
r dρ˜+ a · dA˜+ b : dB˜ ; r + F ∗(a, b) ≤ 0
}
.
Let ζn ∈ C0(Λ) be a sequence of cutoff functions with 0 ≤ ζn ≤ 1 on Λ and ζn → 1 as
n→∞ . The existence of the sequence (ζn) is a direct consequence of Urysohn’s lemma (see
[31, Lemma 2.12]). Then, for any (r, a, b) ∈ Cb(Λ,X ) , we have (rn, an, bn) := (rζn, aζn, bζn) ∈
C0(Λ,X ) and we can write
Φ∗(ρ˜, A˜, B˜) = lim
n→∞
sup
(rn,an,bn)∈C0(Λ,X )
{∫
Λ
rn dρ+ an · dA+ bn : dB ; rn + F ∗(an, bn) ≤ 0
}
≤ Φ∗(ρ,A,B).
Thus,
inf
(ρ,A,B)∈Cb(Λ,X )∗
(Φ∗ +Ψ∗)(ρ,A,B) ≥ inf
(ρ,A,B)∈M(Λ,X )
(Φ∗ +Ψ∗)(ρ,A,B).
The converse of the above inequality is obvious, because M(Λ,X ) is a subset of Cb(Λ,X )∗ .
This completes the proof.
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Figure 5: The input and the model generated IV for Example 2.
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