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Abstract
This paper examines a class of singular stochastic control problems with convex objective func-
tions. In Section 2, we use tools from convex analysis to derive necessary and sufficient first order
conditions for this class of optimisation problems. The main result of this paper is Theorem 9 which
uses results from optimal stopping to establish the link between singular stochastic control and Git-
tin’s index without the need to appeal to the representation result in [5]. In sections 3-5 we assume
the singular control problem is driven by a Le´vy process. Expressions for the Gittin’s index are de-
rived in terms of the Wiener-Hopf factorisation. This allows us to broaden the class of parameterised
optimal stopping problems with explicit solutions examined in [6] and derive explicit solutions to the
singular control problems studied in Section 2. In Section 4, we apply our results to the ‘monotone
follower’ problem which originates in [7] and [28]. In Section 5, we apply our results to an irreversible
investment problem which has been studied in [9], [35] and [40].
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1 Introduction
This paper aims to characterise the solution to the following singular control problem
inf
θ∈A
Ex
[∫ ∞
0
c (t,Xt, θt) e
−rt dt+
∫ ∞
0
kte
−rt dθt
]
, (1.1)
where A contains all increasing ca`dla`g processes, the cost function c(t, x, θ) is convex in θ and both the
intervention cost process (kt)t≥0 and the state process (Xt)t≥0 do not depend on the control (θt)t≥0. The
assumptions used in the rest of this paper are discussed in detail later in this section.
This problem is similar, but more general than the ‘monotone follower’ problem studied in [7], [28], [29]
and [32] as the cost function need not have the form c(t, x, θ) = c(t, x − θ). In particular, this class of
problems contains as special cases an irreversible investment problem (see [9], [15], [35], [38] and [39]).
When (Xt)t≥0 and (kt)t≥0 are Markov processes, the typical approach to solving problems of this type is
to use variational inequalities (see [22] and the references therein for the general theory). More generally,
reflected BSDEs may be used to characterise the solution on a finite time horizon (see [24] and [25]).
More recently, this problem has been studied for more general state processes and/or subject to additional
constraints in [3], [21] and [40]. These later results rely heavily on the representation result introduced
in [5].
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In Section 2, we use results from convex analysis (in particular [18]) to derive first order conditions
for this class of optimisation problems. These first order conditions are both necessary and sufficient, and
are shown to imply the sufficient condition derived in [3]. In particular, our first order conditions are a
generalisation of the ‘Maximum principle’ introduced in [13] for singular control problems driven by linear
diffusions. On a finite time horizon, a ‘Maximum principle’ has also been derived for more general singular
control problems driven by diffusions in [2]. Historically, there appears to have been less interest in this
approach than via the associated PDEs. Potentially, this is because characterising a control satisfying
the maximum principle’s conditions is often not much easier than solving the original problem. Although
they did not refer to these first order conditions as a maximum principle, a control satisfying these first
order conditions has been characterised in [3] and [40] using the representation result introduced in [5].
In fact, a connection between the representation and singular control problems is not entirely sur-
prising, as the former is derived using a family optimal stopping problems and it is well-known that
singular control and optimal stopping are intimately related (see for example [32], [8], [10] and the
references therein). In particular, this representation result appeals to the existence of a representing
process (referred to as a ‘signal process’ in [4], [6], [14], [21], [40] and [42]) which is a continuous time
version of Gittin’s index. The Gittin’s index has its origins in dynamic allocation problems (see for ex-
ample [23], [19], [30], [34]) where it is used to study the continuation region of a parameterised family of
optimal stopping problems. To the best of the authors knowledge, this connection has not been exploited
to provide additional examples of the representation result in [5] except in [14] where in a finite time
setting the Gittin’s index is expressed in terms of the free-boundary of an associated stopping problem.
With this in mind, the main result of this paper is Theorem 9 which uses only results from the general
theory of optimal stopping to show that the control satisfying the conditions of the maximum principle
coincides with the Gittin’s index of an associated optimal stopping problem. In particular, we use neither
the representation introduced in [5] nor any other similar results. This result has some similarities with
the connection between optimal stopping games and bounded variation control in [33]. However, the case
of a strictly increasing/decreasing control is not covered by their assumptions and furthermore, we are
able to derive additional properties of the entire path of the optimal control.
The results in Section 2 hold under quite general conditions on the state process and intervention
costs similar to the ‘non-Markovian’ framework used in [3] and [33]. However, the results in Section 2
do require that the running costs depend only on the current value of the control and not the entire
path, which differs from the typical approach taken with diffusions (compare with for example [14]). In
Sections 3-5 we focus on the case that the state process is a Le´vy process. In Section 3, we introduce a
parameterised set of stopping problems of the type
v(x, c) = inf
τ≥0
Ex
[∫ τ
0
g(Xt)e
−rt dt+ c e−rτ
]
,
where c ∈ R and g is a monotone function. The Gittin’s Index associated with this problem is the smallest
parameter such that it is optimal to stop immediately, i.e.
c∗(x) = inf{c ∈ R | v(x, c) = c}.
This family of optimal stopping problems has classically been used to solve dynamic allocation problems
(see for example [19], [30], [34]) and more recently received independent attention (see for example [4],
[6], [20], [42]).
We derive explicit expression for the Gittin’s index in terms of the Wiener-Hopf factorisation. This
expression allows us to derive explicit examples of the representation studied in [5]. These allow us to
use the results from [6] to derive expressions for the value function of these optimal stopping problems,
significantly extending the class of explicit examples provided in [6] and [42]. It is perhaps interesting
to note that the Gittin’s index coincides with the so-called ‘EPV’ operators studied in [11] and [12].
Hence [11] and [12] provide a wealth of additional problems where the Gittin’s index plays a role.
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Due to the results in Section 2, there is a one-to-one correspondence between the explicit solutions to
the stopping problems derived in Section 3 and the optimal control problem introduced in the remainder
of this section. In Sections 4 and 5 we examine two examples in more detail. Section 4 focuses on the
‘monotone follower’ problem which originates in the study of controlling the orbit of a satellite (see [7]
and [29]). In this example, the running cost has an additive form where c(t, x, θ) = c(t, x−θ). A monotone
follower example features in [3] where a guess and verify technique is used to examine the case where
c(x, x− θ) = (x− θ)2/2 and (Xt)t≥0 is a Brownian motion. We are able to deal with any strictly convex
c and provide a very straightforward representation in the quadratic case.
The second application we examine is an irreversible investment problem. Here the running cost
function takes a multiplicative form, i.e. c(t, x, θ) = p(θ)q(t, x) where p is a convex function and for each
t ≥ 0 the function x 7→ q(t, x) is monotone. This problem is studied in [9] and has been generalised in [35]
and [40], where the economics behind this problem is discussed at more length. We are able to provide
explicit examples which extend beyond the ‘Cobb-Douglas’ costs example discussed in [40]. In particular,
we are not restricted to the case that the intervention costs are deterministic.
To summarise, the rest of this section introduces the framework that we use throughout. In Section 2
we derive first order conditions which are shown to be satisfied by a Gittin’s index process. In Section 3 we
derive explicit expressions for this Gittin’s index and use it to solve a class of optimal stopping problems.
Finally, in Sections 4-5 we apply these results to gain explicit expressions for the optimal control in two
structurally different examples.
Consider a set of filtered probability spaces (Ω,F ,F, (Px)x∈R) and let X = (Xt)t≥0 denote a Le´vy
process which has X0 = x ∈ R under Px and is adapted to F. The results in Section 2 do not rely on the
fact that X is a Le´vy process and apply more generally, however, in Sections 3-5 specific properties of
Le´vy processes are used. Take r > 0 to be a deterministic interest rate.
Definition 1. A singular control θ is an increasing, adapted ca`dla`g process such that∥∥∥∥∫ ∞
0
e−rt dθt
∥∥∥∥
L2(Px)
<∞
and θ0− = 0. The set of all singular controls is denoted by A.
Each singular control θ ∈ A incurs an intervention cost k = (kt)t≥0 and a running cost described by a
deterministic function (t, x, θ) 7→ c(t, x, θ). These costs satisfy the following assumptions.
Assumptions.
1) The process k = (kt)t≥0 is a positive ca`dla`g process which satisfies
Ex
[
sup
t≥0
|kt|2
]
< +∞.
2) For each (t, x) ∈ R+ × R the running cost function θ 7→ c(t, x, θ) has a continuous and strictly
increasing first derivative with respect to θ, denoted cθ(t, x, θ). It is assumed that this derivative is
bounded uniformly in t and x.
3) There exists y ∈ R+ such that for all x ∈ R
Ex
[∫ ∞
0
c(t,Xt, y)e
−rt dt
]
< +∞.
4) The indirect cost function C : R+ × R× R+ → R is defined using
C(t, x, k) = inf
z≥0
(c(t, x, z) + rkz) (1.2)
and it is assumed that
Ex
[∫ ∞
0
C(t,Xt, kt)e
−rt dt
]
> −∞.
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The total expected cost resulting from choosing the singular control θ ∈ A is determined by the
functional J : A → R ∪ {+∞} defined as
J(θ) = Ex
[∫ ∞
0
c (t,Xt, θt) e
−rt dt+
∫ ∞
0
kt−e−rt dθt
]
. (1.3)
Throughout the rest of this paper, we are interested in solving the following optimisation problem
inf
θ∈A
J (θ) . (1.4)
The expression for J in (1.3) suggests a natural domain of controls θ to consider would be those such that∫∞
0
e−rtdθt is in L1(Px) rather than in L2(Px) as is imposed in Definition 1. However the tools used in
this paper require this stronger condition, for instance to ensure that the Gaˆteaux differential of J exists
(see Definition 3 and Proposition 4).
As in [3], the positivity of the intervention costs k can be relaxed to bounded from below without any
significant change to the subsequent results. Assumptions 1 and 3 ensure that the effective domain of J is
non-empty as there exists y ∈ R such that J (θy) < +∞ where θyt = y for all t ≥ 0. Assumption 2 states
that for each (t, x) ∈ R+×R the function θ 7→ c(t, x, θ) is convex and consequently the objective function
(1.3) is convex. The assumption that the derivative of θ 7→ c(t, x, θ) is bounded is imposed for technical
convenience in Section 2. In the most prominent examples this does not hold, but it is straightforward to
remove this assumption (see the proof of Theorem 15 in Section 4).
Assumption 4 differs from assumption (iv) in [3] in order to allow for running cost functions which
are monotone, but still ensures that J is bounded from below. To see this fix an arbitrary θ ∈ A and
observe that the objective function (1.3) satisfies
J(θ) ≥ Ex
[∫ ∞
0
c(t,Xt, θt)e
−rt dt+
∫ ∞
0
rktθte
−rt dt−
∫ ∞
0
rktθte
−rt dt
]
≥ Ex
[∫ ∞
0
C(t,Xt, kt)e
−rt dt
]
− Ex
[∫ ∞
0
rktθte
−rt dt
]
.
The first term is greater than −∞ due to Assumption 4. The second term satisfies
Ex
[∫ ∞
0
ktθtre
−rt dt
]
≤ Ex
[
sup
t≥0
|kt|
∫ ∞
0
θtre
−rt dt
]
≤ Ex
[
sup
t≥0
|kt|
∫ ∞
0
e−rt dθt
]
≤
∥∥∥∥sup
t≥0
|kt|
∥∥∥∥
L2(Px)
∥∥∥∥∫ ∞
0
e−rt θt
∥∥∥∥
L2(Px)
which is finite due to Assumption 1. Hence, these assumptions ensure that (1.4) is finite.
Remark 2. The use of ca`dla`g rather than predictable controls allows the first order conditions derived
in Theorem 6 to be slightly stronger than the conditions derived in [13]. This is because by choosing a
ca`dla`g control, it is possible to prevent the Le´vy process X from leaving a certain region of the state space:
when X jumps out of the region the control can immediately act to ‘push’ the process back so that the
net effect is the controlled process never leaves the region. It could be argued that from the perspective of
applications this is not really possible: the jump of X has to observed first before action can be taken.
Taking this perspective means that only predictable controls are viable. When the intervention cost process
is continuous this poses no additional complication as the left continuous version (θt−)t≥0 of any control
is predictable and yields the same payoff.
2 Maximum principle
In this section we derive first order conditions for optimality in the singular control problem (1.4) where
the objective function J is as defined in (1.3). These first order conditions are similar to those for one-
dimensional linear diffusions derived in [13]. Firstly it will be shown that J is Gaˆteaux differentiable.
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Secondly, we use a result from convex analysis to derive first order conditions for optimality involving
the Gaˆteuax differential of J . These conditions are linked to the first order conditions derived in [3].
Let R2 denote the vector space of all ca`dla`g adapted processes Z equipped with the norm
‖Z‖R2 =
∥∥∥∥sup
t≥0
|Zt|
∥∥∥∥
L2(Px)
<∞.
Let V ⊂ R2 denote the space of all processes A which can be decomposed as A = A+ +A− where A± are
processes of integrable variation, A− is predictable with A−0 = 0, A
+ is optional and purely discontinuous
with no jump at infinity and ∫
(0,∞]
|dA−t |+
∫
[0,∞)
|dA+t | ∈ L2(Px).
Definition 1 states that a singular control θ ∈ A is a positive increasing process which is locally in V.
Associate with each θ ∈ A a process Aθ defined using dAθt = e−rt dθt for all t ≥ 0. Due to Definition 1
for each θ ∈ A, Aθ is a positive and increasing element of V.
Define a bilinear mapping B : R2 ×A → R using
B(Z, θ) = Ex
[∫ ∞
0
Zte
−rt dθt
]
. (2.5)
It has been shown in [17] VII.3 Theorem 65 that all of the continuous linear functionals on R2 can be
represented in the form
〈Z,A〉 = Ex
[∫
(0,∞]
Zt− dA−t +
∫
[0,∞)
Zt dA
+
t
]
(2.6)
where A± satisfy the assumptions outlined above. Note that B(Z, θ) = 〈Z,Aθ〉 but not all of the linear
operators on R2 can be written in this way. This bilinear mapping can be extended to allow that Z is
only locally in R2 in the obvious manner, if it is allowed to take the values ±∞.
We use the following definition of Gaˆteaux differentiability on vector spaces which is from [43] III.5.1.
Definition 3. Let X be a normed vector space and take F : X → R∪{±∞}. When it exists the (possibly
infinite) limit
lim
λ↓0
F (u+ λv)− F (u)
λ
is referred to as the directional derivative of F at u in the direction v. The functional F is Gaˆteaux
differentiable at u ∈ X when |F (u)| <∞ and there exists a continuous linear functional DF (u) : X → R
such that
lim
λ↓0
F (u+ λv)− F (u)
λ
= DF (u)(v)
for all v ∈ X such that this limit is finite. The functional DF (u) is referred to as the Gaˆteaux differential
of F at u.
The next proposition provides a condition under which the objective functional J is Gaˆteaux differ-
entiable on the set A introduced in Definition 1. Within the class of control problems studied in this
paper, this Gaˆteaux differential coincides with the subgradient process used in [3]. A convex combination
of singular controls is taken by setting
θλ = (1− λ)θ + λη (2.7)
for any θ, η ∈ A and λ ∈ [0, 1]. The objective functional J defined in (1.3) is extended onto the processes
which are locally in R2 (denoted R2loc) by setting J(η) = +∞ for η ∈ R2loc \ A.
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Proposition 4. Take θ ∈ A such that J(θ) < ∞ then for all η ∈ A the objective function J has a
directional derivative in the direction η − θ ∈ V at θ ∈ A given by
lim
λ↓0
J(θλ)− J(θ)
λ
= Ex
[∫ ∞
0
(kt + p
θ
t )e
−rt d(ηt − θt)
]
,
where for each s ≥ 0
pθs = Ex
[∫ ∞
s
cθ(u,Xu, θu)e
−r(u−s) du
∣∣∣∣ Fs] . (2.8)
In particular, J is Gaˆteaux differentiable at θ with Gaˆteaux differential DJ(θ)(·) := B(k + pθ, ·).
Proof. The convexity of η 7→ c(t, x, η) implies that
Ex
[∫ ∞
0
cθ(t,Xt, θt)(ηt − θt)e−rt dt
]
≤ 1
λ
Ex
[∫ ∞
0
(c(t,Xt, θ
λ
t )− c(t,Xt, θt))e−rt dt
]
≤ Ex
[∫ ∞
0
cθ(t,Xt, θ
λ
t )(ηt − θt)e−rt dt
]
.
Using Assumption 2 and that θ, η ∈ A we can apply the dominated convergence theorem to derive that
lim
λ↓0
1
λ
Ex
[∫ ∞
0
(c(t,Xt, θ
λ
t )− c(t,Xt, θt))e−rt dt
]
= Ex
[∫ ∞
0
cθ(t,Xt, θt)(ηt − θt)e−rt dt
]
.
Applying Fubini’s Theorem yields
Ex
[∫ ∞
0
cθ(t,Xt, θt)
∫ t
0
d(ηs − θs)e−rt dt
]
= Ex
[∫ ∞
0
∫ ∞
s
cθ(t,Xt, θt)e
−rt dt d(ηs − θs)
]
= Ex
[∫ ∞
0
pθse
−rs d(ηs − θs)
]
where for the second equality [27] Theorem 1.33 has been used. Observe that it follows from the definition
of θλ that
lim
λ↓0
J(θλ)− J(θ)
λ
= Ex
[∫ ∞
0
pθse
−rs d(ηs − θs)
]
+ lim
λ↓0
1
λ
Ex
[∫ ∞
0
kse
−rs d(θλs − θs)
]
= Ex
[∫ ∞
0
(pθs + ks)e
−rs d(ηs − θs)
]
.
Under Assumption 2, pθ ∈ R2 so it follows from Assumption 1 that
B(k + pθ, η − θ) ≤ (‖k‖R2 + ‖pθ‖R2)
(∥∥∥∥∫ ∞
0
e−rt dηt
∥∥∥∥
L2(Px)
+
∥∥∥∥∫ ∞
0
e−rt dθt
∥∥∥∥
L2(Px)
)
illustrating that when η, θ ∈ A the directional derivative is a bounded (and hence continuous) linear
functional as required.
It is a consequence of the convexity of J that
J(η)− J(θ) = λJ(η) + (1− λ)J(θ)− J(θ)
λ
≥ J(θ
λ)− J(θ)
λ
.
for all λ ∈ [0, 1]. Thus, Proposition 4 shows that the directional derivative of J at θ in the direction η− θ
is a ‘subgradient’ of the objective functional in the sense that
J(η)− J(θ) ≥ Ex
[∫ ∞
0
(kt + p
θ
t )e
−rt d(ηt − θt)
]
6
for all η ∈ A. When J is Gaˆteaux differentiable at θ this subgradient is unique according to [18] Proposition
1.5.3. With a minor abuse of terminology, the process DJ(θ) = (DJ(θ)t)t≥0 defined usingDJ(θ)t = kt+pθt
for all t ≥ 0 will be referred to as the subgradient process associated with J as the subgradient of J in
an arbitrary direction can be identified using this subgradient process. The next result is part of [18]
Proposition 2.2.1 and states a very simple necessary and sufficient condition for optimality.
Proposition 5. The following two statements are equivalent:
(1) θ∗ ∈ A attains the infimum in (1.4);
(2) For all η ∈ A such that |J(η)| <∞ we have
Ex
[∫ ∞
0
DJ(θ∗)te−rt d(ηt − θ∗t )
]
≥ 0. (2.9)
Proof. First assume that θ∗ attains the infimum in (1.4). Then J(θ∗) ≤ J((1− λ)θ∗ + λη) for all η ∈ A
and all λ ∈ [0, 1]. In particular,
J(θ∗ + λ(η − θ∗))− J(θ∗)
λ
≥ 0
for all η ∈ A, hence taking the limit as λ ↓ 0 shows that it follows from Propostion 4 that (1) ⇒ (2).
Next suppose that (2) holds then due to the convexity of J
0 ≤ Ex
[∫ ∞
0
DJ(θ∗)te−rt d(ηt − θ∗t )
]
≤ λJ(η) + (1− λ)J(θ
∗)− J(θ∗)
λ
= J(η)− J(θ∗).
and hence (2)⇒ (1).
Condition (2.9) may be interpreted as stating that there is no direction in which an incremental
change in θ∗ can be made which results in a lower payoff and hence θ∗ is a local minimum. Since J is
convex, this local minimum θ∗ satisfying (2.9) is a global minimum. The next result is the provides first
order conditions for for the minimimsation problem (1.4) and is a generalisation of [2] Theorem 7 and [13]
Theorem 4.2 to our setting.
Theorem 6. The control θ∗ ∈ A is optimal for the singular stochastic control problem (1.4) if and only
if
DJ(θ∗)t ≥ 0 ∀ t ≥ 0 Px-a.s. (2.10)
and
Ex
[∫ ∞
0
DJ(θ∗)t−e−rt dθ∗t
]
= 0. (2.11)
Proof. Assume that (2.10) and (2.11) hold, then for an arbitrary η such that J(η) <∞ we have
B(DJ(θ∗), η − θ∗) = B(DJ(θ∗), η)−B(DJ(θ∗), θ∗) = B(DJ(θ∗), η) ≥ 0
which is (2.9). Hence it follows from Proposition 5 that (2.10) and (2.11) imply that θ∗ attains the
infimum in (1.4).
Now suppose that θ∗ is optimal, it was shown in Proposition 5 that the optimal control θ∗ satisfies
(2.9). Consider a singular control ϕ, defined via dϕt = I[DJ(θ∗)t−<0] dθ∗t . For this particular control, (2.9)
implies that
0 ≤ B(DJ(θ∗), ϕ− θ∗) = B(−DJ(θ∗)I[DJ(θ∗)≥0], θ∗).
To avoid a contradiction the right-hand side must be equal to zero, from which we deduce that
B(DJ(θ∗)+, θ∗) = 0. (2.12)
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Consider another singular control ν defined using dνt = dθ
∗
t + I[DJ(θ∗)t−<0] dt. For this control, (2.9)
implies that
0 ≤ B(DJ(θ∗), ν − θ∗) = Ex
[∫ ∞
0
DJ(θ∗)t−I[DJ(θ∗)t<0]e
−rt dt
]
and to avoid a contradiction DJ(θ∗)t ≥ 0 for almost every t ≥ 0.
Let Λ := {t ≥ 0 |DJ(θ∗)−t > 0} and for any θ ∈ A suppose that θ̂ satisfies dθ̂t = IΛ(t) dθt. This
construction ensures that B(DJ(θ∗)+, θ̂) = 0. Consequently, combining (2.9) and (2.12) yields
0 ≤ B(DJ(θ∗)+ −DJ(θ∗)−, θ̂ − θ∗) = B(DJ(θ∗)−, θ∗ − θ̂). (2.13)
Take φ̂ ∈ A such that Px(
∫∞
0
IΛ(t) d(φ̂t − θ∗t ) > 0) = 1. For this particular φ̂ ∈ A
B(DJ(θ∗)−, θ∗ − φ̂) = −B(DJ(θ∗)−IΛ, θ∗ − φ̂) < 0 (2.14)
which contradicts (2.13) unless DJ(θ∗)−t = 0 Px-a.s. Hence thia proves that if θ
∗ is optimal then (2.10)
follows. Furthermore, this observation combined with (2.12) implies that (2.11) holds.
The conditions in the previous theorem are stronger than the conditions found in [13] because here the
singular controls are ca`dla`g processes rather than predictable therefore the optimal subgradient process
may not jump into the negative half-plane as θ∗ may immediately adjust to prevent this.
Remark 7. The Gaˆteaux differential DJ(θ)t = kt + p
θ
t can be interpreted as the marginal cost of an
increase in the control θ at time t ≥ 0. A small increase in θt will incur intervention cost kt and have a
marginal impact on all of the future running costs, namely pθt . When DJ(θ)t > 0 the intervention costs
exceed the marginal benefits of increasing θt which suggests that a smaller total cost can be achieved by
leaving θt at its current level. Similarly when DJ(θ)t ≤ 0 the intervention costs are less than the marginal
benefits of increasing θt which suggests that smaller total cost can be achieved by making a small increase
in θt. Condition (2.10) tells us that the optimal control ensures that we never enter the region where the
marginal benefit of increasing θ∗ exceeds the intervention costs. Moreover, condition (2.11) tells us that
θ∗ is the smallest control which satisfies (2.10).
The next corollary shows that Theorem 6 contains as a special case [3] Theorem 2.2 with no upper
limit on the amount of control that can be used.
Corollary 8. The optimal control θ∗ ∈ A for the singular stochastic control problem (1.4) is such that
θ∗ is flat-off the set
{t ≥ 0 |DJ(θ∗)t = S(θ∗)t }
where the process S(θ∗) is the ‘Snell envelope’ of the optimal subgradient process DJ(θ∗), i.e.
S(θ∗)τ = ess inf
σ≥τ
Ex
[
DJ(θ∗)σe−r(σ−τ)
∣∣∣ Fτ] (2.15)
for all stopping times τ .
Proof. It follows from the definition (2.8) and Assumption 1 that
lim
t→∞ e
−rtDJ(θ∗)t = lim
t→∞ e
−rtpθ
∗
t + lim
t→∞ kte
−rt = 0.
Hence, S(θ∗)τ ≤ Ex
[
limt→+∞DJ(θ∗)te−r(t−τ)
∣∣ Fτ ] = 0 for any finite stopping time τ so the Snell
envelope takes values in (−∞, 0]. As θ∗ is optimal it follows from (2.10) that DJ(θ∗)σ ≥ 0 for all σ ≥ τ .
Consequently, S(θ∗)τ = 0 for all stopping times τ so the result follows from (2.11).
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Actually we may go one step further and link the first order conditions of Theorem 6 to a different
family of optimal stopping problems. This result is then an extension of the connection between optimal
stopping and singular stochastic control identified in [32] for the ‘monotone follower problem’ driven by
Brownian motion. A similar connection between bounded variation control and optimal stopping games
is identified in [33].
Theorem 9. Define a family of optimal stopping problems indexed by l ∈ R via
u(t; l)e−rt := ess inf
σ≥t
Ex
[
kσe
−rσ −
∫ σ
t
cθ(u,Xu, l)e
−ru du
∣∣∣∣ Ft] . (2.16)
Suppose that θ∗ ∈ A is optimal for the singular control problem (1.4) then
S(θ∗)t = u(t, θ∗t ) + p
θ∗
t ∀t ≥ 0. (2.17)
For each t ≥ 0, let
lt = sup{l ∈ R |u(t; l) = kt} (2.18)
where we understand sup ∅ = −∞. Let θ̂t = sup0≤u≤t lu ∨ 0 for all t ≥ 0 and suppose that θ̂ ∈ A. Then,
the singular control θ̂ attains the infimum in (1.4).
Proof. The proof is quite lengthy so is broken down into a number of steps, however, we first need
to introduce some notation including an additional family of auxiliary optimal stopping problems. Let
σ∗(t, l) := inf{s ≥ t |u(s; l) = ks}. The general theory of optimal stopping (see Theorem D.9 [31]) states
that this stopping time attains the essential infimum in (2.16). For l ≥ 0 define another family of optimal
stopping problems using
S(θ∗ ∨ l)te−rt := ess inf
σ≥t
Ex
[
DJ(θ∗ ∨ l)σe−rσ
∣∣ Ft] (2.19)
for each t ≥ 0. Since θ∗t ∨ l ≥ θ∗t for all t ≥ 0, cθ(t,Xt, θ∗t ∨ l) ≥ cθ(t,Xt, θ∗t ) for all t ≥ 0 which implies
that pθ
∗∨l
t ≥ pθ
∗
t . Consequently,
DJ(θ∗ ∨ l)t := kt + pθ∗∨lt ≥ kt + pθ
∗
t = DJ(θ
∗)t ≥ 0
where the final inequality follows from (2.10) due to the assumed optimality of θ∗. Hence, the argument
in the proof of Corollary 8 implies that S(θ∗ ∨ l)t = 0 for all t ≥ 0. Hence, the essential infimum in (2.19)
is attained by the stopping times σ(t, l) := inf{s ≥ t |DJ(θ∗ ∨ l)s = 0}.
Step 1: We aim to show that for each (t, l) ∈ R+×R+, σ∗(t, θ∗t∨l) ≤ σ(t, l). For arbitrary (t, l) ∈ R+×R,
it follows from the definition (2.19) that
S(θ∗ ∨ l)te−rt = ess inf
σ≥t
Ex
[
kσe
−rσ +
∫ ∞
σ
cθ(u,Xu, θ
∗
u ∨ l)e−ru du
∣∣∣∣ Ft]
= ess inf
σ≥t
Ex
[
kσe
−rσ −
∫ σ
t
cθ(u,Xu, θ
∗
u ∨ l)e−ru du
∣∣∣∣ Ft]+ pθ∗∨lt e−rt
≤ ess inf
σ≥t
Ex
[
kσe
−rσ −
∫ σ
t
cθ(u,Xu, θ
∗
t ∨ l)e−ru du
∣∣∣∣ Ft]+ pθ∗∨lt e−rt
= (u(t, θ∗t ∨ l) + pθ
∗∨l
t )e
−rt.
where the second equality follows from the definition of pθ
∗∨l, the inequality uses that θ∗u ∨ l ≥ θ∗t ∨ l as
well as the assumption that l 7→ cθ(·, ·, l) is strictly increasing. Hence we can conclude that
0 = S(θ∗ ∨ l)t ≤ u(t, θ∗t ∨ l) + pθ
∗∨l
t (2.20)
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for each t ≥ 0. Take k ≥ l, then it follows from Assumption 2 that
u(t; l)e−rt = Ex
[
kσ∗(t,l)e
−rσ∗(t,l) −
∫ σ∗(t,l)
t
cθ(u,Xu, l)e
−ru du
∣∣∣∣∣ Ft
]
≥ Ex
[
kσ∗(t,l)e
−rσ∗(t,l) −
∫ σ∗(t,l)
t
cθ(u,Xu, k)e
−ru du
∣∣∣∣∣ Ft
]
≥ u(t; k)e−rt.
for each t ≥ 0. We conclude that for each t ≥ 0, the mapping l 7→ u(t, l) is monotonically decreasing. The
stopping times σ(t, l) attain (2.19) so (2.20) implies
0 = DJ(θ∗ ∨ l)σ(t,l) = kσ(t,l) + pθ
∗∨l
σ(t,l)
≤ u(σ(t, l), θ∗σ(t,l) ∨ l) + pθ
∗∨l
σ(t,c)
≤ u(σ(t, l), θ∗t ∨ l) + pθ
∗∨l
σ(t,c) (2.21)
where the final inequality follows since l 7→ u(σ(t, l), l) is decreasing. Moreover, the stopping times σ(t, l)
are suboptimal for the family of stopping problems (2.16) hence u(σ(t, l), θ∗t ∨ l) ≤ kσ(t,l). Hence, it follows
from (2.21) that u(σ(t, l), θ∗t ∨ l) = kσ(t,l) which implies that σ∗(t, θ∗t ∨ l) ≤ σ(t, l).
Step 2: Let σ+(l) := inf{t ≥ 0 | θ∗t > l} denote the strict level passage time of the optimal control. In
this step we show that σ(0, l) ≤ σ+(l) for all l ≥ 0. It follows from the first order conditions derived in
Theorem 6 that for any stopping time τ
Px
(∫ ∞
τ
DJ(θ∗)te−rt dθ∗t = 0
)
= 1. (2.22)
Let σ(l) := inf{t ≥ 0 | θ∗t ≥ l} so that for all t ≥ σ(l), θ∗t ∨ l = θ∗t and DJ(θ∗ ∨ l)t = DJ(θ∗)t. Moreover,∫ ∞
σ(l)
DJ(θ∗)te−rt dθ∗t =
∫ ∞
σ(l)
DJ(θ∗ ∨ l)te−rt dθ∗t
=
∫ ∞
0
DJ(θ∗ ∨ l)tI[t≥σ(l)]e−rt dθ∗t
=
∫ ∞
0
DJ(θ∗ ∨ l)tI[θ∗t≥l]e−rt dθ∗t
=
∫ ∞
0
DJ(θ∗ ∨ l)te−rt d(θ∗t ∨ l)
and hence it follows from (2.22) that
Px
(∫ ∞
0
DJ(θ∗ ∨ l)te−rt d(θ∗t ∨ l) = 0
)
= 1. (2.23)
Since for each l ≥ 0, DJ(θ∗ ∨ l)t ≥ 0 for all t ≥ 0, this condition tells us that the process (θ∗t ∨ l)t≥0 only
increases on the set Γ(l) = {t ≥ 0 |DJ(θ∗ ∨ l)t = 0}. As the first point of increase in θ∗ ∨ l need not occur
immediately upon entering the set Γ(l) we have shown that
σ(0, l) := inf{t ≥ 0 |DJ(θ∗ ∨ l)t = 0} ≤ σ+(l)
for all l ≥ 0.
Step 3: In this step we show that for any (t, l) ∈ R+×R+, σ(t, θ∗t ∨ l) ≤ σ∗(t, (θ∗t ∨ l) + ε) for all ε > 0.
It follows from the definition (2.16) that
u(t, (θ∗t ∨ l) + ε)e−rt := ess inf
σ≥t
Ex
[
kσe
−rσ −
∫ σ
t
cθ(u,Xu, (θ
∗
t ∨ l) + ε)e−ru du
∣∣∣∣ Ft]
≤ Ex
[
kσ(t,l)e
−rσ(t,l) −
∫ σ(t,l)
t
cθ(u,Xu, (θ
∗
t ∨ l) + ε)e−ru du
∣∣∣∣∣ Ft
]
.
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Moreover,
pθ
∗∨l
t := Ex
[∫ ∞
t
cθ(u,Xu, θ
∗
u ∨ l)e−ru du
∣∣∣∣ Ft]
= Ex
[∫ ∞
σ(t,l)
cθ(u,Xu, θ
∗
u ∨ l)e−ru du+
∫ σ(t,l)
t
cθ(u,Xu, θ
∗
t ∨ l)e−ru du
∣∣∣∣∣ Ft
]
because (2.23) implies that θ∗u ∨ l = θ∗t ∨ l for all u ∈ [t, σ(t, l)). Since σ(t, l) attains (2.19) it follows that
(u(t, (θ∗t ∨ l) + ε) + pθ
∗∨l
t )e
−rt ≤ S(θ∗ ∨ l)te−rt
− Ex
[∫ σ(t,l)
t
(cθ(u,Xu, (θ
∗
t ∨ l) + ε)− cθ(u,Xu, θ∗t ∨ l))e−ru du
∣∣∣∣∣ Ft
]
.
The final term is positive due to Assumption 2. Hence we may conclude that for any ε > 0,
u(t, (θ∗t ∨ l) + ε) + pθ
∗∨l
t ≤ S(θ∗ ∨ l)t (2.24)
for any (t, l) ∈ R+ × R+. Fix any ε > 0 and recall that the stopping time σ∗(t, (θ∗t ∨ l) + ε) attains
u(t, (θ∗t ∨ l) + ε). Consequently it follows from (2.24) that
DJ(θ∗ ∨ l)σ∗(t,(θ∗t∨l)+ε) = kσ∗(t,(θ∗t∨l)+ε) + pθ
∗∨l
σ∗(t,(θ∗t∨l)+ε)
= u(σ∗(t, (θ∗t ∨ l) + ε), (θ∗t ∨ l) + ε) + pθ
∗∨l
σ∗(t,(θ∗t∨l)+ε)
≤ S(θ∗ ∨ l)σ∗(t,(θ∗t∨l)+ε)
which shows that σ(t, θ∗t ∨ l) ≤ σ∗(t, (θ∗t ∨ l) + ε) for any ε > 0.
Step 4: In this step we show that σ∗(t, θ∗t ∨ l) = σ(t, l) for each (t, l) ∈ R+ × R+. It is sufficient to
show that
0 = S(θ∗ ∨ l)t = u(t, θ∗t ∨ l) + pθ
∗∨l
t (2.25)
for each (t, l) ∈ R+ × R+. Taking l = 0 in (2.25) we obtain (2.17). Combining (2.20) and (2.24) yields
u(t, (θ∗t ∨ l) + ε) + pθ
∗∨l
t ≤ S(θ∗ ∨ l)t ≤ u(t, θ∗t ∨ l) + pθ
∗∨l
t . (2.26)
Taking the limit as ε ↓ 0 on the left hand side of (2.26) gives u(t, (θ∗t ∨ l)+) + pθ
∗∨l
t ≤ S(θ∗ ∨ l)t from
which we can conclude (2.25) holds if the mapping l 7→ u(t, l) is continuous.
Fix (t, l) ∈ R+ × R+, ε 6= 0 and for ease of notation, let σ∗ := σ∗(t, l + ε). The stopping time σ∗ is
suboptimal for u(t, l) and attains the essential infimun in u(t, l + ε) so
u(t, l + ε)− u(t, l) ≥ Ex
[
kσ∗e
−rσ∗ −
∫ σ∗
t
cθ(u,Xu, l + ε)e
−ru du
∣∣∣∣∣ Ft
]
− Ex
[
kσ∗e
−rσ∗ −
∫ σ∗
t
cθ(u,Xu, l)e
−ru du
∣∣∣∣∣ Ft
]
= Ex
[∫ σ∗
t
(cθ(u,Xu, l)− cθ(u,Xu, l + ε))e−ru du
∣∣∣∣∣ Ft
]
≥ Ex
[∫ ∞
t
(cθ(u,Xu, l)− cθ(u,Xu, l + ε))e−ru du
∣∣∣∣ Ft] .
where the final inequality uses that we have assumed that cθ is increasing in l. As it has been assumed
that cθ(t, x, l) is uniformly bounded in (t, x) it follows from the dominated convergence theorem that
lim
ε→0
u(t, l + ε)− u(t, l) ≥ lim
ε→0
Ex
[∫ ∞
t
(cθ(u,Xu, l)− cθ(u,Xu, l + ε))e−ru du
∣∣∣∣ Ft]
= Ex
[∫ ∞
t
lim
ε→0
(cθ(u,Xu, l)− cθ(u,Xu, l + ε))e−ru du
∣∣∣∣ Ft] = 0.
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where the final equality uses that it has been assumed that l 7→ cθ(t, x, l) is continuous. A symmetric
argument can be used to show that limε→0(u(t, l+ ε)− u(t, l)) ≤ 0 from which we can conclude that for
each t ≥ 0 the mapping l 7→ u(t, l) is continous as required.
Step 5: In this step we show that the strict level passage times of the optimal control satisfy σ+(l) =
inf{t ≥ 0 | θ∗t > l} ≤ σ∗(0, l+).
Suppose that θ∗0 > l so that σ
+(l) = 0, in this case it has been shown in Step 1 and Step 2 that
0 ≤ σ∗(0, l) ≤ σ∗(0, θ∗0) ≤ σ(0, l) ≤ σ+(l) = 0
so σ+(l) = σ∗(0, l) as required. It remains to be shown that σ+(l) = σ∗(0, l) when θ∗0 ≤ l. Let σ(l) :=
inf{t ≥ 0 | θ∗t ≥ l} denote the level passage times of θ∗. Fix k ≥ l, then for all t < σ(k)
DJ(θ∗ ∨ k)t := kt + pθ∗∨kt = kt + Ex
[∫ ∞
t
cθ(u,Xu, θ
∗
u ∨ k)e−ru du
∣∣∣∣ Ft]
= kt + Ex
[∫ σ(k)
t
cθ(u,Xu, k)e
−ru du+
∫ ∞
σ(k)
cθ(u,Xu, θ
∗
u)e
−ru du
∣∣∣∣∣ Ft
]
> kt + Ex
[∫ ∞
t
cθ(u,Xu, θ
∗
u)e
−ru du
∣∣∣∣ Ft] = DJ(θ∗)t ≥ 0
where the assumption that cθ is strictly increasing has been used. It follows that σ(k) ≤ σ(0, k) because
by definition σ(0, k) attains the essential infimum in the stopping problem S(θ∗ ∨ k)0. Hence, for each
l ≥ 0 such that θ∗0 ≤ l the strict level passage time σ+(l) satisfies
σ+(l) = lim
k↓l
σ(k) ≤ lim
k↓l
σ(0, k) = lim
k↓l
σ∗(0, k) = σ∗(0, l+). (2.27)
The second to last equality in (2.27) uses that it was shown in Step 4 that σ∗(0, θ∗0 ∨ l) = σ(0, l).
Step 6: Define a candidate optimal control θ̂ using θ̂t = sup0≤u≤t lu∨0. We assume that θ̂ ∈ A so that
θ̂ satisfies the integrability condition introduced in Definition 1 and is right-continuous. The assumption
that the candidate control is right-continuous is not very restrictive since controls are increasing processes
so θ̂ and its right-continuous modification only differ on a countable set of points. Furthermore this
modificaton does not alter strict level passage times of the candidate control.
In this step we aim to show that Px(θ
∗
t = θ̂t ∀t ≥ 0) = 1. Recall from Steps 2 and 5 that for all l ∈ R
σ∗(0, l) ≤ σ+(l) ≤ lim
k↓l
σ∗(0, k). (2.28)
Consider a path where θ∗t = θ̂t for all t ≥ 0 does not hold, then there exists a t′ ≥ 0 such that either
θ∗t′ < θ̂t′ or θ
∗
t′ > θ̂t′ . For the first case, take some c ∈ (θ∗t′ , θ̂t′) ∩Q>0. By right-continuity of θ∗ it follows
from θ∗t′ < c that σ
+(c) > t0. Furthermore, for k ∈ (c, θ̂t′) we have
t′ ≥ inf{t ≥ 0 | θ̂t > k} = inf{t ≥ 0 | lt ∨ 0 > k} = inf{t ≥ 0 | lt > k} ≥ σ∗(0, k)
and hence limk↓c σ∗(0, k) ≤ t′ < σ+(c). For the second case, take some c ∈ (θ̂t′ , θ∗t′) ∩Q>0. Since θ∗t′ > c
we have σ+(c) ≤ t′. Furthemore, by right-continuity of θ̂ there exists δ > 0 such that θ̂t′+δ < c. This
implies
sup
0≤u≤t′+δ
lu ≤ sup
0≤u≤t′+δ
(lu ∨ 0) < c
and hence σ∗(0, c) ≥ t′ + δ > t′ ≥ σ+(c). The above shows that
{θ∗t = θ̂t ∀t ≥ 0}c ⊆
⋃
q∈Q>0
(
{lim
k↓q
σ∗(0, k) < σ+(q)} ∪ {σ∗(0, q) > σ+(q)}
)
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hence
1− Px(θ∗t = θ̂t ∀t ≥ 0) ≤
∑
q∈Q>0
Px
(
lim
k↓q
σ∗(0, k) < σ+(q)
)
+ Px
(
σ∗(0, q) > σ+(q)
)
= 0
where the final equality uses (2.28).
The singular control attaining (1.4) was shown in [3] to be related to the representation studied in [5].
However, the connection to the optimal stopping problems (2.16) is not derived in [3], despite the role
of these problems in proving the representation result. The assumptions imposed in this section on the
function cθ differ from those used in [5] so we are unable to prove Theorem 9 using the approach taken
in [3].
The previous theorem links the solution to the singular control problem (1.4) to the stopping regions
of the optimal stopping problems (2.16). Corollary 8 states that the points of increase in θ∗ are included
in the stopping region of the optimal stopping problem (2.15). As mentioned in Remark 7, the stopping
problems (2.15) involve minimising the marginal impact of intervention. However, the marginal change in
the future running costs pθ
∗
includes the entire future path of θ∗ so the optimal stopping time attaining
(2.15) both determines the current value of θ∗ as well as being determined by all future values of θ∗. The
objective function of the stopping problems (2.16)
Ex
[
kσe
−rσ −
∫ σ
t
cθ(u,Xu, θ
∗
t )e
−ru du
∣∣∣∣ Ft]
is the marginal cost of postponing making the next small change in θ∗ until the time σ ≥ t. Hence, the
problem u(t, θ∗t ) is attained by the stopping time which minimises the marginal cost of waiting prior to
the next point of increase in θ∗ and depends only on the current amount of control that has been used.
3 Associated optimal stopping problems
In this section we focus on providing explicit solutions to a family of optimal stopping problems indexed
by c ∈ R of the form
v(x, c) = inf
τ≥0
Ex
[∫ τ
0
g(Xt)e
−rt dt+ ce−rτ
]
(3.29)
where g is a continuous function and X is a Le´vy process. The solution to these problems can be used
to provide explicit solutions to the singular control problem (1.4) in some special cases as illustrated
in Sections 4 and 5. These problems are also of independent interest as they have been used to solve
dynamic allocation problems, see [19], [23], [30], [34] and the references therein. Define a function G(x) :=
Ex[
∫∞
0
g(Xt)e
−rt dt] and assume that |G(x)| < +∞. Applying the strong Markov property these problems
can be rewritten as
G(x)− v(x, c) = sup
τ≥0
Ex
[
(G(Xτ )− c)e−rτ
]
. (3.30)
Parameterised families of optimal stopping problems of this type have been studied in [4], [6], [20], [42].
The running supremum and infimum of the Le´vy process X are denoted
Xt = sup
0≤s≤t
Xs , Xt = inf
0≤s≤t
Xs.
Let X ′ = (X ′t)t≥0 to be an independent copy of X and let T (r), T
′(r) ∼ exp(r) be an pair of independent
exponentially distributed random variables which are independent of both X and X ′. Let F = (Ft)t≥0
denote the natural filtration of X and define a pair of functions
κ(x) :=
1
r
E0
[
g
(
x+X ′T ′(r)
)]
, µ(x) :=
1
r
E0
[
g
(
x+X
′
T ′(r)
)]
. (3.31)
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Although, whether X or X ′ is used here initially appears of little consequence in what follows we will
often take x = Xt for some t ≥ 0 in which case the independence of X and X ′ is relevant. Under the
additional assumption that g(x) ≥ 0 for all x ∈ R the form of function κ is used in [34] to solve a
dynamic allocation problem. The functions κ and µ are closely related to the so-called ‘EPV’ operators
used in [11], [12]. The first result in this section provides a representation of the function G(x) which is
used in the sequel.
Proposition 10. Suppose that G(x) = Ex[
∫∞
0
g(Xt)e
−rt dt] for a function g which is continuous and
monotone. When g is increasing the function G can be written as
G(x) = Ex
[∫ ∞
0
sup
0≤s≤t
κ(Xs)re
−rt dt
]
(3.32)
where κ(x) is as defined in (3.31). Similarly, when g is decreasing the function G can be written as
G(x) = Ex
[∫ ∞
0
sup
0≤s≤t
µ(Xs)re
−rt dt
]
(3.33)
where µ(x) is as defined in (3.31).
Proof. Assume that g is increasing, the case that g is decreasing follows using a symmetric argument.
Let T (r) ∼ exp(r) be another exponentially distributed random variable which is independent of T ′(r),
X and X ′, then
G(x) = Ex
[∫ ∞
0
g(Xt)e
−rt dt
]
=
1
r
E0
[
g(x+XT (r))
]
=
1
r
E0
[
g(x+X ′T ′(r) +XT (r))
]
,
where for the final step we have used that X − X ∼ X (see [37] Lemma 3.5). Furthermore, using the
tower property
1
r
E0
[
g(x+X ′T ′(r) +XT (r))
]
= E0
[∫ ∞
0
g(x+Xt +X
′
T ′(r))e
−rt dt
]
= E0
[∫ ∞
0
E0
[
g(x+Xt +X
′
T ′(r))
∣∣∣ Ft] e−rt dt] .
The definition of κ provided in (3.31) and the independence of Xt, X
′
T ′(r) implies that
G(x) = E0
[∫ ∞
0
κ(x+Xt)re
−rt dt
]
.
Take x ≤ y, then by assumption g(x + X ′T ′(r)) ≤ g(y + X ′T ′(r)) P0-a.s. so it follows that the function κ
is increasing. Hence we may conclude that
G(x) = E0
[∫ ∞
0
sup
0≤s≤t
κ(x+Xs)re
−rt dt
]
.
The previous proposition provides a class of functions for which an explicit form of the represention
result in [5] can be provided. Theorem 1 in [5] states that κ, µ are the unique functions such that G can
be represented in the form (3.32)/(3.33). It has been shown in [6] that the representation result in [5] can
be used to provide a ‘level crossing principle’ for this family of optimal stopping problems.
Theorem 11 ( [6] Theorem 1.3). Suppose that Y is an optional process such that
P ( lim
t→∞Yt = 0) = 1
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which can be represented as
Yτ = E
[∫
(τ,+∞]
sup
τ≤v<t
ξvre
−rt dt
∣∣∣∣∣ Fτ
]
(3.34)
for all stopping times τ , where ξ is a progressively measurable process with upper right continuous paths
such that this conditional expectation is well defined for all τ . Then the level passage time
τ∗ = inf{t ≥ 0 | ξt ≥ 0}
is optimal for the problem supτ≥0E[Yτ ].
In [6] and [42] families of perpetual American put and call options written on exponential Le´vy
processes have been explicitly solved by guessing and verifying the form of the process ξ in Theorem
11. The following corollary provides explicit solutions to the family of optimal stopping problems (3.29)
under the assumptions of Proposition 10.
Corollary 12. Suppose that G(x) = Ex[
∫∞
0
g(Xt)e
−rt dt] where g is increasing and satisfies the assump-
tions in Proposition 10. Consider the optimal stopping problem (3.29). The stopping and continuation
regions for the stopping problem with a given c ∈ R are
Dc := {x ∈ R |κ(x) ≥ c} , Cc := {x ∈ R |κ(x) < c} . (3.35)
and the optimal stopping time for this problem is τ∗(c) = inf{t ≥ 0 |κ(Xt) ≥ c}.
Proof. It was shown in (3.30) that the family of optimal stopping problems (3.29) can be expressed as
G(x)− v(x, c) = sup
τ≥0
Ex
[
(G(Xτ )− c)e−rτ
]
.
Let F (x) = G(x)− c so that F (x) = Ex[
∫∞
0
f(Xt)e
−rt dt] where f(x) = g(x)− rc. Hence it follows from
Proposition 10 and the strong Markov property that
(G(Xt)− c)e−rt = Ex
[∫ ∞
t
sup
t≤s≤u
(κ(Xs)− c) re−ru du
∣∣∣∣ Ft] .
The function κ inherits the assumed continuity of g so (κ(Xt))t≥0 is a right-continuous process and hence
Theorem 11 implies that the optimal stopping time attaining v(x, c) is
τ∗(c) := inf{t ≥ 0 |κ(Xt)− c ≥ 0}.
The stopping and continuation regions of the stopping problems (3.29) are defined as
Dc := {x ∈ R | v(x, c) = c} , Cc := {x ∈ R | v(x, c) < c}
so it immediately follows that these can be expressed as in (3.35).
When g is increasing, the function κ is sometimes referred to as the ‘Gittin’s index’ associated with
the family of optimal stopping problems (3.29) in the sense that it can be represented as
κ(x) = sup{c ∈ R | v(x, c) = c}. (3.36)
The function κ can be calculated explicitly when the Wiener-Hopf factorisation of the Le´vy process X
is known, for example when X is spectrally one-sided or meromorphic (see [37], [36] for a discussion of
properties of such processes). Explicit forms of the function κ have been derived when X is continuous
or spectrally one-sided in [34].
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Corollary 13. Under the assumptions of Corollary 12, let x∗(c) = inf{x ∈ R |κ(x) ≥ c} and Ty :=
inf{t ≥ 0 |Xt ≥ y}. The value function v(x, c) of the stopping problems (3.29) can be expressed as
G(x)− v(x, c) = 1
r
Ex
[(
g(XT (r) − cr)
)
I[XT (r)≥x∗(c)]
]
= Ex
[∫ ∞
0
sup
0≤u≤t
(κ(Xu)− rc)+e−rt dt
]
.
Proof. It has been shown in Corollary 12 that
G(x)− v(x, c) = Ex
[(
G(Xτ∗(c))− c
)
e−rτ
∗(c)
]
where τ∗(c) := inf{t ≥ 0 |κ(Xt) ≥ c} = inf{t ≥ 0 |Xt ≥ x∗(c)} =: Tx∗(c). The assumed form of G and
the strong Markov property imply that
Ex
[(
G(Xτ∗(c))− c
)
e−rτ
∗(c)
]
= Ex
[
Ex
[∫ ∞
Tx∗(c)
(g(Xu)− rc)e−ru du
∣∣∣∣∣ FTx∗(c)
]]
= Ex
[∫ ∞
0
(g(Xu)− rc)I[u≥Tx∗(c)]e−ru du
]
=
1
r
Ex
[(
g(XT (r))− rc
)
I[XT (r)≥x∗(c)]
]
.
For the second form of v(x, c) note that applying the strong Markov property and the representation in
Proposition 10 yields
Ex
[(
G(Xτ∗(c))− c
)
e−rτ
∗(c)
]
= Ex
[
Ex
[∫ ∞
Tx∗(c)
sup
Tx∗(c)≤u≤t
(κ(Xu)− c)re−rt dt
∣∣∣∣∣ FTx∗(c)
]]
= Ex
[∫ ∞
Tx∗(c)
sup
Tx∗(c)≤u≤t
(κ(Xu)− c)re−rt dt
]
.
Furthermore, Tx∗(c) is a point of increase of κ and κ(Xt)− c < 0 for all t ∈ [0, Tx∗(c)) so it follows that
Ex
[∫ ∞
Tx∗(c)
sup
Tx∗(x)≤u≤t
(κ(Xu)− c)re−rt dt
]
= Ex
[∫ ∞
0
sup
0≤u≤t
(κ(Xu)− c)+re−rt dt
]
.
The next example shows how the approach taken in Corollaries 12 and 13 can be used to value a
perpetual American put option. Denote by ψ the Laplace exponent of X defined by
ψ(c) =
1
t
logE0[e
cXt ]. (3.37)
The Laplace exponent need not exist for all c ∈ R. To ensure that ψ(c) for c ∈ R is well-defined it is
sufficient to assume that ∫
|x|>1
ecx ν(dx) <∞ (3.38)
where ν is the Le´vy measure associated with X (see [37] Theorem 3.6).
Example 14 (Perpetual put option). A perpetual American put option with strike K has payoff (K −
eXτ )+e−rτ if the holder chooses to exercise the option at the stopping time τ . Consider the problem
v(x) = sup
τ≥0
Ex
[
(K − eXτ )+e−rτ ] . (3.39)
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When Px is the statistical measure this problem can be used to derive the optimal exercise time for this
option, whereas when Px is a risk-neutral measure this problem can be used to derive a (not necessarily
unique) fair price for this option. It is assumed that for c = 1, X satisfies (3.38) and that r − ψ(1) > 0.
This assumption ensures that limt→∞Ex[e−rt+Xt ] = limt→∞ ex−(r−ψ(1))t = 0 which rules out degenerate
cases where the optimal stopping time is infinite. Applying the Itoˆ formula gives
e−rt+x+Xt = ex −
∫ t
0
e−rs+x+Xs(r − ψ(1)) ds+Mt
where (Mt)t≥0 is a Px-martingale, so for all t ≥ 0
ex = Ex
[
eXt−rt
]
+ (r − ψ(1))Ex
[∫ t
0
e−rs+Xs ds
]
.
The monotone convergence theorem implies that
lim
t→∞Ex
[∫ t
0
e−rs+Xs ds
]
= Ex
[∫ ∞
0
e−rs+Xs ds
]
and consequently,
ex = Ex
[∫ ∞
0
(r − ψ(1))e−rs+Xs ds
]
.
Let
w(x) = sup
σ≥0
Ex
[
(K − eXσ )e−rσ] (3.40)
and define
α(x) :=
r − ψ(1)
r
E0
[
ex+X
′
T ′(r)
]
= ex
(
E0[e
X′
T ′(r) ]
)−1
. (3.41)
The second equality follows from the Wiener-Hopf factorisation (see: [37] Theorem 6.16). The function
x 7→ K−α(x) is decreasing so an argument similar to that in Corollary 12 implies that the stopping time
σ∗ = inf{t ≥ 0 |α(Xt) ≥ K} = inf
{
t ≥ 0 | eXt ≥ KE0[eX
′
T ′(r) ]
}
is optimal for (3.40) which coincides with the optimal stopping time for (3.39) derived in [1], so (3.39)
and (3.40) coincide. To justify this observation note that by assumption
w(x) ≥ lim
t→∞Ex
[
(K − eXt)e−rt] = 0
so (K − ex)+ ≤ w(x) ≤ v(x). However, it can be checked using the Itoˆ formula that the process
(w(Xt)e
−rt)t≥0 is a supermartingale so Lemma 9.1 in [37] implies that v = w.
4 Monotone follower problems
This section focuses on the ‘monotone follower problem’
V (x) = inf
θ∈A
J(θ) = inf
θ∈A
Ex
[∫ ∞
0
c(t,Xt − θt)e−rt dt+
∫ ∞
0
kte
−rt dθt
]
(4.42)
where y 7→ c(t, y) is a continuously differentiable function which is bounded from below and has an
increasing derivative. Furthermore X is a Le´vy process such that
Ex
[∫ ∞
0
c(t,Xt)e
−rtdt
]
<∞
so that Assumptions 3 and 4 are satisfied. The first result in this section identifies the control attaining
(4.42) using the connection to optimal stopping discussed in Theorem 9 and the representation provided
in Proposition 10.
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Theorem 15. Suppose that
∫
x>1
x2 ν(dx) where ν is the Le´vy measure associated with X. Suppose
kt = K ≥ 0, c(t, x) = c(x) for all t ≥ 0 and consider the monotone follower problem (4.42). Let
κ(x) :=
1
r
E0
[
cx
(
x+XT (r)
)]
−K (4.43)
and suppose that there exists x∗ ∈ R which solves κ(x) = 0. Then the optimal control for the monotone
follower problem (4.42), θ∗, is given by
θ∗t = sup
0≤u≤t
(Xu − x∗)+ ∀t ≥ 0.
Proof. First we show that θ∗ ∈ A i.e. that
Ex
[(∫ ∞
0
e−rtdθ∗t
)2]
<∞. (4.44)
For any a < b we have
θ∗b − θ∗a ≤ (x+Xb)− (x+Xa) = Xb −Xa ≤ sup
t∈[a,b]
(Xt −Xa).
For any n ≥ 1, let Yk = supt∈[(k−1)/n,k/n](Xt−X(k−1)/n) then it follows from the definition of the Stieltjes
integral that
Ex
[(∫ ∞
0
e−rtdθ∗t
)2]
≤ E0
[(∫ ∞
0
e−rtdXt
)2]
≤ E0

∑
k≥1
e−r(k−1)/nYk
2
 .
As X has stationary and independent increments the sequence (Yk)k≥1 is i.i.d. So (4.44) follows provided
E0[Y
2
1 ] = E0[X
2
1/n] < ∞. It follows from
∫
x>1
x2ν(dx) < ∞ that E0[X2T (q)] < ∞ for any q > 0 (see
Exercise 7.1 in [37]). Moreover,
E0[X
2
T (q)] = E0
[∫ ∞
0
X
2
t qe
−qtdt
]
=
∫ ∞
0
E0
[
X
2
t
]
qe−qtdt
so it follows that E0[Y
2
1 ] = E0[X
2
1/n] <∞.
Now we assume that y 7→ c(y) has a bounded derivative so that Assumption 2 is satisfied and we can
make use of the results in Section 2. Theorem 9 suggests the optimal control problem (4.42) is connected
to the following family of optimal stopping problems
Y (x; l) := inf
σ
Ex
[
Ke−rσ +
∫ σ
0
cx(Xt − l)e−rt dt
]
(4.45)
where l ∈ R. It was shown in Corollary 12 that the stopping and continuation regions for (4.45) are
Dl := {x ∈ R |κ(x− l) ≥ 0} , Cl := {x ∈ R |κ(x− l) < 0} .
where κ is as defined in (4.43) (and not (3.31)). Hence, Y (x, l) = K for all l ∈ R such that κ(x− l) ≥ 0.
It now follows from the definition of x∗ that
x− x∗ = sup {l ∈ R |Y (x; l) = K} .
Let (lt)t≥0 be defined as lt := Xt−x∗, then it follows from Theorem 9 that the optimal control for (4.42)
takes the form specified.
Now suppose that the derivative of c is increasing and unbounded. For any n ≥ 1, let c(n) be a
continuously differentiable convex function with increasing, bounded derivative such that c(n)(y) = c(y)
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for y ∈ [−n, n] while for y ∈ (−∞,−n) (resp. y ∈ (n,∞)) we have c(n)x (y) ≥ cx(y) and c(n)(y) ≤ c(y)
(resp. c
(n)
x (y) ≤ cx(y) and c(n)(y) ≤ c(y)). This sequence of functions is chosen such that c(n)x (y) ↓ cx(y)
for y ≤ 0 and c(n)x (y) ↑ cx(y) for y > 0 as n→∞.
Note that κ(x) ∈ [−∞,∞) and κ is increasing and continuous when finite. Hence if x∗ ∈ R exists
such that κ(x∗) = 0 then κ(x) > 0 for all x > x∗. For each n ≥ 1, define
κ(n)(x) =
1
r
E0[c
(n)
x (x+XT (r))]−K.
Each of these functions κ(n) is finite, increasing and continuous. As c
(n)
x (y) ≥ cx(y) for y ∈ (−∞, n] we
have κ(n)(x) ≥ κ(x) for x ≤ n.
In fact, for x < n we have −c(n+1)x (x+XT (r)) ≥ −c(n)x (x+XT (r)), −c(n)x (x+XT (r))→ −cx(x+XT (r))
and −c(n)x (x+XT (r)) ≥ −cx(x). Hence it follows from the monotone convergence theorem that κ(n)(x) ↓
κ(x). In particular, the mean value theorem implies that for n > x∗, κ(n) has a unique zero, denoted x(n).
Furthermore, the sequence of functions c(n) has been chosen such that x(n) ↑ x∗ as n→∞.
Define
J (n)(θ) = Ex
[∫ ∞
0
c(n)(Xt − θt)e−rtdt+K
∫ ∞
0
e−rtdθt
]
and
θ
(n)
t = sup
0≤u≤t
(Xu − x(n))+.
It follows from the first part of the proof that infθ∈A J (n)(θ) = J (n)(θ(n)). Furthermore,
θ
(n)
t − θ∗t = sup
0≤u≤t
(Xu − x(n))+ − sup
0≤u≤t
(Xu − x∗)+ =

0 if Xt ≤ x(n)
Xt − x(n) if Xt ∈ (x(n), x∗)
x∗ − x(n) if Xt ≥ x∗
so that θ
(n)
t → θ∗t a.s. for any t ≥ 0 and∫ ∞
0
e−rtd(θ(n)t − θ∗t ) ≤
∫ ∞
0
d(θ
(n)
t − θ∗t ) = x∗ − x(n) → 0
as n→∞. For any θ ∈ A, Fatou’s lemma implies that we may write
J(θ∗) = Ex
[∫ ∞
0
c(Xt − θ∗t )e−rtdt+K
∫ ∞
0
e−rtdθ∗t
]
= Ex
[∫ ∞
0
lim inf
n→∞ c
(n)(Xt − θ(n)t )e−rtdt+K lim inf
n→∞
∫ ∞
0
e−rtdθ(n)t
]
≤ lim inf
n→∞ Ex
[∫ ∞
0
c(n)(Xt − θ(n)t )e−rtdt+K
∫ ∞
0
e−rtdθ(n)t
]
= lim inf
n→∞ J
(n)(θ(n)) ≤ lim inf
n→∞ J
(n)(θ) ≤ J(θ)
where the final inequality uses that J (n) ≤ J since c(n) ≤ c. Thus we may conclude that J(θ∗) =
infθ∈A J(θ) as required.
If the function x 7→ κ(x) defined in the previous result is strictly negative for all x ∈ R then it is
optimal to not exercise control in the ‘monotone follower problem’ (4.42) i.e.
V (x) = J(0) = Ex
[∫ ∞
0
c(t,Xt)e
−rt dt
]
.
The next example illustrates that for Le´vy processes where the distribution of XT (r) is explicitly
known it is possible to be more precise about the control which attains the infimum in (4.42).
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Example 16 (Spectrally one-sided). Suppose that X is spectrally positive, that is the Le´vy measure ν
associated with X does not give weight to the negative half plane, i.e. ν((−∞, 0)) = 0 and the paths of X
are not monotone. As X is spectrally positive the Laplace exponent
ψ(β) =
1
t
logE0
[
e−βXt
]
is well-defined for all β > 0. Denote the right inverse of ψ by Φ(α) = sup{β |ψ(β) = α} then −XT (r) is
exponentially distributed with parameter Φ(r), i.e. P0
(
−XT (r) ∈ dx
)
= Φ(r)e−Φ(r)x dx (see [37] Section
8.1). Thus, when X is spectrally positive, the function (4.43) appearing in Theorem 15 is
κ(x) =
Φ(r)
r
∫ ∞
0
cx(x− y)e−Φ(r)y dy −K. (4.46)
In particular consider the monotone follower problem with quadratic running costs
V (x) = inf
θ∈A
E
[∫ ∞
0
1
2
(Xt − θt)2 re−rt dt+K
∫ ∞
0
e−rt dθt
]
Applying integration by parts to (4.46) yields
κ(x) = x+
1
Φ(r)
−K
and it follows from Theorem 15 that the optimal control for this problem is
θ∗t = sup
0≤u≤t
(Xu − x∗)+
where x∗ = K − 1/Φ(r). Moreover, in the case that X is a standard Brownian motion and K = 0 we
have x∗ = 1/
√
2r = E0[XT (r)] which coincides with the solution found in [3].
The process Y is referred to as spectrally negative if −Y is spectrally positive. In this case, let
ψ′(β) =
1
t
logE0
[
eβYt
]
which is well-defined for all β > 0. Denote the right inverse of ψ′ by Φ′(α) = sup{β |ψ′(β) = α}. Let
W (r) : [0,+∞) → [0,+∞) denote the scale function associated with Y which is characterised as the
function such that ∫ ∞
0
e−βxW (r)(x) dx =
1
ψ′(β)− r .
for all β > Φ′(r). It can be shown (see [37] pp. 213) that
P0(−Y T (r) ∈ dx) =
r
Φ′(r)
dW (r)(x)− rW (r)(x) dx (4.47)
Hence in the case that the Le´vy process X in the monotone follower problem (4.42) is spectrally negative,
the function (4.43) appearing in Theorem 15 is
κ(x) =
1
Φ′(r)
∫ ∞
0
cx(x− y) dW (r)(y)−
∫ ∞
0
cx(x− y)W (r)(y) dy −K.
There are several examples of Le´vy processes where semi-explicit expressions for the scale function are
available, see for example [26].
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5 Irreversible investment problems
This section focuses on the problem
V (x) = sup
θ∈A
K(θ) = sup
θ∈A
Ex
[∫ ∞
0
p (θt) q(t,Xt)e
−rt dt−
∫ ∞
0
kte
−rt dθt
]
(5.48)
where p : R+ → R+ is a continuously differentiable, concave, increasing function such that its derivative
tends to 0 as θ tends to∞. Furthermore q : R+×R→ R++ is a continuous function so that for each t ≥ 0
the function x 7→ q(t, x) is increasing. This problem coincides with (1.3) when the running costs are taken
to have the separable form c(t, x, θ) = −p(θ)q(t, x). Assume that (kt)t≥0 satisfies Assumption 1 and X
is a Le´vy process such that the function c(t, x, θ) = −p(θ)q(t, x) satisfies Assumptions 2-4. Under these
assumptions the functional J(θ) = −K(θ) is convex and Proposition 4 and Theorem 6 can be applied.
This type of problem can be used to model the optimal expansion of production capacity. The state
variable X = (Xt)t≥0 describes a stochastic factor impacting the productivity of the firm (e.g. tempera-
ture, price of an input to production). The size of the firm θ is assumed to not impact the state parameter
X and the running costs −p(θ)q(t, x) describe the rate at which the firm generates profit while at the
size θ given the random state of the world x. The assumption that p is increasing and concave indicates
that the larger the firm the more profit is being made but that the rate at which the firm benefits from
extra units of capacity is decreasing.
A prime example of a class of functions satisfying these assumptions are ‘Cobb-Douglas’ functions
where for some constants C,α, β ∈ R
p(θ) = Cθα ; q(t, x) = exβ .
The singular control problem (5.48) is studied using this type of production function in [9]. This problem
has been studied via a free-boundary problem in [35] using a general profit function which need not have
the characteristics described here. More recently, the problem has also been tackled by applying first order
conditions similar to those derived in Theorem 6 when q(x) = ex and X is a Le´vy process in [40] and [3].
This section adds to this literature by using Theorem 9 to link the control problem (5.48) to an optimal
stopping problem for which it is possible to derive a semi-explicit solution using the results in Section 3.
The main result in this section is the next theorem which provides a semi-explicit characterisation of the
singular control attaining the supremum in (5.48).
Theorem 17. Suppose that the intervention costs satisfy kt = K > 0 for all t ≥ 0, q(t, x) = q(x) is
strictly increasing and pθ(θ) :=
d
dθp(θ) is strictly decreasing. The inverse of pθ is denoted p
−1
θ . Let
L(x) = p−1θ
 rK
E0
[
q(x+XT (r))
]
 (5.49)
and suppose that the functions p, q are such that L is well-defined for all x ∈ R. Then the optimal control
for (5.48), denoted θ∗, is given by
θ∗t = sup
0≤u≤t
L(Xu) (5.50)
for all t ≥ 0.
Proof. First assume that pθ and q are both bounded, then also the derivative of θ 7→ c(t, x, θ) = −p(θ)q(x)
is bounded and hence Assumption 2 is satisfied. Assumption 3 is satisfied since c(t, x, θ) = −p(θ)q(x)
is negative. Let a be such that 0 < q(x) < a for all x ∈ R. Since pθ is a positive, decreasing function
with pθ(∞) = 0, p−1θ is decreasing with domain (0, pθ(0)] and range [0,∞). The indirect cost function C
defined in (1.2) satisfies
C(x) = inf
z≥0
(−p(z)q(x) + rKz) = −p (z∗(x)) q(x) + rKz∗(x)
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where
z∗(x) =
{
0 if pθ(0) < rK/q(x),
p−1θ (rK/q(x)) if pθ(0) ≥ rK/q(x).
.
In particular, since q(x) ≤ a and p−1θ is decreasing we have z∗(x) ≤ p−1θ (rK/a). As p is concave p(θ) ≤
pθ(θ0)(θ − θ0) + p(θ0) for any θ0 > 0 so
C(x) ≥ (−pθ(θ0)(z∗(x)− θ0)− p(θ0))q(x) + rKz∗(x) ≥ A− apθ(θ0)z∗(x)
for a constant A. Since z∗(x) ≤ p−1θ (rK/a) this shows that C is bounded from below so Assumption 4
holds.
Consequently, under the extra assumption that that pθ and q are both bounded the results in Section
2 apply. If pθ and/or q is not bounded then an approximation using bounded functions can be applied
analogue to the argument in Theorem 15 above.
First we show that θ∗ ∈ A i.e. that
Ex
[(∫ ∞
0
e−rtdθ∗t
)2]
<∞. (5.51)
As q is bounded there exists a such that 0 < E0[q(x+XT (r))] ≤ a for all x ∈ R. Hence
rK
E0[q(x+XT (r))]
≥ rK
a
(5.52)
for all x ∈ R. Since p−1θ is a decreasing function (5.52) yields that 0 ≤ L(x) ≤ p−1θ (rK/a). Thus∫∞
0
e−rtdθ∗t ≤ p−1θ (rK/a) and in particular (5.51) holds.
For l ≥ 0 define
κ(x; l) =
pθ(l)
r
E0
[
q(x+X ′T (r))
]
−K
where T (r) ∼ exp(r) and X ′ is an independent copy of X which is also independent of T (r). Introduce
a family of optimal stopping problems indexed by l ≥ 0 using
Y (x; l) = inf
σ
Ex
[
Ke−rσ + pθ(l)
∫ σ
0
q(Xt)e
−rt dt
]
(5.53)
Theorem 9 shows that these stopping problems are linked to the solution to (5.48). In particular, the ar-
gument used in Corollary 12 shows that the stopping and continuation regions for (5.53) can be expressed
as
Dl = {x ∈ R |κ(x; l) ≥ 0} ; Cl = {x ∈ R |κ(x; l) < 0}.
Equivalently, these regions can be expressed as
Dl = {x ∈ R |L(x) ≤ l} ; Cl = {x ∈ R |L(x) > l}.
where L(x) = sup {l ∈ R |Y (x; l) = K} coincides with (5.49). The result now follows by applying Theorem
9.
Remark 18. The above proof shows that when both pθ and q are bounded then also L is bounded and
in particular θ∗ ∈ A. If L is unbounded it does not seem so clear anymore whether θ∗ ∈ A still holds, as
this not only depends on X but also on p and q. However if θ∗ 6∈ A the above proof shows that θ∗ yields a
better payoff than any element in A and the payoff generated by θ∗ can be approximated arbitrarily closely
by elements in A.
22
The strict positivity of the costs of expansion K was important in the previous theorem as otherwise
it would not be possible to set κ(x; l) = 0 and solve for l. Denote by θy the singular control such that
θyt = y for all t ≥ 0. When there is no cost of expansion, i.e. K = 0 we can immediately see that
K(θy) = E
[∫ ∞
0
p(y)q(Xt)e
−rt dt
]
≤ E
[∫ ∞
0
p(z)q(Xt)e
−rt dt
]
= K(θz)
for all z ≥ y as it has been assumed that q ≥ 0 and p is increasing and concave. Hence it follows that
V (x) = limz→∞K(θz) so the firm would choose to immediately expand as much as possible. In this
case the supremum in (5.48) is not attained by a singular control in the set A. The case that K = 0 is
non-degenerate in irreversible investment problems with non-separable running profit functions, see for
example [35] and [41].
The rest of this section is dedicated to two examples. The first is the case of a Cobb-Douglas running
profit function with non-constant returns to scale. The constant returns to scale case is provided in [40]
using a guess-and-verify technique.
Example 19 (Cobb-Douglas profit function). Consider the singular stochastic control problem
V (x) = sup
θ∈A
K(θ) = sup
θ∈A
Ex
[∫ ∞
0
C
(
θ
(1−α)
t e
αXt
)β
e−rt dt−
∫ ∞
0
e−rt dθt
]
(5.54)
where C > 0 is a constant and the parameter α ∈ (0, 1) describes the impact of each factor on the profit.
The first factor in our model is the ‘size’ of the firm θ and the second eXt could be the price of an input
or measure economic conditions. The constant β > 0 is the ‘returns to scale’. When β < 1 the firm is
said to have ‘decreasing returns to scale’ and when β > 1 the firm is said to have ‘increasing returns to
scale’. The case that β = 1 is referred to as ‘constant returns to scale’. We restrict to β ∈ (0, 1/(1− α))
to ensure that Assumption 2 is satisfied by c(t, x, θ) = −(θ)β(1−α) exp(αβx). Let γ := αβ/(1− β(1−α)),
A := Cβ(1− α). The ‘indirect cost’ function (1.2) is
C(x) := inf
θ≥0
(rθ − Cθβ(1−α)eαβx) = Aeγx − CA
r
eγβ(1−α)xeαβx = A′eγx
where A′ is a constant. Suppose that the Le´vy measure of X, denoted ν, satisfies∫
x≥1
eγxν(dx) < +∞.
This ensures that the Laplace exponent of X is finite at γ i.e. ψ(γ) := 1t logE[e
γXt ] < +∞. Consequently,
the Esscher transform
dP γ0
dP0
∣∣∣∣
Ft
= eγXt−ψ(γ)t
defines an equivalent probability measure. Let Eγ0 denote the expectation under P
γ so we may write
−K(θ) ≥ Ex
[∫ ∞
0
C(Xt)e
−rt dt
]
= A′eγxE0
[∫ ∞
0
eγXt−rt dt
]
= A′eγxEγ0
[∫ ∞
0
e−(r−ψ(γ))t dt
]
= Aeγx
∫ ∞
0
e−(r−ψ(γ))t dt.
Hence Assumption 4 is satisfied if we assume that r − ψ(γ) > 0.
Take q(x) := exp(βαx) and p(θ) = Cθβ(1−α) so that pθ(θ) = Aθβ(1−α)−1 and (pθ)−1(y) = (y/A)1/(β(1−α)−1).
Inserting this into (5.49) gives
L(x) = eγx
(
A
r
E0
[
eβαX
′
T (r)
])1/(1−β(1+α))
=: δeγx. (5.55)
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Consequently, applying Theorem 17 gives that the optimal control for (5.54) satisfies
θ∗t = sup
0≤u≤t
δeγXu
In particular, when C = 1/(1− α), β = 1 we have γ = 1 and (5.55) simplifies to
L(x) = ex
(
1
r
E0
[
eαX
′
T (r)
])1/α
which coincides with the explicit form of the solution provided in [40] Section 6 when their depreciation
rate δ is taken to be zero.
In the previous example the optimal marginal profit at t ≥ 0 is defined as
pθ(θ
∗
t )q(t,Xt) := A(θ
∗
t )
β(1−α)−1eαβXt =
r
E0
[
eβαXT (r)
] ( sup
0≤u≤t
eγXu
)β(1−α)−1
eαβXt
=
r
E0
[
eβαXT (r)
] inf
0≤u≤t
e−αβ(Xu−Xt) ≤ r
E0
[
eβαXT (r)
]
where the inequality holds with equality at the points of increase of θ∗. This optimal marginal profit
indicates that the solution to (5.54) is to keep θ sufficiently large as to prevent the marginal profit from
production from slipping below the level r/E0[exp(αβXT (r))].
Our final example deals with the case that the intervention costs is a Le´vy process which could be
correlated with the process X. At first glance this problem appears beyond the scope of Theorem 17 but
we use an appropriate change of measure to transform the objective functional so that Theorem 17 can
be applied.
Example 20 (Independent intervention costs). Let X,Y be two independent Le´vy processes with X0 = x
and Y0 = 0 under Px for all x ∈ R. The characteristic triplet of X (resp. Y ) is denoted (µX , σX , νX)
(resp. (µY , σY , νY )). Suppose that the intervention costs are of the form k = (kt)t≥0 = (eYt)t≥0. Consider
the problem (5.48) where q(t, x) = ex for all t ≥ 0 and q(θ) = 11−αθ1−α for some constant α ∈ (0, 1).
Under these assumptions (5.48) reads
V (x) = sup
θ∈A
K(θ) = sup
θ∈A
Ex
[∫ ∞
0
1
1− αθ
1−α
t e
Xte−rt dt−
∫ ∞
0
eYt−rt dθt
]
. (5.56)
We assume that the measure νY satisfies∫
x≥0
ex νY (dx) < +∞.
This assumption ensures that the Laplace exponent of Y , denoted ψY (c) :=
1
t logE[e
cYt ] satisfies ψY (1) <
∞. Define an equivalent probability measure P˜x via the density
dP˜x
dPx
∣∣∣∣∣
Ft
= eYt−ψY (1)t.
Denote by E˜x the expectation under the measure P˜x and assuming that r˜ := r−ψY (1) > 0 we may write
the objective function in (5.56) as
K(θ) = E˜x
[∫ ∞
0
1
1− αθ
1−α
t e
Xt−Yte−r˜t dt−
∫ ∞
0
e−r˜t dθt
]
. (5.57)
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According to [37] Theorem 3.9, the measure P˜x is structure preserving in the sense that Y remains a Le´vy
process under P˜x with characteristic triplet (µ˜Y , σY , ν˜Y ) where ν˜Y (dx) := e
xνY (dx) and
µ˜Y := µY − σ2 +
∫
|x|>0
x(1− ex) νY (dx).
As we have assumed that X and Y are independent, this change of measure does not affect the dynamics
of X. Let Z := Y −X then Z is a Le´vy process under P˜x with triplet (µX− µ˜Y , (σ2X +σ2Y )1/2, νX− ν˜Y ). It
is now possible to derive a solution to the transformed problem (5.57) using the method used in Example
19. Assume that ∫
|x|>0
ex (νX(dx)− ν˜Y (dx)) < +∞
and that the Laplace exponent of Z satisfies r−ψZ(1) > 0, then the optimal control for (5.56) is given by
θ∗t = sup
0≤u≤t
βeZu/α
for all t ≥ 0 where
βα :=
1
r˜
E˜0
[
exp
(
ZT (r˜)
)]
and T (r˜) ∼ exp(r˜) is independent from Z.
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