A functional analytic method is used to prove a general theorem which establishes the existence and the uniqueness of a solution of a clans of nonlinear delay and advanced partial difference equations in the Banach space l&n. The proof of the theorem has a constructive character, which enables us to obtain a bound of the solution and a region, depending on the initial conditions and the parameters of the equation under consideration, where this solution holds. Some known nonlinear partial difference equations, which appear in applications, are studied ss particular cases of the theorem.
INTRODUCTION
In this paper, we study a class of nonlinear, nonhomogeneous, partial difference equations of the form +Ccg(i,j)u(i -nk3,j + Tk3) + Cdl(i,j)ll(i + m4rj -714) ( theorem for some nonlinear partial difference equations that can be deduced from equation (1.1) and that arise in various applications.
PRELIMINARIES-REPRESENTATION OF THE SPACE lixlar
The space Z,?,xN defined by (1. 2) is a Banach space, with norm defined as follows:
l14idll~,N = g 2 I46Al.
(2.1) kl j=l
In the following, H is used to denote an abstract separable Hilbert space with the orthonormal baseei,j,i,j=1,2,3 ,..., and elements u E H which have the form u = CE1 Cj",i(zl, ei,j)eij, with norm 11~11~ = Cz"=, Cjp"=i I(u, ei,j)( 2. Also, by Hi, we mean the Banach space consisting of those elements u E H which satisfy the condition Cz"=, CE"=, l(u, ei,j)l < +oo. The norm in Hi is denoted by l)~l(i = Cz-, Cj"=, I( U, ei,j)J. By u(i, j), we mean an element of the Banach space lixN, and by u = Cz"=, C,"=,( U, ei,j)ei,j, we mean that element in Hi generated by u(i, j) E lkxn. Finally, we define in H the shift operators Vi, V2 as follows:
and Vzei,j = ei,j+l, i,j = 1,2 ,....
One can easily prove that the shift operators VI, V2 are linear and isometric, i.e., IlVlfll = [IfI\, IlV2fll = Ilfll, but not unitary, i.e., their range domain is not all H. Indeed, the range domain of VI is R(V1) = H 8 {elj, j = 1,2,3,. . .}, and the range domain of V2 is R(G) = H 8 {ei,l, i = 1,2,3,. . .}.
Also, it can be easily proved that the adjoint operators VT and V; of VI and V2 are defined as follows:
V;ei,j = Q-l,j, i=2,3 ,..., j=1,2 ,..., V;el,j = 0, j = 1,2,. . . , Vz*Qj = Q,j-1, i=1,2 ,..., j=2,3 ,..., Vz*ei,l = 0, i = 1,2,. . . .
Finally, the following relations hold between VI, V; and VZ, Vg : ViVl = I and VI&" = PI, V,'V2 = I and V2VT = P2, where PI, P2 are projective operators and IlviII = Ilhll = 13 IlV27l = IIWI = 1.
The following proposition is of fundamental importance in our approach. (2.2)
We call the element u defined by (2.2), the abstract form of u(i, j). In general, if G is a mapping in lkxn and N is a mapping in H or HI, we call N(u) the abstract form of G(u(i, j)) if G(u(i,j)) = (N(u), ei,j>.
(2.
3) It follows easily [l] that V,'V;'u = V;V,'u is the abstract form of u(i + 1, j + l), V2Vlu = VlVzu is the abstract form of u(i -1, j -l), V{Vlu = VlVg*'ll is the abstract form of u(i -1, j + l), V2Vcu = V;*V,u is the abstract form of u(i + 1, j -l), and Au is the abstract form of cr(i, j)u(i, j) 1 where A is the diagonal operator Aei,j = ~y(i,j)ei,j, i,j=1,2 ,....
We shall state now and prove two lemmas concerning the abstract forms of the nonlinear terms that appear in (1.1). More specifically, in the first lemma, we will define the abstract forms of CZ"=, fs(i,j)b(i + c,j + ~>l' and ETA, qt(i,j)u(i + qt5,j + ~~5)21(i + ct6, j + 7t6), and in the second lemma, we will prove that the nonlinear operators defined in the first lemma are F'rkhet differentiable. Moreover, we will find the FSchet derivative for each one of them. LEMMA 2.1.
(i) Consider the nonlinear operators NoS, which are defined on HI as follows:
Nos(u) = 2 2 ( 21, ei+0,j+7js ei,j = 2 f&i + o,j + T)Yei,j, s 2 2.
(2.4) i=l j=l i=l j=l Assume that the series Go(w) = Cz",, q5 *ws is an entire function or has a sufficiently large radius of convergence R. Then the nonlinear operator NO which means that NO(V) is the abstract form of F(u(i + ~,j + r)) (ii) We have * IlW4ll1 = g fJ I qt(i,d((~, ei+ots,j+Tt5) . (u, ei+a,6,j+Tt6) ei,j, el,J>I I=1 J=l =b-IIW4lll I IEt (wei+,,,,j++,,)l . I(~,ei+~re,j+sta)l I &llu112 -c +oo, lIt<T.
Thus, the nonlinear operators N,(u) are defined in all Hr. Moreover, we see that (N(u), ei,j) = (qt(i,j)4i + Q5,j + 7t5) . u(i -?-gt6,j + n6)ei,j,ei,j) * (j%(U), e&j> = u(i + Q5,j + 7t5) ' u(i + %6,j + Tt6), which means that N,(u) are the abstract forms of u(i + crts,j -I-Tts) . u(i + cts,j -t-Tt6 
MAIN RESULT
In this section, we formulate and prove our main result in the form of Theorem 3.1, which establishes the existence and the uniqueness of the solution of equation (1.1) in the Banach space lkxN. THEOREM 3.1. Consider the following nonlinear, nonhomogeneous partial difference equation:
When? unlr Tnl, 'Jm2, 7m2, g&3, r&3, 014, 714, 'Jt6, rt6, ut6, Tt6, 1 < m 5 M, 1 5 k 5 K, 1 5 1 5 A, 1 5 t 5 ?', and u, T are nonnegative finite integers andp(i,j), (~~(i,j), b,(i,j), c&(i,j), &(i,j), fs(i,j), qt(i,j), 1 5 n 5 N, 1 5 m 5 M, 1 5 k 5 K, 1 5 1 5 A, s = 2,3,. . . , 1 5 t 5 T are in general complex sequences. Let We distinguish the following cases. (i) Let (~"1 = ~~1 = 0 for a v, 1 5 v < N. Then (3.16) becomes All the remarks after Theorem 3.1 of [5], concerning ordinary nonlinear partial difference equations, can be suitably applied to Theorem 3.1 of this paper. We mention only those remarks that are useful for the applications studied in Section 4. Equation (4.1) is obtained by discretising, using central differences with steplengths h = l/I, k = l/J, the following nonlinear partial differential equation, which appears in the study of laminar, incompressible boundary layer flow of a perfect gas, in the absence of pressure gradient and heat and mass transfer where the subscript e refers to the edge of the boundary layer. This problem is a particular case of the two-dimensional laminar compressible boundary layer flow, with an adverse pressure gradient in the presence of heat and mass transfer. For more details about this problem, see [7] . In [7] , this problem was numerically studied using a backward difference modification to the Keller's-box method. The authors of [7] find a numerical solution of this problem, but they do not give any conditions concerning the uniqueness of the numerical solution that they find.
Equation for p = 2,3.
The point at which P,,,(R) attains a maximum and its corresponding maximum is Ro (4.8) if (4.5) or (4.6) holds. REMARK 4.1. Note that if (4.6) holds, then (4.5) might also hold, but (4.6) is easier to be checked than (4.5), since (4.6) involves only the initial data f(i, l), i = 2,. . . , I, whereas in (4.5) the initial data f(l, j), f(2,j), j = 1,2,. . . , J, are also involved. REMARK 4.2. From (4.7) or (4.8), we obtain the following bounds:
where (f(i,j + 1) -f(i,j -1))/2h is the approximation, using central differences of w. The function * is of great interest in this problem, since it represents the dimensionless velocity of the fluid.
For xj = 0.3 and h = k = 0.05, we obtain from (4.7a) f(i, j + 1) -f(C j -1) 2h < 1 11;6gg741
Also for xj = 0.3 and h = k = 0.1, we obtain from (4.8a)
These results are in accordance with the numerical results found in [7], where it was shown numerically that ]~]l=c,s < 1.
A Nonstandard Finite Difference Scheme for the Numerical Solution of a Reaction-Diffusion Equation
Consider the following nonlinear partial difference equation:
& u(i,j + 2) -& u(i,j + 1) -U(i + 1,j + 1) = -U(i + l,j + l)U(i,j) +( eA.11)*x[~(i+l,j+l),(i,j+2) (4.9) -24i + l,j + l)u(i,j + 1) + U(i + 1,j + l)U(i,j)], wherei=1,2,... ,1<+oO,j=1,2 )... , J < +oo, and Ax, At are positive real constants. Equation (4.9) is obtained by discretising, with steplengths h = l/1, k = l/J, the following reaction-diffusion, nonlinear partial differential equation: y+ = u(x, q a2;Jl t) + vx, w -U(x, t)l, (4.10)
which is used to model diverse physical phenomena, particularly in mathematical biology (see [2] and the references therein).
Equation equation (4.9) has a unique solution in l&Xn,. Also u(i, j) is bounded, and in particular the following holds: '( lu(Cdl < 2(4,( eAz -1) ix + 12/At + 1) ' REMARK 4.3. Note that if (4.12) holds, then (4.11) might also hold, but (4.12) is easier to be checked than (4.11), since (4.12) involves only the initial data u(i, l), i = 1,2,. . , I, whereas in (4.11) the initial data u(i, 2), i = 1,2,. . . , I, are also involved.
A Nonstandard
Finite Difference Scheme for the Numerical Solution of a Korteweg deVries Equation Then condition (3.14) is satisfied, and thus from Theorem 3.1 it follows that equation (4.14) has a unique solution in IA, XNJ. Also ~(i, j) is bounded, and in particular the following holds: .4. Note that if (4.21) holds, then (4.20) might also hold, but (4.21) is easier to be checked than (4.20)) since (4.21) involves only the initial data ~(1, j), j = 1,2,.
, J, whereas in (4.20) the initial data ~(i, l), i = 1,2,. . . , I, are also involved.
The Discrete Lotka-Volterra Equation
Consider the following nonlinear partial difference equation: u(i + 2,j + 1) -u(i + 1,j) = 6u(i + l,j)u(i,j + 1) -6u(i + 1,j + l)u(i + 2,j), (4.22) wherei,j=1,2,... and 6 is a real number. Equation For p = 2, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and also supi j ]l/bs(i, j)] = 1 < +co. Then the corresponding function PI(R) of Theorem 3.1 is found to be '
for which the point at which a maximum is attained is 1 Ro = 2(1 + 2]6])' and its maximum is 1 po = 4(1 + S]S]). Note that if (4.23) holds, then (4.24) might also hold, but (4.23) is easier to be checked than (4.24), since (4.23) involves only the initial data ~(1, j), j = 1,2,. . . , whereas in (4.24) the initial data u(2, j), ~(i, l), i, j = 1,2,. . . , are also involved.
A Disc&e
Model for Problems of Population Dynamics, Chemical Reactions, Etc.
Consider the following nonlinear partial difference equation: u(i,j+cr+1)-21(i,j+u)=(Y(j+6)21(i+l,j+u)-22~(j+b)'l~(i,j+~) + cr(j + a)u(il,j i-0) -q(4j + a)~r,(i,j)[4i,j)]", 9=2
(4.25)
where i = 1,2,. . . ,?I < +oo, j = O,l,...) 0 is a nonnegative integer, a(j + a), q(i,j + a), l-,((j), s = 2,3,. . .) are in general complex sequences with supj ]o(j + u)] 5 Al < +oo and/or supj Il/cr(j + o)] I A2 < +m, and/or supj 11/(-l + k(j + o))] L A3 < +cm, supij Iq(i,j + a)I',(i,j)l L: q5.q < +oo, s = 2,3,. . . , and Cr="=, &w* is an entire function or has a sufficiently large radius of convergence.
Equation We distinguish the following cases. where i, j = 1,2, . . . , 2,3,. . . ) (T, 7 are nonnegp integers, p(i + cr,j + T), 6(i + cr,j + r), rs(i,j), s = are in general complex sequences with supj ],B(i + c, j + 7) ] 5 Br < +oo or supj ] 1 /p(i + a,j+~)lIB2<+o3,supj~6(i+a,j+~)~LA,<+ooorsupj~1/6(i+a,j+~)~IA2<+oo, supi,j ]l?s(i,j)] I 48 < +co, s = 2,3,. . . and CF="=, dsw8 is an entire function or has a sufficiently large radius of convergence.
Equation We distinguish the following cases.
(i) For p = 1, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and also supid Il/br(i,j)) = 1 < +co. REMARK 4.7. In [ll], the oscillatory behaviour of the real solutions of the following difference equation was studied:
u(i + 1,j) +j3(i,j)u(i,j + 1) -6(i,j)u(i,j) + P(i,j,u(i -,,j -T)) = Q(i,j,~(i -u,j -7)), for p(i,j) 2 p > 0, b(i, j) 5 6 > 0.
Also in [12] , the oscillatory behaviour of the real solutions of the following difference equation was studied:
u(i + 1,j) + U(i,j + 1) -U(i,j) +p(i,j)f(u(i -0,j -T)) = 0, where i,j = O,l,. . . , p(i,j) 2 0, limi,j,, inf p(i, j) = p > 0, and f a real function satisfying various conditions.
(2) Consider the following nonlinear partial difference equation: where R.,J is the point at which Pi,s(R) attains its maximum.
(iv) For p = 4 and d # 0, it can easily be seen that Assumptions (l)-(3) and (3iv) of Theorem 3.1 are satisfied. Then the corresponding function Pi(R) of Theorem 3.1 is found to be Pi(R) =R-iR2 ( a+b+c+&sR'-2 ) = P;,4w. a=2 Thus, from Theorem 3.1 it follows that equation (4.28) has a unique solution in lkxN. Also, u(i, j) is bounded, and in particular the following holds:
where RQ is the point at which 9,4(R) attains its maximum. REMARK 4.8. In [13] , the exponential stability of the following difference equation was studied:
au(i + 1,j + 1) + bu(i + 1,j + cu(i+,j + 1) + du(i,j) = F(u(i,j)),
where F : W + W satisfies the condition F(0) = 0 and the growth condition ]F(Lz)/z] + 0 as 2 -+ 0.
(3) Consider the following nonlinear partial difference equation:
u(i -l,j) + u(i,j -1) -pu(i,j) +fJ(i,j) gr,(i, j)[u(i + u,j + 7)lS = 0, (4.29) where i,j = 2,3 ,..., p a complex number, q(i, j), I',(i, j), s = 2,3,. . , are in general complex sequences with SUP;,~ jq(i,j)I',(i,j)l < (b, < +oo, s = 2,3,. . , and CF=*=, c$~uP is an entire function or has a sufficiently large radius of convergence.
Equation ( For /.J = 1 or K. = 1 or X = 1, it can easily be seen that Assumptions (l)-(3) and (3iv) or (3ii) or (3iii), respectively, of Theorem 3.1 are satisfied. Then the corresponding function PI(R) of Theorem 3.1 is found to be for p= 1 and s(R) = R -R2 1 + IpI+ 2 +sR8-2 = J'1,2@) s=2 for K. = 1 or X = 1. Thus, from Theorem 3.1 it follows that equation (4.29) has a unique solution in lhxN. Also, u(i, j) is bounded, and in particular the following holds:
where &J is the point at which P,,,(R) or Pl,z(R), respectively, attains its maximum. REMARK 4.9. In [14] , the oscillatory behaviour of the solutions of the following difference equation was studied: u(i -1, j) + u(i, j -1)p?L(i, j) + q(i, j)j(U(i + U, j + T)) = 0, where q(i, j) 2 0, limi,j,, inf q(i, j) = q > 0, and f a real function satisfying various conditions. REMARK 4.10. For Examples 6-9, we do not know explicitly the point Rc at which Pi(R) attains a maximum. However, we can find it approximately, by truncating the power series of which PI(R) is consisted. Thus, PI(R) becomes a polynomial of which we can find the maximum.
Of course, we must take into consideration the truncation error which is inevitable in this case.
