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Abstract
The purpose of this paper is to study the smoothing properties (in Lp Sobolev spaces) of operators
of the form f ÞÑ ψpxq
ş
fpγtpxqqKptq dt, where γtpxq is a C
8 function defined on a neighborhood
of the origin in pt, xq P RN ˆ Rn, satisfying γ0pxq ” x, ψ is a C
8 cut-off function supported on
a small neighborhood of 0 P Rn, and K is a “multi-parameter fractional kernel” supported on a
small neighborhood of 0 P RN . When K is a Caldero´n-Zygmund kernel these operators were studied
by Christ, Nagel, Stein, and Wainger, and when K is a multi-parameter singular kernel they were
studied by the author and Stein. In both of these situations, conditions on γ were given under which
the above operator is bounded on Lp (1 ă p ă 8). Under these same conditions, we introduce non-
isotropic Lp Sobolev spaces associated to γ. Furthermore, when K is a fractional kernel which is
smoothing of an order which is close to 0 (i.e., very close to a singular kernel) we prove mapping
properties of the above operators on these non-isotropic Sobolev spaces. As a corollary, under
the conditions introduced on γ by Christ, Nagel, Stein, and Wainger, we prove optimal smoothing
properties in isotropic Lp Sobolev spaces for the above operator when K is a fractional kernel which
is smoothing of very low order.
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1 Introduction
In the influential paper [CNSW99], Christ, Nagel, Stein, and Wainger studied operators of the form
Tfpxq “ ψpxq
ż
fpγtpxqqKptq dt, (1.1)
where γtpxq “ γpt, xq : R
N
0 ˆR
n
0 Ñ R
n is a C8 function defined on a neighborhood of p0, 0q P RN ˆRn
satisfying γ0pxq ” x, ψ P C
8
0 pR
nq is supported on a small neighborhood of 0 P Rn, and K is a Caldero´n-
Zygmund kernel defined on a small neighborhood of 0 P RN . They introduced conditions on γ such
that every operator of the form (1.1) is bounded on LppRnq, 1 ă p ă 8. Furthermore, they showed
(under these same conditions on γ) that if K is instead a fractional kernel, smoothing of order δ ą 0
(henceforth referred to as a kernel of order ´δ)1 supported near 0 P RN , then T : Lp Ñ Lps for some
s “ spp, δ, γq ą 0, where Lps denotes the L
p Sobolev space of order s. Left open, however, was the
optimal choice of s.
One main consequence of this paper is that we derive the optimal formula for s “ spp, γ, δq, in
the case when δ is sufficiently small (how small δ needs to be depends on γ and p). In fact, for this
choice of s we prove T : Lpr Ñ L
p
r`s so long as r and δ are sufficiently small (depending on γ and
p P p1,8q). Here r and δ can be either positive, negative, or zero.2 When both r and δ are 0, this is just
a reprise of the Lp boundedness result of [CNSW99]. Moreover, our results are sharper than this. We
introduce non-isotropic Lp-Sobolev spaces adapted to γ: NLprpγq for r P R. Our result takes the form
T : NLprpγq Ñ NL
p
r`δpγq, provided r and δ are sufficiently small. In fact, we prove mapping properties
for T on the spaces NLprpγ˜q, where γ˜ can be a different choice of γ–the smoothing properties of T on L
p
r
are a special case of this. See Section 1.1 for more precise details on this.
We proceed more generally than the above. In the series [SS11, Str12, SS13, SS12] the author and
Stein introduced a more general framework than the one studied in [CNSW99]. Again we consider
operators of the form
Tfpxq “ ψpxq
ż
fpγtpxqqKptq dt. (1.2)
1I.e., Kptq satsifies estimates like |Bαt Kptq| À |t|
´N´|α|`δ. If δ ě N , one needs a different condition, but we are mostly
interested in δ small. We address the kernels more precisely in Section 2.
2When δ ď 0 one needs to add an additional cancellation condition on K in a standard way.
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As before γtpxq “ γpt, xq : R
N
0 ˆR
n
0 Ñ R
n is a C8 function defined on a neighborhood of p0, 0q P RNˆRn
satisfying γ0pxq ” x, ψ P C
8
0 pR
nq is supported on a small neighborhood of 0 P Rn. K is now a “multi-
parameter” kernel. The simplest situation to consider is when K is a kernel of “product type,” though
we will later deal with more general kernels (see Section 2). To define this notion, we decompose RN
into ν factors: RN “ RN1 ˆ ¨ ¨ ¨ ˆ RNν ; and we write t P RN as t “ pt1, . . . , tνq P R
N1 ˆ ¨ ¨ ¨ ˆ RNν . A
product kernel of order δ “ pδ1, . . . , δνq P R
ν satisfies estimates likeˇˇ
Bα1t1 ¨ ¨ ¨ B
αν
tν
Kpt1, . . . , tνq
ˇˇ
À |t1|
´N1´|α1|´δ1 ¨ ¨ ¨ |tν |
´Nν´|αν |´δν ,
along with certain “cancellation conditions” if any of the coordinates of δ are non-negative.3 In this
situation, for 1 ă p ă 8 and r P Rν with |r| sufficiently small (how small depends on p and γ), we
define non-isotropic Sobolev spaces NLprpγq; and if |δ| and |r| are sufficiently small (how small depends
on p and γ) we prove mapping properties of the form
T : NLprpγq Ñ NL
p
r´δpγq.
Furthermore, we prove mapping properties for T on spaces NLpr1pγ˜q, where γ˜ : R
ĂN
0 ˆ R
n
0 Ñ R
n can be
a different choice of γ–where there is an underlying decomposition of R
ĂN into ν˜ factors, and r1 P Rν˜ is
small. In fact, the way the single-parameter results are proved is by lifting to the more general multi-
parameter situation. Thus, this more general framework is used even if one is only interested in the
single-parameter results.
In Section 1.1 we outline the special case of some of our results when T is of the form studied by
Christ, Nagel, Stein, and Wainger [CNSW99]. This special case is likely the one of the most interest
to many readers. In Section 1.2 we outline some of the history of these problems and reference related
works. In Sections 2-4 we introduce all of the terminology necessary to state our results in full generality.
In Sections 5 and 6 we state our main results. Here and in the previous sections we include only the
simplest and most instructive proofs. In Sections 7-14 we prove all of the results whose proofs are more
difficult and were not included in the previous sections. Finally, in Section 15 we address the question
of the optimality of our results, but here we focus only on the single-parameter case.
The statement of the results in this paper are self-contained: the reader does not need to be familiar
with any previous works to understand the statement of the main results. The proofs, however, rely
on the theories developed in several previous works including the series [SS11, Str12, SS13, SS12], the
papers [CNSW99] and [Str11], and the book [Str14].
1.1 The single parameter case
The setting in which our results are easiest to understand is when γ is of the form studied by Christ,
Nagel, Stein, and Wainger in their foundational work [CNSW99]. This falls under the single-parameter
(ν “ 1) setting in this paper, and here we informally outline our results in this case.4 In particular, in
this section we focus on the case when the kernel K from (1.1) is a standard fractional integral kernel.
More precisely, Kptq is a distribution supported on a small ball centered at 0 P RN , and satisfies (for
some δ P R),
|Bαt Kptq| ď Cα|t|
´N´|α|´δ, @α. (1.3)
In addition, if δ ě 0, K is assumed to satisfy certain “cancellation conditions” which are made precise
later (see Section 2 and in particular Section 2.1).5
As mentioned above, γtpxq “ γpt, xq : R
N
0 ˆR
n
0 Ñ R
n is a C8 function defined on a small neighbor-
hood of p0, 0q P RN ˆ Rn and satisfies γ0pxq ” x. The paper [CNSW99] shows that γ can be written
3Here we have reversed the role of δ and ´δ from above. In this notation, a kernel of order δ is “smoothing” of order
´δ. When some coordinate δµ of δ satisfies δµ ď ´Nµ, a different definition is needed. See Section 2 for more precise
details on these kernels.
4Even when ν “ 1, our setting allows more general γ than those considered in [CNSW99]. For instance, our theory
addresses the case when γtpxq is real analytic, even if it does not satisfy the conditions of [CNSW99]–see Corollary 4.31. In
that case, the smoothing occurs only along leaves of a foliation, as opposed to smoothing in full isotropic Sobolev spaces.
5When δ ď ´N , one needs different estimates. We address the kernels more formally in Section 2, but we are mostly
interested in δ small, and so this is not a central point in what follows.
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asymptotically as6
γtpxq „ exp
¨˝ ÿ
|α|ą0
tαXα‚˛x, (1.4)
where each Xα is a C
8 vector field defined near 0 on Rn. The main hypothesis studied in [CNSW99]
is that the vector fields tXα : |α| ą 0u satisfy Ho¨rmander’s condition: the Lie algebra generated by the
vector fields span the tangent space at every point near 0.
Let S “ tpXα, |α|q : |α| ą 0u. Associated to S are natural non-isotropic Sobolev spaces, for
1 ă p ă 8 and δ P R, which we denote by NLpδpSq. We give the formal definition later (see Section 5),
but the intuitive idea is that these Sobolev spaces are defined so that for pX, dq P S, X is a differential
operator of “order” d; in particular, X : NLpδpSq Ñ NL
p
δ´dpSq. Sobolev spaces of this type have been
developed by several authors. For settings closely related to the one here, see [FS74, Fol75, RS76,
NRSW89, Koe02, Str14]. Let ψ P C80 pR
nq be supported on a small neighborhood of 0 and let Kptq be
a kernel of order δ P R in the sense of (1.3) which is supported near 0 P RN . Define the operator
Tfpxq “ ψpxq
ż
fpγtpxqqKptq dt.
Let LpSq be the smallest set such that:
• S Ď LpSq.
• If pX1, d1q, pX2, d2q P LpSq, then prX1, X2s, d1 ` d2q P LpSq.
By hypothesis, there is a finite set F Ă LpSq such that tX : pX, dq P Fu spans the tangent space at
every point near 0. Set E “ maxtd : pX, dq P Fu and e “ mint|α| : Xα ‰ 0u; where we have picked F
so that E is minimal.7 Note, 1 ď e ď E. Identify ψ with the operator ψ : f ÞÑ ψf . Let Lps, 1 ă p ă 8,
s P R, denote the standard (isotropic) Lp Sobolev space of order s on Rn.
Theorem 1.1. For 1 ă p ă 8, there exists ǫ “ ǫpp, γq ą 0 such that if δ, δ0 P p´ǫ, ǫq,
T : NLpδ0pSq Ñ NL
p
δ0´δ
pSq.
Proof. This is a special case of Theorem 6.2.8
Theorem 1.2. Let 1 ă p ă 8, δ ě 0. Then,
ψ : Lpδ Ñ NL
p
δepSq.
Dually, we have
NLp´δepSq ãÑ L
p
´δ.
Also,
NLpδEpSq ãÑ L
p
δ ,
and dually,
ψ : Lp´δ Ñ NL
p
´δEpSq.
Proof. The above results are a special cases of Theorems 5.19 and 5.20.
Theorem 1.3. Let 1 ă p ă 8. There exists ǫ “ ǫpp, γq ą 0 such that if s, δ P p´ǫ, ǫq, we have
• If δ ě 0, T : Lps Ñ L
p
s´δ{e.
• If δ ď 0, T : Lps Ñ L
p
s´δ{E .
6(1.4) means that γtpxq “ exp
´ř
0ă|α|ăM t
αXα
¯
x` Op|t|M q, @M .
7Xα ‰ 0 means that Xα is not identically the zero vector field on a neighborhood of 0.
8In the sequel, the vector fields Xα are defined a slightly different way; however this different definition is equivalent
to the above definition. See Section 17.3 of [Str12].
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Furthermore, this result is optimal in the following sense (recall, ǫ depends on p P p1,8q):
• There do not exist p P p1,8q, δ P r0, ǫq, s P p´ǫ, ǫq, and t ą 0 such that for every operator T of
the above form we have T : Lps Ñ L
p
s´δ{e`t
• There do not exist p P p1,8q, δ P p´ǫ, 0s, s P p´ǫ, ǫq, and t ą 0 such that for every operator T of
the above form we have T : Lps Ñ L
p
s´δ{E`t
Proof. See Corollary 6.17.
In fact, the results in this paper are more general than the above. They include:
• Instead of only considering the operator T acting on the spaces NLpδpSq and L
p
s, we consider the
operator acting on the more general spaces NLpδ1p
pSq, for some other choice of pS. Furthermore, we
compare the spaces NLpδpSq and NL
p
δ1p
pSq.
• We consider more general kernels K. This includes single-parameter kernels with nonisotropic
dilations, along with more general multi-parameter kernels. These multi-parameter kernels include
fractional kernels of product type, but also more general multi-parameter kernels. In these cases,
we work with multi-parameter non-isotropic Sobolev spaces.
• The above results hold only for the various parameters (δ, s, etc.) small, and in general this is
necessary. However, we also present additional conditions on γ under which the above results
extend to all parameters.
Remark 1.4. Our results in the single-parameter case discussed above rely heavily on the theory we
develop for the multi-parameter case. Thus, even if one is only interested in the single-parameter case,
the multi-parameter case is essential for our methods.
1.2 Past work
All of the previous work on questions like the ones addressed in this paper have addressed the single
parameter (ν “ 1) case. The work most closely related to the results in this paper is that of Greenblatt
[Gre07], who studied the case ν “ 1, N “ 1, and p “ 2, under the additional condition that BγBt pt, xq ‰ 0.
He proved optimal smoothing in isotropic Sobolev spaces, L2 Ñ L2s, for such operators.
9 Our results
imply these results, sharpen them to nonisotropic Sobolev spaces, generalize them to optimal estimates
on all Lp spaces, and remove many of the above assumptions.10 Greenblatt related these results to
well-known results of Fefferman and Phong concerning subelliptic operators [FP83]–see Remark 6.19 for
more details on this.
An important work is that of Cuccagna [Cuc96] who, under strong additional hypotheses on γ, made
explicit the dichotomy between the smoothing nature of T for δ small, and the smoothing properties
when δ is large. Our results are less precise than this–we only deal with δ very small, and say nothing
about the case when δ is large. However, our results hold for much more general γ than those in
[Cuc96].11
Operators of the form
f ÞÑ
ż
fpγtpxqqKptq dt, γ0pxq ” x, (1.5)
have a long history. In the discussion that follows, the distribution Kptq is usually assumed to be
supported near t “ 0.
9These are the results of [Gre07] as they are stated in that paper. However, the same methods can be extended to some
Lp spaces for p ‰ 2 via interpolation. It also seems possible that similar methods could be used to treat some instances
in the case N ą 1.
10[Gre07] only assumed estimates on K and d
dt
K, whereas we assume estimates on all derivatives of K. This is not
an essential point, and the methods of this paper can be modified to deal with this lesser smoothness, though we do not
pursue it here.
11The situation when δ is large seems to be far from well understood when considering the generality covered in this
paper.
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When Kptq is a Caldero´n-Zygmund kernel, the goal is often to prove that the above operator is
bounded on various Lp spaces. This began with the work of Fabes [Fab67] who studied the case when
p “ 2 and Kptq “ 1
t
, γtpx, yq “ px´ t, y´ t
2q: the so-called “Hilbert transform along the parabola”; see
also [SW70]. Following these initial results many papers followed. First, the setting where the operators
were translation invariant on Rn was handled by Stein [Ste76b, Ste76a], Nagel, Rivie`re, and Wainger
[NRW74, NRW76b, NRW76a], and Stein and Wainger [SW78]. Moving beyond operators which were
translation invariant on Rn, the first results were obtained by Nagel, Stein, and Wainger [NSW79].
Next, operators which were translation invariant on a nilpotent Lie group were handled by Geller and
Stein [GS82, GS84], Mu¨ller [Mu¨l85, Mu¨l83, Mu¨l84], Christ [Chr85], and Ricci and Stein [RS88]. An
important work that moves beyond the group translation invariant setting is that of Phong and Stein
[PS86]. These ideas were generalized and unified by the influential work of Christ, Nagel, Stein, and
Wainger [CNSW99], who introduced general conditions on γ under which one can obtain Lp bounds for
such operators (1 ă p ă 8)–they referred to the conditions on γ as the curvature condition. We refer
the reader to that paper for a more leisurely history of the work which proceeded it.
Questions regarding smoothing of operators of the form (1.5), whenK is a fractional kernel, implicitly
take their roots in Ho¨rmander’s work on Fourier integral operators. This was then taken up by Ricci
and Stein [RS89], Greenleaf and Uhlmann [GU90], Christ in an unpublished work [Chr88] which was
extended by Greenleaf, Seeger, and Wainger [GSW99], Seeger and Wainger [SW03], and others. Many
of these works studied more general operators than (1.5) by working in the framework of Fourier integral
operators. These considerations forced the authors to heavily restrict the class of γ considered, though
often allowed optimal smoothing estimates for (1.5) even when K is a fractional kernel smoothing of
some large order. As with the work of Cuccagna [Cuc96] cited above, one can see the difference between
the smoothing properties of (1.5) when K is a fractional kernel smoothing of a small order, and when
K is a fractional kernel smoothing of a larger order in these works.
One line of inquiry culminated in the above mentioned work of Christ, Nagel, Stein, and Waigner
[CNSW99], who showed that their curvature condition on γ was necessary and sufficient for the operator
given in (1.5) to be smoothing in Lp Sobolev spaces, for every fractional integral kernel K. I.e., if K
is a fractional integral kernel which is smoothing of order δ ą 0 (i.e., a kernel of order ´δ), the above
operator maps Lp Ñ Lps for 1 ă p ă 8 and some s “ spp, δ, γq ą 0. Left open, however, was the optimal
choice of s. This has since been taken up by many authors. Including the previously mentioned work
of Greenblatt [Gre07].
When K is a multi-parameter kernel, the Lp boundedness of operators of the form (1.5) began with
the product theory of singular integrals. This was introduced by R. Fefferman and Stein [FS82]. Another
early important work is that of Journe´ [Jou85]. This was followed by many works on the product theory
of singular integrals–see, for instance, [Fef87, CF85, RS92, MRS95].
Outside of the product type situation, the theory of translation invariant operators on nilpotent
Lie groups given by convolution with a flag kernel has been influential. This started with the work of
Mu¨ller, Ricci, and Stein [MRS95, MRS96] and was furthered by Nagel, Ricci, and Stein [NRS01] and
Nagel, Ricci, Stein, and Wainger [NRSW12]. See, also, [G lo10a, G lo10b, G lo13].
The above product theory of singular integrals and flag theory of singular integrals only apply to
very non-singular γ when considering operators of the form (1.5). In particular, all of these operators
can be thought of as a kind of singular integral. These concepts were unified and generalized in the
monograph [Str14]. More singular forms of γ were addressed by the author and Stein in the series
[SS11, Str12, SS13, SS12], where conditions on γ were imposed which yielded Lp boundedness (1 ă p ă
8) for operators of the form (1.5) when K is a multi-parameter kernel.
As mentioned in the previous section, non-isotropic Sobolev spaces of the type studied in this paper
have been studied by many authors. This began with the work of Folland and Stein [FS74], which was
soon followed by work of Folland [Fol75] and Rothschild and Stein [RS76]. See also, [NRSW89, Koe02].
Multi-parameter non-isotropic Sobolev spaces, like the ones studied in this paper, were studied by the
author in [Str14]. The Sobolev spaces in this paper generalize the ones found in [Str14].
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2 Definitions: Kernels
In this section, we state the main definitions and results concerning the class of distribution kernels
Kptq for which we study operators of the form (1.2). Kptq is a distribution on RN which is supported
in BN paq “ tx P RN : |x| ă au, where a ą 0 is small (to be chosen later).12
We suppose we are given ν parameter dilations on RN . That is, we are given e “ pe1, . . . , eN q with
each 0 ‰ ej P r0,8q
ν. For δ P r0,8qν and t “ pt1, . . . , tN q P R
N , we define
δt “ pδe1 t1, . . . , δ
eN tN q P R
N , (2.1)
where δej is defined by standard multi-index notation: δej “
śν
µ“1 δ
e
µ
j
µ .
For 1 ď µ ď ν, let tµ denote the vector consisting of those coordinates tj of t such that e
µ
j ‰ 0. Note
that tµ and tµ1 may involve some of the same coordinates, even if µ ‰ µ
1, and every coordinate appears
in at least one tµ. Let S pR
N q denote Schwartz space on RN , and for E Ď t1, . . . , νu let SE denote the
set of those f P S pRN q such that for every µ P E,ż
tαµµ fptq dtµ “ 0, for all multi-indices αµ.
SE is a closed subspace of S pR
N q and inherits the subspace topology, making SE a Fre´chet space.
For j “ pj1, . . . , jνq P R
ν , we define 2j “ p2j1 , . . . , 2jν q P p0,8qν , so that it makes sense to write 2jt
using the above multi-parameter dilations; i.e., 2jt “ p2j¨e1t1, . . . , 2
j¨eN tN q. Given a function ς : R
N Ñ
C, define
ςp2
jqptq “ 2j¨e1`¨¨¨`j¨eN ςp2jtq. (2.2)
Note that ςp2
jq is defined in such a way that
ş
ςp2
jqptq dt “
ş
ςptq dt.
Definition 2.1. For δ P Rν , we define Kδ “ KδpN, e, aq to be the set of all distributions K of the form
Kptq “ ηptq
ÿ
jPNν
2j¨δς
p2jq
j ptq, (2.3)
where η P C80 pB
N paqq, tςj : j P N
νu Ă S pRN q is a bounded set with ςj P Stµ:jµ‰0u. The convergence
in (2.3) is taken in the sense of distributions. We will see in Lemma 7.4 that every such sum converges
in the sense of distributions.
Using the dilations, it is possible to assign to each multi-index α P NN a corresponding “degree”:
Definition 2.2. Given a multi-index α P NN , we define
degpαq :“
Nÿ
j“1
αjej P r0,8q
ν.
Lemma 2.3. For any a ą 0, δ0 P K0pN, e, aq, where δ0 denotes the Dirac δ function at 0. Moreover,
for any a ą 0, α P NN , Bαt δ0 P KdegpαqpN, e, aq.
Proof. This is proved in Section 7.
When some of the coordinates of δ are strictly negative, there is an a priori slightly weaker definition
for Kδ which turns out to be equivalent. This is presented in the next proposition.
Proposition 2.4. Suppose δ P Rν , a ą 0, η P C80 pB
N paqq, and tςj : j P N
νu Ă S pRN q is a bounded
set with ςj P Stµ:jµ‰0,δµě0u. Then the sum
Kptq :“ ηptq
ÿ
jPNν
2j¨δς
p2jq
j ptq,
converges in distribution and K P KδpN, e, aq.
Proof. This is proved in Section 7.1.
12In particular, a ą 0 will be chosen so small that for t P BN paq, γtp¨q is a diffeomorphism onto its image, and we may
consider γ´1t p¨q, the inverse mapping.
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2.1 Product Kernels
Definition 2.1 is extrinsic, and in general we do not know of a simple intrinsic characterization of the
kernels in Kδ. However, under the additional assumption that each ej is nonzero in precisely one
component, these kernels are the standard product kernels. Product kernels were introduced by R.
Fefferman and Stein [Fef81, FS82] and studied by several authors; there are too many to list here, but
some influential papers include [Jou85, Fef87, CF85, Fef88, RS92, MRS95]. The definitions here follow
ideas of Nagel, Ricci, and Stein [NRS01] and are taken from [Str14]. We now turn to presenting the
relevant definitions for this concept. For the rest of this section, we assume the following.
Assumption 2.5. Each 0 ‰ ej P r0,8q
ν is nonzero in precisely one component. I.e., eµj ‰ 0 for
precisely one µ P t1, . . . , νu.
Remark 2.6. It is only in the following intrinsic characterization of K that we need Assumption 2.5–for
the rest of the results in this paper, it is not used.
Define tµ as before; i.e., tµ is the vector consisting of those coordinates tj of t such that e
µ
j ‰ 0.
Let Nµ denote the number of coordinates in tµ. Because of Assumption 2.5, this decomposes t “
pt1, . . . , tνq P R
N1 ˆ ¨ ¨ ¨ ˆ RNν “ RN .
For each µ, we obtain single parameter dilations on RNµ . Indeed, we write tµ “ pt
1
µ, . . . , t
Nµ
µ q. If the
coordinate tkµ corresponds to the coordinate tjµ,k of t, then we write h
k
µ :“ e
µ
jµ,k
–the µth component of
ejµ,k which is nonzero by assumption. We define, for δµ ě 0,
δµtµ :“
ˆ
δ
h1µ
µ t
1
µ, . . . , δ
h
Nµ
µ
µ t
Nµ
µ
˙
.
In short, these dilations are defined so that if δ “ pδ1, . . . , δνq, then
δt “ pδ1t1, . . . , δνtνq.
Let Qµ “ h
1
µ ` ¨ ¨ ¨ ` h
Nµ
µ . Qµ is called the “homogeneous dimension” of R
Nµ under these dilations.
For tµ P R
Nµ , we write }tµ} for a choice of a smooth homogenous norm on R
Nµ . I.e., }tµ} is smooth
away from tµ “ 0 and satisfies }δµtµ} “ δµ}tµ}, and }tµ} ě 0 with }tµ} “ 0ô tµ “ 0. Any two choices
for this homogenous norm are equivalent for our purposes. For instance, we can take
}tµ} “
˜
Nµÿ
l“1
ˇˇ
tlµ
ˇˇ 2pNµ!q
hlµ
¸ 1
2pNµ!q
. (2.4)
Definition 2.7. The space of product kernels of order m “ pm1, . . . ,mνq P p´Q1,8qˆ ¨ ¨ ¨ ˆ p´Qν ,8q
is a locally convex topological vector space made of distributions Kpt1, . . . , tνq P C
8
0 pR
N q1. The space
is defined recursively. For ν “ 0 it is defined to be C, with the usual topology. We assume that we have
defined the locally convex topological vector spaces of product kernels up to ν´1 factors, and we define
it for ν factors. The space of product kernels is the space of distribution K P C80 pR
N q1 such that the
following two types of semi-norms are finite:
(i) (Growth Condition) For each multi-index α “ pα1, . . . , ανq P N
N1 ˆ ¨ ¨ ¨ ˆ NNν “ NN we assume
there is a constant C “ Cpαq such thatˇˇ
Bα1t1 ¨ ¨ ¨ B
αν
tν
Kpt1, . . . , tνq
ˇˇ
ď C}t1}
´Q1´m1´α1¨h1 ¨ ¨ ¨ }tν}
´Qν´mν´αν ¨hν .
We define a semi-norm to be the least possible C. Here }tµ} is the homogenous norm on R
Nµ as
defined in (2.4).
(ii) (Cancellation Condition) Given 1 ď µ ď ν, R ą 0, and a bounded set B Ă C80 pR
Nµq for φ P B we
define
Kφ,Rpt1, . . . , tµ´1, tµ`1, . . . , tνq :“ R
´mµ
ż
KptqφpRtµq dtµ,
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where Rtµ is defined by the single parameter dilations on R
Nµ . This defines a distribution
Kφ,R P C
8
0
`
R
N1 ˆ ¨ ¨ ¨ ˆ RNµ´1 ˆ RNµ`1 ˆ ¨ ¨ ¨ ˆ RNν
˘1
We assume that this distribution is a product kernel of order
pm1, . . . ,mµ´1,mµ`1, . . . ,mνq.
Let } ¨ } be a continuous semi-norm on the space of ν ´ 1 factor product kernels of order
pm1, . . . ,mµ´1,mµ`1, . . . ,mνq.
We define a semi-norm on ν factor product kennels of order m by }K} :“ supφPB,Rą0 }Kφ,R},
which we assume to be finite.
We give the space of product kernels of order m the coarsest topology such that all of the above semi-
norms are continuous.
Proposition 2.8. Fix a ą 0 and m P p´Q1,8q ˆ ¨ ¨ ¨ ˆ p´Qν ,8q. If K is a product kernel of order m
and supp pKq Ă BN paq, then K P Km.
Proof. This is a restatement of Proposition 5.2.14 of [Str14].
Thus Proposition 2.8 shows that, under Assumption 2.5, the kernels in Km are closely related to the
standard product kernels (at least if the coordinates of m are not too negative). See [Str14] for several
generalizations of this type of result; for example a similar result concerning flag kernels can be found
in Proposition 4.2.22 and Lemma 4.2.24 of [Str14].
3 Definitions: Vector fields
Before we can define the class of γ for which we study operators of the form (1.2), we must introduce
the relevant definitions and notation for Carnot-Carathe´odory geometry. For further details on these
topics, we refer the reader to [Str11].
For this section, let Ω Ď Rn be a fixed open set. And let ΓpTΩq denote the space of smooth vector
fields on Ω. Also, fix ν P N, ν ě 1.
Definition 3.1. Let X1, . . . , Xq be C
8 vector fields on Ω. We define the Carnot-Carathe´odory ball of
unit radius, centered at x0 P Ω, with respect to the finite set X “ tX1, . . . , Xqu by
BXpx0q :“
#
y P Ω
ˇˇˇ
Dγ : r0, 1s Ñ Ω, γp0q “ x0, γp1q “ y,
γ1ptq “
qÿ
j“1
ajptqXjpγptqq, aj P L
8pr0, 1sq,››››››
˜ ÿ
1ďjďq
|aj |
2
¸ 1
2
››››››
L8pr0,1sq
ă 1
+
.
In the above, we have written γ1ptq “ Zptq to mean γptq “ γp0q `
şt
0
Zpsq ds.
Definition 3.2. Let X1, . . . , Xq be C
8 vector fields on Ω, and to each vector field Xj assign a multi-
parameter formal degree 0 ‰ dj P r0,8q
ν. Write pX, dq “ tpX1, d1q, . . . , pXq, dqqu. For δ P r0,8q
ν
define the set of vector fields δX :“ tδd1X1, . . . , δ
dqXqu, and for x0 P Ω, define the multi-parameter
Carnot-Carathe´odory ball, centered at x0 of “radius” δ by
BpX,dq px0, δq :“ BδXpx0q.
Whenever we have a finite set of vector fields with ν-parameter formal degrees:
pX, dq “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩq ˆ pr0,8q
νzt0uq,
for δ P r0,8qν we write δX to denote the set tδd1X1, . . . , δ
dqXqu. In addition, we identify this with an
ordered list δX “ pδd1X1, . . . , δ
dqXqq (the particular order does not matter for our purposes). In what
follows, we use ordered multi-index notation. If α is a list of elements of t1, . . . , qu, then we may define
pδXqα, and we denote by |α| the length of the list. For instance, pδXqp1,3,2,1q “ δd1X1δ
d3X3δ
d2X2δ
d1X1
and |p1, 3, 2, 1q| “ 4.
In what follows, let Ω1 Ť Ω be an open relatively compact subset of Ω, νˆ P N with νˆ ě 1, and λ a
νˆ ˆ ν matrix whose entries are in r0,8s.
Definition 3.3. Let pX, dq “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩqˆ pr0,8q
νzt0uq be a finite set consisting
of C8 vector fields on Ω, Xj , each paired with a ν-parameter formal degree 0 ‰ dj P r0,8q
ν. Let X0 be
another C8 vector field on Ω, and let h : r0, 1sν Ñ r0, 1s be a function. We say pX, dq controls pX0, hq
on Ω1 if there exists τ1 ą 0 such that for every δ P r0, 1s
ν, x P Ω1, there exists cδx,j P C
0pBpX,dq px, τ1δqq
(1 ď j ď q) such that,
• hpδqX0 “
řq
j“1 c
δ
x,jδ
djXj , on BpX,dq px, τ1δq .
• supδPr0,1sν
xPΩ1
ř
|α|ďm }pδXq
αcδx,j}C0pBpX,dqpx,τ1δqq ă 8, for every m P N.
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Definition 3.4. Let F Ă ΓpTΩqˆ pr0,8qνzt0uq be a finite set consisting of C8 vector fields on Ω, each
paired with a ν-parameter formal degree. Let p pX, dˆq P ΓpTΩqˆpr0,8qνˆzt0uq be another C8 vector field
with a νˆ-parameter formal degree. We say F λ-controls p pX, dˆq on Ω1 if the following holds. Define a
function h
dˆ,λ
: r0, 1sν Ñ r0, 1s by
hdˆ,λpδq :“ δ
λtpdˆq. (3.1)
Here we use the conventions that 8 ¨ 0 “ 0 and 18 “ 0. We assume F controls p pX,hdˆ,λq on Ω1. When
νˆ “ ν, we say F controls p pX, dˆq on Ω1 if F I-controls p pX, dˆq on Ω1, where I denotes the identity matrix.
The notion of control is a natural one for our purposes. In many examples, though, it arises from a
stronger version, which we call smooth control.
Definition 3.5. Let pX, dq “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩq ˆ pr0,8q
νzt0uq. Let X0 be another C
8
vector field on Ω, and let h : r0, 1sν Ñ r0, 1s. We say pX, dq smoothly controls pX0, hq on Ω
1 if there
exists an open set Ω2 with Ω1 Ť Ω2 Ť Ω such that for each δ P r0, 1sν there exist functions cδj P C
8pΩ2q
(1 ď j ď q) with
• hpδqX0 “
řq
j“1 c
δ
jδ
djXj , on Ω
2.
• tcδj : δ P r0, 1s
ν, j P t1, . . . , quu Ă C8pΩ2q is a bounded set.
Definition 3.6. Let F Ă ΓpTΩqˆ pr0,8qνzt0uq be a finite set consisting of C8 vector fields on Ω, each
paired with a ν-parameter formal degree. Let p pX, dˆq P ΓpTΩq ˆ pr0,8qνˆzt0uq be another C8 vector
field with a νˆ-parameter formal degree. We say F smoothly λ-controls p pX, dˆq on Ω1 if F smoothly
controls p pX,hdˆ,λq on Ω1, where hdˆ,λ is as in (3.1). When νˆ “ ν, we say F smoothly controls p pX, dˆq
on Ω1 if F smoothly I-controls p pX, dˆq on Ω1, where I denotes the identity matrix.
Remark 3.7. It is clear that if F smoothly λ-controls pX0, d0q on Ω
1, then F λ-controls pX0, d0q on Ω
1.
The converse does not hold, even for λ “ I and ν “ 1; see Example 5.15 of [Str11].
13For an arbitrary set U Ď Rn, we define }f}C0pUq “ supyPU |fpyq|, and if we say }f}C0pUq ă 8, we mean that this
norm is finite and that f
ˇˇ
U
: U Ñ C is continuous.
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Definition 3.8. Let S Ď ΓpTΩq ˆ pr0,8qνzt0uq be a possibly infinite set and let p pX, dˆq be another
C8 vector field on Ω paired with a νˆ-parameter formal degree 0 ‰ dˆ P r0,8qνˆ. We say S λ-controls
(resp. smoothly λ-controls) p pX, dˆq on Ω1 if there is a finite subset F Ď S such that F λ-controls (resp.
smoothly λ-controls) p pX, dˆq on Ω1. When νˆ “ ν, we say S controls (resp. smoothly controls) p pX, dˆq
on Ω1 if S I-controls (resp. smoothly I-controls) p pX, dˆq on Ω1, where I denotes the identity matrix.
Definition 3.9. Let S Ď ΓpTΩqˆ pr0,8qνzt0uq and T Ď ΓpTΩqˆ pr0,8qνˆzt0uq. We say S λ-controls
(resp. smoothly λ-controls) T on Ω1 if S λ-controls (resp. smoothly λ-controls) p pX, dˆq on Ω1, @p pX, dˆq P
T . When νˆ “ ν, we say S controls (resp. smoothly controls) T on Ω1 if S I-controls (resp. smoothly
I-controls) T on Ω1, where I denotes the identity matrix.
Lemma 3.10. The notion of control is transitive: If S1 controls S2 on Ω
1 and S2 controls S3 on Ω
1,
then S1 controls S3 on Ω
1.
Proof. This follows immediately from the definitions.
Definition 3.11. Let S Ď ΓpTΩqˆpr0,8qνzt0uq. We say S satisfies DpΩ1q (resp. DspΩ
1q) if S controls
(resp. smoothly controls) prX1, X2s, d1 ` d2q on Ω
1, @pX1, d1q, pX2, d2q P S.
Definition 3.12. Let S, T Ď ΓpTΩq ˆ pr0,8qνzt0uq. We say S is equivalent (resp. smoothly
equivalent) to T on Ω1 if S controls (resp. smoothly controls) T on Ω1 and T controls (resp. smoothly
controls) S on Ω1.
Definition 3.13. Let S Ď ΓpTΩq ˆ pr0,8qνzt0uq. We say S is finitely generated (resp. smoothly
finitely generated) on Ω1 if there is a finite set F Ă ΓpTΩq ˆ pr0,8qνzt0uq such that F is equivalent
(resp. smoothly equivalent) to S on Ω1. If we want to make the choice of F explicit, we say S is finitely
generated (resp. smoothly finitely generated) by F on Ω1.
Remark 3.14. If S is finitely generated (resp. smoothly finitely generated), one may always take F Ď S
such that S is finitely generated (resp. smoothly finitely generated) by F . However, one need not take
F Ď S.
Remark 3.15. Note that it is possible that S be finitely generated (resp. smoothly finitely generated)
on Ω1 by two different finite sets F1, F2, with F1 ‰ F2. However, it is immediate from the definitions
that F1 and F2 are equivalent (resp. smoothly equivalent) on Ω
1. Because of this, it turns out that
any two such choices will be equivalent for all of our purposes. Thus, we may unambiguously say S is
finitely generated (resp. smoothly finitely generated) by F on Ω1, where F can be any such choice.
Definition 3.16. Let dν Ă r0,8q
ν denote the set of those d P r0,8qν such that d is nonzero in precisely
one component.
Definition 3.17. Let S Ď ΓpTΩq ˆ pr0,8qνzt0uq. We say S is linearly finitely generated (resp.
smoothly linearly finitely generated) on Ω1 if there is a finite set F Ă ΓpTΩq ˆ dν such that S is
finitely generated (resp. smoothly finitely generated) by F on Ω1. If we wish to make the choice of F
explicit, we say S is linearly finitely generated (resp. smoothly linearly finitely generated) by
F on Ω1.
Remark 3.18. Note that when ν “ 1, S is finitely generated (resp. smoothly finitely generated) if and
only if S is linearly finitely generated (resp. smoothly linearly finitely generated).
Definition 3.19. Let S Ď ΓpTΩq ˆ pr0,8qνzt0uq. We define LpSq Ď ΓpTΩq ˆ pr0,8qνzt0uq to be the
smallest set such that:
• S Ď LpSq.
• If pX1, d1q, pX2, d2q P LpSq, then prX1, X2s, d1 ` d2q P LpSq.
Remark 3.20. Note that LpSq satisfies DpΩ1q, trivially.
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Lemma 3.21. Let S Ď ΓpTΩqˆpr0,8qνzt0uq. S satisfies DpΩ1q (resp. DspΩ
1q) if and only if S controls
(resp. smoothly controls) LpSq on Ω1.
Proof. This is immediate from the definitions.
Lemma 3.22. Let S Ď ΓpTΩq ˆ pr0,8qνzt0uq. If LpSq is finitely generated (resp. smoothly finitely
generated) by F on Ω1, then F satisfies DpΩ1q (resp. DspΩ
1q).
Proof. This is immediate from the definitions.
Example 3.23. In the sequel we will be given a set S Ď ΓpTΩq ˆ pr0,8qνzt0uq, and will be interested
in whether or not LpSq is finitely generated on Ω1. It is instructive to consider the following simple
example where LpSq is not finitely generated. Let X1 “
B
Bx , X2 “ e
´ 1
x2
B
By , and S :“ tpX1, 1q, pX2, 1qu Ă
ΓpTR2qˆp0,8q. Let Ω1 be a neighborhood of 0 P R2. Then, LpSq is not finitely generated on Ω1. Indeed,
any commutator of the form
rX1, rX1, rX1, ¨ ¨ ¨ , rX1, X2s ¨ ¨ ¨ sss,
is not spanned (with bounded coefficients) on any neighborhood of 0 by commutators with fewer terms.
For nontrivial examples where LpSq is finitely generated on Ω1 see Sections 3.1 and 3.2.
Example 3.24. An important example where LpSq is finitely generated but not linearly finitely generated
comes from the Heisenberg group. The Heisenberg group, H1, has a three dimensional Lie algebra
spanned by vector fields X,Y, T , where rX,Y s “ T and T is in the center. As a manifold H1 – R3
and the vector fields X,Y, T span the tangent space at every point. Set S :“ tpX, p1, 0qq, pY, p0, 1qqu Ă
ΓpTH1q ˆ d2. Then (on any non-empty open set Ω
1 Ă H1) it is immediate to see that LpSq is finitely
generated but not linearly finitely generated on Ω1.
3.1 Ho¨rmander’s condition
When some of the vector fields satisfy Ho¨rmander’s condition, many of the above definitions become
easier to verify.
Definition 3.25. Let V be a collection of C8 vector fields on Ω, and let U Ď Ω. We say V satisfies
Ho¨rmander’s condition on U if
V Y rV ,Vs Y rV , rV ,Vss Y ¨ ¨ ¨
spans the tangent space to Rn at every point of U . For m P N, we say V satisfies Ho¨rmander’s
condition of order m on U if
V Y rV ,Vs Y ¨ ¨ ¨ Y
m termshkkkkkkkkkkkikkkkkkkkkkkj
rV , rV , r¨ ¨ ¨ , rV ,Vss
spans the tangent space at every point of U .
Proposition 3.26. Let S Ă ΓpTΩq ˆ pr0,8qνzt0uq. Suppose, for every M ,
tpX, dq P S : |d|8 ďMu
is finite. Also suppose for each 1 ď µ ď ν,
tX : pX, dq P S and dµ1 “ 0,@µ
1 ‰ µu satisfies Ho¨rmander’s condition on Ω.
Then LpSq is smoothly finitely generated on Ω1.
Proof. Because Ω1 is relatively compact in Ω, for each 1 ď µ ď ν, there is a finite set
Fµ Ď tpX, dq P LpSq : dµ1 “ 0,@µ
1 ‰ µu,
such that
tX : Dd, pX, dq P Fµu
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spans the tangent space at every point on some neighborhood of the closure of Ω1. Let
M :“ max
#
|d|8 : pX, dq P
νď
µ“1
Fµ
+
,
and define
F :“ tpX, dq P LpSq : |d|8 ďMu.
Note that F is a finite set and Fµ Ď F , for every µ. We claim that F smoothly controls LpSq on Ω
1.
Indeed, let pX, dq P LpSq. If |d|8 ď M , then pX, dq P F and so F smoothly controls pX, dq on Ω
1,
trivially. If |d|8 ąM , then there is some coordinate µ with dµ ąM . By the construction on Fµ, there
is an open set Ω2 with Ω1 Ť Ω2 Ť Ω and such that the vector fields in Fµ span the tangent space to
every point of Ω2. Hence, we may write
X “
ÿ
pY,eqPFµ
cY,eY,
where cY,e P C
8pΩ2q. We have, for δ P r0, 1sν,
δdX “
ÿ
pY,eqPFµ
pδd´ecY,eqδ
eY.
Because dµ ą M , and in the sum eµ ď M and eµ1 “ 0 for µ ‰ µ
1, we have tδd´ecY,e : δ P r0, 1s
νu Ă
C8pΩ1q is a bounded set. Because Fµ Ď F , the result follows.
3.2 Real Analytic Vector Fields
Another situation where the concepts in this section become somewhat simpler is the case when the
vector fields are real analytic. Indeed, we have
Proposition 3.27. Let S Ă ΓpTΩq ˆ pr0,8qνzt0uq be a finite set such that @pX, dq P S, X is real
analytic. Then, LpSq is smoothly finitely generated on Ω1.
Proof. Let Ω2 be an open set with Ω1 Ť Ω2 Ť Ω. It follows from Proposition 12.1 of [SS12] that @x P Ω,
there is a finite set Fx Ď LpSq such that @pX, dq P LpSq, there is a neighborhood UpX,dq,x of x such that
Fx smoothly controls pX, dq on UpX,dq,x. We may assume S Ď Fx. Define
Vx :“
č
pX1,d1q,pX2,d2qPFx
UprX1,X2s,d1`d2q,x.
We have Fx satisfies DspVxq. Lemma 3.21 implies that Fx smoothly controls LpFxq on Vx, and therefore
Fx smoothly controls LpSq on Vx. Vx forms an open cover of the closure of Ω
2, and we may extract a
finite subcover Vx1 , . . . , VxM . Set F “
ŤM
l“1 Fxl . A simple partition of unity argument shows that F
smoothly controls LpSq on Ω1.
4 Definitions: Surfaces
In this section, we define the class of γ for which we study operators of the form (1.2). We assume we
are given an open set Ω Ď Rn. Fix open sets Ω1 Ť Ω2 Ť Ω3 Ť Ω, where A Ť B denotes that A is
relatively compact in B.
Definition 4.1. A parameterization is a triple pγ, e,Nq, where N P N, 0 ‰ e1, . . . , eN P r0,8q
ν
define ν-parameter dilations on RN , and γpt, xq “ γtpxq : B
N pρq ˆ Ω3 Ñ Ω is a C8 function satisfying
γ0pxq ” x. Here, ρ ą 0 should be thought of as small. If we want to make the choice of Ω,Ω
3 explicit,
we write our parameterization as pγ, e,N,Ω,Ω3q.
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Suppose we are given a parameterization pγ, e,Nq. Using the dilations, we assign to each multi-index
α P NN a corresponding degree, degpαq P r0,8qν, as in Definition 2.2.
When we are given a parameterization pγ, e,Nq, because γ0 is the identity map, we may always
shrink ρ so that γt is a diffeomorphism onto its image for every t P B
N pρq. From now on we always do
this, so that when we are given a parameterization, it makes sense to thinking about γ´1t pxq, the inverse
mapping. Furthermore, we shrink ρ ą 0 so that pγ´1t , e,N,Ω,Ω
4q is a parameterization for some choice
of Ω4 with Ω2 Ť Ω4 Ť Ω.
Definition 4.2. A vector field parameterization is a triple pW, e,Nq where N P N, 0 ‰ e1, . . . , eN P
r0,8qν and W pt, xq is a smooth vector field on Ω2, depending smoothly on t P BN pρq for some ρ ą 0,
with W p0, xq ” 0. If we want to make the choice of Ω2 explicit, we write pW, e,N,Ω2q.
Proposition 4.3. Parameterizations and vector field parameterizations are in bijective equivalence in
the following sense:
• Given a parameterization pγ, e,N,Ω,Ω3q, we define a vector field by
W pt, xq :“
d
dǫ
ˇˇˇˇ
ǫ“1
γǫt ˝ γ
´1
t pxq. (4.1)
For any Ω2 Ť Ω3, if we take ρ ą 0 sufficiently small, then pW, e,N,Ω2q is a vector field parame-
terization on Ω2.
• Given a vector field parameterization pW, e,N,Ω2q and given Ω1 Ť Ω
2, if we take ρ ą 0 sufficiently
small, there exists a unique γpt, xq : BN pρq ˆ Ω1 Ñ Ω
2 with γ0pxq ” x such that
W pt, xq “
d
dǫ
ˇˇˇˇ
ǫ“1
γǫt ˝ γ
´1
t pxq.
pγ, e,N,Ω2,Ω1q is the desired parameterization.
Proof. See Proposition 12.1 of [Str12] for details.
Remark 4.4. When we apply Proposition 4.3 to a vector field parameterization pW, e,Nq, we will take
Ω1 so that Ω
1 Ť Ω1. In this way, we may consider Ω
1 fixed throughout this entire paper, despite many
application of Proposition 4.3.
Definition 4.5. If pγ, e,Nq and pW, e,Nq are as in Proposition 4.3, we say that pγ, e,Nq corresponds
to pW, e,Nq and that pW, e,Nq corresponds to pγ, e,Nq.
Remark 4.6. If we are given a parameterization pγ, e,Nq or a vector field parameterization pW, e,Nq,
we are (among other things) given a ν-parameter dilation structure on RN . In this case, it makes sense
to write δt for t P RN , δ P r0,8qν via (2.1).
Definition 4.7. Let pW, e,N,Ω2q be a vector field parameterization and let
pX, dq “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩ
2q ˆ pr0,8qνzt0uq
be a finite set consisting of C8 vector fields on Ω2, Xj , each paired with a ν-parameter formal degree
0 ‰ dj P r0,8q
ν . We say pX, dq controls pW, e,Nq on Ω1 if there exists τ1 ą 0, ρ1 ą 0 such that for
every δ P r0, 1sν, x0 P Ω
1, there exist functions cx0,δl on B
N pρ1q ˆBpX,dq px0, τ1δq satisfying:
• W pδt, xq “
řq
l“1 c
x0,δ
l pt, xqδ
dlXlpxq on B
N pρ1q ˆBpX,dq px0, τ1δq.
• sup
x0PΩ
1
δPr0,1sν
tPBN pρ1q
ř
|α|`|β|ďm
ˇˇˇ
pδXqαBβt c
x0,δ
l pt, xq
ˇˇˇ
ă 8, for every m.
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Definition 4.8. Let pW, e,N,Ω2q be a vector field parameterization and let
pX, dq “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩ
2q ˆ pr0,8qνzt0uq
be a finite set consisting of C8 vector fields on Ω2, Xj , each paried with a ν-parameter formal degree
0 ‰ dj P r0,8q
ν . We say pX, dq smoothly controls pW, e,Nq on Ω1 if there exists an open set Ω1 with
Ω1 Ť Ω1 Ť Ω
2 and ρ1 ą 0 such that for each δ P r0, 1s
ν there exist functions cδjpt, xq P C
8pBN pρ1qˆΩ1q
(1 ď j ď q) with
• W pδt, xq “
řq
j“1 c
δ
jpt, xqδ
djXj , on B
N pρ1q ˆ Ω1.
• tcδj : δ P r0, 1s
ν, j P t1, . . . , quu Ă C8pBN pρ1q ˆ Ω1q is a bounded set.
Remark 4.9. It is clear that if pX, dq smoothly controls pW, e,Nq, then pX, dq controls pW, e,Nq, though
(as in Remark 3.7) the converse does not hold.
Definition 4.10. Let pW, e,N,Ω2q be a vector field parameterization and let S Ď ΓpTΩ2qˆpr0,8qνzt0uq.
We say S controls (resp. smoothly controls) pW, e,Nq on Ω1 if there is a finite subset F Ď S such
that F controls (resp. smoothly controls) pW, e,Nq.
Definition 4.11. Let pγ, e,N,Ω,Ω3q be a parameterization and let S Ď ΓpTΩ2q ˆ pr0,8qνzt0uq. We
say S controls (resp. smoothly controls) pγ, e,Nq on Ω1 if S controls (resp. smoothly controls) the
vector field parmeterization pW, e,Nq, where pW, e,Nq corresponds to pγ, e,Nq.
Suppose pW, e,N,Ω2q is a vector field parameterization. We can think of W ptq as a smooth function
in the t variable, taking values in smooth vector fields on Ω2, satisfying W p0q ” 0. We express W as a
Taylor series in the t variable:
W ptq „
ÿ
|α|ą0
tαXα, (4.2)
where Xα is a smooth vector field on Ω
2. For the next definition, set
S :“ tpXα, degpαqq : degpαq P dνu . (4.3)
Definition 4.12. Let pW, e,N,Ω2q be a vector field parameteriation and let S be given by (4.3). We
say pW, e,Nq is finitely generated (resp. smoothly finitely generated) on Ω1 if
• LpSq controls (resp. smoothly controls) pW, e,Nq.
• LpSq is finitely generated (resp. smoothly finitely generated).
If LpSq is finitely generated (resp. smoothly finitely generated) by F , and we wish to make this choice
of F explicit, we say pW, e,Nq is finitely generated (resp. smoothly finitely generated) by F on Ω1.
Definition 4.13. Let pγ, e,N,Ω,Ω3q be a parameterization. We say pγ, e,Nq is finitely generated
(resp. smoothly finitely generated) on Ω1 if pW, e,Nq is finitely generated (resp. smoothly finitely
generated) on Ω1, where pγ, e,Nq corresponds to pW, e,Nq. We say pγ, e,Nq is finitely generated
(resp. smoothly finitely generated) by F on Ω1 if pW, e,Nq is finitely generated (resp. smoothly
finitely generated) by F on Ω1.
Remark 4.14. Note that if pγ, e,Nq (or pW, e,Nq) is finitely generated (resp. smoothly finitely generated)
by F on Ω1, then F satisfies DpΩ1q (resp. DspΩ
1q)–see Lemma 3.22.
Remark 4.15. If pγ, e,Nq (or pW, e,Nq) is finitely generated (resp. smoothly finitely generated) on Ω1,
then there may be many different choices of finite sets F Ď LpSq such that pγ, e,Nq (or pW, e,Nq)
is finitely generated (resp. smoothly finitely generated) by F on Ω1. However, by Remark 3.15, any
two such choices are equivalent (resp. smoothly equivalent) on Ω1, and are equivalent for all of our
purposes. Thus we may unambiguously say pγ, e,Nq (or pW, e,Nq) is finitely generated (resp. smoothly
finitely generated) by F on Ω1, where F can be any such choice. This choice of F satisfies DpΩ1q (resp.
DspΩq)–see Remark 4.14.
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In Definition 4.12, we factored the definition that pW, e,Nq be finitely generated into two aspects.
Sometimes it is easier to verify a slightly different characterization. We continue to take S as in (4.3)
and define
V :“ tpXα, degpαqq : |α| ą 0u .
Note that S Ď V .
Proposition 4.16. Let pW, e,N,Ω2q be a vector field parameterization. Then pW, e,Nq is finitely
generated (resp. smoothly finitely generated) on Ω1 if and only if
• LpVq is finitely generated (resp. smoothly finitely generated) on Ω1.
• LpVq controls (resp. smoothly controls) pW, e,Nq on Ω1.
• LpSq controls (resp. smoothly controls) V on Ω1.
Proof. Suppose the above three conditions hold. Let LpVq be finitely generated (resp. smoothly finitely
generated) by F on Ω1. Since LpSq controls (resp. smoothly controls) V on Ω1, LpSq controls (resp.
smoothly controls) LpVq on Ω1, and therefore LpSq controls (resp. smoothly controls) F on Ω1. Since F
controls (resp. smoothly controls) LpVq on Ω1, and LpSq Ď LpVq, F controls (resp. smoothly controls)
LpSq on Ω1. Thus LpSq and F are equivalent (resp. smoothly equivalent) on Ω1. I.e., LpSq is finitely
generated (resp. smoothly finitely generated) by F on Ω1. Since LpVq controls (resp. smoothly controls)
pW, e,Nq on Ω1, and F controls (resp. smoothly controls) LpVq on Ω1, it follows that F controls (resp.
smoothly controls) pW, e,Nq on Ω1. Since LpSq and F are equivalent (resp. smoothly equivalent) on
Ω1, it follows that LpSq controls (resp. smoothly controls) pW, e,Nq on Ω1. This shows that pW, e,Nq is
finitely generated (resp. smoothly finitely generated) by F on Ω1.
Conversely, suppose pW, e,Nq is fintiely generated (resp. smoothly finitely generated) by F on Ω1.
Becuase F controls (resp. smoothly controls) pW, e,Nq on Ω1, it follows that F controls (resp. smoothly
controls) V on Ω1. Because LpSq and F are equivalent (resp. smoothly equivalent) on Ω1, it follows that
LpSq controls (resp. smoothly controls) V on Ω1. Thus, LpSq controls (resp. smoothly controls) LpVq
on Ω1. Since S Ď V , LpSq Ď LpVq and therefore LpVq smoothly controls LpSq on Ω1. Hence LpSq and
LpVq are equivalent (resp. smoothly equivalent) on Ω1. Combining the above, we have LpVq and F are
equivalent (resp. smoothly equivalent) on Ω1. Therefore, LpVq is finitelty generated (resp. smoothly
finitely generated on Ω1). Futhermore, since LpSq controls (resp. smoothly controls) pW, e,Nq on Ω1,
by assumption, LpVq controls (resp. smoothly controls) pW, e,Nq on Ω1. This completes the proof.
Example 4.17. It is instructive to understand how a parameterization pγ, e,Nq can fail to be finitely
generated. When ν “ 1, there are three main ways this can happen:
(i) If S is given by (4.3), it could be that LpSq fails to be finitely generated. On R2 define dilations
by multiplication: δps, tq “ pδs, δtq (i.e., N “ 2 and e1 “ 1, e2 “ 1). Let X1 “
B
Bx , X2 “ e
´ 1
x2
B
By ,
and W ps, tq “ sX1 ` tX2. Then LpSq is not finitely generated on any open set containing 0. See
Example 3.23.
(ii) If LpSq is finitely generated by F on Ω1, and if one sets F0 :“ tX : pX, dq P Fu, then for X,Y P F0,
rX,Y s is spanned by elements of F0 (with appropriately nice coefficients). The Frobenius theorem
applies in this setting (see Section 2.2 of [Str14]) to foliate the ambient space into leaves. Our
assumptions imply that γtpxq lies in the leaf passing through x. This is not always the case. For
instance, if γtpxq : R ˆ R Ñ R is given by γtpxq “ x ´ e
´ 1
t2 , then Xα “ 0 @α, and therefore the
leaves are points. Thus, for t ‰ 0, γtpxq does not lie in the leaf passing through x.
(iii) Even if LpSq is finitely generated, and γtpxq lies in the appropriate leaf, it may still be that LpSq
does not control γtpxq. Informally, this is because γtpxq does not lie in the leaf in an appropriately
“scale invariant” way. To create such an example we work on R. We define the vector field W pt, xq
by
W pt, xq “ te´
1
x2
B
Bx
` e´
1
t2 x
B
Bx
.
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Here N “ 1, e1 “ 1. Let pγ, 1, 1q be the parameterization corresponding to the vector field
parameterization pW, 1, 1q. Note that
γtpxq is
$’&’%
negative, if x is negative,
zero, if x is zero,
positive if x is positive.
In this case, there is only one nonzero Xα, namely X1 “ e
´ 1
x2
B
Bx . Thus, the leaves of the corre-
sponding foliation are p´8, 0q, t0u, and p0,8q, and we see that γtpxq does in fact lie in the leaf
passing through x. Finally, we claim that γ is not controlled by tpX1, 1qu on any neighborhood
of 0 P R. If γ were controlled, it would imply, in particular, that there exists a t0 ‰ 0 such that
for every x near 0, e
´ 1
t2
0 x “ cpxqe´
1
x2 , with cpxq bounded uniformly as x Ñ 0. This is clearly
impossible.
The reader might note that all of the above examples used functions which vanished to infinite order.
This is necessary in the sense that when ν “ 1 and γ is real analytic, pγ, e,Nq is automatically smoothly
finitely generated; see Corollary 4.31.
Example 4.18. When ν ą 1, Proposition 4.16 highlights another way in which pγ, e,Nq could fail to be
finitely generated: LpSq could fail to control V on Ω1, and this can happen even if γ is real analytic. For
instance, consider the the curve γps,tqpxq “ x´st. Here we are using the dilation pδ1, δ2qpt, sq “ pδ1t, δ2sq.
Then every vector fields in S is the zero vector field, however p BBx , p1, 1qq P V , so LpSq does not control
V . It is interesting to note that there is a product kernel Kps, tq such that the operator given by (1.1),
with this choice of γ, is not even bounded on L2. This dates back to work of Nagel and Wainger [NW77].
See, also, Section 17.5 of [Str12].
If pγ, e,Nq (or pW, e,Nq) is finitely generated (resp. smoothly finitely generated) by F on Ω1, then
F satisfies DpΩ1q (resp. DspΩ
1q) by Lemma 3.22. The next result addresses the extent to which the
converse is true.
Proposition 4.19. Suppose S Ď ΓpTΩq ˆ dν . Suppose LpSq is finitely generated by F on Ω
1. Then,
there is a finite subset S0 Ď S and a vector field parameterization pW, e,N,Ωq such that pW, e,Nq is
finitely generated by F Y S0 on Ω
1 (and is finitely generated by F on Ω1). If, in addition, LpSq is
smoothly finitely generated by F on Ω1, then pW, e,Nq is smoothly finitely generated by F Y S0 on Ω
1.
Proof. Suppose LpSq is finitely generated (resp. smoothly finitely generated) by F on Ω1. Then, there
is a finite subset S0 Ď S such that LpS0q is finitely generated (resp. smoothly finitely generated) by F
on Ω1. Setting F 1 “ F Y S0, we see that LpSq is finitely generated (resp. smoothly finitely generated)
by F 1 on Ω1 and that F 1 and F are equivalent (resp. smoothly equivalent) on Ω1. Enumerate F 1:
F 1 “ tpX1, d1q, . . . , pXq, dqqu.
Set N “ q and define ν-parameter dilations on RN by ej “ dj . Set
W pt, xq “
qÿ
j“1
tjXj .
Clearly, W is smoothly controlled by F 1 on Ω1. Furthermore, if we define Xα as in (4.2) and S
1 by
(4.3), then we have S0 Ď S
1, then therefore F 1 is controlled (resp. smoothly controlled) by LpS 1q on Ω1.
Since F 1 clearly controls (resp. smoothly controls) LpS 1q on Ω1, we see W is finitely generated (resp.
smoothly finitely generated) by F 1 on Ω1.
Remark 4.20. The point of Proposition 4.19 is the following. Suppose S Ď ΓpTΩq ˆ dν is such that
LpSq is finitely generated on Ω1. Then, LpSq “comes from a parameterization” in the following sense.
Applying Proposition 4.19, we obtain a parameterization pW, e,N,Ωq which is finitely generated on Ω1
and such that if we define S 1 by (4.3) with this choice of W , then LpSq and LpS 1q are equivalent on Ω1.
I.e., LpSq and pW, e,Nq are finitely generated by the same F on Ω1.
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Remark 4.21. The vector field parameterization exhibited in Proposition 4.19 corresponds to a param-
eterization pγ, e,Nq via Proposition 4.3. In this case, γ is easy to write down. Indeed,
γpt1,...,tqqpxq “ e
t1X1`¨¨¨`tqXqx.
Some of our results can be strengthened if we assume that the parameterization involved is even
better than finitely generated, which we now present.
Definition 4.22. Let pW, e,N,Ω2q be a vector field parameterization. We say pW, e,Nq is linearly
finitely generated (resp. smoothly linearly finitely generated) on Ω1 if
• F0 :“ tpXα, degpαqq : degpαq P dν and |α| “ 1u satisfies DpΩ
1q (resp. DspΩ
1q).
• F0 controls (resp. smoothly controls) pW, e,Nq on Ω
1.
If F Ă ΓpTΩqˆdν is another finite set such that F0 and F are equivalent (resp. smoothly equivalent) on
Ω1, we say pW, e,Nq is linearly finitely generated (resp. smoothly linearly finitely generated)
by F on Ω1. (In particular, one can take F “ F0 in this case.)
Definition 4.23. Let pγ, e,N,Ω,Ω3q be a parameterization. We say pγ, e,Nq is linearly finitely gen-
erated (resp. smoothly linearly finitely generated) on Ω1 if pW, e,Nq is linearly finitely generated
(resp. smoothly linearly finitely generated) on Ω1, where pγ, e,Nq corresponds to pW, e,Nq. We say
pγ, e,Nq is linearly finitely generated (resp. smoothly linearly finitely generated) by F on Ω1
if pW, e,Nq is linearly finitely generated (resp. smoothly linearly finitely generated) by F on Ω1.
Lemma 4.24. If pγ, e,N,Ω,Ω3q is linearly finitely generated (resp. smoothly linearly finitely generated)
by F on Ω1, then pγ, e,N,Ω,Ω3q is finitely generated (resp. smoothly finitely generated) by F on Ω1.
Proof. Suppose pγ, e,Nq is linearly finitely generated by F on Ω1. We may take F “ F0, where F0 is
as in Definition 4.22. Let pW, e,Nq be the vector field parameterization corresponding to pγ, e,Nq, and
let S be as in (4.3). By definition, pW, e,Nq is linearly finitely generated by F on Ω1, and therefore
F controls S on Ω1. Since F satisfies DpΩ1q, F controls LpSq on Ω1, and therefore LpSq is finitely
generated on Ω1. Furthermore, since F “ F0 Ď S Ď LpSq, LpSq controls F on Ω
1, and therefore LpSq
controls pW, e,Nq on Ω1. This shows that pW, e,Nq and pγ, e,Nq are finitely generated by F on Ω1.
A similar proof works if pγ, e,Nq is smoothly linearly finitely generated to show pγ, e,Nq is smoothly
finitely generated.
Proposition 4.25. Suppose F Ă ΓpTΩq ˆ dν and satisfies DpΩ
1q (resp DspΩ
1q). Then, there exists
a parameterization pγ, e,Nq such that pγ, e,Nq is linearly finitely generated (resp. smoothly linearly
finitely generated) by F on Ω1.
Proof. The example from Proposition 4.19 and Remark 4.21 works. I.e., write
F “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩq ˆ dν ,
and define dilations on Rq by ej “ dj . Then, pγ, e, q) satisfies the conclusions of the proposition, where
γtpxq “ e
t1X1`¨¨¨`tqXqx.
Example 4.26. The most basic example of a linearly finitely generated parameterization is arises when
ν “ 1, N “ n and we use the standard dilations δpt1, . . . , tnq “ pδt1, . . . , δtnq; i.e., e1 “ ¨ ¨ ¨ “ en “ 1.
Take
γtpxq “ x´ t.
Then pγ, p1, . . . , 1q, nq is linearly finitely generated. In this special case, the operators we consider are
just standard pseudodifferential operators on Rn. Thus, the linearly finitely generated case will help us
to generalize the setting of pseudodifferential operators to a non-translation invariant, non-Euclidean
setting. See Section 6.3 for further details on this.
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Example 4.27. For pγ, e,Nq to be linearly finitely generated is a much stronger hypothesis than for
pγ, e,Nq to be merely finitely generated, even when ν “ 1. We present a few examples which help to
elucidate the difference.
(i) When N “ n “ 2, ν “ 1, and we take the standard dilations δps, tq “ pδs, δtq, then if
γps,tqpxq “ x´ ps, tq,
we have pγ, p1, 1q, 2q is linearly finitely generated (on any open set in R2). However, if
γ˜ps,tqpxq “ x´ ps, t
2q,
pγ˜, p1, 1q, 2q is finitely generated but not linearly finitely generated.
(ii) When N “ n “ 1 and we use multiparameter dilations e1 “ p1, 1q (i.e., pδ1, δ2qt “ δ1δ2t), then if
γtpxq “ x´ t,
pγ, pp1, 1qq, 2q is neither finitely generated nor linearly finitely generated (on any open subset of R).
(iii) On the Heisenberg group H1 (see Example 3.24), we define
W pps, tqq “ sX ` tY.
If we use the standard dilations e1 “ 1, e2 “ 1, then pW, e, 2q is finitely generated, but not linearly
finitely generated: pX, 1q and pY, 1q do not control prX,Y s, 2q “ pT, 2q. Here, if X and Y are taken
to be right invariant vector fields,
γs,tpxq “ ps, t, 0qx,
where x P H1, and ps, t, 0qx denotes group multiplication. See [Ste93] for an exposition of the
Heisenberg group.
(iv) As in the previous example, we use the Heisenberg group H1, but now take N “ 3 and define
e1 “ 1, e2 “ 1, e3 “ 2. If we define
W ppt1, t2, t3qq “ t1X ` t2Y ` t3T,
then pW, p1, 1, 2q, 3q is linearly finitely generated. Here,
γt1,t2,t3pxq “ pt1, t2, t3qx,
where, again, pt1, t2, t3qx denotes group multiplication.
(v) If we take γt1,t2,t3pxq as in the previous example, but use multiparameter dilations e1 “ p1, 0q,
e2 “ p0, 1q, and e3 “ p1, 1q, then pγ, e, 3q is finitely generated but not linearly finitely generated.
4.1 Ho¨rmander’s condition
One situation where Definition 4.12 is particularly easy to verify is when some of the vector fields satisfy
Ho¨rmander’s condition (see Definition 3.25). Let pW, e,N,Ω2q be a vector field parameterization with
ν parameter dilations. As in (4.2), let W ptq „
ř
|α|ą0 t
αXα, so that Xα is a smooth vector field on Ω
2.
Let S be as in (4.3).
Proposition 4.28. Suppose for each 1 ď µ ď ν,
tXα : degpαq is nonzero in only the µ componentu
satisfies Ho¨rmander’s condition on Ω2,
(4.4)
and suppose LpSq controls (resp. smoothly controls) pXα, degpαqq on Ω
1 for every α. Then W is finitely
generated (resp. smoothly finitely generated) on Ω1.
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Proof. As before, let V :“ tpXα, degpαqq : |α| ą 0u. Note that S Ď V . By Proposition 3.26, LpVq is
smoothly finitely generated on Ω1. In light of Proposition 4.16, the proof will be complete if we show
LpVq smoothly controls pW, e,Nq on Ω1.
Fix an open set Ω1 with Ω
1 Ť Ω1 Ť Ω
2. Because Ω1 is relatively compact in Ω
2, and because of
(4.4), for each 1 ď µ ď ν, there is a finite set
Fµ Ď tpX, dq P LpVq : dµ1 “ 0,@µ
1 ‰ µu
such that
tX : Dd, pX, dq P Fµu
spans the tangent space at every point on some neighborhood of the closure of Ω1. Let
M :“ max
#
|d|8 : pX, dq P
νď
µ“1
Fµ
+
,
and define
F :“ tpX, dq P LpVq : |d|8 ďMu.
Note that F is a finite set and Fµ Ď F , for every µ. We claim F smoothly controls pW, e,Nq on Ω
1.
By using the Taylor series of W , there is a finite set of multi-indices A Ă NN such that @α P A,
| degpαq|8 ąM , and such that we may write
W pt, xq “
ÿ
| degpαq|8ďM
tαXα `
ÿ
αPA
tαWαpt, xq,
whereWαptq is a smooth vector field on Ω
2, depending smoothly on t. It is clear that for | degpαq|8 ďM ,
tαXα is smoothly controlled by F on Ω
1, as pXα, degpαqq P F by construction. The proof will be complete
if we show, for α P A, tαWαptq is smoothly controlled by F on Ω
1.
Fix α P A, since | degpαq|8 ą M , there is a µ P t1, . . . , νu such that degpαqµ ą M . Using that Fµ
spans the tangent space at every point of Ω1, we may write
tαWαpt, xq “
ÿ
pZ,dqPFµ
tαcZpt, xqZpxq,
where cZ P C
8pBN pρqˆΩ1q (where the domain of W ptq in the t variable is B
N pρq). Thus, we have, for
δ P r0, 1sν,
pδtqαWαpδt, xq “
ÿ
pZ,dqPFµ
tαδdegpαq´dcZpδt, xqδ
dZpxq.
Using that for pZ, dq P Fµ, degpdq is nonzero in only the µ component, and degpdqµ ď M , we see that
degpαq ´ d is nonnegative in every component. It follows that
ttαδdegpαq´dcZpδt, xq : δ P r0, 1s
ν, pZ, dq P Fµu Ă C
8pBN pρq ˆ Ω1q
is a bounded set. Hence, tαWαptq is smoothly controlled by Fµ on Ω
1, and therefore it is smoothly
controlled by F on Ω1. This completes the proof.
Corollary 4.29. Suppose that ν “ 1 and that
tXα : |α| ą 0u satisfies Ho¨rmander’s condition on Ω
2.
Then W is smoothly finitely generated on Ω1.
Proof. In this case, pXα, degpαqq P S for every α, and therefore LpSq smoothly controls pXα, degpαqq
for every α, trivially. The result follows from Proposition 4.28.
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4.2 Real Analytic Surfaces
Another situation where Definition 4.12 is easy to verify is when the vector field W is real analytic.
Indeed, let pW, e,N,Ω2q be a vector field parameterization with ν parameter dilations and with W real
analytic. We write W as a power series in the t variable, so that for t small, W pt, xq “
ř
|α|ą0 t
αXα,
where Xα is a real analytic vector field on Ω
2 . Let S be as in (4.3).
Proposition 4.30. Suppose LpSq controls (resp. smoothly controls) pXα, degpαqq on Ω
1 for every α.
Then W is finitely generated (resp. smoothly finitely generated) on Ω1.
Proof. As before, let V :“ tpXα, degpαq : |α| ą 0u. Note that S Ď V . Theorem 9.1 of [SS12] shows for
each x0 P Ω
2, exists a neighborhood Ux0 containing x0 and a finite set Fx0 Ă N
N such that
W pt, xq “
ÿ
αPFx0
cx0α pt, xqt
αXαpxq, on Ux0 ,
where cx0α pt, xq : B
N pρx0q ˆ Ux0 Ñ R is real analytic, and ρx0 ą 0.
Ux0 forms a cover of the closure of Ω
1, which is a compact set. Extract a finite subcover, Ux1 , . . . , UxM ,
and set
F “
Mď
l“1
Fxl , ρ0 :“ min tρxl : 1 ď l ďMu .
A partition of unity argument shows that there is an open set Ω1 with Ω
1 Ť Ω1 Ť Ω
3 and with
W pt, xq “
ÿ
αPF
cαpt, xqt
αXαpxq, on Ω1, (4.5)
with cα P C
8pBN pρ0q ˆ Ω1q. Set F :“ tpXα, degpαqq : α P F u. (4.5) shows that F smoothly controls
pW, e,Nq on Ω1, and therefore LpVq smoothly controls pW, e,Nq on Ω1.
Furthermore, because
Xβ “
1
β!
Bβt W ptq
ˇˇˇˇ
t“0
,
(4.5) shows that Xβ is a C
8pΩ1q linear combination of tXα : α P F, α ď βu where α ď β means the
inequality holds coordinatewise. Thus, Xβ is a C
8pΩ1q linear combination of tXα : α P F, degpαq ď
degpβqu, and it follows that F smoothly controls pXβ , degpβqq on Ω
1, @β. I.e., F smoothly controls V
on Ω1. Thus, LpFq smoothly controls LpVq on Ω1. Because F Ď V , this shows that LpFq and LpVq
are smoothly equivalent. Proposition 3.27 shows that LpFq is smoothly finitely generated on Ω1, and
therefore LpVq is smoothly finitely generated on Ω1.
The result now follows by combining the above with Proposition 4.16.
Corollary 4.31. When ν “ 1 and when W is real analytic, then W is smoothly finitely generated on
Ω1.
Proof. In this case pXα, degpαqq P S, @α, so the conditions of Proposition 4.30 hold automatically.
5 Results: Non-isotropic Sobolev Spaces
Let Ω Ď Rn be an open set, and fix open sets Ω0 Ť Ω
1 Ť Ω. Let S Ă ΓpTΩq ˆ dν . We wish to
define Sobolev spaces where for each pX, dq P S, X is viewed as a differential operator of “order”
0 ‰ d P r0,8qν. We restrict attention to functions supported in Ω0. There are two main assumptions
that we deal with:
Case I: LpSq is finitely generated on Ω1.
Case II: LpSq is linearly finitely generated on Ω1.
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Notice that Case II implies Case I, and our results in Case II will be stronger than in Case I. In Case
II, for 1 ă p ă 8 and δ P Rν we define non-isotropic Sobolev spaces consisting of functions supported
in Ω0, denoted by NL
p
δ . In Case I, we do the same, but must restrict to |δ| small in a way which is made
precise in what follows.
In what follows, we make several choices in defining the norm which induces the space NLpδ . Different
choices yields comparable norms: for all δ in Case II, and for |δ| small in Case I. In Case I, how small
|δ| needs to be depends on the various choices made. See Theorem 5.3 where this is made precise.
Definition 5.1. An ordered list D “ pν, pγ, e,N,Ω,Ω3q, a, η, tςjujPNν , ψq is called Sobolev data on
Ω1 if:
• 0 ‰ ν P N.
• Ω, Ω1, and Ω3 are open with Ω1 Ť Ω3 Ť Ω Ď Rn.
• pγ, e,N,Ω,Ω3q is a parameterization, with ν-parameter dilations
0 ‰ e1, . . . , eN P r0,8q
ν.
Here, γpt, xq : BN pρq ˆ Ω3 Ñ Ω, for some ρ ą 0.
• 0 ă a ď ρ is a small number (how small a must be depends on γ, and will be detailed later).
• pγ, e,N,Ω,Ω3q is finitely generated on Ω1.
• η P C80 pB
N paqq and tςjujPNν Ă S pR
N q is a bounded set with ςj P Stµ:jµ‰0u and satisfies δ0ptq “
ηptq
ř
jPNν ς
p2jq
j ptq. Here, ς
p2jq
j is defined by the dilations e–see (2.2). Note that such a choice of η
and ςj always exists by Lemma 2.3.
• ψ P C80 pΩ
1q with ψ ” 1 on a neighborhood of the closure of Ω0.
We say D is finitely generated by F on Ω1 if pγ, e,N,Ω,Ω3q is finitely generated by F on Ω1. We
say D is linearly finitely generated on Ω1 if pγ, e,N,Ω,Ω3q is linearly finitely generated on Ω1, and
we say D is linearly finitely generated by F on Ω1 if pγ, e,N,Ω,Ω3q is linearly finitely generated
by F on Ω1.
Given Sobolev data D “ pν, pγ, e,N,Ω,Ω3q, a, η, tςj : j P N
νu, ψq, define Dj “ DjpDq, for j P N
ν , by
Djfpxq “ ψpxq
ż
fpγtpxqqψpγtpxqqηptqς
p2j q
j ptq dt. (5.1)
Note that
ř
jPNν Djf “ ψ
2f ; in particular, if supp pfq Ă Ω0,
ř
jPNν Djf “ f .
Definition 5.2. Given Sobolev data D, for 1 ă p ă 8, δ P Rν , we define (for f P C80 pΩ0q),
}f}NLp
δ
pDq :“
››››››
˜ ÿ
jPNν
ˇˇ
2j¨δDjf
ˇˇ2¸ 12 ››››››
Lp
,
where Dj “ DjpDq is defined in (5.1). We define the Banach space NL
p
δpDq to be the closure of C
8
0 pΩ0q
in the norm }¨}NLp
δ
pDq.
IfD is finitely generated by F on Ω1, then the next result shows that the equivalence class of }¨}NLp
δ
pDq
depends only on F , for |δ| sufficiently small. If D is linearly finitely generated by F on Ω1, it shows that
the equivalence class depends only on F for all δ P Rν .
Theorem 5.3. Let
D “ pν, pγ, e,N,Ω,Ω3q, a, η, tςjujPNν , ψq andrD “ pν, pγ˜, e˜, rN,Ω, rΩ3q, a˜, η˜, trςjujPNν , rψq
both be Sobolev data. If a ą 0 and a˜ ą 0 are chosen sufficiently small (depending on the parameteriza-
tions) we have:
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(I) If D and rD are both finitely generated by the same F on Ω1, then for 1 ă p ă 8, Dǫ “
ǫpp, pγ, e,Nq, pγ˜, e˜, rNqq ą 0 such that for δ P Rν with |δ| ă ǫ,
}f}NLp
δ
pDq « }f}NLp
δ
p rDq , @f P C80 pΩ0q.
Here, the implicit constants depend on D, rD, and p.
(II) If D and rD are both linearly finitely generated by the same F on Ω1, then for 1 ă p ă 8, δ P Rν ,
}f}NLp
δ
pDq « }f}NLp
δ
p rDq , @f P C80 pΩ0q.
Here, the implicit constants depend on D, rD, p, and δ.
Proof. The proof of this result is completed in Section 13.
Theorem 5.3 implies a few properties of the norm }¨}NLp
δ
pDq. When D is merely finitely generated,
14
it shows that the equivalence class of the norm }¨}NLp
δ
pDq does not depend on the choices of a, η, tςju,
and ψ, for |δ| ă ǫ for some ǫ “ ǫpp, pγ, e,Nqq ą 0. When D is linearly finitely generated, it shows that
the equivalence class does not depend on the choices of a, η, tςju, and ψ, for any δ P R
ν . We are led to
the following definition.
Definition 5.4. Let pγ, e,N,Ω,Ω3q (with Ω1 Ť Ω3) be a parameterization which is finitely generated
on Ω1. For f P C80 pΩ0q, we write }f}NLp
δ
pγ,e,Nq to denote }f}NLp
δ
pDq, where D can be any Sobolev data
of the form
D “ pν, pγ, e,N,Ω,Ω3q, a, η, tςjujPNν , ψq,
with a ą 0 small. By Theorem 5.3, equivalence class of }¨}NLp
δ
pγ,e,Nq is well-defined for |δ| ă ǫ, for some
ǫ “ ǫpp, pγ, e,Nqq ą 0. If, in addition, pγ, e,Nq is linearly finitely generated on Ω1, then the equivalence
class of }¨}NLp
δ
pγ,e,Nq is well-defined for all δ P R
ν .
Now consider the setting at the start of this section. We are given a finite set S Ă ΓpTΩq ˆ dν . We
assume either LpSq is finitely generated by some F Ă ΓpTΩq ˆ pr0,8qνzt0uq on Ω1 (Case I), or LpSq is
linearly finitely generated by some F Ă ΓpTΩq ˆ dν on Ω
1 (Case II). In Case I, Proposition 4.19 and
Remark 4.20 show that there is a parameterization pγ, e,Nq such that pγ, e,Nq is finitely generated by
by F on Ω1. In Case II, Proposition 4.25 shows that there is a parameterization pγ, e,Nq such that
pγ, e,Nq is linearly finitely generated by F on Ω1. Theorem 5.3 shows that, given S, any two such
choices of pγ, e,Nq and pγ˜, e˜, rNq yield comparable norms for all δ in Case II–when pγ, e,Nq and pγ˜, e˜, rNq
are both linearly finitely generated by F on Ω1, and in Case I for all |δ| sufficiently small (depending
on p and the choices of pγ, e,Nq and pγ˜, e˜, rNq)–when pγ, e,Nq and pγ˜, e˜, rN) are both finitely generated
by F on Ω1.15 In Case II, this means that the equivalence class of }¨}NLp
δ
pγ,e,Nq depends only on S,
@δ P Rν . In Case I, this implies that, when thought of as a germ of a function near 0 in the δ variable,
the equivalence class of the norm }¨}NLp
δ
pγ,e,Nq depends only on S.
Definition 5.5. For ν P N, we write f : Rν0 Ñ R to denote that f is a germ of a function defined near
0 P Rν . If we write x P Rν0 , we mean that x is a variable defined on as small a neighborhood of 0 as
necessary for the application. Thus, it makes sense to write fpxq, for x P Rν0 , for f : R
ν
0 Ñ R.
Definition 5.6. Suppose S Ă ΓpTΩq ˆ dν .
(I) If LpSq is finitely generated on Ω1, then for 1 ă p ă 8 and δ P Rν0 , we write }f}NLp
δ
pSq :“
}f}NLp
δ
pγ,e,Nq for f P C
8
0 pΩ
1q. The equivalence class of the norm }¨}NLp
δ
pSq is well-defined as a
germ of a function in the δ P Rν0 variable.
14Recall, it is part of the definition of Sobolev data the D be finitely generated.
15Note that the choice of F which finitely generates (resp. linearly finitely generates) LpSq is irrelevant–any two such
choices are equiavalent on Ω1.
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(II) If LpSq is linearly finitely generated on Ω1, then for 1 ă p ă 8 and δ P Rν , we write }f}NLp
δ
pSq :“
}f}NLp
δ
pγ,e,Nq, for f P C
8
0 pΩ
1q. The equivalence class of the norm }¨}NLp
δ
pSq is well-defined @δ P R
ν .
Remark 5.7. Suppose D is Sobolev data which is finitely generated by F on Ω1. Then, for 1 ă p ă 8,
δ P Rν0 ,
}f}NLp
δ
pDq « }f}NLp
δ
pFq , f P C
8
0 pΩ0q.
If D is linearly finitely generated by F on Ω1, the above holds @δ P Rν .
Proposition 5.8. Let D be Sobolev data. Then for 1 ă p ă 8,
}f}NLp
0
pDq « }f}Lp , f P C
8
0 pΩ0q,
where the implicit constants depend on p and D.
Proof. The proof is contained in Section 13.
5.1 Comparing Sobolev Spaces
Fix open sets Ω0 Ť Ω
1 Ť Ω3 Ť Ω Ď Rn. Let rS Ă ΓpTΩq ˆ dν˜ and pS Ă ΓpTΩq ˆ dνˆ be finite sets. As in
the previous section, we separate our results into two cases:
Case I: Lp rSq and Lp pSq are finitely generated on Ω1.
Case II: Lp rSq and Lp pSq are linearly finitely generated on Ω1.
In light of Definition 5.6, it makes sense to talk about NLp
δ˜
p rSq and NLp
δˆ
p pSq for δ˜ P Rν˜0 and δˆ P Rνˆ0 in
Case I, and δ˜ P Rν˜ and δˆ P Rνˆ in Case II.
From rS and pS we create a set of smooth vector fields on Ω, paired with ν “ ν˜ ` νˆ parameter formal
degrees by
S :“
!´ pX, pdˆ, 0ν˜q¯ : p pX, dˆq P pS)ď!´ rX, p0νˆ , d˜q¯ : p rX, d˜q P rS) ,
where 0ν˜ denotes the 0 vector in R
ν˜ and 0νˆ denotes the 0 vector in R
νˆ . We now introduce the main
hypothesis of this section.
Assumption 5.9. We assume
• In Case I, we assume LpSq is finitely generated on Ω1.
• In Case II, we assume LpSq is linearly finitely generated on Ω1.
We assume Assumption 5.9 for the remainder of the section. As before, in light of Definition 5.6, it
makes sense to talk about the norm }¨}NLp
δ
pSq for δ P R
ν
0 in Case I, and for δ P R
ν in Case II.
Remark 5.10. Assuming that LpSq is finitely generated (resp. linearly finitely generated) on Ω1 implies
that Lp rSq and Lp pSq are finitely generated (resp. linearly finitely generated) on Ω1. Thus, Assumption
5.9 contains all the assumptions of this section.
So that we may precisely state our results, in Case I pick Sobolev data
rD “ pν˜, pγ˜, e˜, rN,Ω,Ω3q, a˜, η˜, trςjujPNν˜ , rψqpD “ pνˆ, pγˆ, eˆ, Nˆ ,Ω,Ω3q, aˆ, ηˆ, tpςjujPNνˆ , pψq
D “ pν, pγ, e,N,Ω,Ω3q, a, η, tςjujPNν , ψq
so that rD and Lp rSq are finitely generated by the same rF on Ω1, pD and Lp pSq are finitely generated by the
same pF on Ω1, and D and LpSq are finitely generated by the same F on Ω1. This is always possible–see
Proposition 4.19 and Remark 4.20.
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Theorem 5.11. • In Case I, for 1 ă p ă 8, δˆ P Rνˆ0 and δ˜ P R
ν˜
0 we have
}f}NLp
pδˆ,0ν˜ q
pSq « }f}NLp
δˆ
p pSq , }f}NLp
p0νˆ ,δ˜q
pSq « }f}NLp
δ˜
p rSq , @f P C80 pΩ0q.
More precisely, for 1 ă p ă 8, Dǫ “ ǫpp, pγ, e,Nq, pγ˜, e˜, rNq, pγˆ, eˆ, Nˆqq ą 0 such that for δˆ P Rνˆ ,
δ˜ P Rν˜ with |δˆ|, |δ˜| ă ǫ, we have
}f}NLp
pδˆ,0ν˜ q
pDq « }f}NLp
δˆ
p pDq , }f}NLp
p0νˆ ,δ˜q
pDq « }f}NLp
δ˜
p rDq , @f P C80 pΩ0q,
where the implicit constants depend on p, δ˜, δˆ, D, rD, and pD.
• In Case II, for 1 ă p ă 8, δˆ P Rνˆ , and δ˜ P Rν˜ , we have
}f}NLp
pδˆ,0ν˜ q
pSq « }f}NLp
δˆ
p pSq , }f}NLp
p0νˆ ,δ˜q
pSq « }f}NLp
δ˜
p rSq , @f P C80 pΩ0q.
where the implicit constant depends on p, δˆ, δ˜, and the choices made in defining the above norms.
Proof. This is proved in Section 13.1.
In what follows, it will be convenient to write an element of r0, 1sν as 2´j , where j P r0,8sν. Here,
2´j “ p2´j1 , . . . , 2´jν q (and similarly for ν replaced by νˆ or ν˜).
Let λ be a ν˜ ˆ νˆ matrix whose entries are all in r0,8s. In both Case I and Case II, we assume:
Lp pSq λ-controls rS on Ω1.
In what follows we write λtpδ˜q for δ˜ P r0,8qν˜. Here, we use the convention that 8¨ 0 “ 0 but 8¨x “ 8
for x ą 0.
Theorem 5.12. Under the above hypotheses, we have
• In Case I, for 1 ă p ă 8, δ P Rν0 , δ˜ P R
ν˜
0 X r0,8q
ν˜ , and such that λtpδ˜q is not equal to 8 in any
coordinate,
}f}NLp
δ`p´λtpδ˜q,δ˜q
pSq À }f}NLp
δ
pSq , f P C
8
0 pΩ0q. (5.2)
More precisely, for 1 ă p ă 8, Dǫ “ ǫpp, pγ, e,Nq, λq ą 0, such that for δ P Rν and δ˜ P r0,8qν˜
with |δ|, |δ˜| ă ǫ, and such that λtpδ˜q is not equal to 8 in any coordinate,
}f}NLp
δ`p´λtpδ˜q,δ˜q
pDq À }f}NLp
δ
pDq , f P C
8
0 pΩ0q. (5.3)
• In Case II, for 1 ă p ă 8, δ P Rν , δ˜ P Rν˜ X r0,8qν˜, and such that λtpδ˜q is not equal to 8 in any
coordinate,
}f}NLp
δ`p´λtpδ˜q,δ˜q
pSq À }f}NLp
δ
pSq , f P C
8
0 pΩ0q. (5.4)
Proof. This is proved in Section 13.1.
Remark 5.13. By changing δ, (5.2) and (5.4) can be equivalently written as
}f}NLp
δ`p0,δ0q
pSq À }f}NLp
δ`pλtpδ0q,0q
pSq , f P C
8
0 pΩ0q. (5.5)
A similar remark holds for (5.3).
Corollary 5.14. Under the above hypotheses, we have
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• In Case I, for 1 ă p ă 8, δ˜ P Rν˜0Xr0,8q
ν˜ and such that λtpδ˜q is not equal to 8 in any coordinate,
}f}
NL
p
δ˜
p rSq À }f}NLp
λtpδ˜q
p pSq , f P C80 pΩ0q,
and dually,
}f}
NL
p
´λtpδ˜q
p pSq À }f}NLp
´δ˜
p rSq , f P C80 pΩ0q.
More precisely, for 1 ă p ă 8, Dǫ “ ǫpp, pγˆ, eˆ, Nˆq, pγ˜, e˜, rNq, λq ą 0 such that for δ˜ P r0,8qν˜ with
|δ˜| ă ǫ and such that λtpδ˜q is not equal to 8 in any coordinate,
}f}
NL
p
δ˜
p rDq À }f}NLp
λtpδ˜q
p pDq , f P C80 pΩ0q, (5.6)
and dually,
}f}
NL
p
´λtpδ˜q
p pDq À }f}NLp
´δ˜
p rDq , f P C80 pΩ0q. (5.7)
• In Case II, for 1 ă p ă 8, δ˜ P Xr0,8qν˜ and such that λtpδ˜q is not equal to 8 in any coordinate,
}f}
NL
p
δ˜
p rSq À }f}NLp
λtpδ˜q
p pSq , f P C80 pΩ0q,
and dually,
}f}
NL
p
´λtpδ˜q
p pSq À }f}NLp
´δ˜
p rSq , f P C80 pΩ0q.
Proof. (5.6) follows by taking δ “ 0 in (5.5) and applying Theorem 5.11. (5.7) follows similarly by
taking δ “ p´λtpδ˜q,´δ˜q in (5.5) and applying Theorem 5.11. The result in Case II follows by a similar
proof.
5.2 Euclidean vector fields and isotropic Sobolev spaces
An important special case of our Sobolev spaces comes when we consider the finite set of vector fields
with single parameter formal degrees on Rn given by
pB, 1q :“
"ˆ
B
Bx1
, 1
˙
, . . . ,
ˆ
B
Bxn
, 1
˙*
. (5.8)
Fix open sets Ω0 Ť Ω
1 Ť Ω3 Ť Ω Ď Rn. Clearly, pB, 1q satisfies DpΩ1q, and (in particular) LpB, 1q is
linearly finitely generated by pB, 1q on Ω1 (in fact, it is smoothly linearly finitely generated by pB, 1q on
Ω1). Thus, it makes sense to talk about }¨}NLpspB,1q for any 1 ă p ă 8 and s P R. Let L
p
s denote the
standard, isotropic, Sobolev space of order s P R on Rn.
We have
Theorem 5.15. For 1 ă p ă 8, s P R,
}f}NLpspB,1q « }f}Lps , f P C
8
0 pΩ0q,
where the implicit constants depend on p and s (and, of course, on the choices made in defining
}¨}NLpspB,1q).
Proof. This is exactly the statement of Lemma 5.8.9 of [Str14].
Using the theorems earlier in this section, in combination with Theorem 5.15, we can compare the
standard isotropic Lp Sobolev spaces with our non-isotropic Sobolev spaces. Thus, suppose we are given
a set rS Ă ΓpTΩq ˆ dν˜ . Let ν “ 1` ν˜ and define
S :“
"ˆ
B
Bx1
, p1, 0ν˜q
˙
, . . . ,
ˆ
B
Bxn
, p1, 0ν˜q
˙*ď!´ rX, p0, d˜q¯ : p rX, d˜q P rS)
Ă ΓpTΩq ˆ dν .
For the rest of this section, we assume the following.
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Assumption 5.16. We assume one of the following two cases.
Case I: LpSq is finitely generated on Ω1.
Case II: LpSq is linearly finitely generated on Ω1.
Note that, if LpSq is (linearly) finitely generated on Ω1, then the same is true of Lp rSq. Thus, in Case
I, it makes sense to talk about the norms }¨}NLp
δ
pSq and }¨}NLp
δ˜
p rSq for δ P Rν0 , δ˜ P Rν˜0 . In Case II, it makes
sense to talk about the same norms for all δ P Rν , δ˜ P Rν˜ .
The next lemma helps to elucidate situations where the above assumptions hold.
Lemma 5.17. If Lp rSq is smoothly finitely generated (resp. smoothly linearly finitely generated) on Ω1,
then LpSq is smoothly finitely generated (resp. smoothly linearly finitely generated) on Ω1.
Proof. Suppose Lp rSq is smoothly finitely generated by rF on Ω1. Define
F :“
"ˆ
B
Bx1
, p1, 0ν˜q
˙
, . . . ,
ˆ
B
Bxn
, p1, 0ν˜q
˙*ď!´ rX, p0, d˜q¯ : p rX, d˜q P rF) .
Let pX, dq P LpSq. We wish to show pX, dq is smoothly controlled by F . There are two possibilities.
The first possibility is that d equals 0 in the first component. In this case pX, dq is of the form
pX, p0, d˜qq for some pX, d˜q P Lp rSq. Since rF smoothly controls pX, d˜q, by assumption, it is immediate
from the definitions that F smoothly controls pX, dq.
The other possibility is that the first component of d is ě 1. In this case, we use that
X “
nÿ
j“1
cj
B
Bxj
, cj P C
8pΩq,
and therefore for δ P r0, 1sν,
δdX “
nÿ
j“1
´
δd´p1,0ν˜qcj
¯
δp1,0ν˜q
B
Bxj
.
Since d´p1, 0ν˜q P r0,8q
ν , we see that
 
δd´p1,0ν˜qcj : δ P r0, 1s
ν
(
Ă C8pΩq is a bounded set, and therefore
F smoothly controls pX, dq. Thus, LpSq is smoothly finitely generated by F .
If rF Ă ΓpTΩq ˆ dν˜ , then F Ă ΓpTΩq ˆ dν , and it follows that LpSq is smoothly linearly finitely
generated by F , completing the proof.
Example 5.18. When rS is finite and the vector fields in rS are real analytic then Lp rSq is smoothly finitely
generated on Ω1 (see Section 3.2), and therefore LpSq is smoothly finitely generated on Ω1 (Lemma 5.17).
If rS is finite and for each 1 ď µ ď ν˜,! rX : p rX, d˜q P rS and d˜ is nonzero in the µ component)
satisfies Ho¨rmander’s condition, then Lp rSq is smoothly finitely generated (see Section 3.1), and therefore
LpSq is smoothly finitely generated (Lemma 5.17). When ν˜ “ 1 and in either of these settings, Lp rSq is
smoothly linearly finitely generated, and the same is true of LpSq (Lemma 5.17).
So that we may precisely state our results, in Case I, pick Sobolev data
rD “ pν˜, pγ˜, e˜, rNq,Ω,Ω3q, a˜, η˜, trςjujPNν , rψq
so that Lp rSq and rD are finitely generated by the same rF on Ω1.
Let E P r0,8sν˜ be a vector such that @p rX, d˜q P rS, with rX not the zero vector field, E ¨ d˜ ě 1. We
have,
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Theorem 5.19. • In Case I, for 1 ă p ă 8 and δ˜ P Rν˜0 X r0,8q
ν˜ such that E ¨ δ˜ ă 8, we have
}f}
NL
p
δ˜
p rSq À }f}Lp
E¨δ˜
, f P C80 pΩ0q,
and dually,
}f}Lp
´E¨δ˜
À }f}
NL
p
´δ˜
p rSq , f P C80 pΩ0q.
More precisely, for 1 ă p ă 8, Dǫ “ ǫpp, pγ˜, e˜, rNq, Eq ą 0 such that for δ˜ P r0,8qν˜ with |δ˜| ă ǫ
and such that E ¨ δ˜ ă 8,
}f}
NL
p
δ˜
p rDq À }f}Lp
E¨δ˜
, f P C80 pΩ0q,
and dually,
}f}Lp
´E¨δ˜
À }f}
NL
p
´δ˜
p rDq , f P C80 pΩ0q.
• In Case II, for 1 ă p ă 8 and δ˜ P r0,8qν˜ such that E ¨ δ˜ ă 8, we have
}f}
NL
p
δ˜
p rSq À }f}Lp
E¨δ˜
, f P C80 pΩ0q,
and dually,
}f}Lp
´E¨δ˜
À }f}
NL
p
´δ˜
p rSq , f P C80 pΩ0q.
Proof. For p rX, d˜q P rS, we may write rX “ řnl“1 cl BBxl , where cl P C8pΩq. Thus, for jˆ P r0,8s, we have
2´pEjˆq¨d˜ rX “ nÿ
l“1
´
2jˆp1´E¨d˜qcl
¯
2´jˆ
B
Bxl
.
By the assumption on E, t2jˆp1´E¨d˜qcl : 1 ď l ď n, jˆ P r0,8su Ă C
8pΩq is a bounded set. Thus we have
pB, 1q smoothly E-controls p rX, d˜q on Ω1. From here the result follows from an application of Corollary
5.14 and Theorem 5.15.
For the reverse inequalities, in Case I pick F so that LpSq is finitely generated by F on Ω1, and in
Case II, pick F so that LpSq is linearly finitely generated by F on Ω1. Define rF Ă ΓpTΩqˆpr0,8qν˜zt0uq
by rF :“ !p rX, d˜q : p rX, p0, d˜qq P F) .
It immediately follows that in Case I, Lp rSq is finitely generated by rF in Ω1, and in Case II, Lp rSq is
linearly finitely generated by rF on Ω1. We further assume! rX : p rX, d˜q P rF)
spans the tangent space at every point of Ω1.
For 1 ď k ď n, let rRk Ď rF be such that
B
Bxk
“
ÿ
pĂX,d˜qP rRk
c
k,ĂX,d˜ rX, (5.9)
where c
k,ĂX,d˜ P C8pΩ1q. Set rR “ Ťnk“1 rRk. And define a vector F “ pF1, . . . , Fν˜q P r0,8qν˜ by
Fµ “ max
pĂX,d˜qP rR d˜µ.
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Theorem 5.20. • In Case I, for 1 ă p ă 8, and δˆ P R0 X r0,8q we have
}f}Lp
δˆ
À }f}
NL
p
δˆF
p rSq , f P C80 pΩ0q,
and dually,
}f}
NL
p
´δˆF
p rSq À }f}Lp
´δˆ
, f P C80 pΩ0q.
More precisely, for 1 ă p ă 8, Dǫ “ ǫpp, pγ˜, e˜, rNq, F q ą 0 such that for δˆ P r0,8q with |δ| ă ǫ,
}f}Lp
δˆ
À }f}
NL
p
δˆF
p rDq , f P C80 pΩ0q,
and dually,
}f}
NL
p
´δˆF
p rDq À }f}Lp
´δˆ
, f P C80 pΩ0q.
• In Case II, for 1 ă p ă 8, and δˆ P r0,8q we have
}f}Lp
δˆ
À }f}
NL
p
δˆF
p rSq , f P C80 pΩ0q,
and dually,
}f}
NL
p
´δˆF
p rSq À }f}Lp
´δˆ
, f P C80 pΩ0q.
Proof. By (5.9), for j˜ P r0,8sν˜, we have
2´j˜¨F
B
Bxk
“
ÿ
pĂX,d˜qP rRk
´
2j˜¨pd˜´F qc
k,ĂX,d˜
¯
2´j¨d˜ rX.
By the definition of F , d˜´ F is nonpositive in every component (for p rX, d˜q P rRk), and therefore!
2j˜¨pd˜´F qc
k,ĂX,d˜ : p rX, d˜q P rRk, j˜ P r0,8sν˜) Ă C8pΩ1q
is a bounded set. This shows that rF smoothly F -controls p BBxk , 1q on Ω1. From here the result follows
from an application of Corollary 5.14 and Theorem 5.15.
6 Results: Fractional Radon Transforms
As in Section 5, we fix open sets Ω0 Ť Ω
1 Ť Ω2 Ť Ω3 Ť Ω Ď Rn. Let pγ, e,N,Ω,Ω3q be a parameteri-
zation, with ν-parameter dilations. Fix a ą 0. For ψ1, ψ2 P C
8
0 pΩ0q, κpt, xq P C
8pBN paq ˆΩ2q, δ P Rν ,
and K P KδpN, e, aq, define an operator
Tfpxq “ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqKptq dt. (6.1)
Definition 6.1. If T is an operator as in (6.1), we say that T is a fractional Radon transform of
order δ corresponding to pγ, e,Nq. If we wish to make the choice of a ą 0 explicit, we say T is a
fractional Radon transform of order δ corresponding to pγ, e,Nq on BN paq.
Theorem 6.2. • Let pγ, e,N,Ω,Ω3q be a parameterization which is finitely generated on Ω1. Then,
there exists a ą 0, such that for 1 ă p ă 8, there exists ǫ “ ǫpp, pγ, e,Nqq ą 0, such that for any
δ, δ1 P Rν with |δ|, |δ1| ă ǫ, and any T a fractional Radon transform of order δ corresponding to
pγ, e,Nq on BN paq, we have
}Tf}NLp
δ1
pγ,e,Nq À }f}NLp
δ`δ1
pγ,e,Nq , f P C
8
0 pΩ0q.
29
• Let pγ, e,N,Ω,Ω3q be a parameterization which is linearly finitely generated on Ω1. Then, there
exists a ą 0, such that for 1 ă p ă 8, δ, δ1 P Rν , and any T a fractional Radon transform of order
δ corresponding to pγ, e,Nq on BN paq, we have
}Tf}NLp
δ1
pγ,e,Nq À }f}NLp
δ`δ1
pγ,e,Nq , f P C
8
0 pΩ0q.
Proof. This is proved in Section 14.
Remark 6.3. In Theorem 6.2, we have used that when pγ, e,Nq is finitely generated on Ω1, the equivalence
class of the norm }¨}NLp
δ
pγ,e,Nq is well-defined on C
8
0 pΩ0q for δ sufficiently small (depending on p and
pγ, e,Nq), and is well-defined for all δ P Rν when pγ, e,Nq is linearly finitely generated on Ω1. See
Definition 5.4 for further details.
Corollary 6.4. Let pγ, e,N,Ω,Ω3q be a parameterization which is finitely generated on Ω1. Then for
1 ă p ă 8, there exists ǫ “ ǫpp, pγ, e,Nqq ą 0, such that for every ψ P C80 pΩ0q, there exists a ą 0 such
that for every δ, δ1 P Rν with |δ|, |δ1| ă ǫ, and every K P KδpN, e, aq, the operator
Tfpxq “ ψpxq
ż
fpγtpxqqKptq dt (6.2)
satisfies
}Tf}NLp
δ1
pγ,e,Nq À }f}NLp
δ`δ1
pγ,e,Nq , f P C
8
0 pΩ0q.
If, in addition, pγ, e,Nq is linearly finitely generated on Ω1, we may take ǫ “ 8.
Proof. Given ψ, take ψ2 ” 1 on a neighborhood of supp pψq and take κ “ 1. It is easy to see that
if K is supported on a sufficiently small neighborhood of 0 (i.e., if a ą 0 is sufficiently small), then
ψ2pγtpxqq ” 1 on the domain of integration of (6.1) (with ψ replaced by ψ1). Thus, T is of the form
(6.1). From here, the corollary follows from Theorem 6.2.
Remark 6.5. The main reason we work with the more general operators in Theorem 6.2 (instead of the
operators in Corollary 6.4) is that the class of operators in (6.1) is closed under adjoints, while the class
of operators in (6.2) is not. See Section 9 and Section 12.3 of [Str12] for details.
6.1 Other geometries
Suppose pγ˜, e˜, rN,Ω,Ω3q is a parameterization with ν˜-parameter dilations which is finitely generated
(resp. linearly finitely generated) on Ω1. If T is a fractional Radon transform corresponding to pγ˜, e˜, rNq
of order δ˜, then Theorem 6.2 shows, for p P p1,8) and δ˜, δ˜1 P Rν˜ sufficiently small (resp. for all
δ˜, δ˜1 P Rν), T : NLp
δ˜`δ˜1
ppγ˜, e˜, rNqq Ñ NLp
δ˜1
ppγ˜, e˜, rNqq. In other words, if rS is defined in terms of pγ˜, e˜, rNq
by (4.3), then T : NLp
δ˜`δ˜1
p rSq Ñ NLp
δ˜1
p rSq for δ˜, δ˜1 P Rν˜0 (resp. for all δ˜, δ˜1 P Rν).
Now suppose pS Ď ΓpTΩqˆdνˆ is such that Lp pSq is finitely generated (resp. linearly finitely generated)
on Ω1. If δ˜ P Rν˜0 (resp. δ˜ P R
ν˜) it makes sense to ask for what δˆ1, δˆ2 P R
νˆ
0 (resp. δˆ1, δˆ2 P R
νˆ), if any, do
we have mappings of the form T : NLp
δˆ1
p pSq Ñ NLp
δˆ2
p pSq. Moreover, we wish to have a formula for δˆ2 in
terms of δˆ1 and δ˜. To this end, we make the following assumptions for the rest of the section.
Case I: • pγ˜, e˜, rN,Ω,Ω3q is a parameterization (with ν˜-parameter dilations) which is finitely
generated on Ω1.
• Let rS Ă ΓpTΩqˆ dν˜ be defined in terms of pγ˜, e˜, rNq by (4.3), and let pS Ď ΓpTΩq ˆ dνˆ .
• Let
S :“!´ pX, pdˆ, 0ν˜q¯ : p pX, dˆq P pS)ď!´ rX, p0νˆ , d˜q¯ : p rX, d˜q P rS)
Ă ΓpTΩq ˆ dν ,
(6.3)
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where ν “ ν˜ ` νˆ. We assume LpSq is finitely generated on Ω1. Note, this implies Lp pSq
is finitely generated on Ω1.
• On R
ĂN , define ν-parameter dilatations e˜1 given by e˜1j “ p0νˆ , e˜jq.16 We assume LpSq
controls pγ˜, e˜1, rNq on Ω1.
Case II: This is the same as Case I, but everywhere “finitely generated” is replaced by “linearly
finitely generated”.
Remark 6.6. Case I comes up in many situations. For instance, if LpSq is finitely generated on Ω1 and
if pγ˜, e˜, rNq is smoothly finitely generated on Ω1, then the assumptions in Case I hold.17 This happens
automatically in many situations of interest. See, e.g., Sections 3.1, 3.2, 4.1, and 4.2. Similarly, if LpSq
is linearly finitely generated on Ω1 and if pγ˜, e˜, rNq is smoothly linearly finitely generated on Ω1, then the
assumptions in Case II hold. This also arises in some cases of interest; see Section 6.3.
So that we may precisely state our results we need to make a few choices. Pick F so that in Case
I, LpSq is finitely generated by F on Ω1, and in Case II, LpSq is linearly finitely generated by F on
Ω1. Because LpSq is finitely generated (resp. linearly finitely generated) on Ω1, it follows that Lp pSq is
finitely generated (resp. linearly finitely generated) by some pF on Ω1. In Case I, pick parameterizations
pγ, e,Nq and pγˆ, eˆ, Nˆq which are finitely generated on Ω1 by F and pF , respectively. For instance, one
may use the choice in Proposition 4.19 and Remark 4.20. In what follows, in Case I, we use the norms
}¨}NLp
δ
pγ,e,Nq and }¨}NLp
δˆ
pγˆ,eˆ,Nˆq, for δ P R
ν and δˆ P Rν˜ small. In light of Theorem 5.3 and Definition 5.4,
these norms are well defined, and depend only on S and pS for δ P Rν0 , δˆ P Rν˜0 . In Case II, the equivalence
class of the norms }¨}NLp
δ
pSq, }¨}NLp
δˆ
p pSq are well-defined for all δ P Rν , δˆ P Rνˆ–see Definition 5.6.
Proposition 6.7. Suppose T is a fractional Radon transform of order δ˜ P Rν˜ corresponding to pγ˜, e˜, rNq
on B
ĂN paq. Then, there exists a ν-parameter parameterization pγ˜1, e˜1, rN 1q which is finitely generated
(resp. linearly finitely generated) by F on Ω1 in Case I (resp. in Case II), and such that T is a
fractional Radon transform of order p0νˆ , δ˜q P R
νˆ ˆ Rν˜ “ Rν corresponding to pγ˜1, e˜1, rN 1q on BĂN 1paq.
Proof. This is proved in Section 14.
Theorem 6.8. There exists a ą 0 such that for all 1 ă p ă 8, the following holds.
• In Case I, for every δ˜ P Rν˜0 , δ P R
ν
0 , and every fractional Radon transform, T , of order δ˜ corre-
sponding to pγ˜, e˜, rNq on BĂN paq, we have
}Tf}NLp
δ
pSq À }f}NLp
δ`p0νˆ ,δ˜q
pSq , f P C
8
0 pΩ0q.
More precisely, there exists ǫ “ ǫpp, pγ, e,Nq, pγ˜, e˜, rNqq ą 0 such that for any δ˜ P Rν˜ , δ P Rν
with |δ˜|, |δ| ă ǫ, and every fractional Radon transform, T , of order δ˜ corresponding to pγ˜, e˜, rNq on
B
ĂN paq, we have
}Tf}NLp
δ
pγ,e,Nq À }f}NLp
δ`p0νˆ ,δ˜q
pγ,e,Nq , f P C
8
0 pΩ0q. (6.4)
• In Case II, for every δ˜ P Rν˜ , δ P Rν , and every fractional Radon transform, T , of order δ˜
corresponding to pγ˜, e˜, rNq on BĂN paq, we have
}Tf}NLp
δ
pSq À }f}NLp
δ`p0νˆ ,δ˜q
pSq , f P C
8
0 pΩ0q.
16I.e., for δ “ pδˆ, δ˜q P r0, 1sνˆ ˆ r0, 1sν˜ , we define δt˜ “ δ˜t˜, where δ˜t˜ is defined by the ν˜ parameter dilations e˜.
17The point here is that if pγ˜, e˜, rNq is merely finitely generated on Ω1, then it does not necessarily follow that LpSq
controls pγ˜, e˜, rNq on Ω1. However, if pγ˜, e˜, rNq is smoothly finitely generated on Ω1, then it does follow that LpSq controls
pγ˜, e˜, rNq on Ω1. This is one of the main conveniences of smoothly finitely generated over finitely generated.
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Proof. First we consider Case I. Proposition 6.7 combined with Theorem 6.2 proves (6.4) with pγ, e,Nq
replaced by pγ˜1, e˜1, rN 1q. Because pγ, e,Nq and pγ˜1, e˜1, rN 1q are both finitely generated by F on Ω1, Theorem
5.3 shows that for δ P Rν sufficiently small,
}f}NLp
δ
pγ,e,Nq « }f}NLp
δ
pγ˜1,e˜1,ĂN 1q , f P C80 pΩ1q.
(6.4) follows and completes the proof in Case I. The same proof goes through in Case II, where in each
step we do not need to restrict to δ, δ˜ small.
Using Theorem 6.8, we proceed as in Section 5.1 to conclude mapping properties of fractional Radon
transforms on the space NLp
δˆ
p pSq for δˆ P Rνˆ0 in Case I, and for δˆ P Rνˆ in Case II.
Let λ1 and λ2 be two matrices with entries in r0,8s. λ1 a ν˜ ˆ νˆ matrix and λ2 a νˆ ˆ ν˜ matrix. We
impose the following additional assumptions in both Case I and Case II.
(i) We assume Lp pSq λ1-controls rS on Ω1.
(ii) We assume Lp rSq λ2-controls pS on Ω1.
As before, in what follows we define 8 ¨ 0 “ 0 but 8 ¨ x “ 8 for x ą 0.
Corollary 6.9. Under the above hypotheses, there exists a ą 0 such that for 1 ă p ă 8, the following
holds.
• In Case I, for all δ˜ P Rν˜0 X r0,8q
ν˜ and δˆ P Rνˆ0 X r0,8q
νˆ with λt1pδ˜q and λ
t
2pδˆq not 8 in any
coordinate, and every δ P Rν0 , we have for every fractional Radon transform T of order δ˜ ´ λ
t
2pδˆq
corresponding to pγ˜, e˜, rNq on BĂN paq,
}Tf}NLp
δ
pSq À }f}NLp
δ`pλt
1
pδ˜q´δˆ,0ν˜ q
pSq , f P C
8
0 pΩ0q.
More precisely, there exists ǫ “ ǫpp, pγ, e,Nq, pγ˜, e˜, rNq, λ1, λ2q ą 0 such that for all δ˜ P r0,8qν˜ ,
δˆ P r0,8qνˆ, and δ P Rν with |δ˜|, |δˆ|, |δ| ă ǫ and such that λt1pδ˜q and λ
t
2pδˆq are not 8 in any
coordinate, we have for every fractional Radon transform T of order δ˜ ´ λt2pδˆq corresponding to
pγ˜, e˜, rNq on BĂN paq,
}Tf}NLp
δ
pγ,e,Nq À }f}NLp
δ`pλt
1
pδ˜q´δˆ,0ν˜ q
pγ,e,Nq , f P C
8
0 pΩ0q.
• In Case II, for all δ˜ P r0,8qν˜ and δˆ P r0,8qνˆ with λt1pδ˜q and λ
t
2pδˆq not 8 in any coordinate, and
every δ P Rν , we have for every fractional Radon transform T of order δ˜´ λt2pδˆq corresponding to
pγ˜, e˜, rNq on BĂN paq,
}Tf}NLp
δ
pSq À }f}NLp
δ`pλt
1
pδ˜q´δˆ,0ν˜ q
pSq , f P C
8
0 pΩ0q.
Proof. In Case I, using Theorem 6.8 and two applications of Theorem 5.12, we have
}Tf}NLp
δ
pγ,e,Nq À }f}NLp
δ`p0νˆ ,δ˜´λ
t
2
pδˆqq
pγ,e,Nq
À }f}NLp
δ`pλt
1
pδ˜q,´λt
2
pδˆqq
pγ,e,Nq À }f}NLp
δ`pλt
1
pδ˜q´δˆ,0ν˜ q
pγ,e,Nq ,
as desired. A similar proof yields the result in Case II.
Corollary 6.10. Under the above hypotheses, there exists a ą 0 such that for 1 ă p ă 8, the following
holds.
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• In Case I, for all δ˜ P Rν˜0 X r0,8q
ν˜ and δˆ P Rνˆ0 X r0,8q
νˆ with λt1pδ˜q and λ
t
2pδˆq not 8 in any
coordinate, and every δ P Rνˆ0 , we have for every fractional Radon transform T of order δ˜ ´ λ
t
2pδˆq
corresponding to pγ˜, e˜, rNq on BĂN paq,
}Tf}
NL
p
δ
p pSq À }f}NLp
δ`λt
1
pδ˜q´δˆ
p pSq , f P C80 pΩ0q.
More precisely, there exists ǫ “ ǫpp, pγˆ, eˆ, Nˆq, pγ˜, e˜, rNq, λ1, λ2q ą 0, such that for every δ˜ P r0,8qν˜
and δˆ P r0,8qνˆ with λt1pδ˜q and λ
t
2pδˆq not 8 in any coordinate, and every δ P R
νˆ
0 , with |δ˜|, |δˆ|, |δ| ă ǫ,
we have for every fractional Radon transform T of order δ˜ ´ λt2pδˆq corresponding to pγ˜, e˜, rNq on
B
ĂN paq,
}Tf}NLp
δ
pγˆ,eˆ,Nˆq À }f}NLp
δ`λt
1
pδ˜q´δˆ
pγˆ,eˆ,Nˆq , f P C
8
0 pΩ0q.
• In Case II, for all δ˜ P r0,8qν˜ and δˆ P r0,8qνˆ with λt1pδ˜q and λ
t
2pδˆq not 8 in any coordinate, and
every δ P Rνˆ , we have for every fractional Radon transform T of order δ˜´ λt2pδˆq corresponding to
pγ˜, e˜, rNq on BĂN paq,
}Tf}
NL
p
δ
p pSq À }f}NLp
δ`λt
1
pδ˜q´δˆ
p pSq , f P C80 pΩ0q.
Proof. In Case I, pick pγ, e,Nq as above (e.g., the choice given in Proposition 4.19 when applied to S).
Using Theorem 5.11 and Corollary 6.9 we have
}Tf}NLp
δ
pγˆ,eˆ,Nˆq « }Tf}NLp
pδ,0ν˜ q
pγ,e,Nq
À }f}NLp
pδ`λt
1
pδ˜q´δˆ,0ν˜ q
pγ,e,Nq « }f}NLp
δ`λt
1
pδ˜q´δˆ
pγˆ,eˆ,Nˆq ,
for f P C80 pΩ0q, yielding the result in Case I. A similar proof yields the result in Case II.
Remark 6.11. Though it is not necessary, in Corollaries 6.9 and 6.10 one often wishes to choose δ˜ and
δˆ so that δ˜ is zero in every coordinate in which λt2pδˆq is nonzero, and λ
t
2pδˆq is zero in every coordinate
where δ˜ is nonzero.
Remark 6.12. In Corollaries 6.9 and 6.10 if one takes one of the matricies (λ1 or λ2) to be `8 in every
component, then it is as if that matrix were not present in the assumptions and conclusions at all.
For instance, if one takes λ1 to be `8 in every component, then one is forced to take δ˜ “ 0 and the
assumption (i), above, holds automatically. Most previous work on this topic (e.g., [Cuc96] and [Gre07])
does not involve λ1 (i.e., takes λ1 to be `8 in every component), and deals only with λ2 in very special
cases.
6.2 Ho¨rmander’s condition
The special case of Case I of Corollary 6.10 which is likely of most interest is when ν˜ “ νˆ “ 1 and therX and pX vector fields each satisfy Ho¨rmander’s condition. Below we present this situation.
We start with a parameterization pγ˜, e˜, rN,Ω,Ω3q, where e˜1, . . . , e˜ĂN P p0,8q–i.e., we have single-
parameter dilations. Let pĂW, e˜, rNq be the vector field parameterization corresponding to pγ˜, e˜, rNq.
Expanding ĂW pt˜, xq as a Taylor series in the t˜ variable,
ĂW pt˜q „ ÿ
|α|ą0
t˜α rXα,
where rXα is a smooth vector field on some Ω2 with Ω1 Ť Ω2. We suppose t rXα : |α| ą 0u satisfies
Ho¨rmander’s condition on Ω2. Fix rΩ with Ω1 Ť rΩ Ť Ω2. By Corollary 4.29, pγ˜, e˜, rNq is smoothly
finitely generated by some rF on rΩ.
We suppose we are given a finite set of vector fields pS Ă ΓpTΩqˆp0,8q, such that t pX : Ddˆ, p pX, dˆq P pSu
satisfies Ho¨rmander’s condition on Ω2. By Proposition 3.26 and Remark 3.18, Lp pSq is smoothly linearly
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finitely generated by some pF on rΩ. By Theorem 5.3 (see also Definition 5.6) it makes sense to talk
about the norm }¨}
NL
p
δ
p pSq for all 1 ă p ă 8, δ P p0,8q.
For each p rX, d˜q P rF , Let pF
pĂX,d˜q Ď pF be such that rX is in the C8pΩ2q module generated by
t pX : Ddˆ, p pX, dˆq P pF
pĂX,d˜qu.18 Define
λ
pĂX,d˜q
1 :“
minmaxtdˆ : D pX, p pX, dˆq P pF
pĂX,d˜qu
d˜
, (6.5)
where the minimum is taken over all possible choices of pF
pĂX,d˜q. And set
λ1 :“ maxtλ
pĂX,d˜q
1 : p
rX, d˜q P rFu ą 0.
Define λ2 ą 0 in the same way by reversing the roles of pF and rF throughout.
Corollary 6.13. Under the above hypotheses, there exists a ą 0 such that for every 1 ă p ă 8, there
exists ǫ “ ǫpp, pγ˜, e˜, rNq, pSq ą 0 such that for every δ˜, δˆ P r0, ǫq, δ P p´ǫ, ǫq, we have for every fractional
Radon transform, T , of order δ˜ ´ λ2δˆ corresponding to pγ˜, e˜, rNq on BĂN paq,
}Tf}
NL
p
δ
p pSq À }f}NLp
δ`λ1 δ˜´δˆ
p pSq , f P C80 pΩ0q.
Proof. By Proposition 3.26, if S is given by (6.3), then LpSq is linearly finitely generated on Ω1. Corollary
4.29 shows pγ˜, e˜, rNq is smoothly finitely generated, and it follows that LpSq controls pγ˜, e˜1, rNq on Ω1 where
e˜1 is as in the assumptions from Case I, above. See, also, Remark 6.6.
The result will follow from Corollary 6.10 once we show:
(i) Lp pSq λ1-controls rF on Ω1.
(ii) rF λ2-controls pS on Ω1.
We begin with (i). Let p rX, d˜q P rF . To show p rX, d˜q is λ1-controlled by Lp pSq on Ω1, it suffices to show
p rX, d˜q is λ1-controlled by pF on Ω1. Let pFpĂX,d˜q achieve the minimum in the definition of λpĂX,d˜q1 in (6.5).
We will show pF
pĂX,d˜q λpĂX,d˜q1 -controls p rX, d˜q on Ω1, and it then follows that pF λ1-controls p rX, d˜q on Ω1,
as desired.
By the definition of pFpĂX,d˜q, we may write
rX “ ÿ
pxX,dˆqP pF
pĂX,d˜q
cxX,dˆ pX,
where cxX P C8prΩq. Multiplying both sides by 2´λpĂX,d˜q1 jˆd˜ we obtain,
2´λ
pĂX,d˜q
1
jˆd˜ rX “ ÿ
pxX,dˆqP pF
pĂX,d˜q
ˆ
2jˆdˆ´λ
pĂX,d˜q
1
jˆd˜cxX,dˆ
˙
2´jˆdˆ pX.
The choice of λ
pĂX,d˜q
1 shows jˆdˆ´ λ1jˆd˜ ď 0 for all p
pX, dˆq P pFpĂX,d˜q. From here, (i) follows immediately.
For (ii), note that (using pF controls pS on Ω1) to show rF λ2-controls pS on Ω1, it suffices to show rF
λ2-controls pF on Ω1 (because pF controls pS on Ω1). From here, the proof follows just as in the proof for
(i).
Remark 6.14. Corollary 6.13 is often optimal. See Theorem 15.5 for details.
18This is always possible because the vector fields in pF span the tangent space at every point, by assumption.
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Define λ11, λ
1
2 P p0,8q by
λ11 :“
maxtdˆ : Dp pX, dˆq P pFu
mintd˜ : Dp rX, d˜q P rFu , λ12 :“ maxtd˜ : Dp rX, d˜q P rFumintdˆ : Dp pX, dˆq P pFu . (6.6)
Corollary 6.15. Under the above hypotheses, there exists a ą 0 such that for every 1 ă p ă 8, there
exists ǫ “ ǫpp, pγ˜, e˜, rNq, pSq ą 0 such that for every δ˜, δˆ P r0, ǫq, δ P p´ǫ, ǫq, we have for every fractional
Radon transform, T , of order δ˜ ´ λ12δˆ corresponding to pγ˜, e˜,
rNq on BĂN paq,
}Tf}
NL
p
δ
p pSq À }f}NLp
δ`λ1
1
δ˜´δˆ
p pSq , f P C80 pΩ0q.
Proof. Because λ1 ď λ
1
1 and λ2 ď λ
1
2, this follows immediately from Corollary 6.13.
Remark 6.16. The conclusion in Corollary 6.15 depends on the choice of rF and pF . One wishes to pick
them so that λ11 and λ
1
2 are as small as possible. The conclusion of the stronger result in Corollary 6.13
does not depend on the choices of rF and pF . In an application of Corollary 6.15, one can pick pF so that
maxtdˆ : Dp pX, dˆq P pFu is equal to:
min
F
max
!
dˆ : Dp pX, dˆq P F)
where the minimum is taken over all F Ď Lp pSq such that the vector fields in F span the tangent space
to every point of Ω2; and so that mintdˆ : Dp pX, dˆq P pFu is equal to
min
!
dˆ : Dp pX, dˆq P pS, pX is not the zero vector field) .
Similarly for rF . See the proof of Proposition 3.26 for how to choose such rF and pF .
An important special case of Corollary 6.15 comes when pS “ pB, 1q (see (5.8) for this notation). In
this case, }¨}NLp
δ
pB,1q « }¨}Lp
δ
(Theorem 5.15). To present this case, we change perspective and state
the result just near some fixed point x0 P Ω
3 Ť Ω Ď Rn. We suppose we are given a parameterization
pγ˜, e˜, rN,Ω,Ω3q with single-parameter dilations e˜, and with corresponding vector field parameterization
pĂW, e˜, rNq. We expand ĂW pt˜q into a Taylor series in the t˜ variable:
ĂW pt˜q „ ÿ
|α|ą0
t˜α rXα˜.
We assume the following.
Assumption: The Lie algebra generated by t rXα˜ : |α˜| ą 0u spans the tangent space at x0.
Let rS :“ tp rX, degpα˜qq : |α˜| ą 0u as before.19 We define two numbers:
E :“ min
F0
maxtd˜ : Dp rX, d˜q P F0u,
and the minimum is taken over all F0 Ď Lp rSq such that the vector fields in F0 span the tangent space
at x0. Also set
e :“ min
!
degpα˜q : rXα˜ not the zero vector on a neighborhood of x0) .
Corollary 6.17. Under the above hypotheses, there exists an open set Ω1 Ť Ω3 with x0 P Ω
1 and a ą 0
such that for 1 ă p ă 8, there exists ǫ “ ǫpp, pγ˜, e˜, rNqq ą 0 such that for every r, s P p´ǫ, ǫq, if T is a
fractional Radon transform of order r corresponding to pγ˜, e˜, rNq on BĂN paq (with this choice of Ω1 in the
definition of a fractional Radon transform),
19Here, degpα˜q is defined using the single parameter dilations e˜; see Definition 2.2.
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• If r ě 0,
}Tf}Lp
s´ r
e
À }f}Lps , f P C
8
0 pΩ
1q. (6.7)
Furthermore, this result is optimal in the sense that there do not exist p P p1,8q, t ą 0, s P
p´ǫ, ǫq,20 and r P r0, ǫq such that for every fractional Radon transform, T , of order r corresponding
to pγ˜, e˜, rNq on BĂN paq we have
}Tf}Lp
s´ r
e
`t
À }f}Lps , f P C
8
0 pΩ
1q.
• If r ď 0,
}Tf}Lp
s´ r
E
À }f}Lps , f P C
8
0 pΩ
1q. (6.8)
Furthermore, this result is optimal in the sense that there do not exist p P p1,8q, t ą 0, s P p´ǫ, ǫq
and r P p´ǫ, 0s such that for every fractional Radon transform, T , of order r corresponding to
pγ˜, e˜, rNq on BĂN paq we have
}Tf}Lp
s´ r
E
`t
À }f}Lps , f P C
8
0 pΩ
1q.
Proof. To prove (6.7) and (6.8) we wish to apply Corollary 6.15. We are taking pF “ pB, 1q, and
therefore mintdˆ : Dp pX, dˆq P pFu “ 1 “ maxtdˆ : Dp pX, dˆq P pFu. By the discussion in Remark 6.16,
we may pick a small neighborhood Ω1 of x0 so that we may take rF with mintd˜ : Dp rX, d˜q P rFu “ e,
maxtd˜ : Dp rX, d˜q P rFu “ E. Thus, λ11 “ e´1 and λ12 “ E.
If r ě 0, set δˆ “ 0 and δ˜ “ r. Then if s “ δ ` λ11δ˜ ´ δˆ, we have δ “ s´ λ
1
1r. Plugging these choices
into Corollary 6.15 yields (6.7).
If r ď 0, set δ˜ “ 0 and r “ ´λ12δˆ. Then, if s “ δ ` λ
1
1δ˜ ´ δˆ, we have δ “ s ´ r{λ
1
2. Plugging these
choices into Corollary 6.15 yields (6.8).
For the proof of optimality, see Section 15.
6.3 Pseudodifferential operators
When pγ, e,N,Ω,Ω3q is linearly finitely generated on Ω1, and T is a fractional Radon transform of
order δ P Rν corresponding to pγ, e,Nq, it is sometimes useful to think of T as a generalized kind of
“pseudodifferential operator”. Actually, for this we consider a slightly more general kind of operator:
Tfpxq “
ż
fpγtpxqqψpγtpxqqKpx, tq dt, (6.9)
where ψ P C80 pΩ0q, Kpx, tq is a distribution which can be written as
Kpx, tq “ ηptq
ÿ
jPNν
2j¨δς
p2jq
j px, tq,
ς
p2jq
j px, tq “ 2
j¨e1`¨¨¨`j¨eN ςjpx, 2
jtq, 2jt is defined by the dilations e, tςj : j P N
νu Ă C80 pΩ0;S pR
N qq
is a bounded set, with ςj P C
8
0 pΩ0;Stµ:jµ‰0uq. The results above actually extend to this more general
situation, automatically. Indeed, because C80 pΩ0;S pR
N qq – C80 pΩ0qpbS pRN q (where pb denotes the
completed tensor product of these nuclear spaces), all of our results for fractional Radon transforms
extend to the more general operators given by (6.9). See [Tre`67] for more details on tensor products,
and Theorem 2.14.16 of [Str14] for a similar result using these ideas.
Remark 6.18. In the case when F “ pB, 1q (see (5.8)), and when
γt1,...,tnpxq “ e
´t1
B
Bx1
´¨¨¨´tn
B
Bxn x “ x´ t,
then fractional Radon transforms of order δ P R corresponding to pγ, p1, . . . , 1q, nq are standard pseu-
dodifferential operators order order δ whose Schwarz kernels are supported in Ω0 ˆ Ω0.
20Recall, ǫ depends on p P p1,8q.
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We saw in Remark 6.18 that a particular special case of fractional Radon transforms corresponding
to a linearly finitely generated parameterization yields standard pseudodifferential operators on Rn. The
analogy with pseudodifferential operators does not end there, though. Indeed, a basic use of standard
pseudodifferential operators is to create parametricies for elliptic operators (e.g., the Laplacian on Rn).
When ν “ 1, the fractional Radon transforms here can be used to create a parametrix for Ho¨mander’s
sub-Laplacian. This idea was developed by Rothschild and Stein [RS76] and was based on previous work
by Folland and Stein [FS74] and Folland [Fol75]. This was further developed by Goodman [Goo76]; see
also [GS84, PS86, CGGP92]. See [Str14] for more details; in particular, Theorem 2.14.28. Combining
this with the other results in this paper, gives regularity results for Ho¨rmander’s sub-Laplacian on
various non-isotropic Sobolev spaces corresponding to geometries other than the associated Carnot-
Carathe´odory geoemtry.21
In fact, the operators discussed here are closely related to a far reaching generalization of ellipticity,
known as maximal hypoellipticity. See Chapter 2 of [Str14] for this concept, its relationship with these
pseudodifferential operators, and a history of these ideas.
Remark 6.19. In [Gre07] results concerning fractional Radon transforms were connected to the well-
known results of Fefferman and Phong on subelliptic operators [FP83]. Here, we can make the analogy
more explicit: the results of [FP83] are closely related to the case when γ is linearly finitely generated
(e.g., when studying Ho¨rmander’s sub-Laplacian), while the results of [Gre07] are for when γ is finitely
generated.
6.3.1 Singular Integrals
There is a close relationship here between the smoothing properties for Radon transforms and the
corresponding smoothing properties for singular integrals. Indeed, suppose pγ, e,Nq is finitely generated
by F Ă ΓpTΩq ˆ dν on Ω
1. Note, we are taking F Ă ΓpTΩq ˆ dν , but not assuming γ is linearly finitely
generated on Ω1. Corresponding to F we obtain nonisotropic Sobolev spaces NLprpFq, p P p1,8q, r P R
ν .
We assume, in addition, tX : pX, dq P Fu spans the tangent space to every point of Ω1.
Under the above assumptions, corresponding to F , there is an algebra of singular integral operators
(see [Str14]).22 If S is a singular integral operator of order δ P Rν (corresponding to F), then for
1 ă p ă 8, r P Rν , S : NLprpFq Ñ NL
p
r´δpFq (see Theorem 5.1.23 of [Str14]). Furthermore, if pγ, e,Nq
is linearly finitely generated by F on Ω1, and if T is a fractional Radon transform of order r P Rν
corresponding to pγ, e,Nq, then T is a singular integral operator of order r (the results in Section 5.2.1
of [Str14] can be adapted to this situation). Thus, Theorem 6.2 in the case when pγ, e,Nq is linearly
finitely generated on Ω1 (and F satisfies the above hypotheses) is really a result about singular integrals;
and is therefore essentially a special case of Theorem 5.1.23 of [Str14].
If pγ, e,Nq is only finitely generated on Ω1, then T is not necessarily a singular integral operator.
However, we do have T : NLprpFq Ñ NL
p
r´δpFq for r, δ P R
ν
0 . Thus, one way of informally restating
Theorem 6.2 (at least in the case when F satisfies the above hypotheses) is that the mapping properties
of fractional Radon transforms on NLprpFq are the same as the mapping properties of the corresponding
singular integral operators, so long as r and δ are sufficiently small.
7 Proofs: Schwartz space and kernels
Fix N P N and 0 ‰ e1, . . . , eN P r0,8q
ν–ν parameter dilations on RN . For a ą 0 and δ P Rν , we wish to
understand the space KδpN, e, aq. The first step is to understand the spaces SE , where E Ď t1, . . . , νu.
23
SE is clearly a closed subspace of S pR
N q, and therefore inherits the Fre´chet topology. Using the
dilations e, it makes sense to write ςp2
jq, for j P r0,8qν, as in (2.2).
For each µ P t1, . . . , νu, recall the variable tµ, which denotes the vector consisting of those coordinates
tj of t such that e
µ
j ‰ 0. Let t
K
µ denote the vector consisting of those coordinates of t which are not in
21In the case of isotropic Sobolev spaces, this idea was already present in the work of Rothschild and Stein [RS76].
22When ν “ 1 these singular integral operators are the NIS operators introduced by Nagel, Rosay, Stein, and Wainger
[NRSW89] and later studied by Koenig [Koe02] and Chang, Nagel, and Stein [CNS92].
23Recall, S pRN q is Schwartz space, and the definition of SE Ď S pR
N q is given at the beginning of Section 2.
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tµ, so that t “ ptµ, t
K
µ q. For f P S pR
N q, let fˆ P S pRN q denote its Fourier transform. Let ξµ denote the
dual variable to tµ, and define ξ
K
µ so that ξ “ pξµ, ξ
K
µ q; i.e., ξ
K
µ is the dual variable to t
K
µ .
Lemma 7.1. For f P S pRN q, the following are equivalent:
• f P SE.
• @µ P E, Bαξµ fˆpξµ, ξ
K
µ q
ˇˇ
ξµ“0
“ 0, for every multi-index α.
Proof. This is immediate from the definitions.
Decompose the tµ variable as tµ “ pt
1
µ, . . . , t
Nµ
µ q, so that t1µ, . . . , t
Nµ
µ P R are an enumeration of those
coordinates tj P R of t P R
N such that eµj ‰ 0. Let △µ denote the positive Laplacian in the tµ variable,
so that
△µ “ ´
Nµÿ
j“1
˜
B
Btjµ
¸2
“ ´▽tµ ¨▽tµ .
On tµ there are ν parameter dilations, defined so that for δ P r0,8q
ν , δt “ pδtµ, δt
K
µ q. I.e., we define
dilations 0 ‰ eˆµ1 , . . . , eˆ
µ
Nµ
P r0,8qν on RNµ by eˆµk “ ej if t
k
µ corresponds to the coordinate tj of t. Notice
that each eˆµk P r0,8q
ν is nonzero in the µ component; thus when we compute δtµ, each coordinate of tµ
is multiplied by a power of δµ (and possibly by powers δµ1 for µ
1 ‰ µ, as well). Define a ν parameter
dilation on △µ by
δ ¨△µ :“ ´
Nµÿ
j“1
δ2eˆ
µ
j
˜
B
Btjµ
¸2
. (7.1)
This is defined in such a way that
p△µςq
p2jq
“
`
2´j ¨△µ
˘
ςp2
jq. (7.2)
Letting
h0 :“ minte
µ
j : 1 ď j ď N, 1 ď µ ď ν, e
µ
j ‰ 0u ą 0 (7.3)
we see, for every M P N, ˇˇˇ`
2´j ¨△µ
˘M
f
ˇˇˇ
ď CM2
´2Mjµh0
ÿ
|α|ď2M
ˇˇˇˇˆ
B
Btµ
˙α
f
ˇˇˇˇ
, (7.4)
where CM does not depend on j or f .
Definition 7.2. Let f P SE , with µ P E. For s P R define △
s
µf by
z△sµf “ |ξµ|2sfˆpξq.
Lemma 7.3. For s P R, and µ P E, △sµ : SE Ñ SE is an automorphism of the Fre´chet space SE.
Proof. It is a simple consequence of Lemma 7.1 that △sµ : SE Ñ SE . It follows from the closed graph
theorem that it is continuous. The continuous inverse is△´sµ , thereby making△
s
µ an automorphism.
Lemma 7.4. Let tςj : j P N
νu Ă S pRN q be a bounded set such that ςj P Stµ:jµ‰0u. Then, for any
s P Rν , the sum ÿ
jPNν
2j¨sς
p2jq
j
converges in the sense of tempered distributions.
Proof. Let ς P S pRN q. We show, for every L,ˇˇˇˇż
ς
p2jq
j ptqςptq dt
ˇˇˇˇ
À 2´L|j|8 , (7.5)
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and the result will follow.
If j “ 0, (7.5) is trivial, so we assume |j|8 ą 0. Take µ so that jµ “ |j|8, and take M so large
2Mh0 ě L (where h0 is as in (7.3)). Lemma 7.3 shows we may write ςj “ △
M
µ rςj , where trςj : j P Nν , jµ ‰
0u Ă S pRN q is a bounded set (by setting rςj “ △´Mµ ςj). Using (7.2), we haveż
ς
p2jq
j ptqςptq dt “
ż rςp2jqj ptqp2´j ¨△µqM ςptq dt.
Using (7.4) and the choice of M , we have that t2L|j|8p2´j ¨△µq
M ς : j P Nν , j ‰ 0, jµ “ |j|8u Ă S pR
N q
is a bounded set. (7.5) follows, completing the proof.
Lemma 7.5. There is a bounded set tςj : j P N
νu Ă S pRN q with ςj P Stµ:jµ‰0u and δ0 “
ř
jPNν ς
p2jq
j ,
with the convergence taken in the sense of tempered distributions.
Proof. We decompose δ0 on the Fourier transform side. Indeed, let pφ P C80 pRN q equal 1 on a neighbor-
hood of 0. Define, for j P Nν ,
pψjpξq :“ ÿ
pp1,...,pνqPt0,1u
ν
jµěpµ
p´1qp1`¨¨¨`pν pφp2pξq.
Notice,
ř
jPNν
pψjp2´jξq “ 1, in the sense of tempered distributions. Also notice t pψj : j P Nνu Ă S pRN q
is a finite set and therefore bounded. Letting ψj denote the inverse Fourier transform of pψj , we haveř
jPNν ψ
p2jq
j “ δ0 and tψj : j P N
νu Ă S pRN q is a bounded set (indeed, it is a finite set). Finally,
notice that, if jµ ą 0, pψjpξq vanishes to infinite order at 0 in the ξµ variable (it is identically zero on a
neighborhood of 0 in the ξµ variable). Lemma 7.1 shows ψj P Stµ:jµ‰0u and completes the proof.
Proof of Lemma 2.3. Let η P C80 pB
N paqq, with η ” 1 on a neighborhood of 0. Take ςj as in Lemma 7.5,
so that δ0 “
ř
jPNν ς
p2jq
j . Thus, δ0 “ ηδ0 “ η
ř
jPNν ς
p2jq
j , which proves the result for α “ 0. For |α| ą 0,
note that if β1 ‰ 0, pB
β1
t ηqB
β2
t
ř
jPNν ς
p2jq
j “ pB
β1
t ηqB
β2
t δ0 “ 0, because B
β1
t η ” 0 on a neighborhood of 0.
Thus,
Bαt δ0 “ B
α
t
˜
η
ÿ
jPNν
ς
p2jq
j
¸
“ η
ÿ
jPNν
Bαt ς
p2jq
j “ η
ÿ
jPNν
2j¨degpαqpBαt ςjq
p2jq,
which completes the proof.
In later sections, we will need some decomposition results about functions in SE . We record them
here.
Lemma 7.6. Fix a ą 0, and let B1 Ă S pR
N q and B2 Ă C
8
0 pB
N paqq be bounded sets. Let j P r0,8qν ,
ς P B1, and η P B2. Then, there exist tγk : k P N
ν , k ď ju Ă C80 pB
N paqq, such that24
ηptqςp2
jqptq “
ÿ
kďj
kPNν
ηptqγ
p2kq
k ptq.
Furthermore, for every M P N, the set!
2M |j´k|γk : j P r0,8q
ν, k ď j, k P Nν , ς P B1, η P B2
)
Ă C80 pB
N paqq
is bounded.
24We have written k ď j to denote the inequality holds coordinatewise.
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Proof. Let η1 P C80 pB
N paqq equal 1 on a neighborhood of
the closure of
ď
ηPB2
supp pηq .
For k P Nν with k ď j, let
δkptq :“
ÿ
pPt0,1uν
k`pďj
p´1qp1`¨¨¨`pνη1p2ptq,
so that η1ptq “
ř
0ďkďj δkp2
ktq. Note that δkptq “ 0 if kµ ď jµ´ 1 and |tµ| is sufficiently small (indepen-
dent of j, k). Define, for k P Nν , k ď j,
γkptq “ δkptqς
p2j´kqptq.
If |j ´ k|8 ă 1, it is easy to see that }γk}Cr À 1, for every r. Suppose |j ´ k|8 ě 1. Take µ so that
|j´k|8 “ jµ´kµ. Because δkptq is 0 for |tµ| sufficiently small (independent of j, k), and by the Schwartz
bounds on ς , we have for any α and L,
|Bαt γkptq| À χt|tµ|«1up1 ` |2
jµ´kµtµ|q
´L À 2´h0|j´k|8L,
where h0 is as in (7.3). Taking L “ LpMq sufficiently large shows that for every M ,!
2M |j´k|γk : j P r0,8q
ν, k ď j, k P Nν , ς P B1, η P B2
)
Ă C80 pB
N paqq
is bounded. Since ηςp2
jq “ ηη1ςp2
jq “
ř
kďj ηγ
p2kq
k , the result follows.
In what follows, αµ P N
Nµ will denote a multi-index in the tµ variable. Let ~N “ N1 ` ¨ ¨ ¨ ` Nν .
~α “ pα1, . . . , ανq P N
N1 ˆ ¨ ¨ ¨ ˆ NNν “ N
~N . We write B~αt “ B
α1
t1
¨ ¨ ¨ Bανtν . This differs from multi-index
notation, because the tµ variables may overlap and, therefore, ~N may be greater than N . For j P r0,8s
ν,
we write 2´jBtµ “ p2
´j¨eˆµ
1 Bt1µ , . . . , 2
´j¨eˆµ
Nµ B
t
Nµ
µ
q, and 2´jB~αt “ p2
´jBt1q
α1 ¨ ¨ ¨ p2´jBtν q
αν . In particular,
this is defined so that p2´jB~αt qς
p2jq “ pB~αt ςq
p2jq.
Proposition 7.7. Let a ą 0, M P N and let B1 Ă S pR
N q and B2 Ă C
8
0 pB
N paqq be bounded sets. Let
j P r0,8qν, ς P B1 XStµ:jµ‰0u, and η P B2. There exists
tγk,~α : k ď j, k P N
ν , |αµ| “M when kµ ‰ 0, |αµ| “ 0 when kµ “ 0u
Ă C80 pB
N paqq
such that if we set
ςk :“
ÿ
~αPN
~N
|αµ|“M when kµ‰0
|αµ|“0 when kµ“0
B~αt γk,~α,
we have
ηptqςp2
jqptq “ ηptq
ÿ
kďj
kPNν
ς
p2kq
k ptq.
Furthermore, for every L P N, the following set is bounded: 
2L|j´k|γk,~α :j P r0,8q
ν, k ď j, k P Nν , ς P B1 XStµ:jµ‰0u, η P B2,
|αµ| “M when kµ ‰ 0, |αµ| “ 0 when kµ “ 0
(
Ă C80 pB
N paqq.
40
Proof. Let j P r0,8qν , ς P B1 X Stµ:jµ‰0u, and η P B2. We prove the result for M replaced by 2M
(because the result for M follows from the result for 2M , this is sufficient). Define E0 “ tµ : jµ ‰ 0u.
Because ς P SE0 , Lemma 7.3 shows
ς “
« ź
µPE0
△Mµ
ff rς,
where trς : j P r0,8qν, ς P B1 X Stµ:jµ‰0uu Ă S pRN q is a bounded set. Let η1 P C80 pBN paqq be such
that η1 equals 1 on a neighborhood of the closure of
Ť
ηPB2
supp pηq. We apply Lemma 7.6 to η1rςp2jq to
write
η1ptqrςp2jqptq “ ÿ
kďj
kPNν
η1ptqγ˜
p2kq
k ptq,
where for every L,!
2L|j´k|γ˜k : j P r0,8q
ν, k ď j, k P Nν , ς P B1 XStµ:jµ‰0u
)
Ă C80 pB
N paqq (7.6)
is a bounded set. Consider, using (7.2),
ηςp2
jq “ η
« ź
µPE0
p2´j ¨△µq
M
ff rςp2jq “ η « ź
µPE0
p2´jµ ¨△µq
M
ff
η1rςp2jq
“
ÿ
kďj
kPNν
η
« ź
µPE0
p2´j ¨△µq
M
ff
η1γ˜
p2kq
k “
ÿ
kďj
kPNν
η
« ź
µPE0
p2´j ¨△µq
M
ff
γ˜
p2kq
k
We expand
ś
µPE0
△Mµ as ź
µPE0
△Mµ “
ÿ
~αPN
~N
|αµ|“2M when µPE0
|αµ|“0 when µRE0
c~αB
~α
t ,
where c~α is a constant depending on ~α. Consider,
p2´jBtq
~αγ˜
p2kq
k “ p2
pk´jq¨e~αB~αt γ˜kq
p2kq,
where e~α is a vector depending on ~α. Setting γk,~α “ 2
pk´jq¨e~αc~αγ˜k and using (7.6) completes the
proof.
For the next lemma, we move to the single-parameter case. Thus, we assume we have single-
parameter dilations e1, . . . , eN P p0,8q on R
N . When we write ςp2
jqptq for ς : RN Ñ C and j P R, we
are using these dilations in the definition.
Lemma 7.8. Fix δ P R. There exists M “ Mpδq P N such that the following holds. For every bounded
set B Ă S pRN q and j P r0,8q if ς0 P B and ς “ B
α
t ς0 with |α| “M , we may write
2jδςp2
jq “
ÿ
kďj
kPN
2kδς
p2kq
k,j
where ςk,j P S0pR
N q for k ą 0 and
tςk,j : j P r0,8q, k P N, k ď j, ς0 P B, |α| “Mu Ă S pR
N q
is a bounded set.
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Proof. Let pφ P C80 pRnq equal 1 on a neighborhood of 0 P Rn, and set pψpξq “ pφpξq ´ pφp2ξq (here 2ξ
is defined using the given single-parameter dilations on Rn). Let j1 P N be the largest integer ď j.
Consider, where fˆ denotes the Fourier transform of f ,
zςp2jqpξq “ ´1´ pφp2´j1ξq¯ pςp2´jξq ` pφp2´j1ξqpςp2´jξq.
Let
2j
1δpςj1,j,1p2´j1ξq :“ 2jδ ´1´ pφp2´j1ξq¯ pςp2´jξq.
Let ςj1,j,1 be the inverse Fourier transform of pςj1,j,1. Clearly
tςj1,j,1 : j P r0,8q, ς0 P B, |α| “Mu Ă S0pR
nq
is a bounded set.
Thus, we need only deal with the term 2jδ pφp2´j1ξqpςp2´jξq. Consider,
pφp2´j1ξqpςp2´jξq “ 2jδ pφp2´j1ξqp2´jξqαpς0p2´jξq
“ 2jδ pφpξqp2´jξqαpς0p2´jξq ` j1ÿ
k“1
2jδ pψp2´kξqp2´jξqαpς0p2´jξq
“ 2jδ´j degpαqξαpφpξqpς0p2´jξq
`
j1ÿ
k“1
2kδ2pj´kqδ`pk´jq degpαqp2´kξqα pψp2´kξqpς0p2´jξq.
By taking M “Mpδq large, we have degpαq ě δ` 1. From here, the result follows by taking the inverse
Fourier transform of the above expression.
7.1 Proof of Proposition 2.4
In this section, we prove Proposition 2.4. The ideas here are not used elsewhere in the paper.
Fix µ P t1, . . . , νu. Using the µ parameter dilations on tµ P R
Nµ discussed at the start of this section,
we obtain single parameter dilations on tµ by
δµtµ “ p1, . . . , 1, δµ, 1, . . . , 1qtµ,
where p1, . . . , 1, δµ, 1, . . . , 1q P r0,8q
ν denotes the vector which is δµ in the µ component, and 1 in all
the other components. Let pφµ P C80 pRNµq equal 1 on a neighborhood of 0 P RNµ , and for j P Nν define
pψj,µpξµq :“ #pφµpξµq ´ pφµp2ξµq, if j ą 0,pφµpξµq, if j “ 0,
where 2ξµ is defined using the single parameter dilations on R
Nµ (and so is not just standard multipli-
cation). Note that
ř
jPN
pψj,µp2´jξµq “ 1 in the sense of tempered distributions. Let ψj,µ be the inverse
Fourier transform of pψj,µ, and define ψp2jqj,µ (j P N) in the usual way, i.e. ψp2jqj,µ is defined so thatż
ψ
p2jq
j,µ ptµqηptµq dtµ “
ż
ψj,µptµqηp2
´jtµq dtµ,
and 2´jtµ is defined by the single parameter dilations. We have,
δ0ptµq “
ÿ
jPN
ψ
p2jq
j,µ ptµq, (7.7)
where δ0ptµq denotes the Dirac δ function at 0 in the tµ variable. In the next lemma, we take µ “ ν.
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Lemma 7.9. Let δ ă 0 and fix E Ď t1, 2, . . . , ν ´ 1u. Suppose B Ă SE is a bounded set. For j P N let
tςl : l P N, l ě ju Ă B be bounded. Define rςj by
rςjptq :“ ÿ
l,kPN
l^k“j
2pl´jqδ
´
ς
p2p0,0,...,0,l´jqq
l ˚ ψ
p2k´jq
k,ν
¯
ptq, (7.8)
where ˚ denotes convolution in the tν variable. Then,
trςj : j P N, tςl : l ě ju Ď Bu Ă S pRN q
is a bounded set. Furthermore, rς0 P SE and rςj P SEYtνu for j ą 0.
Proof. We separate the sum in (7.8) into two parts:
rςjptq “ ÿ
lěj
2pl´jqδ
´
ς
p2p0,0,...,0,l´jqq
l ˚ ψj,ν
¯
ptq `
ÿ
kąj
´
ςj ˚ ψ
p2k´jq
k,ν
¯
ptq “: rςj,1 ` rςj,2.
We first deal with rςj,1. It follows from a standard computation that!´
ςp2
p0,0,...,0,lqq ˚ ψj,ν
¯
ptq : ς P B, j, l P N
)
Ă S pRN q
is a bounded set. Since δ ă 0, it follows that
trςj,1 : j P N, tςl : l ě ju Ď Bu Ă S pRN q
is a bounded set. If j ą 0, because ςl P SE and ψj,ν P S0pR
Nν q it follows that ςl ˚ ψj,ν P SEYtνu; and
therefore rςj,1 P SEYtνu. If j “ 0, because ςl P SE it follows that ςl ˚ ψ0,ν P SE ; and therefore rς0,1 P SE .
We now turn to rςj,2. For k ą 0, because ψk,ν P S0pRNν q we have ψk,ν “ △ν rψν , where rψν P S pRNν q
(here we have used that ψk,ν does not depend on k for k ą 0). Integrating by parts, we have
ςj ˚ ψ
p2k´jq
k,ν “
`
2j´k ¨△νςj
˘
˚ rψν ;
here
2j´k ¨△ν :“ 2
p1,...,1,j´kq ¨△ν ,
where 2p1,...,1,j´kq ¨△ν is defined via (7.1). A standard estimate shows that there exists c ą 0 (depending
on the dilations; see (7.4)) with!
2c|j´k|
`
2j´k ¨△νςj
˘
˚ rψν : j P N, tςl : l ě ju Ď B) Ă S pRN q
is a bounded set. It follows that
trςj,2 : j P N, tςl : l ě ju Ď Bu Ă S pRN q
is a bounded set. Furthermore, since for k ą 0 we have ψk P S0pR
Nν q it follows that ςj ˚ψ
p2k´jq
k,ν P SEYtνu
for all k ą 0. Hence rςj,2 P SEYtνu, as desired.
Lemma 7.10. Let tςj : j P N
νu Ă S pRN q be a bounded set and let δ P Rν . Suppose ςj P Stµ:jµ‰0,δµě0u.
Then the sum ÿ
jPNν
2j¨δς
p2jq
j
converges in the sense of tempered distribution.
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Proof. Let ς P S pRN q. Let Npjq “ maxtjµ : δµ ě 0u. The same proof as in Lemma 7.4 shows that for
every L, ˇˇˇˇż
ς
p2jq
j ptqςptq dt
ˇˇˇˇ
À 2´LNpjq.
Hence, if c “ mint´δµ : δµ ă 0u we haveˇˇˇˇż
2j¨δς
p2jq
j ptqςptq dt
ˇˇˇˇ
À 2´c|j|8 .
The result follows.
Lemma 7.11. Suppose δ P Rν . Let E Ď t1, . . . , νu be such that tµ : δµ ě 0u Ď E. Suppose tςj : j P
Nνu Ă S pRN q is a bounded set with ςj P StµPE:jµ‰0u. Define a distribution by
Kptq :“
ÿ
jPNν
2j¨δς
p2jq
j ptq.
Let µ0 R E. Then, there is a bounded set trςj : j P Nνu Ă S pRN q with rςj P StµPEYtµ0u:jµ‰0u such that
Kptq “
ÿ
jPNν
2j¨δrςp2jqj ptq.
Proof. By relabeling, we may without loss of generality take µ0 “ ν in the statement of the lemma
(and therefore δν ă 0). For the proof, we need some new notation. Separate t “ ptν , t
K
ν q and define
ν parameter dilations on tν as was done at the start of the section. Note that (for k P R), 2
ktν “
2p0,...,0,kqtν , where 2
ktν is defined via the single parameter dilations on R
Nν defined above. For ψ P
S pRNν q, j P Rν , we define ψp2
jq as usual; i.e., for η P S pRNν q, we haveż
ψp2
jqptνqηptνq dtν “
ż
ψptνqηp2
´jtνq dtν .
For j P Rν we decompose j “ pj1, jνq P R
ν´1 ˆ R, where j1 “ pj1, . . . , jν´1q. Notice, with this notation
and applying (7.7), we have for j1 P Rν´1 fixedÿ
kPN
ψ
p2pj
1 ,kqq
k,ν “ δ0ptνq.
Also, we have, for rς, ς P S pRN q, ψ P S pRNν q, j, k, l P Rν ,
rςp2lq “ ςp2jq ˚ ψp2kq ô rς “ ςp2j´lq ˚ ψp2k´lq. (7.9)
Thus, writing j P Nν as j “ pj1, jνq, we haveÿ
jPNν
2j¨δς
p2jq
j “
ÿ
jPNν
ÿ
kPN
2j¨δ
ˆ
ς
p2jq
j ˚ ψ
p2pj
1 ,kq¨δq
k,ν
˙
“
ÿ
j1PNν´1
ÿ
lPN
ÿ
jν^k“l
2j¨δ
ˆ
ς
p2jq
j ˚ ψ
p2pj
1 ,kq¨δq
k,ν
˙
“:
ÿ
j1PNν´1
ÿ
lPN
2pj
1,lq¨δrςp2lqpj1,lq,
where,
2pj
1,lq¨δrςp2lqpj1,lq :“ ÿ
jν^k“l
2j¨δ
ˆ
ς
p2jq
j ˚ ψ
p2pj
1,kq¨δq
k,ν
˙
.
Using (7.9), this is equivalent to
rςpj1,lq “ ÿ
jν^k“l
2pjν´lqδν
´
ς
p20,...,0,jν´lq
j ˚ ψ
p2k´lq
k,ν
¯
.
Rewriting pj1, lq as j, and using Lemma 7.9, we have rςj P StµPEYtνu:jµ‰0u and trςj : j P Nνu Ă S pRN q
is a bounded set, which completes the proof.
Proof of Proposition 2.4. The convergence of the sum follows from Lemma 7.10. From here, the result
follows from Lemma 7.11 and a simple induction.
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8 The Frobenius Theorem and the Unit Scale
In this section, we review the quantitative Frobenius theorem from [Str11]; the reader is also referred
to Section 2.2 of [Str14] for further details and a more leisurely introduction to these concepts.25
Before we can introduce the setting of the Frobenius theorem, we need to introduce a few additional
pieces of notation. Let Ω Ď Rn be an open set and let U Ď Ω be an arbitrary set. For m P N, we define
}f}CmpUq :“
ÿ
|α|ďm
sup
xPU
|Bαx fpxq|,
and if we say }f}CmpUq ă 8 we mean that all the above partial derivatives exist and are are continuous
on U . If V is a vector field on Ω and V “
řn
j“1 ajBxj , we denote by }V }CmpUq :“
řn
j“1 }aj}CmpUq. If
A is a n ˆ q matrix, and n0 ď n ^ q, we let detn0ˆn0 A denote the vector whose entries consist of the
determinants of the n0 ˆ n0 submatrices of A. It is not important in which order these determinants
are arranged.
Let Ω Ď Rn be an open set. We are given C8 vector fields Z1, . . . , Zq on Ω. For x P Ω and δ ą 0, we
let BZpx, δq :“ BpZ,1q px, δq, where BpZ,1q px, δq denotes the Carnot-Carathe´odory ball from Definition
3.2 using the set pZ, 1q “ tpZ1, 1q, . . . , pZq, 1qu.
Fix x0 P Ω. We assume that there exists 0 ă ξ1 ď 1 such that:
(a) For every a1, . . . , aq P L
8pr0, 1sq, with
›››řqj“1 |aj |2›››
L8
ă 1, there exists a solution to the ODE
γ1ptq “
qÿ
j“1
ajptqξ1Zjpγptqq, γp0q “ x0, γ : r0, 1s Ñ Ω.
Notice, by the Picard-Lindelo¨f theorem for existence of ODEs, this condition holds so long as we
take ξ1 small enough, depending on the C
1 norms of Z1, . . . , Zq and the Euclidean distance between
x0 and BΩ.
(b) For each m, there is a constant Cm such that
}Zj}CmpBZpx0,ξ1qq ď Cm. (8.1)
(c) rZj, Zks “
řq
l“1 c
l
j,kZl on BpZ,dq px0, ξ1q, where for every m there is a constant Dm such thatÿ
|α|ďm
››Zαclj,k››C0pBZ px0,ξ1qq ď Dm. (8.2)
Form ě 2, we say C is an m-admissible constant if C can be chosen to depend only on upper bounds
for m, n, q, Cm from (8.1), Dm from (8.2), and a positive lower bound for ξ1. For m ă 2, we say C is
an m-admissible constant if C is a 2-admissible constant. We write A Àm B if A ď CB, where C is an
m-admissible constant, and we write A «m B if A Àm B and B Àm A.
Let n0 “ dim span tZ1px0q, . . . , Zqpx0qu. In light of the classical Frobenius theorem, there is a
unique, maximal, injectively immersed submanifold of Ω passing through x0 whose tangent space equals
span tZ1, . . . , Zqu–called a leaf. BZpx0, δq is an open subset of this leaf, and for a subset, S, of this leaf,
we use the notation Vol pSq to denote the volume of S with respect to the induced Lebesgue measure
on this leaf. See Section 2.2 of [Str14] for more details.
We state, without proof, the quantitative Frobenius theorem. The proof can be found in [Str11].
Theorem 8.1 (The quantitative Frobenius theorem). There exist 2-admissible constants ξ2, ξ3, η ą 0,
ξ3 ă ξ2 ă ξ1 and a C
8 map
Φ : Bn0pηq Ñ BZpx0, ξ2q,
such that
25This quantitate version of the Frobenius theorem takes its roots in work of Nagel, Stein, and Wainger [NSW85] and
Tao and Wright [TW03] on Carnot-Carathe´odory geometry.
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• Φp0q “ x0.
• Φ is injective.
• BZpx0, ξ3q Ď ΦpB
n0pηqq Ď BZpx0, ξ2q.
• For u P Bn0pηq, ˇˇˇˇ
det
n0ˆn0
dΦpuq
ˇˇˇˇ
«2
ˇˇˇˇ
det
n0ˆn0
pZ1px0q| ¨ ¨ ¨ |Zqpx0qq
ˇˇˇˇ
«2 Vol pBZpx0, ξ2qq , (8.3)
where pZ1px0q| ¨ ¨ ¨ |Zqpx0qq is the matrix whose columns are given by the vectors Z1px0q, . . . , Zqpx0q.
Furthermore, if Y1, . . . , Yq are the pullback of Z1, . . . , Zq to B
n0pηq, then
}Yj}CmpBn0pηqq Àm 1, (8.4)
and
inf
uPBn0pηq
ˇˇˇˇ
det
n0ˆn0
pY1puq| ¨ ¨ ¨ |Yqpuqq
ˇˇˇˇ
«2 1. (8.5)
8.1 Control of vector fields
Let Ω1 Ď Ω Ď Rn be open sets. Let Z “ tZ1, . . . , Zqu be a finite set of smooth vector fields on Ω, which
satisfy the assumptions of Theorem 8.1 at some point x0 P Ω. Let Z0 be another smooth vector field on
Ω. We introduce the following conditions on Z0 which turn out to be equivalent. All parameters that
follow are assumed to be strictly positive real numbers.
1. P1pτ1, tσ
m
1 umPNq, (τ1 ď ξ1): There exists cj P C
0 pBZpx0, τ1qq such that
• Z0 “
řq
j“1 cjZj , on BZpx0, τ1q.
•
ř
|α|ďm }Z
αcj}C0pBZpx0,τ1qq ď σ
m
1 .
2. P2pη2, tσ
m
2 umPNq, (η2 ď η1): Z0 is tagent to the leaf passing through x0 generated by Z1, . . . , Zq, and
moreover, if Y0 is the pullback of Z0 via the map Φ from Theorem 8.1, then we have }Y0}CmpBn0pη2qq ď
σm2 .
Proposition 8.2. P1 ô P2 in the following sense.
• P1pτ1, tσ
m
1 umPNq ñ there exists a 2-admissible constant η2 “ η2pτ1q ą 0 and m-admissible con-
stants σm2 “ σ
m
2 pσ
m
1 q such that P2pη2, tσ
m
2 umPNq holds.
• P2pη2, tσ
m
2 umPNq ñ there exists a 2-admissible constant τ1 “ τ1pη2q ą 0 and m-admissible con-
stants σm1 “ σ
m
1 pσ
m
2 q such that P1pτ1, tσ
m
1 umPNq holds.
Proof. This is contained in Proposition 11.6 of [Str12].
Remark 8.3. The proof of Proposition 11.6 of [Str12] actually gives more than is stated in Proposition
8.2: namely, that σm1 is small if and only if σ
m
2 is small. More precisely for all ǫ ą 0, m P N, there exists
an m-admissible constant δm ą 0 such that:
• P1pτ1, tσ
m
1 umPNq ñ there exists a 2-admissible constant η2 “ η2pτ1q ą 0 and m-admissible con-
stants σm2 “ σ
m
2 pσ
m
1 q such that P2pη2, tσ
m
2 umPNq holds. Furthermore, if σ
m
1 ă δm, then σ
m
2 ă ǫ.
• P2pη2, tσ
m
2 umPNq ñ there exists a 2-admissible constant τ1 “ τ1pη2q ą 0 and m-admissible con-
stants σm1 “ σ
m
1 pσ
m
2 q such that P1pτ1, tσ
m
1 umPNq holds. Furthermore, if σ
m
2 ă δm, then σ
m
1 ă ǫ.
We will use this in Section 15.
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Definition 8.4. Let V “ tV1, . . . , Vru be a finite set of smooth vector fields on Ω. We say V controls
Z0 at the unit scale near x0 if P1 holds (with Z replaced by V ). We say V controls Z0 at the
unit scale on Ω1 if P1 holds @x0 P Ω
1, where the constants τ1, tσ
m
1 umPN can be chosen independent of
x0 P Ω
1.
Remark 8.5. Proposition 8.2 shows that Z controls Z0 at the unit scale near x0 if and only if P2 holds.
This uses that Z satisfies the assumptions of Theorem 8.1
Let γˆtpxq “ γˆpt, xq : B
N pρq ˆ Ω Ñ Ω be a smooth function, satisfying γˆ0pxq ” x. Given γˆ, we can
define a vector field as in (4.1) given by
xW pt, xq “ d
dǫ
ˇˇˇˇ
ǫ“1
γˆǫt ˝ γˆ
´1
t pxq, (8.6)
which is defined for |t| sufficiently small (we shrink ρ so that W pt, xq is defined for all t P BN pρq). Just
as above, we introduce two conditions, which turn out to be equivalent. All parameters that follow are
assumed to be strictly positive real numbers.
1. Q1pρ1, τ1, tσ
m
1 umPNq, (ρ1 ď ρ, τ1 ď ξ1):
• xW pt, xq “ řql“1 clpt, xqZlpxq, on BZpx0, τ1q.
•
ř
|α|`|β|ďm
›››ZαBβt cl›››
C0pBN pρ1qˆBZpx0,τ1qq
ď σm1 .
2. Q2pρ2, τ2, tσ
m
2 uq, (ρ2 ď ρ, τ2 ď ξ1):
• γˆ
`
BN pρ2q ˆBZpx0, τ2q
˘
Ď BZpx0, ξ1q.
• If η1 “ η1pτ2q ą 0 is an 2-admissible constant so small
26 that
ΦpBn0pη1qq Ď BZpx0, τ2q Ď ΦpB
n0pη1qq,
then if we define a new map
θtpuq “ Φ
´1 ˝ γt ˝ Φpuq : B
N pρ2q ˆB
n0pη1q Ñ Bn0pη1q,
we have }θ}CmpBN pρ2qˆBn0pη1qq ď σ
m
2 .
Proposition 8.6. Q1 ô Q2 in the following sense:
• Q1pρ1, τ1, tσ
m
1 umPNq ñ there exists a 2-admissible constant
ρ2 “ ρ2pρ1, τ1, σ
1
1 , Nq ą 0
and m` 1-admissible constants σm2 “ σ
m
2 pσ
m`1
1 , Nq such that
Q2pρ2, τ1{2, tσ
m
2 umPNq
holds.
• Q2pρ2, τ2, tσ
m
2 umPNq ñ there exists a 2-admissible constant τ1 “ τ1pτ2q ą 0 and m-admissible
constants σm1 “ pσ
m`1
2 , Nq such that
Q1pρ2, τ1, tσ
m
1 umPNq
holds.
Proof. This is Proposition 12.3 of [Str12].
26Such a 2-admissible η1 always exists. See Proposition 11.2 of [Str12].
47
Definition 8.7. Let V “ tV1, . . . , Vru be a finite set of smooth vector fields on Ω. We say V controls
γˆ at the unit scale near x0 if Q1 holds (with Z replaced by V ). We say V controls γˆ at the unit
scale on Ω1 if Q1 holds with ρ1, τ1, and tσ
m
1 umPN independent of x0 P Ω
1.
Remark 8.8. Proposition 8.6 shows Z controls γˆ at the unit scale near x0 if and only if Q2 holds. This
uses that Z satisfies the assumptions of Theorem 8.1
Now let I be some index set (of arbitrary cardinality).
Definition 8.9. For each ι P I, let V ι “ tV ι1 , . . . , V
ι
r u be a finite set of smooth vector fields on Ω,
and let Zι0 be another smooth vector field on Ω. We say V
ι controls Zι0 at the unit scale on Ω
1,
uniformly in ι P I if for each x0 P Ω
1 and ι P I, P1 holds with parameters (τ1, tσ
m
1 u) independent of
x0 P Ω
1 and ι P I (with Z replaced by V ι).
Definition 8.10. For each ι P I let V ι “ tV ι1 , . . . , V
ι
r u be a finite set of smooth vector fields on Ω each
paired with single-parameter formal degrees. Let Ω1 Ť Ω2 Ť Ω be open sets. Suppose, for each ι P I,
γˆι : BN pρq ˆΩÑ Ω is a smooth function satisfying γˆι0pxq ” 0, and such that for |t| ă ρ, γ
ι
t : Ω
2 Ñ Ω is
a diffeomophism onto its image. We say V ι controls γˆι at the unit scale on Ω1, uniformly in ι P I
if for each x0 P Ω
1 and ι P I, Q1 holds with parameters (ρ1, τ1, tσ
m
1 u) independent of x0 P Ω
1 and ι P I
(with Z replaced by V ι).
Remark 8.11. Fix q P N and for each ι P I let Zι “
 
Zι1, . . . , Z
ι
q
(
be a finite set of smooth vector fields
on Ω (where q does not depend on ι). We assume that the assumptions of Theorem 8.1 hold uniformly
for Zι uniformly for x0 P Ω
1, in the sense that ξ1 ą 0 can be chosen independent of ι, and Cm and Dm
from (8.1) and (8.2) can be chosen independent of ι. Note that m-admissible constants can be chosen
independent of ι. In this case, Zι controls Zι0 at the unit scale on Ω
1, uniformly in ι, if and only if P2
holds with parameters independent of x0 P Ω
1 and ι P I (Proposition 8.2). Zι controls γˆι at the unit
scale on Ω1, uniformly in ι, if and only if Q2 holds with parameters independent of x0 P Ω
1 and ι P I
(Proposition 8.6).
Proposition 8.12. Let pX, dq “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩq ˆ pr0,8q
νzt0uq be a finite set. For
δ P r0, 1sν, let Zδ :“ tδd1X1, . . . , δ
dqXqu.
• Let X0 be another C
8 vector field on Ω and let h : r0, 1sν Ñ r0, 1sν be a function. Then, pX, dq
controls pX0, hq on Ω
1 if and only if Zδ controls hpδqX0 at the unit scale on Ω
1, uniformly in
δ P r0, 1sν.
• pX, dq satisfies DpΩ1q if and only if Zδ satisfies the conditions of Theorem 8.1, uniformly for
δ P r0, 1sν and x0 P Ω
1.
• Let pγ, e,N,Ω,Ω3q be a parameterization with ν-parameter dilations (where Ω1 Ť Ω3 Ť Ω). Then
pX, dq controls pγ, e,N,Ω,Ω3q on Ω1 if and only if Zδ controls γδtpxq at the unit scale on Ω
1,
uniformly in δ P r0, 1sν. Here, δt is defined with the ν-parameter dilations, e.
Proof. Let dˆ1 “ |d1|1, . . . , dˆq “ |dq|1, and let pZ
δ, dˆq “ tpZδ1 , dˆ1q, . . . , pZ
δ
q , dˆqqu. If, in all of the definitions
“at the unit scale” and in the conditions of Theorem 8.1, we replace BZδ px, ¨q with BpZδ,dˆq px, ¨q, then
the above results follow immediately from the definitions. To complete the proof, it suffices to note,
given τ1 ą 0, there exists τ2 “ τ2pτ1q ą 0, depending on the C
1 norms of X1, . . . , Xq, and upper and
lower bounds for dˆ1, . . . , dˆq such that
BZδ px, τ2q Ď BpZδ,dˆq px, τ1q , BpZδ,dˆq px, τ2q Ď BZδ px, τ1q.
The result follows.
Remark 8.13. Combining Proposition 8.12 with Remark 8.11 shows that we can use the characterizations
P2 and Q2 at each scale, uniformly in the scale, when working with the notions of control. This is the
key point behind these definitions.
48
9 Proofs: Adjoints
A key point in the proofs that follow is that the class of operators we consider is closed under adjoints.
More precisely, we have the following results. Fix open sets Ω0 Ť Ω
1 Ť Ω2 Ť Ω3 Ť Ω Ď Rn.
Proposition 9.1. Let pγ, e,N,Ω,Ω3q be a parameterization. For t P RN with |t| sufficiently small, we
may consider γ´1t pxq; the inverse of γtp¨q. Then,
pγ´1t , e,N,Ω
2,Ωq
is a parameterization. Furthermore, if pγ, e,Nq is finitely generated (resp. linearly finitely generated)
by F on Ω1, then pγ´1t , e,Nq is finitely generated (resp. linearly finitely generated) by F on Ω
1.
Proof. It is clear that pγ´1t , e,N,Ω
2,Ωq is a parameterization. When pγ, e,Nq is finitely generated by
F on Ω1, that pγ´1t , e,Nq is finitely generated by F on Ω
1 is exactly the statement of Lemma 12.20 of
[Str12].
Now suppose pγ, e,Nq is linearly finitely generated by F on Ω1. First we claim that F controls
pγ´1t , e,Nq on Ω
1. Indeed, by Lemma 4.24, pγ, e,Nq is finitely generated by F on Ω1, and by the above
pγ´1t , e,Nq is finitely generated by F on Ω
1, and therefore pγ´1t , e,Nq is controlled by F on Ω
1.
Let pγ, e,Nq correspond to the vector field parameterization pW, e,Nq, and let pγ´1t , e,Nq correspond
to the vector field parameterization pWi, e,Nq. We know that
W ptq “
Nÿ
j“1
tjXj `Op|t|
2q,
where tX1, . . . , XNu and F are equivalent on Ω
1. By the definition of linearly finitely generated, the
proof will be complete once we show the same is true for Wi (with Xj replaced by ´Xj). We have
0 “
d
dǫ
ˇˇˇˇ
ǫ“1
γǫt ˝ γ
´1
ǫt ˝ γtpxq “W pt, γtpxqq ` pdxγtpxqqWipt, xq.
I.e.,
Wipt, xq “ ´pdxγtpxqq
´1W pt, γtpxqq.
Using that W pt, xq ” 0, and that γ0pxq ” x, we have
Wipt, xq “ ´pdxγtpxqq
´1W pt, γtpxqq “ ´W pt, xq `Op|t|
2q “
Nÿ
j“1
tjp´Xjq `Op|t|
2q.
The result follows.
Theorem 9.2. Let pγ, e,N,Ω3,Ωq be a parameterization. There exists a ą 0 (depending on the param-
eterization) such that if T is a fractional Radon transform of order δ P Rν corresponding to pγ, e,Nq on
BN paq, then T ˚ is a fractional Radon transform of order δ corresponding to pγ´1t , e,Nq on B
N paq.
Proof. Suppose T is given by (6.1). Then a simple change of variables shows, if K P KδpN, e, aq for
a ą 0 sufficiently small,
T ˚fpxq “ ψ2pxq
ż
fpγ´1t pxqqψ1pγ
´1
t pxqqκ˜pt, xqKptq dt,
where
κ˜pt, xq “ κpt, γ´1t pxqq
ˇˇ
pdet dxγtq pt, γ
´1
t pxqq
ˇˇ´1
.
Using that γ0pxq ” x, for |t| ă a (if a ą 0 is chosen small enough),
pdet dxγtq pt, γ
´1
t pxqq
stays bounded away from zero, and therefore κ˜ P C8pBN paq ˆ Ω2q. The result follows.
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In the sequel, we need the following version of Theorem 9.2 which happens “at each scale”.
Proposition 9.3. Let pγ, e,N,Ω,Ω3q be a parameterization. There exists a ą 0 such that the following
holds. Let B1 Ă S pR
N q, B2 Ă C
8
0 pB
N paqq, B3 Ă C
8
0 pΩ0q, and B4 Ă C
8pBN paq ˆΩ2q be bounded sets.
For j P r0,8qν, ς P B1 XStµ:jµą0u, η P B2, ψ1, ψ2 P B3, and κ P B4, define
Tjrpγ, e,Nq, ς, η, ψ1, ψ2, κsfpxq :“ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqηptqς
p2j qptq dt.
Then,
Tjrpγ, e,Nq, ς, η, ψ1, ψ2, κs
˚
is “of the same form” as
Tjrpγ, e,Nq, ς, η, ψ1, ψ2, κs,
with pγ, e,Nq replaced by pγ´1t , e,Nq. More precisely,
Tjrpγ, e,Nq, ς, η, ψ1, ψ2, κs
˚ “ Tjrpγ
´1
t , e,Nq, ς, η, ψ2, ψ1, κ˜s,
where κ˜ “ κ˜pκ, pγ, e,Nqq and
tκ˜ : κ P B4u Ă C
8pBN paq ˆ Ω2q (9.1)
is a bounded set. In the above, ς, η, ψ2, and ψ1 denote the complex conjugate of the respective function.
Proof. A straightforward change of variables shows
Tjrpγ, e,Nq, ς, η, ψ1, ψ2, κs
˚ “ Tjrpγ
´1
t , e,Nq, ς, η, ψ2, ψ1, κ˜s,
where
κ˜pt, xq “ κpt, γ´1t pxqq
ˇˇ
pdet dxγtq pt, γ
´1
t pxqq
ˇˇ´1
.
Using that γ0pxq ” x, for |t| ă a (if a ą 0 is chosen small enough),
pdet dxγtq pt, γ
´1
t pxqq
stays bounded away from zero, and therefore the set in (9.1) is bounded.
10 Proofs: A Technical L2 Lemma
In this section, we present a basic L2 lemma, which lies at the heart of our analysis. The lemma has two
parts. The first part is a consequence of the basic L2 result which forms the heart of the work in [Str12];
we use this to study fractional Radon transforms corresponding to finitely generated parameterizations.
The second part is an analogous version which is appropriate for studying fractional Radon transforms
corresponding to linearly finitely generated parameterizations.
Fix open sets Ω1 Ť Ω2 Ť Ω3 Ť Ω Ď Rn. Let Z “ tZ1, . . . , Zqu be a finite set of smooth vector fields
on Ω. We assume these vector fields satisfy the conditions of Theorem 8.1, uniformly for x0 P Ω
1. It,
therefore, makes sense to talk about m-admissible constants as in that section; and these constants can
be chosen to be independent of x0 P Ω
1.
Let γˆpt, xq : BN pρq ˆ Ω3 Ñ Ω be controlled at the unit scale on Ω1 by Z, with γˆp0, xq ” x. Fix
a ą 0 small (to be chosen later). Let κpt, xq P C8pBN paq ˆ Ω2q, ψ1, ψ2 P C
8
0 pΩ
1q, and ς P C80 pB
N paqq.
Decompose RN “ RN1 ˆ RN2 and write t “ pt1, t2q P R
N1 ˆ RN2 . Define xW as in (8.6). We separate
our assumptions on xW into two possible cases.
Case I: Setting t2 “ 0 and expanding xW pt1, 0q as a Taylor series in the t1 variable
xW pt1, 0q „ ÿ
|α|ą0
tα1Zα, (10.1)
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where the Zα are smooth vector fields on Ω
2. We assume that there existsM P N such that the following
holds. Let FM1 :“ tZα : |α| ďMu. Recursively define
FMj :“ F
M
j´1
ď« ď
1ďk,lďj
 
rY1, Y2s : Y1 P F
M
k , Y2 P F
M
l
(ff
.
We assume that FMM controls Z at the unit scale on Ω
1.
Case II: Setting t2 “ 0 and expanding xW pt1, 0q as a Taylor series in the t1 variable as in (10.1), we
assume tZα : |α| “ 1u controls Z at the unit scale on Ω
1.
We also separate our assumptions on ς into the same two cases:
Case I:
ş
ςpt1, t2q dt2 “ 0.
Case II: For some L P N, ςpt1, t2q “
ř
|α|“L B
α
t2
ςαpt1, t2q, where ςα P C
8
0 pB
N paqq.
For ζ P p0, 1s, define an operator
Dζfpxq “ ψ1pxq
ż
fpγˆt1,ζt2pxqqψ2pγˆt1,ζt2pxqqκpt1, ζt2, xqςptq dt.
Lemma 10.1. If a ą 0 is chosen sufficiently small, then we have:
• In Case I, there exists ǫ ą 0 so that }Dζ}L2ÑL2 À ζ
ǫ.
• In Case II, }Dζ}L2ÑL2 À ζ
L{2.
In our applications of Lemma 10.1 it is important that we be explicit about what parameters the
constants may depend on. Because Z satisfies the conditions of Theorem 8.1, it makes sense to talk
about m-admissible constants as in that theorem. In this section, we say C is an admissible constant,
if C can be chosen to depend only on the following:
• Anything an m-admissible constant can depend on, where m can be chosen to depend only on q,
n, and M in Case I, or q, n, and L in Case II.
• }κ}CKpBN paqˆΩ1q, }ψ1}CKpΩ1q, and }ψ2}CKpΩ1q, where K can be chosen to depend only on q, n, N ,
and M in Case I, or q, n, N , and L in Case II.
• In Case I, }ς}CKpBN paqq, where K can be chosen to depend only on q, n, N , and M .
• In Case II, }ςα}CKpBN paqq, |α| “ L, where K can be chosen to depend only on q, n, N , and L.
• Because Z controls γˆ at the unit scale on Ω1, we have that Q1pρ1, τ1, tσ
m
1 umPNq holds at each point
x0 P Ω
1, for some ρ1, τ1, and tσ
m
1 u independent of x0. C can depend on ρ1, τ1 and σ
m
1 , where m
can be chosen to depend only on q, n, and M in Case I, or q, n, and L in Case II.
In Lemma 10.1, a and the implicit constants in À are all admissible constants. In Case I, ǫ can be
chosen to depend only on q, N , and M . For the remainder of this section, we write A À B to denote
A ď CB, where C is an admissible constant.
Proof of Lemma 10.1 in Case I. We first claim that we may, without loss of generality, replace Z with
FMM . Indeed, because F
M
M controls Zj at the unit scale on Ω
1, @Zj P Z, we have that F
M
M controls γˆ
at the unit scale on Ω1. Because Z controls γˆ at the unit scale on Ω1, we have that Z controls Y at
the unit scale on Ω1, @Y P FMM . Combining this with the fact that F
M
M controls Zj at the unit scale
on Ω1, @Zj P Z, it follows that F
M
M satisfies the conditions of Theorem 8.1: indeed, if X,Y P F
M
M , then
Z controls rX,Y s at the unit scale on Ω1, and therefore FMM controls rX,Y s at the unit scale on Ω
1.
Hence, FMM satisfies all the hypothesis that Z satisfies in our assumptions and we may assume Z “ F
M
M
in what follows.
It suffices to show that there exists ǫ ą 0 (depending only on q, n, and M) such that››D˚ζDζD˚ζDζ››L2ÑL2 À ζǫ.
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Because
›››D˚ζ ›››
L2ÑL2
À 1, it suffices to show››DζD˚ζDζ››L2ÑL2 À ζǫ. (10.2)
Set S1 “ Dζ , S2 “ D
˚
ζ , R1 “ Dζ , and R2 “ 0. Note,
R2fpxq “ ψ2pxq
ż
fpγt1,0pxqqψ2pγt1,0pxqqκpt1, 0, xqςpt1, t2q dt1dt2 “ 0,
where we have used the fact that
ş
ςpt1, t2q dt2 “ 0. I.e., R2 is the same as R1 but with ζ “ 0. (10.2) is
equivalent to
}S1S2pR1 ´R2q}L2ÑL2 À ζ
ǫ, (10.3)
and this follows directly from Theorem 14.5 of [Str12]. See the proofs of Proposition 15.1 of [Str12] and
Theorem 10.1 of [SS13] for similar arguments with more details.
Proof of Lemma 10.1 in Case II. Without loss of generality, we may take Z “ tZα : |α| “ 1u, where
Zα is as in (10.1): this follows as in Case I, replacing F
M
M with tZα : |α| “ 1u throughout the first
paragraph of the proof of Case I. Just as in Case I, we have that this choice of Z satisfies all of the
assumptions; in particular, it satisfies the assumptions of Theorem 8.1.
It follows from a simple change of variables that (for a Á 1 sufficiently small), }Dζ}L1ÑL1 À 1. Thus,
by interpolation, it suffices to show }Dζ}L8ÑL8 À ζ
L. Let f be a bounded measurable function with
supx |fpxq| “ }f}L8 . Fix x0 P Ω
1. We will show
|Dζfpx0q| À ζ
L }f}L8 , (10.4)
with implicit constant not depending on x0, and the result will follow.
27
Because γˆ is controlled by Z, it is easy to see that Dζfpx0q depends only on the values of f on
BZpx0, ξ3q provided we take a Á 1 to be sufficiently small, and ξ3 is the 2-admissible constant from
Theorem 8.1. Let Φ be the map from Theorem 8.1 with this choice of x0 and Z. Let Φ
#f “ f ˝Φ (the
pullback via Φ), and consider the operator Tζ :“ Φ
#Dζ
`
Φ#
˘´1
. Let η ą 0 be the 2-admissible constant
of the same name from Theorem 8.1, and let n0 “ dim span tZ1px0q, . . . , Zqpx0qu. Because BZpx0, ξ3q Ď
ΦpBn0pηqq, and because Φp0q “ x0, to show (10.4) it suffices to show, for supp pgq Ď B
n0pηq,
|Tζgp0q| À ζ
L }g}L8 . (10.5)
Let θtpuq “ Φ
´1 ˝ γˆt ˝ Φpuq. By Proposition 8.6, we have
}θ}CL`1pBN paqˆBn0pηqq À 1. (10.6)
Also,
Tζgp0q “ ψ1 ˝ Φp0q
ż
gpθtp0qqψ2pθtp0qqκpt,Φp0qqζ
´N2 ςpt1, ζ
´1t2q dt.
“ ζL
ÿ
|α|“L
ψ1 ˝ Φp0q
ż
gpθtp0qqψ2pθtp0qqκpt,Φp0qqζ
´N2Bαt2ςαpt1, ζ
´1t2q dt.
Fix α with |α| “ L. Set
Iα :“
ż
gpθtp0qqψ2pθtp0qqκpt,Φp0qqζ
´N2Bαt2ςαpt1, ζ
´1t2q dt.
We will show
|Iα| À }g}L8 , (10.7)
27It suffices to only consider f such that supx |fpxq| “ }f}L8 because
››Dζ››L1ÑL1 ă 8, and therefore if f is supported
on a set of measure 0, then Dζf “ 0 almost everywhere.
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and then (10.5) will follow, which completes the proof. Because ςαpt1, t2q can be written as a rapidly
converging sum of functions of the form ς1pt1qς2pt2q with ς1 P C
8
0 pB
N1paqq, ς2 P C
8
0 pB
N2paqq,28 and so
it suffices to assume ςαpt1, t2q is of the form ςαpt1, t2q “ ς1pt1qς2pt2q. Thus we are considering
Iα :“
ż
gpθtp0qqψ2pθtp0qqκpt,Φp0qqς1pt1qζ
´N2Bαt2ς2pζ
´1t2q dt.
Let Y1, . . . , Yq be the pullback of Z1, . . . , Zq via Φ to B
n0pηq. Because we are assuming Z “ tZα : |α| “
1u, our we have that q “ N1 and if we write t1 “ pt
1
1, . . . , t
q
1q,
B
Btj1
θtp0q
ˇˇˇˇ
t“0
“ Yjp0q, 1 ď j ď q. (10.8)
By possibly rearranging the coordinates of t1 and using (8.5), we may assume
|det pY1p0q| ¨ ¨ ¨ |Yn0p0qq| Á 1. (10.9)
Separating t1 “ pt1,1, t1,2q where t1,1 “ pt
1
1, . . . , t
n0
1 q and t1,2 “ pt
n0`1
1 , . . . , t
q
1q, (10.9) combined with
(10.8) shows ˇˇˇˇ
det
B
Bt1,1
θtp0q
ˇˇ
t“0
ˇˇˇˇ
Á 1.
Applying a change of variables in the t1,1 variable (setting u “ θt), taking a Á 1 sufficiently small, and
using (10.6), we have
Iα “
ż
|u|,|t1,2|ăa
gpuqKpu, t1,2, t2qζ
´N2Bαt2ς2pζ
´1t2q du dt1,2 dt2,
where }K}CL À 1.
29 Integrating by parts, we have
Iα “ p´1q
L
ż
|u|,|t1,2|ăa
gpuq
“
Bαt2Kpu, t1,2, t2q
‰
ζ´N2ς2pζ
´1t2q du dt1,2 dt2.
That |Iα| À }g}L8 now follows immediately.
In the next two subsections, we present our main applications of Lemma 10.1.
10.1 Application I: Almost Orthogonality
Fix open sets Ω0 Ť Ω
1 Ť Ω2 Ť Ω3 Ť Ω Ď Rn. For a set F Ă Rν define
diam F “ sup
j,kPF
|j ´ k|.
Suppose pγ1, e1, N1,Ω,Ω
3q, . . . , pγL, eL, NL,Ω,Ω
3q are L parameterizations, each with ν-parameter di-
lations 0 ‰ el1, . . . e
l
NL
P r0,8qν. We separate our assumptions in this section into two cases:
Case I: There exists a finite set F Ă ΓpTΩq ˆ pr0,8qνzt0uq such that
pγ1, e1, N1q, . . . , pγ
L, eL, NLq
are all finitely generated by F on Ω1.
Case II: There exists a finite set F Ă ΓpTΩq ˆ dν such that
pγ1, e1, N1q, . . . , pγ
L, eL, NLq
are all linearly finitely generated by F on Ω1.
28We are using the fact that C8
0
pBN1 paqqpbC8
0
pBN2 paqq – C8
0
pBN1 paqˆBN2 paqq, where pb denotes the tensor product
of these nuclear spaces. See [Tre`67] for more details.
29See Theorem B.3.1 of [Str14] for a precise statement of this kind of change of variables.
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Fix a ą 0 small (how small to be chosen later). For 1 ď l ď L, ς P S pRNlq, η P C80 pB
Nlpaqq,
j P r0,8qν, ψ1, ψ2 P C
8
0 pΩ0q, and κ P C
8pBNlpaq ˆ Ω2q, define the operator
T lj rς, η, ψ1, ψ2, κsfpxq
:“ ψ1pxq
ż
fpγltlpxqqψ2pγ
l
tlpxqqκpt
l, xqηptlqςp2
jqptlq dtl.
(10.10)
Proposition 10.2. For each l P t1, . . . , Lu, let Bl1 Ă S pR
Nlq, Bl2 Ă C
8
0 pB
Nlpaqq, Bl3 Ă C
8
0 pΩ0q,
and Bl4 Ă C
8pBNlpaq ˆ Ω2q be bounded sets. For j1, . . . , jL P r0,8q
ν , ςl P Stµ:jl,µą0u X B
l
1, ηl P B
l
2,
ψ1,l, ψ2,l P B
l
3, and κl P B
l
4, define
T ljl :“ T
l
jl
rςl, ηl, ψ1,l, ψ2,l, κls.
Then, there exists a ą 0 (depending on the parameterizations) such that the following holds.
• In Case I, there exists ǫ ą 0 (depending on the parameterizations) such that››T 1j1 ¨ ¨ ¨TLjL››L2ÑL2 ď C2´ǫdiam tj1,...,jLu,
where C depends on the above parameterizations, and the sets Bl1, B
l
2, B
l
3, and B
l
4.
• In Case II, for every N , there exists CN (depending on the above parameterizations, and the sets
Bl1, B
l
2, B
l
3, and B
l
4) such that››T 1j1 ¨ ¨ ¨TLjL››L2ÑL2 ď CN2´Ndiam tj1,...,jLu.
In this section, we prove of Proposition 10.2.
Definition 10.3. Given S Ď ΓpTΩq ˆ pr0,8qνzt0uq, define the following:
• For µ P t1, . . . , νu, let
πµpSq :“ tpX, dq P S : d is nonzero in only the µ componentu.
• For K ě 0, let
σKpSq :“ tpX, dq P S : |d|1 ď Ku.
• For K P N, let LKpSq be defined inductively as follows: L1pSq “ S and for j ě 1,
Lj`1pSq :“
LjpSq
ď»——– ď
k`l“j`1
1ďk,l
tprX1, X2s, d1 ` d2q : pX1, d1q P LkpSq, pX2, d2q P LlpSqu
fiffiffifl .
Note, LpSq “
Ť
jPN LjpSq.
Lemma 10.4. Suppose S1,S2 Ă ΓpTΩq ˆ dν are such that there exists a finite set F Ă ΓpTΩq ˆ
pr0,8qνzt0uq with both LpS1q and LpS2q finitely generated by F on Ω
1. Then, there exists L P N such
that the following holds. Pick any two subsets P1,P2 Ď t1, . . . , νu with P1
Ť
P2 “ t1, . . . , νu. Then, the
set
LL
¨˝ ď
lPt1,2u
ď
µPPl
σLpπµSlq‚˛ (10.11)
is equivalent to F on Ω1.
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Proof. Because LpS1q and LpS2q are both equivalent to F on Ω
1, taking δ “ p0, . . . , 0, δµ, 0, . . . , 0q P
r0, 1sν in the definitions shows LpπµS1q and LpπµS2q are equivalent to πµF on Ω
1. In particular, πµF
controls πµS1 and πµS2 on Ω
1. For l “ 1, 2, Sl “
Ť
µ πµSl and so,
L
¨˝ ď
µPt1,...,νu
πµF‚˛
controls LpS1q and LpS2q on Ω
1, and therefore, L
´Ť
µPt1,...,νu πµF
¯
controls F on Ω1.
Because LpπµS1q and LpπµS2q are both equivalent to πµF on Ω
1, we have
L
¨˝ ď
lPt1,2u
ď
µPPl
πµSl‚˛
controls
Ť
µ πµF on Ω
1, and therefore controls L
´Ť
µPt1,...,νu πµF
¯
on Ω1, and therefore controls F on
Ω1. Because F is finite, there exists L such that the set in (10.11) controls F on Ω1. It follows that,
with this choice of L, the set in (10.11) and F are equivalent on Ω1.
Lemma 10.5. Suppose S1,S2,F Ă ΓpTΩqˆdν are finite sets such that S1, S2, and F are all equivalent
on Ω1. Let P1,P2 Ď t1, . . . , νu be such that P1
Ť
P2 “ t1, . . . , νu. Thenď
lPt1,2u
ď
µPPl
πµSl
is equivalent to F on Ω1.
Proof. It follows immediately from the definition of control, by taking
δ “ p0, . . . , 0, δµ, 0, . . . , 0q P r0, 1s
ν,
that πµS1, πµS2, and πµF are all equivalent on Ω
1. Because F “
Ť
µ πµF (similarly for S1 and S2) by
assumption, the result follows.
The heart of the proof of Proposition 10.2 lies in the next lemma. For it, we need some notation
from Section 7. For l “ 1, . . . , L, we let tl P RNl . For 1 ď µ ď ν, we let tlµ denote the vector
consisting of those coordinates tlj of t
l such that elj,µ ‰ 0 (i.e., the µth component of e
l
j is strictly
positive). We let Nµl denote the dimension of the t
l
µ variable, and let ~Nl “ N
1
l ` ¨ ¨ ¨ `N
ν
l . We write
~αl “ pα
l
1, . . . , α
l
νq P N
N1l ˆ ¨ ¨ ¨ ˆ NN
ν
l “ N
~Nl , and define B~α
tl
as in Section 7.
Lemma 10.6. There exists a ą 0 (depending on pγ1, e1, N1q and pγ
2, e2, N2q) such that the following
holds. For l “ 1, 2, let Bl1 Ă C
8
0 pB
Nlpaqq, Bl2 Ă C
8
0 pΩ0q, and B
l
3 Ă C
8pBNlpaq ˆ Ω2q be bounded sets.
Fix M P N. Let j1, j2 P r0,8q
ν. For l “ 1, 2 suppose the following.
ςl “
ÿ
~αlPN
~Nl
|αlµ|“M when j
µ
l
‰0
|αlµ|“0 when j
µ
l
“0
B~αtlγl,~α,
where γl,~α P B
l
1. Let ψ1,l, ψ2,l P B
l
2, and κl P B
l
3. Define,
T ljlfpxq “ ψ1,lpxq
ż
fpγltlpxqqκlpt
l, xqψ2,lpγ
l
tlpxqqς
p2jl qptlq dtl.
Then,
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• In Case I, if M ě 1, there exists ǫ ą 0 (depending on pγ1, e1, N1q and pγ
2, e2, N2q) such that››T 1j1T 2j2››L2ÑL2 ď C2´ǫ|j1´j2|,
where C depends on pγ1, e1, N1q, pγ
2, e2, N2q, B
1
l , B
2
l , and B
3
l , l “ 1, 2.
• In Case II, for every N , there exists a choice of M and a constant CN (depending on pγ
1, e1, N1q,
pγ2, e2, N2q, B
1
l , B
2
l , and B
3
l , l “ 1, 2) such that››T 1j1T 2j2››L2ÑL2 ď CN2´N |j1´j2|.
Proof. We prove the two cases simultaneously. If j1 “ j2, the result is obvious, so we assume |j1´j2| ą 0.
Set j “ j1 ^ j2 P r0,8q
ν (the coordinatewise minimum of j1 and j2). Set Z “ t2
´j¨dX : pX, dq P Fu.
Because F satisfies DpΩ1q, Z satisfies the conditions of Theorem 8.1, uniformly for x0 P Ω
1.
Consider,
T 1j1T
2
j2
fpxq “ ψ1,1pxq
ż
fpγ22´j2 t2 ˝ γ
1
2´j1 t1pxqqψ2,2pγ
2
2´j2 t2 ˝ γ
1
2´j1 t1pxqq
κp2´j1t1, 2´j2t2, xqς1pt
1qς2pt
2q dt1dt2,
where κ P C8pBN1paq ˆ BN2paq ˆ rΩq and Ω1 Ť rΩ Ť Ω2, provided a ą 0 is chosen small, and κ ranges
over a bounded set as the various parameters in the problem vary.
Take µ so that |jµ1 ´ j
µ
2 | “ |j1 ´ j2|8 ą 0. We assume j
µ
1 ą j
µ
2 –the reverse case is nearly identical,
and we leave it to the reader. Separate t1 into two variables, t1 “ pt1µ, t
1
µKq, where t
1
µ denotes the vector
consisting of those coordinates t1j of t
1 so that e1j,µ ‰ 0, and t
1
µK
denotes the vector consisting of the
rest of the coordinates. We write 2´j1t1µ and 2
´j1t1
µK
for the corresponding coordinates of 2´j1t1. Let
ζ “ 2´pj
µ
1
´jµ
2
qc, where c “ minte1j,µ : 1 ď j ď N1, e
1
j,µ ‰ 0u ą 0. Note that if t
1
µ “ pt
1
µ,1, . . . , t
1
µ,lµ
q, we
have
2´j1t1µ “ ζ2
´jpξ1t
1
µ,1, . . . , ξlµt
1
µ,lµ
q,
where ξ1, . . . , ξlµ P p0, 1s (here, ξ1, . . . , ξlµ depend on j1, j2). By our hypotheses, γ
1
2´jt1
pxq and γ2
2´jt2
are
controlled at the unit scale by Z on Ω1 (here, and everywhere else in this proof, all such conclusions are
uniform in j1, j2). It follows immediately from the definitions (see also Proposition 12.7 of [Str12]) that
γ1p2´jpξ1t1µ,1,...,ξlµ t1µ,lµ q,2
´j1 t1
µK
qpxq, γ
2
2´j2 t2pxq
are controlled at the unit scale by Z. Let s1 “ pt
1
µK
, t2q and s2 “ t
1
µ. Applying Proposition 12.6 of
[Str12], we have
γˆs1,s2pxq :“ γ
2
2´j2 t2 ˝ γ
1
p2´jpξ1t1µ,1,...,ξlµ t
1
µ,lµ
q,2´j1 t1
µK
qpxq
is controlled at the unit scale by Z on Ω1. Set rςps1, s2q :“ ς1pt1qς2pt2q. By our hypotheses,
rςps1, s2q “ ÿ
|α|“M
Bαs2rςαps1, s2q,
where trςαu Ă C80 pBN1`N2p2aqq is a bounded set (where trςαu denotes the set of all rςα as the various
parameters in the problem vary). Also, define
κ˜ps1, s2q :“ ψ2,2pγˆs1,s2pxqqκpp2
´jpξ1t
1
µ,1, . . . , ξlµt
1
µ,lµ
q, 2´j1t1µKq, 2
´j2t2, xq,
so that tκ˜u Ă C8pBN1paq ˆ BN2paq ˆ rΩq is a bounded set (again, tκ˜u denotes the set of all such κ˜ as
the various parameters vary). Using this notation we have
T 1j1T
2
j2
fpxq “ ψ1,1pxq
ż
fpγˆs1,ζs2pxqqκ˜ps1, ζs2, xqςps1, s2q ds1 ds2.
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The goal is to apply Lemma 10.1 to this operator.
Define xW ps, xq “ B
Bǫ
ˇˇˇˇ
ǫ“1
γˆǫs ˝ γˆ
´1
s pxq,
and suppose the parameterizations pγ1, e1, N1q and pγ
2, e2, N2q correspond to the vector field parame-
terizations pW 1, e1, N1q and pW
2, e2, N2q, respectively. Returning to the t
1, t2 coordinates and treatingxW as a function of pt1, t2q “ ppt1µ, t1µKq, t2q, we have
xW pp0, t1µKq, 0q “W 1p0, 2´j1t1µKq, xW p0, t2q “W 2p2´j2t2q. (10.12)
We now separate the proof into the two cases. We begin with Case I, and we wish to show that
the hypotheses of Case I of Lemma 10.1 hold in this situation, with the above choice of Z. At this
point it is a matter of unravelling the definitions. We have already seen that Z controls γˆ at the unit
scale on Ω1, and it is clear that when M ě 1,
ş
ςps1, s2q ds2 “ 0. Write W1pt
1q „
ř
|α|ą0pt
1qαX1α, and
W2pt
2q „
ř
|α|ą0pt
2qαX2α. For l P t1, 2u let Sl :“ tpX
l
α, degpαqq : degpαq P dνu. By our assumptions,
both LpS1q and LpS2q are equivalent to F on Ω
1. For l P 1, 2, let Pl :“ tµ
1 P t1, . . . , νu : jµ
1
l “ jµ1u;
i.e., µ1 P Pl if and only if j
µ1
l “ j
µ1
1 ^ j
µ1
2 . Clearly P1
Ť
P2 “ t1, . . . , νu and µ R P1. Lemma 10.4 shows
that there exists L such that the set in (10.11) is equivalent to F on Ω1. In particular, the set in (10.11)
controls F on Ω1. Notice that there exists K “ KpLq such that for each
pX, dq P
ď
lPt1,2u
ď
µ1PPl
σLpπµSlq,
the following holds:
• d is nonzero in precisely one component: dµ1 ‰ 0 for only one µ
1 P t1, . . . , νu.
• This µ1 satisfies µ1 P P1 Y P2 “ t1, . . . , νu.
• If µ1 P P1, X appears as a Taylor coefficient in W
1p0, t1
µK
q corresponding to some multi-index α
with |α| ď K and degpαq “ d. Here we have used µ R P1, so that µ
1 ‰ µ in this case.
• If µ1 P P2, X appears as a Taylor coefficient in W
2pt2q corresponding to some multi-index α with
|α| ď K and degpαq “ d.
Combining this with (10.12), and using that d is nonzero in only one component, shows that 2´j¨dX
appears as a Taylor coefficient in xW ps1, s2q corresponding to a mulit-index of order ď K. Combining
this with the fact that the set in (10.11) controls F on Ω1 shows that the hypotheses of Lemma 10.4
hold in this case. It follows that there exists ǫ, ǫ1, ǫ2 ą 0 with››T 1j1T 2j2››L2ÑL2 À ζǫ À 2´ǫ1pjµ1´jµ2 q À 2´ǫ2|j1´j2|,
as desired.
We now turn to Case II, and we wish to show that the hypotheses of Case II of Lemma 10.1 hold in
this situation with the above choice of Z, and it again is just a matter of unravelling the definitions. We
have already seen that Z controls γˆ at the unit scale on Ω1, and we have ςps1, s2q “
ř
|α|“M B
α
s2
ςαps1, s2q,
where ςα P C
8
0 pB
N1paq ˆ BN2paqq ranges over a bounded set as the various parameters in the problem
vary. Proceeding as in Case I, we write W1pt
1q and W2pt
2q as Taylor series. For l “ 1, 2, we set
Sl :“ tpX
l
α, degpαqq : degpαq P dν and |α| “ 1u. Our hypotheses imply that S1, S2, and F are all
equivalent. Define P1 and P2 as in Case I; i.e., Pl :“ tµ
1 P t1, . . . , νu : jµ
1
l “ jµ1u. Note µ R P1. By
Lemma 10.5, ď
lPt1,2u
ď
µ1PPl
πµ1Sl (10.13)
is equivalent to F on Ω1. Note that for pX, dq P
Ť
lPt1,2u
Ť
µ1PPl
πµ1Sl, the following holds:
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• d is nonzero in precisely one component: dµ1 ‰ 0 for only one µ
1 P t1, . . . , νu.
• This µ1 satisfies µ1 P P1 Y P2 “ t1, . . . , νu.
• If µ1 P P1, X appears as a Taylor coefficient in W
1p0, t1
µK
q corresponding to some multi-index α
with |α| “ 1 and degpαq “ d P dν . Here we have used µ R P1, so µ
1 ‰ µ in this case.
• If µ1 P P2, X appears as a Taylor coefficient in W
2pt2q corresponding to some multi-index α with
|α| “ 1 and degpαq “ d P dν .
Combining this with (10.12), and using that d is nonzero in only one component, shows that 2´j¨dX
appears as a Taylor coefficient in xW ps1, s2q corresponding to a mulit-index of order 1. Using that the
set in (10.13) controls F on Ω1 shows the the hypotheses of Lemma 10.4 hold in this case. Thus we
have, for some c, c1 ą 0 (independent of any relevant parameters)››T 1j1T 2j2››L2ÑL2 À ζM{2 À 2´cMpjµ1´jµ2 q À 2´c1M |j1´j2|.
The result follows.
Proof of Proposition 10.2. The result for L “ 1 is trivial. The result for L ą 2 follows from the result
for L “ 2 and L “ 1, so we prove only the result for L “ 2. Fix M P N. In Case I, we take M “ 1. In
Case II, we take M “MpNq large to be chosen later. For l P t1, 2u, we apply Proposition 7.7 to write
ηlptqς
p2jl q
l ptq “ ηlptq
ÿ
kďjl
kPNν
ς
p2kq
l,k ptq,
where t P Nl and we are using the dilations e
l to define ς
p2jl q
l . Here, using the notation of Proposition
7.7, we have
ςl,k “
ÿ
~αPN
~Nl
|αµ|“M when kµ‰0
|αµ|“0 when kµ“0
B~αt γk,~α,
where, for every L P N, 
2L|jl´k|γk,~α : jl P r0,8q
ν, ςl P Stµ:jl,µą0u X B
l
1, ηl P B
l
2, k ď jl, k P N
ν
|αµ| “M when kµ ‰ 0, |αµ| “ 0 when kµ “ 0
(
Ă C80 pB
N paqq
(10.14)
is a bounded set.
Define T ljl,k, for k P N
ν with k ď jl, by
T ljl,kfpxq “ ψ1,lpxq
ż
fpγltlpxqqψ2,lpγ
l
tlpxqqκpt
l, xqηlptlqς
p2kq
l,k pt
lq dtl.
We have,
T ljl “
ÿ
kPNν
kďjl
T ljl,k,
and it follows that ››T 1j1T 2j2››L2ÑL2 ď ÿ
k1,k2PN
ν
k1ďj1,k2ďj2
››T 1j1,k1T 2j2,k2››L2ÑL2 . (10.15)
In Case I, we apply Lemma 10.6 and use (10.14) (with L “ 1) to see that (if a ą 0 is chosen small
enough, depending only on the parameterizations), there exists 0 ă ǫ ď 1
2
such that››T 1j1,k1T 2j2,k2››L2ÑL2 À 2´|j1´k1|´|j2´k2|´ǫ|k1´k2| ď 2´p1{2qp|j1´k2|`|j2´k2|q´ǫ|j1´j2|.
58
Plugging this into (10.15), we have››T 1j1T 2j2››L2ÑL2 À ÿ
k1,k2PN
ν
k1ďj1,k2ďj2
2´p1{2qp|j1´k2|`|j2´k2|q´ǫ|j1´j2| À 2´ǫ|j1´j2|,
as desired.
In Case II, we take M “ MpNq large, apply Lemma 10.6, and use (10.14) (with L “ N ` 1) to see
that (if a ą 0 is chosen small enough, depending only on the parameterizations),››T 1j1,k1T 2j2,k2››L2ÑL2 À 2´pN`1q|j1´k1|´pN`1q|j2´k2|´N |k1´k2|
À 2´|j1´k1|´|j2´k2|´N |j1´j2|.
Plugging this into (10.15), we have››T 1j1T 2j2››L2ÑL2 À ÿ
k1,k2PN
ν
k1ďj1,k2ďj2
2´|j1´k1|´|j2´k2|´N |j1´j2| À 2´N |j1´j2|,
as desired.
10.2 Application II: Different Geometries
In this section we present another application of Lemma 10.1. Here the setting is the same as in Section
5.1. Fix open sets Ω0 Ť Ω
1 Ť Ω2 Ť Ω3 Ť Ω Ď Rn. Let ν˜, νˆ P N, and suppose rS Ă ΓpTΩq ˆ dν˜ ,pS Ă ΓpTΩq ˆ dνˆ are finite sets. Let ν “ ν˜ ` νˆ and define
S :“
!´ pX, pdˆ, 0ν˜q¯ : p pX, dˆq P pS)ď!´ rX, p0νˆ , d˜q¯ : p rX, d˜q P rS) Ă ΓpTΩq ˆ dν .
We separate our assumptions into two cases:
Case I: LpSq is finitely generated by some F Ă ΓpTΩq ˆ pr0,8qνzt0uq on Ω1.
Case II: LpSq is linearly finitely generated by some F Ă ΓpTΩq ˆ dν on Ω
1.
Let λ be a ν˜ ˆ νˆ matrix whose entries are all in r0,8s. In both Case I and Case II, we assume
Lp pSq λ-controls rS on Ω1.
We suppose we are given a parameterization pγ, e,N,Ω,Ω3q with ν-parameter dilations such that
Case I: pγ, e,Nq is finitely generated by F on Ω1.
Case II: pγ, e,Nq is linearly finitely generated by F on Ω1.
Fix a ą 0 small (how small to be chosen later). For ς P S pRN q, η P C80 pB
N paqq, j P r0,8qν ,
ψ1, ψ2 P C
8
0 pΩ0q, and κ P C
8pBN paq ˆ Ω2q, define the operator
Tjrς, η, ψ1, ψ2, κsfpxq :“ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqς
p2jqptq dt.
Proposition 10.7. Let B1 Ă S pR
N q, B2 Ă C
8
0 pB
N paqq, B3 Ă C
8
0 pΩ0q, and B4 Ă C
8pBN paq ˆΩ2q be
bounded sets. For j “ pjˆ, j˜q P r0,8qνˆ ˆ r0,8qν˜ “ r0,8qν , ς P Stµ:jµą0u X B1, η P B2, ψ1, ψ2 P B3, and
κ P B4, define
Tj :“ Tjrς, η, ψ1, ψ1, κs.
Then, there exists a ą 0 (depending on pγ, e,Nq) such that the following holds.
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• In Case I, there exists ǫ ą 0 (depending on pγ, e,Nq) such that
}Tj}L2ÑL2 ď C2
´ǫ|j˜_λpjˆq´λpjˆq|,
where C depends on pγ, e,Nq, B1, B2, B3, and B4.
• In Case II, for every L, there exists CL (depending on pγ, e,Nq and the sets B1, B2, B2, and B4)
such that
}Tj}L2ÑL2 ď CL2
´L|j˜_λpjˆq´λpjˆq|.
In the above, for vectors j, k we have written j _ k to denote the coordinatewise maximum.
The rest of this section is devoted to the proof of Proposition 10.7. The key lies in the next lemma.
We use some notation from Section 7. For t P RN , and for 1 ď µ ď ν, we let tµ denote the vector
consisting of those coordinates tj of t such that e
µ
j ‰ 0. We let Nµ denote the dimension of the tµ
variable and let ~N “ N1` ¨ ¨ ¨ `Nν . We write ~α “ pα1, . . . , ανq P N
N1 ˆ ¨ ¨ ¨ ˆNNν “ N
~N , and define B~αt
as in Section 7.
Lemma 10.8. There exists a ą 0 (depending on pγ, e,N)) such that the following holds. Let B1 Ă
C80 pB
N paqq, B2 Ă C
8
0 pΩ0q, and B3 Ă C
8pBN paqˆΩ2q be bounded sets. Fix M P N and let j P r0,8qν .
Suppose
ς “
ÿ
~αPNN
|αµ|“M when jµ‰0
|αµ|“0 when jµ“0
B~αt γ~α,
where γ~α P B1. Let ψ1, ψ2 P B2, and κ P B3. Define,
Tjfpxq “ ψ1pxq
ż
fpγtpxqqκpt, xqψ2pγtpxqqς
p2jqptq dt.
Then,
• In Case I, if M ě 1, there exists ǫ ą 0 (depending on pγ, e,Nq) such that
}Tj}L2ÑL2 ď C2
´ǫ|j˜_λpjˆq´λpjˆq|,
where C depends on pγ, e,Nq, B1, B2, and B3.
• In Case II, for every L, there exists a choice of M “ MpLq and a constant CL (depending on
pγ, e,N), B1, B2, and B3) such that
}Tj}L2ÑL2 ď CL2
´L|j˜_λpjˆq´λpjˆq|.
Proof. We prove the two cases simultaneously. First notice that the assumption that Lp pSq λ-controlsrS on Ω1 can be rephrased in the following way. For 0 ‰ d˜ P r0,8qν˜, define hd˜,λ : r0, 1sν˜ Ñ r0, 1s by
hd˜,λp2
´jˆq “ 2´λpjˆq¨d˜. Then we are assume that for each p rX, d˜q P rS, Lp pSq controls p rX,hd˜,λq on Ω1.30
If j˜µ ď λpjˆqµ for all µ P t1, . . . , νu, the result it obvious. Thus we assume for some µ, j˜µ´λpjˆqµ ą 0
and we pick µ so that j˜µ ´ λpjˆqµ “ |j˜ _ λpjˆq ´ λpjˆq|8. Let l˜ “ j˜ ^ λpjˆq P r0,8q
ν˜ (i.e., l˜ is the
coordinatewise minimum of j˜ and λpjˆq) and set l “ pjˆ, l˜q P r0,8qν . Let Z “ t2´l¨dX : pX, dq P Fu.
Because F satisfies DpΩ1q, Z satisfies the conditions of Theorem 8.1, uniformly for x0 P Ω
1. Note that
pjˆ, j˜qµ0`νˆ “ j˜µ0 for 1 ď µ0 ď ν˜.
We decompose t P RN into two variables: t “ ps1, s2q. s2 is the vector consisting of those coordinates
of t which, when we compute 2´jt “ 2´pjˆ,j˜qt are multiplied by a power of 2´j˜µ1 , where j˜µ1 ą λpjˆqµ1 .
s1 is the vector consisting of the rest of the coordinates. More precisely, s2 is the vector consisting of
30Here we make the convention that 8 ¨ 0 “ 8 in the definition of λpjˆq, but 8 ¨ 0 “ 0 in the definition of dot product
λpjˆq ¨ d˜.
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those coordinates tk of t such that e
µ0`νˆ
k ‰ 0, where µ0 is such that j˜µ0 ą λpjˆqµ0 ; and s1 is the vector
consisting of the rest of the coordinates–note that µ is such a µ0. We decompose s2 into two variables:
s2 “ ps2,1, s2,2q. s2,2 is the vector consisting of those coordinates of t which, when we compute 2
´jt are
multiplied by a power of 2´j˜µ–note that every such coordinate is a coordinate of s2. s2,1 is the vector
consisting of the rest of the coordinates of s2. More precisely, s2,2 consists of those coordinates tk of t
such that eµ`νˆk ‰ 0; and s2,1 consists of the rest of the coordinates of s2.
Set ζ “ 2´cpj˜µ´λpjˆqµq, where c “ minteµ`νˆl : 1 ď l ď N, e
µ`νˆ
l ‰ 0u ą 0. Write s2,1 “ ps
1
2,1, . . . , s
N1
2,1q
and s2,2 “ ps
1
2,2, . . . , s
N2
2,2q. The dilations 2
´jt induce dilations in the ps1, s2q variables, which we again
denote by 2´jps1, s2q. Using these choices, we may write
2´jps1, s2q “ 2
´lps1, pξ1,1s
1
2,1, . . . , ξ1,N1s
N1
2,1q, ζpξ2,1s
1
2,2, . . . , ξ2,N2s
N2
2,2qq,
where ξ1,1, . . . , ξ1,N1 , ξ2,1, . . . , ξ2,N2 P p0, 1s (here, ξk1,k2 depends on j˜, jˆ).
By our hypotheses, γ2´ltpxq is controlled at the unit scale by Z on Ω
1 (here, and everywhere else in
the proof, all such conclusions are uniform in j˜ and jˆ; see Definition 8.9). It follows immediately from
the definitions (see also Proposition 12.7 of [Str12]) that
γˆs1,s2,1,s2,2pxq :“ γ2´lps1,pξ1,1s12,1,...,ξ1,N1s
N1
2,1q,pξ2,1s
1
2,2,...,ξ2,N2s
N2
2,2qq
pxq
is controlled at the unit scale by Z on Ω1. By our hypotheses, and using the coordinates s1, s2,1, s2,2
and the fact that j˜µ ą 0, we have
ςps1, s2,1, s2,2q “
ÿ
|α|“M
Bαs2,2ςαps1, s2,1, s2,2q, (10.16)
where tςαu Ă C
8
0 pB
N paqq is a bounded set (and tςαu denotes the set of all ςα as the various parameters
in the problem vary). Using the above choices, we have
Tjfpxq “ ψ1pxq
ż
fpγˆs1,s2,1,ζs2,2pxqqψ2pγˆs1,s2,1,ζs2,2pxqq
κps1, s2,1, ζs2,2, xqςps1, s2,1, s2,2q ds1 ds2,1 ds2,2.
(10.17)
The goal is to apply Lemma 10.1 to this operator.
Let s “ ps1, s2,1, s2,2q and define
xW ps, xq “ B
Bǫ
ˇˇˇˇ
ǫ“1
γˆǫs ˝ γˆ
´1
s pxq.
and suppose the parameterization pγ, e,Nq corresponds to the vector field paramaterization pW, e,Nq.
Note, we have xW pps1, 0, 0q, xq “W p2´lps1, 0, 0q, xq. (10.18)
The ν-parameter dilations e1, . . . , eN assign to each multi-index α P N
N a degree degpαq P r0,8qν
by Definition 2.2. This induces the same for multi-indicies when we consider ps1, s2q
α: i.e., if we write
ps1, s2q
α, then degpαq is defined to be degpβq where ps1, s2q
α corresponds to tβ under the change of
coordinates.
We now separate the proof into the two cases, and we begin with Case I. We wish to show that the
hypotheses of Case I of Lemma 10.1 hold in this situation, with the above choice of Z. We have already
seen that Z controls γˆ at the unit scale on Ω1, and it is clear from (10.16) that
ş
ς ds2,2 “ 0. Decompose
W psq as a Taylor series in the s “ ps1, s2q variable: W psq „
ř
|α|ą0 s
αXα. Let
S0 :“ tpXα, degpαqq : degpαq P dνu.
Our hypotheses show that LpS0q is equivalent to F on Ω
1. Using that S0 “
Ť
µPt1,...,νu πµS0, Lemma
10.4 shows that there exists L P N such that LLpσLS0q is equivalent to F on Ω
1. In particular, LLpσLS0q
satisfies DpΩ1q. Let
P1 :“ tµ0 ` νˆ P t1, . . . , νu : 1 ď µ0 ď ν˜ and j˜µ0 ą λpjˆqµ0u, (10.19)
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and let P2 “ t1, . . . , νuzP1. Because LLpσLpS0qq is equivalent to F on Ω
1 we have that LLpσLpS0qq is
equivalent to LpSq on Ω1. It follows (by taking δµ1 “ 0 for µ
1 P P1 in the definitions) that
LL
˜
σL
ď
µ1PP2
πµ1S0
¸
and L
˜ ď
µ1PP2
πµ1S
¸
are equivalent on Ω1. Set S1 “
Ť
µ1PP2
πµ1S0. Note that pX, dq P S1 if and only if X appears as a Taylor
coefficient in W ps1, 0, 0q corresponding to a multi-index α with degpαq “ d; and therefore by (10.18),
2´l¨dX is a Taylor coefficient of xW ps1, 0, 0q.
Using the above, we have  
2´l¨dX : pX, dq P LL pσLS1q
(
controls t2´l¨dX : pX, dq P F and dµ1 “ 0,@µ
1 P P1u at the unit scale on Ω
1. In particular, since for each
p pX, dˆq P Lp pSq, t2´l¨dX : pX, dq P F and dµ1 “ 0,@µ1 P P1u controls 2´jˆ¨dˆ pX at the unit scale on Ω1, we
have that
 
2´l¨dX : pX, dq P LL pσLS1q
(
controls 2´jˆ¨dˆ pX at the unit scale on Ω1.
If 1 ď µ1 ď ν˜ is such that j˜µ1 ď λpjˆqµ1 , then µ
1 ` νˆ P P2. Thus, for such a µ
1, if p rX, d˜q P rS has
d˜ nonzero in only the µ1 coordinate, since F controls LpSq on Ω1, it follows that LL pσLS1q controls
p rX, p0νˆ , d˜qq on Ω1, and therefore,  2´l¨dX : pX, dq P LL pσLS1q( controls 2´j˜¨d˜ rX “ 2´pj˜^λpjˆqq¨d˜ rX at the
unit scale on Ω1.
By the hypothesis that for each p rX, d˜q P rS, p rX,hd˜,λq is controlled by Lp pSq on Ω1, it follows that 
2´l¨dX : pX, dq P LL pσLS1q
(
controls 2´λpjˆq¨d˜ rX at the unit scale on Ω1. Hence, if d˜ is nonzero in only
the µ1 coordinate for some µ1 with j˜µ1 ą λpjˆqµ1 , then
 
2´l¨dX : pX, dq P LL pσLS1q
(
controls 2´λpj˜q¨d˜ rX “
2´pj˜^λpjˆqq¨d˜ rX at the unit scale on Ω1.
Combining the above three paragraphs (and using that for each pX, dq P S, d is nonzero in only one
component) shows that for all pX0, d0q P S, 
2´l¨dX : pX, dq P LL pσLS1q
(
controls 2´l¨d0X0 at the unit scale on Ω
1. By taking commutators of this, we see for every pX0, d0q P LpSq,
there exists L1 “ L1pX0, d0q such that 
2´l¨dX : pX, dq P LL1 pσLS1q
(
controls 2´l¨d0X0 at the unit scale on Ω
1. Since LpSq controls F on Ω1, we see that for every pX0, d0q P F ,
there exists L2 “ L2pX0, d0q such that 
2´l¨dX : pX, dq P LL2 pσLS1q
(
controls 2´l¨d0X0 at the unit scale on Ω
1. Set L3 “ maxtL2pX0, d0q : pX0, d0q P Fu. We therefore have
for all pX0, d0q P F ,  
2´l¨dX : pX, dq P LL3 pσLS1q
(
controls 2´l¨d0X0 at the unit scale on Ω
1. This is the same as saying for all Z0 P Z, 
2´l¨dX : pX, dq P LL3 pσLS1q
(
controls Z0 at the unit scale on Ω
1.
Because for every pX, dq P S1, X appears as a Taylor coefficient of W ps1, 0, 0q corresponding to
a multi-index α with degpαq “ d (and therefore by (10.18), 2´l¨dX appears as a Taylor coefficient ofxW ps1, 0, 0q), this shows that the hypotheses of Case I of Lemma 10.1 hold when applied to the operator
(10.17). It follows that there exists ǫ, ǫ1, ǫ2 ą 0 with
}Tj}L2ÑL2 À ζ
ǫ À 2´ǫ
1pj˜µ´λpjˆqµq “ 2´ǫ
1|j˜_λpjˆq´λpjˆq|8 À 2´ǫ
2|j˜_λpjˆq´λpjˆq|,
as desired, completing the proof in Case I.
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We now turn to Case II. We wish to shows that the hypotheses of Case II of Lemma 10.1 hold when
applied to the operator (10.17), with the above choice of Z. We have already seen that Z controls γˆ at
the unit scale on Ω1, and it is clear from (10.16) that
ςps1, s2,1, s2,2q “
ÿ
|α|“M
Bαs2,2ςαps1, s2,1, s2,2q,
where ςα P C
8
0 pB
N paqq ranges over a bounded set as the various parameters of the problem vary. As
before, decompose W psq into a Taylor series W psq „
ř
|α|ą0 s
αXα, and now let
S0 :“ tpXα, degpαqq : degpαq P dν and |α| “ 1u.
Our hypotheses show that S0 and F are equivalent on Ω
1. Define P1 as in (10.19) and let P2 “
t1, . . . , νuzP1 as before. Set S1 “
Ť
µ1PP2
πµ1S0. Note, pX, dq P S1 if and only if X appears as a
Taylor coefficient of W ps1, 0, 0q corresponding to a multi-index α with |α| “ 1 and degpαq “ d P dν .
Using (10.18), we see that if pX, dq P S1, then 2
´l¨dX appears as a Taylor coefficient of xW ps1, 0, 0q
corresponding to a multi-index α with |α| “ 1.
Recall, by the hypothesis that pγ, e,Nq is linearly finitely generated by F , we have F Ă ΓpTΩqˆ dν .
Let pX0, d0q P F . We know that d0 P dν , i.e. d0 is nonzero in precisely one component. Suppose µ
1 P P2,
and d0,µ1 ‰ 0. Using the fact that S0 controls F on Ω
1, we have S1 controls pX0, d0q on Ω
1, and therefore
t2´l¨dX : pX, dq P S1u controls 2
´l¨d0X0 at the unit scale on Ω
1.
Because S0 is equivalent to F on Ω
1 and F controls S on Ω1, we have for each p pX, dˆq P pS, 2´jˆ¨dˆ pX
is controlled by t2´l¨dX : pX, dq P S0u at the unit scale on Ω
1. Because t1, . . . , νˆu Ď P2, it follows that
2´jˆ¨dˆ pX is controlled by t2´l¨dX : pX, dq P S1u at the unit scale on Ω1. Since S0 is equivalent to F on Ω1,
S0 satisfies DpΩ
1q. By taking δ so that δµ1 “ 0 for all µ
1 P P1 in the definition of DpΩ
1q, it follows that
S1 satisfies DpΩ
1q. Hence, for each p pX, dˆq P Lp pSq, we have 2´jˆ¨dˆ pX is controlled by t2´l¨dX : pX, dq P S1u
at the unit scale on Ω1. Let p rX, d˜q P rS, and suppose d˜µ1 ‰ 0 with µ1` νˆ P P1 (because rS Ă ΓpTΩqˆ dν˜ ,
d˜ is nonzero in precisely one component). By hypothesis, Lp pSq controls p rX,hd˜,λq on Ω1; therefore,
2´λpjˆq¨d˜ rX “ 2´pj˜^λpjˆqq¨d˜ rX is controlled by t2´l¨dX : pX, dq P S1u at the unit scale on Ω1.
Let pX0, d0q P F with d0 nonzero in only the µ
1 component, where µ1 P P1. Because LpSq controls
F on Ω1, pX0, d0q is controlled by Lpπµ1Sq. For each pX1, d1q P πµ1S, 2
´l¨d1X1 “ 2
´λpjˆq¨d˜ rX for somerX P rS. Thus, applying the conclusion of the previous paragraph and using that S1 satisfies DpΩ1q, we
have 2´l¨d0X0 is controlled by t2
´l¨dX : pX, dq P S1u at the unit scale on Ω
1.
Combining the above, we see that for any pX0, d0q P F , 2
´l¨d0X0 is controlled by t2
´l¨dX : pX, dq P
S1u at the unit scale on Ω
1. This is the same as saying for all Z0 P Z, Z is controlled by t2
´l¨dX :
pX, dq P S1u at the unit scale on Ω
1. Since for each pX, dq P S1, 2
´l¨dX appears as a Taylor coefficient ofxW ps1, 0, 0q corresponding to a multi-index α with |α| “ 1, this shows that the hypotheses of Case II of
Lemma 10.1 hold when applied to the operator (10.17). Thus, we have for some c, c1 ą 0 (independent
of any relevant parameters),
}Tj}L2ÑL2 À ζ
M{2 À 2´cMpj˜µ´λpjˆqµq À 2´c
1M |j˜_λpjˆq´λpjˆq|.
The result follows.
Proof of Proposition 10.7. Fix M P N. In Case I, we take M “ 1. In Case II, we take M “MpLq large
to be chosen later. We apply Proposition 7.7 to write
ηptqςp2
jqptq “ ηptq
ÿ
kďj
kPNν
ς
p2kq
k ptq.
Here, using the notation of Proposition 7.7, we have
ςk “
ÿ
~αPN
~N
|αµ|“M when kµ‰0
|αµ|“0 when kµ“0
B~αt γk,~α,
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where for every M 1 P N, 
2M
1|j´k|γk,~α : j P r0,8q
ν , ς P Stµ:jµą0u X B1, η P B2, k ď j, k P N
ν ,
|αµ| “M when kµ ‰ 0, |αµ| “ 0 when kµ “ 0
(
Ă C80 pB
N paqq
(10.20)
is a bounded set.
Define Tj,k for k P N
ν with k ď j by
Tj,kfpxq “ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqηptqς
p2kq
k ptq dt.
We have,
Tj “
ÿ
kPNν
kďj
Tj,k,
and it follows that
}Tj}L2ÑL2 ď
ÿ
kPNν
kďj
}Tj,k}L2ÑL2 . (10.21)
In Case I, we apply Lemma 10.8 and use (10.20) to see that (if a ą 0 is chosen small enough,
depending only on the parameterization), there exists 0 ă ǫ ď 1 such that for any M 1,
}Tj,k}L2ÑL2 ď 2
´M 1|j´k|´ǫ|k˜_λpkˆq´λpkˆq|.
Taking M 1 “M 1pλq sufficiently large, we have,
}Tj,k}L2ÑL2 ď 2
´|j´k|´ǫ|j˜_λpjˆq´λpjˆq|.
Plugging this into (10.21), we have
}Tj}L2ÑL2 À
ÿ
kPNν
kďj
2´|j´k|´ǫ|j˜_λpjˆq´λpjˆq| À 2´ǫ|j˜_λpjˆq´λpjˆq|,
as desired.
In Case II, we take M “ MpLq large, apply Lemma 10.8, and use (10.20) to see that (if a ą 0 is
chosen small enough, depending only on the parameterization), we have for any M 1 P N,
}Tj,k}L2ÑL2 À 2
´M 1|j´k|´L|k˜_λpkˆq´λpkˆq|.
Taking M 1 “M 1pλ, Lq sufficiently large, we have
}Tj,k}L2ÑL2 À 2
´|j´k|´L|j˜_λpjˆq´λpjˆq|.
Plugging this into (10.21), we have
}Tj}L2ÑL2 À
ÿ
kPNν
kďj
2´|j´k|´L|j˜_λpjˆq´λpjˆq| À 2´L|j˜_λpjˆq´λpjˆq|,
as desired.
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11 Proofs: The maximal function
A key tool in the proofs that follow is the maximal function corresponding to a finitely generated
parameterization. This was studied in [SS13] and we present those results here. Fix open sets Ω0 Ť
Ω1 Ť Ω3 Ť Ω Ď Rn. Let pγ, e,N,Ω,Ω3q be a parameterization, with ν-parameter dilations 0 ‰
e1, . . . , eN P r0,8q
ν. For a ą 0 a small number, and ψ1, ψ2 P C
8
0 pΩ0q with ψ1, ψ2 ě 0, define
Mpγ,e,Nq,ψ1,ψ2fpxq “ sup
δPr0,1sν
ψ1pxq
ż
|t|ăa
|fpγδtpxqq|ψ2pγδtpxqq dt.
Theorem 11.1. If pγ, e,Nq is finitely generated on Ω1, there exists a ą 0 (depending on the parame-
terization pγ, e,Nq) such that for 1 ă p ď 8,››Mpγ,e,Nq,ψ1,ψ2f››Lp À }f}Lp ,
where the implicit constant depends on p, the parameterization, and the choice of ψ1 and ψ2.
Proof. This follows from Theorem 5.4 of [SS13].
The maximal function often arises via the following proposition.
Proposition 11.2. Let a ą 0 be as in the definition of the maximal function. Let B1 Ă S pR
N q,
B2 Ă C
8
0 pB
N paqq, B3 Ă C
8
0 pB
npΩ0qq, and B4 Ă C
8pBN paq ˆ Ω2q be bounded sets. For each ς P B1,
η P B2, ψ1, ψ2 P B3, κ P B4, and j P r0,8q
ν define
Tjrς, η, ψ1, ψ2, κsfpxq :“ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqηptqς
p2j qptq dt.
Then, there exists C “ CpB1,B2,B3,B4, e,Nq and ψ
1
1, ψ
1
2 P C
8
0 pΩ0q (ψ
1
1, ψ
1
2 depending only on B3) such
that
|Tjrς, η, ψ1, ψ2, κsfpxq| ď CMpγ,e,Nq,ψ1
1
,ψ1
2
|f |pxq.
Proof. Because B3 Ă C
8
0 pB
npΩ0qq is bounded, if we define
K :“
ď
ψPB3
supp pψq,
then K Ť Ω0. Let ψ
1
1, ψ
1
2 P C
8
0 pΩ0q be such that ψ
1
1, ψ
1
2 ě 0, and ψ
1
1, ψ
1
2 ” 1 on K. For ς P B1, η P B2,
and j P r0,8qν , we apply Lemma 7.6 to write
ηptqςp2
jqptq “
ÿ
kďj
kPNν
ηptqς
p2kq
k ptq,
where !
2|j´k|ςk : j P r0,8q
ν , k P Nν , ς P B1, η P B2
)
Ă C80 pB
N paqq (11.1)
is bounded.
For k P Nν , k ď j, define Tj,k “ Tj,krς, η, ψ1, ψ2, κs by
Tj,kfpxq “ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqς
p2kq
k ptq dt
so that
Tjrς, η, ψ1, ψ2, κs “
ÿ
kďj
kPNν
Tj,k. (11.2)
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We have
|Tj,kfpxq| ď |ψ1pxq|
ż ˇˇ
fpγ2´ktpxqqψ2pγ2´ktpxqqκp2
´kt, xqςkptq
ˇˇ
dt
À ψ11pxq
ż
|t|ăa
|fpγ2´ktpxqq|ψ
1
2pγ2´ktpxqq |ςkptq| dt
À 2´|j´k|Mpγ,e,Nq,ψ1
1
,ψ1
2
|f |pxq,
where in the last line we used (11.1). Plugging this into (11.2), we have
|Tjrς, η, ψ1, ψ2, κsfpxq| À
ÿ
kďj
kPNν
2´|j´k|Mpγ,e,Nq,ψ1
1
,ψ1
2
|f |pxq ÀMpγ,e,Nq,ψ1
1
,ψ1
2
|f |pxq,
as desired, completing the proof.
12 Proofs: A single parameter Littlewood-Paley theory
Fix open sets Ω0 Ť Ω
1 Ť Ω3 Ť Ω. Suppose F Ă ΓpTΩq ˆ p0,8q is a finite set satisfying DpΩ1q.
Enumerate F :
F “ tpX1, d1q, . . . , pXq, dqqu.
On Rq define single parameter dilations by, for δ P r0,8q:
δpt1, . . . , tqq “ pδ
d1t1, . . . , δ
d1tqq.
We denote these single parameter dilations by d. Define
γtpxq :“ e
t1X1`¨¨¨`tqXqx,
so that pγ, d, q,Ω,Ω3q is a parameterization.
Proposition 12.1. There exists a ą 0, depending on pγ, d, qq, such that the following holds. Let
D “ p1, pγ, d, q,Ω,Ω3q, a, η, tςjujPN, ψq be Sobolev data on Ω
1, and let tǫjujPN be a sequence of i.i.d.
random variables of mean 0 taking values ˘1. For j P N let Dj “ DjpDq be given by (5.1). Then, for
1 ă p ă 8,
}f}Lp «
››››››
˜ÿ
jPN
|Djf |
2
¸ 1
2
››››››
Lp
«
¨˝
E
›››››ÿ
jPN
ǫjDjf
›››››
p
Lp
‚˛1p , f P C80 pΩ0q.
Here, the implicit constants depend on p P p1,8q and D, and E denotes the expectation with respect to
the (suppressed) variable with respect to which ǫj is a random variable.
Proof. This is exactly the statement of Corollary 2.15.54 of [Str14], and we refer the reader there for
the full details. We make a few comments on the proof here. The estimate››››››
˜ÿ
jPN
|Djf |
2
¸ 1
2
››››››
Lp
«
¨˝
E
›››››ÿ
jPN
ǫjDjf
›››››
p
Lp
‚˛1p
is an immediate consequence of the Khintchine inequality.
In the case that X1, . . . , Xq span the tangent space at every point, to prove¨˝
E
›››››ÿ
jPN
ǫjDjf
›››››
p
Lp
‚˛1p À }f}Lp ,
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one shows the (a priori stronger) estimate
sup
ǫjPt˘1u
›››››ÿ
jPN
ǫjDjf
›››››
Lp
À }f}Lp
by showing that
ř
jPN ǫjDj is a Caldero´n-Zygmund operator, uniformly in the choice of sequence ǫj, so
that the estimate follows from classical theorems. When X1, . . . , Xq do not span the tangent space one
wishes to use the Frobenius theorem to foliate the ambient space into leaves; and apply the above idea
to each leaf. This can be achieved using Theorem 8.1.
Finally, the estimate
}f}Lp À
››››››
˜ÿ
jPN
|Djf |
2
¸ 1
2
››››››
Lp
follows from the above and a Caldero´n reproducing type formula (which can be proved using the above
estimates and an almost orthogonality argument). We refer the reader to [Str14] for all the details.
13 Proofs: Non-isotropic Sobolev spaces
In this section, we prove the results from Section 5. For this, we use vector valued Lp spaces. For
1 ď p ď 8, 1 ď q ď 8, we define the space Lp pℓqpNνqq to be the Banach space consisting of sequences
of measurable functions tfjpxqujPNν , fj : R
n Ñ C, with the norm:
}tfjujPNν }LppℓqpNνqq :“
$&%
››››´řjPNν |fjpxq|q¯ 1q ››››
Lp
, if q P r1,8q,››supjPNν |fjpxq|››Lp , if q “ 8.
In the proofs that follow, we use the following convention. If Tj , j P N
ν is a sequence of operators,
then, for j P ZνzNν we define Tj “ 0. Let Ω0 Ť Ω
1 Ť Ω3 Ť Ω Ď Rn be open sets. We need the next
result concerning vector valued operators.
Proposition 13.1. Suppose pγ1, e1, N1,Ω,Ω
3q, . . . , pγK , eK , NK ,Ω,Ω
3q be K parameterizations, each
with ν-parameter dilations 0 ‰ el1, . . . , e
l
Nl
P r0,8qν . We separate our assumptions into two cases:
Case I There exists a finite set F Ă ΓpTΩq ˆ pr0,8qνzt0uq such that
pγ1, e1, N1q, . . . , pγ
K , eK , NKq
are all finitely generated by F on Ω1.
Case II There exists a finite set F Ă ΓpTΩq ˆ dν such that
pγ1, e1, N1q, . . . , pγ
K , eK , NKq
are all linearly finitely generated by F on Ω1.
Then, there exists a ą 0 (depending on the parameterizations) such that the following holds. For each
l P t1, . . . ,Ku, let Bl1 Ă S pR
Nlq, Bl2 Ă C
8
0 pB
Nlpaqq, Bl3 Ă C
8
0 pΩ0q, and B
l
4 Ă C
8pBNlpaq ˆ Ω2q be
bounded sets. For each j1, . . . , jK P r0,8q
ν, let ςl,jl P Stµ:jl,µą0uXB
l
1, ηl,jl P B
l
2, ψ1,l,jl , ψ2,l,jl P B
l
3, and
κl,jl P B
l
4. Define an operator T
l
jl
by
T ljlfpxq :“ ψ1,l,jlpxq
ż
fpγltlpxqqψ2,l,jl pγ
l
tlpxqqκl,jl pt
l, xqηl,jlpt
lqς
p2jl q
l,jl
ptlq dtl.
For k2, . . . , kK P Z
ν define a vector valued operator by
Tk2,...,kKtfjujPNν :“
 
T 1j T
2
j`k2T
3
j`k3 ¨ ¨ ¨T
K
j`kKfj
(
jPNν
,
where for jl P Z
νzNν , T ljl “ 0, by convention. Then, for 1 ă p ă 8, we have the following.
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• In Case I, there exists ǫp ą 0 (depending on p and the parameterizations) such that
}Tk2,...,kK }Lppℓ2pNνqqÑLppℓ2pNνqq ď Cp2
´ǫpp|k2|`¨¨¨`|kK |q, (13.1)
where Cp depends on p, the above parameterizations, and the sets B
l
1, B
l
2, B
l
3, and B
l
4.
• In Case II, for every L, there exists Cp,L (depending on p, L, the above parameterizations, and
the sets Bl1, B
l
2, B
l
3, and B
l
4) such that
}Tk2,...,kK }Lppℓ2pNνqqÑLppℓ2pNνqq ď Cp,L2
´Lp|k2|`¨¨¨`|kK |q. (13.2)
The above results hold even when K “ 1. When K “ 1 one takes, by convention, |k2| ` ¨ ¨ ¨ ` |kK | “ 0.
Proof. Applying Proposition 10.2, and using that |k2| ` ¨ ¨ ¨ ` |kK | À diam tj, j ` k2, . . . , j ` kKu, we
have:
• In Case I, there exists ǫ2 ą 0 such that››T 1j T 2j`k2T 3j`k3 ¨ ¨ ¨TKj`kK ››L2ÑL2 À 2´ǫ2p|k2|`¨¨¨`|kK |q. (13.3)
• In Case II, for every L, there exists a constant CL such that››T 1j T 2j`k2T 3j`k3 ¨ ¨ ¨TKj`kK ››L2ÑL2 ď CL2´Lp|k2|`¨¨¨`|kK |q. (13.4)
In Case II, fix L P N. Applying (13.3) (in Case I) and (13.4) (in Case II) and interchanging the norms,
we have
}Tk2,...,kK }L2pℓ2pNνqqÑL2pℓ2pNνqq À
#
2´ǫ2p|k2|`¨¨¨`|kK |q in Case I,
2´Lp|k2|`¨¨¨`|kK |q in Case II.
(13.5)
We also have the trivial inequality
›››T 1j T 2j`k2T 3j`k3 ¨ ¨ ¨TKj`kK ›››L1ÑL1 À 1, from which it follows that
}Tk2,...,kK }L1pℓ1pNνqqÑL1pℓ1pNνqq À 1. (13.6)
Interpolating (13.5) and (13.6) we see for 1 ă p ď 2,
}Tk2,...,kK }LppℓppNνqqÑLppℓppNνqq À
#
2´p2´
2
p
qǫ2p|k2|`¨¨¨`|kK |q in Case I,
2´p2´
2
p
qLp|k2|`¨¨¨`|kK |q in Case II.
(13.7)
We claim, for 1 ă p ă 8,
}Tk2,...,kK }Lppℓ8pNνqqÑLppℓ8pNνqq À 1, (13.8)
with implicit constant depending on p. Applying Proposition 11.2 to find ψ11,l, ψ
1
2,l P C
8
0 pΩ0q, 1 ď l ď K
(depending only on Bl3) such thatˇˇ
T ljlfpxq
ˇˇ
ÀMpγl,el,Nlq,ψ11,l,ψ12,l |f |pxq.
Hence, we have for 1 ă p ă 8,
}Tk2,...,kK tfjujPNν }Lppℓ8pNνqq “
››››sup
j
ˇˇ
T 1j T
2
j`k2 ¨ ¨ ¨T
K
j`kKfj
ˇˇ››››
Lp
À
››››Mpγ1,e1,N1q,ψ11,1,ψ12,1 ¨ ¨ ¨MpγK ,eK ,NKq,ψ11,K ,ψ12,K sup
j
|fj |
››››
Lp
À
››››sup
j
|fj |
››››
Lp
“ }tfjujPNν }Lppℓ8pNνqq ,
where in the last inequality we have applied Theorem 11.1. (13.8) follows.
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Interpolating (13.7) and (13.8) shows for 1 ă p ď 2,
}Tk2,...,kK }Lppℓ2pNνqqÑLppℓ2pNνqq À
#
2´pp´1qǫ2p|k2|`¨¨¨`|kK |q in Case I,
2´pp´1qLp|k2|`¨¨¨`|kK |q in Case II.
Because L P N was arbitrary, this completes the proof for 1 ă p ď 2.
Fix 2 ď p ă 8. For this choice of p, we wish to prove (13.1) in Case I, and (13.2) in Case II. Let
1
p
` 1
q
“ 1. The dual of Lp
`
ℓ2pNνq
˘
is Lq
`
ℓ2pNνq
˘
. Let T ˚k2,...,kK denote the adjoint of Tk2,...,kK , and
define
Rk2,...,kK tfjujPNν :“
"`
TKj
˘˚ ´
TK´1j`k2
¯˚
¨ ¨ ¨
`
T 1j`kK
˘˚
fj
*
jPNν
.
Proposition 9.3 combined with Proposition 9.1 shows that Rk2,...,kK is of the same form as Tk2,...,kK and
by applying the result for q (which we have already proved since 1 ă q ď 2), we have in Case I there
exists ǫp ą 0, and in Case II for all L P N,
}Rk2,...,kK }Lqpℓ2pNνqqÑLqpℓ2pNνqq À
#
2´ǫpp|k2|`¨¨¨`|kK |q in Case I,
2´Lp|k2|`¨¨¨`|kK |q in Case II.
(13.9)
Consider, (using the convention that fj “ 0 for j P Z
νzNν),››T ˚k2,...,kKtfjujPNν ››Lqpℓ2pNνqq
“
›››››
"`
TKj`kK
˘˚ ´
TK´1j`kK´1
¯˚
¨ ¨ ¨
`
T 2j`k2
˘˚ `
T 1j
˘˚
fj
*
jPNν
›››››
Lqpℓ2pNνqq
“
›››››
"`
TKj
˘˚ ´
TK´1j`kK´1´kK
¯˚
¨ ¨ ¨
`
T 2j`k2´kK
˘˚ `
T 1j´kK
˘˚
fj´kK
*
jPNν
›››››
Lqpℓ2pNνqq
“
››RkK´1´kK ,kK´2´kK ,...,k2´kK ,´kKtfj´kK ujPNν ››Lqpℓ2pNνqq
À
#
2´ǫpp|kK´1´kK |`¨¨¨`|k2´kK |`|kK |q }tfjujPNν }Lqpℓ2pNνqq in Case I,
2´Lp|kK´1´kK |`¨¨¨`|k2´kK |`|kK |q }tfjujPNν }Lqpℓ2pNνqq in Case II.
À
#
2´ǫp{2p|k2|`¨¨¨`|kK |q }tfjujPNν }Lqpℓ2pNνqq in Case I,
2´L{2p|k2|`¨¨¨`|kK |q }tfjujPNν }Lqpℓ2pNνqq in Case II.
Hence, ››T ˚k2,...,kK ››Lqpℓ2pNνqqÑLqpℓ2pNνqq À
#
2´ǫp{2p|k2|`¨¨¨`|kK |q in Case I,
2´L{2p|k2|`¨¨¨`|kK |q in Case II.
Therefore,
}Tk2,...,kK }Lppℓ2pNνqqÑLppℓ2pNνqq À
#
2´ǫp{2p|k2|`¨¨¨`|kK |q in Case I,
2´L{2p|k2|`¨¨¨`|kK |q in Case II,
as desired, completing the proof.
Lemma 13.2. Let D “ pν, pγ, e,N,Ω,Ω3q, a, η, tςjujPNν , ψq be Sobolev data on Ω
1. Define Dj “ DjpDq
by (5.1). We separate our assumptions into two cases:
Case I D is finitely generated on Ω1.
Case II D is linearly finitely generated on Ω1.
Then, if a ą 0 is sufficiently small (depending on pγ, e,Nq), we have for 1 ă p ă 8,
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• In Case I, there exists ǫ “ ǫpp, pγ, e,Nqq ą 0 and A “ ApD, pq such that for all δ P Rν , δ0 P R
with |δ|, δ0 ă ǫ, we have for f P C
8
0 pΩ0q,
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`δ0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
ď A }f}NLp
δ
pDq . (13.10)
• In Case II, for every δ P Rν , δ0 P R, there exists A “ ApD, p, δ, δ0q such that for f P C
8
0 pΩ0q,
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`δ0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
ď A }f}NLp
δ
pDq . (13.11)
Proof. First we prove the result in Case I, then we indicate the modifications necessary to prove the
result in Case II. Let p P p1,8q. We define two families vector valued operators: for k1, k2 P Z
ν define
R1k1,k2tfjujPNν :“ tDjDj`k1Dj`k2fjujPNν , R
2
k1
tfjujPNν :“ tDjDj`k1fjujPNν .
Case I of Proposition 13.1 shows that there exists ǫp ą 0 with››R1k1,k2››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´ǫpp|k1|`|k2|q,››R2k1››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´ǫp|k1|. (13.12)
Here we have replaced Ω0 in Proposition 13.1 with a larger open set Ω
1
0 Ť Ω
1 so that supp pψq Ť Ω10.
We prove (13.10) for δ P Rν , δ0 P R with |δ| ď ǫp{8 and δ0 ď ǫp{4; and the result will follow. In
fact, we prove the result for δ0 “ ǫp{4 and |δ| ď ǫp{8, as then the result follows for all smaller δ0 as well.
Thus, for the rest of the proof of Case I, take δ0 “ ǫp{4 and |δ| ď ǫp{8.
Fix M P N to be chosen later.31 Consider, for f P C80 pΩ0q, using that ψf “ f and
ř
jDj “ ψ
2,
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k|DjDj`kψ
4f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1PZν
›››››››
¨˝ ÿ
jPNν
ˇˇˇˇ
ˇ ÿ
k2,k3PZν
2j¨δ`pǫp{4q|k1|DjDj`k1Dj`k2Dj`k3f
ˇˇˇˇ
ˇ
2‚˛12
›››››››
Lp
ď
ÿ
k1,k2,k3PZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k1|DjDj`k1Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2,k3PZ
ν
|k3|ďM
`
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k2|ě|k3|{2
`
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k3|ą2|k2|
“: pIq ` pIIq ` pIIIq.
Set
T 1k1,k2,k3 :“ 2
´k3¨δ`pǫp{4q|k1|R1k1,k2 , T
2
k1,k2,k3
:“ 2´k2¨δ`pǫp{4q|k1|´pǫp{4q|k3´k2|R2k1 .
We begin with pIq. Using (13.12), we have››T 1k1,k2,k3››Lppℓ2pNνqqÑLppℓ2pNνqq “ 2´k3¨δ`pǫp{4q|k1| ››R1k1,k2››Lppℓ2pNνqqÑLppℓ2pNνqq
À 2´k3¨δ`pǫp{4q|k1|´ǫpp|k1|`|k2|q ď 2|k3||δ|´p3{4qǫpp|k1|`|k2|q.
31In the following inequalities A À B means A ď CB where C is allowed to depend on p and D, but not on M or the
function f under consideration.
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Thus,
pIq “
ÿ
k1,k2,k3PZ
ν
|k3|ďM
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k1|DjDj`k1Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2,k3PZ
ν
|k3|ďM
››››T 1k1,k2,k3 !2pj`k3q¨δDj`k3f)
jPNν
››››
Lppℓ2pNνqq
À
ÿ
k1,k2,k3PZ
ν
|k3|ďM
2|k3||δ|´p3{4qǫpp|k1|`|k2|q
››t2j¨δDjfujPNν ››Lppℓ2pNνqq
À 2ν|δ|M }f}NLp
δ
pDq .
We now turn to pIIq. For pIIq, we restrict attention to |k2| ě |k3|{2. With this restriction, (13.12)
shows ››T 1k1,k2,k3››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´k3¨δ`pǫp{4q|k1|´ǫpp|k1|`|k2|q
ď 2|k3||δ|`pǫp{4q|k1|´ǫp|k1|´pǫp{4q|k2|´p3ǫp{8q|k3| ď 2´pǫp{4qp|k1|`|k2|`|k3|q,
where in the last line we have used |δ| ď ǫp{8. Thus,
pIIq “
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k2|ě|k3|{2
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k1|DjDj`k1Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k2|ě|k3|{2
››››T 1k1,k2,k3 !2pj`k3q¨δDj`k3f)
jPNν
››››
Lppℓ2pNνqq
À
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k2|ě|k3|{2
2´pǫp{4qp|k1|`|k2|`|k3|q
››t2j¨δDjfujPNν ››Lppℓ2pNνqq
À }f}NLp
δ
pDq .
We turn to pIIIq. For pIIIq we restrict attention to |k3| ą 2|k2|. With this restriction, (13.12) shows
(using |δ| ď ǫp{8) ››T 2k1,k2,k3››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´k2¨δ`pǫp{4q|k1|´pǫp{4q|k3´k2|´ǫp|k1|
ď 2|k2||δ|´p3ǫp{4q|k1|´pǫp{8q|k3| ď 2pǫp{16q|k3|´p3ǫp{4q|k1|´pǫp{8q|k3|
ď 2´p3ǫp{4q|k1|´pǫp{16q|k3| ď 2´pǫp{64qp|k1|`|k2|`|k3|q.
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Thus,
pIIIq “
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k3|ą2|k2|
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k1|DjDj`k1Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k3|ą2|k2|
››››T 2k1,k2,k3 !2pj`k2q¨δ`pǫp{4q|k3´k2|Dj`k2Dj`k3f)
jPNν
››››
Lppℓ2pNνqq
À
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k3|ą2|k2|
2´
ǫp
64
p|k1|`|k2|`|k3|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2pj`k2q¨δ`pǫp{4q|k3´k2|Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
ď
ÿ
k1,k2,k3PZ
ν
|k3|ąM
|k3|ą2|k2|
2´
ǫp
64
p|k1|`|k2|`|k3|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k3´k2|DjDj`k3´k2f
ˇˇˇ2¸ 12 ››››››
Lp
ď
ÿ
k1,k2,k3PZ
ν
|k3|ąM
2´
ǫp
64
p|k1|`|k3|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k3´k2|DjDj`k3´k2f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k
1
2
,k3PZ
ν
|k3|ąM
2´
ǫp
64
p|k1|`|k3|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k
1
2
|DjDj`k1
2
f
ˇˇˇ2¸ 12 ››››››
Lp
À 2´Mǫp{p64νq
ÿ
k1
2
PZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`pǫp{4q|k
1
2
|DjDj`k1
2
f
ˇˇˇ2¸ 12 ››››››
Lp
,
where in the second to last line we have set k12 “ k2 ´ k3 in the summation in k2, and in the last line
we have summed in k1, k3 using the restriction |k3| ąM .
Combining the above estimates, we have that there exists a constant C which is independent of f
and M such that
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`δ0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
“ pIq ` pIIq ` pIIIq
ď C2ν|δ|M }f}NLp
δ
pDq ` C2
´Mǫp{p64νq
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`δ0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
Taking M so large C2´Mǫp{p64νq ď 1
2
we have
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`δ0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
ď 2C2ν|δ|M }f}NLp
δ
pDq .
This completes the proof in Case I.
We now turn to Case II. In the proof in Case I, we proved the result for |δ| ď ǫp{8 and δ0 ď ǫp{4,
where ǫp was chosen so that (13.12) held. In Case II, Case II of Proposition 13.1 shows that (13.12)
holds for all ǫp P p0,8q. Thus, the same proof applies to show that (13.11) holds for all δ P R
ν , δ0 P R,
as desired.
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Proof of Theorem 5.3. First we prove the result for Case I, then we indicate the modifications necessary
to prove the result in Case II. Let p P p1,8q, and let D and rD be as in the statement of the theorem.
For j P Nν define Dj “ DjpDq and rDj “ rDjprDq by (5.1). Our goal is to show that there is an
ǫ “ ǫpp, pγ, e,Nq, pγ˜, e˜, rNqq ą 0 such that for δ P Rν with |δ| ă ǫ,
}f}NLp
δ
pDq « }f}NLp
δ
p rDq , f P C80 pΩ0q.
Because the problem is symmetric inD and rD it suffices to show that there exists ǫ “ ǫpp, pγ, e,Nq, pγ˜, e˜, rNqq ą
0 such that for δ P Rν with |δ| ă ǫ,
}f}
NL
p
δ
p rDq À }f}NLpδ pDq , f P C80 pΩ0q.
For k1 P Z
ν , we define a vector valued operator
R1k1tfjujPNν :“ t
rDjDj`k1fjujPNν .
Case I of Proposition 13.1 and Lemma 13.2 show that there exists ǫp ą 0 such that:
32››R1k1››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´ǫp|k1|, (13.13)
and if |δ|, δ0 ă ǫp,
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`δ0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
ď A }f}NLp
δ
pDq , f P C
8
0 pΩ0q. (13.14)
We prove the result for |δ| ď ǫp{4.
We have, for f P C80 pΩ0q, using that f “ ψ
2f and the convention that Dk “ 0 for k P Z
νzNν ,
}f}
NL
p
δ
p rDq “ ››ψ4f››NLp
δ
p rDq “
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ rDjψ4f ˇˇˇ2¸
1
2
››››››
Lp
“
›››››››
¨˝ ÿ
jPNν
ˇˇˇˇ
ˇ ÿ
k1,k2PZν
2j¨δ rDjDj`k1Dj`k2f
ˇˇˇˇ
ˇ
2‚˛12
›››››››
Lp
ď
ÿ
k1,k2PZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ rDjDj`k1Dj`k2f ˇˇˇ2
¸ 1
2
››››››
Lp
“
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
`
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
“: pIq ` pIIq.
We begin by bounding pIq. For k1, k2 P Z
ν , let T 1k1 :“ 2
´k2¨δR1k1 . For |k1| ě |k2|{2, we have by
(13.13) and the fact that |δ| ď ǫp{4,››T 1k1››Lppℓ2pNνqqÑLppℓ2pNνqq “ 2´k2¨δ ››R1k1››Lppℓ2pNνqqÑLppℓ2pNνqq
À 2´k2¨δ´ǫp|k1| ď 22|k1||δ|´ǫp|k1| ď 2|k1|ǫp{2´ǫp|k1| ď 2´ǫp|k1|{2.
(13.15)
32As in the proof of Lemma 13.2, we have replaced Ω0 in our application of Proposition 13.1 with a larger open set
Ω1
0
Ť Ω1, so that Proposition 13.1 applies to R1k1 .
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Using (13.15), we have
pIq “
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ rDjDj`k1Dj`k2f ˇˇˇ2
¸ 1
2
››››››
Lp
“
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
›››T 1k1t2pj`k2q¨δDj`k2fujPNν ›››
Lppℓ2pNνqq
À
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
2´ǫp|k1|{2
››t2j¨δDjfujPNν ››Lppℓ2pNνqq
À
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
2´ǫp|k1|{4´ǫp|k2|{8
››t2j¨δDjfujPNν ››Lppℓ2pNνqq
À
››t2j¨δDjfujPNν ››Lppℓ2pNνqq “ }f}NLpδ pDq .
We now turn to pIIq. Define a vector valued operator RtfjujPNν :“ t rDjfjujPNν . Proposition 13.1
shows }R}Lppℓ2pNνqqÑLppℓ2pNνqq À 1.
pIIq “
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ rDjDj`k1Dj`k2f ˇˇˇ2
¸ 1
2
››››››
Lp
“
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
2´k1¨δ´3
ǫp
4
|k2´k1|
›››Rt2pj`k1q¨δ`3 ǫp4 |k2´k1|Dj`k1Dj`k2fujPNν ›››
Lppℓ2pNνqq
À
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
2´k1¨δ´3
ǫp
4
|k2´k1|
›››t2pj`k1q¨δ`3 ǫp4 |k2´k1|Dj`k1Dj`k2fujPNν ›››
Lppℓ2pNνqq
ď
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
2|k1||δ|´3
ǫp
4
|k2´k1|
›››t2j¨δ`3 ǫp4 |k2´k1|DjDj`k2´k1fujPNν ›››
Lppℓ2pNνqq
ď
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
2
ǫp
4
|k1|´
ǫp
2
|k1|´
ǫp
8
|k2|
›››t2j¨δ`3 ǫp4 |k2´k1|DjDj`k2´k1fujPNν ›››
Lppℓ2pNνqq
À
ÿ
lPZν
›››t2j¨δ`3 ǫp4 |l|DjDj`lfujPNν ›››
Lppℓ2pNνqq
À }f}NLp
δ
pDq ,
where the last inequality follows from (13.14). Combining the above estimates completes the proof in
Case I.
We now turn to Case II. The proof above in Case I worked for |δ| ď ǫp{4, where ǫp was such that
(13.13) and (13.14) held. Under the assumptions in Case II, Case II of Proposition 13.1 and Lemma
13.2 show that these equations hold for all ǫp P p0,8q. The result for Case II therefore follows from the
same proof.
We now turn to the proof of Proposition 5.8. Let D be Sobolev data. In light of Theorem 5.3, it
suffices to prove Proposition 5.8 for any Sobolev data rD such that D and rD are finitely generated by
the same F on Ω1. The next lemma helps us pick out a choice of Sobolev data which is convenient for
proving Proposition 5.8. In it, we use the notation πµ from Definition 10.3.
Lemma 13.3. Let S Ď ΓpTΩqˆdν be such that LpSq is finitely generated by F Ă ΓpTΩqˆpr0,8q
νzt0uq
on Ω1. For each µ P t1, . . . , νu, enumerate
πµF “ tpX
µ
1 , d
µ
1 q, . . . , pX
µ
qµ
, dµqµqu Ă ΓpTΩq ˆ dν .
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Let dˆµj “ |d
µ
j |1. For each µ, and tµ “ ptµ,1, . . . , tµ,qµq P R
qµ , define
γ
µ
tµ
pxq :“ e
tµ,1X
µ
1
`¨¨¨`tµ,qµX
µ
qµx. (13.16)
Define single parameter dilations (denoted by dˆµ) on Rqµ by, for jµ P R,
2´jµtµ “ p2
´jµdˆ
µ
1 tµ,1, . . . , 2
´jµdˆ
µ
qµ tqµ,µq.
Thus, we have a parameterization pγµ, dˆµ, qµq. Let q “ q1 ` ¨ ¨ ¨ ` qν . For t “ pt1, . . . , tνq P R
q1 ˆ ¨ ¨ ¨ ˆ
Rqν “ Rq define
γtpxq :“ γ
ν
tν
˝ γν´1tν´1 ˝ ¨ ¨ ¨ ˝ γ
1
t1
pxq.
We define ν parameter dilations on Rq, which we denote by e, by for j P Rν ,
2´jpt1, . . . , tνq “ p2
´j1t1, . . . , 2
´jν tνq,
where 2´jµtµ is defined by the single parameter dilations on R
qµ . Then, pγ, e, qq is finitely generated by
F on Ω1. Furthermore, if LpSq is linearly finitely generated by F Ă ΓpTΩqˆ dν on Ω
1, then γ is linearly
finitely generated by F on Ω1.
Proof. First we show that F controls pγ, e, qq on Ω1. Using Proposition 8.12, it suffices to show that for
j P r0,8sν, if Z :“ t2´j¨dX : pX, dq P Fu and if γˆtpxq :“ γ2´jtpxq, then Z controls γˆ at the unit scale
on Ω1, uniformly in j P r0,8sν. Set γˆµtµpxq :“ γ
µ
2´jµ tµ
pxq. By Proposition 12.6 of [Str12], it suffices to
show Z controls γˆµ at the unit scale on Ω1, uniformly in j P r0,8sν, µ P t1, . . . , νu. Fix x0, we will show
Z controls γˆ at the unit scale near x0 uniformly for x0 P Ω
1 and j P r0,8sν, µ P t1, . . . , νu. Because F
satisfies DpΩ1q (Lemma 3.22), Z satisfies the conditions of Theorem 8.1 uniformly for x0 P Ω
1, j P r0,8sν.
Let Φ be the map associated to Z given by Theorem 8.1, with this choice of x0. By Proposition 8.6, it
suffices to show that γˆµ satisfies Q2, with parameters independent of j P r0,8s
ν, x0 P Ω
1.
Let Y µl be the pullback of 2
´jµdˆ
µ
l X
µ
l via Φ. Theorem 8.1 shows for every m, }Y
µ
j }Cm À 1. Standard
theorems from ODEs33 show that the function
θ
µ
tµ
puq :“ e
tµ,1Y
µ
1
`¨¨¨`tqµ,µY
µ
qµu
satisfies }θµ}CmpBqµ pa1qˆBn0pη1qq À 1 for every m (here a
1, η1 Á 1). Because θµtµpuq “ Φ
´1 ˝ γˆtµ ˝Φpuq, we
have that Q2 holds with parameters independent of j P r0,8s
ν, x0 P Ω
1. Combining all of the above,
we have that F controls pγ, e, qq on Ω1, as desired.
Let pγ, e, qq correspond to the vector field parametrization pW, e, qq. Note that
W p0, . . . , 0, tµ, 0, . . . , 0q “ tµ,1X
µ
1 ` ¨ ¨ ¨ ` tµ,qµX
µ
qµ
. (13.17)
It follows that if S is given by (4.3) (with this choice ofW ), then each πµF Ď S. Lemma 10.4 shows that
Lp
Ť
µPt1,...,νu πµFq is equivalent to F on Ω
1, and therefore LpSq controls F on Ω1. Because F controls
pγ, e, qq on Ω1, it follows that F controls LpSq on Ω1, and therefore LpSq is finitely generated by F on
Ω1. Thus, pγ, e, qq is finitely generated by F on Ω1.
Finally, if F Ă ΓpTΩqˆdν , then
Ť
µPt1,...,νu πµF “ F , and therefore if W ptq „
ř
|α|ą0 t
αXα, we have
by (13.17) F “ tpXα, degpαqq : degpαq P dν and |α| “ 1u. Because F controls pγ, e, qq on Ω
1, it follows
that pγ, e, qq is linearly finitely generated by F on Ω1, as desired.
Lemma 13.4. Let D be Sobolev data on Ω1. We separate our assumptions into two cases:
Case I: D is finitely generated by F Ă ΓpTΩq ˆ pr0,8qνzt0uq on Ω1.
Case II: D is linearly finitely generated by F Ă ΓpTΩq ˆ dν on Ω
1.
33See Appendix B.1 of [Str14] for more on this.
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We take all the same notation as in Lemma 13.3 with this choice of F . Thus, we have a parameterization
pγ, d, qq which is finitely generated by F on Ω1 in Case I, and linearly finitely generated by F on Ω1 in
Case II. For µ P t1, . . . , νu, we also have parameterizations pγµ, dˆµ, qµq defined by (13.16), so that
γtpxq “ γ
ν
tν
˝ γν´1tν´1 ˝ ¨ ¨ ¨ ˝ γ
1
t1
pxq. For µ P t1, . . . , νu, fix ψµ P C
8
0 pΩ
1q with ψν ” 1 on a neighborhood
of the closure of Ω0, and ψµ ” 1 on a neighborhood supp pψµ`1q, for µ ă ν. Let a ą 0 be small (to
be chosen in the proof). For each µ P t1, . . . , νu, let Dµ “
´
1, pγµ, dˆµ, qµ,Ω,Ω
3q, a, ηµ, tςµ,jujPN, ψµ
¯
be
Sobolev data on Ω1. For jµ P N, let D
µ
j “ D
µ
j pD
µq be given by (5.1). For j “ pj1, . . . , jνq P N
ν define
Dj “ D
1
j1
¨ ¨ ¨Dνjν .
Then,
• In Case I, for 1 ă p ă 8, there exists ǫ “ ǫpp, pγ, d, qqq ą 0 such that for |δ| ă ǫ,
}f}NLp
δ
pDq «
››››››
˜ ÿ
jPNν
ˇˇ
2j¨δDjf
ˇˇ2¸ 12 ››››››
Lp
, f P C80 pΩ0q. (13.18)
Here, the implicit constants depend on p P p1,8q and D.
• In Case II, for 1 ă p ă 8, δ P Rν ,
}f}NLp
δ
pDq «
››››››
˜ ÿ
jPNν
ˇˇ
2j¨δDjf
ˇˇ2¸ 12 ››››››
Lp
, f P C80 pΩ0q. (13.19)
Here the implicit constants depend on p P p1,8q, D, and δ P Rν .
Furthermore, in either case, fix νˆ P t1, . . . , νu, set ν˜ “ ν´νˆ, and decompose δ P Rν as δ “ pδˆ, δ˜q P RνˆˆRν˜
where δˆ “ pδ1, . . . , δνˆq, δ˜ “ pδνˆ`1, . . . , δνq. Also, for j P N
ν decompose j “ pjˆ, j˜q in the same way. Set
rDj˜ :“ Dνˆ`1jνˆ`1Dνˆ`2jνˆ`2 ¨ ¨ ¨Dνjν .
Then for 1 ă p ă 8, δ˜ P Rν˜ , we have››››››
˜ ÿ
jPNν
ˇˇˇ
2j˜¨δ˜Djf
ˇˇˇ2¸ 12 ››››››
Lp
«
›››››››
¨˝ ÿ
j˜PNν˜
ˇˇˇ
2j˜¨δ˜ rDj˜f ˇˇˇ2‚˛
1
2
›››››››
Lp
, (13.20)
where the implicit constants depend on p P p1,8q. In particular, taking νˆ “ ν, we have››››››
˜ ÿ
jPNν
|Djf |
2
¸ 1
2
››››››
Lp
« }f}Lp . (13.21)
Proof. We pick a ą 0 so small for |tµ| ă a and µ ă ν, ψµpxqψµ`1pγ
µ
tµ
pxqq “ ψµ`1pγ
µ
tµ
pxqq. Note thatř
jµPN
D
µ
jµ
“ ψ2µ and therefore
ř
jPNν Dj “
śν
µ“1 ψ
2
µ “ ψ
2
ν . Also,
Djfpxq “
ψ1pxq
ż
fpγtpxqqψν pγtpxqqψνpγ
ν´1
tν´1
˝ γν´2tν´2 ˝ ¨ ¨ ¨ ˝ γ
1
t1
pxqq
«
νź
µ“1
ηµptµqς
p2jµ q
jµ,µ
ptµq
ff
dt.
Because of the above remarks and the fact that pγ, d, qq is finitely generated by F on Ω1 in Case I, and
linearly finitely generated by F on Ω1 in Case II, the same proof as in Theorem 5.3 yields (13.18) and
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(13.19) (by possibly shrinking a ą 0). Strictly speaking, Dj is not exactly of the form covered in the
proof of Theorem 5.3, but the same proof goes through unchanged.
We now turn to proving (13.20). Fix p P p1,8q and δ˜ P Rν˜ . Set δ “ p0νˆ , δ˜q P R
νˆ ˆ Rν˜ “ Rν . For
each µ P t1, . . . , νu, pick Ωµ with Ω0 Ť Ωµ Ť Ω
1 and supp pψµq Ť Ωµ, and if µ ą 1, ψµ´1 ” 1 on a
neighborhood of the closure of Ωµ. Proposition 12.1 (applied with Ω0 replaced by Ωµ) shows that if ǫ
µ
jµ
is a sequence of i.i.d. random variables of mean 0 taking value ˘1, we have¨˝
E
››››››
ÿ
jµPN
ǫ
µ
jµ
D
µ
jµ
f
››››››
p
Lp
‚˛
1
p
« }f}Lp , f P C
8
0 pΩµq. (13.22)
Pick the sequences ǫµjµ so that they are mutually independent for µ P t1, . . . , νu. For j “ pj1, . . . , jνq P N
ν ,
set ǫj :“ ǫ
1
j1
¨ ¨ ¨ ǫνjν , so that tǫjujPNν are i.i.d. random variables of mean 0 taking value ˘1. Also set
ǫj˜ “ ǫ
νˆ`1
j˜1
¨ ¨ ¨ ǫνˆ`ν˜
j˜ν˜
, so that tǫj˜uj˜PNν˜ are also i.i.d. random variables of mean 0 taking values ˘1. Using
the Khintchine inequality and repeated applications of (13.22), we have for f P C80 pΩ0q,››››››
˜ÿ
jPN
ˇˇˇ
2j˜¨δ˜Djf
ˇˇˇ2¸ 12 ››››››
Lp
«
¨˝
E
››››› ÿ
jPNν
ǫj2
j˜¨δ˜Djf
›››››
p
Lp
‚˛1p
“
˜
E
›››››
˜ ÿ
j1PN
ǫ1j1D
1
j1
¸
¨ ¨ ¨
˜ ÿ
jνˆPN
ǫνˆjνˆD
νˆ
jνˆ
¸
ˆ
¨˝ ÿ
jνˆ`1PN
ǫνˆ`1jνˆ`12
jνˆ`1δνˆ`1Dνˆ`1jνˆ`1
‚˛¨ ¨ ¨˜ ÿ
jνPN
ǫνjν2
jνδνDνjν
¸
f
›››››
p
Lp
¸ 1
p
«
˜
E
›››››
˜ ÿ
j2PN
ǫ2j2D
2
j2
¸
¨ ¨ ¨
˜ ÿ
jνˆPN
ǫνˆjνˆD
νˆ
jνˆ
¸
ˆ
¨˝ ÿ
jνˆ`1PN
ǫνˆ`1jνˆ`12
jνˆ`1δνˆ`1Dνˆ`1jνˆ`1
‚˛¨ ¨ ¨˜ ÿ
jνPN
ǫνjν2
jνδνDνjν
¸
f
›››››
p
Lp
¸ 1
p
« ¨ ¨ ¨ «
¨˝
E
››››››
¨˝ ÿ
jνˆ`1PN
ǫνˆ`1jνˆ`12
jνˆ`1δνˆ`1Dνˆ`1jνˆ`1
‚˛¨ ¨ ¨˜ ÿ
jνPN
ǫνjν2
jνδνDνjν
¸
f
››››››
p
Lp
‚˛
1
p
“
¨˝
E
››››››
ÿ
j˜PNν˜
ǫj˜2
j˜¨δ˜ rDj˜f
››››››
p
Lp
‚˛«
›››››››
¨˝ ÿ
j˜PNν˜
ˇˇˇ
2j˜¨δ˜ rDj˜f ˇˇˇ2‚˛
1
2
›››››››
Lp
,
as desired.
Proof of Proposition 5.8. This follows by combining (13.18) and (13.21).
13.1 Comparing Sobolev spaces
In this section, we prove the results from Section 5.1.
Proof of Theorem 5.11. We first prove the result for Case I, and then indicate the modifications neces-
sary to adapt the proof for Case II. Because of the symmetry of the theorem in rD and pD, it suffices to
show that there exists ǫ “ ǫpp, pγ, e,Nq, pγ˜, e˜, rNqq ą 0 such that for δ˜ P Rν˜ with |δ˜| ă ǫ,
}f}NLp
p0νˆ ,δ˜q
pDq « }f}NLp
δ˜
p rDq , f P C80 pΩ0q.
Write j P Nν as j “ pj˜, jˆq P Nν˜ ˆ Nνˆ “ Nν .
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We takeDj, j P N
ν , and rDj˜ , j˜ P Nν˜ as in the statement of Lemma 13.4, with this choice ofD, ν˜, and νˆ.
Notice that Dj is to D as rDj˜ is to rD. Thus applying (13.18), there exists ǫ “ ǫpp, pγ, e,Nq, pγ˜, e˜, rNqq ą 0
such that for δ˜ P Rν˜ with |δ˜| ă ǫ,
}f}NLp
p0νˆ ,δ˜q
pDq «
››››››
˜ ÿ
jPNν
ˇˇˇ
2j˜¨δ˜Djf
ˇˇˇ2¸ 12 ››››››
Lp
, f P C80 pΩ0q
and
}f}
NL
p
δ˜
p rDq «
›››››››
¨˝ ÿ
j˜PNν˜
ˇˇˇ
2j˜¨δ˜ rDj˜f ˇˇˇ2‚˛
1
2
›››››››
Lp
, f P C80 pΩ0q.
Combining the above with (13.20) yields the result.
In Case II, the same proof works except that we use (13.19) in place of (13.18).
Lemma 13.5. Let D and λ be as in the statement of Theorem 5.12–where we separate our assumptions
into the same two cases as in that theorem. For j P Nν define Dj “ DjpDq by (5.1); and decompose
j “ pjˆ, j˜q P Nνˆ ˆ Nν˜ as in Theorem 5.12. For k P Zν and δ˜ P r0,8qν˜, define two vector valued
operators:34
R1
k,δ˜
tfjujPNν :“ t2
j˜¨δ˜´jˆ¨λtpδ˜qDjDj`kfjujPNν , (13.23)
R2
δ˜
tfjujPNν :“ t2
j˜¨δ˜´jˆ¨λtpδ˜qDjfjujPNν . (13.24)
Then, for 1 ă p ă 8, we have the following:
• In Case I, there exists ǫ “ ǫpp, pγ, e,Nq, λq ą 0 such that for |δ˜| ă ǫ (δ˜ P r0,8qν˜), we have›››R1
k,δ˜
›››
Lppℓ2pNνqqÑLppℓ2pNνqq
À 2´ǫ|k|,››R2
δ˜
››
Lppℓ2pNνqqÑLppℓ2pNνqq
À 1.
(13.25)
Here, the implicit constants depend on p and D.
• In Case II, for every L and δ˜ P r0,8qν˜ , there exists CL “ CLpp, δ˜, λ, pγ, e,Nqq such that›››R1
k,δ˜
›››
Lppℓ2pNνqqÑLppℓ2pNνqq
ď CL2
´L|k|,››R2
δ˜
››
Lppℓ2pNνqqÑLppℓ2pNνqq
ď C1.
Proof. We first prove the result in Case I, and then indicate the necessary modifications to prove the
result in Case II. To prove Case I, it suffices to prove (13.25) for 1 ă p ď 2, and prove (13.25) for
1 ă p ď 2 with R1
k,δ˜
and R2
δ˜
replaced by
´
R1
k,δ˜
¯˚
and
´
R2
δ˜
¯˚
, respectively. The result then follows,
since (for 1 ă p ď 2) the dual of Lp
`
ℓ2pNνq
˘
is Lp
1 `
ℓ2pNνq
˘
where 1
p
` 1
p1
“ 1. We exhibit the proof for
R1
k,δ˜
and R2
δ˜
. A nearly identical proof works for the adjoints after an application of Propositions 9.3
and 9.1 (see the proof of Proposition 13.1, where the same idea is used). We leave the remainder of the
details for the adjoints to the reader.
Case I of Proposition 10.7 shows that there exists ǫ ą 0 such that
}Dj}L2ÑL2 À 2
´ǫ|j˜_λpjˆq´λpjˆq|. (13.26)
Case I of Proposition 10.2 shows that there exists ǫ ą 0 such that
}DjDj`k}L2ÑL2 À 2
´ǫ|k|, k P Zν . (13.27)
34We again use the convention that Dj “ 0 for j P Z
νzNν .
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Combining the above two estimates, using that δ˜ P r0,8qν˜, and using the trivial bound }Dj`k}L2ÑL2 À
1, we have that there exists ǫ2 ą 0 such that for |δ˜| ă ǫ2, δ˜ P r0,8q
ν˜,›››2j˜¨δ˜´jˆ¨λt¨δ˜Dj›››
L2ÑL2
À 1,
›››2j˜¨δ˜´jˆ¨λt¨δ˜DjDj`k›››
L2ÑL2
À 2´ǫ2|k|. (13.28)
We complexify the variable δ˜, which turns R1
k,δ˜
and R2
δ˜
into operators which depend holomorphically
on δ˜. For a variable z P Cν˜ , we write
Repzq :“ pRepz1q, . . . ,Repzν˜qq P R
ν˜ ;
similarly for Impzq. When |Repδ˜q| ă ǫ2, Repδ˜q P r0,8q
ν˜ , (13.28) shows›››R1
k,δ˜
›››
L2pℓ2pNνqqÑL2pℓ2pNνqq
À 2´ǫ2|k|,
››R2
δ˜
››
L2pℓ2pNνqqÑL2pℓ2pNνqq
À 1, (13.29)
merely by interchanging the norms. Here the bounds are independent of Impδ˜q. Also, we have the trivial
estimates,
}Dj}L1ÑL1 À 1, }DjDj`k}L1ÑL1 À 1.
Thus, when |Repδ˜q| “ 0, we have›››R1
k,δ˜
›››
L1pℓ1pNνqqÑL1pℓ1pNνqq
À 1,
››R2
δ˜
››
L1pℓ1pNνqqÑL1pℓ1pNνqq
À 1, (13.30)
again by interchanging the norms, and the bounds are independent of Impδ˜q.
Interpolating (13.29) and (13.30), for 1 ă p ď 2 and |Repδ˜q| ă
´
2´ 2
p
¯
ǫ2, Repδ˜q P r0,8q
ν˜, we have›››R1
k,δ˜
›››
LppℓppNνqqÑLppℓppNνqq
À 2´p2´
2
p
qǫ2|k|,››R2
δ˜
››
LppℓppNνqqÑLppℓppNνqq
À 1.
(13.31)
Just as in the proof of Proposition 13.1, by using the maximal function, we have for 1 ă p ă 8,
|Repδ˜q| “ 0, ›››R1
k,δ˜
›››
Lppℓ8pNνqqÑLppℓ8pNνqq
À 1,››R2
δ˜
››
Lppℓ8pNνqqÑLppℓ8pNνqq
À 1.
(13.32)
Interpolating (13.31) and (13.32) shows for 1 ă p ď 2, if |Repδ˜q| ă pp´ 1qǫ2, Repδ˜q P r0,8q
ν˜ , we have›››R1
k,δ˜
›››
Lppℓ2pNνqqÑLppℓ2pNνqq
À 2´pp´1qǫ2|k|,››R2
δ˜
››
Lppℓ2pNνqqÑLppℓ2pNνqq
À 1.
(13.33)
This completes the proof in Case I.
For Case II, we note that we proved (13.33), where ǫ2 was as in (13.28). Case II of Propositions
10.7 and 10.2 show that (13.26) and (13.27) hold for all ǫ P p0,8q, and therefore (13.28) holds for all
ǫ2 P p0,8q. From here, the same proof as above proves the result in Case II.
Proof of Theorem 5.12. We first prove the result in Case I, and then indicate the modifications necessary
to prove the result in Case II. Let D be as in Case I, and for j P Nν define Dj “ DjpDq by (5.1); and
decompose j “ pjˆ, j˜q P Nνˆ ˆ Nν˜ as in the statement of the theorem.
For k P Zν , δ˜ P r0,8qν˜ define R1
k,δ˜
and R2
δ˜
by (13.23) and (13.24). Fix 1 ă p ă 8. Case I of Lemma
13.5 and Case I of Lemma 13.2 show there exists ǫp ą 0 such that for |δ˜|, |δ|, δ0 ă ǫp, δ˜ P r0,8q
ν˜, δ P Rν ,
δ0 P R, ›››R1
k,δ˜
›››
Lppℓ2pNνqqÑLppℓ2pNνqq
À 2´ǫp|k|,
››R2
δ˜
››
Lppℓ2pNνqqÑLppℓ2pNνqq
À 1, (13.34)
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ÿ
kPZν
››››››
˜ ÿ
jPZν
ˇˇˇ
2j¨δ`δ˜0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
À }f}NLp
δ
pDq , f P C
8
0 pΩ0q. (13.35)
We prove (5.3) for |δ|, |δ˜| ď ǫp{4, δ˜ P r0,8q
ν˜, which will complete the proof in Case I.
Consider, for f P C80 pΩ
1q, and using the fact that
ř
jPNν Dj “ ψ
2 where ψ ” 1 on a neighborhood
of the closure of Ω0,
}f}NLp
δ`p´λtpδ˜q,δ˜q
pDq “
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`j˜¨δ˜´jˆ¨λ
tpδ˜qDjf
ˇˇˇ2¸ 12 ››››››
Lp
“
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`j˜¨δ˜´jˆ¨λ
tpδ˜qDjψ
4f
ˇˇˇ2¸ 12 ››››››
Lp
“
›››››››
¨˝ ÿ
jPNν
ˇˇˇˇ
ˇ ÿ
k1,k2PZν
2j¨δ`j˜¨δ˜´jˆ¨λ
tpδ˜qDjDj`k1Dj`k2f
ˇˇˇˇ
ˇ
2‚˛12
›››››››
Lp
ď
ÿ
k1,k2PZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`j˜¨δ˜´jˆ¨λ
tpδ˜qDjDj`k1Dj`k2f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
`
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
“: pIq ` pIIq.
We bound the above two terms separately.
We begin with pIq. For k1, k2 P Z
ν set T 1k1,k2 :“ 2
´k2¨δR1
k1,δ˜
. Applying (13.34), we have for
|k1| ě |k2|{2 and using that |δ| ď ǫp{4,››T 1k1,k2››Lppℓ2pNνqqÑLppℓ2pNνqq À 2|k2||δ|2´ǫp|k1| ď 2´|k1|ǫp{2 ď 2´p|k1|`|k2|qǫp{8.
Using this, we have,
pIq “
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`j˜¨δ˜´jˆ¨λ
tpδ˜qDjDj`k1Dj`k2f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
››››T 1k1,k2 !2pj`k2q¨δDj`k2f)
jPNν
››››
Lppℓ2pNνqq
À
ÿ
k1,k2PZ
ν
|k1|ě|k2|{2
2´p|k1|`|k2|qǫp{8
››› 2j¨δDjf(jPNν ›››Lppℓ2pNνqq
À }f}NLp
δ
pDq ,
as desired.
We turn to pIIq. For k1, k2 P Z
ν , set T 2k1,k2 :“ 2
´k1¨δ´p3ǫp{4q|k1´k2|R2
δ˜
. For |k2| ą 2|k1|, we have
´k1 ¨ δ ´ p3ǫp{4q|k1 ´ k2| ď |k2|pǫp{4q ´ |k2|p3ǫp{8q “ ´pǫp{8q|k2| ď ´pǫp{16qp|k1| ` |k2|q. Combining
this with (13.34), we have for |k2| ą 2|k1|,››T 2k1,k2››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´k1¨δ´p3ǫp{4q|k1´k2| À 2´pǫp{16qp|k1|`|k2|q.
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Using this, we have,
pIIq “
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`j˜¨δ˜´jˆ¨λ
tpδ˜qDjDj`k1Dj`k2f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
››››T 2k1,k2 !2pj`k1q¨δ`p3ǫp{4q|k1´k2|Dj`k1Dj`k2f)
jPNν
››››
Lppℓ2pNνqq
À
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
2´pǫp{16qp|k1|`|k2|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2pj`k1q¨δ`p3ǫp{4q|k1´k2|Dj`k1Dj`k2f
ˇˇˇ2¸ 12 ››››››
Lp
ď
ÿ
k1,k2PZ
ν
|k2|ą2|k1|
2´pǫp{16qp|k1|`|k2|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`p3ǫp{4q|k1´k2|DjDj`k2´k1f
ˇˇˇ2¸ 12 ››››››
Lp
ď
ÿ
l1,l2PZν
2´pǫp{32q|l1|
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`p3ǫp{4q|l2|DjDj`l2f
ˇˇˇ2¸ 12 ››››››
Lp
À }f}NLp
δ
pDq ,
where the last line follows from (13.35).
Combining the above two estimates shows
}f}NLp
δ`p´λtpδ˜q,δ˜q
pDq À }f}NLp
δ
pDq ,
as desired, completing the proof in Case I.
For Case II, we note that the above proof proved the result for |δ|, |δ˜| ď ǫp{4, δ˜ P r0,8q
ν˜, where ǫp
was such that (13.34) and (13.35) held. In Case II, Case II of Lemma 13.5 and Case II of Lemma 13.2
show that (13.34) and (13.35) hold for all ǫp P p0,8q. From here, the same proof as above gives the
result in Case II.
14 Proofs: Fractional Radon Transforms
Proof of Theorem 6.2. We first prove the result when pγ, e,Nq is finitely generated on Ω1; then we
outline the changes necessary for when pγ, e,Nq is linearly finitely generated on Ω1.
Let T be given by (6.1), so that
Tfpxq “ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqKptq dt,
where ψ1, ψ1 P C
8
0 pΩ0q, κpt, xq P C
8pBN paq ˆ Ω2q, δ P Rν , and K P KδpN, e, aq. Take η P C
8
0 pB
N paqq
and a bounded set tςj : j P N
νu Ă S pRN q with ςj P Stµ:jµ‰0u such that
Kptq “ ηptq
ÿ
jPNν
2j¨δς
p2jq
j ptq.
For j P Nν , define
Tjfpxq “ ψ1pxq
ż
fpγtpxqqψ2pγtpxqqκpt, xqς
p2j q
j dt,
so that T “
ř
jPNν 2
j¨δTj . Per our usual convention, we take Tj “ 0 for j P Z
νzNν . Let D “
pν, pγ, e,N,Ω,Ω3q, a, η˜, trςjujPNν , ψq be Sobolev data on Ω1. We wish to show that there exists ǫ “
ǫpp, pγ, e,Nqq ą 0 such that for |δ|, |δ1| ă ǫ,
}Tf}NLp
δ1
pDq À }f}NLp
δ`δ1
pDq , f P C
8
0 pΩ0q. (14.1)
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For j P Nν let Dj “ DjpDq be as in (5.1); and as usual for j P Z
νzNν , Dj “ 0. For k1, k2 P Z
ν , we
define two vector valued operators
R1k1,k2tfjujPNν :“ tDjTj`k1Dj`k2fjujPNν , R
2
k1
tfjujPNν :“ tDjTj`k1fjujPNν .
Case I of Proposition 13.1 combined with Case I of Lemma 13.2 shows that for 1 ă p ă 8, there exists
ǫp ą 0 such that for k1, k2 P Z
ν , |δ|, δ0 ă ǫp, δ P R
ν , and δ0 P R, we have››R1k1,k2››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´ǫpp|k1|`|k2|q,››R2k1››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´ǫp|k1|, (14.2)
ÿ
kPZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ`δ0|k|DjDj`kf
ˇˇˇ2¸ 12 ››››››
Lp
À }f}NLp
δ
pDq , f P C
8
0 pΩ0q. (14.3)
Here, we have replaced Ω0 in the application of Proposition 13.1 with some Ω
1
0 Ť Ω such that supp pψq Ă
Ω10. We prove (14.1) for |δ|, |δ
1| ă ǫp{8, which will complete the proof in Case I.
Let f P C80 pΩ0q. Using the fact that ψf “ f and
ř
jPNν Dj “ ψ
2, we see
}Tf}NLp
δ1
pDq “
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ
1
DjTψ
4f
ˇˇˇ¸ 12 ››››››
Lp
“
›››››››
¨˝ ÿ
jPNν
ˇˇˇˇ
ˇ ÿ
k1,k2,k3PZν
2j¨δ
1`pj`k1q¨δDjTj`k1Dj`k2Dj`k3f
ˇˇˇˇ
ˇ
2‚˛12
›››››››
Lp
ď
ÿ
k1,k2,k3PZν
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ
1`pj`k1q¨δDjTj`k1Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2,k3PZ
ν
|k2|ě|k3|{2
`
ÿ
k1,k2,k3PZ
ν
|k3|ą2|k2|
“: pIq ` pIIq.
We bound the above two terms separately.
We begin with pIq. For k1, k2, k3 P Z
ν , define a vector valued operator
T 1k1,k2,k3 :“ 2
´k3¨δ
1`pk1´k3q¨δR1k1,k2 .
Note that (14.2) implies for |k2| ě |k3|{2, using that |δ
1|, |δ| ă ǫp{8,››T 1k1,k2,k3››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´k3¨δ1`pk1´k3q¨δ´ǫpp|k1|`|k2|q
ď 2|k3||δ
1|`|k1´k3||δ|´ǫpp|k1|`k2|q ď 2|k2|ǫp{2`|k1|ǫp{8´ǫpp|k1|`k2|q
ď 2´p|k1|`|k2|qǫp{2 ď 2´p|k1|`|k2|`|k3|qǫp{8.
Using this, we have
pIq “
ÿ
k1,k2,k3PZ
ν
|k2|ě|k3|{2
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ
1`pj`k1q¨δDjTj`k1Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2,k3PZ
ν
|k2|ě|k3|{2
››››T 1k1,k2,k3 !2pj`k3q¨pδ1`δqDj`k3f)
jPNν
››››
Lppℓ2pNνqq
À
ÿ
k1,k2,k3PZ
ν
|k2|ě|k3|{2
2´p|k1|`|k2|`|k3|qǫp{8
››››!2j¨pδ1`δqDjf)
jPNν
››››
Lppℓ2pNνqq
À }f}NLp
δ1`δ
pDq ,
82
as desired.
We now turn to pIIq. For k1, k2, k3 P Z
ν define
T 2k1,k2,k3 :“ 2
´k2¨δ
1`pk1´k2q¨δ´p3ǫp{4q|k3´k2|R2k1 .
(14.2) implies for |k3| ą 2|k2|, using that |δ
1|, |δ| ă ǫp{8,››T 2k1,k2,k3››Lppℓ2pNνqqÑLppℓ2pNνqq À 2´k2¨δ1`pk1´k2q¨δ´p3ǫp{4q|k3´k2|´ǫp|k1|
ď 2|k2|p|δ
1|`|δ|q`|k1||δ|´p3ǫp{8q|k3|´ǫp|k1| ď 2|k3|pǫp{8q`|k1|pǫp{8q´p3ǫp{8q|k3|´ǫp|k1|
ď 2´pǫp{4qp|k1|`|k3|q ď 2´pǫp{8qp|k1|`|k2|`|k3|q.
Using this, we have
pIIq “
ÿ
k1,k2,k3PZ
ν
|k3|ą2|k2|
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨δ
1`pj`k1q¨δDjTj`k1Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
“
ÿ
k1,k2,k3PZ
ν
|k3|ą2|k2|
››››T 2k1,k2,k3 !2pj`k2q¨pδ`δ1q`3 ǫp4 |k3´k2|Dj`k2Dj`k3f)
jPNν
››››
Lppℓ2pNνqq
À
ÿ
k1,k2,k3PZ
ν
|k3|ą2|k2|
2´
ǫp
8
p|k1|`|k2|`|k3|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2pj`k2q¨pδ`δ
1q`3
ǫp
4
|k3´k2|Dj`k2Dj`k3f
ˇˇˇ2¸ 12 ››››››
Lp
ď
ÿ
k1,k2,k3PZν
2´
ǫp
8
p|k1|`|k2|`|k3|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨pδ`δ
1q`3
ǫp
4
|k3´k2|DjDj`k3´k2f
ˇˇˇ2¸ 12 ››››››
Lp
ď
ÿ
k1,l1,l2PZν
2´
ǫp
16
p|k1|`|l1|q
››››››
˜ ÿ
jPNν
ˇˇˇ
2j¨pδ`δ
1q`3
ǫp
4
|l2|DjDj`l2f
ˇˇˇ2¸ 12 ››››››
Lp
À }f}NLp
δ`δ1
pDq ,
where the last line follows by (14.3). Combining the above estimates proves (14.1), completing the proof
in Case I.
We turn to the case when pγ, e,Nq is linearly finitely generated, we note that in the above we proved
(14.1) for |δ|, |δ1| ď ǫp{8, where ǫp was so that (14.2) and (14.3) held. But when pγ, e,Nq is linearly
finitely generated, Case II of Proposition 13.1 and Case II of Lemma 13.2 show that (14.2) and (14.3)
hold for all ǫp P p0,8q, and therefore the above proof shows (14.1) holds for all δ, δ
1 P Rν , completing
the proof.
Proof of Proposition 6.7. Let T be a fractional Radon transform of order δ˜ P Rν˜ corresponding to
pγ˜, e˜, rNq on BĂN paq, as in the statement of the proposition. I.e., there exist ψ1, ψ2 P C80 pΩ0q, κpt, xq P
C8pB
ĂN paq ˆ Ω2q, and rK P Kδ˜p rN, e˜, aq such that
Tfpxq “ ψ1pxq
ż
fpγ˜t˜pxqqψ2pγ˜t˜pxqqκpt˜, xq
rKpt˜q dt˜.
Let η˜ P C80 pB
ĂN paqq and !rςj˜ : j˜ P Nν˜) Ă S pRĂN q be a bounded set with rςj˜ P Stµ:j˜µ‰0u and such thatrKpt˜q “ η˜pt˜qřj˜PNν˜ rςp2j˜qpt˜q. Because supp pη˜q Ť BĂN paq, we may pick a˜ P p0, aq so that supp pη˜q Ť BĂN pa˜q.
Let pS Ď ΓpTΩq ˆ dνˆ be as in the statement of the proposition. We know that Lp pSq is finitely
generated (resp. linearly finitely generated) by pF Ă ΓpTΩq ˆ pr0,8qνˆzt0uq (resp. pF Ă ΓpTΩq ˆ dνˆ)
on Ω1 in Case I (resp. in Case II). Enumerate the vector fields in pF :“ tp pX1, dˆ1q, . . . , p pXqˆ, dˆqˆqu. Define
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νˆ parameter dilations on Rqˆ by setting rˆptˆ1, . . . , tˆqˆq :“ prˆ
dˆ1 tˆ1, . . . , rˆ
dˆqˆ tˆqˆq for rˆ P R
νˆ . Denote these
νˆ-parameter dilations on Rqˆ by dˆ.
Let rN 1 “ qˆ ` rN , and define ν-parameter dilations on RĂN 1 by for t “ ptˆ, t˜q P Rqˆ ˆ RĂN “ RĂN 1 and
r “ prˆ, r˜q P Rνˆ ˆ Rν˜ “ Rν ,
rptˆ, t˜q :“ prˆtˆ, r˜t˜q,
where rˆtˆ is defined by the above νˆ parameter dilations on Rqˆ, and r˜t˜ is defined by the given ν˜-parameter
dilations e˜ on R
ĂN . Denote these ν parameter dilations on RĂN 1 by e˜1.
Let aˆ P p0, a´a˜
2
q be a small number, to be chosen later. Let δ0ptˆq denote the Dirac δ function at 0 in
the tˆ variable. By Lemma 2.3, δ0ptˆq P K0pqˆ, dˆ, aˆq. Take ηˆptˆq P C
8
0 pB
Nˆ paˆqq and tpςjˆ : jˆ P Nνˆu Ă S pRNˆ q
a bounded set with pςjˆ P Stµ:jˆµ‰0u and
δ0ptˆq “ ηˆptˆq
ÿ
jˆPNνˆ
pςp2jˆq
jˆ
ptˆq,
where pςp2jˆq
jˆ
is defined by the dilations dˆ, via (2.2).
For j “ pjˆ, j˜q P Nνˆ ˆNν˜ , let ςjptˆ, t˜q :“ pςjˆptˆqrςj˜pt˜q. Note that ςp2jqj ptˆ, t˜q “ pςp2jˆqjˆ ptˆqrςp2j˜qj˜ pt˜q, where ςp2jqj is
defined via the ν-parameter dilations on e˜1 on R
ĂN 1 . Thus, we have
δ0ptˆq b rKpt˜q “ ηˆptˆqη˜pt˜q ÿ
jPNν
ς
p2jq
j ptˆ, t˜q.
Because ςj P Stµ:jµ‰0u, we see Kptˆ, t˜q :“ δ0ptˆq b
rKpt˜q P Kp0,δ˜qp rN 1, e˜1, aq.
Let pγ˜, e˜, rN,Ω,Ω3q correspond to the vector field parameterization pĂW, e˜, rN,Ω2q, where Ω1 Ť Ω2 Ť
Ω3. Define a new vector field parameterization:
W ptˆ, t˜, xq :“ ĂW pt˜, xq ` qˆÿ
l“1
tˆl pXl.
Let pγ˜1, e˜1, rN 1q denote the parameterization corresponding to pW, e˜1, rN 1q. Because γ˜1
0,t˜
pxq “ γ˜t˜pxq,
standard existence theorems from ODEs show that γ˜1
tˆ,t˜
pxq is defined for |tˆ| ă aˆ, |t˜| ă a˜, provided aˆ is
chosen sufficiently small. Note that if we define S Ă ΓpTΩq ˆ dν in terms of pW, e˜, rN 1q by (4.3), then S
is exactly given by (6.3). It follows from the assumptions that pγ˜1, e˜1, rN 1q is finitely generated in Case I
(linearly finitely generated in Case II) by F on Ω1.
Finally, we have
Tfpxq “ ψ1pxq
ż
fpγ˜t˜pxqqψ2pγ˜t˜pxqqκpt˜, xq
rKpt˜q dt˜
“ ψ1pxq
ż
fpγ˜1
tˆ,t˜
pxqqψ2pγ˜
1
tˆ,t˜
pxqqκpt˜, xqKptˆ, t˜q dtˆ dt˜.
This shows that T is a fractional radon transform of order p0νˆ , δ˜q P R
ν corresponding to pγ˜1, e˜1, rN 1q on
B
ĂN 1paq, which competes the proof.
15 Optimality
In this section we present results concerning optimality. We focus on the single-parameter case, and
in fact discuss only the optimality of the result in Corollary 6.13 (and as a special case we obtain the
optimality of Corollary 6.17).35 Fix open sets Ω1 Ť Ω2 Ť Ω3 Ť Ω Ď Rn.
35The methods here apply in some cases to the multi-parameter situation, but we were unable to formulate a short
statement of a general result in the multi-parameter case. We have therefore presented the single-parameter case, and
leave any generalizations to the interested reader.
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Definition 15.1. Let pX, dq “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩq ˆ p0,8q be a finite set and let λ ą 0.
Suppose qS Ă ΓpTΩqˆ p0,8q. We say F sharply λ-controls qS on Ω1 if F λ-controls qS on Ω1 and there
exists a set Ω0 Ť Ω
1, τ0 ą 0 such that for all 0 ă τ1 ď τ0 the following holds. There exists p qX, dˇq P qS,
m P N, and a sequence δk P p0, 1s with δk Ñ 0 such that for each x P Ω0 we have
36
δλdˇk
qX “ qÿ
j“1
δ
dj
k c
k
x,jXj on BpX,dq px, τ1δkq (15.1)
and such that
lim inf
kÑ8
sup
xPΩ0
inf
ÿ
|α|ďm
qÿ
j“1
››pδkXqαckx,j››C0´BpX,dqpx,τ1δkq¯ ą 0.
Here, δkX “ pδ
d1X1, . . . , δ
dqXqq and the infimum is taken over all representations of the form (15.1).
Definition 15.2. Let S Ď ΓpTΩq ˆ p0,8q and let λ ą 0 such that S is finitely generated by some
F Ă ΓpTΩqˆ p0,8q on Ω1, and let λ ą 0. Suppose qS Ă ΓpTΩqˆ p0,8q. We say S sharply λ-controlsqS on Ω1 if F sharply λ-controls qS on Ω1.
Remark 15.3. Note that Definition 15.2 is independent of the choice of F .
Remark 15.4. It follows immediately from the definitions that if qS and qS 1 are equivalent on Ω1, then S
sharply λ-controls qS on Ω1 if and only if S sharply λ-controls qS 1 on Ω1.
We now present the main theorem of the section.
Theorem 15.5. Suppose pγ˜, e˜, rN,Ω,Ω3q and pγˆ, eˆ, Nˆ ,Ω,Ω3q are parameterizations with single-parameter
dilations e˜ and eˆ, and let pĂW, e˜, rNq and pxW, eˆ, Nˆq be the corresponding vector field parameterizations.
Expand ĂW pt˜q and xW ptˆq as Taylor series in the t˜ and tˆ variables:
ĂW pt˜q „ ÿ
|α˜|ą0
t˜α˜ rXα˜, xW ptˆq „ ÿ
|αˆ|ą0
tˆαˆ pXαˆ.
We suppose both t rXα˜ : |α˜| ą 0u and t pXαˆ : |αˆ| ą 0u satisfy Ho¨rmander’s condition on Ω2.37 Then,
by Corollary 4.29, pγ˜, e˜, rNq and pγˆ, eˆ, Nˆq are finitely generated by some rF Ă ΓpTΩq ˆ p0,8q and pF Ă
ΓpTΩq ˆ p0,8q on Ω1, respectively. There exists a ą 0 such that the following holds.
• Suppose rF sharply λ-controls pF on Ω1, for some λ ą 0. Then, for 1 ă p ă 8, there exists
ǫ “ ǫpp, pγ˜, e˜, rNq, pγˆ, eˆ, Nˆq, λq ą 0 such that for all δˆ P r0, ǫq, δ P p´ǫ, ǫq, and every fractional
Radon transform T of order ´λδˆ corresponding to pγ˜, e˜, rNq on BĂN paq,
}Tf}
NL
p
δ
ppγˆ,eˆ,Nˆqq À }f}NLp
δ´δˆ
ppγˆ,eˆ,Nˆqq , f P C
8
0 pΩ
1q. (15.2)
Furthermore, this is optimal in the sense that there do not exist p P p1,8q, r ą 0, δˆ P r0, ǫq,38
δ P p´ǫ, ǫq such that for every fractional Radon transform T of order ´λδˆ corresponding to pγ˜, e˜, rNq
on B
ĂN paq we have
}Tf}NLp
δ`rppγˆ,eˆ,Nˆqq
À }f}NLp
δ´δˆ
ppγˆ,eˆ,Nˆqq , f P C
8
0 pΩ
1q. (15.3)
• Suppose pF sharply λ-controls rF on Ω1, for some λ ą 0. Then, for 1 ă p ă 8, there exists
ǫ “ ǫpp, pγ˜, e˜, rNq, pγˆ, eˆ, Nˆq, λq ą 0 such that for all δ˜ P r0, ǫq, δ P p´ǫ, ǫq, and every fractional
Radon transform T of order δ˜ corresponding to pγ˜, e˜, rNq on BĂN paq,
}Tf}
NL
p
δ
ppγˆ,eˆ,Nˆqq À }f}NLp
δ`λδ˜
ppγˆ,eˆ,Nˆqq , f P C
8
0 pΩ
1q. (15.4)
36It is always possible to write δλdˇ
k
qX as in (15.1) because F λ-controls qS on Ω1.
37I.e., we are assuming that γ˜ and γˆ satisfy the curvature condition from [CNSW99].
38Recall, ǫ depends on p P p1,8q.
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Furthermore, this is optimal in the sense that there do not exist p P p1,8q, r ą 0, δ˜ P r0, ǫq,
δ P p´ǫ, ǫq such that for every fractional Radon transform T of order δ˜ corresponding to pγ˜, e˜, rNq
on B
ĂN paq we have
}Tf}
NL
p
δ`rppγˆ,eˆ,Nˆqq
À }f}
NL
p
δ`λδ˜
ppγˆ,eˆ,Nˆqq , f P C
8
0 pΩ
1q. (15.5)
Before we prove Theorem 15.5 we need to further study the notion of sharp λ-control. Suppose S Ă
ΓpTΩqˆ p0,8q is such that LpSq is finitely generated by F “ tpX1, d1q, . . . , pXq, dqqu Ă ΓpTΩqˆ p0,8q
on Ω1. We also assume that for all x P Ω1, dim span
 
Xpxq : Dd, pX, dq P LpSq
(
“ n. By Lemma 3.22, F
satisfies DpΩ1q. By Proposition 8.12, the vector fields Zδ :“
!
δdX : pX, dq P F
)
satisfy the conditions
of Theorem 8.1, uniformly for δ P r0, 1s, x0 P Ω
1. Thus Theorem 8.1 applies to give η ą 0 and a map
Φx0,δ : B
npηq Ñ BZδpx0, ξ2q (for x0 P Ω
1, δ P r0, 1s) satisfying the conclusions of that theorem (uniformly
in x0 and δ) with Z replaced by Zδ. The next lemma helps to elucidate the notion of sharp λ-control
in this setting.
Lemma 15.6. Let S be as above so that we have the maps Φx0,δ for x0 P Ω
1, δ P r0, 1s. Let qS Ă
ΓpTΩqˆp0,8q and suppose LpSq sharply λ-controls Lp qSq on Ω1. Fix η0 ą 0. Then, there exists Ω0 Ť Ω1
and sequences xk P Ω0, δk P r0, 1s with δk Ñ 0, and vector fields with formal degrees p qX0, dˇ0q P qS,
pX0, d0q P S, such that the following holds. Let qYk be the pullback of δλdˇ0k qX0 via Φxk,δk to Bnpηq and let
Y k be the pullback of δ
d0
k X0 via Φxk,δk to B
npηq. Then qYk and Y k converge in C8pBnpηqq, qYk Ñ qY8 and
Y k Ñ Y 8. Furthermore, there is a nonempty open set U Ď B
npη0q such that for all u P U , Y 8puq ‰ 0
and qY8puq ‰ 0.
Proof. Pick τ1 ą 0 so small BF px, τ1δq Ă Φx,δpB
npη0qq for x P Ω
1, δ P r0, 1s. Let Ω0 Ť Ω
1, δk P r0, 1s,
xk P Ω0, m P N, and p qX, dˇq P Lp qSq be as in the definition of sharp λ-control, with this choice of τ1.
Let qY 1k be the pullback of δλdˇk qX via Φxk,δk to Bnpηq. Because pX, dq λ-controls qS on Ω1, it follows from
(8.4) and (8.5) that
›››qY 1k›››
CLpBnpη2qq
À 1, for every L P N with implicit constant depending on L. By
the definition of sharp λ-control and Proposition 8.2 and Remark 8.3, we have that
›››qY 1k›››
CmpBnpη0qq
Á 1.
Replacing δk and xk with a subsequence shows that qY 1k Ñ qY 18 in C8 with qY 18 not the zero vector field
on Bnpη0q. For p qX, dˇq P Lp qSq, qX can be written as an iterated commutator of vector fields qX1, . . . , qXr,
where p qX1, dˇ1q, . . . , p qXr, dˇrq P qS with dˇ1`¨ ¨ ¨` dˇr “ dˇ. Thus, if qYk,s is the pullback of δλdˇsk qXs via Φxk,δk
to Bnpηq, we have that qY 1k can be written as an iterated commutator of qYk,1, . . . , qYk,r. Because qY 1k Ñ qY 18
where qY 18 is not the zero vector field, and because qYk,1, . . . , qYk,r are uniformly in C8 (Proposition 8.2)
we must that that qYk,s does not tend to the zero vector field on Bnpη0q in C8 for some s. Moving to
a subsequence, we see qYk,s Ñ qY8,s in C8, where qY8,s is not the zero vector field on Bnpη0q. BecauseqY8,s is smooth, there is a nonempty open set U Ď Bnpη0q on which qY8,s is nonzero. This completes the
proof for qS with p qX0, dˇ0q “ p qXs, dˇsq P qS.
Fix u0 P B
npη0q so that qY8,spu0q ‰ 0. Let Y k,1, . . . , Y k,q be the pullbacks of δd1X1, . . . , δdqXq
via Φxk,δk to B
npηq. Combining (8.4) and (8.5), we see that if we move to a subsequence, there exists
l P t1, . . . , qu such that Y k,l Ñ Y 8,l in C
8 with Y 8,lpu0q ‰ 0. Because pX l, d0q P LpSq, X can be
written as an iterated commutator of vector fields Xl,1, . . . , Xl,r, where pXl,1, dl,1q, . . . , pXl,r, dl,rq P S
with dl,1`¨ ¨ ¨`dl,r “ dl. Thus, if Y k,l,s is the pullback of δ
ds
k Xl,s via Φxk,δk to B
npηq, we have that Y k,l
can be written as an iterated commutator of Y k,l,1, . . . , Y k,l,r. Because Y k,l Ñ Y 8,l where Y 8,lpu0q ‰ 0,
and because Y k,l,1, . . . , Y k,l,r are uniformly in C
8 (Proposition 8.2) we must that there exists an s such
that that Y k,l,spu0q does not tend to the zero for some s. By moving to a subseqence, we have Y k,l,s
converges in C8 to some vector field Y 8,l,s with Y 8,l,spu0q ‰ 0. We take pX0, d0q “ pXl,s, dl,sq. Because
both Y 8,l,spu0q ‰ 0 and qY8,spu0q ‰ 0, and both vector fields are smooth, they are both nonzero on
some open set. This completes the proof.
Remark 15.7. The same proof as in Lemma 15.6 can be used to show various facts about sharp control.
For instance, it can be used to show the following.
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• Let S Ă ΓpTΩq ˆ p0,8q be such that LpSq is finitely generated on Ω1. Let qS Ă ΓpTΩq ˆ p0,8q.
Then LpSq sharply λ-controls Lp qSq on Ω1 if and only if LpSq sharply λ-controls qS on Ω1.
Now suppose we have two parameterizations with single parameter dilations pγ, e,N,Ω,Ω3q and
pγˇ, eˇ, qN,Ω,Ω3q. We suppose pγ, e,Nq is finitely generated by F on Ω1 and pγˇ, eˇ, qNq is finitely generated
by qF on Ω1. Finally, we suppose F sharply λ-controls qF on Ω1, for some λ ą 0.
As before, Lemma 3.22 shows F satisfies DpΩ1q and Proposition 8.12 shows the vector fields Zδ :“!
δdX : pX, dq P F
)
satisfy the conditions of Theorem 8.1, uniformly for δ P r0, 1s, x0 P Ω
1. Theorem
8.1 applies to give η ą 0 and a map Φx0,δ : B
npηq Ñ BZδ px0, ξ2q (for x0 P Ω
1, δ P r0, 1s) satisfying
the conclusions of that theorem (uniformly in x0 and δ) with Z replaced by Zδ. For each x P Ω
1 and
δ P r0, 1s define
θ
x,δ
t puq :“ Φ
´1
x,δ ˝ γδt ˝Φx,δpuq,
qθx,δ
tˇ
puq :“ Φ´1x,δ ˝ γˇδλ tˇ ˝ Φx,δpuq,
where δt is defined by the single-parameter dilations e and δλtˇ is defined by the single-parameter dilations
eˇ.
Lemma 15.8. Under the above hypotheses, there exists Ω0 Ť Ω
1, η0 ą 0, a ą 0, and sequences
xk P Ω0 and δk P p0, 1s with δk Ñ 0 such that the following holds. For x P Ω
1, δ P p0, 1s, θ
x,δ
t puq P
C8
´
BN paq ˆBnpη0q
¯
(where t P BN paq, u P Bnpη0q) and qθx,δtˇ puq P C8 ´B|N paq ˆBnpη0q¯ (where tˇ P
B
|N paq, u P Bnpη0q). Also θxk,δk Ñ θ8 in C8 ´BN paq ˆBnpη0q¯ and qθxk,δk Ñ qθ8 in C8 ´B|N paq ˆBnpη0q¯,
and there exists an open set U Ď Bnpηq such that for u P U neither θ
8
t puq nor
qθ8
tˇ
puq are constant in t
or tˇ, respectively, on any neighborhood of 0 in the t or tˇ variable, respectively.
Proof. That tqθx,δ : x P Ω1, δ P r0, 1su Ă C8 ´B|N paq ˆBnpη0q¯ and tθx,δ : x P Ω1, δ P r0, 1su Ă
C8
´
BN paq ˆBnpη0q
¯
are bounded sets (for some η0 ą 0) follows from Proposition 8.6. Let pW, e,Nq
and p|W, eˇ, qNq be the vector field parameterizations corresponding to the parameterizations pγ, e,Nq
and pγˇ, eˇ, qNq, respectively. We expand W ptq and |W ptˇq into Taylor series:
W ptq „
ÿ
|α|ą0
t
α
Xα, |W ptˇq „ ÿ
|αˇ|ą0
tˇαˇ qXα.
Define
S :“ tpXα, degpαqq : |α| ą 0u, qS :“ tp qXαˇ, degpαˇqq : |αˇ| ą 0u,
where degpαq and degpαˇq are defined using the single-parameter dilations e and eˇ, respectively; see
Definition 2.2. Note that, by our assumptions LpSq is finitely generated by F on Ω1 and Lp qSq is finitely
generated by qF on Ω1. Because F sharply λ-controls qF on Ω1, we have LpSq sharply λ-controls Lp qSq on
Ω1.
Define the vector fields, for x P Ω1, δ P r0, 1s,
V x,δpt, uq :“
B
Bǫ
ˇˇˇˇ
ǫ“1
θ
x,δ
ǫt ˝
´
θ
x,δ
t
¯´1
puq, qVx,δptˇ, uq :“ B
Bǫ
ˇˇˇˇ
ǫ“1
qθx,δ
ǫtˇ
˝
´qθx,δ
tˇ
¯´1
puq,
where ǫt and ǫtˇ are defined using standard multiplication, and do not reference the single parameter
dilations e and eˇ. Note that V x,δptq and qVx,δptˇq are the pullbacks, via Φx,δ, of W pδtq and |W pδλ tˇq,
respectively; here, δt and δλ tˇ are defined using the single-parameter dilations e and eˇ, respectively.
Expand V x,δptq and qVx,δptˇq as Taylor series in the t and tˇ variables:
V x,δptq „
ÿ
|α|ą0
t
α
Y
x,δ
α ,
qVx,δptˇq „ ÿ
|αˇ|ą0
t
αˇ qY x,δαˇ .
Note that Y
x,δ
α and qY x,δαˇ are the pullbacks, via Φx,δ, of δdegpαqXα and δλ degpαˇq qXαˇ, respectively.
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Now let Ω0 Ť Ω
1, xk P Ω0, and δk Ñ 0 be as in Lemma 15.6. Because tθ
xk,δk
u and tqθxk,δku are
bounded subsets of C8, as discussed above, by moving to a subsequence, we have that θ
xk,δk
and qθxk,δk
converge in C8. Say, θ
xk,δk
Ñ θ
8
and qθxk,δk Ñ qθ8. Note that V xk,δk Ñ V 8 and qVxk,δk Ñ qV8, where
V 8pt, uq :“
B
Bǫ
ˇˇˇˇ
ǫ“1
θ
8
ǫt ˝
´
θ
8
t
¯´1
puq, qV8ptˇ, uq :“ B
Bǫ
ˇˇˇˇ
ǫ“1
qθ8
ǫt
˝
´qθ8tˇ ¯´1 puq.
By Lemma 15.6, there are multi-indices α and αˇ such that Y
xk,δk
α Ñ Y
8
α and
qY xk,δkαˇ Ñ qY 8αˇ , where
there is an open set U Ă Bn0pη0q such that Y
8
α and qY 8αˇ are never 0 in U . But Y 8α and qY 8αˇ appear as
Taylor coefficients of V 8ptq and qV8ptˇq, respectively. It follows that, for any u P U , θtpuq and qθtˇpuq are
not constant in t or tˇ, respectively, on any neighborhood of 0. This completes the proof.
Lemma 15.9. Let θ
8
and qθ8 be as in Lemma 15.8. Then, for every M P N, a ą 0, there exist
ς0 P C
8
0
´
BN paq
¯
, qς0 P C80 ´B|N paq¯, multi-indices α P NN , αˇ P N|N with |α| “ |αˇ| “M , and functions
f1, f2 P C
8
0 pB
npη0qq such that the following holds. Let ς :“ B
α
t
ς0 and qς :“ Bαˇtˇ qς0 and define
g1puq :“
ż
f1
´qθ8tˇ1 ˝ θ8t ˝ qθ8tˇ2 puq¯ qςptˇ1qςptqqςptˇ2q dtˇ1 dt dtˇ2,
g2puq :“
ż
f2
´
θ
8
t1
˝ qθ8tˇ ˝ θ8t2puq¯ ςpt1qqςptˇqςpt2q dt1 dtˇ dt2.
Then, there is an open set U Ď Bnpη0q such that g1 and g2 are never zero on U .
Proof. This follows immediately from the conclusion of Lemma 15.8.
Lemma 15.10. Let M P N. Take Ω0 Ť Ω
1, η0 ą 0, xk P Ω0, and δk Ñ 0 as in Lemma 15.8. Take
a ą 0 less than or equal to the choice of a in Lemma 15.8. Take ς, qς as in Lemma 15.9 (with these
choices of M and a). Let δk “ 2
´jk where jk P r0,8q so that jk Ñ8, and let ψ P C
8
0 pΩ
1q equal 1 on a
neighborhood of the closure of Ω0. Define
Tjkfpxq :“ ψpxq
ż
fpγtpxqqψpγtpxqqς
p2jk qptq dt,
Sλjkfpxq :“ ψpxq
ż
fpγˇtˇpxqqψpγˇtˇpxqqqςp2λjk qptq dt,
R1k :“ SλjkTjkSλjk , R
2
k :“ TjkSλjkTjk .
Then, for 1 ď p ď 8,
lim inf
kÑ8
››R1k››LpÑLp ą 0, lim infkÑ8 ››R2k››LpÑLp ą 0.
Proof. We begin with the result for R1k. Suppose lim infkÑ8
››R1k››LpÑLp “ 0. By moving to a subse-
quence, we may assume limkÑ8
››R1k››LpÑLp “ 0. Define Φ#x,δfpuq :“ f ˝ Φx,δpuq, and let
Uk :“ Φ
#
xk,δk
R1k
´
Φ#xk,δk
¯´1
,
where we think of Uk as an operator acting on functions on B
npη0q. By (8.3), we have
}Uk}LpÑLp À
››R1k››LpÑLp ,
and therefore limkÑ8 }Uk}LpÑLp “ 0. But, we have
lim
kÑ8
Ukfpuq “
ż
f
´qθ8tˇ1 ˝ θ8t ˝ qθ8tˇ2 puq¯ qςptˇ1qςptqqςptˇ2q dtˇ1 dt dtˇ2.
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By taking f “ f1, where f1 is as in Lemma 15.9, we see that limkÑ8 Ukf1puq is nonzero on a set of
positive measure, which contradicts the fact that
lim
kÑ8
}Uk}LpÑLp “ 0
and completes the proof for R1k. The same proof works for R
2
k, where we use f2 from Lemma 15.9 in
place of f1.
Remark 15.11. Fix δ, δˇ P R and a ą 0. Take M “ Mpδ, δˇq ě 1 large. Let Tjk , Sλjk be as in Lemma
15.10, with this choice of M . Write,
Tjkfpxq :“ ψpxq
ż
fpγtpxqqψpγtpxqqς
p2jk qptq dt,
Sλjkfpxq :“ ψpxq
ż
fpγˇtˇpxqqψpγˇtˇpxqqqςp2λjk qptq dt,
as in Lemma 15.10. Lemma 7.8 shows that 2δjkTjk is a fractional Radon transform corresponding to
pγ, e,Nq on BN paq, and 2δˇλjkSλjk is a fractional Radon transform corresponding to pγˇ, eˇ,
qNq on B|N paq.
Furthermore, this is true uniformly in k. Indeed, fix η P C80
´
BN paq
¯
and ηˇ P C80
´
B
|N paq¯, with η ” 1
on a neighborhood of the support of ς and ηˇ ” 1 on a neighborhood of the support of qς . Lemma 7.8
shows that we may write
2δjk ςp2
jq “ 2δjkηςp2
jq “ η
ÿ
lďjk
lPN
2kδς
p2lq
l,k ,
2δˇλjkqςp2λjk q “ 2δˇλjk ηˇqςp2λjk q “ ηˇ ÿ
lďλjk
lPN
2kδqςp2lql,k ,
where ς l,k P S0pR
N q and qςl,k P S0pR|N q for l ą 0 and
tς l,k : k P N, l ď jk, l P Nu Ă S pR
N q, tqςl,k : k P N, l ď λjk, l P Nu Ă S pR|N q
are bounded sets. Because of this, the Baire category theorem implies the following. If B1 and B2 are
function spaces with norms } ¨ }B1 and } ¨ }B2 , respectively, then we have:
• If for every fractional Radon transform, T , of order δ corresponding to pγ, e,Nq on BN paq we have
T extends to a bounded operator T : B1 Ñ B2, then there is a constant C, independent of k, such
that }2jkδTjk}B1ÑB2 ď C.
• If for every fractional Radon transform, S, of order δˇ corresponding to pγˇ, eˇ, qNq on B|N paq we have
S extends to a bounded operator S : B1 Ñ B2, then there is a constant C, independent of k, such
that }2λjk δˇSλjk}B1ÑB2 ď C.
Proof of Theorem 15.5. Because sharp λ-control implies λ-control, (15.2) and (15.4) follow from Corol-
lary 6.10 (that the conditions of Corollary 6.10 hold in this case follows from Remark 6.6, Proposition
3.26, and Corollary 4.29).
We now turn to showing that (15.3) cannot hold if a ą 0 is chosen sufficiently small. Suppose (15.3)
holds for some choice of p P p1,8q, r ą 0, δˆ P r0, ǫq, and δ P p´ǫ, ǫq. Because (15.3) for r ą 0 implies
the result for any smaller r and by possible shrinking ǫ, we may assume that r, δ, and δˆ are as small
as we like in what follows. Fix M large, and apply Lemma 15.10 with pγ, e,Nq replaced by pγ˜, e˜, rNq
and pγˇ, eˇ, qNq replaced by pγˆ, eˆ, Nˆq, with this choice of M , to obtain Tjk and Sλjk as in that lemma. If
M “Mpδ, δˆ, r, λq is chosen sufficiently large, we see by the discussion in Remark 15.11 that 2pδ`rqλjkSλjk
is a fractional Radon transform of order δ ` r corresponding to pγˆ, eˆ, Nˆq on BNˆ paq, 2´pδ´δˆqλjkSλjk is a
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fractional Radon transform of order ´pδ ´ δˆq corresponding to pγˆ, eˆ, Nˆq on BNˆ paq, and 2´λδˆjkTjk is a
fractional Radon transform of order ´λδˆ corresponding to pγ˜, e˜, rNq on BĂN paq. Furthermore, this is all
true uniformly in k in the sense made precise in Remark 15.11.
Applying Theorem 6.2 to 2pδ`rqλjkSλjk and 2
´pδ´δˆqλjkSλjk , (15.3) to 2
´λδˆjkTjk , and using the uni-
formity discussed in Remark 15.11, for 1 ă p ă 8 we have, for f P C8,
2rλjk }SλjkTjkSλjkf}Lp “
›››´2pδ`rqλjkSλjk¯´2´λδˆjkTjk¯´2´pδ´δˆqλjkSλjk¯ f›››
Lp
À
›››´2´λδˆjkTjk¯´2´pδ´δˆqλjkSλjk¯ f›››
NL
p
δ`rppγˆ,eˆ,Nˆqq
À
›››´2´pδ´δˆqλjkSλjk¯ f›››
NL
p
δ´δˆ
ppγˆ,eˆ,Nˆqq
À }f}Lp .
We conclude }SλjkTjkSλjk}LpÑLp À 2
´rλjk . Since r, λ ą 0 and since jk Ñ8, we have limkÑ8 }SλjkTjkSλjk }LpÑLp “
0. This contradicts the conclusion of Lemma 15.10, which achieves the contradiction and completes the
proof that (15.3) cannot hold.
We finish the proof by showing that (15.5) cannot hold if a ą 0 is chosen sufficiently small. Suppose
(15.5) holds for some p P p1,8q, r ą 0, δ˜ P r0, ǫq, and δ P p´ǫ, ǫq. Because (15.5) for r ą 0 implies
the result for any smaller r and by possible shrinking ǫ, we may assume that r, δ, and δ˜ are as small
as we like in what follows. Fix M large, and apply Lemma 15.10 with pγ, e,Nq replaced by pγˆ, eˆ, Nˆq
and pγˇ, eˇ, qNq replaced by pγ˜, e˜, rNq, with this choice of M , to obtain Tjk and Sλjk as in that lemma. If
M “Mpδ, δ˜, r, λq is chosen sufficiently large, we see by the discussion in Remark 15.11 that 2pδ`rqjkTjk
is a fractional Radon transform of order δ ` r corresponding to pγˆ, eˆ, Nˆq on BNˆ paq, 2´pδ`λδ˜qjkTjk is a
fractional Radon transform of order ´δ ´ λδ˜ corresponding to pγˆ, eˆ, Nˆq on BNˆ paq, and 2δ˜λjkSλjk is a
fractional Radon transform of order δ˜ corresponding to pγ˜, e˜, rNq on BĂN paq. Furthermore, this is all true
uniformly in k in the sense made precise in Remark 15.11.
Applying Theorem 6.2 to 2pδ`rqjkTjk and 2
´pδ`λδ˜qjkTjk , (15.5) to 2
δ˜λjkSλjk , and using the uniformity
discussed in Remark 15.11, for 1 ă p ă 8 we have, for f P C8,
2rjk }TjkSλjkTjkf}Lp “
›››´2pδ`rqjkTjk¯´2δ˜λjkSλjk¯´2´pδ`λδ˜qjkTjk¯ f›››
Lp
À
›››´2δ˜λjkSλjk¯´2´pδ`λδ˜qjkTjk¯ f›››
NL
p
δ`rppγˆ,eˆ,Nˆqq
À
›››´2´pδ`λδ˜qjkTjk¯ f›››
NL
p
δ`λδ˜
ppq
À }f}Lp .
We conclude }TjkSλjkTjk}LpÑLp À 2
´rjk . Since r ą 0 and jk Ñ8, we see limkÑ8 }TjkSλjkTjk}LpÑLp “
0. This contradicts the conclusion of Lemma 15.10, which achieves the contradiction and completes the
proof.
Proof of the optimality in Corollary 6.17. In the proof of the bounds in Corollary 6.17 we saw that if
Ω1 is chosen to be a sufficiently small neighborhood of x0, then rF λ12-controls pB, 1q on Ω1 and pB, 1q λ11-
controls rF on Ω1; where rF , λ12, and λ11 are in the proof of the bounds in Corollary 6.17. It is immediate
to verify that, in fact, rF sharply λ12-controls pB, 1q on Ω1 and pB, 1q sharply λ11-controls rF on Ω1. The
optimality now follows from Theorem 15.5.
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