Introduction
Unlike traditional wireless sensor network (WSN), wireless multimedia sensor networks capture rich multimedia content (video, images, etc.). Multimedia sensor networks, mean in that case a collection of nodes that are able to acquire multimedia data (video, images, audio) in addition to scalar measurements (temperature, humidity, etc.), to process them and finally to deliver results, through multi-hop communications, to a central node, called sink. Upon receiving this data, the sink, by means of data fusion, processing and analysis techniques, delivers to upper layers (application, end-user or cloud) relevant information. Wireless Multimedia Sensor Networks cover a large band of real applications within several domains (environmental, wild, military, industrial, etc.).
To illustrate this point, smart parking can be used as an example, among many others. In fact, recent statisEmail addresses: nesrine.khernane@univ-fcomte.fr (Nesrine Khernane), jean-francois.couchot@univ-fcomte.fr (Jean-François Couchot), amhed.mostefaoui@univ-fcomte.fr (Ahmed Mostefaoui) tics [1] show that on average people spend a total of nine full days per year looking for free parking spaces, especially in mega-cities which experience heavy traffic near malls, restaurants or shopping centres. This phenomenon is more pronounced in downtown areas, which lack the necessary space to build new parking. Car traffic is often synonymous with air pollution and noise, in addition to the "wasted" time experienced by drivers when they are looking/waiting for a parking box.
To cope with such a problem, one can use presence sensors, buried in the ground such as SENSIT [2] (installed in Moscow, Boulevard Ring). However, the deployment of such systems requires costly roadway works. The usage of WMSNs could be an interesting alternative to such expensive systems, since they do not require costly deployments [3] .
Motivations
In order to send the video surveillance to the cloud for relevant analyzes (such as, deep learning), the latter requires the best possible video quality, and the longest possible network lifetime. Usually, in WVSNs, two orthogonal requirements are at odds: (a) higher video quality at the sink for analysis purposes which leads to voluminous data versus (b) preserving network resources to prolong its lifetime. In other words, WMSN should ensure the transmission of multimedia content including snapshots (i.e., images) and streaming multimedia, which fundamentally differs from traditional scalar data (i.e., high data rates, additional energy, memory and computational power requirement). Furthermore, the desired quality of the multimedia content at the sink is often the major issue that impacts the application of such networks. Thus, it is necessary to elaborate solutions in order to respect the desired video quality at the destination level whilst ensuring the maximization of the network lifetime. Even though Multimedia content can be compressed in order to minimize data rates, it remains voluminous for WMSNs resources. Indeed, the increase of compression level reduces the number of bits to be transmitted but at the same time increases the video distortion at the destination level and conversely. Hence, two main challenges should be considered: a) the encoding of the multimedia content and b) the reliable delivery of the latter. On the one hand, the encoding of the captured multimedia data is highly depending on the desired quality. Thus, finding a balance between the visual quality at the sink and the video coding at the source nodes is a crucial task. On the other hand, the reliable delivery (i.e., the chosen routing protocol) of the video content can highly influence the network's lifetime as shown in [4, 5] (several routing protocols were implemented as adds-on; each of which was considered as an input). In fine, processing and delivering multimedia content are not independent tasks, and their interaction has a major impact on the network lifetime.
Contributions
Several approaches have been proposed to ensure a power/rate tradeoff for network lifetime maximization using power-rate-distortion models [6, 7] . However, the routing issue has been left as a separate issue (i.e., the routing matrix was pre-defined and considered as an input), and none of the previous research works, to the extent of our knowledge, have considered an unknown routing matrix. In this paper, we confine our interest to the integration of the routing issue, based on an unknown routing matrix, in the analytic model proposed in our previous work [5] . In order to prolong the network lifetime, the distributed solution proposed in [5] ensures a trade-off between the desirable visual quality at the sink and the available network's resources. Thus, a solution is proposed with the following main contributions:
• A proof that the problem of choosing a single routing protocol among n routing protocols is NPcomplete,
• Based on different criteria and on an unknown routing matrix, a solution is proposed that optimally selects the forwarding nodes, based on the shortest path solution,
• Different from our previous work in [4] , where the routing protocols where implemented as an inputs to the analytic model [5] (to study their impact on the network lifetime), in this paper, based on the same analytic model, we propose a solution that optimally selects the forwarding nodes.
• The resolution of the novel optimization problem is semi-distributed and can handle the topology change, in contrast to the approaches proposed in the literature.
Furthermore, two other solutions ensuring a multipath routing with disjoint paths are presented. The first solution, with two paths, from the source to the sink, can handle high rates communications and the second one includes an additional path to cope with link failure (the third link acts as an alternative path in case of 2 path or link failure). An in-depth simulation analysis of the proposed approaches was conducted over two main parameters: battery consumption and network lifetime. The simulation results first show that our proposed solution, ensures the convergence of the system. Second, the latter consumes less than 0.03% of the total battery and thus ensures a prolongation of the network lifetime between 7 to 12 times, depending on the considered topologies, in comparison to the baseline approach (i.e., without optimization). The motivation behind this paper can be described as follows: a) prolonging the network lifetime as much as possible while respecting the desirable visual quality of the data at the sink, and b) the reliable delivery of the latter. Thus, the following points can be stressed:
• The proposed solution optimally selects the forwarding nodes, based on both an energy-aware geographic forwarding and link reliability.
• Our novel solution allows an end-to-end routing with local decisions at each video sensor node without end-to-end path discovery and maintenance. In other terms, our solution is completely distributed and hence can cope with dynamic change of network topology,
• Furthermore, we propose a new dynamic path selection mechanism. The latter allows the choose of the sufficient number of paths needed to ensure a reliable data transmission and traffic distribution. The number of paths selected should respect the optimal data rate generated at each video node and links capacity.
In order to evaluate the performance of our solution, an in-depth simulation analysis of the proposed approach through two different topologies was conducted. In the first one we place the sink in the corner of the network, while in the second one, we place the sink in the middle of the network. The simulation results show that the network lifetime was increased by 7.47 and 7.67 times for the first and second topology, respectively, in comparison to baseline approach.
Organization
The remainder of this paper is organized as follows: Section 2 presents the related work. In Section 3 the problem of choosing a single routing protocol among n routing protocols is shown to be a NP-complete. Section 4 describes the network model. Then, the problem definition and formulation, as well as the resolution of the latter is presented in section 5. Simulation results of the proposed solution for lifetime maximization under unknown traffic matrices are presented in section 6. Section 7 targets the reliable selection of the downstream nodes with respect to the updating parameters of both: data processing and routing axes. In Section 8 the formulation and the resolution of such a problem are detailed. Simulation results of the fully distributed solution are presented in section 9. Finally, concluding remarks and future directions are presented in section 10.
Related work
Several approaches have been proposed in the literature to deal with routing in WMSNs. However, it was targeted as a separate issue without considering the energy consumption at each node for data encoding. On the other hand, the power-rate distortion solutions, only focus on how to find and ensure an optimum power-rate resource allocation, while assuming a pre-defined routing matrix. In this section some of the proposed solutions in the literature are outlined, which can be broadly classified into two categories.
Power-Rate-Distortion approaches
Based on the Power-rate-Distortion (P-R-D) model [6] , He et al. [8] have proposed a fully decentralized solution to maximize the network lifetime in WMSN. A mathematical model that jointly considers the source rates, the encoding powers, and the data delivery distortion was developed and solved through the Lagrangian duality and Subgradient method. However, the proposed model does not ensure the convexity at any initial configuration which may lead to problems with no feasible solution.
Using the same P-R-D model, authors in [9] aim to minimize the power consumption, provide adaptive processing for video encoding while maintaining the QoS required by the application. To do so, an efficient solution based on the Lagrange duality is developed and the relaxation mechanism is used to avoid solving the integer nonlinear problem. Through another P-R-D model, proposed in [7] , authors in [10] have proposed a distributed quality-lifetime maximization solution in WMSN, where they integrate the distortion model in the objective function instead considering it as a constraint. The problem was formulated based on Generalized Network Utility Maximization (GNUM) [11] , and solved by using the Proximal Point Algorithm [12] . However, the inverse lifetime was computed in a centralized manner by the sink and sent back to sources. 3
Similarly, an appropriate trade-off between the minimum data distortion and maximum network lifetime was studied in [13] . The formulated problem was solved in a distributed manner by primal decomposition. In the same context, authors [14] have proposed a solution that jointly optimizes the network coding based multi-path routing. A fully distributed algorithm was presented and solved through the Lagrange and Subgradient method. However, both of the aforementioned solutions used the network coding during problem formulation. The latter requires the decoding and the encoding of the transmitted data at the intermediate nodes resulting in an additional power consumption. The problem formulated in [15] takes into account not only the processing distortion (i.e., P-R-D [6] ) but also the channel distortion model. The objective function aims at minimizing the energy consumption of each node in the network that combines both static video nodes and cluster heads (i.e., clustered topology). Then, the problem was solved using the proximal minimization algorithm [12] . However, authors did not consider the reception power at the cluster head while formulating the objective function. They did not mention if they used the one-hop or multi-hop mechanism, since if the multi-hop mechanism is used the flow conservation at each video or cluster head should be considered. On the other hand, if the one-hop is used this means that the cluster heads should be as close as possible to the sink. In addition to that, the proposed solution is centralised, the capacity of each link was fixed, and the retransmission mechanism was not considered. In the context of Ultra-Dense Networks (UDNs), authors in [16] have proposed a solution that mainly combines video coding (using scale video coding (SVC) and fountain coding (FC) methods), content updates (using proactive and active update strategies), and video scheduling in which the number of participating users should not be larger than three. However, this proactive content update strategy cannot be applied in wireless video sensor networks due to the hard resource constraints of sensor nodes. In the same context, authors in [17] addressed the problem of device-to-device (D2D) media content sharing. They proposed an efficient algorithm in order to match the content demanders with the potential provider. To ensure a high physical link quality, they introduced the social-aware rate at which the devices should communicate. However, the energy consumption of such a solution may be too large, and thus can not be brought directly in wireless video sensor networks. Furthermore, all of the aforementioned approaches especially focus on the optimal power-rate-distortion trade-off, and do not consider the routing issue that has been left as a separate field (i.e., the routing matrix was pre-defined and considered as an input in the optimization process).
Routing approaches
Authors in [18] have shown that the problem of routing messages in a wireless sensor network so as to maximize network lifetime is NP-hard. As a consequence, they propose a heuristic solution. The latter is based on delaying as much as possible the depletion of a sensors' energy to a level below that needed to transmit to its closest neighbor, while in [19] authors have focused on the problem of computing a flow that maximizes the lifetime of the network. The problem is formulated as a linear programming problem and sub-gradient algorithms are used to solve it in a distributed manner. However, in both [18] and [19] the transmission rate on each link is fixed and only payload transmission power was considered. Whereas, the encoding power was not considered. Authors in [20] have proposed a framework to obtain an optimal tradeoff between communication and computation power consumption leading to network lifetime maximization under the delay quality of service constraint. The distributed implementation of the algorithm realizing the proposed framework is achieved using duality theory. The convexity of the optimization problem was solved differently compared to our solution and the problem was divided into two sub-problems. In order to meet delays, packet-loss, energy and memory requirements, authors in [21] have only addressed the routing scheme between the cluster heads and the sink. However, each sensor node periodically broadcasts a HELLO packet and forwards ants that have to reach the sink and go back for route discovery. Thus, control packets used in this solution for route discovery can cause a high overhead. By exploiting the geographic locations and QoS performance of the neighbor nodes, authors in [22] have implemented a localized hop-by-hop routing. Moreover, the protocol (almost) ensures a homogeneous energy dissipation rate for all routing nodes in the network through a multi-objective Lexicographic Optimizationbased geographic forwarding. The problem was formulated using the multi-objective Lexicographic Optimization (LO) approach. Moreover, LO exploits only local information to make routing decisions. The absence of a global routing scheme reduces the networks setup and updating costs. In [23] , authors addressed the mesh topology, in which the E-Mesh route information collector and E-Mesh 4 route selection should be maintained at each node. Based on the E-mesh route information collector, that contains the remaining energy, current load, and node position, the E-mesh route selection calculates the utility. Nonetheless, the aforementioned routing protocols did not consider at all the encoding power at each node, which can affect not only the desired video quality, but also the network lifetime.
Routing Versus Power-Rate-Distortion approaches
To the best of our knowledge, the only work that considered both: the power-rate-distortion optimization, and the routing discovery in WMSNs, for network lifetime maximization is described in [24] . The proposed algorithm selects a set of paths, that join every active node to the sink. However, the optimization problem does not consider the reception power consumption that has a direct impact on the network lifetime. Additionally, the routing and channel allocation information are monitored by the sink (i.e., in a centralized manner), and must be updated at nodes.
The problem
Including the routing issue in our optimization problem leads to the following question: what is the best way to select, among all available ones, the optimal routing path ? The "brute-force" approach consists in testing all the existing routing paths and then selecting the optimal one with regard to the lifetime metric. However, the number of possible routing paths can be very huge and testing all of them consumes time and energy. That is way was privileged an heuristic approach. Let P 1 be the problem of executing N routing protocols on a single instance of a network. Each routing protocol has an execution time denoted t i . The main objective here is to find a scheduling that minimizes the positive number L = N i=1 t i . This function tends to minimize the execution time of the routing protocols.
Theorem 1. The decision problem corresponding to the aforementioned problem is NP-complete. Proof 1. Let N be the number of routing protocols, with t i the execution time of the routing protocol i, and a positive number T . Is there a scheduling such as L ≤ T ?
• Given a solution, it is clear that the time taken to verify whether it is valid or not is O(n).
• The problem, denoted by P 2 , that will be reduced to P 1 is the Knapsack problem, which is defined as follows:
A set S = {x 1 , x 2 , x 3 , ..., x n } of n numbers and a positive number y such that:
Let us now construct the polynomial reduction f of the Knapsack problem to our P 1 problem, in such a way that an instance I of the Knapsack problem, has a "yes" answer, if and only if f (I), an instance of our problem, has a "yes" answer. Let I be an instance of Knapsack problem. An instance f (I) of our problem can be formulated as follows:
• N = n + 1;
We will prove now that L ≤ T if and only if there is a set A such that n i=1 x i ≤ y. Suppose that the subset A such that n i=1 x i ≤ y exists. Then, consider a scheduling that executes first the subset A in an arbitrary order, then the n + 1 routing protocol, afterward the S − A subset. The routing protocols in a subset A end at y in the worst cases, since n i=1 x i ≤ y. The y routing protocol ends at n + 1, and the rest of the routing protocols end at n i=1 x i + 1. Thus all routing protocols were executed and thus L ≤ T . It can concluded that if the Knapsack problem has a solution then P 1 also has a solution. Suppose now that our problem P 1 has a solution, thus it has to be proven that the Knapsack problem also has a solution. In order to prove this implication, it is simpler to show its contraposition. In other words, suppose that the Knapsack problem does not have a solution which implies that there is no solution A ⊂ S such that n i=1 x i ≤ y. Let A be the subset of the routing protocols executed before the n+1 routing protocol, which implies that the execution of A ends at: E A = n i=1 x i > y , by hypothesis. The n + 1 routing protocol will be executed after and ends at E A + 1, and thus L > T . Therefore, if the Knapsack problem has a negative response, then so does P 1 . The Knapsack problem is equivalent to our problem, and thus, it can be deduced that P 1 is Np-complete.
Network Model
Let us consider a multimedia sensor network consisting of N identical stationary multimedia sensors. Each of 5 which knows its coordinates, by means of any localization mechanism [25, 26] , and the coordinate of the sink. Each node h has a communication range denoted ComRange, and generates a multimedia traffic of rate R h to be sent to the sink. Upon the network deployment, the neighboring table is constructed by the means of a Hello message broadcasted by each node. Using this step, each node can also record the coordinates of its immediate neighbors (used later on for geographic routing).
Geographic progression
As a first step to our approaches, we considered the geographic progression of the generated data flow from source nodes toward the sink. This step allows to assign an orientation to each link in the network. In other works, this orientation follows the data traffic flow. The motivation behind doing so is to "simplify" the data routing on the one hand and on the other hand to follow the video data flow which is voluminous. Figure 1 shows an example of a directed WMSNs composed of 9 sensor nodes and one sink deployed in a region of 50mx50m. The orientation of each link has been set following the geographic progression to the sink. Formally, the network can be defined as follows:
• An oriented graph G(V, L), where V = {h 1 , . . . , h n } is a set of video sensor nodes and L = {l i j | h i , h j ∈ V} is a set of oriented links.
• Two routing matrices a + il and a − il of size N * L denote the matrices of outgoing links and incoming links, respectively. Where the ith row represents the ith path, while the lth column represents the lth link, whose elements are defined as: a + il (resp. with a − il matrix) equals to 1, if a given link l is an outgoing link from i (resp. with an incoming link) and 0 otherwise. The construction of a + il and a − il is based on the distance to the sink. More formally, if the distance of j (neighbor of i through the link l) to the sink is less than the distance of i to the sink, then, the a + il = 1 and a − jl = 1.
• From the a + il and a − il matrices, a general routing matrix a il of size N * L can be constructed as the following:
The generated traffic R h can be forwarded directly to the sink, if the latter is in the communication range of node h. Otherwise, node h needs to use a multi-hop communication. In other words, it forwards the generated traffic R h to its one hop neighboring nodes that will proceed similarly until reaching the sink node. Thus, each intermediate node i that contributes to the data routing of node h needs to use its own memory. Therefore, the flow conservation [8] , denoted η hi , at each node can be formulated as follows:
if i is the source of the traffic −R h if i is the sink 0 otherwise.
(1) where x hl represents the data rate, originated from node h, at link l.
Node Power Consumption Model
As previously mentioned, the interaction between the processing and the delivery of multimedia content has a major impact on the network lifetime. Thus, the video coding and routing are complex tasks that consume energy and hence impact the overall energy of the network. In this subsection, the different powers consumed by each node for both video coding and multimedia data transport are developed.
Video coding power consumption
The main objective here is to consider and minimize as much as possible the video distortion, since the distortion level is highly influenced by the video coding. Authors in [8, 6] have proposed the following power-ratedistortion (P-R-D) analytical model:
where σ 2 is the average input variance, D h is the encoding distortion, and γ is the encoding efficiency coefficient, R h is the source rate and P sh is the encoding power. From this model, it can be deduced that when the encoding power P sh is too high or too low, the distortion level will become large. Thus, an optimal encoding power should be determined and can be derived from (2) as the following:
Transmission power consumption
Using the power Consumption model presented in [27] , the data transmission from node i is formulated as:
where α and β are transmit electronics parameters, d l is the distance between the transmitter and the receiver, n p is the path-loss exponent [28] and h∈V x hl corresponds to the aggregate rate transmitted through link l.
Reception power consumption
Using the same power Consumption model, the required power needed for data reception at node i can be formulated as:
where c r is the radio receiver energy consumption cost. Thus, the total power dissipation at node i can be formulated as:
where P sh = 0, if i is the sink node (i.e., i = N).
Network Power Consumption Model
In this paper, we consider critical applications where the exhaustion of the energy of the first node will cause the failure of the whole network. Therefore, and by assuming that each node i has initial energy denoted B i , the network lifetime T net is defined as:
Distributed Bellman Ford formulation
In this subsection the aim is to minimize as much as possible the energy consumed by each node for data transmission. Based on the literature, the shortest path (i.e., paths) represents the minimum-energy routing topology if data are not aggregated [29, 30] . For this reason, the distributed Bellman Ford algorithm was implemented with a slight adaptations that will be explained in the next section. The distributed Bellman Ford approach has the following formulation [31] :
where D i is the shortest distance from node i to the destination and d i j is the distance from node i to j ( j is a one-hop neighbor of i, denoted by Nbrs i ). The inclusion of the minimum in (8) means that the best neighbor is selected to be included to the list of the shortest paths from i to the destination.
Disjoint Paths
The benefits of disjoint path routing are significant for high data multimedia applications [32] . It can be used to split the high data over the existing paths or even to cope with the links' failure. However, the disjoint paths problem is known to be NP-complete in directed graphs even if the number of disjoint paths is equal to 2. In this paper, two routing protocols are proposed with 2 and 3 paths, respectively, based on the Bellman Ford method. The problem of the disjoint paths [33] can be defined as follows: Given a directed network G = (N, L) of N nodes and L weighted links. Find k paths p 1 , p 2 , ..., p k from i ∈ N to the sink node, such that the paths share minimal common links (or nodes).
Power/Rate and Routing Optimization

Problem formulation
As previously mentioned, we aim to integrate the routing problem into the analytic model proposed in [5] that ensures a trade-off between the desirable visual quality at the sink and the available network's resources. Before going further, let us briefly recall the analytical model proposed in our previous work [5] . The maximization of the network lifetime can be expressed by minimizing the inverse lifetime given in (7). Let q = 1/T net be the inverse lifetime of the network. Thus, the problem can be formulated as follows: minimize (q,r,x,P s ) q subject to l∈L a il x hl = η hi ∀h ∈ V ∀i ∈ N,
sh ≤ D h ∀h ∈ V, P sh + P ti + P ri ≤ qB i ∀i ∈ N,
In order to solve this problem in a distributed manner, an auxiliary variable, q i (∀i ∈ N), has been introduced and maintained at each individual node i that should be followed by the following constraint: i∈N a il .q i = 0 (∀l ∈ L). Firstly, to ensure the convexity of the objective function, minimizing q is equivalent to minimizing |N|q 2 , which is equivalent to: i∈N q 2 i , using the auxiliary variable q i . On the other hand, the following powers have been introduced to the corresponding functions (i.e., R h , x hl and P sh ): 2, 2, and 8/3 respectively, with some regular factors (namely δ r , δ x and δ p ), to ensure a strict convexity of the problem, more details can be found in [5] . Then, the problem in (9) can be reformulated as follows:
(10) Let us now introduce the routing constraints to (10): minimize (q,r,x,P s ) i∈N
(11) The first constraint reflects the flow conservation law, maintained at each node. The second constraint ensures the respect of the desired video quality expected at the sink. The third constraint presents the network lifetime with respect to the minimum node lifetime. The fourth constraint ensures the convergence of the system with respect to q i . The fifth constraint presents the shortest path from i to the destination going through the best neighbor. The sixth and seventh constraints present the indicators of the sender and the receiver, respectively. Remaining constraints ensure that all the variables remain positive.
Problem resolution
In this section we present the resolution of Problem (11) . Due to the rich structure of this problem, a decomposition approach can be applied in order to split the latter into a set of small subproblems. Thus, these latter can be solved in a distributed manner and converge to the global optimum [34] . Firstly, a primal decomposition with respect to the coupling variables (a + il , a − il ) is required. Then, the dual problem can be formulated with respect to the coupling constraints (1), (2), (3) and (4). Finally, the original optimization problem (11) can be decomposed into two subproblems as follows: (2), (3), (4), (8) .
subject to (5), (6), (7) . (12) Note that the optimization of the P1 problem is achieved if and only if the coupling variables (a
can be viewed as the optimal value for the P1 problem and used to provide an approximation to the global optimal solution.
P2 resolution
Next, the way to update the coupling variable (a
is discussed, based on the distributed Bellman Ford method, to solve the P2 problem. The path (paths) discovery steps is executed according to the following steps:
Neighboring discover. In this phase each video sensor node i ∈ V broadcasts a HELLO message in order to have the geometric coordination of its neighbors, and updates its neighboring table. At the end of this phase, each node i will have the routing matrices of its outgoing and incoming links (i.e., a If it returns true j proceeds as follows:
• marks the sensor node i as the best current predecessor,
• sends the estimate d jk + D j to each sensor node k ∈ Nbrs j ,
• the operation continues until the sink node.
Path confirmation. At the end of the path establishment step, the sink node should maintain the shortest distance from each node to the latter as well as the latest node through which it has received this distance. Then, in the path confirmation phase the sink node sends a pathConf message through the inverse path.
Disjoint Path. In order to construct multi-paths, the sink node instead of maintaining only the shortest distance from each node to the latter, maintains the two or three shortest distances paths. Let us recall that the intermediate nodes have to send not only their own data, but also the data of their incoming neighbors which has a direct impact on their energy consumption and hence on the network lifetime. Thus, the main goal behind the use of disjoint paths is to balance the network load over the intermediate nodes. In other terms, the generated data from node h will be divided on the existing outgoing neighbors. Now, let us suppose that we will not ensure the disjoint paths, figure 2 can expose one of the undesired cases: Our solution is fully distributed and each node only has the vision of its one hop neighboring. From figure 2, node 0 sends its own traffic to its neighboring nodes assuming that it has 4 paths, except that all the traffic will end up in node 4. This type of situation can rapidly bring down the energy of the intermediate node and affect the whole network lifetime. Thus, to ensure a disjoint paths and avoid to have paths with a shared node, each node is limited into accepting only one message from an intermediate node with a given sequence number. Thus, node that receives more than one message, maintains the one with the minimum cost and ignores the rest.
P1 resolution
Lagrangian Dual based methods [34] can be used to solve such a problem. Thus, the Lagrangian function for the optimization problem P1 can be written as follows:
For any h ∈ V, i ∈ N, and l ∈ L, and where u i , v h , λ h,i , w l are the Lagrange multipliers associated with the different constraints of the optimization problem. Following the subgradient method [35] , the different Lagrange multipliers can be iteratively calculated, as follows:
Where θ k represents the step size and given by: θ k = ρ/k 1/2 , where ρ > 0 and k > 0.
As motioned in our previous work [5] , all the functions to be minimized are differentiable, and thus, can be computed as follows:
for any h ∈ V, i ∈ N, and l ∈ L.
Simulation results
In this section, our routing/power-rate tradeoff approach is evaluated, through simulation. The model was implemented using OMNET++ simulator [36] , through MiXiM framework [37] . The values of the simulation parameters are presented in Table 1 . Different visual sensors were studied CITRIC [38] , Panoptes [39] and Meerkats [40] . Among them, the choice fell on the visual sensor settings of the Panoptes taking into account the similarities between the services provided by these latter and the target monitoring and surveillance visual application requirements.
Convergence of the proposed solution
The convergence of the auxiliary variable q i to a common q, can be observed in figure 3 , where after a 10 −2 convergence threshold, the system is seen to be almost stable. Thus, in the following, the system is considered as completely stable when the maximum variation between the q i is T = 10 −2 . For the P2 optimization, Table 2 shows the activity duration in seconds to find the optimal value of the coupling variables. Table 2 : Activity duration of the P2 optimization
Optimization cost
In this subsection the cost of the optimization steps is analyzed, as both energy and duration at each node are considered. Figure 4 depicts the percentage of battery consumption of sensor nodes which consume the most, namely, node 7, node 2 and node 2 for one path, two paths and three paths, respectively. Thus, it concerns the total energy requirement for the optimization steps of both P1 and P2. it can be observed that the routing protocol with only two paths (BF2PATH N 2 ) is the least energy applicant routing protocol. This observation can be explained by the fact that the one path routing protocol (BF N 7 ) requires much more iterations to converge and thus, it can get to the point of consuming more energy. Despite this, we can conclude that the optimization steps including both P1 and P2 consume a negligible amount of energy. 
Energy cost
Optimization steps duration
At this stage of evaluation, we present the need in term of duration (in minutes) of the optimization steps to converge to the common variable q. Figure 5 presents the optimization steps duration including both: P1 plus P2, for each threshold T ≤ 10 −3 of the last converging nodes (namely, node 7, node 2 and node 2 for one path, two paths and three, respectively). It can be observed that, 10 [8] if more precision is required (i.e., T ≥ 10 −3 , which depends on the demand of a given application), the system would need more time to be considered as completely functional (i.e., all nodes converge to a common variable q). 
Node lifetime improvement
The node lifetime can be calculated using the following formula: T i = B i /P i . Figure 6 shows the lowest improvement of nodes lifetime. it can be observed that with our optimization steps, and by including the routing constraints in the analytical model while imposing a trade-off between P sh and R h , the network lifetime has been increased by at least 7.72, 12.53 and 11.95 times considering the minimum nodes lifetime (i.e., node 7, node 2 and node 2 for one path, two paths and three, respectively). It can also be observed that routing protocols with two paths (BF2PATH N 2 ) and three paths (BF3PATH N 2 ) ensure more network lifetime, since the multimedia content is distributed over the existing outgoing links. And thus, it demonstrates that the proposed design effectively increases the nodes lifetime and thus the network lifetime. It should be noted that the main problems in wireless multimedia sensor networks have been treated and separated mainly into two axes: a) the data processing axis and b) the routing axis. In the data processing axis the main objective is the optimal resource allocation (namely. the determination of the encoding power at the source level, and the video quality at the destination level). On the other hand, the main objective of the second axis (namely, the routing axis) is to find the optimal end-to-end path. However, treating each axis separately means that each axis ignores the parameters of the second one, which can lead to inefficient solutions. To cope with this problem, we have proposed in the previous experimentation an analytical model (11 that takes as constraints the parameters of both data processing axis and routing axis. Even if the problem was divided into two sub problems (namely, P1 and P2), P1 (i.e., data processing problem) cannot be achieved without the results of P2. Nevertheless, it can be observed that the resolution of the P2 problem (i.e., routing problem) did not consider any of the parameters of the first one. 11 Therefore, in this section, we extend our study and propose a fully distributed solution that respects both the optimal resource allocation and the reliable end-to-end delivery of multimedia data content. In order to maximize the network lifetime, the routing axis cannot be achieved without the data rate and links capacity parameters, determined and updated by the data processing axis. On the other hand, the data processing axis cannot be achieved without the routing tables updated by the routing axis.
Analytical model with multirate links
Before going further, let us first briefly discuss the novel analytic model used in the rest of this paper. In contrast with the optimization problem (10) in section 5.1, a new model was chosen with more constraints (heavily borrowed from [41] ) such as the dynamic links capacity and the limited power of both the transmission and reception processes, as shown in the following formulation:
where, the Fifth constraint ensures that each data rate sent on each link respects the maximum link capacity. The Sixth and Seventh constraints ensure the respect of the maximum transmission and reception power, respectively, by each node.
Distributed energy aware routing
As previously mentioned, each video node knows its own coordinates as well as those of the sink node, while the coordinates of its one hop neighbors are obtained through the execution of a Hello protocol. In order to minimize as much as possible the energy consumption at each node, and to ensure a fully distributed solution needed during the scale up of the network, we consider a hop-by-hop routing, rather than the traditional end-toend path discovery routing and maintenance. The latter gives the ability for a video source node to control precisely a route so as to optimize a particular service goal (e.g., reliability, bandwidth, energy consumption). The proposed solution exploits the geographic locations to make a local decision at each video sensor node. The latter ensures a selection of the best downstream node(s) to be included to the list of the shortest path toward the sink node. Let us give an example of such a selection: we consider the topology presented in figure 1. For node 5 the best neighboring node that ensures the shortest path to the sink is node 8. However, the latter may not respect the reliability requirement (for instance, the reliability of the link from 5 to 8 may be too small compared to the application reliability requirement). Thus, it could not be chosen. Therefore, node 5 chooses its second best neighboring node (i.e., node 7) that ensures both: the second shortest path to the sink and respects the reliability requirement. The main reasons behind such a choice are: a) the possibility of scalability to large scale video sensor networks, b) the maximization of the network lifetime and c) the possibility to handle with dynamic topologies. Thus, in solution to our problem, each node i ∈ N selects its downstream node(s) using the following formula:
where S is the sink node, and dist(i, j) presents the Euclidean distance from node i to node j. Firstly, this formulation (16) ensures that the chosen node j, j ∈ Nbrs i , gives a geographic progress toward the sink node (dist(i, S) ≥ dist( j, S)). Secondly, it ensures that the best downstream node is chosen (according to: min S) ) and to be included in the list of the shortest path toward the sink. Unlike the Bellman Ford formulation (8) presented in section 4.4, where the sink decides about the routes that each video node should take, here each node chooses its best downstream node based on its local information, and those of its one hop neighboring node (s).
Link reliability
Due to the hard characteristics of the wireless medium (such as: the interferences, the link qualitydegradation, the link failure, or even the dynamic network topology, the node mobility, and the congestion), reliable multimedia content transmission in wireless video sensor networks is a challenging task. Thus, selecting the most appropriate downstream nodes toward the sink node is the main objective in this paper. Reliability is defined as the ratio of the successfully received packets (S ucRx) by the destination at the link l, to the number of packets generated and transmitted (T x) by source node at the same link l. Thus, for a given link l ∈ L, the reliability R l can be computed as follows:
The latter should respect the link reliability defined by the application layer, denoted RequiredReliability l in the rest of this paper, as follows:
Traffic distribution
In our proposed solution, the path(s) is selected based on both the energy consumed in the data transmission process and the reliability required by the application layer. After the efficient selection of the intermediate node(s), another important issue that should be treated is the adequate number of paths that should be considered in order to achieve the performance demands of the target application. Therefore, we propose an additional path selection mechanism to choose a sufficient number of paths to provide reliable data transmission and traffic distribution. The proposed mechanism is based on the traffic generated at each video sensor node R h , ∀h ∈ V, and the capacity of the channel C l at each link l (Shannon's theorem (1984) [42] ), and can be achieved as follows: If R h ≤ l∈L a + il C l , ∀i ∈ N ∀h ∈ V, then the number of the selected path(s) is sufficient. Otherwise, another path should be selected based on (16) and (18) . Where
Once a set of paths is selected, the protocol distributes the network traffic over the selected paths with respect to the link capacity C l .
Problem formulation and resolution
In order to consider the parameters of both axes, the aim is to integrate the routing problem into the analytic model presented in (15) . Thus, the final optimization problem can be formulated as the following:
Due to the rich structure of this problem (20) , and similarly to the problem presented in (11), a decomposition approach can also be applied to the latter. Accordingly, the original optimization problem (20) can be decomposed into two subproblems, as follows: (2), (3), (4), (5), (6), (7), (13) . P4:min
subject to (8) , (9), (10), (11), (12) . (21) Let us recall that the U * (a + il , a − il ) can be viewed as the optimal value for the P3 problem, and used to resolve the latter. 13
P3 resolution
In addition to the iterative calculation of the Lagrange multipliers described in section (5.2.2), and using the subgradient method [35] , the Lagrange multipliers, i.e., Γ, Z and ζ, added to the Fifth, Sixth and Seventh constraints, respectively, can be calculated as follows: primal variable is more complicated, since the latter appears inside the logarithm when applying the Shannon's formula. From [41] the latter can be calculated as follows:
The distributed optimization Algorithm 1 summarizes the resolution of the P3 optimization problem
P4 resolution
Let us now discuss the updating of the coupling variable (a + il , a − il ), based on the localized hop-by-hop routing protocol. Each node i executes first the distributed optimization algorithm P4 described in Algorithm 2, that has as an input the required reliability (RequiredReliability l , l ∈ L) defined by the application layer, and starts by identifying all the neighboring nodes (step1, lines 3-9). In this step, called the neighboring discovery phase, a node j is considered as a neighbor of i if the distance between the two nodes is inferior or equal to the defined communication range (ComRange). Once the neighboring nodes are discovered, the estimation of the links reliability starts by executing a simple ping processus (step2, lines 10-13), using the formulation 18. Achieving this point, each node i has the necessary information in order to select the first best downstream node. To do so, the node i identifies a candidate downstream node j ( j ∈ Nbrs i ) that produces the geographic progress toward the sink node (S) (i.e., constraint (8)), ensures a shortest path (i.e., constraint (9) ) and respects at the same time the required reliability by the application layer (i.e., constraint (10) ). Once this conditions are met, it stores it in the routing table, updates the a + il and a − il matrices and informs all its neighboring nodes (step3, lines [14] [15] [16] [17] [18] [19] [20] [21] . Let us know explain the main part of our algorithm that allows to cross the two axes, namely, the data processing axis and the routing axis. After the update of the a + il and a − il matrices, each node i can indeed starts the execution of the distributed optimization algorithm P3 described in Algorithm 1, in order to update the processing axis parameters (i.e., P sh , R h , x hl , q i ) until a certain number of iterations (ItThreeshold). Once this threshold is reached, the Distributed optimization algorithm P4 (Algorithm 2-step4 line 25) is called with an updated R h and C l . Then, each node i verifies if Rh ≥ l∈L a + il C l , ∀i ∈ N. If it returns True, the node i executes step 3 in order to select the second best downstream node. Then recalls the distributed optimization algorithm P3 with the updated a 
Path reliability
The end-to-end path reliability is difficult to address, and can be defined by the application layer. Since the latter is multiplicative, the variation of only one link over one path can highly reduce the end-to-end reliability performance. Taken as an example, the end-to-end reliability requirement of 85% and only 4 hops to reach the destination from the source node. Note that, even if the reliability of each of the 4 links is of 85% then the path is not feasible to satisfy the end-to-end reliability requirement. To achieve a such reliability, the mean of reliability on the 4 links has to be 97%, which is very restrictive in wireless multimedia sensor networks. Thus, this point should be considered during the link reliability definition.
Ping process
In order to estimate the reliability of each constructed link, each video sensor node i sends a certain number of packets to each neighboring node j attached with a sequence number. At the reception of these packets, each node j (∀ j ∈ Nbrs i ) computes the R l , ∀l ∈ L, as described in (18) . Then, it sends back the estimated reliability of the link to the source node i. 14
Path confirmation
In contrast to the solution proposed in section 5.2.1, where each node receives the list of the adequate downstream nodes from the sink through the inverse path, in this solution, each node relies on local information to make the decision. In fact, based on the links reliability and on the updating of the outgoing and incoming links(through the updating of the R h and C l ), each node selects and maintains the adequate number of paths in order to achieve the optimal routes between the latter and the sink.
Disjoint Path
Based on the data rate R h at the source node h and the links capacity C l on all the outgoing links l from node h, each node decides locally about the sufficient number of paths that should be considered. If more than one path is selected, then the source node h chooses the second node j, j ∈ Nbrs h , that is totally different from the first best neighbor node, and that ensures not only a geographic progress toward the sink, but also respects the required reliability by the application layer.
Simulation results
In this stage of simulation, we use the same parameters initialization values of the video sensors as presented in section 1. Then, we set the transmission and reception maximal powers to P t max = 2.63 W and P r max = 1.5 W, respectively. The additive white Gaussian noise is set to N 0 = 0.5, while the bandwith is set to W = 240 Ghz. In addition to these parameters, and in order to evaluate the performance of our solution, we have chosen to evaluate it through two different topologies as shown in figure 7 , where the sink was placed in two different locations. In the first topology, the sink was placed in the corner of the network, while in the second topology, the sink was placed in the middle of the network.
Convergence of the proposed solution
The convergence of the auxiliary variable q i to a common q, can be observed in the Figure 8 and Figure 9 for the first (T1) and second (T2) topologies, respectively. Similarly to the convergence results in section 6.1, we consider the system as completely stable when the maximum variation between the q i is T = 10 −2 . The peaks in figures 8 and 9 can also be observed. These peaks mean that, the correspondent node has chosen to add an additional path after the data rate R h and links capacity C l verification, in order to choose the adequate number of paths to be used. Note that the duration of each peak is very small and even negligible and is about 2.17s using the MiXiM-2.3 framework that was integrated into the omnetpp-4.6 simulator. Before going further, let us discuss the choice of the sufficient number of paths and how it works. Since both experimentation on the two different topologies lead to the same conclusion, the focus will only be put results of the first topology (T1). Table 3 shows two cases: the Algorithm 2 Distributed optimization algorithm P4 (DOAP4)
to zero, ComRange = 30 3: step 1: 4: each node i ∈ N and h ∈ V Broadcast HelloMsg(ID i ,x i ,y i ); 6: if (dist(i, j) ≤ ComRange , ∀ j ∈ Nbrs i ) then
7:
HelloReply(ID j ,x j ,y j ); 8: end if 9: end step 1 10: step 2: 11: ping(j), ∀ j ∈ Nbrs i ; 12: return R l ; 13: end step 2 14: step 3: 15: min=inf 16: first one, when the node needs to have 3 paths, while in the second case, the node needs to have only 2 paths in order to achieve the performance demands of the target application. From the table above, we can observe that the data rate R 0 is much bigger than the link capacity C 0 that connects node 0 to its first best neighbor node. To cope with this problem, node 0 chooses its second best downstream node (connected by link l = 1, in this experimentation). However, both paths seem to be insufficient for the data transmission. Thus, node 0 has to select another downstream node which is considered as the third best neighbor node, instead of node 5 where the selection of only two paths seems to be the adequate number of paths to be used (i.e., R 5 < C 15 + C 16 ). The main advantage of such a downstream node(s) selection is the progressive path discovery, making it possible to choose not only the best path(s) toward the sink node, but also, to select the sufficient number in order to preserve the energy of each node and thus extend the network lifetime.
Optimization cost
In this subsection we analyze the cost of the optimization steps in terms of energy and duration at each node for the first and second topologies. Figure 10 and Figure 11 depict the percentage of battery consumption of each video sensor node, for the first and second topology, respectively. The latter concerns the total energy requirement for the optimization steps of both P3 and P4. It can be observed that the energy consumed by the highest consumer node in term of battery, in order to ensure the convergence, did not exceed 0.025% and 0.08% for the first and second topology, respectively. Thus, it can be concluded that the optimization steps including both P3 and P4 consume a negligible amount of energy. 
Energy cost
Optimization steps duration
Let us now evaluate the duration (in minutes) of the optimization steps needed for the system convergence. Figure 12 (first topology) and Figure 13 (second topology) present the optimization steps duration including both P3 and P4, for each threshold T ≤ 10 −3 . It can be observed that the optimization duration differs from one topology to another, here the optimization duration of the second topology exceeds the optimization duration of the first one. This difference can be explained by the adequate number of paths selected by each video node. Note that, the smaller the number of the selected paths is, the bigger the number of iterations required for the system to converge is, and thus, the longer the optimization duration last. 
Node lifetime improvement
Let us recall that, the node lifetime is calculated as follows: T i = B i /P i . An this stage of the evaluation, we focus on the remaining lifetime of each video node after each convergence threshold. Taking into account that the network lifetime is defined by the node that has the lowest lifetime, Figure 14 , and Figure 15 show the improvement of nodes lifetime for the first and second topology, respectively. It can be observed that the network lifetime has been increased by increasing the lowest node lifetime (namely. node 3 for the first topology and node 0 for the second topology) by at least 7.47 times for the first topology and by 7.67 times for the second one. This improvement demonstrates the efficiency of the integration of the routing into the analytical model, while respecting the reliability of each path and selecting the sufficient number of paths in order to prolong the network lifetime and respect the desired video quality at the destination level. 
Conclusion
In wireless video sensor networks, the video coding and multimedia content delivery are the most energy consuming tasks, and hence impact the overall network lifetime. Thus, both the processing and the delivery of multimedia content should be considered, since their interaction has a major impact on the network lifetime. In this paper, based on our previous work on power/rate tradeoff for network lifetime maximization, a new analytical model for video coding and multimedia content delivery have been proposed. The optimization problem was solved over a two level optimization, through which each video sensor node chooses the best downstream node(s) based on: the link reliability, the data rate of the video node and the capacity of each link. At the same time, the trade-off between the encoding power at the source level and the desired video quality at the destination level is ensured. Simulation results prove the efficiency of the proposed solution, given its minimal requirements in terms of computational power and energy consumption, while ensuring the desired video quality at the destination level to be transmitted to the cloud for a relevant analysis.
