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Abstract
In this paper we study a boundary value problem in manifolds with
weakly umbilic boundary (the Second Fundamental form of the boundary is
a constant multiple of the metric). We show that if we start with a metric of
positive Ricci curvature and convex boundary (positive Second Fundamental
form), the flow uniformizes the curvature.
1 Introduction
In this paper we consider the problem of deforming metrics in manifolds with
boundary via the Ricci flow. The Ricci flow in manifolds with boundary was first
considered by Shen in [She]. The problem he considered was the following

∂tg = −2Ric(g) in M × [0, T )
hg = κg on ∂M × [0, T )
g|t=0 = g
(1)
where hg is the Second Fundamental Form of the boundary with respect to the
outward unit normal, and κ is a constant. We also ask for the following compat-
ibility condition (which is required in order to show that the solution has enough
regularity),
h (·, 0) = κg (·) .
The proof of the basic short time existence result is given in [She]. Here we
state it with a little more specifications which are necessary to justify certain
applications of the Maximum Principle.
Theorem 1.1 The Boundary Value Problem (1) has a unique continuous so-
lution for a short time. This solution is smooth in M × (0, T ), and Ric (g) is
continuous in M × [0, T ).
Also, in the same paper, the following result is proved
1
Theorem 1.2 ([She]) Let (M,g) be a compact three-dimensional Riemannian
manifold with totally geodesic boundary and with positive Ricci curvature. Then
(M,g) can be deformed to (M,g∞) via the Ricci flow such that (M,g∞) has
constant positive curvature and totally geodesic boundary.
Here we consider the normalized version of (1). The normalization goes as
follows. Let ψ (t) be such that for g˜ = ψg we have V ol (M) = 1. Then we change
the time scale by letting
t˜ (t) =
∫ t
0
ψ (t) dτ,
then g˜
(
t˜
)
satisfies the equation
{
∂
∂t˜
g˜ = 2
n
r˜g˜ − 2Ric (g˜) in M × [0, T )
hg = κ
(
t˜
)
g˜ on ∂M × [0, T ) (2)
where
r˜ =
∫
M
R˜ dV.
and R˜ is the scalar curvature of the metric r˜.
Our main result is
Theorem 1 If κ ≥ 0 the solution of (2) exists for all time and converges expo-
nentially to a metric of constant sectional curvature and totally geodesic bound-
ary.
We conjecture that
Conjecture 1 If h = κg, for κ any nonnegative function, then the metric g0 can
be deformed via the Ricci flow to a manifold of constant curvature and totally
geodesic boundary.
This paper is organized as follows. In Section 2 we present the basic Maximum
Principle for tensors used in this work. In section 4.1, we prove the basic pinching
estimates, and we give an argument to prove Theorem 1. Finally, in Section 5
we sketch a method to produce bounds on derivative of the curvature up to the
boundary from bounds in the curvature.
2 Maximum Principle
The Hopf Maximum Principle for the Ricci Flow is due to Shen ([She]). We
restate it here in a slightly different way, very convenient for our purposes. First
a definition.
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Definition 2.1 Let Mij be a tensor and let Nij = p (Mij , gij) be a polynomial in
Mij formed by contracting products of Mij with itself using the metric gij . We
say that N satisfies the null eigenvector condition if whenever vi is a null
eigenvector of Mij , the we have Nijv
ivj ≥ 0
We say that M satisfies the normal derivative condition at a point p ∈
∂M , if for any null-eigenvector v of Mij ,
(Mij;ν) v
ivj ≥ 0
Theorem 2.2 ([She], [H1]) Let (M,g) be a Riemannian manifold such that
Rij ≥ − (n− 1)ωgij . Suppose we have
∂
∂t
Mij = ∆Mij + u
k∇kMij +Nij
for some constant ω, where N = P (Mij, gij) satisfies the null-eigenvector condi-
tion, andM satisfies the normal derivative condition. Then the conditionMij > 0
is preserved under the flow.
3 Shen’s Parabolic Simon Identity
In this section we prove an important parabolic identity for the Second Funda-
mental form of the boundary of (M,g). This identity was derived by Shen (with
what it seems to us some mistakes), in [She] using Cartan’s formalism for his com-
putations. We recast and rederive this formula using classical tensor notation.
First we fix some notation.
Notation. The metric g restricted to ∂M will be denoted by g. ∇ will
denote the connection of g, whereas ∇ will denote the (Levi-Civita) connection
of g. Covariant differentiation with respect to ∇ will be denoted by a vertical
bar (|). Covariant differntiation with respect to ∇ will be denoted by a semicolon
(;). By hαβ we will denote the Second Fundamental form of ∂M . Finally, greek
numerals (except ν, which we have chosen to represent the outward unit normal)
denote quantities in the boundary.
✷
We are ready to establish,
Proposition 3.1 (Shen’s Simon parabolic identity)
∂
∂t
hαβ = ∆hαβ −Hαβ −Rnαβn|n −HRnαβn
−gγδgρωhβρRαδγω − gγδgρωhδρRβγαω
−Hgρωhβρhωα + |A|2hαβ
−gγδgρω (Rβδγρhωα +Rβδαρhωγ)
−gγδgρω (hβρhδαhωγ − hβγhδρhωα)
(3)
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Proof. We want to find an expression for hαβ;γδ. We start our calculations,
hαβ;γδ = hαγ;βδ +Rβγαn;δ
= hαγ;δβ + g
ρω
(
Rβδγρhωα +Rβδαρhωγ
)
+Rβγαn;δ
= (hδγ;α +Rαδγn);β
+gρω
(
Rβδγρhωα +Rβδαρhωγ
)
+Rβγαn;δ
= hδγ;αβ +Rαδγn;β
+gρω
(
Rβδγρhωα +Rβδαρhωγ
)
+Rβγαn;δ,
then by Gauss equation,
Rβδγρ = Rβδγρ + hβρhδγ − hβγhδρ
Rβδαρ = Rβδαρ + hβρhδα − hβαhδρ
from which we obtain
hαβ;γδ = hδγ;αβ +Rαδγn;β +Rβγαn;δ
+gρω (Rβδγρhωα +Rβδαρhωγ)
gρω(hβρhδγhωα + hβρhδαhωγ
−hβγhδρhωα − hβαhδρhωγ).
(4)
Using the following fact,
Rαδγn;β = Rαδγn|β − hαβRnδγn − hδβRαnγn + gρωhβρRαδγω (5)
and (4) we get
hαβ;γδ = hδγ;αβ +Rαδγn|β +Rβγαn|δ
−hαβRnδγn − hδβRαnγn + gρωhβρRαδγω
−hβδRnγαn − hγδRβnαn + gρωhδρRβγαω
+gρω (Rβδγρhωα +Rβδαρhωγ)
gρω(hβρhδγhωα + hβρhδαhωγ
−hβγhδρhωα − hβαhδρhωγ).
Contract in the indices γ and δ. Denoting by H = gαβhαβ , by |A|2 the norm
of the tensor hαβ , and using the Second Bianchi identity, produce
∆hαβ = Hαβ +Rαn|β +Rβn|α −Rβα|n +Rnαβn|n
−hαβRnn +HRnαβn−
+gγδgρωhβρRαδγω + g
γδgρωhδρRβγαω
+Hgρωhβρhωα − |A|2hαβ
+gγδgρω (Rβδγρhωα +Rβδαρhωγ)
+gγδgρω (hβρhδαhωγ − hβγhδρhωα) .
(6)
4
Finally, we use the fact
∂
∂t
hαβ = −Rnnhαβ +Rαn|β +Rβn|α −Rβα|n, (7)
to finally show the formula.
✷
Contracting the previous formula in the indices α and β yields,
Corollary 3.2
Rνν|ν = −gαβ
∂
∂t
hαβ −HRνν = 2κ
[
gαβRαβ −Rνν
]
. (8)
✷
Proposition 3.3
∇νRαβ = Rννhαβ . (9)
Proof. Let ∂
∂η
be the outward normal vector to ∂M at t = 0. Then, as a
consequence of the Codazzi equations, ∂
∂η
remains normal to ∂M throughout the
flow. In this case we have that
hαβ =
1
2 (gηη)
1
2
∂gαβ
∂η
.
A straightforward computation gives,
h′αβ = Rννhαβ −
∂Rαβ
∂ν
.
Recalling that hαβ = κgαβ , we obtain
−2κRαβ = Rννhαβ − ∂Rαβ
∂ν
,
which can be written as,
∂Rαβ
∂ν
= 2κRαβ +Rννhαβ . (10)
On the other hand we have,
∇νRαβ = ∂Rαβ
∂ν
− gρω (Rαρhωβ +Rβρhωα) ,
which in the special case we are studying becomes,
∇νRαβ = ∂Rαβ∂ν − κgρω (Rαρgωβ +Rβρgωα)
= Rννhαβ + 2κRαβ − 2κRαβ
= Rννhαβ .
✷
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Remark 3.4 The previous computation is valid even when the metric is not
rotationally symmetric.
From Corollary 3.2 and Proposition 3.3 we get the following formula for the
normal derivative of the scalar curvature
Corollary 3.5
∂
∂ν
R = 2κgαβRαβ. (11)
4 Proof of the Main Theorem
We show that the estimates used in [H1] are still valid in the case we are studying
in this paper.
4.1 Pinching Estimates
The first consequence of the previous computations is the following result that
we state without proof.
Lemma 4.1 If Ric > 0 at time t = 0, it remains so as long as the solution to
the flow exists.
Using the results of the previous section we can show the following pinching
estimates. We adopt the following notation: µ ≤ λ are the eigenvalues of Rαβ
and ν = Rνν on ∂M .
Lemma 4.2 Let η > 0 be such that λ < (1 + η)µ throughout the flow, and
assume that at t = 0 we have Rij > ǫRgij for ǫ <
1
2(2+η) . This condition is
preserved under the flow.
Proof. The equation satisfied in the interior by the tensor
Tij =
Rij
R
− ǫgij
are computed in [H1]. All we have to see is what happens with the normal
covariant derivative of T at a point in the boundary when it gets a null eigenvalue.
By the decomposition of the Ricci tensor at the boundary (consequence of Codazzi
equations), we have to consider two cases separately: when the eigenvector is
normal to the boundary, and when it is tangent.
For the first case we must have
Rαβ ≥ ǫRgij and Rνν = ǫR.
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If we compute the relevant part (it is clear that if v ⊥ ∂M , then (∇νTαβ) vαvβ =
0),
∇ν
(
Rνν
R
− ǫ
)
= 2κgαβ
Rαβ
R
− 2κRνν
R
− 1
R2
(
2κgαβRαβ
)
Rνν
= 2κgαβ
Rαβ
R
− 2κgαβ Rαβ
R
Rνν
R
− 2κRνν
R
≥ 2κgαβ Rαβ
R
− 2κgαβ Rαβ
R
ǫ− 2κǫ
= 2κ (1− ǫ) gαβ Rαβ
R
− 2κǫ
≥ 2κ (1− ǫ) gαβ (ǫgαβ)− 2κǫ
= 4κ (1− ǫ) ǫ− 2κǫ
= 2κǫ (1− 2ǫ) > 0 if ǫ ≤ 12 .
The second case is taken care of by the following computation (in this case
notice that if v ∈ Tp∂M , then (∇νTνν) vnvn = 0 -because vn = 0). In this case
we assume Rαβ = ǫRgαβ (here we use the hypothesis on the rotational symmetry
of the metric) and Rνν ≥ ǫR.
∇ν
(
Rαβ
R
− ǫgαβ
)
=
∇νRαβ
R
− 1
R2
∂R
∂ν
Rαβ
= Rνν
R
hαβ − 1R2 2κgρσRρσRαβ
= Rνν
R
hαβ − 2κgρσ RρσR
Rαβ
R
≥ ǫhαβ − 2κ (2 + η) ǫ · ǫgαβ
= κǫgαβ − 4κǫ2gαβ = κ
[
ǫ− 2 (2 + η) ǫ2]
≥ 0 if ǫ ≤ 12(2+η) .
✷
As a corollary we get
Corollary 4.3 In the rotationally symmetric case if Rij ≥ ǫRgij at time t = 0,
with ǫ < 14 , then it remains so for all time.
Proof. Apply Lemma 4.2 with η = 0.
✷
Corollary 4.4 The scalar curvature blows up in finite time.
Proof. Notice that the scalar curvature satisfies the following differential in-
equality {
∂R
∂t
≥ ∆R+ ǫ2R2
∂R
∂ν
≥ 0
The Maximum Principle can be applied now to show the statement of the corol-
lary.
✷
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Remark 4.5 From the proof of Lemma 4.2 we see that a sufficient condition to
have the pinching estimate is that the following holds. There is δ > 0 such that
Rνν ≥ δgαβRαβ on ∂M × (0, T ) (12)
More exactly we have
Proposition 4.6 Assume inequality (12) holds as long as the solution to the
Ricci flow exists. Then if at t = 0 we have Rij ≥ ǫRgij with ǫ ≤ δ2 , it remains so.
Proof. The computations in Lemma 4.2 the first (in time) null eigenvector
of the tensor
Tij =
Rij
R
− ǫgij
cannot happen in the normal direction. So if v is the first null eigenvector of Tij
to occur, then vn = 0. We compute as follows,
∇ν
(
Rαβ
R
− ǫgαβ
)
vαvβ ≥
[
δgρσ Rρσ
R
hαβ − 2κgρσ RρσR
Rαβ
R
]
vαvβ
≥ κgρσ Rρσ
R
[δgαβ − 2ǫgαβ ] vαvβ
≥ 0 if ǫ ≤ δ2 .
✷
4.2 Preserving pinching.
We continue to use the following notation: λ ≥ µ are the eigenvalues of Rαβ, and
ν = Rνν .
Lemma 4.7 Let η > 0 be such that for any P ∈ ∂M , we have
either λ ≤ (1 + η)µ or λ ≤ (1 + η) ν.
Then a pinching condition holds for ǫ ≤ 12(2+η) .
Proof. Choose 0 < ǫ < 12(2+η) such that the pinching condition Rij > ǫRgij
holds at t = 0. Then if there is a time t0 where this pinching ceases to hold, there
should be a point p ∈ ∂M where the tensor Tij = RijR − ǫgij achieves its first zero
eigenvalue. By the computations in Lemma 4.2 we know that the eigenvector
corresponding to this eigenvalue is tangent to the boundary. If at this point
λ < (1 + η)µ holds, the calculations in Lemma 4.2 show that
∇ν
(
Rαβ
R
− ǫgαβ
)
≥ ǫκ− 2κ (2 + η) ǫ2 ≥ 0.
In the case that λ < (1 + η) ν holds then Rνν > 2ǫg
αβRαβ holds, and at this
point there cannot be a 0 eigenvalue of Tij by Proposition 4.6.
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✷Consider the function
f =
S
R2
=
λ2 + µ2 + ν2
(λ+ µ+ ν)2
then we have,
Lemma 4.8 If there is δ > 0 such that f ≤ 1− δ, then there is η > 0 such that
the hypothesis of Lemma 4.7 holds.
Proof. If the hypothesis of this Lemma holds, then we must have
c ≤ µ
λ
+
ν
λ
< C,
and the conclusion of the Lemma follows.
✷
The previous two Lemmas show that if the pinching ceases to hold, it is
because f approaches 1 as t→ T . Let us compute ∇νf at ∂M .
Lemma 4.9 We have
∇νf = 2 κ
R3
{
ν (λ+ µ+ ν) [3 (λ+ µ)− 2ν]− 2 (λ+ µ)
(
λ2 + µ2 + ν2
)}
A direct analysis of the previous expression shows the following,
Lemma 4.10 There exists ρ > 0 small enough such that if µ
λ
+ ν
λ
< ρ then
∇νf ≤ 0. Also if λν → 0, the same conclusion holds.
From [H1] we borrow the following Lemma,
Lemma 4.11 f satisfies the following differential inequality
∂
∂t
f ≤ ∆f + uk∂kf
where uk =
2
R
gkl∂lR.
We show now that the maximum of f cannot approach 1 as t → T . Indeed,
if it does, we must have that either for every ρ > 0 there is a time t where
µ
λ
+
ν
λ
< ρ or
ν
λ
→∞
But at such point f cannot achieve a maximum, since this point must be in
∂M by Lemma 4.11, and Lemma 4.10 would lead to a contradiction. Hence we
have shown
Theorem 4.12 There is an ǫ > 0 small enough, such that if Rij > ǫRgij holds
at time t = 0, then it continues to hold for all time.
✷
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4.3 Pinching the eigenvalues
In this section we show that as it is the case in closed manifolds of positive Ricci
curvature, the eigenvalues of the Ricci tensor approach each other as the scalar
curvature blows up.
Theorem 4.13 We can find a δ > 0 and a constant C depending only on the
initial metric such that on 0 ≤ t < T we have
S − 1
3
R2 ≤ CR2−δ.
Proof. As we now have proved the pinching estimates, Hamilton’s computa-
tions for manifolds without boundary, carries over to the interior of oor manifold.
If we define
f =
S
Rγ
− 1
3
Rγ−2, γ = 2− δ, δ ≤ 2ǫ2
we know that f satisfies an inequality
∂
∂t
f ≤ ∆f + uk∂kf.
All we have to show then, to finally prove the Theorem is that for δ > 0 small
enough, ∇νf ≤ 0 outside a compact set of values of
(
λ
ν
, µ
ν
, 1
)
. We do this in a
series of Lemmas.
✷
Lemma 4.14
∇νf = 2κ
{
ν[3(λ+µ)−2ν]
(λ+µ+ν)γ − γ
(λ2+µ2+ν2)(λ+µ)
(λ+µ+ν)γ+1
+δ 13 (λ+ µ+ ν)
γ−3 (λ+ µ)
}
Lemma 4.15 For δ > 0 small enough and M > 0 big enough, if λ
ν
+ µ
ν
≥ M
then ∇νf < 0.
Proof. Assume for a moment that δ = 0. Then the expression that deter-
mines the sign of ∇νf is
(λ+ µ+ ν) [3 (λ+ µ)− 2ν]− 2
(
λ2 + µ2 + ν2
)
(λ+ µ) .
Dividing by ν and writing x = λ
ν
, y = λ
µ
, we must analyze the behavior of the
h (x, y) = (x+ y + 1) [3 (x+ y)− 2]− 2
(
x2 + y2 + 1
)
(x+ y) .
Notice that if x = 0 or y = 0, there is ρ > 0 such that h (x, y) ≤ −ρ. Now we
show that for a rectangle Q big enough with sides parallel to the coordinate axes,
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we must have that if (x, y) ∈ R2\Q, then h (x, y) < 0. Indeed, if we maximize the
function h subject to the constraint x+ y = ǫ, then we obtain that the maximum
is reached when x = ǫ2 = y. Evaluating at this point we obtain
h
(
ǫ
2
,
ǫ
2
)
= −ǫ3 + 3ǫ2 − ǫ− 2
it is easy to see that if ǫ > 3 and ǫ < 1, then h
(
ǫ
2 ,
ǫ
2
)
< 0. This together with the
previous observation shows the assertion.
Observe that the term
(λ+ µ+ ν)γ (λ+ µ)
(λ+ µ+ ν)3
is bounded if R ≥ ρ > 0. This show that if δ > 0 is small enough, then ∇νf < 0.
This also finishes the proof of Theorem 4.13.
✷
4.4 The gradient of the Scalar Curvature.
Now we can use a compactness argument as in [H2] to show the following
Theorem 4.16 For every θ > 0 we can find s constant C (θ) depending only on
θ and the initial value of the metric, such that on 0 ≤ t < T we have
max
t≤τ
max
P
|DRm (P, t)| ≤ θmax
t≤τ
max
P
|Rm (P, τ)|3 + C (θ)
Of course, to produce this compactness argument we need to bound deriva-
tives of the curvature in terms of the curvature. The rest of the proof of long
time existence and exponential convergence then follows the same arguments as
in [H1], again as long as we learn how to bound derivatives of the curvature in
terms of bounds in the curvature, and this is the purpose of the last section of
this work.
5 Bounding derivatives of the the curvature
In this section we sketch a procedure to produce bounds on the derivatives of the
curvature tensor from bounds on the curvature. We skip the first order derivatives
since the computations of Theorem 7.1 in [H2] (see also Theorem 6.1 in [C1]),
can be easily adapted to our case and show how to produce bounds on certain
second derivatives, hoping that the reader will find easy to convince himself that
this method extends to bound any number of derivatives.
Fist of all, fix a collar of the boundary and fix Fermi coordinates
(
x1, . . . , xn
)
with respect to the initial metric, where xn is the distance to the boundary. The
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vector fields ∂α, α = 1, . . . , n−1 remain tangent to the boundary (of course when
restricted to the boundary) whereas the vector field ∂n remains normal (recall
that we are working with a weakly umbilic boundary it remains).
By the interior derivative estimates of Shi, on the inner boundary of the collar
for t > 0 we can assume bounds on all the derivatives of the curvature in terms of
a bound of the curvature. All these said, we set ourselves to the task of estimating
derivatives of the form ∇i∇νRic, i = 1, . . . , n where we denote by ν := 1gnn∂n,
which coincides with the outward unit normal when restricted to the boundary.
From now on we assume bounds |Ric| ≤ M0 and |∇Ric| ≤ M1 on M × [0, T ],
T <∞.
The evolution equations for the Ricci tensor are given by{
∂
∂t
Rαβ = ∆Rαβ −Qαβ in M × (0, T )
∇νRαβ = κRννgαβ on ∂M × (0, T ) (13)
{
∂
∂t
Rνν = ∆Rνν −Qνν + 2 (Rνν)2 in M × (0, T )
∇νRνν = 2κ
[
gαβRαβ −Rνν
]
on ∂M × (0, T ) (14)
Borrowing from Lemma 13.1 in [H1] we find that the first covariant derivative
of the Ricci tensor satisfies the following system of equations
Proposition 5.1{
∂
∂t
(∇νRic) = ∆ (∇νRic) +Ric ∗ ∇νRic in M × (0, T )
∇νRic = g ∗Ric on ∂M × (0, T ) (15)
as in [H1], if A and B are two tensors we write A ∗B for any linear combination
of tensors formed by contraction on Ai...jBk...l using the metric g
ik. Notice that
in the expession g ∗Ric we have absorbed the constant κ.
We have to compute the Laplacian when acting on 3-tensors. We have the
following formula
Proposition 5.2
∇j∇iΨlmk = ∂2∂xi∂xjΨlmk
−Ψpmk ∂∂xj
(
Γpil
)−Ψlpk ∂∂xj (Γpim)−Ψlmp ∂∂xj (Γpik)
−ΓpilΨpmk,j − ΓpimΨlpk,j − ΓpikΨlmp,j
(16)
Therefore, taking Ψ = Ric in Proposition 5.2, system (15), becomes{
∂
∂t
∇νRic−∆e∇νRic =W in M × (0, T )
∇νRic = g ∗Ric on ∂M × (0, T )
where
∆e = g
ij ∂
2
∂xi∂xj
and
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W = Γ ∗ ∇2Ric+Ric ∗ ∇Ric+ ∂Γ ∗ ∇Ric.
Let Fij be the extension of the boundary quantity that appears in (13) and
(14). Then we have the following formulae,
{
∂F
∂t
= Ric ∗Ric+ g ∗ ∇2Ric
∆F = g ∗ ∇2Ric
Hence, if we define U = ∇Ric − F , we find that it satisfies the following
system {
∂U
∂t
−∆eU =W in M × (0, T )
U = 0 on ∂M × (0, T )
where W =W − ∂F
∂t
− g ∗ ∇2Ric.
Via the Ricci flow, and taking into account that we are considering a bounded
time interval, it can be shown that
∣∣∂iΓ∣∣ ≤ C ∣∣∇i+1Ric∣∣, and hence we can bound
W in terms of bounds on ∣∣∇iRic∣∣ (i = 1, 2).
By the local interior estimates of Shi, we can assume that U = 0 on the part
of the boundary of the collar which is contained in the interior of the manifold.
We must point out that by assuming U = 0 we are introducing in the estimates
for the bounds terms depending on the size of the collar of the boundary (at time
t = 0) where we are estimating.
By the theory of the first boundary value problem, we can represent U as
U =
∫ θ
0
(∫
ΓW
)
dτ +
∫
Γ (∇Ric+ g ∗Ric) |t=0 (17)
where Γ is the fundamental solution of ∆e. The integral sign without specified
region of integration refers to spatial integration.
Notice that ∇U = ∇2Ric. Therefore, if M2 = max
∣∣∇2Ric∣∣ we get from (17)
M2 ≤M2
∫ θ
0
(∫
∇Γ
)
+
M1 ·M0√
θ
here Mi = max
∣∣∇iRic∣∣, i = 0, 1
By making θ > 0 small we obtain
M2 ≤ M1M0√
θ
The smallness of θ depends on Lipszchitz bounds on the coefficients of ∆e
which in turn only depend on M0 and M1.
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