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Abstract Recent years have witnessed the surge of asynchronous parallel
(async-parallel) iterative algorithms due to problems involving very large-scale
data and a large number of decision variables. Because of asynchrony, the it-
erates are computed with outdated information, and the age of the outdated
information, which we call delay, is the number of times it has been updated
since its creation. Almost all recent works prove convergence under the assump-
tion of a finite maximum delay and set their stepsize parameters accordingly.
However, the maximum delay is practically unknown.
This paper presents convergence analysis of an async-parallel method from
a probabilistic viewpoint, and it allows for large unbounded delays. An explicit
formula of stepsize that guarantees convergence is given depending on delays’
statistics. With p+1 identical processors, we empirically measured that delays
closely follow the Poisson distribution with parameter p, matching our theoret-
ical model, and thus the stepsize can be set accordingly. Simulations on both
convex and nonconvex optimization problems demonstrate the validness of our
analysis and also show that the existing maximum-delay induced stepsize is
too conservative, often slowing down the convergence of the algorithm.
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1 Introduction
In the “big data” era, the size of the dataset and the number of decision
variables involved in many areas such as health care, the Internet, economics,
and engineering are becoming tremendously large [34]. It motivates the de-
velopment of new computational approaches by efficiently utilizing modern
multi-core computers or computing clusters.
In this paper, we consider the block-structured optimization problem
minimize
x∈Rn
F (x) ≡ f(x1, . . . ,xm) +
m∑
i=1
ri(xi), (1)
where x = (x1, . . . ,xm) is partitioned into m disjoint blocks, f has a Lipschitz
continuous gradient (possibly nonconvex), and ri’s are (possibly nondifferen-
tiable) proper closed convex functions. Note that ri’s can be extended-valued,
and thus (1) can have block constraints xi ∈ Xi by incorporating the indicator
function of Xi in ri for all i.
Many applications can be formulated in the form of (1), and they include
classic machine learning problems: support vector machine (squared hinge loss
and its dual formulation) [6], LASSO [30], and logistic regression (linear or
multilinear) [37], and also subspace learning problems: sparse principal com-
ponent analysis [38], nonnegative matrix or tensor factorization [5], just to
name a few.
Toward solutions for these problems with extremely large-scale datasets
and many variables, first-order methods and also stochastic methods become
particularly popular because of their scalability to the problem size, such as
FISTA [1], stochastic approximation [21], randomized coordinate descent [22],
and their combinations [7,35]. Recently, lots of efforts have been made to
the parallelization of these methods, and in particular, asynchronous paral-
lel (async-parallel) methods attract more attention (e.g., [16,24]) over their
synchronous counterparts partly due to the better speed-up performance.
This paper focuses on the async-parallel block coordinate update (async-
BCU) method (see Algorithm 1) for solving (1). To the best of our knowl-
edge, all works on async-BCU before 2013 consider a deterministic selection
of blocks with an exception to [29], and thus they require strong conditions
(like a contraction) for convergence. Recent works, e.g., [16,17,24,12], employ
randomized block selection and significantly weaken the convergence require-
ment. However, all of them require bounded delays and/or are restricted to
convex problems. The work [12] allows unbounded delays but requires convex-
ity, and [8,3] do not assume convexity but require bounded delays. We consider
unbounded delays and deal with nonconvex problems.
1.1 Algorithm
We describe the async-BCU method as follows. Assume there are p + 1 pro-
cessors, and the data and variable x are accessible to all processors. We let
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all processors continuously and asynchronously update the variable x in par-
allel. At each time k, one processor reads the variable x as xˆk from the global
memory, randomly picks a block ik ∈ {1, 2, · · · ,m}, and renews xik by a prox-
linear update while keeping all the other blocks unchanged. The pseudocode
is summarized in Algorithm 1, where the prox operator is defined in (3).
The algorithm first appeared in [16], where the age of xˆk relative to xk,
which we call the delay of iteration k, was assumed to be bounded by a certain
integer τ . For general convex problems, sublinear convergence was established,
and for the strongly convex case, linear convergence was shown. However,
its convergence for nonconvex problems and/or with unbounded delays was
unknown. In addition, numerically, the stepsize is difficult to tune because it
depends on τ , which is unknown before the algorithm completes.
Algorithm 1: Async-parallel block coordinate update
Input : Any point x0 ∈ Rn in the global memory, maximum number of iterations
K, stepsize η > 0
while k < K, each and all processors asynchronously do
select ik from [m] uniformly at random;
xˆk ← read x from the global memory;
for all i ∈ [m],
xk+1i ←
{
proxηri
(
xki − η∇if(xˆk)
)
, if i = ik,
xki , otherwise;
(2)
increase the global counter k ← k + 1;
end
1.2 Contributions
We summarize our contributions as follows.
– We analyze the convergence of Algorithm 1 and allow for large unbounded
delays following a certain distribution. We require the delays to have certain
bounded expected quantities (e.g., expected delay, variance of delay). Our
results are more general than those requiring bounded delays such as [16,
17].
– Both nonconvex and convex problems are analyzed, and those problems
include both smooth and nonsmooth functions. For nonconvex problems,
we establish the global convergence in terms of first-order optimality condi-
tions and show that any limit point of the iterates is a critical point almost
surely. It appears to be the first result of an async-BCU method for gen-
eral nonconvex problems and allowing unbounded delays. For weakly con-
vex problems, we establish a sublinear convergence result, and for strongly
convex problems, we show the linear convergence.
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– We show that if all p + 1 processors run at the same speed, the delay
follows the Poisson distribution with parameter p. In this case, all the
relevant expected quantities can be explicitly computed and are bounded.
By setting appropriate stepsizes, we can reach a near-linear speedup if
p = o(
√
m) for smooth cases and p = o( 4
√
m) for nonsmooth cases.
– When the delay follows the Poisson distribution, we can explicitly set the
stepsize based on the delay expectation (which equals p). We simulate the
async-BCU method on one convex problem: LASSO, and one nonconvex
problem: the nonnegative matrix factorization. The results demonstrate
that async-BCU performs consistently better with a stepsize set based on
the expected delay than on the maximum delay. The number of processors
is known while the maximum delay is not. Hence, the setting based on
expected delay is practically more useful.
Our algorithm updates one (block) coordinate of x in each step and is sharply
different from stochastic gradient methods that sample one function in each
step to update all coordinates of x. While there are async-parallel algorithms
in either classes and how to handle delays is important to both of their conver-
gence, their basic lines of analysis are different with respect to how to absorb
the delay-induced errors. The results of the two classes are in general not com-
parable. That said, for problems with certain proper structures, it is possible
to apply both coordinate-wise update and stochastic sampling (e.g., [25,35,
20,8]), and our results apply to the coordinate part.
1.3 Notation and assumptions
Throughout the paper, bold lowercase letters x,y, . . . , are used for vectors. We
denote xi as the i-th block of x and Ui as the i-th sampling matrix, i.e., Uix
is a vector with xi as its i-th block and 0 for the remaining ones. Eik denotes
the expectation with respect to ik conditionally on all previous history, and
[m] = {1, . . . ,m}.
We consider the Euclidean norm denoted by ‖·‖, but all our results can be
directly extended to problems with general primal and dual norms in a Hilbert
space.
The projection to a convex set X is defined as
PX(y) = arg min
x∈X
‖x− y‖2,
and the proximal mapping of a convex function h is defined as
proxh(y) = arg min
x
h(x) + 12‖x− y‖2. (3)
Definition 1 (Critical point) A point x∗ is a critical point of (1) if 0 ∈
∇f(x∗) + ∂R(x∗), where ∂R(x) denotes the subdifferential of R at x and
R(x) =
m∑
i=1
ri(xi). (4)
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Throughout our analysis, we make the following three assumptions to prob-
lem (1) and Algorithm 1. Other assumed conditions will be specified if needed.
Assumption 1 The function F is lower bounded. The problem (1) has at
least one solution, and the solution set is denoted as X∗.
Assumption 2 ∇f(x) is Lipschitz continuous with constant Lf , namely,
‖∇f(x)−∇f(y)‖≤ Lf‖x− y‖, ∀x, y. (5)
In addition, for each i ∈ [m], fixing all block coordinates but the i-th one, ∇f(x)
and ∇if(x) are Lipschitz continuous about xi with Lr and Lc, respectively, i.e.,
for any x, y, and i,
‖∇f(x)−∇f(x + Uiy)‖≤ Lr‖yi‖,
‖∇if(x)−∇if(x + Uiy)‖≤ Lc‖yi‖. (6)
From (6), we have that for any x, y, and i,
f(x + Uiy) ≤ f(x) + 〈∇if(x),yi〉+ Lc2 ‖yi‖2. (7)
We denote κ = LrLc as the condition number.
Assumption 3 For each k ≥ 1, the reading xˆk is consistent and delayed by
jk, namely, xˆ
k = xk−jk . The delay jk follows an identical distribution as a
random variable j
Prob(j = t) = qt, t = 0, 1, 2 . . . , (8)
and is independent of ik. We let
ck :=
∑∞
t=k qt, T := E[j], S := E[j2].
Remark 1 Although the delay always satisfies 0 ≤ jk ≤ k, the assumption
in (8) is without loss of generality if we make negative iterates and regard
xk = x0, ∀k < 0. For simplicity, we make the identical distribution assump-
tion, which is the same as that in [29]. Our results can still hold for non-
identical distribution; see the analysis for the smooth nonconvex case in the
arXiv version of the paper.
2 Related works
We briefly review block coordinate update (BCU) and async-parallel comput-
ing methods.
The BCU method is closely related to the Gauss-Seidel method for solv-
ing linear equations, which can date back to 1823. In the literature of opti-
mization, BCU method first appeared in [13] as the block coordinate descent
method, or more precisely, block minimization (BM), for quadratic program-
ming. The convergence of BM was established early for both convex and non-
convex problems, for example [19,10,31]. However, in general, its convergence
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rate result was only shown for strongly convex problems (e.g., [19]) until the
recent work [14] that shows sublinear convergence for weakly convex cases. [33]
proposed a new version of BCU methods, called coordinate gradient descent
method, which mimics proximal gradient descent but only updates a block
coordinate every time. The block coordinate gradient or block prox-linear up-
date (BPU) becomes popular since [22] proposed to randomly select a block to
update. The convergence rate of the randomized BPU is easier to show than
the deterministic BPU. It was firstly established for convex smooth problems
(both unconstrained and constrained) in [22] and then generalized to nons-
mooth cases in [26,18]. Recently, [7,35] incorporated stochastic approximation
into the BPU framework to deal with stochastic programming, and both estab-
lished sublinear convergence for convex problems and also global convergence
for nonconvex problems.
The async-parallel computing method (also called chaotic relaxation) first
appeared in [28] to solve linear equations arising in electrical network prob-
lems. [4] first systematically analyzed (more general) asynchronous iterative
methods for solving linear systems. Assuming bounded delays, it gave a nec-
essary and sufficient condition for convergence. [2] proposed an asynchronous
distributed iterative method for solving more general fixed-point problems and
showed its convergence under a contraction assumption. [32] weakened the
contraction assumption to pseudo-nonexpansiveness but made more other as-
sumptions. [9] made a thorough review of asynchronous methods before 2000.
It summarized convergence results under nested sets and synchronous conver-
gence conditions, which are satisfied by P-contraction mappings and isotone
mappings.
Since it was proposed in 1969, the async-parallel method has not attracted
much attention until recent years when the size of data is increasing expo-
nentially in many areas. Motivated by “big data” problems, [16,17] proposed
the async-parallel stochastic coordinate descent method (i.e., Algorithm 1) for
solving problems in the form of (1). Their analysis focuses on convex problems
and assumes bounded delays. Specifically, they established sublinear conver-
gence for weakly convex problems and linear convergence for strongly convex
problems. In addition, near-linear speed up was achieved if τ = o(
√
m) for un-
constrained smooth convex problems and τ = o( 4
√
m) for constrained smooth
or nonsmooth cases. For nonconvex problems, [8] introduced an async-parallel
coordinate descent method, whose convergence was established under iterate
boundedness assumptions and appropriate stepsizes.
3 Convergence results for the smooth case
Throughout this section, let ri = 0, ∀i, i.e., we consider the smooth optimiza-
tion problem
minimize
x∈Rn
f(x). (9)
The general (possibly nonsmooth) case will be analyzed in the next section.
The results for nonsmooth problems of course also hold for smooth ones. How-
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ever, the smooth case requires weaker conditions for convergence than those
required by the nonsmooth case, and their analysis techniques are different.
Hence, we consider the two cases separately.
3.1 Convergence for the nonconvex case
In this subsection, we establish a subsequence convergence result for the gen-
eral (possibly nonconvex) case. We begin with some technical lemmas. The first
lemma deals with certain infinite sums that will appear later in our analysis.
Lemma 1 For any k and t ≤ k, let
γk =
η2Lr
2m
√
m
∑k−1
d=1(ck−d − ck)cd + η2mck + η
2Lc
2m ck, (10a)
βk =
(
η
m − η
2Lc
2m
)
q0 − η2mck for k ≥ 1, (and β0 = 0) , (10b)
Ct,k =
(
η
m − η
2Lc
2m
)
qt − η
2Lr
2m
√
m
(
tqt +
∑t
d=1(cd − ck)qt−d
)
. (10c)
Then ∑∞
k=0 γk ≤ η
2Lr
2m
√
m
T 2 +
(
η
2m +
η2Lc
2m
)
(1 + T ), (11)
βk +
∑∞
t=k+1 Ct−k,t ≥ η2m − η
2Lc
2m − η
2LrT
m
√
m
, ∀k. (12)
Proof To bound
∑∞
k=0 γk, we bound the first term
∑k−1
d=1(ck−d−ck)cd in (10a).
Specifically,
∞∑
k=0
k−1∑
d=1
(ck−d − ck)cd ≤
∞∑
k=0
k−1∑
d=1
ck−dcd =
∞∑
d=1
∞∑
k=d+1
ck−dcd = T 2,
where the last equality holds since T := E[j] =
∑∞
t=1 tqt =
∑∞
t=1
∑t
d=1 qt =∑∞
d=1
∑∞
t=d qt =
∑∞
d=1 cd. We obtain (11) by combining these two equations.
To prove (12), we will use
∞∑
t=1
t∑
d=1
(cd − ck+t)qt−d ≤
∞∑
t=1
t∑
d=1
cdqt−d =
∞∑
d=1
∞∑
t=d
cdqt−d =
∞∑
d=1
cd = T. (13)
The above inequality yields
βk +
∑∞
t=k+1 Ct−k,t = βk +
∑∞
t=1 Ct,t+k
=( ηm − η
2Lc
2m )q0 − η2mck
+
∑∞
t=1
(
( ηm − η
2Lc
2m )qt − η
2Lr
2m
√
m
tqt − η
2Lr
2m
√
m
∑t
d=1(cd − ck+t)qt−d
)
(13)
≥ ηm − η
2Lc
2m − η2mck − η
2LrT
m
√
m
≥ η2m − η
2Lc
2m − η
2LrT
m
√
m
,
where the last inequality follows from ck ≤ 1. uunionsq
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The second lemma below bounds the cross term that appears in our analysis.
Lemma 2 (Cross term bound) For any k > 1 and t ≤ k, it holds that
∑k−1
t=1 qtE
[
− 〈∇f(xk)−∇f(xk−t),∇f(xk−t)〉
]
(14)
≤ ηLr
2
√
m
∑k−1
t=1
(
tqt +
t∑
d=1
(cd − ck)qt−d
)
E‖∇f(xk−t)‖2
+ ηLr
2
√
m
∑k−1
d=1(ck−d − ck)cd‖∇f(x0)‖2.
Proof Define ∆d := ∇f(xd) − ∇f(xd+1). Applying the Cauchy-Schwarz in-
equality with ∇f(xk−t)−∇f(xk) = ∑k−1d=k−t ∆d yields
−〈∇f(xk)−∇f(xk−t),∇f(xk−t)〉 ≤∑k−1d=k−t‖∆d‖·‖∇f(xk−t)‖.
Since ‖∆d‖≤ Lr‖xd+1−xd‖= ηLr‖∇idf(xˆd)‖, by applying Young’s inequality,
we get
− 〈∇f(xk)−∇f(xk−t),∇f(xk−t)〉
≤ηLr2
∑k−1
d=k−t
(√
m‖∇idf(xˆd)‖2+ 1√m‖∇f(xk−t)‖2
)
. (15)
By taking expectation, we have
Eid,jd‖∇idf(xˆd)‖2= 1mEjd‖∇f(xd−jd)‖2
= 1m
(∑d−1
r=0 qr‖∇f(xd−r)‖2+cd‖∇f(x0)‖2
)
.
Now taking expectation on both sides of (15) and using the above equation,
we get
E[−〈∇f(xk)−∇f(xk−t),∇f(xk−t)〉]
≤ ηLr
2
√
m
∑k−1
d=k−t
(∑d−1
r=0 qrE‖∇f(xd−r)‖2+cd‖∇f(x0)‖2
)
+ ηLr
2
√
m
∑k−1
d=k−t tE‖∇f(xk−t)‖2. (16)
Finally, (14) follows from
∑k−1
t=1 qt
∑k−1
d=k−t cd‖∇f(x0)‖2
(83)
=
∑k−1
d=1
(∑k−1
t=k−d qt
)
cd‖∇f(x0)‖2
=
∑k−1
d=1(ck−d − ck)cd‖∇f(x0)‖2,
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and
k−1∑
t=1
qt
k−1∑
d=k−t
d−1∑
r=0
qrE‖∇f(xd−r)‖2
=
k−1∑
d=1
(ck−d − ck)
d−1∑
r=0
qrE‖∇f(xd−r)‖2
[let r ← d− r] =
k−1∑
d=1
(ck−d − ck)
d∑
r=1
qd−rE‖∇f(xr)‖2
(84)
=
k−1∑
r=1
(
k−1∑
d=r
(ck−d − ck)qd−r
)
E‖∇f(xr)‖2
[let t← k − r, d← k − d] =
k−1∑
t=1
(
t∑
d=1
(cd − ck)qt−d
)
E‖∇f(xk−t)‖2. (17)
uunionsq
Using the above lemma, we show a result of running one iteration of the
algorithm.
Theorem 1 (Fundamental bound) Set γk, βk and Ct,k as in (10). For any
k > 1, we have
Ef(xk+1) ≤Ef(xk) + γk‖∇f(x0)‖2−βkE‖∇f(xk)‖2
−∑k−1t=1 Ct,kE‖∇f(xk−t)‖2. (18)
Proof Since xk+1 = xk − ηUik∇f(xk−jk), we have from (7) that
f(xk+1) ≤ f(xk)− η〈∇f(xk), Uik∇f(xk−jk)〉+ Lc2 ‖ηUik∇f(xk−jk)‖2.
Taking conditional expectation on (ik, jk) gives
Eik,jkf(xk+1)
≤f(xk)− ηmEjk〈∇f(xk),∇f(xk−jk)〉+ η
2Lc
2m Ejk‖∇f(xk−jk)‖2
=f(xk)− ηm
∑k−1
t=0 qt〈∇f(xk),∇f(xk−t)〉 − ηmck〈∇f(xk),∇f(x0)〉
+ η
2Lc
2m
∑k−1
t=0 qt‖∇f(xk−t)‖2+η
2Lc
2m ck‖∇f(x0)‖2. (19)
For the first cross term in (19), we write each summand as
〈∇f(xk),∇f(xk−t)〉 = 〈∇f(xk)−∇f(xk−t),∇f(xk−t)〉+‖∇f(xk−t)‖2, (20)
and we use Young’s inequality to bound the second cross term by
− ηmck〈∇f(xk),∇f(x0)〉 ≤ ηck2m
[
‖∇f(xk)‖2+‖∇f(x0)‖2
]
. (21)
Now taking expectation over both sides of (19), plugging in (20) and (21), and
using Lemma 2, we have the desired result. uunionsq
We are now ready to show the main result in the following theorem.
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Theorem 2 (Convergence for the nonconvex smooth case) Under As-
sumptions 1 through 3, let {xk}k≥1 be generated from Algorithm 1. Assume
T <∞. Take the stepsize as 0 < η < 1/Lc
1+2κT/
√
m
. If q0 > 0 or ∇f(x) is bounded
for all x, then
lim
k→∞
E‖∇f(xk)‖= 0, (22)
and any limit point of {xk}k≥1 is almost surely a critical point of (9).
Remark 2 If T = E[j] = o(
√
m), then η only weakly depends on the delay.
The conditions q0 > 0 or ∇f(x) being bounded can be dropped if S = E[j2] is
bounded; see Theorem 5.
Proof Summing up (18) from k = 0 through K and using (85), we have
Ef(xK+1) ≤f(x0) +∑Kk=0 γk‖∇f(x0)‖2
− βKE‖∇f(xK)‖2−
∑K−1
k=1
(
βk +
∑K
t=k+1 Ct−k,t
)
E‖∇f(xk)‖2. (23)
Note that βK → ( ηm − η
2Lc
2m )q0 as K → ∞. If q0 > 0 or ‖∇f(x)‖ is bounded,
by letting K →∞ in (23) and using the lower boundedness of f , we have from
Lemma 1 that ∑∞
k=1
(
η
2m − η
2Lc
2m − η
2LrT
m
√
m
)
E‖∇f(xk)‖2<∞.
Since η < 1/Lc
1+2κT/
√
m
, we have (22) from the above inequality.
From the Markov inequality, it follows that ‖∇f(xk)‖ converges to zero
with probability one. Let x¯ be a limit point of {xk}k≥1, i.e., there is a sub-
sequence {xk}k∈K convergent to x¯. Hence, ‖∇f(xk)‖→ 0 almost surely as
K 3 k →∞. By [11, Theorem 3.4, p.212], there is a subsubsequence {xk}k∈K′
such that ‖∇f(xk)‖→ 0 almost surely as K′ 3 k → ∞. This completes the
proof. uunionsq
3.2 Convergence rate for the convex case
In this subsection, we assume the convexity of f and establish convergence
rate results of Algorithm 1 for solving (9). Besides Assumptions 1 through 3,
we make an additional assumption to the delay as follows. It means the delay
follows a sub-exponential distribution.
Assumption 4 There is a constant σ > 1 such that
Mσ := E[σj] <∞. (24)
The condition in (24) is stronger than T < ∞, and both of them hold if
the delay jk is uniformly bounded by some number τ or follows the Poisson
distribution; see the discussions in Section 5. Using this additional assumption
and choosing an appropriate stepsize, we are able to control the gradient of f
such that it changes not too fast.
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Lemma 3 Under Assumptions 2 through 4, for any 1 < ρ ≤ σ, if the stepsize
satisfies
0 < η ≤ (ρ−1)
√
m
ρLr(1+Mρ)
, (25)
with Mρ defined in (24), then for all k, it holds that
E‖∇f(xk)‖2≤ ρE‖∇f(xk+1)‖2 and E‖∇f(xk+1)‖2≤ ρE‖∇f(xk)‖2. (26)
The proof of Lemma 3 follows an argument similar to [16]. Since it is
rather long, it is included in the appendix. Similar to Lemma 2, we can show
the following result.
Lemma 4 For any k, it holds that∑k−1
t=0 qtE[−〈∇f(xk),∇f(xk−t)−∇f(xk)〉]
− ckE〈∇f(xk),∇f(x0)−∇f(xk)〉
≤ ηLr
2
√
m
k∑
d=1
ck−dcd‖∇f(x0)‖2+ ηLr2√m
k−1∑
t=1
t∑
d=1
cdqt−dE‖∇f(xk−t)‖2
+ ηLr
2
√
m
(∑k−1
t=0 tqt + kck
)
E‖∇f(xk)‖2. (27)
Proof Following an argument similar to how (16) is obtained, we can show
k−1∑
t=0
qtE[−〈∇f(xk),∇f(xk−t)−∇f(xk)〉]
≤ ηLr
2
√
m
k−1∑
t=0
qt
( k−1∑
d=k−t
(
d−1∑
r=0
qrE‖∇f(xd−r)‖2+cd‖∇f(x0)‖2) + tE‖∇f(xk)‖2
)
,
− ckE〈∇f(xk),∇f(x0)−∇f(xk)〉
≤ ηLr
2
√
m
ck
( k−1∑
d=0
( d−1∑
r=0
qrE‖∇f(xd−r)‖2+cd‖∇f(x0)‖2
)
+ kE‖∇f(xk)‖2
)
.
Using the above inequalities, we complete the proof by noting (17),∑k−1
t=0 qt
∑k−1
d=k−t cd + ck
∑k−1
d=0 cd =
∑k−1
d=1(ck−d − ck)cd + ck
∑k−1
d=0 cd
=
∑k−1
d=1 ck−dcd + ck =
∑k
d=1 ck−dcd, (28)
and ck
∑k−1
d=0
∑d−1
r=0 qr‖∇f(xd−r)‖2=
∑k−1
t=1
∑t
d=1 ckqt−d‖∇f(xk−t)‖2. uunionsq
Using the above two lemmas, we establish sufficient objective decrease.
Theorem 3 (Sufficient progress) Under Assumptions 1 through 4, we let
{xk}k≥1 be the sequence generated from Algorithm 1. For a certain 1 < ρ < σ,
define
Nρ := E[jρj]. (29)
Take the stepsize such that (25) is satisfied and also
0 < η < 2
(
Lc(Mρ +
κ(2NρMρ+T )√
m
)
)−1
. (30)
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Let
D = η2m
(
2− ηLr√
m
(2NρMρ + T )− ηLcMρ
)
. (31)
Then,
Ef(xk+1) ≤ Ef(xk)−DE‖∇f(xk)‖2. (32)
Proof First note that for any ρ < σ, tρt is dominated by σt as t is sufficiently
large. Hence, Nρ <∞ from (24), and it is easy to see T <∞. Also note that
E[jρj] =
∞∑
t=1
tqtρ
t =
∞∑
t=1
t∑
d=1
qtρ
t =
∞∑
d=1
∞∑
t=d
qtρ
t ≥
∞∑
d=1
∞∑
t=d
qtρ
d =
∞∑
d=1
cdρ
d. (33)
We write the cross terms in (19) to
〈∇f(xk),∇f(xk−t)〉 = 〈∇f(xk),∇f(xk−t)−∇f(xk)〉+ ‖∇f(xk)‖2.
Taking expectation on both sides of (19) and using (27), we have
Ef(xk+1) ≤Ef(xk) + η2Lr
2m
√
m
k∑
d=1
ck−dcd‖∇f(x0)‖2
+ η
2Lr
2m
√
m
k−1∑
t=1
t∑
d=1
cdqt−dE‖∇f(xk−t)‖2
+ η
2Lr
2m
√
m
(
k−1∑
t=0
tqt + kck
)
E‖∇f(xk)‖2− ηmE‖∇f(xk)‖2
+ η
2Lc
2m
k−1∑
t=0
qtE‖∇f(xk−t)‖2+η
2Lc
2m ck‖∇f(x0)‖2. (34)
The above inequality together with (26) implies
Ef(xk+1) ≤Ef(xk) + η2Lr
2m
√
m
∑k
d=1 ck−dcdρ
kE‖∇f(xk)‖2
+ η
2Lr
2m
√
m
∑k−1
t=1
∑t
d=1 cdqt−dρ
tE‖∇f(xk)‖2
+ η
2Lr
2m
√
m
(∑k−1
t=0 tqt + kck
)
E‖∇f(xk)‖2− ηmE‖∇f(xk)‖2
+ η
2Lc
2m
∑k−1
t=0 qtρ
tE‖∇f(xk)‖2+η2Lc2m ckρkE‖∇f(xk)‖2. (35)
Note that
∑k−1
t=1
∑t
d=1 cdqt−dρ
t ≤ ∑∞t=1∑td=1 cdqt−dρt, which by exchang-
ing summations equals
∑∞
d=1 cdρ
d
∑∞
t=d qt−dρ
t−d (33)≤ NρMρ. Also note that∑k
d=1 ck−dcdρ
k =
∑k
d=1 cdρ
dck−dρk−d ≤
∑k
d=1 cdρ
d (
∑∞
r=0 qrρ
r) ≤ NρMρ.
From these relations and (35), we obtain
Ef(xk+1) ≤ Ef(xk) + η2Lr
m
√
m
NρMρ‖∇f(xk)‖2
+ η
2Lr
2m
√
m
(∑k−1
t=0 tqt + kck
)
E‖∇f(xk)‖2− ηm‖∇f(xk)‖2
+ η
2Lc
2m
∑k−1
t=0 qtρ
tE‖∇f(xk)‖2+η2Lc2m ckρkE‖∇f(xk)‖2
≤ Ef(xk) +
(
η2Lr
2m
√
m
(2NρMρ + T ) +
η2Lc
2m Mρ − ηm
)
E‖∇f(xk)‖2,
which completes the proof. uunionsq
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Using (32) and the convexity of f , we establish the following convergence
rate.
Theorem 4 (Convergence rate for the convex smooth case) Under the
assumptions of Theorem 3, we have
1. If f is convex and ‖xk −PX∗(xk)‖≤ B, ∀k for a certain constant B, then
E[f(xk+1)− f∗] ≤ 1(f(x0)−f∗)−1+(k+1)DB−2 , (36)
where f∗ denotes the minimum value of (9) and D is given in (31).
2. If f is strongly convex with constant µ, then
E[f(xk+1)− f∗] ≤ (1− 2µD)E[f(xk)− f∗], (37)
where D is given in (31).
Remark 3 For the sublinear rate in (36), we assume the boundedness of the
iterates. This assumption can be relaxed if we use potentially smaller stepsize;
see Theorem 6.
For the linear convergence, the assumption on strongly convexity can be
weakened to either essential or restrict strong convexity, see [15] and [16].
Proof If ‖xk−PX∗(xk)‖≤ B, then from f(xk)−f(PX∗(xk)) ≤ 〈∇f(xk),xk−
PX∗(xk)〉, we have
|f(xk)− f∗|≤ ‖∇f(xk)‖·‖xk − PX∗(xk)‖≤ B‖∇f(xk)‖,
and thus
‖∇f(xk)‖2≥ 1B2 (f(xk)− f∗)2. (38)
Substituting (38) into (32) yields
Ef(xk+1) ≤ Ef(xk)− DB2E(f(xk)− f∗)2.
Hence,
E[f(xk+1)− f∗] ≤ E[f(xk)− f∗]− DB2E(f(xk)− f∗)2
⇒ 1E[f(xk+1)−f∗] ≥ 1E[f(xk)−f∗] + DB2 E[f(x
k)−f∗]
E[f(xk+1)−f∗] ≥ 1E[f(xk)−f∗] + DB2
⇒ 1E[f(xk+1)−f∗] ≥ 1[f(x0)−f∗] + D(k+1)B2 ,
and thus (36) holds.
If f is strongly convex with constant µ, then
− 12µ‖∇f(xk)‖2≤ f∗ − f(xk).
We immediately have (37) from (32) and the above inequality. This completes
the proof. uunionsq
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4 Convergence results for the nonsmooth case
In this section, we analyze the convergence of Algorithm 1 for possibly nons-
mooth cases. Throughout this section, we let
x¯k+1 = proxηR
(
xk − η∇f(xk−jk))
a virtual full-update iterate, where R is defined in (4), and denote
dk = x¯k+1 − xk.
Due to more generality, we will make stronger assumptions on the delay than
those made in the previous section. But all these assumptions are satisfied if
the delay is uniformly bounded or follows the Poisson distribution, as shown
in Section 5.
4.1 Convergence for the nonconvex case
We first establish the almost sure global convergence for possibly nonconvex
cases starting with the following square summable result.
Lemma 5 (Square summability) Under Assumptions 1 through 3, we let
{xk}k≥1 be the sequence generated in Algorithm 1. Assume S < ∞, and the
stepsize is taken as 0 < η < 1/Lc1+κ2S/(2m) . Then
∞∑
k=0
E‖dk‖2<∞. (39)
Proof By the definition of x¯k+1, we have −∇f(xk−jk) − 1ηdk ∈ ∂R(x¯k+1),
which together with the convexity of R implies that, for any x,
R(x¯k+1)−R(x) ≤ −〈∇f(xk−jk) + 1ηdk, x¯k+1 − x〉. (40)
By xk+1 = xk + Uikd
k and (7), we get F (xk+1) ≤ f(xk) + 〈∇ikf(xk),dkik〉+
Lc
2 ‖dkik‖2+R(xk+1). To this inequality, take conditional expectation on ik:
EikF (xk+1) ≤ F (xk) + 1m
(〈∇f(xk),dk〉+ Lc2 ‖dk‖2+R(x¯k+1)−R(xk)) .
To bound the right-hand side, we split the cross term as
〈∇f(xk),dk〉 = 〈∇f(xk−jk),dk〉+ 〈∇f(xk)−∇f(xk−jk),dk〉
and apply (40) with x = xk, arriving at
EikF (xk+1) ≤F (xk) + 1m (Lc2 − 1η )‖dk‖2+ 1m 〈∇f(xk)−∇f(xk−jk),dk〉. (41)
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Following a similar argument in the proof of Lemma 2 and Young’s inequality,
we get
〈∇f(xk)−∇f(xk−jk),dk〉 ≤Lr
k−1∑
d=k−jk
‖xd+1 − xd‖·‖dk‖
≤Lr2κ ‖dk‖2+κLr2
(
jk
k−1∑
d=k−jk
‖xd+1 − xd‖2
)
. (42)
Note that
E
[
jk
k−1∑
d=k−jk
‖xd+1 − xd‖2
]
=
k−1∑
t=1
qtt
k−1∑
d=k−t
E‖xd+1 − xd‖2+
∞∑
t=k
qtt
k−1∑
d=0
E‖xd+1 − xd‖2
= 1m
k−1∑
t=1
qtt
k−1∑
d=k−t
E‖dd‖2+ 1m
∞∑
t=k
qtt
k−1∑
d=0
E‖dd‖2. (43)
Hence, taking expectation yields
E〈∇f(xk)−∇f(xk−jk),dk〉
≤ Lr2
[
1
κE‖dk‖2+ κm
( k−1∑
t=1
qtt
k−1∑
d=k−t
E‖dd‖2+
∞∑
t=k
qtt
k−1∑
d=0
E‖dd‖2
)]
. (44)
Taking expectation on both sides of (41) and substituting (44) yield
E[F (xk+1)− F (xk)] + 1m
(
1
η − Lc
)
E‖dk‖2
≤ κLr2m2
( k−1∑
t=1
qtt
k−1∑
d=k−t
E‖dd‖2+
∞∑
t=k
qtt
k−1∑
d=0
E‖dd‖2
)
. (45)
From Lemma 12, we have that for any K ≥ 0,
K∑
k=0
k−1∑
t=1
qtt
k−1∑
d=k−t
E‖dd‖2(83)=
K∑
k=0
k−1∑
d=1
( k−1∑
t=k−d
qtt
)
E‖dd‖2
(84)
=
K−1∑
d=1
K∑
k=d+1
( k−1∑
t=k−d
qtt
)
E‖dd‖2
[k ↔ d] =
K−1∑
k=1
( K∑
d=k+1
d−1∑
t=d−k
qtt
)
E‖dk‖2, (46)
and
K∑
k=0
∞∑
t=k
qtt
k−1∑
d=0
E‖dd‖2=
K∑
k=1
k−1∑
d=0
( ∞∑
t=k
qtt
)
E‖dk‖2
(84)
=
K−1∑
d=0
K∑
k=d+1
( ∞∑
t=k
qtt
)
E‖dd‖2
[k ↔ d] =
K−1∑
k=0
( K∑
d=k+1
∞∑
t=d
qtt
)
E‖dk‖2. (47)
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Summing up (45) from k = 0 through K and substituting (46) and (47), we
have
E[F (xK+1)− F (x0)] + 1m ( 1η − Lc)
K∑
k=0
E‖dk‖2
≤ κLr2m2
K−1∑
k=0
( K∑
d=k+1
∞∑
t=d−k
qtt
)
E‖dk‖2. (48)
Note that
K∑
d=k+1
∞∑
t=d−k
qtt =
K−k∑
d=1
∞∑
t=d
qtt ≤
∞∑
d=1
∞∑
t=d
qtt =
∞∑
t=1
t2qt = S.
Since F is lower bounded, we have (39) from (48) by letting K →∞. uunionsq
Since (E[j])2 ≤ E[j2], the condition S < ∞ implies T < ∞. Equation (39)
indicates that E‖dk‖→ 0 as k → ∞. Together with S < ∞, we are able to
show E‖xk − xk−jk‖ also approaches zero, as summarized in the following.
Lemma 6 Under the assumptions of Lemma 5, we have
lim
k→∞
E‖xk − xk−jk‖= 0.
Proof Pick any  > 0. From (39), there must exist an integer J > 0 such that
∞∑
d=J
E‖dd‖2≤ m
(
3
∞∑
t=1
qtt
)−1
. (49)
For the above J , there must exist an integer K > J such that, for any k ≥ K,
∞∑
t=k−J
qtt ≤ m
(
3
∞∑
d=0
E‖dd‖2
)−1
. (50)
From Young’s inequality, it follows that ‖xk − xk−jk‖2≤ jk
∑k−1
d=k−jk‖xd+1 −
xd‖2. Hence, for any k ≥ K, using (43) and (83), we have
E‖xk − xk−jk‖2≤ 1m
[ k−1∑
d=1
( k−1∑
t=k−d
qtt
)
E‖dd‖2+
k−1∑
d=0
( ∞∑
t=k
qtt
)
E‖dd‖2
]
= 1m
J∑
d=1
( k−1∑
t=k−d
qtt
)
E‖dd‖2
+ 1m
[ k−1∑
d=J+1
( k−1∑
t=k−d
qtt
)
E‖dd‖2+
k−1∑
d=0
( ∞∑
t=k
qtt
)
E‖dd‖2
]
≤ 1m
J∑
d=1
( ∞∑
t=k−J
qtt
)
E‖dd‖2
+ 1m
[ k−1∑
d=J+1
( ∞∑
t=1
qtt
)
E‖dd‖2+
k−1∑
d=0
( ∞∑
t=k−J
qtt
)
E‖dd‖2
]
,
which implies E‖xk−xk−jk‖2≤  under (49) and (50). We have limk→∞ E‖xk−
xk−jk‖2= 0 as  is arbitrary. Now note E‖xk − xk−jk‖≤
√
E‖xk − xk−jk‖2 to
complete the proof. uunionsq
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Using Lemmas 5 and 6, we establish the almost sure global convergence of
Algorithm 1.
Theorem 5 Under the assumptions of Lemma 5, any limit point x∗ of {xk}
is a critical point of (1) almost surely.
Before proving this theorem, we make two remarks as follows.
Remark 4 From the theorem, we see that if S = E[j2] = o(m), then the stepsize
required for convergence only weakly depends on the delay.
Remark 5 (Comparison of stepsize) The works [8] consider asynchronous coor-
dinate descent for nonconvex problems. To have convergence to critical points,
they assume delays bounded by a number τ . Also, they require the bounded-
ness of iterates and the stepsize less than 1/Lc
1+2κτ/
√
m
. Note that our stepsize in
Theorem 5 is larger if κ2S ≤ 16m, where S = E[j2] < τ2, and that can lead to
faster convergence.
Proof Let {xk}k∈K be a subsequence that converges to x∗. Since E‖dk‖→ 0 as
K 3 k →∞, from the Markov inequality, ‖dk‖ converges to zero in probability
as K 3 k → ∞. By [11, Theorem 3.4, pp.212], there is a subsubsequence
{xk}k∈K′ such that ‖dk‖ almost surely converges to zero as K′ 3 k → ∞.
Hence, x¯k+1 almost surely converges to x∗ as K′ 3 k →∞.
Since −∇f(xk−jk)− 1ηdk ∈ ∂R(x¯k+1), we have
dist(0, ∂F (x¯k+1)) ≤ ‖∇f(x¯k+1)−∇f(xk−jk)− 1ηdk‖.
Using triangle inequality and the Lipschitz continuity of ∇f , and taking ex-
pectation give
Edist(0, ∂F (x¯k+1)) ≤ LfE‖dk‖+LfE‖xk − xk−jk‖+ 1ηE‖dk‖.
From Lemmas 5 and 6, it follows that the right-hand side approaches to zero
as k → ∞. Hence, Edist(0, ∂F (x¯k+1)) → 0 as k → ∞. If necessary, pass-
ing to another subsequence, we use Markov inequality and [11, Theorem 3.4,
pp.212] again to have dist(0, ∂F (x¯k+1)) almost surely converges to zero as
K′ 3 k → ∞. Now use the outer semicontinuity [27] of dist(0, ∂F (x)) to ob-
tain the desired result. uunionsq
4.2 Convergence rate for the convex case
In this subsection, we establish convergence rates of Algorithm 1 for nons-
mooth convex cases. Similar to (26), we first show that choosing an appropriate
stepsize, the iterate difference does not change too fast.
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Lemma 7 (Fundamental bounds) Assume Assumptions 2 through 4. Then
for any 1 < ρ < σ, it holds that
γρ,1 :=
∞∑
t=1
qt
ρt/2−1
ρ1/2−1 <∞ and γρ,2 :=
( ∞∑
t=1
qtt
ρt−1
1−ρ−1
)1/2
<∞. (51)
In addition, if the stepsize is taken such that
0 < η ≤ (1−ρ−1)
√
m−4
2Lr(1+γρ,1+γρ,2)
, (52)
then, for all k ≥ 1,
E‖dk−1‖2≤ ρE‖dk‖2. (53)
Proof It is easy to show (51) by noting that tρt is dominated by σt as t is
sufficiently large. Next we show (53) by induction.
Using the inequality ‖u‖2−‖v‖2≤ 2‖u‖·‖v − u‖, we have
‖dk−1‖2−‖dk‖2≤ 2‖dk−1‖·‖dk − dk−1‖, ∀k. (54)
In addition, for all k,
E‖xk−1 − xk‖‖dk−1‖≤ 12E
[√
m‖xk−1 − xk‖2+ 1√
m
‖dk−1‖2
]
= 1√
m
E‖dk−1‖2. (55)
Furthermore, from dk − dk−1 = xk − proxηR(xk − η∇f(xk−jk)) − xk−1 +
proxηR(x
k−1 − η∇f(xk−1−jk−1)), the nonexpansiveness of proxηR, and the
triangle inequality, we have
‖dk − dk−1‖
≤‖xk − xk−1‖+‖xk − η∇f(xk−jk)− xk−1 + η∇f(xk−1−jk−1)‖
≤2‖xk − xk−1‖+η‖∇f(xk−jk)−∇f(xk−1−jk−1)‖ (56)
≤2‖xk − xk−1‖+η‖∇f(xk−jk)−∇f(xk)‖
+ η‖∇f(xk)−∇f(xk−1−jk−1)‖. (57)
When k = 1, we have j0 = 0 and j1 ∈ {0, 1} because jk ≤ k, ∀k. Hence,
from (56),
‖d1 − d0‖≤ 2‖x1 − x0‖+η‖∇f(x1)−∇f(x0)‖≤ (2 + ηLr)‖x1 − x0‖,
which together with (54) and (55) implies
E[‖d0‖2−‖d1‖2] ≤ (4 + 2ηLr)E[‖d0‖·‖x0 − x1‖] ≤ 4+2ηLr√m E‖d0‖2.
Hence,
E‖d0‖2≤ (1− 4+2ηLr√
m
)
−1E‖d1‖2
(52)
≤ ρE‖d1‖2.
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Assume (53) holds for all k ≤ K − 1. We show it holds for k = K. First, for
any d ≤ K − 1,
E‖dK−1‖·‖xd − xd+1‖≤ 12E
[
ρ
K−1−d
2√
m
‖dK−1‖2+
√
m
ρ
K−1−d
2
‖xd − xd+1‖2]
= 12E
[
ρ
K−1−d
2√
m
‖dK−1‖2+ 1√
mρ
K−1−d
2
‖dd‖2
]
≤ 12E
[
ρ
K−1−d
2√
m
‖dK−1‖2+ ρK−1−d√
mρ
K−1−d
2
‖dK−1‖2
]
=ρ
K−1−d
2√
m
E‖dK−1‖2. (58)
Secondly, we have
E[‖dK−1‖2−‖dK‖2]
(54)
≤ 2E‖dK−1‖‖dK − dK−1‖
(57)
≤ 4E‖dK−1‖‖xK − xK−1‖+2ηE‖dK−1‖‖∇f(xK)−∇f(xK−1)‖
+ 2ηE‖dK−1‖‖∇f(xK−jK )−∇f(xK)‖
+ 2ηE‖dK−1‖‖∇f(xK−1)−∇f(xK−1−jK−1)‖
(55)
≤ 4+2ηLr√
m
E‖dK−1‖2+2ηE‖dK−1‖‖∇f(xK−jK )−∇f(xK)‖
+ 2ηE‖dK−1‖‖∇f(xK−1)−∇f(xK−1−jK−1)‖. (59)
Note that
EjK‖∇f(xK−jK )−∇f(xK)‖=
K−1∑
t=1
qt‖∇f(xK−t)−∇f(xK)‖
+ cK‖∇f(x0)−∇f(xK)‖.
By the triangle inequality and the Lipschitz of ∇f , it follows that, for any
1 ≤ t ≤ K,
‖∇f(xK−t)−∇f(xK)‖≤∑K−1d=K−t‖∇f(xd)−∇f(xd+1)‖
≤Lr
∑K−1
d=K−t‖xd − xd+1‖. (60)
Since ‖dK−1‖ is independent of jK , we have from the above two equations
that
E‖dK−1‖·‖∇f(xK−jK )−∇f(xK)‖
≤Lr
K−1∑
t=1
qtE‖dK−1‖
K−1∑
d=K−t
‖xd − xd+1‖+LrcKE‖dK−1‖
K−1∑
d=0
‖xd − xd+1‖.
Using (58), the definition of γρ,1 in (51) and
∑K−1
d=K−t ρ
K−1−d
2 = ρ
t/2−1
ρ1/2−1 , ∀1 ≤
t ≤ K, we have
E‖dK−1‖‖∇f(xK−jK )−∇f(xK)‖≤ Lr√
m
γρ,1E‖dK−1‖2. (61)
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Also, using Young’s inequality and (60) with K replaced by K − 1 and t =
jK−1, we have, for any β > 0,
E‖dK−1‖‖∇f(xK−1)−∇f(xK−1−jK−1)‖
≤ Lr2βE‖dK−1‖2+Lrβ2 E
[ K−2∑
d=K−1−jK−1
‖xd − xd+1‖
]2
. (62)
Note that
E
[ K−2∑
d=K−1−jK−1
‖xd − xd+1‖
]2
=
K−2∑
t=1
qtE
[ K−2∑
d=K−1−t
‖xd − xd+1‖
]2
+ cK−1E
[K−2∑
d=0
‖xd − xd+1‖
]2
≤
K−2∑
t=1
qtt
K−2∑
d=K−1−t
E‖xd − xd+1‖2+cK−1(K − 1)
K−2∑
d=0
E‖xd − xd+1‖2.
Substituting this inequality into (62), noting E‖xd − xd+1‖2= 1mE‖dd‖2, and
applying (53) for all k ≤ K − 1, we have
E‖dK−1‖‖∇f(xK−1)−∇f(xK−1−jK−1)‖≤ CE‖dK−1‖2
where C = Lr2β +
Lrβ
2m
K−2∑
t=1
qtt
K−2∑
d=K−1−t
ρK−1−d + Lrβ2m cK−1(K − 1)
K−2∑
d=0
ρK−1−d.
Now let β =
√
m(
∑K−2
t=1 qtt
ρt−1
1−ρ−1 + cK−1(K − 1)ρ
K−1−1
1−ρ−1 )
−1/2
and recall the
definition of γρ,2 in (51). From the above inequality, we have
E‖dK−1‖‖∇f(xK−1)−∇f(xK−1−jK−1)‖≤ Lrγρ,2√
m
E‖dK−1‖2. (63)
Substituting (61) and (63) into (59) gives
E[‖dK−1‖2−‖dK‖2] ≤ 4+2ηLr(1+γρ,1+γρ,2)√
m
E‖dK−1‖2,
and thus
E‖dK−1‖2≤
(
1− 4+2ηLr(1+γρ,1+γρ,2)√
m
)−1
E‖dK‖2
(52)
≤ ρE‖dK‖2.
Therefore, by induction, it follows that (53) holds for all k, and we complete
the proof. uunionsq
By this lemma, we are able to establish the convergence rate result of Algo-
rithm 1 for solving (1) if the problem is convex.
Theorem 6 (Convergence rate for the nonsmooth convex case) Under
Assumptions 1 through 4, let {xk}k≥1 be the sequence generated from Algo-
rithm 1 with stepsize satisfying (52) and also
η ≤
(
Lc +
2Lfγ
2
ρ,2
m +
2Lrγρ,2√
m
)−1
, (64)
where γρ,1 and γρ,2 are defined in (51). We have
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1. If the function F is convex, then
E[F (xk)− F ∗] ≤ mΦ(x0)2η(m+k) , (65)
where
Φ(xk) = E
∥∥xk − PX∗(xk)∥∥2 + 2ηE[F (xk)− F ∗].
2. If F is strongly convex with constant µ, then
Φ(xk) ≤
(
1− ηµm(1+ηµ)
)k
Φ(x0). (66)
Before proving this theorem, we make two remarks and present a few lem-
mas below.
Remark 6 Similar to (37), for the linear convergence result (66), the strong
convexity assumption can be weakened to optimal strong convexity. The latter
one is strictly weaker than the former one; see [17] for more discussions.
Remark 7 (Comparison of stepsize) For the special case that the delay is
bounded by τ = o( 4
√
m), choosing ρ = O(1 + 1τ ), we have both γρ,1 and
γρ,2 are O(τ). Thus we can take stepsize almost
1
Lc
, which is larger than the
stepsize 12Lc given in [17].
Lemma 8 Let γρ,2 be defined in (51). We have
E〈∇ikf(xk−jk)−∇ikf(xk),xkik − xk+1ik 〉 ≤
Lrγρ,2
m
√
m
E‖dk‖2. (67)
Proof It is proved via the Cauchy-Schwarz inequality, the bound (63), and
E〈∇ikf(xk−jk)−∇ikf(xk),xkik − xk+1ik 〉 = 1mE〈∇f(xk−jk)−∇f(xk),dk〉. uunionsq
Lemma 9 It holds that
E
[
f(xk)− f(xk+1) + rik((PX∗(xk))ik)− rik(xk+1ik )
]
=E[F (xk)− F (xk+1)] + 1mE[R(PX∗(xk))−R(xk)]. (68)
Proof Equation (68) is a direct consequence of rik((PX∗(xk))ik)−rik(xk+1ik ) =
rik((PX∗(xk))ik)− rik(xkik) +R(xk)−R(xk+1). uunionsq
Lemma 10 Let γρ,2 be defined in (51). It holds that
E〈∇ikf(xk−jk), (PX∗(xk))ik − xkik〉 ≤ 1mE[f(PX∗(xk))− f(xk)]
+
Lfγ
2
ρ,2
m2 E‖dk‖2. (69)
Proof Since ik is uniformly distributed and independent of jk, we have
Eik〈∇ikf(xk−jk), (PX∗(xk))ik − xkik〉 = 1m 〈∇f(xk−jk),PX∗(xk)− xk〉. (70)
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We split the term and apply the convexity of f and Lipschitz continuity of ∇f
to get
〈∇f(xk−jk),PX∗(xk)− xk〉
=〈∇f(xk−jk),PX∗(xk)− xk−jk〉
+ 〈∇f(xk) +∇f(xk−jk)−∇f(xk),xk−jk − xk〉
≤[f(PX∗(xk))− f(xk−jk) + f(xk−jk)− f(xk)]
+ 〈∇f(xk−jk)−∇f(xk),xk−jk − xk〉
≤[f(PX∗(xk))− f(xk)] + Lf‖xk−jk − xk‖2. (71)
Substituting (71) into (70) and taking expectation yield
E〈∇ikf(xk−jk), (PX∗(xk))ik − xkik〉
≤ 1mE[f(PX∗(xk))− f(xk)] + Lfm E‖xk−jk − xk‖2.
Noting ‖xk − xk−jk‖2≤ jk
∑k−1
d=k−jk‖xd+1 − xd‖2, applying (43) and (53) and
using the definition of γρ,2, we complete the proof of (69). uunionsq
Lemma 11 Under the assumptions of Theorem 6, we have E[F (xk+1)] ≤
E[F (xk)], ∀k.
Proof Taking expectation on both side of (41) and using (67) yield
E[F (xk+1)] ≤E[F (xk)] + 1m
(
Lc
2 − 1η + Lrγρ,2√m
)
E‖dk‖2,
which implies E[F (xk+1)] ≤ E[F (xk)] from the condition on η in (64). uunionsq
Now we are ready to prove Theorem 6.
Proof (of Theorem 6) From the update of xk+1, we have
0 ∈ ∇ikf(xk−jk) + 1η (xk+1ik − xkik) + ∂rik(xk+1ik ),
and thus for any xik , it holds from the convexity of rik that
rik(xik) ≥ rik(xk+1ik )− 〈∇ikf(xk−jk) + 1η (xk+1ik − xkik),xik − xk+1ik 〉. (72)
Since xk+1 = xk + Uik(x
k+1 − xk), we have
‖xk+1 − PX∗(xk)‖2 =‖xk − PX∗(xk)‖2 − ‖xk+1ik − xkik‖2
+ 2〈xk+1ik − (PX∗(xk))ik ,xk+1ik − xkik〉. (73)
From the definition of PX∗ , it follows that ‖xk+1 − PX∗(xk+1)‖2≤ ‖xk+1 −
PX∗(xk)‖2. Then using (72) and (73), we have
‖xk+1 − PX∗(xk+1)‖2≤‖xk − PX∗(xk)‖2−‖xk+1ik − xkik‖2
+ 2η
(
rik((PX∗(xk))ik)− rik(xk+1ik )
)
+ 〈∇ikf(xk−jk), (PX∗(xk))ik − xk+1ik 〉. (74)
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We split the cross term to have
〈∇ikf(xk−jk), (PX∗(xk))ik − xk+1ik 〉 = 〈∇ikf(xk−jk), (PX∗(xk))ik − xkik〉
+〈∇ikf(xk),xkik − xk+1ik 〉+ 〈∇ikf(xk−jk)−∇ikf(xk),xkik − xk+1ik 〉.
From (7), it follows that
〈∇ikf(xk),xkik − xk+1ik 〉 ≤ f(xk)− f(xk+1) + Lc2 ‖xkik − xk+1ik ‖2.
Plugging the above two equations into (74) gives∥∥xk+1 − PX∗(xk+1)∥∥2
≤∥∥xk − PX∗(xk)∥∥2 − (1− ηLc)‖xk+1ik − xkik‖2
+ 2η〈∇ikf(xk−jk), (PX∗(xk))ik − xkik〉
+ 2η〈∇ikf(xk−jk)−∇ikf(xk),xkik − xk+1ik 〉
+ 2η
[
f(xk)− f(xk+1) + rik((PX∗(xk))ik)− rik(xk+1ik )
]
. (75)
Substituting (67) through (69) into (75) and rearranging terms yield
E
∥∥xk+1 − PX∗(xk+1)∥∥2
≤E ∥∥xk − PX∗(xk)∥∥2 − 1m [1− ηLc − 2ηLfγ2ρ,2m − 2ηLrγρ,2√m ]E‖dk‖2
+ 2ηmE[F
∗ − F (xk)] + 2ηE[F (xk)− F (xk+1)]
The above inequality together with (64) implies
E‖xk+1 − PX∗(xk+1)‖2
≤E‖xk − PX∗(xk)‖2+ 2ηmE[F ∗ − F (xk)] + 2ηE[F (xk)− F (xk+1)]
and thus, with the monotonicity of E[F (xk)] in Lemma 11,
E
∥∥xk+1 − PX∗(xk+1)∥∥2 + 2ηE[F (xk+1)− F ∗]
≤E∥∥xk − PX∗(xk)∥∥2 + 2ηE[F (xk)− F ∗]− 2ηmE[F (xk)− F ∗] (76)
≤ ∥∥x0 − PX∗(x0)∥∥2 + 2ηE[F (x0)− F ∗]− 2ηm ∑kt=0 E[F (xt)− F ∗]
≤ ∥∥x0 − PX∗(x0)∥∥2 + 2ηE[F (x0)− F ∗]− 2ηm (k + 1)E[F (xk+1)− F ∗].(77)
Hence, (65) follows.
When F is strongly convex with constant µ, we have
F (xk)− F ∗ ≥ µ2 ‖xk − PX∗(xk)‖2,
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and thus from (76), it follows that
E
∥∥xk+1 − PX∗(xk+1)∥∥2 + 2ηE[F (xk+1)− F ∗]
≤E∥∥xk − PX∗(xk)∥∥2 + (2η − 2η2µm(1+ηµ))E[F (xk)− F ∗]
−
(
2η
m − 2η
2µ
m(1+ηµ)
)
µ
2E‖xk − PX∗(xk)‖2
=
(
1− ηµm(1+ηµ)
)(
E
∥∥xk − PX∗(xk)∥∥2 + 2ηE[F (xk)− F ∗]) .
Therefore, (66) follows, and we complete the proof. uunionsq
5 Poisson distribution
We can treat the asynchronous reading and writing as a queueing system.
Assume the p + 1 processors have the same computing power (i.e., the same
speed of reading and writing). At any time k, suppose the update to xik is
performed by the pk-th processor, which can be treated as the server with
speed (or service rate) one of reading and writing. All the other p processors
can be treated as customers, each with speed (or arrival rate) one, where any
update to x from the p processors can be regarded as one customer’s arrival.
Under this setting, from the pk-th processor starts reading x until it finishes
updating xik , there would be p customers in the queue in average, namely, the
delay jk follows the Poisson distribution with parameter p. Summarizing the
above discussion, we have the following result.
Claim Suppose Algorithm 1 runs on a system with p + 1 processors, which
have the same speed of reading and writing during the iterations. Then the
delay jk follows the Poisson distribution with parameter p, i.e., for all k,
Prob(jk = t) =
pte−p
t!
, t = 0, 1, . . . , (78)
which implies no delay if p = 0.
In general, if the processors have different computing power, jk would follow
Poisson distribution with a parameter being the speed ratio of the other p
processors to the pk-th one. However, in a multi-core workstation with shared
memory, the processors are usually of the same style and can have the same
computing ability. In the following, we assume the distribution in (8) to be
Poisson distribution with parameter p and discuss the convergence results we
obtained in the previous sections. First we give the values of the expected
quantities we used before.
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Proposition 1 Suppose there are p + 1 processors and (78) holds. Then for
any ρ > 1, we have that for all k,
T = E[j] = p, S = E[j2] = p(p+ 1),
Mρ = E[ρj] = ep(ρ−1), Nρ = E[jρj] = ρpep(ρ−1), (79)
γρ,1 =
ep(
√
ρ−1)−1√
ρ−1 , γρ,2 =
(
ρpep(ρ−1)−p
1−ρ−1
)−1
.
where γρ,1 and γρ,2 are defined in (51).
The proof of this proposition is standard. From the quantities in (79) and
the theorems we established in the previous sections, we make the following
observations:
1. If p = o(
√
m), we can guarantee the convergence of Algorithm 1 for both
smooth and nonsmooth problems by setting η / 1Lc (see Theorems 2 and
5), where / means “less than but close to”;
2. If 2e2(p+1)+p = o(
√
m), then choosing ρ = 1+ 1p , we have the convergence
rate of Algorithm 1 obtained in Theorem 4 by setting η / 2eLc . ThenD ≈
η
m
in (31), and thus near-linear speedup is achieved for solving convex smooth
problems;
3. If p = o( 4
√
m), we can guarantee the convergence rate of Algorithm 1 in
Theorem 6 by setting η / 1Lc and thus a near-linear speedup for convex
nonsmooth problems.
6 Numerical experiments
In this section, we evaluate the numerical performance of Algorithm 1 on solv-
ing two problems: the LASSO problem and the nonnegative matrix factoriza-
tion (NMF). The tests were carried out on a machine with 64GB of memory
and two Intel Xeon E5-2690 v2 processors (20 cores, 40 threads). All of the
experiments were coded in C++ and its threading library was used for paral-
lelization. We use the Eigen library for numerical linear algebra operations. To
measure the delay, we use an atomic variable to track the number of iterations
as defined in the paper. The atomic variable will be incremented by one for
each update. For each thread, the delay is calculated based on the difference
of the iteration counters before and after the update. For LASSO, two differ-
ent settings were used. The first one sets the stepsize by the expected delay
according to the analysis of this paper, and the other one used the maximum
delay from [16,17] and is dubbed as AsySCD. We compared the async-BCU to
the serial BCU, which can be regarded as a special case of Algorithm 1 with
the delay jk ≡ 0, ∀k. For NMF, we set the stepszie by the expected delay and
test its convergence behavior with different numbers of threads.
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6.1 Parameter settings
According to Theorem 5, the following two stepsizes were used:1
This paper : η = 1/Lc1+κ2p2/(2m) , (80a)
Max delay : η = 1/Lc1+κ2τ2/(2m) , (80b)
where τ equals the maximum number of the generated sequence of delays.
6.2 LASSO
We measure the performance of Algorithm 1 on the LASSO problem [30]
minimize
x∈Rn
1
2‖Ax− b‖22+λ‖x‖1, (81)
where A ∈ RN×n, b ∈ RN , and λ is a parameter balancing the fitting term
and the regularization term. We randomly generated A and b following the
standard normal distribution. The size was fixed to n = 2N and N = 10, 000,
and λ = 1N was used. The Lipschitz constant Lc = max{‖(ATi Ai)‖2, ∀i},
where Ai represents the ith column block of A.
Figure 1 shows the delay distribution of Algorithm 1 with different num-
bers of threads. The blue bars are the normalized histogram so that the bar
heights add to 1. Orange curve is the probability density function of Poisson
distribution. By using 5 and 10 threads, we observe that the number of de-
lays is concentrated on 4, and 9 respectively. When the number of threads is
relatively large, the actual delay distribution closely matches with the theo-
retical distribution as we discussed in Section 5. For 20 threads, an interesting
observation is that, the actual probability density is higher than the theoreti-
cal probability density when the number of delays is around 9. We think this
is due to the architecture of the testing environment, i.e., the average delay
within a CPU is smaller than the average delay across two different CPUs. We
observe a similar behavior when 40 threads are used.
Figure 2 plots the convergence behavior of Algorithm 1 running on 40
threads with different block sizes. We partition x into m equal-sized blocks
with block sizes varying among {10, 50, 100, 500}. The results of the serial
randomized coordinate descent method is also plotted for comparison. Here,
one epoch is equivalent to updating all coordinates once. Comparing to the
serial method, we observe that the delay does affect the convergence speed,
and the affect becomes weaker as m increases. Hence, Algorithm 1 can have
nearly linear speed-up when the number of blocks is large. In addition, we note
that the stepsize setting of AsySCD is too conservative, and Algorithm 1 with
stepsize set by the expected delay converges significantly faster. However, we
observed that, in general, we could not take larger stepsize than that in (80a).
1 For the NMF problem, Lc cannot be determined in the beginning, so instead of using a
uniform Lc, we used the gradient Lipschitz constant adaptive to the iterate.
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Some divergence behaviors are observed when using stepsizes larger than that
in (80a).
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Fig. 1 Delay distribution behaviors of Algorithm 1 for solving LASSO (81). The tested
problem has 20, 000 coordinates, and it was running with 5, 10, 20, and 40 threads.
6.3 Nonnegative matrix factorization (NMF)
This section presents the numerical results of applying Algorithm 1 for solving
the NMF problem [23]
minimize
X,Y
1
2‖XY> − Z‖2F ,
s.t. X ∈ RM×m+ ,Y ∈ RN×m+ ,
(82)
where Z ∈ RM×N+ is a given nonnegative matrix. We generated Z = ZLZ>R with
the elements of ZL and ZR first drawn from the standard normal distribution
and then projected into the nonnegative orthant. The size was fixed to M =
N = 10, 000 and m = 100.
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Fig. 2 Convergence behaviors of Algorithm 1 for solving the LASSO problem (81) with
the stepsize given in (80), and also the serial randomized coordinate descent method. The
tested problem has 10, 000 samples and 20, 000 coordinates that are evenly partitioned intom
blocks. It was simulated as running with 40 threads. We run 100 epochs for each experiments.
We treated one column of X or Y as one block coordinate, and during
the iterations, every column of X was kept with unit norm. Therefore, the
partial gradient Lipschitz constant equals one if one column of Y is selected
to update and ‖ykik‖22 if the ik-th column of X is selected. Since ‖ykik‖22 could
approach to zero, we set the Lipschitz constant to max(0.001, ‖ykik‖22). This
modification can guarantee the whole sequence convergence of the coordinate
descent method [36]. Due to nonconvexity, global optimality cannot be guar-
anteed. Thus, we set the starting point close to ZL and ZR. Specifically, we
let X0 = ZL + 0.5ΞL and Y
0 = ZR + 0.5ΞR with the elements of ΞL and
ΞR following the standard normal distribution. All methods used the same
starting point.
Figure 3 shows the delay distribution behavior of Algorithm 1 for solving
NMF. The observation is similar to Figure 1. Figure 4 plots the convergence
results of Algorithm 1 running with 1, 5, 10, 20 and 40 threads. From the
results, we observe that Algorithm 1 scales up to 10 threads for the tested
problem. Degenerated convergence is observed with 20 and 40 threads. This
is mostly due to the following three reasons: (1) since the number of blocks
is relatively small (m = 200), as shown in (80a), using more threads leads
to smaller stepsize, hence, slower convergence; (2) the gradient used for the
current update is more staled when a relative large number of threads are
used, which also leads to slow convergence; (3) high cache miss rates and false
sharing also downgrade the speedup performance.
7 Conclusions
We have analyzed the convergence of the async-BCU method for solving both
convex and nonconvex problems in a probabilistic way. We showed that the
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Fig. 3 Delay distribution behaviors of Algorithm 1 for solving NMF (82). It was running
with 5, 10, 20, and 40 threads.
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Fig. 4 Convergence behaviors of Algorithm 1 for solving the NMF problem (82) with the
stepsize set based on the expected delay. The size of the tested problem is M = N = 10, 000
and m = 100, i.e., 200 block coordinates, and the algorithm was tested with 1, 5, 10, 20,
and 40 threads.
algorithm is guaranteed to converge for smooth problems if the expected delay
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is finite and for nonsmooth problems if the variance of the delay is also finite.
In addition, we established sublinear convergence of the method for weakly
convex problems and linear convergence for strongly convex ones. The stepsize
we obtained depends on certain expected quantities. Assuming the given p+1
processors perform identically, we showed that the delay follows a Poisson
distribution with parameter p and thus fully determined the stepsize. We have
simulated the performance of the algorithm with our determined stepsize on
solving LASSO and the nonnegative matrix factorization, and the numerical
results validated our analysis.
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A Proofs of lemmas
The following lemma is used in other proofs several times, and it is easy to verify.
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Lemma 12 For any scalar sequences {ai,j} and {bi}, it holds that
k−1∑
t=1
k−1∑
d=k−t
ad,t =
k−1∑
d=1
k−1∑
t=k−d
ad,t, ∀k ≥ 0, (83)
k∑
t=1
t−1∑
d=0
ad,t =
k−1∑
d=0
k∑
t=d+1
ad,t, ∀k ≥ 0. (84)
k∑
t=1
t−1∑
d=1
ad,tbt−d =
k−1∑
t=1
( k∑
d=t+1
ad−t,d
)
bt, ∀k ≥ 0. (85)
A.1 Proof of Lemma 3
Proof Following the proof of Theorem 1 in [16], we have
E[‖∇f(xt)‖2−‖∇f(xt+1)‖2]
≤2E[‖∇f(xt)‖·‖∇f(xt)−∇f(xt+1)‖] (from ‖u‖2−‖v‖2≤ 2‖u‖·‖u− v‖)
≤2LrE[‖∇f(xt)‖·‖xt − xt+1‖] = 2ηLrE[‖∇f(xt)‖·‖Uit∇f(xt−jt )‖]
≤ηLr
(
1√
m
E‖∇f(xt)‖2+√mE‖Uit∇f(xt−jt )‖2
)
=
ηLr√
m
(
E‖∇f(xt)‖2+E‖∇f(xt−jt )‖2)
=
ηLr√
m
(
E‖∇f(xt)‖2+
t−1∑
r=0
qrE‖∇f(xt−r)‖2+ct‖∇f(x0)‖2
)
(86)
and
E[‖∇f(xt+1)‖2−‖∇f(xt)‖2]
≤E[‖∇f(xt+1) +∇f(xt)‖·‖∇f(xt+1)−∇f(xt)‖]
≤LrE
[
(2‖∇f(xt)‖+‖∇f(xt+1)−∇f(xt)‖)‖xt+1 − xt‖]
≤LrE
[
2‖∇f(xt)‖·‖xt+1 − xt‖+Lr‖xt+1 − xt‖2
]
=LrE
[
2η‖∇f(xt)‖·‖Uit∇f(xt−jt )‖+η2Lr‖Uit∇f(xt−jt )‖2
]
≤LrE
[
η√
m
‖∇f(xt)‖2+η√m‖Uit∇f(xt−jt )‖2+η2Lr‖Uit∇f(xt−jt )‖2
]
=
ηLr√
m
E‖∇f(xt)‖2+
(
ηLr√
m
+
η2L2r
m
)
E‖∇f(xt−jt )‖2
=
ηLr√
m
E‖∇f(xt)‖2+
(
ηLr√
m
+
η2L2r
m
)(t−1∑
r=0
qrE‖∇f(xt−r)‖2+ct‖∇f(x0)‖2
)
. (87)
We first show the first inequality in (26). Note that (25) gives us
1
1−(1+Mρ) ηLr√m
≤ ρ. (88)
When t = 0, we have from (86) that ‖∇f(x0)‖2−E‖∇f(x1)‖2≤ 2ηLr√
m
‖∇f(x0)‖2≤ (1 +
Mρ)
ηLr√
m
‖∇f(x0)‖2. Hence, ‖∇f(x0)‖2≤ ρE‖∇f(x1)‖2 from (88). Now we assume that
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E‖∇f(xt)‖2≤ ρE‖∇f(xt+1)‖2 for all t ≤ k − 1. For t = k, it holds from (86) and the
induction assumption that
E‖∇f(xk)‖2−E‖∇f(xk+1)‖2
≤ηLr√
m
(
E‖∇f(xk)‖2+
k−1∑
t=0
qtρ
tE‖∇f(xk)‖2+ckρkE‖∇f(xk)‖2
)
=
ηLr√
m
(
1 +
k−1∑
t=0
qtρ
t + ckρ
k
)
E‖∇f(xk)‖2≤ ηLr√
m
(1 +Mρ) · E‖∇f(xk)‖2.
Hence, we have E‖∇f(xk)‖2≤ ρE‖∇f(xk+1)‖2 from (88). Therefore, we finish the induction
step, and thus the first inequality of (26) holds.
Next we show the second inequality of (26). Since (25) implies η ≤ ρ−1
Lr√
m
(
1+Mρ+
(ρ−1)Mρ
ρ(1+Mρ)
) ,
1 +
ηLr√
m
+
(
ηLr√
m
+
η2L2r
m
)
Mρ
(25)
≤ 1 + ηLr√
m
(1 +Mρ) +Mρ
ηL2r
m
(ρ− 1)√m
ρLr(1 +Mρ)
=1 +
ηLr√
m
(
1 +Mρ +
(ρ− 1)Mρ
ρ(1 +Mρ)
)
≤ ρ. (89)
When t = 0, we have from (87) that
E‖∇f(x1)‖2−‖∇f(x0)‖2≤( 2ηLr√
m
+
η2L2r
m
)‖∇f(x0)‖2
≤
(
(1 +Mρ)
ηLr√
m
+
η2L2r
m
)
‖∇f(x0)‖2.
Hence, E‖∇f(x1)‖2≤ ρ‖∇f(x0)‖2 holds from (89). Assume E‖∇f(xt+1)‖2≤ ρE‖∇f(xt)‖2
for all t ≤ k − 1. It follows from (87) and the induction assumption that
E‖∇f(xk+1)‖2−E‖∇f(xk)‖2
≤ηLr√
m
E‖∇f(xk)‖2+
(
ηLr√
m
+
η2L2r
m
)(k−1∑
t=0
qtρ
tE‖∇f(xk)‖2+ckρkE‖∇f(xk)‖2
)
=
(
ηLr√
m
+
(
ηLr√
m
+
η2L2r
m
)(k−1∑
t=0
qtρ
t + ckρ
k
))
E‖∇f(xk)‖2
≤
(
ηLr√
m
+
(
ηLr√
m
+
η2L2r
m
)
Mρ
)
E‖∇f(xk)‖2.
Hence, from (89), E‖∇f(xk+1)‖2≤ ρE‖∇f(xk)‖2 holds, and we complete the proof. uunionsq
