ABSTRACT Motivation: Small non-coding RNA (ncRNA) genes play important regulatory roles in a variety of cellular processes. However, detection of ncRNA genes is a great challenge to both experimental and computational approaches. In this study, we describe a new approach called positive sample only learning (PSoL) to predict ncRNA genes in the Escherichia coli genome. Although PSoL is a machine learning method for classification, it requires no negative training data, which, in general, is hard to define properly and affects the performance of machine learning dramatically. In addition, using the support vector machine (SVM) as the core learning algorithm, PSoL can integrate many different kinds of information to improve the accuracy of prediction. Besides the application of PSoL for predicting ncRNAs, PSoL is applicable to many other bioinformatics problems as well. Results: The PSoL method is assessed by 5-fold cross-validation experiments which show that PSoL can achieve about 80% accuracy in recovery of known ncRNAs. We compared PSoL predictions with five previously published results. The PSoL method has the highest percentage of predictions overlapping with those from other methods.
INTRODUCTION
RNA molecules are endowed with extraordinary capacities owing to their intrinsic conformational versatility and catalytic abilities. However, their potentials have mostly remained hidden from attention until recently through the discoveries of non-coding RNA (ncRNA) genes. In bacteria, ncRNAs have been found to be involved in the control of transcription (Wassarman and Storz, 2000) , RNA processing (Wassarman et al., 1999) , RNA stability (Masse and Gottesman, 2002) , mRNA translation (Altuvia and Wagner, 2000) and even protein degradation (Gillet and Felden, 2001 ) and translocation (Keenan et al., 2001) . Therefore, ncRNAs play important roles in a variety of cellular processes and correspondingly, efforts to identify the whole set of ncRNAs and then to elucidate their functions are becoming more and more prominent.
However, it is a big challenge to identify the whole set of ncRNA genes in a genome. Most ncRNAs are small and non-susceptible to frame-shift and nonsense mutations, which makes them very difficult to detect using routine biochemical and genetic methods (Hershberg et al., 2003) . In addition, ncRNAs have varied stability and are expressed under a variety of environmental and physiological conditions. Therefore, methods such as whole genome microarrays (Tjaden et al., 2002) and the whole genome cloning method (Vogel et al., 2003) are unlikely to fully characterize all ncRNA genes in a genome. The development of computational methods for efficiently finding ncRNA genes in genomic sequences has proven difficult. Unlike protein genes, ncRNA genes lack clear endpoints, vary in size and have few common statistical features. This poses a great challenge to computational approaches. Despite the difficulties, great efforts have been devoted to predict ncRNA genes by exploring different aspects of properties about known ncRNA genes. Evolutionary conservation of secondary structures provides compelling evidence for biologically relevant RNA function; thus comparative genomics approaches are particularly attractive for ncRNA gene prediction. In a study by Rivas et al. (2001) , pair stochastic context free grammars were exploited to modeling patterns of co-variation in sequence alignment from related genomes. The program RNAz developed by Washietl et al. (2005) basically combines structural conservation and thermodynamic stability of RNA secondary structures in multiple sequence alignments to predict functional RNA structures including ncRNA. Functional sites (i.e. promoter and terminator) are required in ncRNA gene expression. Just as one can reach the melon by following the vine, it is possible to use the predicted signals to approach the boundaries of ncRNA genes. Chen et al. (2002) pinpointed ncRNA genes with genomic positions of promoters and terminators, which were predicted based on profile-based methods. The nucleotide composition of known ncRNA genes has been tested to search for discriminative variables between primary sequences of ncRNA genes and intergenic regions in bacterial genome sequences. However, no particular measure stands out to be very discriminative. The combination of some measures such as k-mer (i.e. the usage k nt words) usage might provide a certain level of predictive capability. In addition, different measures often examine different aspects of an actual gene, all of which may complement each other. Therefore, combining different predictive features is highly likely to yield a more accurate prediction. The integrated strategy was initially used to identify ncRNA genes in E.coli by Carter et al. (2001) . Selected discriminative base composition measures and calculated minimum free energies of folding (MFE) were used to train a neural network to distinguish ncRNA from other intergenic sequences. However, <10% of all predictions are shared among different methods above (Hershberg et al., 2003) , suggesting that some computational ncRNA gene-finding methods are not highly successful.
We approach the problem of computational prediction of ncRNA genes using a single-class discriminative machine-learning algorithm. Machine-learning involves training a prediction algorithm with knowledge derived from already available data and applying this knowledge to prediction. For this ncRNA prediction problem, we try to train a support vector machine (SVM) algorithm (Vapnik, 1995) to distinguish ncRNA genes from intergenic sequences based on statistical differences between biologically relevant, computable representations of these sequences. In general, an SVM is used as a discriminative method to learn a decision boundary from a set of existing examples that can generalize to unseen examples. The performance of an SVM highly depends on the training dataset which should consist of examples from all classes to be learned, and have as few misclassifications as possible. However, in many computational biology problems, there are only a limited number of positive (desired) training examples available and the negative examples are difficult to define appropriately.
To overcome the lack of appropriate negative training samples, we developed a new approach called the positive sample only learning (PSoL) algorithm. The PSoL algorithm defines the first set of negative examples by maximizing both the distances between negative sample points to the known positive sample points and the distances among negative samples points simultaneously, and then refines the negative data iteratively using an SVM algorithm based on current positive and negative samples until no additional negative samples can be found according to pre-determined rules. By doing so, a decision boundary is updated iteratively from far away to nearby positive samples, achieving high specificity. In this manuscript we detail the algorithm and apply this approach to the prediction of ncRNA genes in E.coli.
MATERIALS AND METHODS

Transformation of biological sequence to feature vectors
The M52 version of the E.coli K-12 genome sequence (Blattner et al., 1997) was used to compile a database of ncRNA and non-annotated sequences. The well-characterized ncRNA sequences of E.coli were collected based on a literature search (3 rRNA, 20 tRNA and 69 known ncRNA genes, see Supplementary Table 1 ). The sequences of these RNA molecules served as positive examples from which we derived parameters for machine learning. The 'non-coding', or intergenic sequences were obtained by removing all protein and known functional RNA coding regions from the genome along with a buffer of 50 nucleotides on both the 5 0 and 3 0 sides so as to remove possible promoter, terminator and other untranslated control elements. Sequences in both strands were removed when there was a protein or RNA coding region on either strand. Each RNA or non-annotated intergenic sequence was then divided into sequence windows of 80 nt with a 40 nt overlap between windows (i.e. each window slides 40 nt along the sequence). Any window of <40 nucleotides was excluded from the study. A total of 5909 windows from each strand (11818 total) were partitioned from the noncoding sequences, while 321 unique RNA sequence windows were generated from the known RNA sequences (after removing redundant RNAs).
Each window was transformed into a feature vector consisting of sequence statistics, the MFE and similarity measurement between related genomes. Sequence statistics were the counts of individual nucleotide (A, C, G, T), dimer (AA, AC Á Á Á TT) and trimer (AAA, AAC Á Á Á TTT) in each window. The conservation of the sequence of a window was simply represented by the highest bits score with WU-BLAST (W ¼ 4) between a sequence and the genomic sequence of a reference species. The three reference species are Salmonella typhimurium LT2 (access number NC_003197) Salmonella typhi CT18 (access number NC_003198) and S.typhi Ty2 (access number NC_004631). The MFE for each window was calculated using the program RNAfold (Washietl et al., 2005) with default parameters. All values were then normalized by dividing by the size of window.
Feature selection
A total of 88 possible features were generated from the feature extraction method described above. In general, too many features often degrade the performance of the discriminant method by overfitting the training data. Therefore, we picked a small number of features and discarded the rest. The most common feature selection involves computing the t-statistic test (for two-class problems) or F-statistic (for multi-class problems) on the class-conditional distributions. Then the features were ranked according to their scores. Those most highly ranked features were then selected.
Both t-statistics and F-statistics assume that for each class, the data follow a normal distribution. In reality, this assumption is not always correct. For this reason, we used a L 1 distance metric between two distributions p, q:
where s is summed over different states. This metric can be viewed as a simplified version of the symmetrized Kullback-Leibler divergence (Kullback and Leibler, 1951) :
Since log(x) is a very slow changing function, we ignore it. The L 1 distance has an intuitive interpretation. If we plot the probability density distribution curves for two different classes, the L 1 distance is the total area sum of the difference between the two curves (Figs 1-3) . The most discriminant features should have the largest differences on these class-conditional distributions.
The L 1 ranking does not require the underlying data to follow a particular distribution. When the class-conditional distributions are Gaussian, the ranked orders based on t-statistics and on L 1 distance are very similar. Thus the use of t-score is questionable. L 1 score can capture the difference in distributions.
PSoL
Learning from partially labeled data
Discriminative machine learning algorithms require labeled data during the training phase. The windows derived from previously identified ncRNA genes were labeled as the positive (+) data. We were trying to distinguish putative ncRNA genes from intergenic sequences. Intergenic sequences contain positive examples (putative ncRNAs) as well as negative examples (sequences that do not encode putative ncRNAs). Therefore, we considered the intergenic sequences to be unlabeled data. Thus our problem became learning from a positively labeled-only dataset.
Positive sample only learning
In this problem, we have two types of data: (1) positive data samples and (2) the unlabeled data set, which contains both positives and negatives, and generally much more data than the positive data samples. The goal of PSoL is to predict the positives in the unlabeled data.
PSoL is a challenging problem because there are no negative data. The usual discriminative methods, which require both positive and negative samples for training, cannot be applied to this problem directly. In our earlier approach (Carter et al., 2001) , we first took random samples from the unlabeled data and assumed they were negative data. This negative dataset plus the true positive dataset were used for training the discriminant decision function between the positive and the negative data. This approach is reasonably effective for RNA gene prediction (Carter et al., 2001) since there are many more negatives than positives in the unlabeled sequences.
However, some of the 'negative samples' in training the decision function could in fact be positives embedded in the unlabeled data. These wrongly assumed 'negative samples' could tilt the decision boundary in an unpredictable way and thus affect the decision boundary significantly.
The key to the success of PSoL is to generate a negative training set without contamination from those 'positives' embedded in the unlabeled data. In this paper, we describe a more sophisticated method to determine the negative training set. The basic spirit of this method has appeared previously (Yu et al., 2002; Yu, 2003; Li and Liu, 2003; Liu et al., 2002) .
The method first identifies a small number of data points in the unlabeled dataset that are very far away from the positive training dataset. In this way, we minimized the possibility of those picked data points to be positive. In addition, we minimized the redundancy in those picked data points by maximizing their mutual distances to achieve a better representativeness for negative data.
Given the small initial negative set, we expanded them in multiple steps, each time we picked more data from the currently unlabeled set, using a criteria that they are far-away from the positive training set and close to the current negative set. (The decision function of an SVM gives a convenient measure for the distances to the positives and to the negatives). The negative training set built up in this way will be less contaminated by the positives embedded in the unlabeled dataset.
Once this negative training set is built, we have N: current negative dataset, U: remaining unlabeled dataset and P: positive dataset. The process of predicting positives from the remaining unlabeled dataset is the same as in the two-class prediction.
2.5 Initial negative set selection 2.5.1 Maximum distance minimum redundancy negative set. For the initial negative set, we selected from the unlabeled set m data points that are (1) most dissimilar from the positive set P and (2) least redundant among themselves. We call this maximum distance-minimum redundancy (MDMR) set (Ding and Peng, 2005) .
We first defined the distance between a single data point and the positive set, d(x i , P), as the minimum Euclidean distance between x i and P:
The maximum distance negative set was constructed by selecting the initial negative set N from the unlabeled set U such that the distance between N and P was maximized:
This optimization is trivially solved by picking the N points with largest distance d(x i , P). However, often the chosen set has many members close to each other and the space represented by N is narrow. From the viewpoint of learning, we may say that there is a certain redundancy in N. To reduce the redundancy, we added a second requirement that maximizes the distance among data points in N: To satisfy these two criteria simultaneously, we maximize:
. The exact solution of Equation (4), however, is NP hard. We propose the following simple approximate algorithm that is efficient and gives good results in practice.
Forward incremental selection algorithm
The algorithm first selects a point according to Equation (2). The rest of N is chosen incrementally. Suppose we already have several points in the current negative set N; the new point x i is selected based on maximum dissimilarity to the positive set: max xi2ðUÀNÞ dðx i ‚PÞ ð 5Þ
And the maximum distance to the current set.
Now Equation (5) is an exact solution to Equation (2) and Equation (6) in an approximate solution to Equation (3). As in Equation (4) these two criteria are combined into one:
This can be solved by a simple linear search. Once the specified size of N is reached, the algorithm is terminated and we set the initial negative training set N train ¼ N.
Negative set expansion
Given an initial negative set, the PSoL method gradually expands the negative set by classifying more and more unlabeled data points as negative. This is done iteratively using a two-class SVM. At each iteration, an SVM is trained; the decision function values for all remaining unlabeled points are computed, and some of them are classified as negative. Thus j N j is increased and j U j is decreased at each step. At the stop point, N contains the negative training set and U contains the remaining unlabeled dataset. A final SVM is trained. Based on this, a portion of those in U À N are classified as positive; the remaining ones in U À N are classified as 'undecided'.
2.6.1 Controlled stepwise expansion Given the current negative training set N train and the current unlabeled set U, we perform negative set expansion. We begin by training an SVM on the data P + N train to obtain a large margin decision boundary. The support vectors in N train for this SVM are denoted N sv . All objects in the currently unlabeled set U are tested against the SVM.
We classify unlabeled data points as negative in a conservative and controlled fashion. At an iteration, once the SVM is trained, each unlabeled point will have an decision value f(x i ). Normally, a point x i is classified as negative if f(x i ) < 0. To insure the quality of the negative set, we build a safety margin h > 0 by requiring
for x i to belong to the negative set. We typically set h ¼ 0.2. Besides the safety margin, we also control the size of the newly predicted negative samples N pred at each step by setting
where r is set to be 3 in most of our experiments. This size control is necessary because the size of unlabeled data samples can be huge compared with that of the positive samples. Therefore the number of newly predicted negative samples is possibly very large in each expansion. Once N pred are selected, they are added to the current negative set: N N + N pred and they are subtracted from the current unlabeled set: U U À N pred .
SVM training
In SVM training, it is well-known that if the sizes of the classes differ substantively, say 1:5, SVM training typically converges to a solution where all data points in the smaller class are classified as belonging to the larger class.
To overcome this problem, we maintain a current negative training set N train whose size is comparable with that of j P j . At the first iteration, N train ¼ N. Later on, after each SVM, the support vectors on the negative side N sv are used to represent the existing negative set N. This is combined with the newly predicted negatives to give the negative training dataset for next round of SVM training: N train ¼ N pred + N sv . Since j N pred j r j P j , the size of N train is controllable and is maintained in the range where the SVM can be successfully trained with high accuracy.
2.6.3 Stopping criteria of negative expansion Negative set expansion is repeated until the size of the remaining unlabeled set goes below a predefined number, typically about three times the number of expected positives in the unlabeled set. At this last step, the unlabeled data points with the largest positive decision function values are declared as the positives.
SVM parameter selection
We used the libsvm (Fan et al., 2005) to perform SVM training and predicting. A radial basis function (RBF) kernel was used. There are two parameters for the RBF kernel: g, which determines the effective range of distances between points, and C, which determines the trade-off between margin maximization and training error minimization. The parameter search is carried out with cross validation. We used a grid-search approach to search for a pair of C and g with the best performance in cross validation.
It should be emphasized that we fixed parameters for the entire PSoL, i.e. parameters for training the SVM were fixed for each iterative step in the negative set expansion. If we let parameters change during the negative expansion, the data would be overfit and poorer performance in cross validation would result.
RESULTS
Feature selection
For each feature, distributions for positive and unlabeled classes were computed, from which t-score and L 1 score were derived. Detailed distributions for three features are shown in Figures 1-3 . The figures show that distributions follow the normal distributions by varying degrees and the validity of t-score becomes questionable. Since the L 1 measure does not require the underlying data to follow a particular distribution, the L 1 measure can capture the difference. We decided to use 30 features (A, C, G, T, AA, AT, CC, CG, GG, GT, TA, TT, AAA, AAT, ATA, ATT, CCG, CGG, GCC, GGC, GGG, GGT, TAT, TGG, TTA, TTT, MFE, Typhi_CT18, Typhi_Ty2 and Typhi_LT2) with highest L 1 scores.
The 5-fold cross validation
In order to calibrate the performance of PSoL on the ncRNA data, we carried out a 5-fold cross validation. Briefly, the positive data were randomly divided into five subsets of approximately equal sizes. We ran the validation process five times; each time, we merged four subsets into positive training data and merged the remaining subset into unlabeled data. We ran the PSoL procedure described above and counted the number of positive samples embedded in the unlabeled data which remain to be 'unlabeled'. Figure 4 shows the results for five independent 5-fold cross validation experiments. From those curves, it is apparent that the embedded 64 (321/5) known positives are mostly present in the remaining unlabeled samples as negative expansion proceeds, suggesting that the negative set is not contaminated by the positives. This validates our design of the negative set expansion. When the negative expansion stops at j U j ¼ 1000 (1000 samples predicted to be positive), $80% recovery rate is achieved (Fig. 4) . The optimal parameters are C ¼ 1000 and g ¼ 0.04.
ROC curve analysis was carried out to further assess the performance of PSoL. A total of 321 negative control samples were generated by shuffling each positive sample window once using the program SHUFFLE in Sean Eddy's Squid toolbox (http:// hmmer.wustl.edu/) to randomize the sequence while perserving mono-and di-nucleotide composition. The negative samples were marked and put into an unlabeled dataset to do a 5-fold cross validation experiement as described above. The true positive rate and false positive rate were then calculated based on those known positive windows and those negative windows generated by shuffling. The ROC curve of this analysis is shown in Figure 5 . When the negative expansion stops at j U j ¼ 1000 (1000 samples predicted to be positive), the false positive rate is 6 ± 1 %. Using true positives and true negatives only (igorning the unlabeled category), the average Q a (average of the percentage of correctly predicted positive windows and the percentage of correctly predicted negative windows) (Baldi et al., 2000) of the 5-fold cross validation experiment is 87.3%. We note that this type of estimation of false positive rate can be automatically computed in PSoL and used to help judge when to terminate the process.
Prediction
Using the best parameters C and g from the 5-fold cross-validation experiment, we ran PSoL with all positive data and predicted 1000 windows. This choice is based on the observation that when the number of remaining unlabeled windows is close to 1000, the curves in Figure 4 show a sharp downturn. Since many of these predicted windows were consecutive, we then merged windows that overlapped each other into one. The predicted 1000 windows were assembled into 420 independent RNA sequence segments (details listed in Supplementary Table 2) .
One of the difficulties in computational prediction of ncRNA genes is the lack of benchmark data to validate the method. Experimental approaches are expensive and time-consuming, therefore only a limited number of predictions were subject to verification using Northern blots or RT-PCR. There are also additional drawbacks to such approaches. Since ncRNA expression may vary according to environmental and physiological conditions, some authentic ncRNA genes might not be detected under experimental conditions. In this study, we compared our predictions to results from previous work. We argued that if our results have more agreement with other studies, that would be a validation of our method. The data used in our comparison were predicted by methods which are listed below.
The results of pairwise comparison are listed in Table 1 . Note that a predicted ncRNA gene from one method could overlap with two predicted ncRNA genes from another method (see Supplementary figures). In general, PSoL has the largest overlap with other methods. This can be seen clearly from row or column sums. The greater overlap of PSoL with Affy is significant since Affy is the only experimentally based method of which the results are more reliable.
SVM function values can be used to measure the confidence of prediction. In Figure 6 we show the percentage agreement. It is clear, as the decision values increases, the percentage agreement increases. This suggests that predictions with higher decision values (Carter et al., 2001) are more likely to be true positives. The rank of each prediction based on its decision value is provided in Supplementary Table 2 .
The secondary structures and their genome schema for the top five predictions are also provided in Supplementary Data.
Comparison of the statistics of predictions from different methods
Currently, there is no consensus as to the characteristics of an ncRNA gene. In this study, we examined the distribution of length, GC-content, and MFE (minimum free energy) for predictions from different methods mentioned above, as shown in Figures 7-9 . Methods based sequence statistics such as NNs, bGP and PSoL predict more short ncRNA genes. There is less bias in length of prediction from Affy, QRNA and IBIS when compared to the distribution of length of known ncRNA genes. The overall GC content is 50.8 and 40.3% in the E.coli K12 genome and in the intergenic regions, respectively. It appears that NNs, bGP and PSoL pick up prediction with slightly higher GC content than the other three methods. Currently MFE is commonly used as the major predictor for ncRNA genes. Three out of six methods (PSoL, NNs and bGP) utilize MFE as a prediction parameter. However, as shown in Figure 9 , only a small fraction of both known ncRNA genes and predictions from all methods has a very low normalized MFE, suggesting that MFE cannot be used as the only predictor of an ncRNA gene. We list the number and percentage (in parenthesis) of predictions by the method in the top row overlapping with those by the method in the first column. 
SUMMARY
In summary, the PSoL algorithm addresses two significant concerns in machine learning for biological systems: (1) the uncertainty of the negatives or the lack of negatives and (2) the overwhelming majority of unlabeled data relative to known positives. This situation is quite common in many bioinformatics problems. We believe our method could provide an effective prediction tool in these difficult situations.
We tested this technique on the prediction of ncRNA genes in the E.coli genome sequence solely based on known functional RNA molecules. The 5-fold cross-validation experiments show that PSoL has a recovery rate of 80%. When we compare our predictions with results from previous studies, we find that our prediction has the most overlap with other results, especially with the experimental microarray data, Affy, suggesting the success of this technique. 
