A computational study is presented which investigates the predictive performance of two non-linear turbulence closures in simulating the physics pertinent to decelerating turbomachinery flows. The compared approaches are a cubic non-linear k-ε model and an algebraic Reynolds stress model. They have been considered as promising closures for improving the industry CFD state-of-the-art accounting for non-equilibrium effects.
INTRODUCTION
Computational Fluid Dynamics (CFD) has become a mature tool in the aerodynamic design of turbomachinery, pushed by the efforts in improving numerical algorithms and computing platforms. However, the effectiveness of industrial CFD application is limited by some pacing items, and among these the turbulence modeling is considered the critical one. This is mainly related to the need of working with so-called engineering or pragmatical turbulence approaches with ease of coding and robustness requirements, that constrained the industry state-of-the-art to algebraic or standard two-equations eddy viscosity models (EVM). To this end still remains a lack of generally applicable turbulence modeling strategies with satisfactory accuracy in demanding flow problems, and the reliability of numerical simulations could not be guaranteed.
Several comparative studies have been carried out in order to assess the predicting capabilities of turbulence closures and to ascertain their sensitivity to wall and inlet boundary conditions, or to the solver numerical accuracy. A number of these dealt with decelerating turbomachines. For instance Shabbir and co-authors (1996) assessed the performance of standard two-equations EVM for an isolated compressor rotor, Biesinger et al. (1998) and Chen et al. (1998) studies pointed out the use of non-equilibrium variants of k-ε model on compressor cascade flows. A further example was the investigation of Rautaheimo et al. (2000) where a wide range of closure, from algebraic EVM to full Reynolds stress model, were used to predict a centrifugal impeller flow.
In this ambit the present contribution addresses the predicting capabilities of different non-isotropic two-equation models in the simulation of low-speed axial turbomachinery flows using a Finite Element Method (FEM) based solver. Although the general dominance of inviscid effects, in compressor cascades the boundary layer growth could give rise, especially in off-design conditions, to separation on both suction and pressure side. In such flow configurations, where the presence of strong non-equilibrium phenomena could not be faced adequately with Boussinesq isotropic effective viscosity concept, the successful choice of turbulence-modeling approach assumes a key role for a correct description of the flow physics.
The present work is aimed at comparing two first moment closures that provide a baseline for non-equilibrium implemented modeling: the non-linear eddy-viscosity cubic model proposed by Craft et al., (1996) , and the explicit algebraic Reynolds-stress models proposed by Gatski and Speziale (1993) . Both the models are used with near-wall lowReynolds number eddy-viscosity extensions. These twoequation models provide non-linear stress-strain relations as a way to extend the range of applicability of the standard ones. In this viewpoint they are considered as the outperforming compromise between full second moment closure and the isotropic EVMs, in that they are able to cope with non-isotropic and non-equilibrium turbulence effects at reduced computational costs. The adoptions of low-Reynolds modeling implies, in turbomachinery applications, a dramatic rise in computational loading, thus the use of high performance computing approaches is nowadays mandatory. The authors adopt a parallel multi-grid (MG) method developed for the inhouse made FEM code (Borello et al., 2001) . The finite element formulation is based on a highly accurate stabilized PetrovGalerkin method modified for the application to bi-linear and bi-quadratic elements. The parallel solution algorithm for Reynolds Averaged Navier-Stokes modeling exploits an overlapping domain decomposition (DD) technique based on an "inexact explicit non linear Schwarz method" first presented by Borello et al. (2000) .
The characteristics of the studied two-equations nonisotropic closures are evaluated systematically, including as benchmarks a plane channel flow, and a compressor cascade flow with double-circular-arc blade. The numerical predictions are compared to available DNS and experimental databases. The conclusions are drawn with reference to the critical flow features. 
NOMENCLATURE

Latin letters
NON-ISOTROPIC TURBULENCE MODELS
The alternative simpler route available for approximating the Reynolds stresses is founded on the adoption of an algebraic connection between stress and strain, following a non-linear form in analogy with non-Newtonian fluids as suggested by Rivlin (1957) . Such relationships may be arrived at by simplifying stress-transport models (so-called algebraic stress models) (Pope, 1975) or by tensor representations, generally founded on the invariant theory in continuum mechanics (Lumley, 1970) , which are kinematic relations that mimic the functional dependences of stress anisotropies.
The studied models are:
• the non-linear k-ε model proposed by Craft et al. (1996) , labeled as CLS96, with a cubic stress-strain relations;
• the explicit algebraic Reynolds stress model proposed by Gatski and Speziale (1993) , labeled as GS93, with a nonlinear quadratic stress-strain relation derived from the weak-equilibrium assumption of turbulent stresses. The models under investigation are not completely described here, whereas below are briefly commented the set of assumptions used for their implementation. In what follow, the Reynolds averaging is used to decompose each quantity U into its conventional average (denoted by the overbar) and its fluctuation with respect to the latter (denoted by the prime), as ' U U U + = .
Cubic eddy-viscosity model
This turbulence closure adopts an non-isotropic constitutive relation modeled in the form of a third-order polynomial of the mean strain tensor, the mean vorticity tensor, and the scalar turbulent viscosity ν t , itself dependent on turbulent scales determining quantities. The full functional form is: 
is twice the strain tensor,
+2e mji ω m is twice the absolute vorticity tensor, ω m is the frame angular velocity, e mji is the permutation tensor, and δ ij is the Kronecker tensor. As demonstrated by Craft et al. (1996) , the inclusion of quadratic terms allows the correct evaluation of normal-stress anisotropy, while proceeding to cubic level a sufficient variety in the stress-strain couplings could be achieved establishing an appropriate sensitivity to streamline curvature (Chen and Leschziner, 1999) .
Explicit algebraic stress models
The algebraic model is, on the other hand, based on the contraction of Reynolds stress transport equation valid in nearequilibrium condition, which neglects the convective and transport effects (Gatski and Speziale, 1993) . The complete Reynolds stress tensor
frame of reference reads as:
where ν is the kinematic viscosity, Π ij is the pressure-strain correlation, ε ij is the dissipation rate tensor, and ij D T the turbulent transport term. The investigated model adopts the pressure-strain correlation proposed by Speziale, Sarkar and Gatski (1991) (SSG) , that is tensorially linear in the stress anisotropy tensor b ij
, and reads as:
with the following set of coefficients:
(4) The derivation of the algebraic formulation for the Reynolds stress is, in that case, based on the isotropic dissipation rate hypothesis. This means that the deviatoric part of the dissipation rate tensor is absorbed into the pressure-strain correlation: Π ij ≈ Π ij -D ε ij , which represents the only term able to account for any anisotropy of the dissipation tensor. Using the SSG model and the isotropic dissipation rate hypothesis, the near-equilibrium form of the stress anisotropy tensor equation reads as:
with the following coefficient expressions:
The production-to-dissipation ratio is expressed by using the equilibrium dependence proposed by Speziale (1991) , formally valid for homogeneous turbulent flows, that reads as:
According to the dissipation rate equation coefficients C ε1 and C ε2 (see Table 1 ), the value imposed to the production-todissipation ratio is 1.89. Furthermore, the invariant Π b is set equal to the universal equilibrium value predicted by the SSG model, Π b ≈ 0.11.
Two-equation modeling
The non-isotropic models under investigation are both coupled with a two-equations closure, where the turbulent velocity-and length-scales are determined by solving conservation equations for the turbulent kinetic energy (k) and the commonly used isotropic turbulent dissipation rate (ε). The transport equations read as:
where ν nnt is defined as: ν t = C µ f µ τ k. In this paper, the non-
linear EVM is used with its original near-wall low-Reynolds number extension, while the algebraic stress model is used with the extension proposed by Speziale and Abid (1995) . Table 1 shows the values proposed for the scale-determining equation coefficients. 
In the above expressions: It is worth to note that the implemented GS93 low-Reynolds number extension can be integrated directly to the wall without ad hoc damping function. Furthermore the behavior of the destruction term of ε is controlled acting on the f ε2 function circumventing the need of an additional source.
Problem statement
The dynamic response of incompressible turbulent fluids is modeled in non-inertial Cartesian frame of reference. The boundary value problem is written for the following set of fluid quantities (momentum components ρ i u (i=1,2,3) (where ρ is the density of the fluid assumed constant, and i u the Cartesian velocity components), static pressure p, turbulent kinetic energy k, and the dissipation variable ε, in general form:
where Ũ is the auxiliary unknowns vector (see (11)). The boundary conditions, provided along the computational domain 
U is the fluid averaged local unknowns vector related to Ũ by:
Such a vector could be interpreted as:
is the vector of the primary-turbulent flow properties, while
accounts for the constrained variable. F a , F d are the advective and the diffusive fluxes respectively, depending on the density, the auxiliary unknowns vector Ũ and its gradient as:
The stress tensor appearing in (12.b) includes the non-linear Newtonian like turbulent stress terms, affecting the molecular kinematic viscosity ν with a scalar effective viscosity, and the pressure which is corrected by the turbulent spherical tensor part. The source vector Β is given by:
Here the momentum components P Mi account for volume sources originating from the developed treatment of higherorder terms in the non-isotropic stress-strain constitutive relation (Borello et al., 1997) . As far as the turbulent production term P k is concerned it is made proportional to the gradient of Reynolds stress tensor. It is useful to rewrite the original problem (10) into a generalized Oseen like form:
where the advective terms are linearized through a given vector field i u , i.e. the velocity fields itself evaluated at the preceding equilibrium iteration.
FINITE ELEMENT ALGORITHM
In order to get a numerical solution of the boundary value problem (10), in this work a FEM weighted residual method is used. The proposed stabilized formulation follows the most notable and referenced techniques based on Petrov-Galerkin (PG) weighted residual approaches, allowing the use of test function spaces different from the trial ones and not necessarily continuous. The stabilization is accomplished still in the context of weighted residual formulation thus preserving from the introduction of excessive numerical dissipation. In this respect, the developed stabilized PG scheme controls the instability origins affecting both the advective and diffusive incompressible flow limits, preserving the formulation consistency to the Euler-Lagrange conditions of differential problem (10). The Galerkin symmetric weighting functions are stabilized by means of a streamwise perturbation of model advective-diffusive equations (Streamline Upwind (SU/PG) like integrals (Brooks and Hughes, 1982) , and a perturbation of the continuity equation (Pressure Stabilizing (PS/PG) like terms (Tezduyar, 1992) proportional to the residual of momentum equations. Such a technique, proposed to circumvent the Babuska-Brezzi stability condition on equal-order spaces (Hughes et al., 1986) , was here originally accomplished on two pairs of interpolation spaces for primary-turbulent and constrained variables including, in addition to equal-order Q1-Q1 element, the stable mixed order Q2-Q1 space.
The chosen finite element spaces combinations are thus able to eliminate the undesirable pressure-checker-boarding effects (Sani et al., 1981) , related to element-wise constant interpolations, and to benefit from the elimination of diagonal zero entries by virtue of the PS/PG integrals. The added stability thus translates into more rapid convergence behavior when using iterative solver (Borello et al., 2000) , while it preserves the optimal rate of convergence typical of a stable Galerkin formulation (Hughes et al., 1986) . It is, furthermore, worth to note that the use of a PG stabilization method on mixed Q2-Q1 element, although its coding complexity due to the non-negligibility of diffusive second order terms, guarantees the best compromise between solution stability and accuracy and the possibility of a correct modeling of higher order integrals appearing in the nonisotropic EVM at an element level (Borello et al., 2000) . The effectiveness of mixed Q2-Q1 approximation with respect to equal order one Q1-Q1 is assessed in Fig. 1 , where are compared the plane channel flow standard k-ε solutions obtained on identical grid with direct Crout solver for the fully coupled Oseen problem (see Plane channel flow section). The convergence threshold for the log of relative residual r norm ( ) was set equal to -5. Fig. 1 .a shows a comparison between the computed velocity profiles, normalized in wall units, and the DNS one (Moser et al., 1999) in a log-linear plot, and Fig. 1 .b shows the convergence histories.
Parallel multigrid solver
In the numerical flow simulations performed for the present study, the incompressible Navier-Stokes fixed point problem was solved with a parallel MG solver (Borello et al., 2001) , briefly outlined in the following. The full linear MG technique is built-in an in-house developed parallel solver, in such a way that the Krylov iterations in the smoothing/solving MG phases are parallelized using an original additive DD algorithm. The parallel solution algorithm was based on an additive Schwarz method integrated in a single program multiple domain parallel concept. Data decomposition is carried out using an in-house made code developed to guarantee both the minimization of the message passing requirements and the load balancing, and the MPI libraries were used for the message passing operations. The fully coupled solution of sub-domain problem involves an efficient non-conventional use of Krylov sub-space methods during the smoother/solver phase. The preconditioned GMResR(50) algorithm is used as core solver, and the convergence threshold has been set equal to 10 -4 for R sol and R res .
RESULTS
Introductory remarks
In this section, we report on the numerical performance of the presented FEM parallel MG algorithm in predicting valid flow behavior pertinent to realistic, decelerating turbomachinery. The presented computations concern with a plane channel flow, and a Double-Circular-Arc (DCA) blade profile cascade. The former flow is used to check the correct log-layer prediction of non-isotropic models. The DNS data provided by Moser and co-authors (1999) are considered for the benchmarking. The latter case is a severe challenge for the CFD codes, due to the presence of large transition and separation phenomena arising along highly curved blade surfaces even at near-design conditions has shown by the experiments of Zierke and Deutsch (1989) . In what follow, both the non-isotropic models are evaluated against the standard k-ε model proposed by Launder and Sharma (1974) , labeled LS74.
Plane channel flow
The fully developed plane channel flow under investigation, defines a unidirectional flow configuration characterized by a friction Reynolds number Re τ = u τ δ/ν = 590 (based on halfchannel width δ). The direct simulation of Moser et al. (1999) is regarded as highly accurate due to the very fine discretization level, and is here considered as a well-established reference solution for turbulence model assessment. An interesting feature of unidirectional flow, in case of fully developed condition, is that it could be modeled isolating a portion of the flow field of elementary length. A non-uniform grid distribution across the flow was used, with 101 nodes in the direction normal to the solid boundary (y). This grid refinement agrees with the grid independency analysis presented in literature (see Pettersson et al., 1996) .
The computational domain has the following dimension: δ in the direction normal to the wall (y), ξ/δ = 0.01 in the axial direction (x), with the stretching toward the solid boundary set to y I /δ = 5.46 10 -3 . The same set of boundary conditions was considered for the tested models: no-slip conditions at the wall, a Neumann boundary condition on x momentum component defined by axial pressure gradient: dp/dx = -ρ (u τ ) 2 /δ. As shown in Fig. 2 the non-isotropic models replicates quite well the log-law behaviour, showing also a good overall agreement with the turbulence quantities. Concerning the latter point, it is worth to note that, contrarily to the CLS96 model, the GS93 is not able to accurately predict the peak of the turbulent kinetic energy in the buffer layer. This underprediction could be related to the lack of ad-hoc calibrated damping function on ν t (Speziale and Abid, 1995) , , and does not affect the prediction of turbulence quantities profiles in the log-layer region. Concerning the wallnormal stress, that play an important role in transitional flows , both the non-isotropic models give rise to good predictions out of the viscous sub-layer.
Double Circular Arc cascade
The second test case deals with a DCA compressor cascade, experimentally studied by Zierke and Deutsch (1989) using one-component LDV system. The DCA blade profile has a 65° camber angle, a 20.5° stagger angle, a solidity of 2.14, and a chord length of 228.6 mm. Three inlet flow angles were measured and only the weak off-design condition with incidence angle equal to -1.5° condition is here considered. Although the flow is at an inlet angle close to the design one, it is highly challenging due to the presence of large transition and separation phenomena arising along blade surfaces. The chord Reynolds number, based on the inlet flow velocity u in , is set to 5.01×10
5 . The flow is two-dimensional with constant temperature, and could be considered virtually incompressible (Ma in = 0.1).
A combined H-O topology was used to model the flow region, the mesh consists of 55274 nodes and is aligned respectively with theoretical inlet and outlet flow directions. In the vicinity of the blade profile (O-connected region) 61 nodes are used to model the boundary layer normally to the blade surface on a quadratic interpolation basis. Fig. 3 shows grid details around the blade leading and trailing edges. The grid refinement towards blade surface controls the dimensionless distance δ + value about 0.1 on the first nodes row. At the inlet section of the computational domain, uniform profiles are used for the averaged velocity components and the turbulent quantities. The experimental free-stream distribution is used for the mean velocity profile. The turbulence intensity and the characteristic length scale are TI = 2.0% and l ε / l c = 2.0%. This values, suggested by Chen et al. (1998) , are compatible with the physical turbulence level at the blade leading edge, located half a chord downstream the inlet plane. No-slip conditions are used on the blade surfaces. Homogeneous Neumann conditions are imposed at the outlet section. Flow periodicity is strictly imposed at the permeable boundaries that correspond to the middle of adjacent blade passages.
The turbulence intensity contours around the blade leading edge are shown in Fig. 4 . As well known, the standard model prediction (Fig. 4.a) is affected by an excessive turbulence energy production close to the stagnation region. This result in too high mixing along the curved shear layer about the blade leading edge trailing edge 4 .b, because of the turbulence production cubic dependence from strain and vorticity tensors, is able to circumvent the stagnation anomaly. The predicted turbulence level in the stagnation region is about 1%, such value is in agreement with that computed by Lien and co-authors (1998) with the application of the turbulent time scale realizability constraint proposed by (Durbin, 1996) . The edge curvature produces a further turbulence-attenuation, that leads to an unrealistic delay of boundary layer transition. The algebraic model (Fig. 4.c) is clearly affected by high turbulence intensity close the stagnation point, in agreement with the suggestion of Durbin (1996) that relates the anomaly origin to the over-prediction of turbulent time scale. Notwithstanding, the model is able of returning an improved prediction of turbulence energy profiles and boundary layer thickness.
The differences highlighted in the turbulence intensity close to the leading edge deeply affect the boundary layer development downstream. This is illustrated by the streamwise turbulence intensity and velocity profiles on the blade suction side reported in Fig. 5 and Fig. 6 .
The experimental turbulence intensity profile at 7.3% of the chord (Fig. 5.a) shows that the boundary layer is already fully turbulent. The linear model returns the better TI profile agreement. Nonetheless it should be noted that, although the predicted boundary layer is fully turbulent from the leadingedge, it is developing under a low rate of increase delaying the effects of curvature and adverse pressure gradient. The performance of non-linear model CLS96 confirms that the cubic turbulence-attenuation operators strongly affect the boundary layer development, that at 7.3% of chord length has still a laminar behavior and it is an unrealistically thin (Chen et al., 1998) . Moreover, the algebraic model GS93 is able of improving the prediction with respect to the former non-linear model, in terms of boundary layer turbulence level and thickness. That is the GS93 seems to better resolve the separation-transition phenomena at the leading-edge, although as the other numerical approaches it is not able to simulate the correct rate of increase for the boundary layer emerging from the transitional region. Probably because of the weakness of the adverse pressure gradient acting over this portion of the blade. The analysis of boundary layer at the 90.3% of the chord (Fig.  5.b) in the trailing-edge separation zone, provides two further information. First, the linear and the algebraic models better predict the boundary layer thickness, although they are not able of resolving the physical turbulence level.
This means that the algebraic model simulates an higher rate of increase, correctly feeling the influence of adverse pressure gradient. Second, the cubic non-linear model returns a boundary layer thin and with low turbulence level. The defect already highlighted over the first portion of the blade is aggravated by an insufficient turbulent mixing. Nevertheless the CLS96 TI profile is the only able to simulate to a certain extent the nonequilibrium effect, broadly reproducing the experimental profile very close to the blade surface. Concerning the streamwise velocity profiles, at the 19.7% of the chord (Fig. 6.a) , the GS93 model, as a consequence of the better resolution of boundary layer region, returns better agreement with the experimental profiles. Whereas, the nonlinear CLS96 model still predicts a laminar behavior of the velocity profile close to the solid boundary. The comparison of velocity profiles at 90.3% of the chord (Fig. 6.b) , confirms the behavior already noted. The algebraic GS93 model, although failing in the prediction of trailing edge separation, better resolves the velocity profile in terms of boundary layer thickness and velocity gradient normal to the wall. Clearly confirming its good response to curvature and adverse pressure gradient over the 70% of the suction side blade surface. The cubic CLS96 variant, instead, is the only able to return the boundary layer separation within a thin region. This confirms that the model is affected by an insufficient turbulent mixing that lead to under-estimate the layer thickness.
The static pressure coefficient C p distributions are, finally, compared in Fig. 7 . The predicted C p variations on the suctionside imply that the boundary-layer is not well captured by the models under-investigation. Moreover, some flow features seem to be resolved by the non-linear closures. For instance the leading-edge separation, small in this case, is well captured by GS93 model that is the only able to correctly predict the reattachement point as signified by the agreement in leading-edge adverse pressure gradient magnitude. All the models overpredict the extent of favourable pressure gradient that leads to the transition, thus delaying the turbulent boundary development. Although this defect and the already shown lack of the trailing-edge separation, the algebraic model is able to return a better prediction of pressure distribution in the aft portion of the blade. On the other hand, the cubic CLS96 model improves the prediction of pressure side C p distribution while it is not able to return the trailing-edge blade behavior. That is the small separating region predicted by CLS96 (see Fig. 6.b) is not able to affect the pressure and to simulate the experimental pressure plateau.
CONCLUSIONS
The paper investigated the performance of two non-isotropic low-Reynolds number modeling, a cubic non-linear k-ε model and an explicit algebraic stress model, when used to simulate compressor cascade flow. A FEM parallel MG method, developed by the authors, has been used with higher-order approximation scheme in order to guarantee the solution accuracy on orthogonal and distorted quadrangular meshes. Ogrid topology has been used for the region close to the blade where the near-wall effects act, and a high level of discretization has been used in order to gain a good resolution of separated-flow areas.
The plane channel flow campaigns have shown that the main differences between the tested model were routed in the use of wall damping parameter. Only the adoption of such ad-hoc calibrated parameters permits the adequate resolution of turbulent quantities peak within the buffer layer for the tested case. Nonetheless both the non-isotropic closures were able to simulate well the log-law behavior. Concerning the wall-normal stress, which are important in transitional flows, the tested nonisotropic models have shown a good agreement with DNS data out of the viscous sub-layer.
The DCA blade compressor campaigns confirmed the high complexity of flow configuration even in design condition. None of the models under investigation have been able to return, with a good realism, the transition and separation on blade surfaces.
The linear k-ε model, notwithstanding the well known limits, is shown to be able of predicting adequately the velocity defect layer. This circumstance is related to the fine discretization adopted in the near-wall region, and also to the numerical accuracy established with Q2-Q1 finite element interpolation spaces, that is crucial in the computation of higher-order derivatives.
The cubic non-linear model, although its ability of circumventing the stagnation point anomaly, returned downstream the leading-edge a boundary layer too thin and with an unrealistic low turbulence level. The cubic turbulenceattenuation operators strongly affected the boundary layer development that is characterized by an insufficient turbulent mixing. Nevertheless this model was the only able to simulate to a certain extent the non-equilibrium effect in the rear portion of the blade, broadly reproducing the experimental turbulence level and a small separating zone very close to the blade surface.
The algebraic stress model was not able to control the turbulence intensity close the stagnation point. Notwithstanding it gave the better prediction of turbulence energy profiles and boundary layer thickness around the leading-edge. This is confirmed by the C p simulation, where the small leading-edge separation was well captured only by the GS93 model able to return correctly the leading-edge adverse pressure gradient magnitude. Although the model failed in the prediction of trailing edge separation, it better predicts the velocity profile in terms of boundary layer thickness and velocity gradient normal to the wall confirming its good response to curvature and adverse pressure gradient over the 70% of the suction side blade surface.
