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A B S T R A C T
While the Conditional Moment Closure (CMC) method has been de-
veloped with reference to low Mach number flows, the formulations
considered in this thesis work avoid taking any simplification on the
acoustics, so as to pursue a fully compressible formulation. Two cou-
pling strategies for a LES formulation of fully compressible reactive
flows adopting the CMC method are presented.
Similarly to standard CMC approaches, both strategies rely on re-
casting the full Navier-Stokes system into two sub-systems, the first
filtered and solved by means of LES in the physical space, the other
conditionally filtered and solved in the CMC space.
The two approaches differ by the way the two sub-systems are cou-
pled. In the first coupling strategy, referred to as ”Vector Field Up-
date” (VFU), the CMC interacts with the LES sub-system by actually
modifying the density and sensible energy LES fields. In the second
coupling strategy, referred to as ”Energy Source Update” (ESU), the
source term in the LES energy equation is computed on the basis of
the species source terms obtained by the time integration of the CMC
system. This way, the CMC interaction with the LES sub-system re-
lies on the modification of the LES energy source term, while any LES
state variable is directly modified.
The numerical implementation of the LES/CMC equations for both
coupling strategies has been carried out and explained in detail. The
LES flow solver relies on central two-to-six order discretization of
the convective terms of the Navier-Stokes equations cast in fully split
form, leading to a locally conservative formulation which guarantees
discrete conservation of the total kinetic (mechanical) energy. This
approach allows a stable and accurate spatial discretization of the
convective terms without the addition of numerical dissipation.
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The conditionally filtered CMC subsystem is discretized on a Carte-
sian mesh in the CMC space, and the time advance is based on a
further splitting in time between an explicit treatment of the convec-
tive operator and an implicit treatment (using BDF, as in CVODE) of
the fully coupled reactive-diffusive operators.
The predictive capabilities of a zero-dimensional version of the CMC
code are presented. The solution sensitivity to scalar dissipations is
tested varying its strength and shape. An a-priori prediction of the
SANDIA-D flame has been performed, and the comparison with ex-
perimental results is presented. The VFU and ESU CMC-LES cou-
pling strategies are compared by means of 2D test case, and the differ-
ences are discussed. The scalability performance, and the preliminary
results of a 3D version of the code are presented.
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The combustion of fossil fuels
remains a key technology for the foreseeable future.
It is therefore important that we understand
the mechanisms of combustion and, in particular,
the role of turbulence within this process.
— Norbert Peters [1]
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1
I N T R O D U C T I O N
The accurate prediction of reacting turbulent flows is of important
economic consequence in many engineering fields. There is a great in-
terest in predicting efficiency, heat transfer, and pollutant formation
in internal combustion engines and aerospace engines combustion
chambers. These are typically characterized by partially premixed or
non-premixed turbulent flames, also called turbulent diffusive flames.
These kind of turbulent flames are ruled by a large number of physi-
cal phenomena coupled each other. Combustion in the gas phase re-
quires first reactive species to reach, by molecular diffusion, the flame
front. A non-premixed flame is unable to impose its own dynamics
on the flow field because it is not a combustion wave endowed with
its own speed of propagation. Hence a non-premixed flame is highly
sensitive to turbulence and a sufficiently strong turbulent fluctuation
can provoke a local quenching. Moreover in such kind of flames, re-
actants have to be ignited by a an external energy deposition (such
as a spark or a torch) and later always reignited by burnt hot gases
for combustion to continue, this constituting a process called flame
stabilization, which is a central combustion chamber and ignitors de-
sign requirement. However, despite its potential usefulness, the pre-
dictability of flame stabilization by numerical simulations is still an
unsolved challenge.
A validated tool of numerical analysis can favorably impact on the
lowering of the development costs of new combustion chambers by
allowing “virtual” testing of new designs, concepts, and operating
conditions, in lieu of standard experimental testing in the lab. The
main requirement of a tool of numerical analysis should be the ability
to describe combustive phenomena such as flame instabilities, local
1
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anchoring, local quenching, and thermo-acoustic instabilities. An ac-
curate prediction of these phenomena is crucial for an in-depth com-
prehension of the qualitative behavior of ignition transients and com-
bustion instabilities, as well as for an accurate quantitative prediction
of pollutants, and of the thermo-acoustic behavior of a combustion
chamber under different operating regimes.
1.1 the isp-1 legacy
Methane as a fuel propellant in liquid rocket engines trust chambers
is currently considered for the evolution of space propulsion systems
and upper stage engines. It is within this framework that the author of
this thesis participated, as Ph.D student, to an EC FP-7, 3-year, project
named “ In-Space Propulsion 1” (ISP-1), which was partly devoted to
an exploratory study on the use of methane in in-space engines. In
Italy, ASI (Italian Space Agency) is sponsoring a long term program,
HyProb, led by CIRA and AVIO Group aimed at developing the tech-
nologies for LCH4/Lox propulsion, to which the author of this thesis
is participating. One goal in ISP-1 was the validation of numerical
simulations to predict the ignition transient in a combustion chamber
(DLR/M3 test facility) having a squared cross-section of dimensions:
60mm x 60mm x 140mm, with a single coaxial injector, and ignition
triggered by a laser-pulse [2].
A 2D axisymmetric Unsteady Reynolds Averaged Navies-Stokes
(URANS) computation of the combustion chamber was performed,
the kinetic model adopted was generated in-house by starting from
GRI Mech 3.0, removing the nitrogen kinetics so to treat nitrogen
as a simple inert diluent, and finally by retaining only the reactions
and species important in the prediction of the hot kernel initiation
and flame propagation. Still, this smaller mechanism consisted of
15 species and 57 reactions, which made the reactive flow simula-
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tion quite demanding both in terms of physics and computational
demand .
The validation in ISP-1 showed that an Unsteady Reynolds Averaged
Navies-Stokes (URANS) model is able to identify qualitatively a num-
ber of important features. More specifically, an axisymmetric URANS
can qualitatively reproduce at least two significant transient phenom-
ena (i) the development of a large recirculation region surrounding
the jet emanating from the co-axial injector, and (ii) the occurrence of
a strong blast wave triggered by the laser pulse. A three-dimensional
LES calculation using a relatively simple model for the kinetics (an ex-
tended Jones and Lindstedt mechanism) was also carried out in ISP-1
by P. Grenar (ONERA). LES predictions showed that the improved
fidelity of fluid-dynamics was not able to compensate for the poor ki-
netic modeling to the extent that the accuracy of the 3D LES and the
axisymmetric URANS models was comparable. In short, the quanti-
tative accuracy of both 3D LES and axisymmetric URANS was not
satisfactory, with the main source of errors being associated to the
lack of a proper turbulent combustion modeling in the 2D URANS
model, and of the kinetic modeling and turbulent closure in the 3D
LES model.
1.2 aim of the work
It was eventually decided to develop an in-house, Large Eddy Simu-
lation, compressible, reactive flow model, able to account for a kinetic
modeling of moderate complexity through a proper closure model for
the turbulent fluctuations. The Large Eddy Simulation (LES) model,
where the filtered large anisotropic scales are resolved, while the
smaller and isotropic scales are simply modeled, represents a good
compromise between URANS and DNS. Many turbulent reacting
flows of interest involve significant transient effects which cannot
be modeled using conventional Reynolds averaging approaches, LES
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4 introduction
can provide more accurate predictions of the flow and mixing fields
than conventional RANS-based methods, in particular for the com-
plex geometries of many engineering applications. The chosen clo-
sure model for the chemical source term is the Conditional Moment
Closure (CMC) because of its intrinsic capability to include unsteady
effects also far away from the "flamelet regime".
1.3 an introduction to the conditional moment clo-
sure
In the LES context, the CMC method models the spatially filtered
values of the chemical source terms. The chemical source term is a
strongly non linear function of temperature, pressure and composi-
tion. Because of that, the filtered value of the chemical source term
can not be written as function of the filtered values of pressure, tem-
perature and species mass fractions.
The theoretical basis of the CMC relies on the assumption, experimen-
tally verified, that in non-premixed flames the chemical source term
fluctuations are strongly dependent on the degree of mixing of fuel
and oxidizer [3]. This mixing degree is well represented by a properly
defined conserved scalar, the mixture fraction. Once defined the mix-
ture fraction, it has been demonstrated that the conditionally filtered
chemical source term can be written as a function of the conditionally
filtered values of pressure, temperature and species mass fraction.
This said, the model is based on the following idea: a chemically
frozen field is solved on an LES mesh in order to obtain the field val-
ues of a conserved scalar representing the reacting mixture stream,
i.e. the mixture fraction. The evolution equations of the conditionally
filtered species are solved on a computational domain which has the
mixture fraction as additional dimension. The filtered values of the
species mass fractions are then obtained from the conditionally fil-
tered values by means of a presumed shape pdf.
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The coupling between the two systems is given by a source term in
the chemically frozen field energy equation, that is the energy re-
leased by the chemical reactions. The additional dimension required
in the CMC space could be computationally expensive. Nevertheless
in some classes of problems, such as a jet flame, the CMC space could
be two-dimensional instead of four-dimensional. For example, this is
possible when the radial direction and the mixture fraction space are
strongly related each other. Moreover, the weak space dependence of
the conditionally filtered values and the CMC requirement of hav-
ing good statistics on the conditional quantities, prescribe to adopt a
CMC mesh resolutions coarser than the LES, this implying a lower
computational cost. The saving in the CMC space resolution might
be reinvested in a more detailed description of the chemical kinetics.
1.4 thesis outline
A major goal of this work has been to asses the predictive capabili-
ties of the Conditional Moment Closure for partially premixed and
non premixed flames. Part of the work has been the development of
a brand-new suite of numerical toolkits for turbulent reactive flows
analysis based a Conditional Moment Closure extension to the Large
Eddy Simulation of compressible reacting flows. The document is or-
ganized as follows.
In Chapter 2, a short review on the state of the art of the passive
scalar-based approaches is presented, with a special attention to the
LES and RANS formulation of the CMC method.
In Chapter 3, the Navier-Stokes equations for a reacting flow are pre-
sented and a review of turbulent diffusive flame modeling is given.
The numerical issues arising from the space and time discretization
requirements of the previously introduced balance equations is illus-
trated, and the Large Eddy Simulation approach is introduced. The
consequent need of both a fluid-dynamic and a chemical closure mod-
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els is explained. The flamelet equations derivations as example to in-
troduce the basic idea of the passive scalar approach; then the choice
the Conditional Moment Closure has been motivated.
In Chapter 4 the Conditional Moment Closure equations formulation
has been presented.
In Chapter 5, two coupling strategies for the Conditional Moment Clo-
sure combustion sub-grid model to Large Eddy Simulation are pre-
sented. While the CMC method has been developed with reference
to the low Mach number approximation, where the energy equation
is conditionally filtered and solved in the CMC space, in the present
approach, we avoid making any simplification on the acoustics, so as
to pursue a fully compressible formulation. Hence the set of reactive
compressible Navier-Stokes equations is rearranged in two sub-sets,
one filtered and solved in the physical LES space, the other condi-
tionally filtered and solved in the CMC space. Mass and momentum
conservation law equations are included in the LES sub-set, while
the rate equations describing the species evolution are part of the
CMC sub-set. The energy equation requires a special treatment: on
one hand, it must be kept tightly coupled with the momentum equa-
tion in the LES context so as to describe wave propagation; on the
other hand, it must remain coupled in the CMC context with the
species rate equations to account for the thermal expansion, which
is crucial for the description of the non linear coupling between tem-
perature and reaction rates. We present two different formulations to
obtain a two-way coupling between the two sub-sets. In both formu-
lations, the LES sub-set provides the unconditional values of the ve-
locity, pressure, and mixture fraction fields; these are conditionally fil-
tered and used to compute the coefficients required to close the CMC
equations. Moreover, the mean molecular weight and the specific heat
of the mixture required by the thermal and caloric equations of state
in the LES sub-system, are updated with the species mass fractions
informations resulting from the CMC sub-system evolution. The en-
ergy rise due to chemical reactions, described by the CMC equations
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under the assumption of constant pressure, affects the LES sub-set as
well. The two approaches differ in the way this issue is handled. In
the first approach, referred to as ”Vector Field Update” (VFU), the
sensible energy equation is split into two contributions: (i) the heat
release rate due to chemical reactions, which is conditionally filtered
and solved in the CMC space, and (ii) the transport, convective and
diffusive, of sensible energy in a fully compressible frozen mixture,
which is filtered and solved in the physical space. Hence the CMC in-
teracts with the LES sub-system, directly modifying the density and
sensible energy LES fields. In the second approach, here referred to
a ”Energy Source Update” (ESU), the energy equation is entirely re-
tained in the LES system, and its energy source term is computed on
the basis of the species source term known from the CMC system.
This way, the CMC interaction with the LES subsystem relies on the
modification of the LES energy source term, while any LES variable
is directly modified.
In Chapter 6, the numerical implementation of the LES/CMC equa-
tions for both the two CMC coupling strategies is explained in detail.
The LES flow solver relies on central two-to-six order discretization of
the convective terms of the Navier-Stokes equations cast in fully split
form [13]. As shown by Pirozzoli [14], this arrangement, leading to
a locally conservative formulation, guarantees discrete conservation
of the total kinetic (mechanical) energy if the frozen mixture. This
approach allows a stable and accurate spatial discretization of the
convective terms without the addition of numerical dissipation. The
conditionally filtered CMC subsystem is discretized on a Cartesian
mesh in the CMC space and the time advanced is based on a fur-
ther splitting in time between an explicit treatment of the convective
operator and an implicit treatment (using BDF, as in CVODE) of the
coupled reactive-diffusive operators.
In Chapter 7 the predictive capabilities of a zero-dimensional ver-
sion of the CMC code are presented. The solution sensitivity to scalar
dissipations is tested varying its strength and shape. An a-priori pre-
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diction of the SANDIA -D flame [4] has been performed and the com-
parison with experimental results is presented. The VFU and ESU
CMC-LES coupling strategies are compared by means of a 2D test-
case, and their differences are discussed. The preliminary results of
a 3D version of the code are presented and the numerical solution
of various reactive mixing layer computations are shown. Moreover,
both weak and strong scalability tests have been performed on the 3D
version of the code and the results are reported in detail.
[ Ciottoli PhD Thesis final version ]
2
S TAT E O F T H E A RT
Turbulent jet diffusion flames have been studied at length. The turbulence-
chemistry interactions have been modeled by the chemical equilib-
rium assumption, laminar flamelet modeling [5], probability density
function modeling [6], and Conditional Moment Closure (Klimenko,
[7] and Bilger [8, 3]).
The ignition transients of a turbulent non-premixed flame are char-
acterized by a large range of time and space scales. This makes the
assumption of full chemical equilibrium not accurate, since it relies on
the hypothesis of infinitely fast chemistry, and neglects the influence
of fluid motions on chemical processes, this excluding the possibility
of describing important combustion phenomena, such as the flame
temperature dependence on local strain, local quenching, and reigni-
tion.
2.1 passive scalar methods
The steady laminar flamelet models (LFM) [5], relying on the hypoth-
esis of having a local balance between fluid mechanics and chemistry,
takes into account the effect of the fluid dynamics on the flame in
term of maximum temperature and products formation, but is not
able to predict the flame behavior outside the steady flamelet regime
[9], that is when the chemical and fluid-dynamic effects are unbal-
anced and strongly unsteady, such as local quenching and reignition.
The dynamic version of the flamelet models [10] is capable to take
into account the local unbalances and unsteady effects, while the La-
grangian flamelet formulation [11] is able to take into account the
9
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convective effects and to describe very fundamental phenomena like
lifted flames. Anyway, these variants require the temporal evolution
of the flamelet equations and are more computationally expensive
than the steady laminar flamelet, since the lookup table approach is
impossible and the number of flamelet equations to integrate in time
rises with the number of species involved. Moreover the flamelet ap-
proach has been developed in the context of laminar flames and then
recast to cope with turbulent flows, while the statistic nature of tur-
bulence is taken into account by introducing a presumed-shape prob-
ability density function.
Probability density function (PDF) calculations of flows allow to re-
lax all hypotheses concerning the shape of pdfs, since a pdf transport
equation is directly solved. Anyway the PDF approach [12, 13] with
detailed chemical mechanisms is extremely expensive [14] and have
inherent problems in the modeling of molecular diffusion terms. The
conditional source estimation (CSE) method for closing the chemical
source terms in the filtered governing equations of motion has been
proposed by Bushe [15, 16, 17]. Both CSE and CMC rely on the same
main hypothesis about the species source term, whose conditionally
filtered value is written as function of the conditionally filtered val-
ues of the reactive scalars. However, while in the CMC approach the
entire set of the reactive scalars evolution equations is conditionally
filtered and evolved in the CMC space, in the CSE approach the set
of the reactive scalars evolution equations is evolved in the physical
space; the unconditionally filtered source terms are obtained from the
conditionally filtered ones by means of a convolution operation and a
presumed shape pdf. However, the conditionally filtered values of the
reactive scalars, required to compute the conditionally filtered source
terms, are computed by inverting the integral relation that links the
unconditional and the conditional values, this involving several com-
putational difficulties. A Conditional Source-term Estimation (CSE)
model has been used to close the mean reaction rates for a turbulent
premixed flame with different presumed probability density function
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(PDF) models were studied by Jin, et al. in 2008 [17]. The conditional
means of reactive scalars were evaluated with CSE and compared to
DNS showing promising results.
2.2 cmc for rans
Conditional Moment Closure was firstly applied in the RANS con-
text, allowing to investigate turbulence chemistry interactions with
large chemical mechanisms at a reasonable computational cost. The
LFM and a RANS/CMC model have been compared to direct numer-
ical simulations by V. Nilsen et.al in 1994 [18]. The results and their
analyses showed that, although SLFM is a substantial improvement
over equilibrium modeling, the conditional moment closure leads to
excellent data predictions provided the average scalar dissipation rate
conditioned on the mixture fraction is properly modeled.
By comparison with DNS results, Mastorakos and Bilger, in 1998
[19], inquired the differences between the first- and second-order
CMC closure for autoignition times and structures of a turbulent
non-premixed flow with one-step chemistry, finding important qual-
itative differences between the two closures only for high values of
strain. The weak cross stream dependence of the conditional aver-
ages has been established by Swaminathan, et al., in 1998 [20], using
measurements made using the Raman/Rayleigh/LIF technique on
the counter rotating recirculation region in the wake of a bluff-body
stabilized flame. It was demonstrated that the conditional averages
have a very weak dependence on the cross-stream position in recir-
culation regions. From the conditional moment closure view point,
this weak dependence allows to simplify the CMC equations by in-
tegrating them across the flow. This simplification, known as shear
flow approximation, is very important since it may compensate for
the increased dimensionality of the CMC domain. In 2000, Kim et. al
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[21] employed the CMC closure for the RANS numerical prediction
of a turbulent non-premixed flame of methanol stabilized on a bluff
body, showing good agreement for the conditional averages of the
temperature and major species concentrations, while some discrep-
ancy for OH, CO, and H2, possibly due to an inaccurate prediction
of the conditional scalar dissipation rate. Anyway, the results of the
CMC model are in better agreement with conditional measurements
than those of the LFM method.
A good agreement was found by Roomina in 2001 [22] from the com-
parison of laser diagnostic measurements for the velocity and mixing
fields and temperature and species mass fractions and RANS-CMC
predictions for a turbulent jet diffusion flame of a Methane/Air mix-
ture.
Fairweather and Wooley in 2003 [23] used a cross-stream average
CMC formulation to model turbulent non-premixed flames of Hydro-
gen and Hydrogen/Helium mixtures. Various Reynolds stress tensor
closure models and kinetic schemes, employing 5, 24, and 62 reac-
tion steps, have been employed and compared. The superiority of
Reynolds stress turbulence model over the eddy viscosity-based ap-
proach, as well as a weak dependence on the kinetic scheme has
been shown. Moreover, good agreement between the CMC results
and some previously obtained PDF transport results was obtained.
Results, however, exhibited errors in the NO prediction.
Devaud and Bray in 2003 applied the CMC method to a lifted tur-
bulent flame [24]. By comparison with published experimental data,
they found out that the first order, radially averaged CMC, is able to
accurately predict the lift-off height of a lifted flame. The computa-
tional results agreed well with the experimental results even though
turbulence and combustion were decoupled, so the effect of turbu-
lence upon combustion were included but the thermal effects on the
turbulent flow field were not accounted for.
Two-dimensional CMC coupled with commercial CFD has been ap-
plied to study n-heptane spray autoignition under diesel engine con-
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ditions by Wright, et al. in 2005 [25] with the aim of quantifying the
sensitivity of the predictions to the operator splitting errors in vari-
ous numerical configurations.
A conditional moment closure (CMC) model was applied, by Kim, et
al. in 2005, to predict a co-flow jet flame structures and NO formation
in the moderate and intense low oxygen dilution combustion mode.
A new PDF was proposed to describe a three stream mixing system in
term of a single mixture fraction. Although the differential diffusion
effects appeared to be non-premixed, the predictions of temperature,
CO, OH, and NO mass fractions were in good agreement with mea-
surements, showing that the CMC model is an attractive choice for
this kind of problems.
In 2005 Kim, et al. [26] simulated H2/Air lifted jet flames by means
of a two-dimensional CMC formulation coupled with a commercial
CFD software. The capability of reproducing the flame behavior vary-
ing the inlet jet velocity, including the hysteresis behavior of lifted
flames, was shown to be consistent with experimental observation.
Moreover the alternative approach of employing a cross-stream aver-
aged CMC, was justified since the radial components of spatial con-
vection and diffusion were always small.
Simulations of turbulent CH4-air counterflow flames were presented
by Kim, et al.[27], obtained in terms of zero and two-dimensional
first-order Conditional Moment Closure (CMC) and a CFD software
to study the flame structure and extinction limits, capturing the trend
of increasing extinction velocity with air dilution of the fuel stream.
A three-dimensional, elliptic, CMC modeling of a low-swirl stabilized
non-premixed flame of methane was performed by Fairweather and
Woolley in 2007 [28] with encouraging results in both a qualitative
and a quantitative sense. Both experiments and numerics (CMC and
a CFD code ) were employed by Markides, et al. in 2007 [29] to in-
vestigate the autoignition of a gaseous n-heptane plume in heated
turbulent. The first-order, spatially averaged CMC model reproduced
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well the experimental trends.
The accuracy of the gradient diffusion model for the conditional
turbulent flux term in the CMC equation has beed assessed by Richard-
son, et al. [30] in 2007. The comparison with DNS showed that the
usual gradient diffusion approximation for the conditional turbulent
flux seems to be adequate for high turbulence intensity relative to the
laminar burning velocity of a stoichiometric mixture, but the strong
counter-gradient transport found at weak turbulence cannot be de-
scribed with the simple gradient model.
A first-order, three-dimensional, moving-grid CMC method coupled
with a commercial CFD code was successfully employed to simulate
combustion in a direct-injection diesel engine in 2008 by Paola, et al.
[31]. A CMC domain reduction of the three-dimensional problem to
two- and zero- dimensions was explored in terms of accuracy and
computational time, showing that integral method can be effective
to predict combustion in diesel engines at a reduced computational
cost.
Recently, in 2013, Bolla, et al [32], pursued the first application of
a semi-empirical soot model in the framework of multidimensional
CMC for spray combustion, simulating an n-heptane autoigniting
spray in a constant-volume vessel under diesel engine conditions. The
results suggested that CMC is a promising framework for soot mod-
eling under diesel engine conditions.
2.3 cmc for les
Recently, the CMC equation has been formulated for LES. Kim and
Pitsch [33] in 2005 proposed a CMC approach for the LES combustion
sub-grid modeling issue. The conditionally filtered equations were de-
rived and a priori tests, performed by means of DNS, showed that the
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resolved large-scale fluctuations of the reactive scales have a favorable
impact on accuracy of the CMC, in particular for the sub-filter flux in
mixture fraction.
Consistently with the LES formulation, in 2005 Navarro-Martinez de-
rived the transport equations for the conditionally filtered species
[34]. The LES extension of the CMC model has been validated by
comparison with measurements of a piloted, turbulent Methane/Air
jet diffusion flame (Sandia-D). In 2007 Navarro-Martinez and Kro-
nenburg [35] applied the LES/CMC formulation with detailed chem-
istry to a bluff-body stabilized flame, showing improvements on the
RANS/CMC and LES/LFM formulations. Moreover, prediction of en-
dothermic regions close to the neck of the recirculation zone demon-
strated the potential of LES-CMC to predict unsteady finite rate effect.
In 2009 Navarro-Martinez and Kronenburg [36] included a detailed
mechanism of 44 species and 256 reactions in an LES/CMC solver
to represent the chemistry of a lifted diffusion flame produced by a
partially premixed jet issuing into a vitiated co-flow. The inflow turbu-
lence influence on the lift-off height could be captured with success,
and ignition trends were reproduced satisfactorily.
In 2009 Floyd, et al. [37] carried out thorough phenomenological anal-
ysis of DNS data from a planar jet and of experimental data from a
turbulent opposed jet. They found that, in the LES context, the top-
hat distribution provides an excellent alternative to the now much
more common b function, both in terms of ease of implementation
and physical interpretation.
Navarro-Martinez and Rigopoulos in 2011 [38] incorporated a soot
model into an LES/CMC framework. The results of calculations were
compared with experimental data for atmospheric methane flames
demonstrating that the model, in conjunction with a representation
of differential diffusion effects, is capable of predicting soot forma-
tion at a fundamental level.
In 2009, Triantafallydis [39] investigated the feasibility of the use of
CMC/LES for ignition problems by modeling the forced ignition of
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a bluff-body stabilized non-premixed methane flame. The particular
three-dimensional formulation of the CMC equation there employed
was able to reproduce the pattern of flame expansion and overall
flame appearance accurately. Moreover, the sensitivity of the flame
behavior on the spark intensity and position agreed with the experi-
mental evidence.
In 2009, Triantafyllidis and Mastorakos [40] performed an LES/CMC
simulation of a bluff-body stabilized burner to assess the influence
of the different options for transferring information from the LES to
the CMC grid, showing that special care is required for mixture frac-
tion variance modeling. Moreover the Amplitude Mapping Closure
model feasibility for the scalar dissipation in the LES context was
demonstrated.
The sensitivity of CFD mesh resolution, CMC mesh resolution, in-
let boundary conditions, and conditional scalar dissipation rate mod-
eling, was treated by Stankovic, et al. [41] in 2010 by means of an
LES/CMC simulated nitrogen-diluted hydrogen jet, igniting in a tur-
bulent co-flowing hot air stream. The trends in the experimental ob-
servations were well reproduced, the auto-ignition location depen-
dence on turbulence and mixing was underlined, finding that stronger
turbulence promotes ignition.
A coupling between a high order accurate fully compressible upwind
LES method with the CMC combustion has been proposed by Thorn-
ber, et al. in 2011 [42], providing a very useful framework for future
CMC application. The new method was validated against DNS data
for a lean premixed methane slot burner.
A three dimensional LES/CMC approach has been applied to the San-
dia piloted jet diffusion flames (type D and F) by Garmory, et al., in
2011 [43]. The results where in very good agreement with the experi-
ments, and the local transient extinction and re-ignition events were
observed in flame F as well.
Accurate prediction of localized extinctions and reignitions in loca-
tions consistent with Delft III piloted turbulent non-premixed flame
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experiment where found by Ayache, et al,. in 2013 [44] by means of an
LES/CMC formulation and the GRI 3.0 chemical mechanism. Simula-
tions of an n-heptane spray autoigniting under conditions relevant to
a diesel engine are performed using two-dimensional, first-order con-
ditional moment closure (CMC) with full treatment of spray terms in
the mixture fraction variance and CMC equations by Borghesi, et al.,
in 2011 [45].
By performing various numerical predictions of the Sandia piloted jet
Flames D and F while varying some CMC parameters, the influence
of the grid size on the scalar dissipation prediction was inquired by
Garmory, et al., in 2013 [46], this highlighting the capabilities of the
LES/CMC approach to capture flames very close to extinction.
A hydrogen jet, diluted with nitrogen, issued into a turbulent co-
flowing hot air stream was reproduced by means of the LES/CMC
method by Stankovic in 2013 [47]. In the experiments, varying the
co-flow temperature, different auto-ignition regimes, including low
Damkohler number situations, were obtained; all regimes were recov-
ered in the simulations.
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PA S S I V E S C A L A R A P P R O A C H F O R T U R B U L E N T
D I F F U S I V E F L A M E S
The Navier-Stokes equations for a reacting flow are here presented
and a brief introduction to the mathematical modeling of turbulent
diffusive flames is given. The numerical issues arising from the space
and time discretization of the differential equations governing the
problem are illustrated, and the Large Eddy Simulation approach is
introduced. The consequent need of both a fluid-dynamic and a chem-
ical closure models is explained. The basic idea of the passive scale
approach is explained using the flamelet equations derivations as ex-
ample. The choice of adopting the Conditional Moment Closure is
motivated.
3.1 balance equations
The fully compressible reactive Navier-Stokes equations augmented
by the transport equation of a passive scalar x, according to the Ein-
























































a = 1, ..., N, (4)
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Where r, p, T, and are the density, pressure, temperature, and specific
sensible energy the mixture respectively; while uj is the j-th compo-
nent of the velocity vector. The thermal and caloric equations of state
for mixtures of ideal gases are also provided:

























= r [ekin + esens] , (7)
The caloric equation in Eq. (7) defines the mixture total absolute in-
ternal energy E as summation of the sensible energy re and the ki-
netic energy ruiuj of the mixture. The state vector of this system
is w = {r, u, E, T, p, x, Y
a
}, with a = 1, ..., N, where Y
a
is the mass
fractions of the a-th species. Here the subscript mix stands for the
mixture value, Rmix is the gas constant of the gas mixture, Ĉv
a
is the
specific heat of the a-th species. The energy release due to reactions
is described by the term ÂN
a=1[rẇaDh0a ], where Dh0a is the formation
enthalpy of the a-th species. The passive scalar x is not strictly needed
to close the problem. Anyway x can be defined so as to be 1 where
the fluid is pure fuel and 0 where the fluid is pure oxidizer, this mak-
ing x and its gradients an index of the mixing degree of the mixture.
Hence, even if its evolution is not essential for the closure of the set
of governing equations, the knowledge of the evolution of the pas-
sive scalar field x, as well as the choice of its diffusive coefficient D
x
,
will be required in the next sections. The fluids are assumed to be
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where the D
a
is the diffusive coefficient of the a-th species.
The term ẇ
a
is the chemical source term of the a-th species. For an









a,l Ma, l = 1, L (10)
where M
a
is the chemical symbol, and n
a,l is the stoichiometric coeffi-
cient of the l-th reaction, for the a-th species. The variation of the the
number of moles of the ath species N
a





































being the molecular weight of the a-th species; ql is the
progress variable of the l-th reaction, and its time variation, for each
reaction, is given by the difference of the forward and reverse rates:
dql
dt



















] is the molar concentration of the a-th species, while k f ,l
and kb,l are the forward and backward constants of the l-th reaction.
The constants k f ,l and kb,l depend on temperature and are generally
assumed to follow the Arrhenius law :
k f ,l(T) = AlTbl e Ea,l/(RT) (14)
where R is the universal gas constant, while Ak, bk and Ea,k are the
pre-exponential factor, the temperature exponent and the activation
energy of the l-th reaction, respectively.
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3.1.1 Non-dimensional numbers
For the following discussion the definition of a few non-dimensional









and represents the ratio of kinematic viscosity and molecular diffu-














representing the ratio between the molecular kinematic viscosity n


















It represents the ratio between the thermal diffusivity a and the
molecular diffusivity D. Once a characteristic fluid-dynamic time tf
and a characteristic chemical time tC is defined, the Damkholer num-





Hence for Da ' 1, the chemical and fluid-dynamic scales are of
the same order of magnitude. Otherwise, when Da >> 1, the chemi-
cal time scales are much smaller than the fluid-dynamic ones, hence
chemical processes are much faster than fluid-dynamic processes, on
the opposite, when Da << 1 the fluid-dynamic processes are faster
than the chemical ones.
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3.2 turbulent non-premixed flames
The physics of a flame is characterized by a strong coupling between
chemistry and fluid motions. This coupling is stronger in presence
of turbulence; turbulent energy distribution influences the occurring
chemical reactions, while the changes in the temperature and compo-
sition due to chemistry strongly affect the turbulent motions of the
fluid. Non-premixed flames are affected by various processes, most
of them are present in all kinds of turbulent flames, such as flame-
generated vorticity, viscous effects, stretching.
Nevertheless, non-premixed flames are characterized by specific pro-
cesses. First, reacting species have to reach, by molecular diffusion,
the flame front reaction (this is the reason why they are called dif-
fusion flames). Because of turbulence the diffusion speed of species
can vary strongly across the field. The overall reaction rate is driven
by the species diffusion toward the flame front. Hence non-premixed
flames do not propagate: they are located where fuel and oxidizer
meet. Without a propagation speed a non-premixed flame is unable
to impose its own dynamics on the flow field.
Non-premixed flames do not exhibit well defined characteristic
scales. A diffusion flame does not feature a propagation speed and
the local flame thickness depends on flow conditions. Moreover chem-
ical reaction rates are generally limited by mixing, but a fast mixing,
may lead to premixed combustion. Because of this dependence on
mixing, non-premixed flames do not exhibit well defined flow inde-
pendent characteristic scales. Flame scales can be defined unambigu-
ously in flame/vortex interactions only.













Here the subscript st means that the value is calculated at stoichio-
metric conditions. The variable cst = 2Dst|rx|2 is the scalar dissi-
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pation rate and Dst is the stoichiometric molecular diffusion rate. A





where Da is the previously defined Damköhler number. Once these






Two other flow scales are introduced, corresponding to the vortex
characteristics at the beginning of the simulation, that is the vortex
ideal size r and velocity fluctuations about the mean velocity u0. Then
one can define two non dimensional numbers: a length scale ratio: r
di
,




A Flame/vortex interaction regimes diagram can be identified in a
log-log plot based on velocity (u0tc/di) and length (ri/di) scale ratios.
Two characteristic lines appear [9]:




























where td/tc compares diffusion (td = d2i /n) and chemical (tc)
times.
To better understand the flame behavior in a turbulent velocity field
as a function of the Damköhler number, it can be useful to define a
reference Damköhler number DaSE, as the value of Da corresponding
to the extinction of a steady laminar counter-flow flame. Hence, for
[ Ciottoli PhD Thesis final version ]
3.2 turbulent non-premixed flames 25
Figure 1: Combustion regimes scheme [9]
Da numbers lower than DaSE, the flow time scales are so fast that
chemical reactions are inhibited by the strain.
For sufficiently large Damköhler numbers (Da > DaLFA), chemistry
is sufficiently fast to follow flow changes induced by the vortices. In
this situation (case A), the flame front behaves like a laminar flame
element relying on the stoichiometric isosurface and having the same
strain rate of the flow field. The steady laminar flamelet assumption
(LFA) applies, since both maximum temperature and reaction rate are
in good agreement with laminar flame theory. The limit of this regime
corresponds to DaLFA = 2DaSE.
In case B (small length scale ratio), a strong curvature of the flame
front is observed and molecular and heat diffusion along tangential
direction to the flame front become non negligible.
For case C (Daext < Da < DaLFA) compared to case A, the Damköhler
number decreases (or vortex speed u0 increases). The chemical time
order of magnitude is comparable to the vortex characteristic time
and the chemistry is not sufficiently fast to instantaneously "follow"
the flow changes as in LFA regime. In this situation unsteady effects
become relevant. The temporal evolution of the flame lags the tem-
poral evolution of the flow and, accordingly also lags results from
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asymptotic theories.
When the strain rate induced by the vortex on the flame front be-
comes too strong (Da < Daext), quenching occurs (case D). The quench-
ing Damköhler number was measured from DNS: Daext = 0.4DaSE.
3.3 numerical issues
The numerical solution of the Navier-Stokes system for multi-species,
chemically reacting, flows requires a numerical space and time dis-
cretization. The numerical discretization should ensure an accurate
description of the space and time evolution of the system status.
Hence a major physical constraint on the computational discretiza-
tion of the system is given by its characteristic space and time scales.
3.3.1 Turbulence
Turbulent non reacting flows are characterized by a highly non regu-
lar motion in which larger eddies brake up into smaller ones, so the
the kinetic energy of the flow is typically acquired at a large scale,
the integral length scale L0, then transferred to smaller eddies whose
inertial energy is higher then the viscous forces, passing down the en-
ergy from the largest to the smallest without dissipation. The smallest
eddies are small enough to have a balance between the inertial forces
and the fluid viscosity, leading to the full dissipation of the kinetic
energy. Kolmogorov proposed the first statistical theory of this mech-
anism, called the Richardson energy cascade, putting in relation the
integral length scale L0, at which energy is injected into the system,
and the smallest space scale, the Kolmogorov scale l
h
, at which the
whole energy is dissipated.
Kolmogorov’s theory relies on the assumption that while the large
scale vortex are anisotropic and unstable, the smaller eddies are mainly
isotropic. The smaller scale at which the eddies loose a mean direc-
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tionality is estimated to be lIE = 1/6l0. The motion occurring at scales
smaller than lIE is quite universal and non dependent on the larger
scale motions. Starting from this assumption, Kolmogorov deduced
that the universal behavior of the small scales could be a function of
fluid viscosity n and energy dissipation e. The only space, velocity
























A second assumption involves having the whole kinetic energy dis-
sipated at scales of the order of the Kolmogorov, that to achieve the
balance of inertial and viscous forces. This assumption is supported
by the fact that, expressing the local Reynolds number as a function of















, the energy dissipation rate e as well as





















One more assumption is about the nature of the energy cascade,
that is on the hypothesis of the existence of an inertial sub-range. This
consisting of eddies smaller than the integral scale but larger than
the Kolmogorov scale lIE < l < lh whose role is to transfer energy
from the larger scales to the Kolmogorov scale, without this process
involving any dissipation. This last assumption allows to establish a
relation between the large scales of motion L0 and u0 and the smallest
one l
h
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By means of Eq. (29), the ratio between the integral and Kolmogorov


















These relations identify the minimum requirements for a numerical
space and time discretization for a given integral length scale L0 and
time scale t0. It is important to remark that Eq. (30) refers to only one
dimension, for a three-dimensional, single species, problem nx > Re
9
4
points in space and nt > (Re
1
2 ) time steps are required.
3.3.2 Chemistry
The computational effort required to directly solve the full system in
Eqns (1)-(5) is much higher than the one needed to solve the finest
fluid-dynamic motions of the corresponding non-reacting field at the
Kolmogorov scales. This is mainly because of two major causes: the
state vector dimension is increased and the time and space scales are
much smaller than the Kolmogorov ones. The first is because every
species mass fraction Y
a
(x, t) is an unknown variable which needs its
evolution equation to be numerically discretized and integrated. The
latter is because of the intrinsic nature of the chemical source term,
whose characteristic time and space scales are usually smaller than
the smallest fluid-dynamic ones. As an example one can chose the




= k f (T)[A] ! [A](t) = ek f t (33)
The time evolution of the concentration of the species [A] has a
characteristics time scale t = 1/k f . A detailed chemical mechanism
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involves many species and reversible reactions, the reaction constant
are temperature dependent, hence they vary in the field and can lo-
cally reach very high values since k µ Tbe Ea/T with very large values
of Ea. Hence the space and time scales spectrum is usually broader
than the fluid mechanic one.
3.3.3 A model is required
Although the turbulence constraints on a direct numerical simulation
(DNS) are less severe than the chemistry ones, they are sufficient to
make DNS approach unfeasible for studies of practical interest (i.e. a
real engine combustion chamber).
The study of the averaged values of the field, obtained by the evo-
lution of the Reynolds averaged Navier Stokes Equation (RANS), is
much more computationally affordable. Anyway, by construction, RANS
provide good information only on the averaged fields of motion. This
making the description of transient phenomena inaccurate in most of
the cases.
The Large Eddy Simulation (LES) approach is a good compromise
between DNS and RANS. The LES approach relies on the assump-
tion that a scale of motion lIE below which the eddies are mainly
isotropic exists and is larger than the Kolmogorov one. Hence the
motion whose length scale is l, with h > lIE > l > l f ilt, is directly
simulated, while those effects on the fluid dynamics due to motions
with smaller space frequency are properly modelled by means of the
so called sub-grid models. In the LES approach the state vector of the
system (1)-(5) w, describing a chemically reacting flow, is decoupled
into a spatially filtered value ew and its spatial sub-grid oscillations
w0 as follows:
w = ew + w0. (34)
Next Eq. (59) it is substituted in the original system (1)-(5) which
is then wholly filtered, leading to a new system describing the time
[ Ciottoli PhD Thesis final version ]
30 passive scalar approach for turbulent diffusive flames
evolution of the filters field. This brings to two major problems, one
concerning the fluid dynamics, the other concerning chemistry, which
make the LES system unclosed.
The first arises when the non-linear convective term is filtered, since:
r · guiui = r · ^(ui + u0i)(ui + u0i) = r · (eui eui) + r · (gu0iu0i). (35)
The term r · (gu0iu0i) is function of the sub-grid motions, and thus it is
unclosed. This closure usually achieved by modelling the unclosed
term as a function of the motions at larger scales. The second is-
sue is the result of the filtering procedure on the chemical source
terms ḟw
a
. These filtered source terms can not be easily expressed as
mere functions of eT and fY
a
, since the source term is a strongly non-
linear function of temperature and species mass fractions. This can
be showed with a simple irreversible reaction between fuel F and ox-
idizer O which gives products P. The source term depends on fuel
concentration [F] = Yf r/Wa, oxidizer concentration [O] = YOr/Wa
and temperature only. Defining a constant A = AOWO , the activation
temperature Ta = EaR in Eq. (12) can be written as:
ẇF = Ar2TbYFYOe Ta/T. (36)
This can be readily decomposed into a filtered value and a spatial
fluctuation:
ẇF = ḟwF + w0F = Ar2(eT + T0)b(fYF + Y0F)(fYO + Y0O)e Ta/(
eT+T0). (37)
If the temperature oscillations are small, that is if T0/eT << 1, we
have:
ḟ
wF = Ar2(eT)b(fYFfYO + ]Y0FY0O)e
 Ta/eT. (38)
Because of the exponential term, the chemical source term is highly
dependent on temperature oscillations T0. Expanding the exponential
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. (41)
Hence the chemical source term of a one-step irreversible reaction

























The first think to stress is that the Taylor series in Eq.(39) converge
only of T0/eT << 1. Moreover, the source chemical source term expan-
sion in Eq. (42) contains unclosed terms, such as ]Y0FY0O
n
, which need to
be modelled. Finally, it should be stressed that the high complexity of
the previous equation is referred to the easiest chemistry mechanism,
and is expected to be much higher for the case of realistic chemistry
with up to hundreds of species and thousands reactions.











The aim of turbulent combustion sub-grid models is to solve this
problem. The conditional moment closure, in particular, by-passes
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the problem of modelling ḟw
a
starting from the assumption that a









Where h is the sample space variable of the scalar x(x, t), and gf|h,
stands for the conditionally filtered value of the variable f(x, t) to
h = x(x, t). As for the unconditional filtering process, the departure
from the conditionally filtered value can be defined as f00 = f  gf|h.
The relation in Eq. (44) is valid only if T00/eT << 1 and ]Y00F Y00O ' 0.
and this is true if the passive scalar x(x, t) is well representative of
the mixing degree of the flow field embedding in its evolution the
spatial oscillation of temperature and mass fractions.
3.4 a passive scalar example
An example of the existence of passive scalar ex, such that Eq. (44)
is verified, can be found by studying a laminar non-premixed flame,
where the degree of mixing can be represented by a proper passive
scalar value, the mixture fraction.
This statement can be easily verified in the case of a laminar non-
premixed flame with a single-step chemical reaction, which involves
only fuel (F), oxidizer (O) and products (P).
nFF + nOO ⌦ nPP. (45)
Under the assumptions of having constant thermodynamic pressure
(low Mach numbers), equal and independent of temperature heat





= Le = 1, Fick’s law for species molecular diffusion, the
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Once defined the reaction rate Q, and the mass stoichiometric re-
action rate s = nOWO/nFWF, in a single-step reaction, the chemical
source terms can be written as function of the fuel source term ẇF as
follows:
ẇF = nFWFQ, (49)





So combining the equations (46)-(48), three quantities can be de-
fined: Z1 = sYF   YO, Z2 =
CpT
Q + YF, Z3 = s
CpT
Q + YF + YO. These
















The previous equation is quite similar to the equations (46)-(48),





, i = 1, 2, 3 (53)
where ZOi and Z
F
i are the values of Zi in the oxidizer and fuel stream
respectively. The new variables zi are still solution of a convection dif-
fusion equation of the form of Eq. (52), and have the same boundary
conditions, that is: zi = 0 in the fuel stream, and zi = 1 in the fuel
stream. Hence, all these equations have the same solutions. Defining
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Y0F as the fuel mass fraction in the fuel stream and Y
0
O as the oxidizer
mass fraction in the oxidizer stream, we have:
z =










F   T0O) + Yf
=
sCP
Q (T   T0O) + YO   Y0O
sCP
Q (T0   T0O) + YO   Y0O
,
(54)




, the mixture fraction














This scalar is solution of a a transport equation of the kind of Eq(5).
This simple case shows that the mixture fraction is one of the possible
choices of passive scalar, since it is capable to give a full description
of the flame behavior, once the initial conditions are known. It should
be remarked that the the knowledge of the z field provides the entire
knowledge of the variable combinations z1,z3 and z3, but not of the
variables T, YF and YO.
3.4.0.1 The flamelet equation
The previously defined mixture fraction is an index of the degree
of mixing of fuel and oxidizer. For instance, the z = zst iso-surface
represents the points in space where fuel and oxidizer are in stoichio-
metric proportions. Hence a new frame of reference can be defined
as (z, y2, y3, t) where the mixture fraction z is one of the axis, while y2
and y3 are in a plane tangential to the iso-mixture fraction surfaces,
(x, y, z, t) ! (z, y2, y3, t).
Since the whole chemical flame dynamics is a function of z, it can
be assumed that all the space gradients in the y2 and y3 are null
or negligible. From a mathematical point of view, this results in a
convenient change of variables, with a dimensionality reduction from
three spatial direction to only one, the mixture fraction z. From a
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physical point of view, this implies that the flame dynamics is normal
to the flame front, which means that the flame structure is locally thin
compared to the flow scales, and one-dimensional.




on time and mix-
ture fraction, that is: T(x, y, z, t) ! T(z, t) and Y
a
(x, y, z, t) ! Y
a
(z, t).
The species evolution equations (4) can be written in the new frame
of reference under the flamelet hypothesis ∂/∂y2 ' ∂/∂y3 ' 0 and,
by taking into account the continuity equation (1) and the mixture















































as been introduced. The
influence of the fluid-dynamic flow field on the combustion processes
is totally represented in c; it has the dimension of the inverse of a




In the case of finite rate chemical kinetics, the full set of Eqns. (56) and
(57) need to be solved, perhaps in a numerical way, in order to obtain
a solution in the mixture fraction space. This solution will strongly
depend on the scalar dissipation c, which embeds the fluid dynamic
influence on the flame behavior.
The time dependence of the problem can be eliminated by introduc-
ing the steady flamelet assumption, that is the assumption of having
a steady behavior of the flamelet in the mixture fraction space, even
if the flow field is not at the steady state. This would imply that the
species mass fractions and temperature are function of the mixture
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(z). Under this further hypothe-


















It should be noted that a set of solution of the Eq. (58), parametrized
to several values of the scalar dissipation c, can be computed off-line
to generate a look-up table. Then the knowledge of the mixture frac-
tion and scalar dissipation fields in the physical space, z(x, t) and
c(x, t), would be sufficient to extract from the look-up table the corre-




Under the assumption of infinitely fast chemistry, that is the case of
very large or infinite Damkholer number, the chemical reactions are
much faster than the fluid-dynamics ones, so that chemistry is able
to reach equilibrium in a temporal interval which is smaller than the
smallest fluid-dynamic time scale. If the equilibrium assumption is
introduced, the source terms ẇ
a
and ẇT are null because the equi-
librium condition manifest itself in the equations of state, and the







Equation (59) is satisfied if c = 0, or ∂
2Y
a
∂z2 = 0, or if both the previ-
ous are verified. In the case of reversible fast chemistry the condition
c = 0 correspond to a locally fully premixed flame, where the mix-
ture fraction is constant in the flow field, and the species reach the







In the case of irreversible fast chemistry, fuel and oxidizer can not
coexist, hence the condition ∂
2Y
a
∂z2 = 0 leads to the Burke-Shumann so-
lution, which involve linear profiles of species mass fractions, with a
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slope discontinuity at z = zst, YO(z) = 0 for z > zst and YF(z) = 0 for
z < zst. This solution, named the Burke-Shumann limit, is representa-
tive of a flame that takes place only in an infinitely thin region, the lo-
cus where z = zst and a chemical source term that is null everywhere




∂z2 = 0 is the frozen case, where no reaction occur, the so-
lution is still linear, with constant slope,i.e. YF(z) = z, YO(z) = 1   z,
YP(z) = 0. This corresponds to the case of cold, frozen mixing of fuel
and oxidizer.
3.4.1 Splitting the problem in laminar flows
A common practice in the solution of laminar non-premixed flames
models is to split the problem into two different sub-problems cou-
pled one to another, a mixing problem living in the physical space,
and a combustion problem, living in the mixture fraction space. In
other words the continuity equation, as well as the momentum equa-
tion are solved in the physical space (x, t) together with the conserva-
tion equation of the mixture fraction z = z(x, t) , while the species and
temperature evolution equations are solved on the mixture fraction




(z, t). Once the field of mixture frac-








is known as well, so that the Eq.(56) and Eq.(57) can
be solved, with various degree of accuracy, as discussed above, for




(z, t). Since the mixture fraction
z = z(x, t) is a function of space and time in the physical space, the




(z(x, t), t) = Y
a
(x, t)
can be retrieved by the look-up table generated by solving the com-
bustion sub-problems.
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3.4.2 Splitting the problem in turbulent flows
The Conditional Moment Closure method will be explained in detail
in the next chapter. It can be seen as an extension of the previous
method to turbulent flows, for instance in the LES context, where
to take advantage of the relation (43), a part of NS system in (1-6)
is partially conditionally filtered and solved in terms of conditional
moments of the reactive scalars. Similarly to the laminar case, the NS
system is recast in two parts, one of which is defined in a space which
has the mixture fraction as additional dimension. However, the exact
equations for the first moments have terms involving the second mo-
ments, these have terms involving the third moments, and so on [7].
The first order Conditional Moment Closure essentially aims at the
solution of the evolution equation of the conditionally averaged or
filtered values of the reacting scalars. This results in a space transfor-
mation that can be viewed in terms of laminar flamelet theories [5]
as a more general view of the coordinate transformation, where the
new independent conditioning variable is a locally stretched space
coordinate.
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In this section a Conditional Moment Closure (CMC) method for
Large Eddy Simulation (LES) of compressible flows is introduced.
4.1 the les approach
In LES approaches, the governing equations are spatially filtered so
that only the flow scales larger than the filtering length l f are resolved,
while the transport and dissipation at scales smaller than this scale
are not and need to be modeled. The basic filtering procedure on a
generic field variable f(x, t) relies on a spatial averaging procedure,




f(x, t)G((x, t)   (x0, t), D)dV 0. (61)
The function G(x   x0, D) is a filtering operator with spatial am-
plitude D; the function G takes the value 1 for |x   x0| < D and 0 for
|x   x0| > D. A Favre density-weighted filtered value ef of the variable
f can also be defined as:
f(x, t) = r(x, t)ef(x, t) ! ef(x, t) = f(x, t)
r(x, t)
. (62)
The definition in Eq. (62) implies a decomposition of the variable
f(x, t) into a filtered value ef(x, t) and its spatial fluctuations f0(x, t),
named sub-grid values, which yields:
f(x, t) = ef(x, t) + f00(x, t). (63)
39
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This decomposition can be applied to the whole state vector w =
{r, u, E, T, p, x, Y
a
}, with a = 1, ..., N, of Eqns. (64-68). The decom-
posed field variables can then be substituted into Eqns. (64-68). Given
that the commutation error between filtering and space derivative op-
erators is zero if D is not space dependent, the filtering procedure
defined in Eq. (62) can be performed on the whole system. The result-
























































































Where r and p are the spatially filtered density and pressure; eT and
eui are the spatially Favre filtered temperature and velocity component
in the i th space direction; and Ĕ is the filtered value of the total
sensible energy of the mixture. Moreover, µ and l are the dynamic
viscosity and thermal conductivity of the mixture, respectively, and
D
x
stands for the mixture fraction diffusion coefficient. The filtered
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4.1.1 Transport properties and subgrid modeling
Accordingly with the Smagorinsky closure model [48] the effects of
the unresolved sub-grid scale motion, can be taken into account by
means of a correction on the transport coefficients n, l and D
x
. These
can be redefined as the summation of a molecular and a turbulent
transport contribution, that is:
n = nl + nt, (70)
l = ll + lt, (71)
D = D
x,l + Dx,t. (72)
The molecular nl viscosity can be modeled in several ways, the less
computationally expensive involves assuming an exponential depen-












The turbulent viscosity nt, that takes into account the dissipative
effects arising from the sub-grid motion, is modeled as:
nt = (CSD)2keSk, (74)











Here CS is the Smagorinsky coefficient, and D is the spatial width of
the filter in G(x, D), i.e., the computational cell dimension. So nt is a









, and of the filter width D.
The thermal diffusion coefficients l and the diffusion coefficient D are
[ Ciottoli PhD Thesis final version ]
42 conditional moment closure for les
related to the viscosity n through the Prandtl and Schmidt numbers,
Pr and Sc, as done for their turbulent counterparts:

















Where µ = nr, while Prt and Sct are the turbulent Prandtl and
Schmidt numbers. Under the assumption of unity Lewis number, we
have Pr = Sc = 0.7, Prt = Sct = 0.4.
4.1.2 Mixture fraction definition
The mixture fraction is one of the most important quantities in de-
scribing non premixed combustion. It can be defined in several ways,
although the most intuitive definition is the one introduced in Sec.
(3.4). This definition implies a number of simplifying assumptions,
such as equal species diffusivity and single step irreversible chem-
istry. More generally, the mixture fraction can be defined as that par-
ticular scalar bounded between zero and one, which is a solution of
(68), plus the boundary condition, which are x = 1 in pure fuel and
x = 0 in pure oxidizer.
No assumption on the mixture fraction diffusivity is mandatory. Nev-




= Dmix = k, i.e. Lex = 1, is often advo-
cated. This is justified in turbulent flows when the species molecular
diffusivity D
a
can be orders of magnitude smaller than the turbulent
diffusivity Dt.
In all the passive scalar formulations, the mixture fraction only pro-
vides the information about the mixing degree of fuel and oxidizer,
hence its filtered value alone is typically unable to offer a satisfactory
statistical description of the fluctuating mixing field. Additional sta-
tistical moments, such as the mixture fraction variance ^x 002(x, t), need
to be cal so considered as described in a following section.
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4.1.3 Reaction rate evaluation
A closure model for the conditional filtered reaction rate ]w
a
|h has to











As already mentioned in 3.3.3, Kilimengo and Bilger [8], [3] showed











Where h is the sample space variable of the mixture fraction x(x, t),
while f·|h stands for the conditionally filtering operator. To take advan-
tage of the relation (81), the knowledge of the conditionally filtered
values of the reactive scalars gY
a
|h,gT|h, p|h is required, while, in the
LES context, only their unconditional values eY
a
, eT, p are available. To
overcome this problem, in the CMC method, the equations for the
scalar fields are conditionally filtered and solved in the CMC domain
space, whose independent space variables are x, t, and the mixture
fraction h. In the next section, the exact definitions of what is a con-
ditionally filtered value, as well as the conditionally filtered CMC
equations are provided.
4.2 conditional moment closure for les
In this section, both the conditional filtering procedure and the CMC
equations, describing the evolution of the conditionally filtered values
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4.2.0.1 Conditionally filtering the field
The first step is to define a fine grained PDF, y(h), of the mixture
fraction x(x, t) as follows:
y(h) := d[h   x(x, t)] (82)
where d stands for the Dirac function, and h is the sample space
variable of the mixture fraction x(x, t). Once defined a space filter





1, if x   x0 < D
0, if x   x0 > D
, (83)




0, t)Fy(x(x0, t)   h)G(x   x0, D)dV 0R
V r(x
0, t)y(x(x0, t)   h)G(x   x0, D)dV 0
, (84)
where V is the computational domain and eP(h) is the density weighted





ry(x(x0, t)   h)G(x   x0, D)dV 0, (85)
where r if the filtered density. The scalar F represents either a species
mass fraction Y
a
, the temperature T, or the enthalpy h. It should be
stressed that the so defined FDF is a function of the unfiltered val-
ues x(x0, t) and F(x, t), which are not available in the context of LES,
where only the unconditionally filtered fields, ex(x, t) and eF(x, t), are
known; hence the FDF is unknown. Moreover, the conditionally fil-
tered value gF|h(h, x, t) is dependent on space and time and on an
additional variable, the mixture fraction sample space variable h. In
the following, a new set of independent variables (h, x, t) is intro-
duced, which includes the conditionally filtered variable and will be
referred to as the ”CMC space”. The unconditional and conditional
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In variable density flows, density weighted (Favre) filtering is used.






where the tilde indicates Favre filtering, while the underscript h de-
notes the conditional variable, fF
h
⌘ ]rF|h.
4.2.1 CMC formulation for LES
The transport equations for the conditionally filtered reactive scalars
Eqns. (111,113) are very similar to those derived for RANS formu-
lations [8], although the decomposition method proposed by Bilger
does not yield conditionally filtered reactive scalars transport equa-
tion consistent with the LES filtering procedure. The approach used
by Martinez [34] to derive the LES-CMC equations follows the joint-
pdf method proposed by Klimenko [3] and is reported below. The
conservation equations of the fine-grained PDF, y ⌘ d(x(x, y)   h),
and the transport equation of the product of the fine grained pdf
with a generic scalar F(x, t)y, represent a good starting point for
the equation derivation. For a given velocity field u, both the above
mentioned equations can be derived as shown in the appendix A.1.3;
the resulting two equations, are not mathematical identities, they es-
sentially incorporate the equations that govern the scalar transport
in turbulent flows. The evolution equation of the fine grained PDF,
y ⌘ d(x(x, y)   h), reads:
∂ry
∂t









While for the product F(x, t)y we have:
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∂rFy
∂t















is the diffusion coefficient of the passive scalar x, N ⌘
D
x
(rx · rx) is the scalar dissipation, and WF is the source term of
the generic scalar F in the case F = Yi. Equations (88) and (89) are
derived without any assumption on neither diffusivities or acoustic
behavior. Anyway Eq. (89) can be simplified under the assumption
of unity Lewis number (or equal diffusivity). This assumption is not
mandatory for the LES-CMC derivation, anyway it can be reasonably
assumed for turbulent flows, where turbulent diffusivity is orders
of magnitude higher than molecular diffusivity (Dt >> Da). Hence,
assuming D
x
= DF in Eqns. (89), yields:
∂
∂t
(rFy)+r · (ruFy) = yWF







The (Fy) dynamics is controlled by the velocity field convection, a
molecular diffusion term, a source term, and an unclosed flux term,
i.e. JF, defined as:




The flux JF represents the diffusion in the passive scalar space h,
since the first term is a function of the scalar product of the F gra-
dient and the passive scalar gradient, while the second is a flux in
the h space. Since our aim is to write the evolution equations for the
spatially filtered value of the scalar F, Eqns. (267) and Eqns.(90) are
multiplied by the spatial filter centered in x0, G = G(x, D) . If D is
[ Ciottoli PhD Thesis final version ]
4.2 conditional moment closure for les 47
constant in space, the filter G commutes with spatial and temporal
derivatives, this leading to:
∂
∂t









(rFyG)+r · (ruFyG) = yWFG (93)






The equations (92) and (93) can be integrated in the physical space
over the whole domain. Given the definition of the FDF in Eq. (86),





















rFyGdV 0 + r ·
Z








r · (rDr(FyG))dV 0+
+
Z






Taking into account the definitions of conditional filtered density
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Where the new notation (·)
h
= f·|h has been introduced. The term
eJF is the conditionally filtered flux in the conserved scalar space,































Both the two fluxes are unclosed and need to be modeled. For
the conditionally filtered flux in the conserved scalar space eJF, as
for conventional CMC, the flux is assumed to be of Brownian nature.
Since this assumption is independent [34] on averaging procedure we
would have:






where, analogously to the conventional CMC, the coefficients A and B
must preserve the linear properties of turbulent scalar transport and
they are therefore independent of eF
h
. So, assuming a linear profile
F⇤ = a + bx, being the coefficients a and b independent of position,
we have fF⇤
h
= a + bh. Then fF⇤
h
can be replaced in the Eq. (101) and












[a + bh]. (103)
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The coefficient A and B obtained for F⇤ are independent on eF
h
, so
they are valid for any fF
h




































The presence of the FDF in the previous equation can be eliminated





















2 + eF + eD (107)
where eD and eF are such that:
r
h































The first term eF takes into account the degree of spatial correlation
of the velocity field u and the scalar F. The second term eD takes
into account the filtered diffusion of the conditionally filtered scalar
and tend to zero for Re ! • and can be neglected. The LES-CMC


















2 + ey. (110)





|h, which are convected in the physical space,
and diffused in the mixture fraction space, with the scalar dissipation
acting as a diffusion coefficient, gN|h = Drexrex, being a function of
the physical space only.
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4.2.1.1 Conditionally filtered equations
The CMC equations describe the evolution of the conditionally fil-
tered values of the reactive scalars Q
a
(h, ¸, t) := gY
a
|h in the CMC
space. After the primary closure assumption has been applied, the
















|h + eY (111)




, are in the order, the
conditional filtered velocity and the conditional filtered scalar dissi-








[r̄eP(h)(ûiYa|h + gui|hQa)] (112)
is the sub-grid scale conditional flux and accounts for the condi-
tional transport in physical space. While ]̇w
a
|h is the conditional fil-
tered reaction rate which is known from Eq.(81).
It should be stressed that the previous equations are derived under
the assumption of unity Lewis number. Nevertheless a multi diffusive
formulation can be derived [38] by following a procedure similar to
the one shown it the appendix A.1.3.
Moreover, under the previous assumption, and in the low-Mach










2   ]̇wa|h + eh, (113)












[ Ciottoli PhD Thesis final version ]
4.2 conditional moment closure for les 51
and letting ey ' 0, which holds for laminar or weakly turbulent











which is quite similar to the flamelet equation [1], this showing that,
along a stream line, in the CMC space (x, t, h), combustion is driven
by two contributions: the source term, and the dissipative term. The
dissipative term acts in the h space only, but its coefficient is strictly
a function of the mixing field and fluid diffusivity.
4.2.2 Relating conditional and unconditional values
In the previously derived CMC equations, some terms are unclosed,
such as the scalar dissipation gN|h, the conditional velocity gv|h, and
the sub-grid fluxes ey. Following the conditionally filtering definition
in Eq. (86), the first issue arises from the fact that the sub grid field
of x(x, t) is not directly solved within the LES context. Hence, a con-
ditionally filtered value can not be directly computed on the basis of
the definition (84), while it should be modeled on the basis of the
corresponding filtered value. Moreover, the CMC equations have to
be solved on a meshes coarser than the LES ones, so as to increase
the statistical significance of all the conditional quantities. Hence, the
modeled conditionally filtered quantities available on the LES mesh,
should be properly transferred to the coarser CMC mesh. While the
first modeling procedure depends on the nature of the modeled term,
and will typically dependent on the fluid dynamic model of closure,
the latter can be done as follows [40]:
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CMC ! LES : eF(x, t) =
Z 1
0
gF|h|CMC eP(h; x(x, t))dh. (117)
As already said, the FDF eP(h) is unknown as being a function of the
sub-grid value of the mixture fraction x(x, t), needs to be modeled.
4.2.2.1 Presumed shape filtered probability density function
To solve the CMC equation a Filtered Probability Density function
for the mixture fraction, P(h), is needed. Although an FDF equation
can be obtained analytically from the conservation equation for the
velocity field probability distribution, the resulting equation will be
unclosed, and a modeling for unclosed terms will be eventually re-
quired.
An easier way to get an FDF is to propose a model for it. The most
common practice is to model it as a function of the filtered mixture
fraction, ex and the mixture fraction variance fx 002. The Beta function is
a good candidate for the purpose, because of its ability to capture all
the important features of the physics of the problem. If the random





























x 1etdt is the Gamma function. Both x̃ and ˜x 002
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are positive quantities, and it can be shown that the range of variation
of the mixture fraction variance is:
0 < ˜x 002 < x̃(1   x̃). (119)
The previous relation is equivalent to say that r > 0 and s > 0. If
x(x, t) and ˜x 002 are such that both r > 1 and s > 1, the Beta FDF
assumes a Gaussian-bell shape centered in x. This becomes larger or
narrower as the variance ˜x 002 increases or decreases respectively. If x
and ˜x 002 are such that both 0 < r < 1 and 0 < s < 1, then the Beta










CSI= 0.1 CSI_VAR = 0.001
CSI= 0.1 CSI_VAR = 0.01
CSI = 0.1 CSI_VAR = 0.1
CSI = 0.6 CSI_VAR = 0.01
CSI = 0.6 CSI_VAR = 0.1
Figure 2: The Beta-FDF for several values of ex and its variance ˜x 002
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4.2.3 Sub-models of Closure
4.2.3.1 Flow scales and numerical scales
In the numerical implementation of the LES-CMC methodology, the
CMC equations are usually discretized on a computational mesh with
resolution DCMC. The CMC grid should be coarser than the mesh em-
ployed to discretize the LES equations, which has resolution DLES.
This is to ensure the possibility of performing reliable conditional av-
erages, required on the CMC mesh, on the basis of the LES scaler
fields. As known, by definition the LES mesh is not fine enough to be
resolve the sub-grid turbulent flow dynamics, which need to be mod-
eled, i.e. DLES is larger than the Kolmogorov scale. This is because the
LES approach relies on the assumption that the smallest scales of the
turbulent field are assumed to be independent from the larger scales
and hence have be modeled. However, the conditional filtered values
are less variable in space than the corresponding unconditionally fil-
tered ones, and this is why DCMC can be higher than DLES. The CMC
equations written for the LES case in (111), like the RANS-CMC equa-
tions, include some terms that need to be modeled. The LES modeling
options are very similar to those adopted for the RANS-CMC equa-
tions. So, once the gui|h, gN|h, and ey are provided from informations
available at the LES level, then the CMC equations are closed can
be evolved in time. The exchange of information from LES to CMC
takes place through the calculation of gui|h, gN|h, ey, and by means of
the presumed-shape FDF which is a function of the filtered mixture
fraction ex and of his variance fx 002 as illustrated in Eqns. (116 and (117).
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4.2.3.2 Mixture fraction sub-grid scale variance
In addition to the transport equation for ex(x, t) in (68), an evolution
























Anyway the terms û00i x 002 and ]u00i x 00 are unclosed and should be
modeled. For this reason, the mixture fraction variance is often di-















where CV is a suitable coefficient chosen coherently with the Smagorisky
sub-grid model [48].
4.2.3.3 Conditional Velocity
As already said, in the LES context, the sub grid field values are un-
known, hence the conditionally filtered value of the velocitygu|h(x, t, h)
should be written as a function of the filtered value eu(x, t). While in
RANS approaches a linear model for conditional velocity is used, in
LES equation it has not still validated, and instead, the use of a con-
stant value gu|h has been advocated, to obtain:
gui|h = eui. (122)
4.2.3.4 Scalar dissipation rate
The basic assumption is that the filtered scalar dissipation rate may be
regarded as the sum of its resolved and sub-grid scale components:
eN = eNres + eNsgs, (123)
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This model is based on the hypothesis that the sub-grid scales are
in equilibrium with the larger scales. The coefficient CN was found
by Garmory and Mastorakos [49, 44] to give good match to Sandia
flame D [4] experimental results, when set equal to 42. However, the
previous model can not be used if the sub-grid variance is calculated
from Eq. (120), since it would become a convection-diffusion equa-
tion, which is far away from its physical behavior [44]. To bypass this
problem, a different model can be adopted, which relies on the as-
sumption that a characteristic mixing time-scale t
x
= fx 002/ eNsgs is pro-








4.2.3.5 Conditionally filtered scalar dissipation rate
To relate the filtered value of the scalar dissipation gN|h(x, t, h) to its
unconditional value eN(x, t), the Amplitude Mapping Closure (AMC)
approach can be used to model the conditionally filtered scalar dissi-
pation rate:
gN|h = N0l(h), (127)
l(h) = exp( 2[er f  1(2h   1)]2),
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where er f is the error function. This assumption means that, within
an LES cell, the scalar dissipation conditional distribution is consid-
ered to be l(h)-shaped.
4.2.4 Sub-grid fluxes
The terms ey and eh, that account for fluctuations around the con-
ditional mean, defined in Eq. (112) can be modeled by a gradient
approach:
ey '  r(DrQa). (129)
These terms can become important under certain flame conditions
such as local extinction and reignition. In the present formulation,
they are neglected [34].
4.2.5 Boundary and initial conditions for CMC
The CMC model, which is composed of conditional averaged equa-
tions for species and temperature (or enthalpy) needs boundary con-
ditions on conditionally filtered species mass fractions gY
a
|h and con-
ditional averaged temperature gT|h as well. Boundary conditions have
to be imposed on the CMC equations. In the mixture fraction space,
pure oxidizer and pure fuel conditions must be imposed at h = 0 and
h = 1 respectively. The convective fluxes boundary conditions vary
with the problem of interest.
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5.1 problem decoupling
The main principles of the CMC method has been introduced in
Eq. (81). The conditional filtering procedure has been defined in sec.
4.2.1, and the transport equations for the conditionally filtered species
mass fraction have been derived, leading to the Eq. (111).
Chemical reactions affect the flow field in terms of thermal expansion
(associated to the heat release), and change in chemical composition.
In the system in Eqns. (1-7), these two mechanisms are described
by the chemical source term in the species transport equations and
by the energy source term in the energy equations. Moreover, the
variable mixture composition affects the equations of state and the
thermo chemical and transport properties of the flow system. As ex-
plained above, in the LES context, the chemical source term cannot be
expressed in terms of unconditionally filtered values, because of its
strong sensitivity to the sub-grid scale fluctuations. Anyway, since its
conditionally filtered value can be reasonably expressed in terms of
conditionally filtered values of the species mass fractions, the CMC
method overcomes the chemical closure problem by evolving the con-
ditionally filtered species equations in the CMC space. So, while the
mass and momentum equations are filtered and solved in the phys-
ical space (x, t), the species mass fractions are conditionally filtered
and solved in the CMC space (x, t, h), as discussed in section 4.2.1.
A special role is played by the energy equation in the context of a
compressible LES formulation. Indeed, the energy equation is tightly
coupled on one hand to the mass and momentum equations to de-
scribe the compressible flow acoustic behavior, while, on the other
59
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hand, it accounts for the change in sensible energy caused by the
variable composition, which is known only in terms of conditionally
filtered values. To respect the dual role of the energy equation, we
will discuss two two-way coupling strategies between the LES and
the CMC systems.
5.2 vector field update
In the present approach, the ”full system”, Eq. (1-7), is partitioned in
two sub-sets: one, named ”mixing system”, is filtered and solved in
the LES space, the other, referred to as ”reaction system”, is condition-
ally filtered and solved in the CMC space. Mass and momentum equa-
tions are part of the LES sub-set, while the species evolution equa-
tions are found only in the CMC sub-set. The the processes driving
the sensible energy equation are split into two contributions: (i) the
heat release rate due to chemical reactions, which is conditionally fil-
tered and solved in the CMC space, and (ii) the transport, convective
and diffusive, of sensible energy in a fully compressible frozen mix-
ture, which is filtered and solved in the LES space. This way, the LES
sub-set describes a fully compressible frozen mixture mixing prob-
lem, while the CMC sub-set describes, for a given (LES generated)
pressure field, the change in mixture composition and the energy
rise owing to chemical reactions. A two-way coupling between the
LES and CMC sub-sets is obtained by updating the LES temperature
and composition field with the information coming from the CMC
sub-set, while the conditional pressure and velocity fields, needed to
solve the CMC sub-set, are obtained from the LES sub-set. Formally,
the present formulation aims at solving the full system for the filtered





= F(v); v(0) = v0, (130)
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numerically by means of an operator splitting technique as follows:






b) q⇤r = f (]v⇤m|h), U⇤r = U⇤r (]v⇤m|h) (132)













where v(n) = v(tn), v(n+1) = v(tn+1), while the superscript asterisk
stands for intermediate computational value. The vectors vm and qr
are the state vectors of the mixing and the reaction system, and are
defined in the following. The operator F(_) indicates symbolically the
full system, while Fm(_) and Fr(_) indicate symbolically the ”LES mix-
ing system”, and the ”CMC reaction system” operators, respectively;
Dt = t(n)   t(n 1) is a time interval of integration which is defined on
the basis of a CFL condition for the ”LES mixing system”. As already
presented in sec.4.2.3, the operator Fr(_) depends on conditionally
filtered parameters here indicated with Ur, such as the conditional
velocity and the conditional scalar dissipation, which are function of
the conditionally filtered values of the vector field v(n), and hence
have to be updated at each iteration as will be discussed in detail
later on. Similarly, the operator Fm(_), representing the ”LES mix-
ing system”, depends on parameter indicated symbolically with Um,
such as the mixture specific heat Cv,mix and Cp,mix, as well as the gas
constant Rmix, which have to be updated at each time-step with the
informations obtained from the ”CMC reactive system”. The operator
convol(·) stands for the convolution operator reported in Eq. (117).
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5.2.1 The Mixing System
The first sub-set, the ”mixing system”, has wm = {rm, um, Em, Tm, pm, xm, Ya,m}
as state vector describing a chemically frozen flow, with the passive
scalar x = x(Y
a


















































It is derived from the ”full system”, Eq. (1-7), under the assumption
of frozen composition. Hence the chemical source term in the energy
equation can be set to zero, and the species evolution equations can
be replaced by a transport equation of the mixture fraction x; here
rm, Tm, Em represent the density, temperature, and total sensible en-
ergy, when they are varied by fluid-dynamics alone. The ”mixing sys-
tem”, Eqs. (135-138), is filtered according with the LES method, to
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The ”LES mixing system” is represented by the operator Fm(_) in
Eq. (131), and has a state vector vm = {rm, eum, Ĕm, fTm, pm,fxm, eYa,m},
where the energy Ĕm is the filtered total sensible energy of the frozen
mixture. Closure models are required for the sub-scale stress tensor
sij, the thermal term Qj, as well as for the transport coefficients, the
Smagorinsky sub-grid scale model can be used as shown in sec. 4.1.1.
5.2.2 The Reactive System
The second sub-set, the ”reactive system”, has a state vector
wr = {rr, ur, Er, Tr, pr, xr, Ya,r}, whose evolution is controlled by the
equations of the species mass fractions, Eq. (4), and by the energy
equation obtained by subtracting Eq. (137) from Eq. (3) and combin-
























, a = 1, N, (144)
where:




Here es,r and Tr are the sensible energy and temperature, whose
variation is due to chemical reactions alone, while the velocity field
ur and the pressure field pr will be assumed to constant during the
time integration interval Dt. A conditionally filtered reaction system,
referred to as the ”CMC reaction system”, is derived from the ”re-
action system” in Eq. (143-144), by recasting the energy equation in
[ Ciottoli PhD Thesis final version ]
64 les/cmc coupling strategies













2   ]̇wa|h + eY, a = 1, .., N (146)
∂QTr
∂t
= ]̇wTr |h. (147)
The ” CMC reactive system” in Eqns. (146) and (147) corresponds
to the operator Fr(_) in Eq. 133: Eq. (146) is derived from Eq. (4) as
shown in section 4.2.1, while Eq. (147) is obtained by conditionally fil-
tering the source term ÂN
a=1[rwaDh0a ]/Cp,mix of the energy equation,
Eq. (3). The CMC space involves the physical space x as well as the
mixture fraction h as additional dimension. The ” CMC reactive sys-
tem” state vector q(x, t, h) = { ]Yr,a|h, gTr|h = {Qa, QTr , }, is obtained
by conditionally filtering a part of the vector wr, i.e. the tempera-
ture Tr and the species mass fraction Ya. The velocity field ur and
the scalar dissipation eN = f (exr) are conditionally filtered to held the
CMC diffusive and convective coefficients: gN|h and gu|h. The condi-
tionally filtered pressure field gpr|h is employed for the computation of
the conditionally filtered source terms, ]̇w
a
|h. All these conditionally
filtered quantities are required to close the ”CMC reactive system”,
and are indicated with Ur in Eq. (131).
5.2.3 VFU coupling algorithm
Once the operators Fm(_), and Fr(_), and the vectors vm and qr, have
been defined, the operator splitting-based algorithm of the VFU in
Eqns.(131-134) can be reported in detail as follows:
0) The initial conditions for both the ”LES mixing system” and
”CMC reactive system” are provided.
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0-b) Initial conditions for ”CMC reactive system”,























n) The n-th time step is composed of the following phases:
a) The information on the mixture composition are known
from the previous step as function of the mixture fraction:
R, mix(n) = R(eY(n)
a
(ex(n))), C(n)v = C(v)(T(n), eYn
a




Hence the parameter U(n)m is known and the ”LES mixing









































































b) Temperature field is obtained by inverting the caloric equa-
tion of state:
eT⇤ = f (Ĕ⇤, eY(n)
a
(ex⇤)).
The scalar dissipation field is obtained as function of mix-
ture fraction gradients:
eN⇤ = f (r(ex⇤)).
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The initial condition for Fr(_) in terms of temperature field
are computed:
Q⇤T = cond_ f ilter(T
⇤),
and the conditionally filtered values, U⇤r , required to close
the reacting system Fr(_):
]N⇤|h = cond_ f ilter(N⇤),
gu⇤|h = cond_ f ilter(u⇤),
gp⇤|h = cond_ f ilter(p⇤),
(148)
where the operator cond_ f ilter(·) stand for the conditional
filtering operation in Eq. (117).





























eT(n+1) = convol(Q(n+1)T ).
Where variables qr(x, t, h) and the LES physical filtered
variables vm are linked by the convolution operations in
Eq. (116), here indicated with the operator convol(·), and
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a presumed-shape pdf is employed as explained in section
4.2.2. The vector field v is then updated as follows:



























It should be noted that the global time interval of integration, de-
fined on the basis of a CFL condition over acoustics for the LES mix-
ing system, is usually larger than the time interval required to inte-
grate the CMC reaction system. Hence, although multiple CMC time-
steps are required per each LES time-step, the assumption of constant
pressure is still reasonable since the LES time interval is the acoustic
one. The VFU algorithm is summarized, by means of a diagram, in
fig. 3.
5.3 energy source update
The ESU approach is substantially different from the VFU approach.
The VFU approach relies on the splitting of the ”full system” into
two sub-systems, hence the time evolution of the state vector is due
to the contribution of the two sub-systems, which are evolved in time
sequentially by means of an operator splitting technique, Eqns. (130).
Following the ESU approach [42], the evolution of the state vector v is
totally described by a properly defined system, named ”LES main sys-
tem”. The ”main system” is composed of mass, momentum, energy,
and mixture fraction equations. The species equations are substituted
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Figure 3: CMC/LES Vector Field Update (VFU) coupling
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by the mixture fraction equation, while an energy source term in the
energy equation describes the thermal effects due to chemical pro-
cesses. The energy source term is function of temperature, pressure,
and species mass factions, so it is unclosed. The ”main system” is
filtered accordingly to the LES technique, while the evolution of the
species mass fractions and an additional energy equation are condi-
tionally filtered accordingly to the CMC technique. The energy source
term and the change in composition resulting from the evolution of
the CMC system, constitute the closure model for the ”main system”.
Formally, the present formulation aims at solving the full system for
the filtered variables v as follows:
∂v
∂t
= FM(v; U)Dt; v(0) = v0, (149)
where FM stands for the ”LES main system”, while the parameter
U = U(v), representing the energy source term and the change in
composition, is unclosed and is obtained from the evolution of the
CMC equations by means of Eq. (117). Like in the VFU formulations,
the conditional pressure and velocity fields, required to solve the
CMC equations, are known from the LES sub-set, by means of the
relations in Eq. (116).
5.3.1 Main System
The ”main system” is derived from the ”full system”, Eq. (1-7), by re-
placing the species evolution equations by a transport equation of the
mixture fraction x. The ”LES main system” is obtained by filtering the
”main system” accordingly with the LES technique, and has a state
vector v, which is identical to the one introduced for the previous
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The ”LES main system” is unclosed, since the energy source term
and specific heats of the mixture, indicated symbolically with U in
Eq. (149), are unknown. The energy source term ḟwh = ÂN
a=1[rẇaDh0a ]
is provided from the temporal integration of the CMC equations over
a time interval Dt. Moreover, the specific heats are provided by the
CMC closure, being functions of the mixture composition through the
mixture fraction ex as well.
5.3.2 CMC Closure
The energy source term ḟwh and the species mass fractions eYa, required
to compute Cv,mix, Cp,mix, and Rmix, being necessary to close the ”LES
main system”, are obtained from the time integration of the condition-
ally filtered counterpart of the species and energy equations, Eqns. (3)
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The state vector associated to the above equations is defined as q(x, t, h) =
{Q
a
, QT,r} = { ]Yr,a|h, ghr|h}, while the velocity field eu and the pres-
sure field p are assumed constant in time. As in the previous formu-
lation, the conditionally filtered variables q(x, t, h) and the uncondi-
tionally filtered variables v are related by the convolution operations
in eqns. (116-117).
At each time step, a time averaged conditionally filtered source











The term ]̇wT|h as well as the updated mass fractions eYa and specific
heats, are formally indicated with U in Eq. (149), and represent a
closure for the system FM(_).
5.3.3 ESU coupling algorithm
The ESU coupling algorithm can be summarized as follows:
0) The initial conditions for both the LES ”main system” and ”CMC
closure systems” are provided.

















































[ Ciottoli PhD Thesis final version ]
72 les/cmc coupling strategies
n) The n-th time step is composed of the following phases:
a) Since the unclosed terms of the ”LES main system”, FM(_),
are known,
U : ėwnT; Rnmix = R(eY
n
a

















































b) A temperature field is obtained by inverting the caloric
equation of state:
eT(n+1) = f (Ĕ(n+1), eY(n)
a
(ex(n+1))).
The scalar dissipation field is obtained as function of mix-
ture fraction gradients:
eN(n+1) = f (r(ex(n+1)))
the initial condition, in terms of temperature field, for ”CMC
closure system” are computed:
Q(n+1)T = cond_ f ilter(T
(n+1)),
and the conditionally filtered values required to close the
”CMC closure system” are deduced:
N̂(n+1)|h = cond_ f ilter(N(n+1)),
^u(n+1)|h = cond_ f ilter(u(n+1)),
^p(n+1)|h = cond_ f ilter(p(n+1)),
(157)
where the operator cond_ f ilter(·) stand for the conditional
filtering operation in Eq. (117).
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d) While the new temperature value Q⇤T is discarded, the species
mass fraction LES fields , and the energy source terms is











Here the conditionally filtered variables qr(x, t, h) and the
LES physical filtered variables vm are linked by the convo-
lution operations in Eq. (116), here indicated with the op-
erator convol(·), and a presumed-shape pdf is employed as
explained in section 4.2.2.
n+1) The next iteration can be performed, since both the energy source
term and the new species mass fraction fields are known:
R(n+1) = R(eY(n+1)
a






The ESU coupling approach is summarized by means of the dia-
gram in fig. 4.
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Figure 4: CMC/LES Energy Source Update (ESU) coupling
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N U M E R I C A L D I S C R E T I Z AT I O N
According with the problem decoupling illustrated in Chap. 5.1, two
different LES/CMC coupling approaches have been presented, the
Vector Field Update (VFU) and the Energy Source Update (ESU).
From an analytical point of view, the two approaches substantially
differ: the first is based on an operator splitting, while the latter is a
closure method. On the other hand, both the approaches require the
temporal evolution of two systems: an unconditionally filtered one,
defined in the LES physical space, and a conditionally filtered one,
defined in the CMC space. In other words, the numerical implemen-
tation of the ’mixing system’ in VFU and of the ’main system’ in the
ESU are similar and will be discussed together referring to both these
system as ’LES system’. The same will be done for the ’reacting sys-
tem’ in the VFU and for the ’closure system’ in the ESU, which will be
referred to as the’CMC system’. Hence for the sake of brevity, in this
chapter, the numerical implementation if the two ’LES systems’ and
the two ’CMC systems’ will be discussed jointly, and the differences
between the VFU and the ESU approaches will be highlighted only
when necessary.
The thermal and caloric equations of state in Eqns.(6-7) respectively,
as well as the filtered chemical source terms are obtained by means
of the CHEMKIN libraries [50].
75
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6.1 the ’les system’










So the ’mixing system’ in Eq. (139-142) and the ’main system’ in Eq.
























































Where r, ep, eT and eui are density, pressure, temperature and the
velocity component in the i th direction; µ and k are the dynamic
viscosity and thermal conductivity respectively, while D stands for
the diffusion coefficient, which, under the unity Lewis number as-
sumption, is equal to the species diffusive coefficients D
a
. The stress



















It should be recalled that the transport coefficients µ, k and D
x
are the summation of a molecular and a turbulent transport contri-
bution according to the Smagorinsky’s fluid-dynamic sub-grid clo-
sure model, briefly presented in Eqns. (70-77). The dissipative effects
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arising from the sub-grid motions are accounted for by means of a
turbulent viscosity, as shown in Eqns. (74-76). The thermic diffusion
coefficients k and the diffusion coefficient D are related to the viscos-
ity µ throughout the Prandtl and Schmidt number, Pr and Sc, as well
as their turbulent counterpart, Prt and Sct, as already mentioned in
sec. 4.1.1.
The LES code originally written for compressible single specie non
reacting flows[53, 54, 55], has been implemented starting from a non-
dimension form of the Navier-Stokes equations, as reported in detail
in the appendix A.2.
6.1.1 Convective term discretization
The non-dimensional system in Eqns. (297-300) is discretized on a
Cartesian mesh and solved by means of a conservative finite-difference
approach. The flow solver relies on central up-to sixth-order discretiza-
tion of the convective terms of the Navier-Stokes equations. This is
realized through a central discretization of the convective terms cast







































where f represents the transported quantity in Eqns. (1-4), i.e.f = 1
in the continuity equation, f = uj in the momentum equations, and
f = E for the energy equation. This arrangement leads to a locally
conservative formulation, and guarantees discrete conservation of the
total kinetic energy in the limit case of inviscid, incompressible flow,
also in the presence of grid stretching in the coordinate directions.
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Pirozzoli [52] showed that The Eq. (166) can be cast in conservation







( fi+ 12   fi  12 ), (167)
where the coefficients al maximize the formal order of accuracy of
the approximation, i.e. 2L, and an equally spaced grid with nodes
xk = kh is employed. In other words, if the (167) is applied, the (166)







f̂k+ 12   f̂k  12
⌘
, (168)
with numerical flux defined as:








(r, y, f)k m,l , (169)
where (r, y, f)k,l is a two-point, three-variable discrete averaging op-
erator:
(r, y, f)k,l =
1
8
(rk + rk+l)(uk + uk+l)(fk + fk+l). (170)
This flux splitting arrangement in Eq. (168) guarantees semi-discrete
preservation of the total kinetic energy in the limit case of inviscid,
incompressible flow (also in the presence of Cartesian grids with
stretching in some directions), thus allowing for a robust spatial dis-
cretization of the convective terms without the addition of spurious
numerical dissipation [52]. The approach has already successfully em-
ployed in several contexts [53, 54, 55].
A total variation diminishing (TVD) scheme has been used for the
convective flux of the mixture fraction ex only, this to prevent spurious
oscillations which would otherwise lead to the non-physical values
e
x > 1 or ex < 0.
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6.1.2 Diffusive terms discretization
The diffusive terms in the Navier-Stokes equations are expanded to
Laplacian form for improved numerical stability, and approximated
with sixth-order central difference formulas as in Eq. (167), to guaran-
tee proper action of molecular viscosity at the smallest scales resolved
on the computational mesh.
6.1.3 Time integration
The resulting semi-discrete system of equations is advanced in time
by means of a standard, fully explicit third-order Runge-Kutta algo-
rithm. Once discretized in space, the system of the Navier-Stokes




= F (u), (171)
where the operator F results from the approximation of the right
hand side of the LES system. In the present work, we employ a stan-
dard fourth-order Runge-Kutta [56] algorithm for time integration:






















The stability criterion is based on the CFL condition.
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6.1.4 Initial conditions
Imposing the initial conditions requires the choice of the initial val-
ues of r(x), u(x), E(x), and x(x). It is important to stress the fact that,
at least for the initial condition, a given mixture fraction distribu-
tion x(x) corresponds to a given mixture composition, and a relation




(x) must be chosen. This relation between mix-
ture fraction, temperature, and species composition is tightly linked
to the CMC initial condition and can vary between two limit cases,
as already mentioned in sec. 3.4.0.1. The first limit case, the Burke-
Schumann limit, corresponds to the steady solution of the equations
(56) and (56), user the assumption of one-way, infinitely fast chem-
istry. The resulting temperature and species mass fractions profiles
are linear with a slope discontinuity in z = zst, as follows:
YO(x) = 0 x > xst,
YO(x) = 1   x x < xst,
YF(x) = 0 x < xst,
YF(x) = x x > xst,
YP(x) = x x < xst,
YP(x) = 1   x x > xst,
T(x) = TO + (Tad   TO)x x < xst,
T(x) = Tad   (Tad   TF)x x > xst. (176)
The second second limit case, the case of pure mixing of fuel and
oxidizer, corresponds to the trivial solution of the equations (56) and
(56) where any reaction occurred, and the solution is still linear, with
constant slope, and reads:
[ Ciottoli PhD Thesis final version ]
6.1 the ’les system’ 81
YO(x) = x 0 < x < 1
YF(x) = 1   x 0 < x < 1
YP(x) = 0 0 < x < 1
T(x) = T0 0 < x < 1 (177)
So, once the initial pressure field is imposed, and the relation be-
tween temperature, composition and mixture fractions are defined,
the whole field of density r(x) and sensible energy E(x) are automat-
ically defined as function of pressure and mixture fraction.
6.1.5 Boundary conditions
The employed boundary conditions are the Generalized Characteris-
tic Relaxation Boundary Conditions (GRCBC) for unsteady, compress-
ible flow simulations proposed by Pirozzoli and Colonius in 2013 [57].
The GRCBC hinges on Locally One-DImensional characteristic projec-
tion (LODI) at the computational boundaries [58], supplemented with
available information from the flow exterior [59]. Similarly to the ap-
proach proposed by Thompson [58], the NS system is written in one
dimensional form, for example in the x direction for a boundary nor-







where the contributions of the transverse inviscid fluxes and the vis-
cous fluxes are lumped together in the right-hand-side term C, and





and Lx is the diagonal matrix of the eigenvalues:
l1 = u   c, l2 = l3 = l4 = l6 = u, l5 = u + c. (180)
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The main idea of the Navier–Stokes characteristic boundary condi-
tions (NSCBC) approach, is to isolate the contribution of waves exit-
ing the computational domain, which can therefore be extrapolated
from the interior, from those associated with incoming waves, whose
amplitude depends on the flow properties outside the computational
domain [57]. To isolate the two contributions, the l-th eigenvalue can






(ll ± nx|ll |), (181)
where nx = ±1 for the right and left boundaries respectively. The
purely non-reflecting boundary conditions [58], consist in canceling
all that waves coming from outside the domain, whose value is un-




=  Rb,xLox,bLx,bDbub + Cb, (182)
where the subscript b means that the quantity has been computed in
the boundary x = xb; while Db stand for the one-sided derivatives
computed in the inner nodes. However, following this approach, all
the waves coming from the outside are neglected, and any informa-
tion on the physical conditions can be imposed, this being a cause of
possible numerical drifts. If some information on the behavior of the
true solution outside the computational domain is known, a common
strategy is to estimate the contribution of the incoming waves was
proposed by Poinsot and Lele [59]. This approach can be formalized
starting from the system in Eq. (178) written in terms of conservative
variables v, which is straightforward once the matrix P = ∂u/∂v is










+ P 1RxL = P 1C, (184)
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Here Li represent the amplitudes of the characteristic waves associ-
ated with the characteristic velocity li [59]. This is clear if the vector
∂w = Lx∂u is defined, and the Eq. (178) is pre-multiplied by Lx, lead-

















+ L = LxC. (187)








































The main idea of the locally inviscid one dimensional (LODI) ap-
proach [59], is to write the relation for the primitive variable in Eq.
(184) discarding the viscous and transversal contribution. i.e.:
∂v
∂t
+ P 1RxL = 0. (189)
These are solved at the boundary, the resulting wave amplitudes
estimation Ll are then used model incoming waves which would be
otherwise neglected as in Eq. (182). A different approach, is to model
the amplitude of the incoming characteristic waves assuming relax-
ation to the far field conditions, referred to as target conditions to
[ Ciottoli PhD Thesis final version ]
84 numerical discretization
prevent drifts on pressure, as proposed by Rudy and Strikwerda [61].
According to the Rudy and Strikwerda approach, the first wave ap-
titude as function of a target pressure ptg, by means of a properly
defended constant Kp, that is:
L1 = Kp(pb   ptg). (190)
The basic idea of the GRCBC [57] is to combine the decomposition
in Eq. (181) and relaxation methods starting from the wave decompo-
sition in incoming and outgoing part, as in Eq. (181), then modeling
the outgoing part Lo as in Eq. (182), and the incoming Li according
to the relaxation method. This can be written as:
∂ub
∂t




Here vg represents the values of primitive variables, used as target
value, and assigned in the first ghost none outside the boundary, and
D = xb   xg. In the case one or more elements of vg are unknown, it
is sufficient to set to zero the corresponding vb   vg. The practical ef-
fectiveness of this approach has been documented through numerical
simulations in [57].
Moreover, the nonreflecting performance of numerical boundary
conditions can be significantly enhanced by suitably damping the
amplitude of disturbances before they hit the boundary, such as the
use of sponge layers [62], whereby forcing terms are added to the
governing equations, to cause the flow to relax to prescribed target
conditions.
6.2 the ’cmc system’
The ’CMC systems’ has been implemented in one-dimensional, axial
form, to reduce the computational load. It has been demonstrated
that the conditional averages have a very weak dependence on the
cross stream position in recirculation regions [20], and that the ra-
dially averaged CMC, is able to accurately predict the lift-off height
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of a lifted flame [24]. Moreover this one-dimensional approximation
has already been implemented with satisfactory accuracy for the San-
dia Flame-D simulation [34] as well as the HM1 bluff-body flame
[35]. Moreover the energy equation has been recast in terms of con-
ditionally filtered temperature [26], and the pressure work has been




























the CMC systems of both the VFU and ESU formulations can be writ-
















|h = 0, (193)
∂QT
∂t
+ M + ]̇wh|h = 0. (194)






MT in ESU .
(195)
The conditionally filtered pressure gp|h is weakly dependent on the
mixture fraction ex and hence is kept constant in h and equal to its
average value over a CMC cell. The terms ey and eh take into account
the fluctuations around the conditional mean, defined in Eq. (112)
and can be modeled by the gradient approach as briefly presented
in 4.2.4, but in the present formulation they are neglected [34]. The
scalar dissipation gN|h is modeled accordingly to the amplitude map-
ping closure briefly, presented in sec. 4.2.3.5. The conditional velocity
gux|h has been chosen as the averaged value of eux. The variance value
e
x
00 is modeled according to Eq. (121).
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6.2.1 Conditional Moment Closure operator splitting
The CMC system in Eqns. (193-194), is numerically integrated in time
by means of an operator splitting. To prevent spurious oscillations of
the conditionally filtered reactive scalars, the convective term is dis-
cretized in space by means of a second order upwind scheme, and
integrated in time explicitly with a fully explicit fourth-order Runge-
Kutta method. The diffusive terms are discretized in space by means
of a second order, central differences scheme, and are integrated in
time together with the source term by means of a BDF implicit tech-
nique using DVODE [63], a variable-coefficient ordinary differential
equation solver. The time step for explicit time integration of the con-
vective term is the same used for the time integration of the LES
system, since it will be consistent with the LES CFL criteria. The char-
acteristic times of the source and diffusive terms are usually much
smaller than the fluid-dynamic one, and this motivated the use of
a backward differentiation formula method like DVODE which al-
lows to perform a time integration with a prescribed accuracy. The
choice of integrating the source and the diffusive terms together is
motivated by the need of reproducing the tight coupling of the two
phenomena, especially in the case of local quenching and reignition,
where an hysteresis behavior exists.
6.2.2 Initial and boundary conditions
The initial conditions for the conditionally filtered species mass frac-
tions depend on the investigated problem and are tightly linked to
the choice of the LES initial conditions. More specifically, defining
Y
a,O and Ya,F as pure oxidizer and pure fuel composition respectively,
we have Q
a
(h = 0) = Y
a,O and Qa(h = 1) = Ya,F by definition. For
h 2 (0, 1) the initial condition depends on whether in the initial con-
dition the mixture is already reacting or not. Hence the choice of a
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profile Q
a
(h) = f (Y
a,O, Ya,F, Ya,P) must be chosen among the possible
conditions between the mixing limit and the Burke-Schumann limit,
and coherently with the choice of the LES initial and boundary con-
ditions, as explained in sec.6.1.4.
It should be noted that, while the conditionally filtered species
mass fractions evolution are controlled by the CMC species equa-
tions only, the temperature field is updated at each time step since
it is known from the LES field. A conditional filtering operation is
pursued at each time step, by means of a conditional averaging pro-
cedure, like:
gT|h = hT|hi. (196)
This is a preliminary solution and a more accurate reconstruction can
be envisaged.
6.2.3 ESU coupling discretization
In the ESU approach, the CMC system is used as a closure, so that it
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and its unconditionally filtered counterpart can be obtained by a
convolution operation:





However the estimation of the integral in Eq.(197) can be computa-
tionally demanding, and in a preliminary formulation the quantity






wT|h(t)   ]̇wT|h(t + Dt)
2
, (199)
while higher order approximations can be envisaged.
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7.1 cmc 0d - a standalone system
In the following section, the predictive capabilities of the CMC ap-
proach are inquired. The first step has been to define a zero-dimensional
CMC system starting form Eqns. (111 -113), and solving this indepen-
dent system by providing the scalar dissipation distribution over the
mixture fraction h as an input. The sensitivity of the scalar dissipation
distribution on both the steady state and transients solution has been
assessed. Moreover, the SANDIA flame D [4] dynamics have been re-
produced by presuming a scalar dissipation field and a mean flow
axial velocity distribution. The impact of assuming constant specific
heats on the solution accuracy has been quantified.
7.1.1 The 0D equations
The CMC equations have been presented in Eqns. (111) and (113);
their counterparts, written in terms of temperature under the assump-
tion of constant pressure, have been presented in sec. 6.2 and are re-
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The solution of these equations depends on the fluid dynamic fields
through the terms gN|h, gu|h, ey and eT, as already discussed in the pre-
vious section. If the terms ey and eT are neglected, the CMC equations









































The terms ey and eT can be modeled as shown in 4.2.4, and are ne-
glected as introduced in sec. 6.2, according with the hypothesis of
having small values of ey and eT in the flows of typical interest, which






















The resulting equations are very similar to the Lagrangian flamelet
equations [11], this meaning that the equations in Eqns. (202) and
(202) describe the evolution of a flamelet in a Lagrangian frame of ref-
erence flowing with the flow, where the gradients normal to the flame
front are mapped in the mixture fraction space, while the gradients in
the directions tangential to the flame surface are negligible, as already
discussed in sec. 3.4.0.1. The equations in (202) and (202) have been
discretized numerically, as explained in sec. 6.2, under the assump-
tion of constant velocity in the mixture fraction space, normal to the
flame front, i.e. gu|h(x, t, h) = ux(t). This hypothesis allows to have a
one-to-one mapping between time and axial position, x = x(t), this
meaning that the total derivative in Eqns. (204) can be replaced by or-
dinary time derivatives, eliminating the physical space dependency
of the problem. So the solutions of the new system are function of




(t, h) and QT = QT(t, h),
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while the space dependence can be retrieved by the cinematic relation
ux = x/t, where ux(t) is known as an input of the problem. A com-
putational code has been developed, and both steady state solutions
and time evolving solutions have been found numerically under sev-
eral conditions. If the conditional velocity is assumed to be constant
in time or, at least zero, the only input of the flamelet system is the
scalar dissipation N|h, as already mentioned in sec. 3.4.
In the steady flamelet approach [1], the scalar dissipation is usually
assumed to be constant in the mixture fraction space and equal to the
value assumed at the stoichiometric surface, i.e., gN|h = Nst. However,
in the following test cases, unless otherwise specified, the bell-shaped
distribution shown in sec. 4.2.3.4 is adopted:
gN|h = Nmaxl(h), (205)
l(h) = exp( 2[er f  1(2h   1)]2) (206)
here the maximum scalar dissipation value Nmax is an input of the
problem and the only responsible for the fluid mechanic influence on
the flame behavior.
The solution of the flamelet system can be useful for the compre-
hension of the flame sensitivity on the fluid dynamics, that is the
sensitivity of the solution on the scalar dissipation distribution over
the flame front, both in terms of transients and steady state solution.
Moreover, if the scalar dissipation distribution is known, say as an
output of a CFD computation, the system in Eqns. (202) and (202)
can be solved for diagnostic purposes, in order to have a rough pre-
diction, of the flow regions where ignition can take place, and on
temperature and species mass fractions fields.
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7.1.2 Effects of the scalar dissipation on the steady state solutions
If the convective terms are neglected, the system in Eqns.(202) de-
scribes a dynamical system characterized by the competition between
transport and chemical reactions. The first is described by the diffu-
sive term, whose strength is ruled by the scalar dissipation, the latter
is described by the chemical source term, which, for a given pressure
value, is a function of temperature and composition.
The steady state solutions of the set of Eqns. (202) and (202), for
the case of a CH4/Air system (hst = 0.055), obtained for a number
of maximum scalar dissipation values. The boundary conditions of
the problem are pure oxidizer (Air) at h = 0 and pure fuel (CH4) at
h = 1, temperature is the same and equal to 291K in both the fuel
and oxidizer fronts, pressure is constant and equal to 1 Atm. The
chemical mechanism is the 49 species 277 reactions gri-2.11 [64]. The
steady state condition is found by marching in time starting from the
Burke-Schumann limit as initial condition, while the discretization in
the mixture fraction space in obtained by means of a uniform compu-
tational mesh with 64 points in h.
From the results shown in figs. 5-12, it is clear that the solution
for temperature, is influenced by the scalar dissipation gN|h, with the
maximum temperature being a decreasing function of the scalar dissi-
pation maximum value. For very high values of the scalar dissipation
the flame is quenched and the solution is the pure mixing solution.
This means that, if turbulence is so intense that Kolmogorov eddies
become smaller than the flame surface, i.e. if the scalar dissipation
reaches a limit value Nq, the flame front gets destroyed and a local
quench occurs [1]. The cases for Nmax > 125s 1 corresponds to the
pure mixing conditions after quenching, and are reported in red in
figs. 5-12. The effects of the scalar dissipation are also evident for the
NO mass fraction which is a decreasing function of the scalar dis-
sipation. This means that in a burning flame, a local rise in scalar
[ Ciottoli PhD Thesis final version ]
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Figure 6: Steady-State solution sensitivity to scalar dissipation: YO2(h)
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Figure 8: Steady-State solution sensitivity to scalar dissipation: YH2(h)
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Figure 10: Steady-State solution sensitivity to scalar dissipation: YCO2(h)
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Figure 12: Steady-State solution sensitivity to scalar dissipation: T(h) [K]
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Figure 13: Steady state solution, maximum Temperature varyng scalar dissi-
pation
dissipation, perhaps due to local rise of the mixture fraction gradi-
ents, will result in both a lowering of the flame temperature and of
the NO mass fraction.
The sensitivity of maximum values of Temperature,YNO, YCO2 , YCO,
and YH2 are reported in figs. 13-15 respectively, showing that tempera-
ture is weakly influenced by the maximum scalar dissipation value, so
long as the scalar dissipation is lower than the limit quenching value.
The CO mass fraction seems to be independent on the scalar dissi-
pation, while YCO2 , YH2 , YNO are decreasing functions of the scalar
dissipation, with YNO being the more sensitive on it, as shown in
fig.15.
7.1.3 Ignition transients in mixture fraction space
The flamelet system is capable to describe most of the ignition tran-
sient phenomena as shown in figs. 18-21.
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Figure 15: Steady state solution, maximum YNO varying scalar dissipation
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Figure 17: Steady state solution, maximum YH2 varying scalar dissipation
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Figure 19: Autoignition Transients, Nmax = 5s 1, YNO = YNO(h, t)
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Figure 21: Autoignition Transients, Nmax = 5s 1, YOH = YOH(h, t)
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The problem is similar to the one studied in the previous section: a
CH4/Air flame, hst = 0.055, Nmax = 5s 1, but in this case the initial
temperature is constant, T(h) = 1500K, and only fuel and oxidizer
are not null in the initial condition. The same discretization with 64
points is used for the mixture fraction h. So differently from what has
been done in the previous section, the initial temperature is higher
than the auto ignition temperature to ensure the autoignition with
several maximum scalar dissipations rate values.
The temperature evolution in fig. 18 clearly shows that ignition
takes place in the stoichiometric region, and then the flame front
moves towards the reach region. In fig.
Moreover, from the HO2 mass fraction evolution in fig. 20, it should
be noted that in the early ignition phases, the YHO2 peak value is lo-
cated in the stoichiometric region, while later on two peaks form.
These two peaks leave the stoichiometric region and move towards
the rich and lean regions, where a local minimum is formed near the
stoichiometric values, as expected. These kind of predictive capabili-
ties are crucial for the description of edge flames, such as triple flames
[65].
7.1.4 Effects of initial temperature on chemical transients
The sensitivity of ignition transients to initial temperature can be eas-
ily inquired by means of numerical integration of the system in Eqns.
202. In particular, the ignition delay as function of the initial tem-
perature is reported in fig. 22, where, for a given scalar dissipation
gN|h = 5s 1 the ignition delay time is clearly visible as decreasing
function of the initial temperature, while, as expected, the steady state
temperature is an increasing function of the initial temperature. The
peak in the production of the radical OH and HO2, are observable
in fig. 23 and 24, as well as the dependence of its amount on initial
and final temperature. The radical NO formation in time has a differ-
[ Ciottoli PhD Thesis final version ]
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Figure 23: Autoignition transients varying T0, N0 = 5s 1, YOH = YOH(hst, t)
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Figure 24: Autoignition transients varying T0, N0 = 5s 1, YOH =
YHO2(hst, t)
ent dynamics with respect to OH, as shown in fig 25, where the NO
formation dependence on the residence time at high temperature is
observed.
7.1.5 Effects of scalar dissipation on chemical transients
In order to test the sensitivity of the ignition delay time on the scalar
dissipation distribution N(h), the ignition delay time for a given ini-
tial temperature T(h) = 1500K, and for various distributions of scalar
dissipation, is reported in fig. 27.
In fig.27, the black lines are obtained by imposing a bell-shaped
distribution of scalar dissipation, while the red lines are obtained by
imposing a constant value of scalar dissipation over the mixture frac-
tion space h as shown in fig. 26. While the constant scalar dissipation
distribution assumption is often made in laminar flamelet closures
[1], a bell shaped distribution is closer to the expected physical be-
havior, being able to describe the zero mixture fraction gradients at
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Figure 26: Amplitude Mapping Closure versus constant value of N(h)
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h = 0 and h = 1, and a maximum value for intermediate values on
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Figure 27: Autoignition time delay in the case of AMC (black lines) and
constant (red lines) scalar dissipation distributions, T0 = 1500K
In the case of the bell-shaped distribution (black lines in fig. 27), the
sensitivity of the ignition delay time over the maximum scalar dissipa-
tion is very weak, while it can be noticed a slight decrease of the flame
temperature. This can explained by the fact that, as shown previously,
ignition takes place nearby the stoichiometric region, h = 0.055 in
our case, where the bell-shaped scalar dissipation is weakly depen-
dent on its maximum value, located at h = 0.5, as shown in fig. 26.
Hence the ignition occurs almost simultaneously in the three cases,
then, when the flame dynamics move toward reacher regions, the in-
fluence of the scalar dissipation on the fully developed flame is weak
but clearly observable. On the contrary, in the case of constant scalar
dissipation, represented by the red curves in fig. 26, the scalar dis-
sipation difference in the three cases is high in the whole mixture
fraction range, this explaining the high sensitivity of the ignition de-
lay time and maximum temperature on scalar dissipation in this case.
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This test highlights the importance of the scalar dissipation modeling
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Figure 28: Temeperature Peak in Autoignition transients, T0 = 1500
Finally, the position in the mixture fraction space, of the maximum
temperature value is reported in fig. 28. The test has been performed
inquiring the autoignition if the same CH4/Air test-case employed so
far, with initial temperature T0 = 1500K, and under the assumption
of constant value of scalar dissipation over the mixture fraction space.
The results in fig. 28, confirm that the final temperature a weakly de-
creasing function of the scalar dissipation, and its steady state, peak
value position in the mixture fraction space is weakly influenced by
scalar dissipation. On the other hand, the temperature peak trajecto-
ries, show that the higher is the scaler dissipation, the richer is the
ignition point, which later moves closer to the stoichiometric region.
7.1.6 A priori testing of a SANDIA flame D
The predictive capabilities of Eqns. (202), has been assessed by means
of an ’a priori’ test over the experimental data of the Sandia D flame
[ Ciottoli PhD Thesis final version ]
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Figure 29: Presumed Axial distribution of axial velocity and scalar dissipa-
tion
[4]. The Sandia D flame is a co-flow piloted jet flame, nozzle diame-
ter 7.2mm, pilot diameter 18.2mm, average axial velocity of the jet of
50m/s, and co-flow average velocity is 0.9m/s. The main jet composi-
tion is 25%CH4 and 75% Air by volume, resulting in a stoichiometric
mixture fraction xst = 0.37; both ambient and main jet temperature
are 291K. The co-flow pilot flame is a lean mixture (f = 0.77) of C2H2,
H2, Air, CO2 and N2 with the same nominal enthalpy and equilibrium
composition as methane/air at this equivalence ratio [4]. The numeri-
cal test consists in prescribing the space evolution of both the axial ve-
locity and the maximum scalar dissipation in space; the axial velocity
has been presumed to be a linear decreasing function of the axial po-
sition, with U(X/D = 0) = 50m/s and U(X/D = 80) = 10m/s. The
scalar dissipation profile in the mixture fraction space has been mod-
eled to have a gaussian shape like as in Eqns.(205) and (206), while
its maximum value Nmax(x), has been chosen to be an exponential de-
creasing function, chosen in order to have Nmax(X/D = 0) = 100s 1,
Nmax(X/D = 30) = 40s 1, and Nmax(X/D > 60) ' 0, consistently
with experimental measurements [4]. The maximum scalar dissipa-
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Figure 33: Sandia D x/D = 7.5
tion and axial velocity trends as function of the axial direction Nmax
and ^ux(x, h)|h = U(x) are shown in fig. 29.
For the sake of simplicity, the initial condition fir the CMC un-
steady calculations has been chosen to be the Burke-Shumann limit
of a flame generating from air and the CH4/Air mixture of the sandia
main jet. The resulting stoichiometric mixture fraction, following the






























































































































Figure 35: Sandia D x/D = 15
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Figure 43: Sandia D x/D = 45
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Figure 51: Sandia D x/D = 75
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Figure 53: Sandia D x/D = 75
a very good agreement between the numerical test and experimental
data until x/D = 75. The main differences between the numerical and
the experimental results are in the NO mass fractions prediction, pos-
sibly caused by the employed chemical mechanism, coherently with
the findings available in the open literature [34, 11].
7.1.7 Constant vs variable specific heats
Finally, Eqns. in (202) have been employed to quantify the impact
of the constant specific heat assumption on the steady state flame
prediction.
Two steady-state solutions for the same Methane/air test case stud-
ied in sec.7.1.2, with the same chemical mechanism and discretization
in the mixture fraction space h, have been compared with Nmax =
100s 1. The first solution has been obtained for Cp = Cp(Ya, T), while
the second has been computed under the assumption of having Cp =
const. The comparison between the constant and variable specific
heats results is presented in fig. 54-57, showing the importance of
the specific heat dependence on temperature and composition for an
accurate prediction of the flame behavior, both in terms of tempera-
ture distribution and product prediction.
The temperature prediction, in particular, shows a mostly linear
behavior in the case of constant specific heat, this being due to the
fact that the temperature Eq. (113), for Cp = const, becomes a reactive
[ Ciottoli PhD Thesis final version ]







































































































































































Figure 57: NO Mass Fraction
diffusive equation, similarly to the species equations, leading to linear
solutions in the regions where any reaction occur, i.e. everywhere but
in the stoichiometric region.
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7.2 les-cmc coupling
In this section the CMC coupling approaches presented in sec. 5.2
and in 5.3 are compared. Both the Vector Field Update (VFU) and the
Energy Source Update (ESU) have been implemented as explained
in detail in sec 5.3, 5.2 and 6.2. While the predictive capabilities of
the CMC equations have been assessed in sec 7.1.6. The aim of this
section is to understand the influence of the VFU and ESU coupling
strategies on the solution accuracy.
7.2.1 The test-case
To isolate the effects of the coupling strategies on the numerical solu-
tion, a laminar test-case has been set up. The test-case is a 2D mixing
layer at ambient pressure P = 1Atm, with a uniform axial velocity
profile ux = 66m/s at the inlet, and an assigned mixture fraction
profile with an hyperbolic tangent dependence on the transversal di-













The initial condition composition varies being a linear function of




a,F + (1   x(y))Y
a,O (208)
The fuel is composed by H2 and N2 while the oxidizer is Air, with
a resulting stoichiometric mixture fraction xst = 0.47; the exact fuel
and oxidizer compositions are reported in tab. 1. The initial temper-
ature field is constant in space with Tt=0(x, y) = 1100K. Once the
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Table 1: Laminar 2D test-case Inlet Composition
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Figure 59: Temperature 0D predictions, h = hst
species profile is known, being function of the mixture fraction x(y)
as reported in sec 6.1.4, the density profile r(y) is defined as function








The mixture fraction and density profiles chosen for the initial and
inflow boundary conditions are shown in fig. 58. The resulting prob-
lem is an autoignition problem of a mixing layer, with oxidizer in
the upper stream and fuel in the lower, both at the same velocity
and temperature. Since the initial temperature is higher than autoigni-
tion temperature, the fresh mixture will auto-ignite, the ignition delay
time will result in space displacement from the inflow section due to
the convective transport in the axial direction, which can be estimated
roughly estimated to be Xd = uxtign.
A 0D a priori prediction of the inquired 2D test-case has been per-
formed assuming a bell-shaped scalar dissipation distribution over
the mixture fraction h, and a constant maximum scalar dissipation
value in the axial direction. The employed chemical mechanism is
a 9 species and 19 reactions proposed by Yetter, et al. in [66]. The
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Figure 61: HO2 Mass fraction 0D predictions, h = hst
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Figure 62: OH Mass fraction 0D predictions, h = hst
computational strategy is the same employed for the SANDIA D
flame 0D prediction in sec. 7.1.6, with a uniform initial temperature,
T0(x, y) = 1100K, and for a number of different scalar dissipation
maximum values. The results of the 0D computations are reported
in fig. 59-62. The temperature and combustion products time evolu-
tions show that, for the prescribed initial temperature and pressure,
T0 = 1100K and P0 = 1Atm, the ignition delay time is very weakly de-
pendent on the maximum scalar dissipation. However, the effects of
a change in the maximum scalar dissipation are observable in terms
of flame temperature and combustion products, this being in accor-
dance with the results reported in sec. 7.1.5 for methane/air flames.
7.2.2 Results and discussion
The steady state solutions of the 2D test case obtained with both
the VFU and ESU coupling strategies are compared in the following.
The computational physical domain dimensions are Lx = 44.6mm
in the axial direction and Ly = 11.2mm in the transversal direction,
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Figure 63: x(x, y) and YH2O contour lines
which are discretized with nx = 512 cells in the axial direction and
ny = 128 cells in the transversal direction. The CMC domain has
been discretized with the same number of cells in the axial direction
x, while the mixture fraction space is discretized with 64 mesh cells;
hence each CMC cell corresponds to ny LES cells.
The results of the two computations are reported in figs. 63- 67
with the physical axes normalized to the mixing layer thickness d. The
VFU and ESU solutions are in good agreement in terms of ignition
displacement in the axial direction and in terms of H2O mass fraction
and temperature fields as shown in figs. 66 and 63 respectively. More-
over, the HO2 and OH mass fraction fields in fig. 64 demonstrate
that both the two approaches are able to capture the typical triple
flame configuration [65]. However, the plots in fig. 68, relative to the
transversal distributions (x = 0.022m) call for more comments.
In fig. 68 the temperature distribution T(y) shows a difference in
the peak value of the order of the 4%, and the ESU approach produces
a wider flame front than VFU. This difference in temperature distri-
butions is less marked if one moves from the transversal direction
T = T(y) to the mixture fraction T = T(h) as shown in fig. 69. Fur-
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Figure 64: YHO2 and YOH contour lines
ESU 
VFU
Figure 65: Scalar Dissipation field [s 1], and T = 1.1T0 contour line (red)
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Figure 66: x(x, y) and and T = 1.1T0 contour lines
ESU 
VFU
Figure 67: Steamlines and T = 1.1T0 contour line (red)
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Figure 68: T(y) [K] profiles at x=0.02 m
thermore, the scalar dissipation N(h), also reported in fig. 69, shows a
maximum value resulting from the VFU computations which is twice
as large as the one resulting from the ESU predictions. This difference
in the scalar dissipation prediction is in total agreement with the mix-
ture fraction distribution presented in fig. 70. The difference in the
mixture fraction transversal profiles x(y) obtained from the ESU com-
putations, results in lower mixture fraction gradients, and eventually
in a lower scalar dissipation fields. This difference in the scalar dissi-
pation distribution is observable in the whole flame front, as visible
in the contour plot in fig. 65, reporting the scalar dissipation fields in
the two cases.
The difference in the mixture fraction spatial distribution seems to
be the effect of a different velocity field, especially in terms of the
transversal velocity component v(x), as reported in the streamline
plot in fig. 67. In the ESU approach, the thermal expansion due to
fresh gasses ignition, results in a slight change in the fluid direction,
with a transversal velocity peak of the order of 5% of the inlet velocity.
With the VFU approach, this fluid dynamic process is not described
as will be discussed below.
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Figure 69: gT|h [K] profiles at x=0.02 m
Figure 70: x(y) profiles at x=0.02 m
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Figure 71: YH2O(y) and YOH(y) profiles at x=0.02 m
Figure 72: ŶH2O|h and ŶOH |h profiles at x=0.02 m
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The mostly fluid-dynamic nature of the discrepancy between the
two approaches is confirmed by the fact that, in the mixture fraction
space, the two solutions are quite similar both in terms of tempera-
ture and products mass fractions distributions, as shown in figs.69
and 72 respectively. This is because, as predicted by means of the 0D
computations, fig. 62 and 60, the dependence on the products to the
maximum scalar dissipation is weak, while the space dependence is
removed by moving from the physical space y to the mixture fraction
space h.
The reasons of the difference between the solution obtained with
the two approaches seems to rely in the fact that, as explained in sec.
5.2, the VFU consists of an operator splitting of the full Navier-Stokes
system into a ’mixing problem’ and a ’reactive problem’.
Being an operator splitting, the two subsystems are then evolved in
time sequentially, and, from a theoretical point of view, this should
converge to the exact solution of the full system, in the limit of the
integration time step going to zero. Moreover this would be true even
if one of the subsystem, the reacting system in this case, is condition-
ally filtered and solved in a different space, with the mixture fraction
as additional dimension. However, in the present formulation, the
mixing system is conditionally filtered and solved and reduced to a
one dimensional version under the shear layer assumption [23, 24].
Hence in the VFU approach, when the mixing system state vector is
updated, the effects of the approximations operated in the reactive
system formulation are entirely reflected in the final solution.
On the other hand, as explained in sec 5.3, in the ESU approach,
the solution is provided by the solution of the main system, while
the CMC acts only as closure model in terms of chemical source term
and mixture composition. Hence, although the ’closure system’ has
been derived for the ESU approach, under the same hypothesis of the
’reactive system’ in the VFU approach, the influence of these approx-
imations are not strongly reflected in the final solution, which is a
solution of an intrinsically multi-dimensional system, the ’main sys-
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tem’. This is confirmed by the conservation tests performed in both
the two solutions. While the ESU approach numerically conserves
both the mass (with an error on 0.04%), and the absolute enthalpy
(with an error of 2%), the VFU approach is affected by an error of 7%
in the mass conservation. This makes the ESU approach a preferable
choice.
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Oxid Stream Fuel Stream
uO = 125 m/s uF = 62.5 m/s
vO = 0. vF = 0.
wO = 0. wF = 0.
pO = 1.Atm pF = 1.0Atm
TO = 1000.0K TF = 1000.0K
xO = 0. xF = 1.
Table 2: Summary of the inlet conditions
7.3 3d mixing layer
A three dimensional turbulent mixing layer has been numerically
computed. Similarly to the 2D test case, the test problem is an au-
toignition problem: the upper stream is the oxidizer stream, while
the lower stream is the fuel one. The fuel and oxidizer composition
are exactly the same of the 2D laminar test case and are reported in
tab. 1. All the test cases presented in the following are at ambient
pressure P0 = 1Atm and with an initial temperature of T0 = 1000K.
Differently from the 2D test-case the fuel and oxidizer stream velocity
are not the same, and a velocity ratio VR = uO/uF = 2 is imposed.
The two stream velocities are uO = 125m/s and uF = 62.5m/s. The
inlet conditions of the problem are reported in tab. 2.
The mixture fraction x and the axial velocity u varies along the y
direction as follows:
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xav = 0.5(xO + xF) Dx = xO   xav
uav = 0.5(uav + uF) Du = uO   uav
d = 0.5













a,F + (1   x(y))Y
a,O (210)
As already introduced in sec. 6.1, the LES system is numerically dis-
cretized and implemented in non-dimensional form with reference to
the choice of a prescribed state. The oxidizer stream provides the ref-
erence state values of temperature, pressure and transport properties.
The mixing layer thickness d has been chosen as characteristic length.
A reference velocity is defined in terms of the reference pressure and
density, while the reference time scale is defined as the ratio of refer-
ence length and velocity.
p⇤ = pO T⇤ = TO (211)
µ
⇤ = µO g
⇤ = gO (212)










The non-dimensional inputs of the problem are the Mach number
and the Reynolds number defined as:




M = uO/aO (216)
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Re Lx [m] Ly [m] Lz [m] d [m]
500 0.149 0.049 0.0245 0.49 · 10 3
1000 0.299 0.0996 0.0448 0.996 · 10 3
1500 0.434 0.149 0.149 1.49 · 10 3
Table 3: Physical domain dimensions
Once defined the composition, temperature and pressure of the ox-
idizer stream, a variation of Re corresponds to a length variation. A
higher Re results in a wider d. The three-dimensional physical do-
main is a parallelepiped, with the x-axis lying parallel to the axial
direction, the y-axis directed normal to the mixing layer, and the z-
axis orthogonal to the other two. The boundary conditions are the
GRCBC presented in sec. 6.1.5, with the inlet profiles previously spec-
ified as inflow target values, and the ambient pressure for the other
directions. The only exception are the two boundary conditions in the
z direction which are periodic.
Three computations have been performed, all with the same inlet
Mach number and a fuel and oxidizer velocity ratio VR = 2. The
oxidizer inlet velocity is uO, where the oxidizer inlet Mach number,
Min = 0.2, follows the definition in Eq. (215). The three test-cases
differ for the imposed Reynolds number: Re1 = 500, Re2 = 1000,
Re3 = 1500. The computational domain has an overall non dimen-
sional size of (Lx ⇥ Ly ⇥ Lz) = (300d ⇥ 100d ⇥ 30d), where d is the
mixing layer thickness at the inlet. In accordance with the definition
in Eq. (216), under the conditions previously introduced, a change
in the Reynolds number results in a change of the domain size, as
reported in fig. 74. The corresponding sizes of the computational do-
mains are reported in tab.3.
The LES computational mesh is the same for all the cases, Nx=512,
Ny= 129, Nz=64, while the CMC mesh has the same mesh points in the
axial direction,Nx=512 , and 64 point in the mixture fraction direction
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h. The computation has been fully parallelized, and 512 cores are
used for each computation. A cartesian domain decomposition has
been performed, which splits the entire domain in 512 sub-domains,
each constituted by nx =8, ny=129, and nz =8 points in the respective
physical directions as shown in fig. 73.
Figure 73: MPI cartesian domain decomposition example
Figure 74: From the top: Re=500, Re=1000, Re=1500
The predictive capabilities of this numerical implementation still
need to be verified by means of a comparison with experimental re-
sults. However, these preliminary consistency test confirmed that this
LES/CMC implementation is promising and most of the expected
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predictive capabilities, such as the triple flame behavior in fig. 75, are
confirmed in the 3D case.
Figure 75: Edge Flame, Triple Flame
7.3.1 Numerical performance
The code has been written in Fortran 90/95 and fully parallelized.
Parallelization relies on a Cartesian decomposition strategy, where
the computational domain is split in various sub-domains in the co-
ordinate directions and communication between neighboring blocks
is handled by means of an efficient MPI implementation. The non-
reactive LES code by Pirozzoli and Bernardini has been already tested
on a variety of different architectures (IBM POWER6, IBM PLX, Opteron)
with excellent performance and scalability characteristics [53, 54, 55,
52]. The present reacting LES code has been ported and tested on MA-
TRIX (lnx86 architecture) and on FERMI (IBM Blue Gene/Q system),
where both strong and weak scalability tests have been performed.
The strong scalability tests are performed by choosing a problem of
interest, in terms of number of variables and space discretization. A
’reference computational time’ is defined as the computational time
required by 1 core, for the numerical integration over a certain pre-
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scribed number of time steps. Increasing the number of cores em-
ployed to solve the same problem will typically result in a decrease of
the computational time. The ideal behavior would be to have the com-
putational time inversely proportional to the number of employed
cores. This can happen if the cost of the communication operations
among the computational sub-blocks is negligible when compared to
the cost of the numerical integration within each sub-block. In real ap-
plications, the cost of the communications between sub-blocks is not
negligible, and becomes more and more important when the number
of cores and computational sub-domains increases. This is because
the computational load per core lowers with the increase of the num-
ber of cores employed, and the relative importance of the commu-
nications operations rises. The closer the real behavior is to the ideal
behavior, the better is the strong scaling performance of the code. It is
important to underline that, if the scalability performance is inquired
over thousands of cores, the reference computational time cannot be
chosen as the time required to numerically solve the same problem
with a single core. This is because no machine exists that could solve
such a large problem with a single core. Hence, the reference prob-
lem of our test has been chosen to be a Hydrogen/Air flame, with
a 9 species 13 steps chemical kinetic mechanism, on a mesh of 1283
points per core. The reference computational time has been chosen as
the computational time required by 16 computational nodes, with 16
cores each (256 cores), to perform 10 time steps. The number of em-
ployed cores used has been doubled up to 2048 cores, and number of
points per cores has been proportionally reduced. The results of the
strong scalability test are reported in tab. 4, demonstrating good scal-
ability performance. The same results are plotted in fig. 76 in terms
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#nodes #cores Comp.time [s] Speedup #points/task Memory/task
16 256 2475.4 1 128x128x128 700 MB
32 512 1261.4 1.96 64x128x128 350 MB
64 1024 669.4 3.7 32x128x128 180 MB
128 2048 376.9 7.3 16x128x128 90 MB
Table 4: Strong scaling results
The ideal strong scaling behavior is represented by the straight line
in fig. 76, while the red curve represents the real behavior.
Figure 76: Strong scalability speed-up function
Similarly to what is done for the strong scalability tests, also the
weak scalability tests require the choice of a reference problem of
interest, in terms of number of variable and mesh points. The time re-
quired to numerically solve the problem is defined as reference com-
putational time. However, differently from the strong scalability case,
in the weak scaling tests both the number of cores and the computa-
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#nodes #cores # points/task #total points Comp.time [s] Norm.time
1 16 128x128x128 2.5105 2455.8 1
2 32 128x128x128 5.0105 2467.2 1.004
4 64 128x128x128 1.0106 2460.1 1.001
8 128 128x128x128 2.5106 2473.7 1.007
16 256 128x128x128 5.0106 2475.4 1.0071
32 512 128x128x128 1.0109 2490.1 1.0139
64 1024 128x128x128 2.0109 2524.5 1.0278
128 2048 128x128x128 4.0109 2635.9 1.0729
256 4096 128x128x128 8.0 ⇤ 109 2719.9 1.1075
Table 5: Weak scaling results
tional domain dimensions are doubled at each test. In the ideal case,
i.e. if the cost of the MPI communication operations is negligible or
null, the computational time would remain constant at each doubling
operations. This is because, if both the number of cores and the com-
putational mesh points are doubled, the computational load per core
remains ideally constant. In real applications, increasing the number
of cores means increasing the relative cost of the communication op-
erations on the final computational time mostly due to the all-to-all
communications, this being responsible of a computational time in-
crease at each doubling operation.
Similarly to the strong scaling case, the reference state has been cho-
sen to be, a Methane/Air flame, with the same chemical mechanism,
and16 cores with 1283 points per core, the number of cores and mesh
point are doubled up to 4096 cores and 8 billion points. The results
of the weak scaling tests are reported in tab.5, while a weak speed-up
function,whose trend is reported in fig. 77, can be defined as:
[ Ciottoli PhD Thesis final version ]





where Nc is the number of cores employed, tre f is the computational
time required for the reference test-case, and te f f is the effective time
required for the corresponding test case.
Figure 77: Weak scalability speed-up function
It is worth to note that the upper limit of the strong scalability tests
is the number of mesh points per core, which cannot be too low, while
in the weak scalability test there is no upper limit since the number
of mesh points per cores is kept constant, while the total number of
mesh points rises (up to 8Bil points in this case). This means that
increasing the number of available computational resources, strictly
results in the capability of studying problems with larger dimensions.
On the other hand, increasing the number of available computational
resources, does not ensure the capability of reducing the time re-
quired to study a fixed-size problem of interest.
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Comp. Load Task
12 % f·|h
6 % gux|h ∂Qa
∂x









Table 6: Profiling of the CMC library
7.3.2 Code profiling
For the 3D version of the code, the numerical profiling of the CMC
libraries, showed that a large amount of the computational load is re-
quired for the convolution operations, Eq.(116) and the conditional fil-
tering procedures, Eq. (117). This means that the computation time re-
quired to obtain the conditionally filtered values gN|h, gu|h,gT|h needed
to close and integrate the CMC equations, plus the computational
time required to provide the results of the CMC system integration
to the LES system, are very close to the computational time required
to numerically integrate the CMC equations.
The 60% of the computational time is spent by the CMC libraries,
for the implicit numerical integration of the reactive and diffusive
part of the CMC system, while the 6% is spent for the explicit con-
vective term. The remaining 34% of the computational load is due
to convolution operations (14%) and conditional filtering procedures
(12%), as reported in tab. 6. The relative weight of the various phases
of the computational integration of the CMC system integration, are
weakly dependent on the chemical mechanism employed, since all
the tasks get proportionally more CPU demanding when the number
of species and equations rises.
The ratio between the computational time required to integrate in
time over the same Dt the LES and the CMC system varies with
the number of species evolved. In the case of Hydrogen/Air, with
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9 species and 19 reactions [66], the 70% of the computational time is
required for the LES system, and the remaining 30% is for the CMC
one. In the case of Methane/Air, with the gri2.11 mechanism , i.e. 49
species and 277 reactions [64], the overall computational time is ap-
proximately increased of a factor of six, while the CMC system and
the LES require roughly the 50% of the computational time each. This
is because the rise in the number of species, has a stronger impact on
the CMC system, since the number of equations integrated in time
rises. On the other hand, the computational load in the LES system
is purely due to the equations of state, which become function of a
larger number of variables.
For the 2D version of the code, the computational load is mostly
due to the CMC system, this meaning that, for a given LES mesh,
halving the space resolution of the CMC computational mesh, results
in almost halving the computational time of the entire simulation.
7.3.3 The operator splitting impact on the scalability performance
The key features for a code to have a good scalability performance
are well known. The first is to minimize the computational load due
to message passing operations. The second is to balance the compu-
tational load on the employed cores, this to avoid a subset of cores
waiting for other to accomplish their tasks.
In this particular case, the first issue has been addressed by means
of a proper choice of the computational domain decomposition, and
a proper use of the Message Passing Interface (MPI) libraries. The
second issue requires more attention, since the computational load of
each core depends on the number of operations to perform. In the
case of a plane explicit time integration scheme, the computational
load is a linear function of the number of mesh points per core, and
rises with the rise of space and time accuracy of the scheme.
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The CMC code implemented within this thesis relies on an oper-
ator splitting of the CMC equations, where the diffusive and source
term are integrated in time implicitly by means of DVODE [63], a
variable-coefficient, ordinary differential equation solver, as already
introduced in sec. 6.2. Hence, the time integration is not performed
in purely explicit way, and the number of time steps required for the
implicit time integration are chosen by DVODE in order to comply
with a prescribed solution accuracy. Hence, the smaller is the local
characteristic time scale, the higher is the number of time iteration
required by the implicit integrator. If some localized zones in the
physical space are characterized by characteristic time scales which
are smaller than in the rest of the field, e.g. in an autoignition region,
the computational load required to integrate the problem in these re-
gions would be higher than in the rest of the field, this resulting in
a load unbalance among the cores. This is a potential cause of worse
scalability performance of the code. However, it should be noted that,
although the choice of a time explicit numerical time integrator for
the whole system, would imply the use of the same time step over
the whole computational field, the chosen time step would be the
one able do integrate the fast chemical dynamic of the problem. So,
even if this would avoid the load unbalance among the cores, it would
also lead to a general worsening of the absolute performance of the
code.
7.3.4 Further developments
The aim is to compute a Sandia D flame, some preliminary computa-
tions are already in progress as shown in fig. 78.
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Figure 78: Sandia D flame, preliminar computation
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C O N C L U S I O N S
Two coupling strategies between the CMC combustion sub-grid model
and the LES of compressible, turbulent, reactive flows has been pre-
sented. The two approaches are referred to as ’Vector Field Update’
(VFU) and ’Energy Source Update’ (ESU) respectively. Both VFU and
ESU define the thermal and caloric equations of state of the LES. The
VFU approach relies on an operator splitting approach, where, at
each time iteration, the CMC equations evolution provides an update
of the LES vector field in terms of density and sensible energy. The
ESU approach is a closure method for which the CMC system pro-
vides a model of the energy source term of the LES energy equation,
which would be otherwise unclosed.
The first step has been to assess the predictive capabilities of the
CMC method by implementing a zero-dimensional stand alone code.
The zero-dimensional CMC code has been written in Fortran in a
CHEMKIN savvy fashion, and has been employed to inquire the
steady state and transients behavior of Methane/Air flames.
The steady state solutions have been obtained for a number of
imposed scalar dissipation values, the expected flame sensitivity to
scalar dissipation has been recovered, and the typical S-shaped tem-
perature dependence on the scalar dissipation has been recovered.
Peak temperature has been found to be a decreasing function of the
scalar dissipation up to a limit scalar dissipation value, over which
quenching occurs. As expected, the NO production has been found
to be an increasing function of temperature, and hence a decreasing
function of the scalar dissipation.
The ignition transients test cases have been carried out for various
initial temperature fields and scalar dissipation values, showing that
the ignition time delay is a decreasing function of the initial temper-
141
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ature and an increasing function of the scalar dissipation. Moreover,
the influence on the ignition transient of the presumed scalar dissipa-
tion distribution over the mixture fraction space, as well as the impact
on the steady state solution of the "constant specific heat" assumption,
have been inquired and discussed.
Finally, the predictive capabilities of the zero-dimensional CMC
code has been assessed by means of an ’a priori’ prediction of the
Sandia flame D, finding a satisfactory agreement between the zero-
dimensional predictions and the experimental results.
The two LES/CMC coupling have been numerically implemented;
in particular, the CMC library relies on a one-dimensional axial for-
mulation, with the convective transport of the CMC equations being
modeled only in the axial direction.
The two coupling strategies have been compared one to another
with reference to a 2D Hydrogen/Air mixing layer test case, which
has been chosen to be laminar so as to isolate the impact of the cou-
pling strategies on the solution accuracy. The comparison between
VFU and ESU highlighted a different sensitivity on the solution accu-
racy of the simplifying assumption employed for the CMC equations
implementation.
In particular, the VFU solution is strongly influenced by the one-
dimensional nature of the CMC implementation, since the VFU ap-
proach implies the direct update of the LES vector field with the so-
lution of the CMC equations at each time step. On the other hand,
the ESU solution is less affected by the one-dimensional nature of
the CMC implementation, since its effects are confined to the energy
source term estimation, while the LES multi-dimensionality is pre-
served.
An energy conserving 3D version of the LES/CMC code has been
implemented, and fully parallelized by means of the MPI libraries. A
preliminary consistency and test has been performed for the case of
a 3D mixing layer, showing good weak and strong scalability perfor-
mance up to thousands of cores.
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a.1 pdf transport equation for turbulent flows
The strongly non linear nature of the Navier-Stokes equations implies
that a small difference in the initial conditions can result in a great
difference in the space and time evolution of the solution, this is par-
ticularly evident for high Reynolds number when the transition from
laminar to turbulent flow occurs. This lack of dependence on the ini-
tial conditions, results in the stochastic nature of the field, and in the
possibility of a statistical approach in modeling turbulent phenom-
ena. Since the field variables are continuous, the term ”stochastic” is
preferred to the more commonly used ”random”. In this appendix
some useful statistical definitions are recalled and the pdf transport
equation is derived.
a.1.1 Defining statistical properties
For a given occurring event implies the evolution of the variable Y,
calling Z the sample space variable of Y, that is one of the possi-
ble values of Y, the probability of the variable Y to be lower than
the sample space variable value Z is called cumulative probability
P(Y < Z). The cumulative probability P(Y < Z) has the following
characteristics:




P(Y < Z2) > P(Y < Z1) ifZ2 > Z1,
P(Y < Z) ! 0 if Z ! 0,
P(Y < Z) ! 1 if Z ! •.
(219)
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The probability of having Z1 < Y < Z2 will be P(Z1 < Y < Z2) =
P(Y < Z2)   P(Y < Z1). A probablity density function (pdf) can be
defined as:
P(Z) ⌘ ∂P(Y < Z)
∂Z
. (220)
If the derivative in Eq. (220) exists, the probability of Z < Y < Z + DZ






P(Z) 2 ( •, +•)
P(Z) ! 0 if Z ! 0
P(Z) ! 0 if Z ! ±•
(221)









where the relation in Eq.(220) has been used. The same can be written









These expectations are usually named ensemble averages, since they
are the mean values of Y and F(Y) over a wide number of identical re-
alisations of the same experiment. In fluid-mechanics, the realisations
are the solutions of the same problem, with identical macroscopic ini-
tial and boundary conditions, which lead to different solutions be-
cause of the non linear nature of the problem.
According to the the pdf definition in (Eq. 220), and once defined the





0 if Z  0,
1 if Z > 1,
(224)
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the cumulative probability can be expressed in terms of expectations
as follows:






H(Z   Z0)P(Z0)dZ0 = hH(Z  Y)i
(225)
Moreover, a pdf P(Z) formulation can be deduced differentiating Eq.




d(Z   Z0)P(Z0)dZ0 = hd(Z   Y)i (226)
The function d(Z   Y) is the well known Dirac delta function1. It
has introduced here as the Heaviside derivative d = ∂H/∂Z, and is
usually called fine grained pdf: y = d(Y   Z). Since the Heaviside
function is not continuous, its derivative does not exist as an ordi-
nary derivative, but only as a generalized function. As generalized
function, the Dirac delta function can be rigorously defined starting
from its properties. If a class of ”good” functions F(Z) is defined as
a function which is smooth enough and rapidly tending to zero as




d(Z)F(Z)dZ = F(0), (227)
from which it is clear that the Dirac function is an even function:
d(Z) = d( Z). Moreover, starting from the definition in Eq.(227), in




d(Y   Z)F(Z)dZi =
Z +•
 •
F(Z)hd(Y   Z)idZ. (228)
This equation underlines that the coarse grained pdf P(Z) is the en-
semble average of the fine grained pdf y, which is a Dirac delta func-
tion: P(Z) = hyi.
1 The equation (226) should not be considered as a rigorous definition of the Dirac
function, this because the function P(Z) is not an arbitrary function and has been
used to introduce the delta function, and P could be discontinuous, so that also its
derivative P could be a delta function.
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The single variable problem shown before can be generalized for a
multi dimensional problem with n stochastic variable Yi. The cumula-
tive probability function P(Y < Z) represents the probability that
Y1 < Z1, .., Yn < Zn are jointly valid:
P(Y < Z) = hH(Z1   Y1)H(Z2   Y2)...H(Zn   Yn)i. (229)
From this last equations, it can be deduced that also the fine-grained
joint pdf can be defined, similarly to the one dimensional case, as:
y ⌘ hd(Z1   Y1)d(Z2   Y2)...d(Zn   Yn)i. (230)






It can be deduced that, similarly to the one-dimensional case for a
small DZ, the probability of Y being in DZ is P(Z)DZ1DZ2...DZn.
Analogously, the averaged value of a ’good’ function of the vector





Moreover, the relation between the joint pdf and the fine grained pdf
can be written as:
P(Z) = hyi (233)
Note that the joint pdf P(Z) can be written as the product of the pdfs
P(Z) = P(Z1)P(Z2)...P(Zn) only if Yi are statistically independent,
that is if the statistical behaviour of Yi is not correlated to the statisti-
cal behaviour of the rest of the variable Yj,i 6=j. Otherwise, if the statis-
tical behaviour of two given events is correlated, say A = (Y1 < Z1)
and B = (Y2 < Z2), according to the Bayes theorem, the cumulative
probability of both events to occur is:
P(A, B) = P(A|B)P(B), (234)
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which means that the probability of the events A and B to jointly
occur, P(A, B), is the product of the probability of the event A to
occur in the meanwhile the event B is occurring P(A|B), multiplied
by the probability of the event B to occur P(B) 2. Where P(A|B)
is the conditional pdf of the event A to the event B. In terms of
conditional pdfs, for a two-variables problem, we have:
P(Z) = P(Z1|Y2 = Z2)P(Z2). (235)
So that, inverting the previous relations:
hY1|Y2 = Z2i =
Z +•
 •










hY1|Y2 = Z2iP(Z2)dZ2. (237)
In the following some properties of the, previously defined, pdf and
joint pdfs will be reported [3]; these will be useful for the derivation of
the pdf transport equations that will be derived later. The first prop-
erty is the following: If the generic deterministic function F(Y2) doesn’t
depend on Y1, the ensemble average of the product Y1F(Y2) is given by:
hY1F(Y2)|Y2 = Z2i = hY1|Y2 = Z2iF(Y2) (238)
If Y1 = F(Y2), where it is important to stress the fact that F is a
deterministic function (of random variable), we have that hF(Y2|Y2 =
Z(2)i = F(Z2). It can be proved that this second property is true3:
hY1|Y2 = Z2iP(Z2) = hY1d(Z2   Y2)i. (241)
2 In the case of the two events are not correlated, P(A|B) = P(A), this meaning that
the occurrence of B does not affect the probability of A to occur, hence P(A, B) =
P(A)P(B).
3 This can be proved, multiplying this identity for a good function F(Z2) and integrat-
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Note that for Y1 = 1 we get the relation between fine and coarse
grained pdf. The Eq.(241) can be generalized for multiple conditions:
hY0|Y = ZiP(Z) = hY0yi. (242)
a.1.2 Differentiating statistical properties
Another necessary element to the purpose of deriving the pdf trans-
port equations is to introduce the generalized derivatives. As known,
regular functions, say F(Z) and f (Z) can be integrated by parts:
Z +•
 •
F(Z) f 0(Z)dZ = (F f )• •  
Z +•
 •





This is true only if F is a good function in the sense defined before.
For the generalised function, the generalized derivatives are defined
on the basis of their properties. Hence the generalized derivatives are
defined as those operations that satisfy the integrations by part in
Eq.(243). Now, if we suppose f to be the Heaviside function f (z) =










F0(Z)dZ =  F(Z)+•0 = F(0),
which is the definition of the Dirac function, and proves that: d(Z) =







F0(Z)d(Z)dZ =  F0(0) (245)
Z +•
 •




F(Z2)d(Y2   Z2)P(Z2)dZ2i = hY1F(Y2)i.
This is true for any F(Z), so the relation is proved.
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It should be stressed that f is a generalized function, so the Eqns.
(244-246) are the definition of a generalized derivative, and not mere
integrations by part.
Three more identities involving generalized time derivatives in-
cluding the fine grained pds are introduced in the following. The












This can be proved, as usually, multiplying both sides by a good
function F(Z) and then verifying that the integrals on Z of the two
products are the same. In the same way, it can be proved the second












Note that to prove this relation the good function will be F(Z) and
the integral will be over Z. Moreover, if Yi depends also on space
(x = x1, x2, x3) the ordinary derivative will become dYidt =
∂Yi
∂t .
The third identity is about the differentiation of the product fsy,











Even if this results looks like an ordinary derivative, it needs to be
tested as usually, multiplying the LHS and the RHS by F(Z) and ver-
ifying that the integrals over Z are the same [3].
[ Ciottoli PhD Thesis final version ]
152 appendix
Let now consider some space derivatives of the fine-grained pdf. As-
suming that variables Yi are space dependent on x = (x1, x2, x3), the
gradient operator on y reads:
ry =   ∂
∂Zi
(yrYi) (250)
To check this it’s sufficient to treat ∂/∂xi analogously to what is done
for ∂/∂t in Eq. (248). For the higher order derivatives it is sufficient to
use the relation in Eq.(249), r · (fsy) = ydiv(fs) + fsr(y). So, using
the Eq.(250) twice and noting that rYi doesn’t depend on Z, we have
that the Laplacian operator reads:



















Always with the aim of deducing the pdf transport equation, it is
useful the following identity, which includes the diffusive coefficient
rD (supposing that all scalars have similar diffusivities). The values
of r and D do not depend on Z, and after some manipulation we
have 4 the following divergence relations:
r · (rDry) =   ∂
∂Zi
(r · (yrDrYi)) = (252)
=   ∂
∂Zi





If r and D are not constant, the left hand side of the Eq.(252), could
be rewritten as:
r · (rDry) = r · (r(rDy))   r · (yr(rD)). (253)
Similarly, if we apply the divergence operator to the term yrDrYi,
we obtain the useful relation:




4 The Eq.(252) is a mere identity and do not involve any modeling of the properties of
turbulent scalar transport [3]
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The best way to get the differentiation rules for a coarse grained pdf












Combining Eqns.(252,253) and averaging yields to useful result:
r · (hrDryi) = (256)
r2(hrD|Y = ZiP)   r · (hr(rD)|Y = Zi) =
=   ∂
∂Zi





while averaging Eq.(257) yields:
r · (hrDrYi|Y = ZiP) = (257)




All the introduced relations for the joint pdf have been obtained by av-
eraging the relations obtained for the fine grained pdf, so coherently
to what said before, these equations are only identities and they are
not derived from a transport equation. The utility of these relations
will be shown later in the derivation of the pdf transport equation.
This last set of relations, which involve differentiating conditional
expectations, will be useful in the derivation of the evolution equa-
tion of the conditional pdf. As known, for a given random variable Y,
conventional average and differentiation commute h∂Y/∂ti = ∂hYi/∂t
since Y does not depend on t. Note that it is possible that ∂hYi/∂t ex-
ists while ∂Y/∂t does not. A conditional expectation depends also
on the conditional pdf, this may depend on time, so conditional av-




(Y1d(Z2   Y2)) =
∂Y1
∂t
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Once averaged we have:
∂hY1|Y2 = Z2i
∂t















Note that this equation can be easily generalized to more than two





|Y2 = Z2i (260)
while for Y1 = 1 we get Eq.(258).
a.1.3 The pdf evolution equations
We need now to derive the joint pdf equations for a set of scalar fields




+ ru · rYi   r · (rDirYi) = Wi i = 1, ..., n (261)
This the first time a physical assumption has been introduced, i.e. a
Fickian diffusion for the species. The next steps will consist in com-
bining the previously introduced relations, with the species evolution
equations and continuity equation, hence each assumption made on
the formulation of these physical evolution equations, will affect the
derived pdfs transport equations. The first step is deriving an evolu-
tion equation for the fine grained pdf y. This is done by combin-
ing the species evolution equation (261) and the definition of ∂y
∂t in






(u · rYi   r · (rDirYi)   Wi). (262)
If the previous equation is multiplied by the velocity u, the first term
on the rhs of the previous equation can be combined with the relation
u · ry =   ∂y(u·rYi)
∂Zi
. Knowing that the velocity field is independent




+ ru · ry   ∂
∂Zi
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Just like velocity u, the density r is independent of the sample space
variable Zi. However r is a stochastic function of t and x and can be
stochastically dependent on Yi. A divergence form of the transport
equation (263) can be obtained by adding to it the mass transport





+ r · (ru)
◆
= 0 (264)
so as to obtain a conservative form of the evolution equation of the
fine grained pdf y. It incorporates the evolution equation of a scalar
Yi in a turbulent flow, which reads:
∂ry
∂t
+ r(ruy)   ∂
∂Zi




Here a second assumption can be made, that is all diffusivities are
equal Di = D. This allows to use the divergence relation in Eq.(256),
the Eq. (265), leading to the pdf transport equation under assumption
of Fickian diffusion and equal diffusivities:
∂ry
∂t









This equation in the case of y
h





+ r · (ruy
h











If, for the sake of complicity, y ⌘ y
h
[34], Eq.(267) is identical to Eq.
(88), one of the two starting points in sec. 4.2.1. The Eq.(89) in sec.
4.2.1, can be obtained by multiplying by Y Eq. (266), multiplying the
species transport equation in Eq. (261) by y
h






) + r · (ruYy
h
) = yWY+ (268)
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In the case of having F = Y, is identical to Eq. (90), which is the
second starting point of sec. 4.2.1.
a.2 non-dimensional les equations
For a given dimensional quantity f one can alway chose a reference
value f⇤ in order to define a non-dimensional quantity f to have
f = f⇤f. So we have:
r = rr⇤ (269)
p = pp⇤ (270)
ui = uiu⇤i (271)
T = TT⇤ (272)
µ = µµ⇤ (273)








S = SS⇤ (276)
Then some additional reference quality such as time t⇤, total sensi-
ble energy E⇤, Temperature T⇤ and speed of sound a⇤, can be derived























So the Eqns. (162-163) can be rewritten in a non-dimensional form,
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The choice of having a unity non-dimensional term multiplying the





Although the previous relation is satisfied in both the cases of p⇤ =
r
⇤u⇤2 and u⇤ =
p
p⇤/r⇤, the latter is preferable in order to ensure the
relation p⇤ = r⇤RT⇤. Hence a reference value of the sound speed can
be defined as a⇤ =
p
gP⇤/r⇤. Using these relations the term µ⇤/r⇤u⇤













Using the subscript in to indicate the values of the variables at the
inlet of the domain of interest, some reference values can be defined
as follows:
p⇤ = pin (287)
T⇤ = Tin (288)
µ
⇤ = µin (289)
L⇤ = Lin (290)
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Where Lin is a characteristic length of the problem, such as the di-
ameter in the case of a free jet or pipe flows. Hence the term in Eq.




































The same can be done on the Energy equation (283) by dividing it
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p = rTR (301)
The non-dimensional mixture fraction equation (300) derivation is
analogous to the others and has been carried out under the hypothe-
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[47] I. Stanković, E. Mastorakos, and B. Merci, “LES-CMC Simula-
tions of Different Auto-ignition Regimes of Hydrogen in a Hot
Turbulent Air Co-flow,” Flow, Turbulence and Combustion, vol. 90,
pp. 583–604, Feb. 2013.
[48] J. Smagorisky, “General circulation experiments with the primi-
tive equations,” Mon. Weather Rev., vol. 91, pp. 99 – 164, 1963.
[49] N. Chakraborty and E. Mastorakos, “Numerical investigation of
edge flame propagation characteristics in turbulent mixing lay-
ers Numerical investigation of edge flame propagation charac-
teristics,” vol. 105103, no. 2006, 2013.
[50] R. F. M. J. Kee, R.J., “Chemkin-ii: A fortran chemical kinetics
package for the analysis of gas-phase chemical kinetics,” Techni-
cal Report, Sandia National Labs., Livermore, CA (USA), no. SAND-
89-8009, 1989.
[51] C. a. Kennedy and A. Gruber, “Reduced aliasing formulations
of the convective terms within the Navier Stokes equations for
a compressible fluid,” Journal of Computational Physics, vol. 227,
pp. 1676–1700, Jan. 2008.
[52] S. Pirozzoli, “Generalized conservative approximations of split
convective derivative operators,” Journal of Computational Physics,
vol. 229, pp. 7180–7190, Sept. 2010.
[ Ciottoli PhD Thesis final version ]
Bibliography 167
[53] S. Pirozzoli and M. Bernardini, “Probing high-Reynolds-number
effects in numerical boundary layers,” Physics of Fluids, vol. 25,
no. 2, p. 021704, 2013.
[54] F. Salvadore, M. Bernardini, and M. Botti, “GPU accelerated flow
solver for direct numerical simulation of turbulent flows,” Jour-
nal of Computational Physics, vol. 235, pp. 129–142, Feb. 2013.
[55] S. Pirozzoli and M. Bernardini, “Wall pressure fluctuations in
transonic shock/boundary layer interaction,” Procedia Engineer-
ing, vol. 6, pp. 303–311, Jan. 2010.
[56] C.-W. Shu and S. Osher, “Efficient implementation of essentially
non-oscillatory shock-capturing schemes,” Journal of Computa-
tional Physics, vol. 77, no. 2, pp. 439 – 471, 1988.
[57] S. Pirozzoli and T. Colonius, “Generalized characteristic relax-
ation boundary conditions for unsteady compressible flow sim-
ulations,” Journal of Computational Physics, vol. 248, pp. 109–126,
Sept. 2013.
[58] K. W. Thomson, “Time Dependent Boundary Conditions for Hy-
perbolic Systems,” Journal of Computational Physics, vol. 68, no. 1,
pp. 1–24, 1987.
[59] T. Poinsot and S. K. Lele, “Boundary Conditions for Direct Sim-
ulations of Compressible Viscous Flows,” 1992.
[60] G. Lodato, P. Domingo, and L. Vervisch, “Three-dimensional
boundary conditions for direct and large-eddy simulation of
compressible viscous flows,” Journal of Computational Physics,
vol. 227, pp. 5105–5143, May 2008.
[61] D. H. Rudy and J. C. Strikwerda, “A nonreflecting outflow
boundary condition for subsonic navier-stokes calculations,”
Journal of Computational Physics, vol. 36, no. 1, pp. 55 – 70, 1980.
[ Ciottoli PhD Thesis final version ]
168 Bibliography
[62] M. Israeli and S. A. Orszag, “Approximation of radiation bound-
ary conditions,” Journal of Computational Physics, vol. 41, no. 1,
pp. 115 – 135, 1981.
[63] G. D. B. Peter N. Brown and A. C. Hindmarsh, “Vode: A variable-
coefficient ode solver,” SIAM Journal on Scientific and Statistical
Computing, vol. 10, no. 5, p. 1038–1051, 1989.
[64] D. D. Bowman C.T, Hanson R.K., “Gri-mech 2.11, available from:
Web page,” available at web site, 1995.
[65] J. Buckmaster, “Edge-flames,” Progress in Energy and Combustion
Science, vol. 28, pp. 435–475, Jan. 2002.
[66] R. Yetter, R A, Dryer, F.L and H, “A Comprehensive Reaction
Mechanism For Carbon Monoxide / Hydrogen / Oxygen Kinet-
ics,” Combustion Science and Technology, vol. 79, pp. 97–128, 1991.
[ Ciottoli PhD Thesis final version ]
