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Abstract
We describe a new approach to relative p-adic Hodge theory based on systematic
use of Witt vector constructions and nonarchimedean analytic geometry in the style
of both Berkovich and Huber. We give a thorough development of ϕ-modules over a
relative Robba ring associated to a perfect Banach ring of characteristic p, including
the relationship between these objects and e´tale Zp-local systems and Qp-local systems
on the algebraic and analytic spaces associated to the base ring, and the relationship
between (pro-)e´tale cohomology and ϕ-cohomology. We also make a critical link to
mixed characteristic by exhibiting an equivalence of tensor categories between the finite
e´tale algebras over an arbitrary perfect Banach algebra over a nontrivially normed
complete field of characteristic p and the finite e´tale algebras over a corresponding
Banach Qp-algebra. This recovers the homeomorphism between the absolute Galois
groups of Fp((pi)) and Qp(µp∞) given by the field of norms construction of Fontaine
andWintenberger, as well as generalizations considered by Andreatta, Brinon, Faltings,
Gabber, Ramero, Scholl, and most recently Scholze. Using Huber’s formalism of adic
spaces and Scholze’s formalism of perfectoid spaces, we globalize the constructions to
give several descriptions of the e´tale local systems on analytic spaces over p-adic fields.
One of these descriptions uses a relative version of the Fargues-Fontaine curve.
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0 Introduction
After its formalization by Deligne [35], the subject of Hodge theory may be viewed as the
study of the interrelationship among different cohomology theories associated to algebraic
varieties over C, most notably singular (Betti) cohomology and the cohomology of differential
forms (de Rham cohomology). From work of Fontaine and others, there emerged a parallel
subject of p-adic Hodge theory concerning the interrelationship among different cohomology
theories associated to algebraic varieties over a finite extension K of Qp, most notably e´tale
cohomology with coefficients in Qp and algebraic de Rham cohomology.
In ordinary Hodge theory, the relationship between Betti and de Rham cohomologies
is forged using the Riemann-Hilbert correspondence, which relates topological data (local
systems) to analytic data (integrable connections). In p-adic Hodge theory, one needs a
similar correspondence relating de Rham data to e´tale Qp-local systems, which arise from
the e´tale cohomology functor on schemes of finite type over K. However, in this case the
local systems turn out to be far more plentiful, so it is helpful to first build a correspondence
relating them to some sort of intermediate algebraic objects. This is achieved by the theory
of (ϕ,Γ)-modules, which gives some Morita-type dualities relating e´tale Qp-local systems over
K (i.e., continuous representations of the absolute Galois group GK on finite-dimensional
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Qp-vector spaces) with modules over certain mildly noncommutative topological algebras.
The latter appear as topological monoid algebras over certain commutative period rings for
certain continuous operators (the eponymous ϕ and Γ).
One of the key features of Hodge theory is that it provides information not just about
individual varieties, but also about families of varieties through the mechanism of variations
of Hodge structures. Only recently has much progress been made in developing any analogous
constructions in p-adic Hodge theory; part of the difficulty is that there are two very different
directions in which relative p-adic Hodge theory can be developed. In the remainder of this
introduction, we first give a bit more background about (ϕ,Γ)-modules, and contrast the
arithmetic and geometric forms of relative p-adic Hodge theory. We then describe the results
of this paper in detail, indicate some points of contact with recent work of Scholze [112, 113],
and describe some future goals.
0.1 Artin-Schreier theory and (ϕ,Γ)-modules
For K a perfect field of characteristic p, the discrete representations of the absolute Ga-
lois group GK of K on finite dimensional Fp-vector spaces form a category equivalent to
the category of ϕ-modules over K, i.e., finite-dimensional K-vector spaces equipped with
isomorphisms with their ϕ-pullbacks. This amounts to a nonabelian generalization of the
Artin-Schreier description of (Z/pZ)-extensions of fields of characteristic p [37, Expose´ XXII,
Proposition 1.1].
A related result is that the continuous representations of GK on finite free Zp-modules
form a category equivalent to the category of finite free W (K)-modules equipped with iso-
morphisms with their ϕ-pullbacks. Here W (K) denotes the ring of Witt vectors over K, and
ϕ denotes the unique lift to W (K) of the absolute Frobenius on K. One can further glob-
alize this result to arbitrary smooth schemes over K, in which the corresponding category
becomes a category of unit-root F -crystals ; see [28, Theorem 2.2] or [81, Proposition 4.1.1].
Fontaine’s theory of (ϕ,Γ)-modules [47] provides a way to extend such results to mixed-
characteristic local fields. The observation underpinning the theory is that a sufficiently
wildly ramified extension of a mixed-characteristic local field behaves Galois-theoretically
just like a local field of positive characteristic. For example, for K0 a finite unramified
extension of Qp (or the completion of an infinite algebraic unramified extension of Qp) with
residue field k0, the fields K0(µp∞) and k0((T )) have homeomorphic Galois groups. One
can describe representations of the absolute Galois group of a local field by restricting to
a suitably deeply ramified extension, applying an Artin-Schreier construction, then adding
appropriate descent data to get back to the original group. This assertion is formalized in
the theory of fields of norms introduced by Fontaine and Wintenberger [49, 127]; some of
the analysis depends on Sen’s calculation of ramification numbers in p-adic Lie extensions
[116]. See [21, Part 4] for a detailed but readable exposition.
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0.2 Arithmetic vs. geometric
As noted earlier, there are two different directions in which one can develop relative forms
of p-adic Hodge theory. We distinguish these as arithmetic and geometric.
In arithmetic relative p-adic Hodge theory, one still treats continuous representations of
the absolute Galois group of a finite extension of Qp. However, instead of taking represen-
tations simply on vector spaces, one allows finite locally free modules over affinoid algebras
over Qp. Interest in the arithmetic theory arose originally from the consideration of p-adic
analytic families of automorphic forms and their associated families of Galois representations;
such families include Hida’s p-adic interpolation of ordinary cusp forms [74], the eigencurve
of Coleman–Mazur [25], and further generalizations. Additional interest has come from the
prospect of a p-adic local Langlands correspondence which would be compatible with forma-
tion of analytic families on both the Galois and automorphic sides. For the group GL2(Qp),
such a correspondence has recently emerged from the work of Breuil, Colmez, Emerton,
Pasˇku¯nas, et al. (see for instance [27]) and has led to important advances concerning mod-
ularity of Galois representations, in the direction of the Fontaine-Mazur conjecture [92],
[41].
In the arithmetic setting, there is a functor from Galois representations to families of
(ϕ,Γ)-modules, constructed by Berger and Colmez [13]. However, this functor is not an
equivalence of categories; rather, it can only be inverted locally [32], [90]. It seems that in
this setting, one is forced to study families of Galois representations in the context of the
larger category of families of (ϕ,Γ)-modules. For instance, one sees this distinction in the
relative study of Colmez’s trianguline Galois representations [26], as in the work of Bella¨ıche
[9] and Pottharst [105].
By contrast, in geometric relative p-adic Hodge theory, one continues to consider con-
tinuous representations acting on finite-dimensional Qp-vector spaces. However, instead of
the absolute Galois group of a finite extension of Qp, one allows e´tale fundamental groups
of affinoid spaces over finite extensions of Qp. The possibility of developing an analogue
of (ϕ,Γ)-module theory in this setting emerged from the work of Faltings, particularly his
almost purity theorem [42, 43], and prior to this paper had been carried out most thoroughly
by Andreatta and Brinon [1, 2]. A similar construction was described by Scholl [111]. (See
also the exposition by Olsson [103].)
0.3 Analytic spaces associated to Banach algebras
We now turn to the topics addressed by this particular paper. The first substantial chunk
of the paper concerns some geometric spaces associated to nonarchimedean commutative
Banach rings, including the Gel’fand spectrum in the sense of Berkovich and the adic spec-
trum considered by Huber. These constructions are somewhat more exotic than the spaces
of maximal ideals occurring in Tate’s theory of rigid analytic spaces, but Tate’s construction
starts to behave poorly when one considers Banach rings other than affinoid algebras, and
breaks down completely if one considers nonnoetherian rings. Since such rings play a crucial
role in our work, we are forced to use the alternate constructions.
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One important feature of our work is the dialogue between the Gel’fand and adic spectra.
The latter is topos-theoretically complete, whereas the Gel’fand spectrum is the maximal
Hausdorff quotient of the adic spectrum. While the Gel’fand spectrum is a natural dwelling
place for most of our local arguments, we transfer back to adic spectra in order to globalize.
When we globalize (by glueing together adic spectra), we do not end up with the most
general sort of spaces considered by Huber: we only encounter spaces which are analytic,
meaning that the residue fields associated to all points carry nontrivial valuations. By
contrast, Huber’s theory also includes spaces more closely related to ordinary schemes and
formal schemes. For another, we are mostly interested only in spaces which have a certain
finiteness property (that of being taut) which roughly means they are approximated well
by their maximal Hausdorff quotients. (For instance, Berkovich’s strictly analytic spaces
can be promoted to taut adic spaces in such a way that the original spaces occur as the
maximal Hausdorff quotients.) However, one cannot hope to banish nontaut spaces entirely
from p-adic Hodge theory: for instance, they appear in the work of Hellmann [70, 69] on the
moduli spaces for Breuil-Kisin modules described by Pappas and Rapoport [104]. The study
of these spaces seems to include features of both arithmetic and geometric relative p-adic
Hodge theory, which appears to render both Tate and Berkovich spaces insufficient.
0.4 Perfectoid fields and algebras
As noted earlier, one of the main techniques of p-adic Hodge theory is the relationship be-
tween the absolute Galois groups of certain fields of mixed and positive characteristic, such
as Qp(µp∞) and Fp((T )). For relative p-adic Hodge theory, it is necessary to extend this cor-
respondence somewhat further. However, instead of an approach dependent on ramification
theory, we use a construction based on analysis of Witt vectors.
Suppose first that L is a perfect field of characteristic p complete for a multiplicative
norm, with valuation ring oL. Let W (oL) be the ring of p-typical Witt vectors over oL.
One can generate certain fields of characteristic 0 by quotienting W (oL) by certain principal
ideals and then inverting p. For instance, for L the completed perfect closure of Fp((π)) and
z =
p−1∑
i=0
[π + 1]i/p ∈ W (oL),
we may identify W (oL)/(z) with the ring of integers of the completion of Qp(µp∞). The
relevant condition (that of being primitive of degree 1 in the sense of Fargues and Fontaine
[45]) is a Witt vector analogue of the property of an element of ZpJT K being associated to a
monic linear polynomial whose constant term is not invertible in Zp (which allows use of the
division algorithm to identify the quotient by this element with Zp). See Definition 3.3.4.
Using this construction, we obtain a correspondence between certain complete fields of
mixed characteristic (which we call perfectoid fields, following [112]) and perfect fields of
characteristic p together with appropriate principal ideals in the ring of Witt vectors over
the valuation ring (see Theorem 3.5.3). It is not immediate from the construction that the
former category is closed under formation of finite extensions, but this turns out to be true
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and not too difficult to check (see Theorem 3.5.6). In particular, we recover the field of
norms correspondence.
To extend this correspondence to more general Banach algebras, we exploit a relation-
ship developed in [87] between the Berkovich space of a perfect uniform Banach ring R of
characteristic p and the Berkovich space of the ring W (R). (For instance, any subspace of
M(R) has the same homotopy type as its inverse image under µ [87, Corollary 7.9].) This
leads to a correspondence between certain Banach algebras1 in characteristic 0 (which we
call perfectoid algebras, again following [112]) and perfect Banach algebras in characteristic
p, which is compatible with formation of both rational subspaces and finite e´tale covers (see
Theorem 3.6.5 and Theorem 3.6.21). We also obtain a result in the style of Faltings’s almost
purity theorem [42, 43] (see also [52, 53]), which underlies the aforementioned generalization
of (ϕ,Γ)-modules introduced by Andreatta and Brinon [1, 2].
0.5 Robba rings and slope theory
Another important technical device in usual p-adic Hodge theory is the classification of
Frobenius-semilinear transformation on modules over certain power series by slopes, in rough
analogy with the classification of vector bundles on curves. This originated in work of the
first author [82]; we extend this work here to the relative setting. (The relevance of such
results to p-adic Hodge theory largely factors through the work of Berger [10, 11], to which
we will return in a later paper.)
In [82], one starts with the Robba ring of germs of analytic functions on open annuli of
outer radius 1 over a p-adic field, and then passes to a certain “algebraic closure” thereof.
The latter can be constructed from the ring of Witt vectors over the completed algebraic
closure of a power series field. One is thus led naturally to consider similar constructions
starting from the ring of Witt vectors over a general analytic field; the analogues of the
results of [82] were worked out by the first author in [83].
Using the previously described work largely as a black box, we are able to introduce
analogues of Robba rings starting from the ring of Witt vectors of a perfect uniform Fp-
algebra (and obtain some weak analogues of the theorems of Tate and Kiehl), and to study
slopes of Frobenius modules thereof. We obtain semicontinuity of the slope polygon as a
function on the spectrum of the base ring (Theorem 7.4.5) as well as a slope filtration theorem
when this polygon is constant (Theorem 7.4.9). (Similar results in the arithmetic relative
setting have recently been obtained by the second author [97].)
We also obtain a description of Frobenius modules over relative Robba rings in the style
of Fargues and Fontaine, using vector bundles over a certain scheme (Theorem 6.3.12). When
the base ring is an analytic field, the scheme in question is connected, regular, separated,
and noetherian of dimension 1; it might thus be considered to be a complete absolute curve.
(The adjective absolute means that the curve cannot be seen as having relative dimension 1
1The definition of perfectoid algebras can be made at several levels of generality; we work in more
generality than in [112], where perfectoid algebras must be defined over a perfectoid field, but less than in
[48] or [53], where perfectoid algebras need not contain 1/p.
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over a point; it is a scheme over Qp, but not of finite type.) However, for more general base
rings, the resulting scheme is not even noetherian. In any case, one obtains a p-adic picture
with strong resemblance to the correspondence between stable vector bundles on compact
Riemann surfaces and irreducible unitary fundamental group representations, as constructed
by Narasimhan and Seshadri [102].
0.6 ϕ-modules and local systems
By combining the preceding results, we obtain a link between e´tale local systems and ϕ-
modules (and cohomology thereof), in what amounts to a broad nonabelian generalization
of Artin-Schreier theory as well as a generalization of the field of norms correspondence. This
link is most naturally described on the category of perfectoid spaces, obtained by glueing the
adic spectra of perfectoid Banach algebras.
To describe e´tale local systems and their cohomology on more general spaces, including
rigid and Berkovich analytic spaces, one must combine the previous theory with a descent
construction from some local perfectoid covers of the space. For foundational purposes, an
especially convenient mechanism for this is provided by the pro-e´tale topology proposed by
Scholze [113]. In this framework, the rings of p-adic periods (such as the extended Robba
ring) become sheaves for the pro-e´tale topology, and the analogue of a (ϕ,Γ)-module is a
sheaf of ϕ-modules over a ring of period sheaves. Note that there is no explicit analogue of
Γ; its role is instead played by the sheaf axiom for the pro-e´tale topology.
In this language, we obtain ϕ-module-theoretic descriptions of e´tale Zp-local systems
(Theorem 9.3.7) and their pro-e´tale cohomology (Theorem 9.4.2), as well as Qp-local systems
(Theorem 9.3.13) and their pro-e´tale cohomology (Theorem 9.4.5). We also see that when
the base space is reduced to a point, our categories of ϕ-modules are equivalent to the
corresponding categories of (ϕ,Γ)-modules arising in classical p-adic Hodge theory (§9.5).
0.7 Contact with the work of Scholze
After preparing the initial version of this paper, we discovered that some closely related
work had been carried out by Peter Scholze, which ultimately has appeared in the papers
[112, 113]. The ensuing rapid dissemination of Scholze’s work has had the benefit of providing
an additional entry point into the circle of ideas underlying our work. However, it also
necessitates a discussion of the extent to which the two bodies of work interact and overlap,
which we now provide (amplifying the brief discussion appearing in the introduction to [112]).
We begin with some historical remarks. The genesis of our work lies in the first author’s
paper [87], the first version of which appeared on arXiv in April 2010. There one first finds
the homeomorphism of topological spaces which now underlies the perfectoid correspondence.
This homeomorphism is again described in the first author’s 2010 ICM lecture [86], together
with some preliminary discussion of how it could be used to construct tautological local
systems on Rapoport-Zink period spaces. In late 2010, we began to prepare the present
paper so as to provide foundations for carrying out the program advanced in [86]. In early
2011, we learned that Scholze had used similar ideas for a totally different (and rather
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spectacular) purpose: to resolve some new cases of the weight-monodromy conjecture in ℓ-
adic e´tale cohomology (which subsequently appeared as [112]). Draft versions of papers were
exchanged in both directions, which in Scholze’s case included his work on the de Rham-e´tale
comparison isomorphism (which subsequently appeared as [113]).
Based on this exchange, we elected to adopt some key formal ideas from Scholze’s work
but to retain independent derivations of all of our results, even in cases of overlap. This deci-
sion was dictated in part by some minor but nonnegligible foundational differences between
the two works. We now describe some points of agreement and disagreement with [112, 113].
• As noted previously, we make heavy use of the Gel’fand spectrum associated to a
Banach ring, translating into the language of adic spectra for glueing constructions; by
contrast, Scholze works exclusively with adic spectra.
• The term perfectoid is adopted from Scholze; we had not initially assigned a word to
this concept.
• The perfectoid correspondence for fields (Theorem 3.5.3) is described in [112] without
reference to Witt vectors, as is the compatibility with finite extensions (Theorem 3.5.6);
this necessitates the use of some almost ring theory in the form of [52, Theorem 5.3.27].
Besides being necessary for the construction of period sheaves, we find the arguments
using Witt vectors somewhat more transparent; see [89] for a demonstration of this
point in the form of an exposition of the classical theory of (ϕ,Γ)-modules.
• Scholze considers only perfectoid algebras over perfectoid fields, whereas our definition
of a perfectoid algebra (Definition 3.6.1) does not include this restriction. This is partly
because our description of the perfectoid correspondence for algebras (Theorem 3.6.5)
includes enough extra data (in terms of Witt vectors) to enable lifting from charac-
teristic p back to characteristic 0 without reference to an underlying field. This more
general approach has also been adopted by Gabber and Ramero [53].
• The compatibility of the perfectoid correspondence with finite e´tale covers (Theo-
rem 3.6.21) is established by reduction to the field case, much as in [112], but again
the use of Witt vectors takes the place of almost ring theory. As a result, instead
of proving almost purity in the course of proving Theorem 3.6.21, we deduce it as a
corollary (Theorem 5.5.9).
• Our study of perfectoid algebras includes some results with no analogues in [112],
including compatibility with strict morphisms (Proposition 3.6.9) and with morphisms
of dense image (Theorem 3.6.17). The latter implies that the uniform completed tensor
product of two perfectoid algebras (over a not necessarily perfectoid base) is again
perfectoid (Corollary 3.6.18).
• Our definition of a perfectoid space is essentially that of Scholze, except that we do not
insist on working over a perfectoid base field. Our derivations of the basic properties
are as in [112] except that we make internal references in place of the equivalent cross-
references to [112].
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• For passing from ϕ-modules to (ϕ,Γ)-modules, we adopt Scholze’s pro-e´tale topology
essentially unchanged from [113]. Note that this is not simply the pro-category associ-
ated to the e´tale topology, but requires an extra Mittag-Leffler condition; by contrast,
in the category of schemes, Bhatt and Scholze [17] have shown that the pro-category
associated to the e´tale topology can be used with similar effect.
0.8 Further goals
To conclude, we indicate some questions we intend to address in subsequent work.
• The usual Robba ring in p-adic Hodge theory is imperfect, that is, its Frobenius endo-
morphism is not surjective. By contrast, our analogue of the Robba ring corresponding
to a perfectoid algebra has bijective Frobenius. For certain purposes (e.g., approxima-
tions of the p-adic Langlands correspondence), it is desirable to descend the theory
of (ϕ,Γ)-modules from the perfect Robba ring to an imperfect version when possi-
ble. This occurs in classical p-adic Hodge theory via the theorem of Cherbonnier and
Colmez [24]; some cases in relative p-adic Hodge theory are covered by the generaliza-
tion of Cherbonnier–Colmez given by Andreatta and Brinon [2]. However, it should be
possible to embed these constructions into a more general framework; some first steps
in this direction are taken in [88].
• Another goal is to construct certain “tautological” local systems on period spaces of p-
adic Hodge structures (filtered (ϕ,N)-modules). Such period spaces arise, for instance,
in the work of Rapoport and Zink on period mappings on deformation spaces of p-
divisible groups [106]. The construction we have in mind is outlined in [86]; it is likely
to be greatly assisted by the work of Scholze and Weinstein on the (perfectoid) moduli
space of p-divisible groups [115]. The non-minuscule case is particularly intriguing, as
there the natural parameter space is no longer a period domain (as suggested somewhat
cavalierly in [86]); rather, it is a presently hypothetical space analogous to Hartl’s
moduli space of Hodge-Pink structures in the equal characteristic case [66].
• Yet another goal is the integration of Scholze’s approach to the de Rham–e´tale com-
parison isomorphism into the framework of relative (ϕ,Γ)-modules, and its extension
to the crystalline and semistable cases. For instance, if X → Y is a proper morphism
of adic spaces, there should be higher direct image functors from de Rham relative
(ϕ,Γ)-modules on X to the corresponding objects on Y . A closely related issue is to
study the analogue of Fontaine’s de Rham, crystalline, and semistable conditions and
in particular to generalize the “de Rham implies potentially semistable” theorem (orig-
inally established by Berger using the Andre´–Kedlaya–Mebkhout monodromy theorem
for p-adic differential equations).
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1 Algebro-geometric preliminaries
Before proceeding to analytic geometry, we start with some background facts from algebraic
geometry.
Hypothesis 1.0.1. Throughout this paper, fix a prime number p.
Convention 1.0.2. When we refer to a tensor category, we will always assume it is equipped
not just with the usual monoidal category structure, but also with a rank function into some
abelian group. Equivalences of tensor categories (or for short tensor equivalences) will be
assumed to respect rank.
1.1 Finite, flat, and projective modules
Convention 1.1.1. Throughout this paper, all rings are assumed to be commutative and
unital unless otherwise indicated.
Definition 1.1.2. Let M be a module over a ring R. We say that M is pointwise free
if M ⊗R Rp is a free module over Rp for each maximal ideal p of R (and hence for each
prime ideal). The term locally free is sometimes used for this, but it is better to make this
term match its usual meaning in sheaf theory by saying that M is locally free if there exist
f1, . . . , fn ∈ R generating the unit ideal such that M ⊗RR[f−1i ] is a free module over R[f−1i ]
for i = 1, . . . , n.
We say that M is projective if it is a direct summand of a free module. The following
conditions are equivalent [19, §II.5.2, The´ore`me 1].
(a) M is finitely generated and projective.
(b) M is a direct summand of a finite free module.
(c) M is finitely presented and pointwise free.
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(d) M is finitely generated and pointwise free of locally constant rank. (The rank of M at
p ∈ Spec(R) is defined as dimRp/pRp(Mp/pMp).)
(e) M is finitely generated and locally free.
For R reduced, it is enough to check that M is finitely generated of locally constant rank;
see [39, Exercise 20.13]. For an analogous argument for Banach rings, see Proposition 2.8.4.
ForM finitely presented, we may define the Fitting ideals Fitti(M) as in [39, §20.2]; these
are finitely generated ideals of R satisfying Fitt0(M) ⊆ Fitt1(M) ⊆ · · · and Fitti(M) = R
for i sufficiently large. The construction commutes with base change: for any ring homo-
morphism R → S, we have Fitti(M ⊗R S) = Fitti(M)S [39, Corollary 20.5]. The module
M is finite projective of constant rank n if and only if Fitti(M) = 0 for i = 0, . . . , n− 1 and
Fittn(M) = R [39, Proposition 20.8].
Definition 1.1.3. Let M be a module over a ring R. We say M is faithfully flat if M is
flat and M ⊗R N 6= 0 for every nonzero R-module N . Since tensor products commute with
direct limits, M is faithfully flat if and only if it satisfies the following conditions.
(a) For any injective homomorphism N → P of finite R-modules, M ⊗R N → M ⊗R P is
injective.
(b) For any nonzero finite R-module N , M ⊗R N is nonzero.
For other characterizations, see [19, §I.3.1, Proposition 1].
Lemma 1.1.4. A flat ring homomorphism R → S is faithfully flat if and only if every
maximal ideal of R is the contraction of a maximal ideal of S.
Proof. See [19, §I.3.5, Proposition 9].
Remark 1.1.5. Recall that for any ring R, quasicoherent sheaves on Spec(R) correspond to
R-modules via the global sections functor. Under this correspondence, the property of a sheaf
being finitely generated, finitely presented, or finite projective implies the corresponding
property for its module of global sections [121, Tags 01PB, 01PC, 05JM].
1.2 Comparing e´tale algebras
We will expend a great deal of effort comparing finite e´tale algebras over different rings.
A key case is given by base change from a ring to a quotient ring, in which the henselian
property plays a key role. (A rather good explanation of this material can be obtained from
[52] by specializing from almost ring theory to ordinary ring theory.)
Definition 1.2.1. As in [60, De´finition 17.3.1], we say a morphism of schemes is e´tale if it is
locally of finite presentation and formally e´tale. (The latter condition is essentially a unique
infinitesimal lifting property; see [60, De´finition 17.1.1].) A morphism of rings is e´tale if the
corresponding morphism of affine schemes is e´tale.
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For any ring R, let FE´t(R) denote the tensor category of finite e´tale algebras over the
ring R, with morphisms being arbitrary morphisms of R-algebras. Such morphisms are
themselves finite and e´tale (e.g., by [60, Proposition 17.3.4]). Any S ∈ FE´t(R) is finite
as an R-module and finitely presented as an R-algebra, and hence finitely presented as an
R-module by [59, Proposition 1.4.7]. Also, S is flat over R by [60, The´ore`me 17.6.1]. By
the criteria described in Definition 1.1.2, S is finite projective as an R-module. Conversely,
an R-algebra S which is finite projective as an R-module is finite e´tale if and only if the R-
module homomorphism S → HomR(S,R) taking x to y 7→ TraceS/R(xy) is an isomorphism.
(Namely, since e´taleness is an open condition [60, Remarques 17.3.2(iii)], this reduces to the
case where R is a field, which is straightforward.)
For short, we will describe a finite e´tale R-algebra which is faithfully flat over R (or
equivalently of positive rank everywhere over R, by Lemma 1.1.4 and the going-up theorem)
as a faithfully finite e´tale R-algebra.
Definition 1.2.2. Let R be a ring and let U be an element of FE´t(R). Then there exists an
idempotent element eU/R ∈ U⊗RU mapping to 1 via the multiplication map µ : U⊗RU → U
and killing the kernel of µ; see for instance [52, Proposition 3.1.4]. For V another R-algebra
and e ∈ U ⊗R V an idempotent element, let Γ(e) : V → e(U ⊗R V ) be the morphism of
R-algebras sending x ∈ V to e(1⊗x). In case Γ(e) is an isomorphism, we obtain a morphism
ψe : U → V of R-algebras by applying the natural map ∆(e) : U → e(U ⊗R V ) sending x
to e(x ⊗ 1) followed by Γ(e)−1. Conversely, for ψ : U → V a morphism of R-algebras, the
idempotent eψ = (1 ⊗ ψ)(eU/R) ∈ U ⊗R V has the property that Γ(eψ) is an isomorphism
(see [52, Proposition 5.2.19]).
Lemma 1.2.3. For R a ring, U ∈ FE´t(R), and V an R-algebra, the function ψ 7→ eψ
defines a bijection from the set of R-algebra morphisms from U to V to the set of idempotent
elements e ∈ U ⊗R V for which Γ(e) is an isomorphism. The inverse map is e 7→ ψe.
Proof. See [52, Lemma 5.2.20].
Lemma 1.2.4. Let R be a ring and let I be an ideal contained in the Jacobson radical of R.
(a) No two distinct idempotents of R are congruent modulo I.
(b) For any integral extension S of R, the ideal IS is contained in the Jacobson radical of
S.
Proof. For (a), let e, e′ ∈ R are idempotents with e−e′ ∈ I. Then (e+e′−1)2 = 1−(e−e′)2 ∈
1 + I, so e + e′ − 1 is a unit in R. Since (e− e′)(e+ e′ − 1) = 0, we have e = e′.
For (b), note that the set of y ∈ S which are roots of monic polynomials over R whose
nonleading coefficients belong to I is an ideal. Consequently, if x ∈ 1 + IS, it is a root of a
monic polynomial P ∈ R[T ] for which P (T−1) has all nonleading coefficients in I. It follows
that the constant coefficient P0 of P belongs to ±1+ I and so is a unit; since P0 = P0−P (x)
is divisible by x (being the evaluation at x of the polynomial P0 − P ), x is also a unit.
Proposition 1.2.5. The following statements hold.
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(a) Let R → R′ be a homomorphism of rings such that for any invertible module M over
R, every element of M which generates M ⊗RR′ also generates M . (For example, this
holds if Pic(R) → Pic(R′) is injective and every element of R which maps to a unit
in R′ is itself a unit.) Suppose that for each S ∈ FE´t(R), every idempotent element
of S ⊗R R′ is the image of a unique idempotent element of S. Then the base change
functor FE´t(R)→ FE´t(R′) is rank-preserving and fully faithful.
(b) Let R be a ring, and let I be an ideal contained in the Jacobson radical of R. Suppose
that for each S ∈ FE´t(R), every idempotent element of S/IS lifts to S. Then the base
change functor FE´t(R)→ FE´t(R/I) is rank-preserving and fully faithful.
Note that in case (a), if R → R′ is injective, then S injects into S ⊗R R′ because S
is locally free as an R-module (see Definition 1.2.1), so the condition simply becomes that
every idempotent element of S ⊗R R′ belongs to S.
Proof. The rank-preserving property is evident in both cases. To check full faithfulness
in case (a), note that the hypothesis on the homomorphism R → R′ implies that a map
between finite projective R-modules is an isomorphism if and only if its base extension to
R′ is an isomorphism (because the isomorphism condition amounts to invertibility of the
determinant). Consequently, for U, V ∈ FE´t(R) and e ∈ U ⊗R V an idempotent element,
the map Γ(e) : V → e(U ⊗R V ) is an isomorphism if and only if its base extension to R′
is an isomorphism. Lemma 1.2.3 then implies that every morphism U ⊗R R′ → V ⊗R R′ of
R′-algebras descends to a morphism U → V of R-algebras, as desired.
To check full faithfulness in case (b), note that for U, V ∈ FE´t(R) and e ∈ (U/IU)⊗R/IR
(V/IV ) an idempotent element, by Lemma 1.2.4 there is at most one idempotent e ∈ U⊗RV
lifting e. Moreover, because I is contained in the Jacobson radical of R, for any invertible
moduleM over R, every element ofM which generatesM/I also generatesM by Nakayama’s
lemma. We may thus apply (a) to deduce the claim.
Definition 1.2.6. A pair (R, I) consisting of a ring R and an ideal I ⊆ R is said to be
henselian if the following conditions hold.
(a) The ideal I is contained in the Jacobson radical of R.
(b) For any monic f ∈ R[T ], any factorization f = gh in (R/I)[T ] with g, h monic and
coprime lifts to a factorization f = gh in R[T ].
For example, if R is I-adically complete, then (R, I) is henselian by the usual proof of Hensel’s
lemma. A local ring R with maximal ideal m is henselian if the pair (R,m) is henselian.
Remark 1.2.7. There are a number of equivalent formulations of the definition of a henselian
pair. For instance, let (R, I) be a pair consisting of a ring R and an ideal I contained in the
Jacobson radical of R. By [54, Theorem 5.11], (R, I) is henselian if and only if every monic
polynomial f =
∑
i fiT
i ∈ R[T ] with f0 ∈ I, f1 ∈ R× has a root in I. (In other words, it
suffices to check the lifting condition for g = T .) See [107, Expose´ XI, §2] for some other
formulations.
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Theorem 1.2.8. Let (R, I) be a henselian pair. Then the base change functor FE´t(R) →
FE´t(R/I) is a tensor equivalence.
Proof. See [93, Satz 4.4.7], [94, Satz 4.5.1], or [63]. See also [52, Theorem 5.5.7] for a more
general assertion in the context of almost ring theory.
Remark 1.2.9. Let {Ri}i∈I be a direct system in the category of rings. We may then define
the direct 2-limit lim−→iFE´t(Ri). For R = lim−→iRi, there is a natural functor lim−→iFE´t(Ri)→
FE´t(R) given by base extension to R. This functor is fully faithful by [60, Proposi-
tion 17.7.8(ii)] (since affine schemes are quasicompact). To see that it is essentially surjective,
start with S ∈ FE´t(R). Since S is finitely presented as an R-algebra, by [59, Lemme 1.8.4.2]
it has the form Si ⊗Ri R for some i ∈ I and some finitely presented Ri-algebra Si. By [60,
Proposition 17.7.8(ii)] again, there exists j ≥ i such that Sj = Si ⊗Ri Rj is finite e´tale over
Rj . We conclude that lim−→iFE´t(Ri)→ FE´t(R) is a tensor equivalence.
1.3 Descent formalism
We will make frequent use of faithfully flat descent for modules, as well as variations thereof
(e.g., for Banach rings). It is convenient to frame this sort of argument in standard abstract
descent formalism, since this language can also be used to discuss glueing of modules (see
Example 1.3.3). We set up in terms of cofibred categories rather than fibred categories, as
appropriate for studying modules over rings rather than sheaves over schemes; in the latter
context we will use sheaf-theoretic language instead.
Definition 1.3.1. Let F : F → C be a covariant functor between categories. For X an
object (resp. f a morphism) in C, let F−1(X) (resp. F−1(f)) denote the class of objects
(resp. morphisms) in C carried to X (resp. f) via F .
For f : X → Y a morphism in C and E ∈ F−1(X), a pushforward of E along f is a
morphism f˜ : E → f∗E ∈ F−1(f) such that any g ∈ F−1(f) with source E factors uniquely
through f˜ . (We sometimes call the target f∗E a pushforward of E as well, understanding
that it comes equipped with a fixed morphism from E.) We say F is a cofibred category
over C, or that F : F → C defines a cofibred category, if pushforwards always exist and the
composition of two pushforwards (when defined) is always a pushforward.
Definition 1.3.2. Let C be a category in which pushouts exist. Let F : F → C be a functor
defining a cofibred category. Let f : X → Y be a morphism in C. Let π1, π2 : Y → Y ⊔X Y
be the coprojection maps. Let π12, π13, π23 : Y ⊔X Y → Y ⊔X Y ⊔X Y be the coprojections
such that πij carries the first and second factors of the source into the i-th and j-th factors
in the triple coproduct (in that order). A descent datum in F along f consists of an object
M ∈ F−1(Y ) and an isomorphism ι : π1∗M → π2∗M between some choices of pushforwards,
satisfying the following cocycle condition. Let M1,M2,M3 be some pushforwards ofM along
the three coprojections Y → Y ⊔X Y ⊔X Y . Then ι induces a map ιij : Mi → Mj via πij ;
the condition is that ι23 ◦ ι12 = ι13.
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For example, any object N ∈ F−1(X) induces a descent datum by taking M to be a
pushforward of N along f and taking ι to be the map identifying π1∗M and π2∗M with a
single pushforward ofM along X → Y ⊔X Y . Any such descent datum is said to be effective.
We say that f is an effective descent morphism for F if the following conditions hold.
(a) Every descent datum along f is effective.
(b) For any M,N ∈ F with F (M) = F (N), the morphisms M → N in F lifting the
identity morphism are in bijection with morphisms between the corresponding descent
data. (We leave the definition of the latter to the reader.)
Example 1.3.3. Let C be the category of rings. Let F be the category of modules over rings,
with morphisms defined as follows: for R1, R2 ∈ C andMi ∈ F a module over Ri, morphisms
M1 → M2 consist of pairs (f, g) with f : R1 → R2 a morphism in C and g : f∗M1 → M2
a morphism of modules over R2. Let F : F → C be the functor taking each module to
its underlying ring; this functor defines a cofibred category with pushforwards defined as
expected.
Let R→ R1, . . . , R→ Rn be ring homomorphisms corresponding to open immersions of
schemes which cover SpecR, and put S = R1⊕· · ·⊕Rn. Then R→ S is an effective descent
morphism for F ; this is another way of stating the standard fact that any quasicoherent sheaf
on an affine scheme is represented uniquely by a module over the ring of global sections [56,
The´ore`me 1.4.1]. This fact is generalized by Theorem 1.3.4.
Theorem 1.3.4. Any faithfully flat morphism of rings is an effective descent morphism for
the category of modules over rings (Example 1.3.3).
Proof. See [62, Expose´ VIII, The´ore`me 1.1].
Theorem 1.3.5. For f : R → S a faithfully flat morphism of rings, an R-module U is
finite (resp. finite projective) if and only if f ∗U = U ⊗R S is a finite (resp. finite projective)
S-module. An R-algebra U is finite e´tale if and only if f ∗U is a finite e´tale S-algebra.
Proof. For the first assertion, see [62, Expose´ VIII, Proposition 1.10]. For the second asser-
tion, see [62, Expose´ IX, Proposition 4.1].
For a morphism of rings which is faithful but not flat (e.g., a typical adic completion
of a nonnoetherian ring), it is difficult to carry out descent except for modules which are
themselves flat. Here is a useful example due to Beauville and Laszlo [8]. (Note that even
the noetherian case of this result is not an immediate corollary of faithfully flat descent,
because we do not specify a descent datum on R̂ itself; see [4, §2].)
Proposition 1.3.6. Let R be a ring. Suppose that t ∈ R is not a zero divisor and that R is
t-adically separated. Let R̂ be the t-adic completion of R.
(a) For any flat R-module M , the sequence
0→ M → (M ⊗R R[t−1])⊕ (M ⊗R R̂)→M ⊗R R̂[t−1]→ 0,
in which the last nontrivial arrow is the difference between the two base extension maps,
is exact.
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(b) LetM1 be a finite projective module over R[t
−1], letM2 be a finite projective module over
R̂, and let ψ12 : M1⊗R[t−1] R̂[t−1] ∼= M2⊗R̂ R̂[t−1] be an isomorphism of R̂[t−1]-modules.
Then there exist a finite projective R-module M , an isomorphism ψ1 : M ⊗R R[t−1] ∼=
M1, and an isomorphism ψ2 : M ⊗R R̂ ∼= M2 such that ψ12 ◦ ψ1 = ψ2; moreover, these
data are unique up to unique isomorphism. In particular, the morphism R→ R[t−1]⊕R̂
is an effective descent morphism for the category of finite projective modules over rings.
In order to carry out analogous arguments in other contexts (as in Proposition 2.7.5), it
is helpful to introduce some formalism. We will see later how to recover the Beauville-Laszlo
theorem in this framework (Remark 2.7.9).
Definition 1.3.7. Let
R //

R1

R2 // R12
be a commuting diagram of ring homomorphisms such that the sequence
0→ R→ R1 ⊕ R2 → R12 → 0 (1.3.7.1)
of R-modules, in which the last nontrivial arrow is the difference between the given homo-
morphisms, is exact. By a glueing datum over this diagram, we will mean a datum con-
sisting of modules M1,M2,M12 over R1, R2, R12, respectively, equipped with isomorphisms
ψ1 : M1 ⊗R1 R12 ∼= M12, ψ2 : M2 ⊗R2 R12 ∼= M12. We say such a glueing datum is finite or
finite projective if the modules are finite or finite projective over their corresponding rings.
When considering a glueing datum, it is natural to consider the kernel M of the map
ψ1 − ψ2 : M1 ⊕M2 → M12. There are natural maps M → M1, M → M2 of R-modules,
which by adjunction correspond to maps M ⊗R R1 →M1, M ⊗R R2 → M2.
Lemma 1.3.8. Consider a finite glueing datum for which M ⊗R R1 → M1 is surjective.
Then we have the following.
(a) The map ψ1 − ψ2 : M1 ⊕M2 → M12 is surjective.
(b) The map M ⊗R R2 →M2 is also surjective.
(c) There exists a finitely generated R-submodule M0 of M such that for i = 1, 2, M0 ⊗R
Ri →Mi is surjective.
Proof. The surjection M ⊗R R1 → M1 induces a surjection M ⊗R R12 → M12, and hence a
surjection M ⊗R (R1 ⊕ R2) → M12. Since this map factors through ψ1 − ψ2, the latter is
surjective. This yields (a).
For each v ∈ M2, ψ2(v) lifts to M ⊗R (R1 ⊕ R2); we can thus find wi in the image of
M ⊗RRi →Mi such that ψ1(w1)−ψ2(w2) = ψ2(v). Put v′ = (w1,v+w2) ∈M1⊕M2; note
that v′ ∈M by construction. Consequently, the image of M ⊗R R2 →M2 contains both w2
and v + w2, and hence also v. This yields (b), from which (c) is immediate since Mi is a
finite Ri-module.
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Lemma 1.3.9. Suppose that for every finite projective glueing datum, the map M ⊗R R1 →
M1 is surjective.
(a) For any finite projective glueing datum, M is a finitely presented R-module and M ⊗R
R1 → M1, M ⊗R R2 →M2 are bijective.
(b) Suppose in addition that the image of Spec(R1⊕R2)→ Spec(R) contains Maxspec(R).
Then with notation as in (a), M is a finite projective R-module.
Proof. Choose M0 as in Lemma 1.3.8(c). Choose a surjection F → M0 of R-modules with
F finite free, and put F1 = F ⊗R R1, F2 = F ⊗R R2, F12 = F ⊗R R12, N = ker(F → M),
N1 = ker(F1 → M1), N2 = ker(F2 → M2), N12 = ker(F12 → M12). From Lemma 1.3.8, we
have a commutative diagram
0

0

0

0 // N //

N1 ⊕N2 //

N12 //❴❴❴

0
0 // F //

F1 ⊕ F2 //

F12 //

0
0 //M //
✤
✤
✤ M1 ⊕M2 //

M12

// 0
0 0 0
(1.3.9.1)
with exact rows and columns, excluding the dashed arrows. Since Mi is projective, the exact
sequence
0→ Ni → Fi → Mi → 0
splits, so
0→ Ni ⊗Ri R12 → F12 → M12 → 0
is again exact. Thus Ni is finite projective over Ri and admits an isomorphism Ni⊗Ri R12 ∼=
N12. By Lemma 1.3.8 again, the dashed horizontal arrow in (1.3.9.1) is surjective. By
diagram chasing, the dashed vertical arrow in (1.3.9.1) is also surjective; that is, we may
add the dashed arrows to (1.3.9.1) while preserving exactness of the rows and columns. In
particular,M is a finitely generated R-module; we may repeat the argument withM replaced
by N to deduce that M is finitely presented.
For i = 1, 2, we obtain a commutative diagram
N ⊗R Ri //

Fi //M ⊗R Ri //

0
0 // Ni // Fi //Mi // 0
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with exact rows: the first row is derived from the left column of (1.3.9.1) by tensoring over R
with Ri, while the second row is derived from the middle column of (1.3.9.1), Since the left
vertical arrow is surjective (Lemma 1.3.8 once more), by the five lemma, the right vertical
arrow is injective. We thus conclude that the map M ⊗R Ri → Mi, which was previously
shown (Lemma 1.3.8) to be surjective, is in fact a bijection. This yields (a).
For n a nonnegative integer and i ∈ {1, 2, 12}, let Un,i be the closed-open subset of
Spec(Ri) on which Mi has rank n. This set is the nonzero locus of some idempotent en,i ∈
Rn,i. Since M12 ∼= M1⊗R1 R12 ∼= M2⊗R2 R12, Un,12 can be characterized as the inverse image
of either Un,1 or Un,2; this means that the images of e1 and e2 in R12 are both equal to e12.
It follows that e = e1 ⊕ e2 is an idempotent in R mapping to ei in Ri; its nonzero locus is
an open subset Un of Spec(R) whose inverse image in Spec(Ri) is Un,i. This means that to
prove thatM is projective, we may reduce to the case whereM1 andM2 are finite projective
of some constant rank n.
Since M is finitely presented, we may define its Fitting ideals Fitti(M) as in Defini-
tion 1.1.2. SinceM1⊕M2 is finite projective over R1⊕R2 of constant rank n, Fitti(M)(R1⊕
R2) = Fitti(M1⊕M2) equals 0 for i = 0, . . . , n−1 and R1⊕R2 for i = n. Since R→ R1⊕R2
is injective, this immediately implies that Fitti(M) = 0 for i = 0, . . . , n− 1.
Now assume that the image of Spec(R1 ⊕ R2) → Spec(R) contains Maxspec(R). Then
for each p ∈ Maxspec(R), M must have rank n at p by comparison with some point in
Spec(R1 ⊕R2), so Fittn(M)p = Fittn(Mp) = Rp. It follows that the inclusion Fittn(M) ⊆ R
is an equality, yielding (b).
Corollary 1.3.10. Suppose that the hypotheses of Lemma 1.3.9(b) are satisfied. Then the
natural functor
FE´t(R)→ FE´t(R1)×FE´t(R12) FE´t(R2)
is an equivalence of categories.
Proof. Choose A1 ∈ FE´t(R1), A2 ∈ FE´t(R2), A12 ∈ FE´t(R12) equipped with isomorphisms
A1⊗R1 R12 ∼= A2⊗R2 R12 ∼= A12, and view this package as a finite projective glueing datum.
By Lemma 1.3.9 plus our extra assumptions, the kernel A of A1 ⊕ A2 → A12 is a finite
projective R-module and the natural maps A⊗RR1 → A1, A⊗RR2 → A2 are isomorphisms.
Using the exact sequence
0→ A→ A1 ⊕ A2 → A12 → 0, (1.3.10.1)
the multiplication maps on A1, A2, A12 define a multiplication map on A, making it a flat
R-algebra. By Lemma 1.3.9 again, we also have an exact sequence
0→ HomR(A,R)→ HomR1(A1, R1)⊕HomR2(A2, R2)→ HomR12(A12, R12)→ 0. (1.3.10.2)
Using (1.3.10.1), (1.3.10.2), and the snake lemma, we see that the the trace pairing on A
defines an isomorphism A→ HomR(A,R). This proves the claim.
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1.4 E´tale local systems
The e´tale topology on schemes only gives rise to a useful notion of locally constant sheaves
if one restricts attention to torsion coefficients. In order to consider e´tale local systems of
Zp-modules or Qp-vector spaces, the traditional approach is to keep track of Zp-modules
as inverse systems, then arrive at Qp-vector spaces by formally inverting p and performing
e´tale descent. One complicating feature of this approach is that the inversion of p only
happens locally; that is, an e´tale Qp-local system does not generally admit a Zp-lattice.
Another inconvenience is that the objects in these categories are not literally defined as
sheaves. After first introducing the usual definitions, we describe the alternate point of view
introduced recently by Bhatt and Scholze [17], in which e´tale local systems are reinterpreted
as genuine locally constant sheaves for a modified topology called the pro-e´tale topology. The
construction is inspired by (but somewhat simpler than) the similarly named construction
for adic spaces introduced by Scholze in [113], which we will also make use of in §9.
Definition 1.4.1. For X a scheme, the small e´tale site Xe´t of X is the category of e´tale
X-schemes and e´tale morphisms, equipped with the Grothendieck topology generated by
set-theoretically surjective families of morphisms.
For n a positive integer, a lisse sheaf of Z/pnZ-modules on Xe´t is a sheaf of flat Z/p
nZ-
modules which is represented by a finite e´tale X-scheme. A lisse Zp-sheaf on Xe´t is an
inverse system T = {· · · → T1 → T0} in which each Tn is a lisse sheaf of Z/pnZ-modules
and each arrow Tn+1 → Tn identifies Tn with the cokernel of multiplication by pn on Tn+1.
A lisse Zp-sheaf on Xe´t is also called an (e´tale) Zp-local system on X . Such objects may be
constructed using faithfully flat descent (Theorem 1.3.4 and Theorem 1.3.5). Let Zp-Loc(X)
denote the category of Zp-local systems on X .
An isogeny Zp-local system on X is an element of the isogeny category of Zp-local systems
on X . Let Zp-ILoc(X) denote the category of isogeny Zp-local systems on X .
A Qp-lisse sheaf on Xe´t, also called an (e´tale) Qp-local system on X , is an element
of the stack associated to the fibred category of isogeny Zp-local systems, i.e., a descent
datum in isogeny Zp-local systems for the e´tale topology (compare [33, Definition 4.1]). Let
Qp-Loc(X) denote the category of Qp-local systems on X .
Remark 1.4.2. The small finite e´tale site Xfe´t of X is the subcategory of Xe´t in which
all internal morphisms and all structure morphisms are finite e´tale, with the induced topol-
ogy. One may similarly define categories of Zp-local systems, isogeny Zp-local systems, and
Qp-local systems with respect to Xfe´t. To distinguish the two sets of definitions, let us
temporarily write Zp-Loc(Xfe´t) and Zp-Loc(Xe´t) for the two resulting categories of e´tale
Zp-local systems, and similarly for Zp-ILoc and Qp-Loc.
The fact that lisse sheaves of Z/pnZ-modules are represented by finite e´tale schemes
means that the restriction functor Zp-Loc(Xfe´t)→ Zp-Loc(Xe´t) is a tensor equivalence. The
same then holds for Zp-ILoc(Xfe´t)→ Zp-ILoc(Xe´t) but not in general for Qp-Loc(Xfe´t)→
Qp-Loc(Xe´t) unless X = Spec(K) for K a field (in which case Xfe´t = Xe´t).
Remark 1.4.3. By Remark 1.4.2, for any rings A,B, any tensor equivalence FE´t(A) ∼=
FE´t(B) induces tensor equivalences Zp-Loc(Spec(A)) ∼= Zp-Loc(Spec(B)), Zp-ILoc(Spec(A)) ∼=
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Zp-ILoc(Spec(B)). However, this is not sufficient to produce an equivalence Qp-Loc(Spec(A)) ∼=
Qp-Loc(Spec(B)); for this, it would suffice to have an isomorphism of the e´tale topoi asso-
ciated to Spec(A) and Spec(B).
Remark 1.4.4. Let X be a connected scheme. Choose a geometric point x of X and
use it as the base point to define the e´tale fundamental group πe´t1 (X, x) in the sense of [62,
Expose´ V, §7]. Then the category of e´tale Zp-local systems on X is equivalent to the category
of continuous representations of πe´t1 (X, x) on finite free Zp-modules. (See also [61, Expose´
VI, §1.2.4].)
Similarly, the category of isogeny Zp-local systems on X is equivalent to the category of
continuous representations of πe´t1 (X, x) on finite-dimensional Qp-vector spaces. Underlying
this statement is the fact that πe´t1 (X, x) is by definition profinite, since it is defined in
terms of the category of finite e´tale covering spaces. Consequently, any continuous map
from πe´t1 (X, x) into GLn(Qp) has compact image, and so factors through some conjugate of
GLn(Zp). That is, there is a lattice in Q
n
p stable under the action of π
e´t
1 (X, x), which can
even be constructed explicitly as follows. Define a sequence of lattices T0, T1, . . . in Q
n
p by
taking T0 to be arbitrary and Tm+1 to be the lattice generated by the image of Tm under
πe´t1 (X, x). Then T1 = T2 = · · · .
The obvious functor from isogeny Zp-local systems to Qp-local systems is fully faithful
but not always essentially surjective, as in the following examples suggested by the referee.
Example 1.4.5. Let k be a field. Let X be the union of two copies of P1k (for k an arbitrary
field) glued along {0,∞}. Form an e´tale Qp-local system V of rank 1 by glueing the trivial
rank 1 local systems on X−{0} and X−{∞} via the morphism which is the identity on one
copy of P1k−{0,∞} and multiplication by p on the other copy. Using Remark 1.4.4, we may
see that V is not an isogeny Zp-local system: if it were, the corresponding representation
into Q×p would have noncompact image (because the image would have to contain p
Z).
While Example 1.4.5 involves a scheme which is not irreducible, by using e´tale descent
rather than just Zariski descent we can produce an example involving an irreducible (but
not normal) scheme.
Example 1.4.6. With notation as in Example 1.4.5, let Y be a copy of P1k with the points
0 and ∞ glued together. The scheme X then arises as a finite e´tale cover of Y of degree
2, induced by the map P1k ∪ P1k → P1k acting as the identity on the first factor and the map
x 7→ 1/x on the second factor. Let τ : X → X be the nontrivial involution of X over Y .
Then V ⊕ τ ∗V descends to an e´tale Qp-local system of rank 2 on Y .
Remark 1.4.7. For T ∈ Zp-Loc(X), let T ⊗ Qp denote the corresponding object in
Zp-ILoc(X). For Y an X-scheme, let TY be the pullback of T to Y .
For m a nonnegative integer, let Fm be the functor taking each X-scheme Y to the pairs
(T ′, ι) in which T ′ ∈ Zp-Loc(Y ) and ι : TY ⊗ Qp → T ′ ⊗ Qp is an isomorphism such that
pmι ∈ Mor(TY , T ′), pmι−1 ∈ Mor(T ′, TY ). Then Fm is representable by a finite e´tale X-
scheme Lm(T ); we identify Lm(TY ) with Lm(T )×X Y . In the context of Remark 1.4.4, this
construction corresponds to identifying lattices in Qnp between p
−mZnp and p
mZnp .
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The value of this construction is that it allows for certain statements about lattices in
isogeny Zp-local systems to be translated into assertions about finite e´taleX-schemes, despite
the fact that a Zp-local system over X is defined in terms of an infinite sequence of finite
e´tale covers. Here are some examples pertinent to the proof of Lemma 1.4.8.
(a) There is a closed subscheme Im(T ) of Lm(T ) ×X Lm(T ) which is finite e´tale over
X with the following property: for every X-scheme Y , Im(T )(Y ) is the subset of
(Lm(T ) ×X Lm(T ))(Y ) corresponding to pairs ((T ′1, ι1), (T ′2, ι2)) for which ι2 ◦ ι−11 ∈
Mor(T ′1, T
′
2). In the context of Remark 1.4.4, this construction corresponds to the
inclusion relation on lattices in Qnp between p
−mZnp and p
mZnp . (To construct Im(T ),
by faithfully flat descent we may reduce to the case where T is constant modulo p4m,
in which case the argument is straightforward.)
(b) Let s1, . . . , sk : X → Lm(T ) be sections of the map Lm(T ) → X . Then there exists
a unique section s : X → Lm(T ) with the following property: for every X-scheme Y
and every section s′ : Y → Lm(TY ), (s×X Y )×Y s′ : Y → Lm(TY )×Y Lm(TY ) factors
through Im(TY ) if and only if (si×X Y )×Y s′ : Y → Lm(TY )×Y Lm(TY ) factors through
Im(TY ) for i = 1, . . . , k. In the context of Remark 1.4.4, this construction corresponds
to forming the lattice of Qnp generated by a finite number of other lattices. (Again, the
construction proceeds by faithful flat descent to reduce to the case where T is constant
modulo p2m.)
(c) Let f : Y → Lm(T ) be a morphism of faithfully finite e´tale X-schemes. Then there
exists a faithfully finite e´tale X-scheme Y ′ such that Y ×X Y ′ splits over Y ′ as a finite
disjoint union of copies of Y ′ (by induction on the degree of Y → X). The pullback of
f then gives rise to a collection of sections of Lm(TY ′) → Y ′, to which we may apply
the construction of (b); since the latter is canonical, it acquires a descent datum back
to X , so we end up with a section s : X → Lm(T ).
Whereas Zp-local systems and Qp-local systems descend along surjective e´tale morphisms
of schemes, isogeny Zp-local systems do not in general. However, one does obtain descent
for finite e´tale morphisms.
Lemma 1.4.8. Any faithfully finite e´tale morphism R→ R′ of rings is an effective descent
morphism for isogeny Zp-local systems.
Proof. Suppose that V ′ ∈ Zp-ILoc(Spec(R′)) carries a descent datum relative to Spec(R).
Choose T ′ ∈ Zp-Loc(Spec(R′)) giving rise to V ′. We construct a sequence of morphisms
T ′ = T ′0 → T ′1 → · · · in Zp-Loc(Spec(R′)) which are isomorphisms in Zp-ILoc(Spec(R′)), as
follows.
Put R′′ = R′ ⊗R R′ and let π1, π2 : Spec(R′′) → Spec(R′) be the two projections. Given
T ′i , put T
′′
i = π
∗
1(T
′
i ); for each m, we identify Lm(T
′′
i ) with Lm(T
′
i )×Spec(R′),π1 Spec(R′′). We
may fix a sufficiently large m at the beginning; the descent datum on V ′ defines a section
s of the projection Lm(T
′′
i ) → Spec(R′′i ). By applying Remark 1.4.7(c) to the composition
π1◦s : Spec(R′′)→ Lm(T ′′i )→ Lm(T ′i ), we obtain a new object T ′i+1 ∈ Zp-Loc(Spec(R′)) and
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an isomorphism T ′i ⊗ Qp → T ′i+1 ⊗ Qp. Moreover, this morphism descends to a morphism
T ′i → T ′i+1 because the pullback of s along the diagonal morphism Spec(R′) → Spec(R′′)
corresponds to the identity morphism on T ′.
We now see that T ′1 = T
′
2 = · · · by reducing to the case where R and R′ are local (and
hence connected) and applying Remark 1.4.4. This means that T ′1 acquires a descent datum
from V and thus descends to an object in Zp-Loc(Spec(R)).
Remark 1.4.9. Suppose that X is normal and noetherian. Then X is the disjoint union
of finitely many irreducible components. On each component, e´tale Qp-local systems cor-
respond precisely to continuous representations of the e´tale fundamental group (e.g., see
[17, Lemma 7.4.7]). Consequently, the natural functor Zp-ILoc(X) → Qp-Loc(X) is an
equivalence of categories.
We now describe the alternate approach to local systems given in [17], in which local
systems become genuine sheaves for an alternate topology.
Definition 1.4.10. A morphism f : Y → X of schemes is weakly e´tale if both f and
∆f : Y → Y ×X Y are flat. For example, if X = Spec(A), Y = Spec(B) and B is a direct
limit of e´tale A-algebras, then f is weakly e´tale.
The pro-e´tale site of a scheme X , denoted by Xproe´t, is the site consisting of weakly e´tale
X-schemes and fpqc coverings. For any topological space T and any scheme X , the presheaf
FT : U 7→ Mapcont(U, T )
on Xproe´t is a sheaf [17, Lemma 4.2.12], called the constant sheaf with values in T . A sheaf
which is locally of this form is said to be locally constant. (In [17] one finds also a discussion
of constructible sheaves, which we do not consider here.)
For any n, given a lisse sheaf of Z/pnZ-modules on Xe´t, we may pull back from Xe´t to
Xproe´t to obtain a FZ/pnZ-module on Xproe´t which is locally free of finite rank. By taking
inverse limits, we obtain a functor from Zp-Loc(X) to sheaves of FZp-modules on Xproe´t
which are locally free of finite rank. We also obtain a functor from Qp-Loc(X) to sheaves
of FQp-modules on Xproe´t which are locally free of finite rank.
Theorem 1.4.11. For any scheme X, the category Zp-Loc(X) (resp. Qp-Loc(X)) is nat-
urally equivalent to the category of sheaves of FZp-modules (resp. FQp-modules) on Xproe´t
which are locally free of finite rank (and in particular locally constant).
Proof. See [17, §6.8].
Remark 1.4.12. For F a finite extension of Qp, one can define e´tale oF -local systems,
isogeny e´tale oF -local systems, and e´tale F -local systems on a scheme X by analogy with
the case F = Qp. In fact, these can be interpreted as objects of the corresponding category
over Qp plus the extra structure of an action of oF . We will only need this observation in
the case where F = Qpd is a finite unramified extension of Qp of degree d, in which case we
label the resulting categories Zpd-Loc(X), Zpd-ILoc(X), and Qpd-Loc(X).
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1.5 Semilinear actions
Convention 1.5.1. For S a ring equipped with an endomorphism ϕ and M an S-module,
a semilinear ϕ-action on M will always mean an isomorphism (not just an endomorphism)
ϕ∗M →M of S-modules. We will commonly interpret such an action as a ϕ-semilinear map
M → M .
Although we have not found a precise reference, we believe that the following is a standard
lemma in algebraic K-theory, specifically from the study of polynomial extensions (as in [7,
Chapter XII]).
Lemma 1.5.2. Let S be a ring equipped with an endomorphism ϕ. Let M be a finitely
generated S-module equipped with a semilinear ϕ-action. Then there exists a finite free S-
module F equipped with a semilinear ϕ-action and a ϕ-equivariant surjection F →M .
Proof. Choose generators v1, . . . ,vn ofM , and use them to define a surjection E = S
n →M
of S-modules. Let T : ϕ∗M → M be the given isomorphism. Choose Aij , Bij ∈ S so that
T (vj ⊗ 1) =
∑
iAijvi, T
−1(vj) =
∑
iBij(vi ⊗ 1); by writing
vk = T (T
−1(vk)) = T
(∑
j
Bjk(vj ⊗ 1)
)
=
∑
i,j
AijBjkvi,
we see that the columns of the matrix C = AB − 1 are elements of N = ker(E → M).
Let D be the block matrix
(
A C
1 B
)
. By using row operations to clear the bottom left
block, we find that det(D) = det(AB −C) = 1. Consequently, D is invertible over S, so we
may use it to define an isomorphism ϕ∗F → F for F = E ⊕ E. This isomorphism carries
ϕ∗(N ⊕ E) into N ⊕E, so we obtain a ϕ-equivariant surjection F →M as desired.
Corollary 1.5.3. Let S be a ring equipped with an endomorphism ϕ. Let M be a finite
projective S-module equipped with a semilinear ϕ-action. Then there exists another finite
projective S-module N admitting a semilinear ϕ-action such that M ⊕N is a free S-module.
Proof. Apply Lemma 1.5.2 to construct a finite free S-module F equipped with a semilinear
ϕ-action and a ϕ-equivariant S-linear surjection F → M , then put N = ker(F → M).
Definition 1.5.4. Let S be a ring equipped with an endomorphism ϕ. Let M be a module
over S equipped with a semilinear ϕ-action. We then write
H0ϕ(M) = ker(ϕ− 1,M), H1ϕ(M) = coker(ϕ− 1,M),
and H iϕ(M) = 0 for i ≥ 2. The groups H iϕ(M) may be interpreted as the Yoneda extension
groups Exti(S,M) in the category of left modules over the twisted polynomial ring S{ϕ},
by tensoring M over S with the free resolution
0→ S{ϕ} ϕ−1→ S{ϕ} → S → 0
of S. (For a detailed development of Yoneda extension groups, see for instance [75, §IV.9].)
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Remark 1.5.5. In Definition 1.5.4, if M is a module over S equipped with a semilinear
ϕd-action for some positive integer d, we may identify H iϕd(M) with H
i
ϕ(N) for N = M ⊕
ϕ∗M ⊕ · · · ⊕ (ϕd−1)∗M .
Remark 1.5.6. Let S be a ring equipped with an endomorphism ϕ. Let M be a finite
projective module over S equipped with a semilinear ϕ-action. Then there is a natural way
to equip the dual module M∨ = HomR(M,R) with a ϕ-module structure so that the pairing
map M ⊗R M∨ → R is ϕ-equivariant.
2 Spectra of nonarchimedean Banach rings
We set notation and terminology concerning spectra of nonarchimedean (commutative) Ba-
nach rings. We will consider two separate but related notions of spectrum, the Gel’fand
spectrum of Berkovich [14, 15] and the adic spectrum of Huber [77, 78, 79].
Convention 2.0.1. ForM a matrix over a ring equipped with a submultiplicative seminorm
α, we write α(M) for supi,j{α(Mij)}.
2.1 Seminorms on groups and rings
We begin by setting notation regarding seminorms. We will later have to consider also
semivaluations, which take values not in the real numbers but in more general ordered
abelian groups; see §2.4.
Definition 2.1.1. Consider the following conditions on an abelian group G and a function
α : G→ [0,+∞).
(a) For all g, h ∈ G, we have α(g − h) ≤ max{α(g), α(h)}.
(b) We have α(0) = 0.
(b′) For all g ∈ G, we have α(g) = 0 if and only if g = 0.
We say α is a (nonarchimedean) seminorm if it satisfies (a) and (b), and a (nonarchimedean)
norm if it satisfies (a) and (b′). Any seminorm α induces a norm on G/ ker(α).
If α, α′ are two seminorms on the same abelian group G, we say α dominates α′, and
write α ≥ α′ or α′ ≤ α, if there exists c > 0 for which α′(g) ≤ cα(g) for all g ∈ G. If α and
α′ dominate each other, we say they are equivalent ; in this case, α is a norm if and only if
α′ is.
Definition 2.1.2. Let G,H be two abelian groups equipped with nonarchimedean semi-
norms α, β, and let ϕ : G → H be a homomorphism. We say ϕ is bounded if α ≥ β ◦ ϕ,
and isometric if α = β ◦ϕ. (An intermediate condition is that ϕ is submetric, meaning that
α(g) ≥ β(ϕ(g)) for all g ∈ G.)
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The quotient seminorm induced by α is the seminorm α on image(ϕ) defined by
α(h) = inf{α(g) : g ∈ G,ϕ(g) = h}.
If H is also equipped with a seminorm β, we say ϕ is strict if the two seminorms α and
β on image(ϕ) are equivalent; this implies in particular that ϕ is bounded. We say ϕ is
almost optimal if α and β coincide. We say ϕ is optimal if every h ∈ image(ϕ) admits a lift
g ∈ G with α(g) = α(h). Any optimal homomorphism is almost optimal, and any optimal
homomorphism is strict, but not conversely. Also beware that a composition g ◦ f of strict
morphisms is not guaranteed to be strict unless f is surjective or g is injective.
Remark 2.1.3. Berkovich uses the term admissible in place of strict, but the latter is
well-established in the context of topological groups, as in [18, §III.2.8]. However, there is
no perfect choice of terminology; our convention will create some uncomfortable linguistic
proximity during the discussion of strict p-rings.
Definition 2.1.4. For G an abelian group equipped with a nonarchimedean seminorm α,
equip the group of Cauchy sequences in G with the seminorm whose value on the sequence
g0, g1, . . . is limi→∞ α(gi). The quotient by the kernel of this seminorm is the separated com-
pletion Ĝ of G under α. For the unique continuous extension of α to Ĝ, the homomorphism
G→ Ĝ is isometric, and injective if and only if α is a norm (in which case we call Ĝ simply
the completion of G).
Definition 2.1.5. Let A be a ring. Consider the following conditions on a (semi)norm α on
the additive group of A.
(c) For all g, h ∈ A, we have α(gh) ≤ α(g)α(h).
(c′) We have (c), and for all g ∈ A, we have α(g2) = α(g)2. (Equivalently, α(gn) = α(g)n
for all g ∈ A and all positive integers n. In particular, α(1) ∈ {0, 1}.)
(c′′) We have (c′), α(1) = 1, and for all g, h ∈ A, we have α(gh) = α(g)α(h).
We say α is submultiplicative if it satisfies (c), power-multiplicative if it satisfies (c′), and
multiplicative if it satisfies (c′′). Note that if α is a submultiplicative seminorm and α′ is
a power-multiplicative seminorm, then α dominates α′ if and only if α(a) ≥ α′(a) for all
a ∈ A.
Example 2.1.6. For any abelian group G, the trivial norm on G sends 0 to 0 and any
nonzero g ∈ G to 1. For any ring A, the trivial norm on A is submultiplicative in all cases,
power-multiplicative if and only if A is reduced, and multiplicative if and only if A is an
integral domain. (As usual, the zero ring is not considered to be a domain.)
Definition 2.1.7. For A a ring equipped with a submultiplicative seminorm α, define
oA = {a ∈ A : α(a) ≤ 1}
mA = {a ∈ A : α(a) < 1}
κA = oA/mA.
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If α(1) ≤ 1, then oA is a ring and mA is an ideal of oA. If A is a field equipped with a
multiplicative norm, then oA is a valuation ring with maximal ideal mA and residue field κA.
Example 2.1.8. Let I be an arbitrary index set. For each i ∈ I, specify a ring Ai and a
power-multiplicative seminorm αi on Ai. Put A =
∏
i∈I Ai, and define the function α : A→
[0,+∞] by setting α((ai)i∈I) = supi{αi(ai)}. Then the subset A0 of A on which α takes finite
values is a subring on which α restricts to a power-multiplicative seminorm. This example
is in some sense universal; see Theorem 2.3.10.
Definition 2.1.9. Let A be a ring equipped with a submultiplicative seminorm α. The
spectral seminorm on A is the power-multiplicative seminorm αsp defined by αsp(a) =
lims→∞ α(a
s)1/s. (The existence of the limit is an exercise in real analysis known as Fekete’s
lemma.) Note that equivalent choices of α define the same spectral seminorm.
Definition 2.1.10. Let A,B,C be rings equipped with submultiplicative seminorms α, β, γ,
and let A → B,A → C be bounded homomorphisms. The product seminorm on the ring
B ⊗A C is defined by taking f ∈ B ⊗A C to the infimum of maxi{β(bi)γ(ci)} over all
presentations f =
∑
i bi⊗ ci. The separated completion of B⊗AC for the product seminorm
is denoted B⊗̂AC and called the completed tensor product of B and C over A.
Remark 2.1.11. The definition of a submultiplicative seminorm α on A does not include
the condition that α(1) ≤ 1. However, if we define the operator seminorm α′ by the formula
α′(a) = inf{c ≥ 0 : α(ab) ≤ cα(b) for all b ∈ A}, (2.1.11.1)
then α′ is a submultiplicative norm, α′(1) ≤ 1, and α′(a) ≤ α(a) for all a ∈ A. Moreover,
if α(1) > 0, then we may take b = 1 in (2.1.11.1) to deduce that α′(a) ≥ α(1)−1α(a).
Consequently, in all cases α′ is equivalent to α (this being trivially true if α(1) = 0).
2.2 Banach rings and modules
Definition 2.2.1. Throughout this paper, an analytic field is a field equipped with a non-
trivial multiplicative nonarchimedean norm under which it is complete. For K an analytic
field, any finite extension of K admits a unique structure of an analytic field extending K
[22, Theorem 3.2.3/2]. The inclusion of the nontriviality condition is a convention which
is not universal: it is notably absent in Berkovich’s work. However, this condition will be
needed in order to work with adic spectra; it also shows up as a hypothesis in some other
key results, such as the open mapping theorem (Theorem 2.2.8).
A Banach ring is a commutative ring R equipped with a submultiplicative norm under
which it is complete. We allow the zero ring as a Banach ring, so that the completed tensor
product is defined on the category of Banach rings. (What we call Banach rings would more
commonly be called commutative Banach rings, but we will not use noncommutative Banach
rings in this paper.)
A Banach algebra over a Banach ring R is a Banach ring S equipped with the structure
of an R-algebra in such a way that the map R→ S is bounded.
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From §2.4 on, we will only consider Banach rings containing a topologically nilpotent
unit. For more discussion of this condition, see Remark 2.3.9.
Lemma 2.2.2. Let I be a nontrivial ideal in a Banach ring A. Then the closure of I is also
a nontrivial ideal. In particular, any maximal ideal in A is closed.
Proof. If the closure were trivial, then I would contain an element x for which 1− x ∈ mA.
But then the series
∑∞
i=0(1 − x)i would converge in A to an inverse of x, contradicting the
assumption that I is a nontrivial ideal.
For A a Banach ring, it is easy to check (using Remark 1.2.7) that the pair (oA,mA) is
henselian. The following refinement of this observation will also prove to be useful. See also
Proposition 2.6.8.
Lemma 2.2.3. Let {(Ai, αi)}i∈I be a direct system in the category of Banach rings and
submetric homomorphisms. Equip the direct limit A of the Ai in the category of rings with
the infimum α of the quotient seminorms induced by the αi.
(a) The pair (A, ker(α)) is henselian.
(b) The pair (oA,mA) is henselian.
Proof. In both cases, we check the criterion of Remark 1.2.7. To check (a), note first that
ker(α) is contained in the Jacobson radical of A: if a − 1 ∈ ker(α), then there exists some
index i for which a − 1 is an element of Ai of norm less than 1. Since Ai is complete, this
forces a to be invertible. With that in mind, let f =
∑
i fiT
i ∈ A[T ] be a monic polynomial
with f0 ∈ ker(α), f1 ∈ A×. We construct a root of f using the Newton-Raphson iteration as
follows. Put x0 = 0. Given xl ∈ A for some nonnegative integer l such that xl ∈ ker(α), f ′(xl)
is invertible modulo ker(α) and hence is a unit. We may thus define xl+1 = xl− f(xl)/f ′(xl)
and note that xl+1 ∈ ker(α). For any sufficiently large i ∈ I, the sequence {xl} is Cauchy in
Ai, and so has a limit which is a root of f .
To check (b), let f =
∑
i fiT
i ∈ oA[T ] be a monic polynomial with f0 ∈ mA, f1 ∈ o×A;
then f admits a root r in mÂ. Choose any s ∈ A with α(r − s) < 1, and put x0 = s,
xl+1 = xl − f(xl)/f ′(xl). For any sufficiently large i ∈ I, the sequence {xl} is Cauchy in Ai,
and so has a limit which is a root of f .
Lemma 2.2.4. Retain notation as in Lemma 2.2.3.
(a) The base change functor FE´t(A)→ FE´t(Â) is rank-preserving and fully faithful.
(b) Suppose that α is a multiplicative seminorm and K = A/ ker(α) is a field. Then the
base change functor FE´t(A)→ FE´t(K̂) is an equivalence of categories.
Proof. To check (a), we first observe that by Lemma 2.2.3(a), ker(α) is contained in the
Jacobson radical of A. Next, for any x ∈ A which becomes a unit in Â, we can find y ∈ A
for which α(xy − 1) < 1, so xy is a unit in some Ai and so x is a unit in A. Next, any
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invertible module M over A is the base extension of some invertible module Mi over some
Ai; if Mi ⊗Ai Â admits a generator, then so does Mi ⊗Ai Aj for any sufficiently large j
by Lemma 2.2.13 below. Finally, for S ∈ FE´t(A), note that any idempotent S ⊗A Â can
have at most one preimage in S ⊗A A/ ker(α) (since A/ ker(α) injects into Â and S is a
projective A-module) and hence at most one preimage in S (by Lemma 1.2.4). We conclude
by Proposition 1.2.5 that to check (a), it suffices to verify that for each S ∈ FE´t(A), every
idempotent of S ⊗A Â arises from some idempotent of S.
Since S ∈ FE´t(A), by Remark 1.2.9 we can choose an index i ∈ I for which S = Si⊗AiA
for some Si ∈ FE´t(Ai). Since Si is a finite locally free Ai-module (see Definition 1.2.1), we
can choose a finite free Ai-module Fi admitting a direct sum decomposition Fi ∼= Si ⊕ Ti.
Choose a basis x1, . . . , xn of Fi and let y1, . . . , yn be the projections of x1, . . . , xn onto Si.
For h, k ∈ {1, . . . , n}, write yhyk in Fi as
∑
l chklxl with chkl ∈ Ai, so that in Si we have
yhyk =
∑
l chklyl. Put c = max{1, suph,k,l{αi(chkl)}}.
For each j ∈ I with i ≤ j, let βj be the restriction to Sj = Si ⊗Ai Aj of the supremum
norm on Fj = Fi ⊗Ai Aj defined by the basis x1, . . . , xn. Note that βj(xy) ≤ cβj(x)βj(y) for
all j and all x, y ∈ Sj. Similarly, let β be the supremum seminorm on S⊗A Â defined by the
basis x1, . . . , xn, so that β(xy) ≤ cβ(x)β(y) for all x, y ∈ S⊗A Â. In particular, any nonzero
idempotent element e ∈ S ⊗A Â satisfies β(e) ≥ c−1.
Let e ∈ S ⊗A Â be an idempotent element. Choose ǫ > 0 with ǫmax{β(e), 1} < 1.
Since e2 = e in S ⊗A Â, we can choose j ∈ I and x ∈ Sj with β(x − e) < c−1 and
βj(x
2 − x) ≤ c−1ǫ. Define the sequence x0, x1, . . . by x0 = x and xl+1 = 3x2l − 2x3l . We then
have βj(x
2
l − xl) ≤ c−1ǫl+1 by induction on l, by writing
x2l+1 − xl+1 = 4(x2l − xl)3 − 3(x2l − xl)2.
Also, xl+1 − xl = (x2l − xl)(1 − 2xl), so by induction on l, βj(xl) ≤ max{βj(x), 1} and
β(xl) ≤ max{β(x), 1}. Using the equation xl+1 − xl = (x2l − xl)(1 − 2xl) again, we see
that the xl form a Cauchy sequence, whose limit y in Sj must satisfy y
2 = y. In addition,
β(y− x) ≤ c−1ǫmax{β(x), 1}, so β(y− e) < c−1. Since (y− e)2 is an idempotent element of
S ⊗A Â, this is only possible if (y− e)2 = 0; since y(y− e)2 = y− ey and e(y− e)2 = e− ey,
this yields y = e. This completes the proof of (a).
To check (b), note that the hypotheses ensure that the completion K̂ of K is an analytic
field. It suffices to show that an arbitrary finite separable field extension L̂ of K̂ occurs in
the essential image of the base change functor. By the primitive element theorem, we can
write L̂ ∼= K̂[T ]/(P ) for some monic separable polynomial P ∈ K̂[T ]. By Hensel’s lemma
(or more precisely Krasner’s lemma), we also have L̂ ∼= K̂[T ]/(Q) for any monic polynomial
Q ∈ K̂[T ] whose coefficients are sufficiently close to those of P . In particular, we may choose
Q ∈ K[T ], in which case we may write L̂ = L ⊗K K̂ for L = K[T ]/(Q) ∈ FE´t(K). Since
FE´t(A)→ FE´t(K) is essentially surjective by Lemma 2.2.3 plus Theorem 1.2.8, this proves
the claim.
Lemma 2.2.5. Let K be an analytic field with norm α, and let L be a finite extension of
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K. Then the unique multiplicative extension of α to L (Definition 2.2.1) is also the unique
power-multiplicative extension of α to L.
Proof. Let β be the multiplicative extension of α to L, and let γ be a power-multiplicative
extension of α to L. Note that for x ∈ K×, y ∈ L, we have
γ(xy) ≤ γ(x)γ(y) = γ(x−1)−1γ(y) ≤ γ(xy),
so γ(xy) = γ(x)γ(y).
Given x ∈ L×, let P ∈ K[T ] be the minimal polynomial of x over K; since K is complete,
the Newton polygon of P consists of a single segment. In other words, if we write P (T ) =∑n
i=0 PiT
i with Pn = 1, then |Pn−i|1/i ≤ |P0|1/n = β(x) for i = 1, . . . , n. (See [85, §2.1] for
more discussion of Newton polygons.)
If γ(x) > |P0|1/n, then under γ the sum 0 =
∑n
i=0 Pix
i would be dominated by the term
Pnx
n, a contradiction. Hence γ(x) ≤ |P0|1/n = β(x) and similarly γ(x−1) ≤ β(x−1); by
writing
1 = γ(x · x−1) ≤ γ(x)γ(x−1) ≤ β(x)β(x−1) = 1,
we see that γ(x) = β(x) as desired.
Before moving on to Banach modules, we make one observation about modules over a
Banach ring.
Lemma 2.2.6. Let R be a Banach ring.
(a) For any finite R-moduleM , the quotient seminorm defined by a surjection π : Rn →M
of R-modules does not depend, up to equivalence, on the choice of the surjection.
(b) Let R→ S be a bounded homomorphism of Banach rings. Let M be a finite R-module,
let N be a finite S-module, and let M → N be an additive R-linear map. Then this
map becomes bounded if we equip M and N with seminorms as described in (a).
Proof. To prove (a), let π′ : Rm → M be a second surjection, and combine π and π′ to
obtain a third surjection π′′ : Rn+m →M . It is enough to check that the quotient seminorms
| · |, | · |′′ induced by π, π′′ are equivalent, as then the same argument will apply with π and
π′ interchanged.
Let e1, . . . , en+m be the standard basis of R
n+m. On one hand, we clearly have | · |′′ ≤ | · |
because lifting an element of M to Rn also gives a lift to Rn+m. On the other hand, for
j = n + 1, . . . , n +m, we can write π(ej) =
∑n
i=1Aijπ(ei) for some Aij ∈ R. If an element
of M lifts to
∑n+m
i=1 ciei ∈ Rn+m, it also lifts to
n∑
i=1
(
ci +
n+m∑
j=n+1
Aijcj
)
ei ∈ Rn.
Consequently, we have | · | ≤ max{1, |A|}| · |′′. This yields (a).
To prove (b), choose surjections Rm → M , Sn → N of R-modules. We may then lift
the composition Rm →M → N to a homomorphism Rm → Sn which is evidently bounded.
This proves the claim.
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Definition 2.2.7. Let R be a Banach ring. A Banach module over R is an R-module
M whose additive group is complete for a norm | · |M for which for some c > 0, we have
|rv|M ≤ c|r||v|M for all r ∈ R,v ∈M . In particular, any Banach algebra over R is a Banach
module over R.
One has an analogue of the Banach-Schauder open mapping theorem in the nonar-
chimedean setting. (Note that this result fails completely without a restriction on the base
ring.)
Theorem 2.2.8. Let R be a Banach ring containing a topologically nilpotent unit. Let
ϕ : V → W be a bounded surjective homomorphism of Banach modules over R. Then ϕ is
open and strict.
Proof. For R an analytic field, see [20, §I.3.3, The´ore`me 1] or [109, Proposition 8.6]. For the
more general case, see [71].
Lemma 2.2.9. Let V,W,X be Banach modules over an analytic field K.
(a) The map V ⊗K W → V ⊗̂KW is injective.
(b) Let f : V → W be a bounded homomorphism and let fX : V ⊗̂KX → W ⊗̂KX be the
induced map. Then the natural map ker(f)⊗̂KX → ker(fX) is a bijection.
(c) In (b), if f is strict, then so is fX .
Proof. All three parts reduce immediately to the case where V,W,X contain dense K-vector
subspaces of at most countable dimension (i.e., they are separable Banach modules). In
this setting, (a) follows from the existence of Schauder bases for V and W ; see for instance
[85, Lemma 1.3.11]. Similarly, (b) and (c) follow from the existence of a Schauder basis for
X .
Definition 2.2.10. Let R be a Banach ring. A finite Banach module/algebra over R is
a Banach module/algebra M over R admitting a strict surjection Rn → M of Banach
modules over R for some nonnegative integer n (for the supremum norm on Rn defined by
the canonical basis). By Lemma 2.2.6, the equivalence class of the norm onM is determined
by the underlying R-module.
Remark 2.2.11. Let R be a Banach ring and let M be a finite R-module. Lemma 2.2.6
equips M with a distinguished equivalence class of seminorms, but M need not be separated
or complete under such a seminorm. In fact, by Theorem 2.2.8,M is separated and complete
if and only if it is a finite Banach module over R. Moreover, in the case when R contains a
topologically nilpotent unit, the following conditions on R are equivalent (see [22, Proposi-
tions 3.7.3/2, 3.7.3/3] for the case where R is a Banach algebra over an analytic field, then
modify the arguments using Theorem 2.2.8).
(a) The ring R is noetherian. (Note that it does not suffice to exhibit a dense noetherian
subring of R; see [23, Proposition 12].)
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(b) Every ideal of R is closed.
(c) The forgetful functor from finite Banach R-modules to finite R-modules is an equiva-
lence of categories.
For Banach rings which are not noetherian, as noted in Remark 2.2.11, we cannot equip
arbitrary finite modules over R with natural Banach module structures. However, we can
do so for finite projective R-modules.
Lemma 2.2.12. Let R be a Banach ring. Let P be a finite projective R-module. Choose a
finite projective R-module Q and an isomorphism P ⊕Q ∼= Rn of R-modules, for n a suitable
nonnegative integer. Equip Rn with the supremum norm defined by the canonical basis.
(a) The subspace norm on P for the inclusion into Rn is equivalent to the quotient norm
for the projection from Rn, and gives P the structure of a finite Banach module over
R.
(b) The equivalence class of the norms described in (a) is independent of the choice of Q
and of the presentation P ⊕Q ∼= Rn.
(c) The above construction defines a fully faithful functor from finite projective R-modules
to finite Banach modules over R whose underlying R-modules are projective, which is
a section of the forgetful functor.
Proof. Let P ′, Q′ be copies of P,Q, respectively. Note that the supremum norms | · |1, | · |2
on P ⊕ P ′ ⊕Q⊕Q′ defined by the presentations
(P ⊕Q)⊕ (P ′ ⊕Q′) ∼= Rn ⊕ Rn, (P ⊕Q′)⊕ (P ′ ⊕Q) ∼= Rn ⊕ Rn
are equivalent by Lemma 2.2.6.
It is clear that the subspace and quotient norms on P ⊕Q induced by | · |1 are identical,
and that P ⊕ Q is complete under these norms. Consequently, the subspace and quotient
norms on P ⊕Q induced by | · |2 are equivalent, and P ⊕Q is complete under these norms.
Restricting to P yields the subspace and quotient norms induced by the original presentation,
so these two are equivalent. Moreover, P is the intersection of the closed subspaces P⊕Q and
P ⊕Q′ of P ⊕P ′⊕Q⊕Q′. This proves (a). Parts (b) and (c) follow from Lemma 2.2.6.
Lemma 2.2.13. Let P be a finite projective module over a Banach ring R, and choose a
norm on P as in Lemma 2.2.12. Let e1, . . . , en be a finite set of generators of P as an
R-module. Then there exists c > 0 such that any e′1, . . . , e
′
n ∈ P with |e′i − ei| < c for
i = 1, . . . , n also form a set of generators of P as an R-module.
Proof. The conclusion does not depend on the choice of the norm (only the constant c does),
so we may use the restriction of the supremum norm onRn along the homomorphism Rn → P
defined by e1, . . . , en. In this case, the claim is evident with c = 1, as then the matrix A
defined by e′j =
∑
iAijei satisfies |A− 1| < 1 and hence is invertible.
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Definition 2.2.14. For A a Banach ring and B ∈ FE´t(A), view B as a finite Banach
module over A via Lemma 2.2.12. The multiplication map µ : B ⊗A B → B is then
bounded by Lemma 2.2.12 again; consequently, we can find an equivalent norm on B which
is submultiplicative, and thus view B as a finite Banach algebra over A. We will frequently
do so without further comment.
The analogue of a polynomial extension for Banach rings is the following construction.
Definition 2.2.15. For r1, . . . , rn > 0, define the Tate algebra over the Banach ring A with
radii r1, . . . , rn to be the ring
A{T1/r1, . . . , Tn/rn} =
{
f =
∑
I
aIT
I : aI ∈ A, lim
I→∞
|aI |rI = 0
}
,
where I = (i1, . . . , in) runs over n-tuples of nonnegative integers, T
I = T i11 · · ·T inn , and
rI = ri11 · · · rinn . (That is, the series in question converge on the closed polydisc defined
by the conditions |Ti| ≤ ri for i = 1, . . . , n.) The set A{T1/r1, . . . , Tn/rn} is a subring of
AJT1, . . . , TnK complete for the Gauss norm∣∣∣∣∣∑
I
aIT
I
∣∣∣∣∣
r
= sup
I
{|aI |rI},
which is easily seen to be submultiplicative (resp. power-multiplicative, multiplicative) if the
seminorm on A is; see [87, Lemma 1.7]. In case r1 = · · · = rn = 1, we contract the notation
to A{T1, . . . , Tn}.
A bounded homomorphism A → B of Banach rings is affinoid if it factors as A →
A{T1, . . . , Tn} → B for some positive integer n and some strict surjection A{T1, . . . , Tn} →
B. We also say that B is an affinoid algebra over A.
We say that A is strongly noetherian if every affinoid algebra over A is noetherian, or
equivalently the rings A{T1, . . . , Tn} are noetherian for all n ≥ 0. It appears to be unknown
whether every noetherian Banach algebra is strongly noetherian; that is, there is no known
analogue of the Hilbert basis theorem for Banach algebras.
Remark 2.2.16. In Berkovich’s theory, what we call an affinoid homomorphism is more
commonly called a strictly affinoid homomorphism; by contrast, an affinoid homomorphism
would be allowed to have the form A→ A{T1/r1, . . . , Tn/rn} → B for some positive integer
n, some r1, . . . , rn > 0, and some strict surjection A{T1/r1, . . . , Tn/rn} → B. This extra
generality is important in Berkovich’s theory especially when A carries the trivial norm, but
is incompatible with Huber’s adic constructions.
2.3 The Gel’fand spectrum of a Banach ring
We now introduce one type of topological space corresponding to a Banach ring, as considered
by Berkovich [14, 15].
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Hypothesis 2.3.1. Throughout §2.3, let A be a Banach ring with norm denoted by | · |.
Note that we do not yet impose any extra conditions on A, but see Remark 2.3.9.
Definition 2.3.2. The Gel’fand spectrum M(A) of A is the set of multiplicative seminorms
α on A bounded above by | · | (or equivalently, dominated by | · |). We topologizeM(A) as a
closed subspace of the product
∏
a∈A[0, |a|]; hence M(A) is compact by Tikhonov’s theorem
[18, §1.9.5, The´ore`me 3] (see also [14, Theorem 1.2.1]). A subbasis of the topology onM(A)
is given by the sets {α ∈ M(A) : α(f) ∈ I} for each f ∈ A and each open interval I ⊆ R.
Any bounded homomorphism ϕ : A → B between Banach rings induces a continuous map
ϕ∗ :M(B)→M(A) by restriction.
Remark 2.3.3. One can use Definition 2.3.2 to define the spectrum M(A) more generally
for any ring A equipped with a submultiplicative seminorm. However, this will provide no
useful additional generality, because the map A → Â always induces a homeomorphism
M(Â)→M(A).
Berkovich’s first main theorem about the spectrum is the following.
Theorem 2.3.4 (Berkovich). For A nonzero, M(A) 6= ∅.
Proof. See [14, Theorem 1.2.1].
Corollary 2.3.5. For any nontrivial ideal I of A, there exists α ∈M(A) such that α(f) = 0
for all f ∈ I.
Proof. Let J be the closure of I. By Lemma 2.2.2, A/J is nonzero, so M(A/J) 6= ∅ by
Theorem 2.3.4. Any element of M(A/J) restricts to an element α ∈ M(A) of the desired
form. (Compare [14, Corollary 1.2.4].)
Corollary 2.3.6. A finite set f1, . . . , fn of elements of A generates the unit ideal if and only
if for each α ∈M(A), there exists an index i ∈ {1, . . . , n} for which α(fi) > 0.
Proof. If there exist u1, . . . , un ∈ A for which u1f1+ · · ·+unfn = 1, then for each α ∈M(A),
we have maxi{α(ui)α(fi)} ≥ 1 and so α(fi) > 0 for some index i. Conversely, suppose that
f1, . . . , fn generate a nontrivial ideal I; then by Corollary 2.3.5, we can choose α ∈ M(A)
such that α(f) = 0 for all f ∈ I.
Corollary 2.3.7. An element f ∈ A is a unit if and only if α(f) > 0 for all α ∈M(A).
Definition 2.3.8. For α ∈ M(A), define the prime ideal pα = α−1(0); then α ∈ M(A)
induces a multiplicative norm on A/pα. The completion of Frac(A/pα) for the unique multi-
plicative extension of this norm is called the residue field of α, and denoted H(α). The image
of the mapM(A)→ Spec(A) taking α to pα contains all maximal ideals, by Corollary 2.3.5;
see Lemma 2.3.12 for some consequences of this observation.
The Gel’fand transform of A is the map A → ∏α∈M(A)H(α); it is bounded for the
supremum norm on the product (or more precisely, on the subring of the product on which
the supremum is finite).
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Remark 2.3.9. Starting in §2.4, we will require A to contain a topologically nilpotent unit
z. To put this in context, consider the following conditions on A.
(a) We may view A as a Banach algebra over some analytic field.
(b) There exists a topologically nilpotent unit z ∈ A such that |z|sp |z−1|sp = 1. We will
refer to any such z as a uniform unit in A. Note that for any α ∈ M(A),
1 = α(z)α(z−1) ≤ |z|sp
∣∣z−1∣∣
sp
= 1
and so α(z) = |z|sp.
(c) There exists a topologically nilpotent unit z ∈ A.
(d) The ring A is free of trivial spectrum: there exists no α ∈ M(A) such that the norm
on H(α) is trivial, or equivalently (thanks to Corollary 2.3.6) that the ideal generated
by mA is trivial.
We record the following observations.
• These conditions occur in increasingly weaker order: (a) implies (b) implies (c) implies
(d). To see that (a) implies (b), note that if A is a Banach algebra over an analytic
field K, then any z ∈ K with |z| ∈ (0, 1) has the desired form.
• If A is of characteristic p, then conditions (a) and (b) are equivalent: the existence of
a uniform unit z forces A to be a Banach algebra over the analytic field Fp((z)). This
will be important in the study of perfectoid algebras, and is ultimately the reason why
we can avoid allowing analytic fields to carry the trivial norm.
• If A is not of characteristic p, then (b) does not imply (a). See Remark 2.5.23 (in the
case rs = 1) and Remark 5.1.8 for examples in the context of this paper.
• Conditions (b) and (c) are not equivalent. For example, let k be any field, choose
c1, c2 ∈ (0,+∞) which are linearly independent over Q, normalize the zi-adic norm
on k((zi)) by putting |zi| = e−ci, and put A = k((z1)) ⊕ k((z2)) with the supremum
norm (which is power-multiplicative). Then (z1, z2) is a topologically nilpotent unit,
but there is no element z ∈ A satisfying |z|sp |z−1|sp = 1 and |z|sp 6= 1. However, when
A is uniform (as in this example) this problem can be remedied by changing the norm
without changing the norm topology; see Remark 2.8.18.
• We do not know whether (c) and (d) are equivalent.
Berkovich’s second main theorem about the spectrum is the following result.
Theorem 2.3.10 (Berkovich). The restriction of the supremum norm on
∏
α∈M(A)H(α)
along the Gel’fand transform is the spectral seminorm on A.
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Proof. See [14, Corollary 1.3.2].
Remark 2.3.11. We collect several remarks about Theorem 2.3.10.
(a) Theorem 2.3.10 implies Theorem 2.3.4: if A is nonzero, the spectral seminorm of 1 ∈ A
equals 1.
(b) The supremum norm in Theorem 2.3.10 is always achieved if A is nonzero: for each
f ∈ A, the map f 7→ α(f) is continuous on the compact space M(A), and so achieves
its maximum. Consequently, Theorem 2.3.10 may be viewed as a form of the maximum
modulus principle in nonarchimedean analytic geometry. For an analogous result in
rigid analytic geometry, see [22, Proposition 6.2.1/4].
(c) It is not generally true that A is complete under its spectral seminorm even when the
latter is a norm; this observation is related to the definition of uniformization (see
Definition 2.8.13). One exception is for affinoid algebras over an analytic field; see
Corollary 2.5.6.
(d) For any function g : M(A) → R+ whose image is bounded away from 0 and ∞, the
norm sup{αg(α) : α ∈M(A)} defines the same topology on A as the spectral seminorm.
Lemma 2.3.12. A homomorphism M → N of A-modules, with N a finite A-module, is
surjective if and only if M ⊗A H(α)→ N ⊗A H(α) is surjective for all α ∈M(A).
Proof. Suppose that M ⊗A H(α) → N ⊗A H(α) is surjective for all α ∈ M(A). For each
maximal ideal p of A, choose α ∈ M(A) with pα = p. Then A/p → H(α) is an extension
of fields, so surjectivity of M ⊗A H(α) → N ⊗A H(α) implies surjectivity of M ⊗A A/p →
N ⊗AA/p. This in turn implies surjectivity of M ⊗AAp → N ⊗AAp by Nakayama’s lemma,
and hence surjectivity of M → N .
Lemma 2.3.13. For A→ B, A→ C homomorphisms of Banach rings, the mapM(B⊗̂AC)→
M(B)×M(A) M(C) is surjective.
Proof. This reduces to the case where A,B,C are all analytic fields, for which we may apply
Lemma 2.2.9(a) and Theorem 2.3.4. See also [87, Lemma 1.20].
Lemma 2.3.14. For A a Banach ring and B a faithfully finite e´tale A-algebra viewed as a
Banach algebra over A as per Definition 2.2.14, the map M(B)→M(A) is surjective. (It
is also open; see Lemma 2.4.17(c).)
Proof. The hypothesis on B ensures that for each α ∈ M(A), B ⊗A H(α) = B⊗̂AH(α) is a
nonzero direct sum of finite extensions of H(α), and so M(B ⊗A H(α)) is nonempty. This
proves the claim.
Remark 2.3.15. When studying spectra, it is helpful to use general facts about compact
topological spaces. Here are a few that we will need.
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(a) The image of a quasicompact topological space under a continuous map is quasicompact
[18, §I.9.4, The´ore`me 2]. Consequently, any continuous map f : Y → X from a
quasicompact topological space to a Hausdorff topological space is closed [18, §I.9.4,
Corollaire 2].
(b) With notation as in (a), if V is open in Y , then W = X \ f(Y \ V ) is open. One
consequence is that if Z is closed in X and V is an open neighborhood of f−1(Z),
then W is an open neighborhood of Z and f−1(W ) ⊆ V . Another consequence is
that the quotient and subspace topologies on image(f) coincide: if U ⊆ image(f) and
V = f−1(U) is open in Y , then U = image(f) ∩W is open in image(f). That is, any
continuous surjection (resp. bijection) from a quasicompact space to a Hausdorff space
is a quotient map (resp. a homeomorphism).
(c) If X is the inverse limit of an inverse system {Xi}i∈I of nonempty compact spaces,
then X is nonempty and compact. This follows from Tikhonov’s theorem, or see [18,
§1.9.6, Proposition 8]. As a corollary, for i ∈ I and Z a closed subset of Xi, Z has
empty inverse image in X if and only if there exists an index j ≥ i for which Z has
empty inverse image in Xj.
(d) With notation as in (c), for any i ∈ I and any open subsets V1,i, . . . , Vn,i of Xi whose
inverse images in X form a covering, there exists an index j ≥ i for which the inverse
images V1,j, . . . , Vn,j of V1,i, . . . , Vn,i in Xj form a covering of Xj itself: apply (c) to the
closed set Xi \ (V1,i∪ · · ·∪Vn,i). As a corollary, any finite open covering of X is refined
by the pullback of a finite open covering of some Xi.
(e) With notation as in (c), any disconnection of X (i.e., any partition of X into two
disjoint closed-open subsets U1, U2) is the inverse image of a disconnection of some Xj ,
by the following argument. Choose any i ∈ I. By (a), the images V1,i, V2,i of U1, U2 in
Xi are closed and disjoint; they may thus be covered by disjoint open neighborhoods
W1,i,W2,i. By (d), we can find an index j ≥ i such that Xj is covered by the inverse
images W1,j ,W2,j of W1,i,W2,i in Xj. Since W1,j,W2,j are open and disjoint, they form
a disconnection of Xj which pulls back to the given disconnection of X .
2.4 The adic spectrum of an adic Banach ring
We next introduce a second type of topological space corresponding to a Banach ring, as
considered by Huber [77, 78, 79]. The natural levels of generality of the Berkovich and
Huber constructions are incompatible; we work at reduced levels of generality where the
two constructions can be compared. We begin with the base algebraic objects of Huber’s
construction.
Before proceeding, we recall that from now on, we only consider Banach rings containing
a topologically nilpotent unit (see Remark 2.3.9).
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Definition 2.4.1. For A a ring equipped with a submultiplicative norm, let A◦ denote the
subring of power-bounded elements of A. Note that A◦ 6= oA in general unless the norm on
A is power-multiplicative.
An adic Banach ring is a pair (A,A+) in which A is a Banach ring (which from now on
must be a Banach algebra containing a topologically nilpotent unit) and A+ is a subring of
A◦ which is open and integrally closed in A. These conditions ensure that every topologically
nilpotent element of A must belong to A+.
A morphism of adic Banach rings (A,A+) → (B,B+) is a bounded homomorphism
ϕ : A→ B of Banach rings such that ϕ(A+) ⊆ B+. With this definition, the correspondence
A 7→ (A,A◦) defines a functor from the category of Banach rings to the category of adic
Banach rings.
For (A,A+) → (B,B+), (A,A+) → (C,C+) two morphisms of adic Banach rings, their
coproduct in the category of adic Banach rings will be denoted by (B,B+)⊗̂(A,A+)(C,C+).
It consists of (D,D+) where D = B⊗̂AC and D+ is the completion of the integral closure
of B+ ⊗A+ C+ in D.
Remark 2.4.2. For (A,A+) an adic Banach ring and B ∈ FE´t(A), view B as a finite
Banach A-algebra as in Definition 2.2.14. Then let B+ be the integral closure of A+ in B; in
this way, we obtain a morphism (A,A+) → (B,B+). This construction will be used in the
definition of e´tale morphisms on adic spaces in §8.
We now associate topological spaces to adic Banach rings. We will discuss the special
topological properties of these spaces in more detail in §8.
Definition 2.4.3. Let Γ be a totally ordered abelian group, and let Γ0 be the pointed
monoid Γ ∪ {0} with 0 · Γ0 = 0 ordered so that 0 < γ for all γ ∈ Γ. A semivaluation on a
ring A with values in Γ is a function v : A→ Γ0 satisfying the following conditions.
(a) For all a, b ∈ A, we have v(a− b) ≤ max{v(a), v(b)}.
(b) For all a, b ∈ A, we have v(ab) = v(a)v(b).
(c) We have v(0) = 0 and v(1) = 1. If moreover v−1(0) = {0}, we say that v is a valuation.
For example, if Γ = R+, then a (semi)valuation is the same as a multiplicative (semi)norm.
For A a Banach ring, we declare two semivaluations on A (possibly valued in different
ordered groups) to be equivalent if they define the same order relation on A. It is clear
that this defines an equivalence relation and that the equivalence classes form a set (rather
than a larger class). Denote the latter set by Spv(A). For linguistic convenience, we identify
each equivalence class in Spv(A) with a particular representative in an arbitrary but fixed
manner.
A semivaluation v on A is continuous if for every nonzero γ in the value group of v (i.e.,
the subgroup of Γ generated by the nonzero images of v) there is a neighborhood U of 0 in
A such that v(u) < γ for all u ∈ U .
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The adic spectrum of (A,A+) is the subset Spa(A,A+) of Spv(A) consisting of the equiv-
alence classes of continuous semivaluations on A bounded by 1 on A+. Since A+ is integrally
closed, we have the following equality analogous to Theorem 2.3.10:
A+ = {x ∈ A : v(x) ≤ 1 (v ∈ Spa(A,A+)}. (2.4.3.1)
(See [78, Proposition 1.6] for more details.) We equip Spa(A,A+) with the topology generated
by sets of the form
{v ∈ Spv(A,A+) : v(a) ≤ v(b) 6= 0} (a, b ∈ A).
A rational subspace of Spa(A,A+) is one of the form
{v ∈ Spa(A,A+) : v(fi) ≤ v(g) 6= 0 (i = 1, . . . , n)} (2.4.3.2)
for some f1, . . . , fn, g ∈ A generating the unit ideal. One gets the same definition if one only
requires that f1, . . . , fn generate the unit ideal, since it is harmless to append g as an extra
generator. One may also drop the condition v(g) 6= 0; see Remark 2.4.7.
Note that any morphism ψ : (A,A+)→ (B,B+) induces a continuous map ψ∗ : Spa(B,B+)→
Spa(A,A+). Under this map, the inverse image of any rational subspace is again a rational
subspace.
Remark 2.4.4. Huber’s definition of Spa(A,A+) applies to more general topological rings
than Banach rings. Namely, Huber defines an f-adic ring to be a topological ring A containing
an open subring A0 which is adic with a finitely generated ideal of definition (called a ring
of definition of A). He then says that A is Tate if it contains a topologically nilpotent unit
z. In this case, for any c ∈ (0, 1), the norm
α(x) = inf{cn : n ∈ Z, z−nx ∈ A0}
gives A the structure of a Banach ring. One can show in addition (see [77, §1]) that the
category of Banach rings containing topologically nilpotent units is equivalent to the cate-
gory of Tate f-adic rings, except that one must allow morphisms of Banach rings which are
continuous but not necessarily bounded (e.g., see Remark 2.8.18).
For z a topologically nilpotent unit in A, a semivaluation v on A bounded by 1 on A+ is
continuous if and only if for every x ∈ A with v(x) 6= 0, there exists n ∈ Z with v(zn) < v(x).
In case A is a Banach ring over some analytic field K, one may say additionally that a
semivaluation on A bounded by 1 on A+ is continuous if and only if its restriction to K is
equivalent to the norm on K. This implies that any continuous morphism of Banach rings
over K is bounded; it also arises in the comparison with Gel’fand spectra in Definition 2.4.6.
For the remainder of §2.4, let (A,A+) be any adic Banach ring. The analogue of the
compactness of the Gel’fand spectrum is the following result. A more precise statement is
that adic spectra are spectral spaces ; see §8.1.
Theorem 2.4.5 (Huber). The space Spa(A,A+) is quasicompact and the rational subspaces
form a topological basis consisting of quasicompact open subsets.
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Proof. See [77, Theorem 3.5(i,ii)].
We now relate this construction back to the Gel’fand spectrum.
Definition 2.4.6. There is a natural map M(A)→ Spa(A,A+) taking each α ∈ M(A) to
the equivalence class of α as a semivaluation. Beware that this map is not continuous.
Now suppose that A contains a uniform unit z; then there is a map Spa(A,A+)→M(A)
defined as follows. Given a semivaluation v ∈ Spa(A,A+), define the multiplicative seminorm
α = α(v) ∈M(A) by the formula
α(x) = inf{|z|r/ssp : r ∈ Z, s ∈ Z>0, v(zr) > v(xs)}.
The composition M(A) → Spa(A,A+) → M(A) is the identity. In particular, the map
M(A)→ Spa(A,A+) is injective, and by Theorem 2.3.4, Spa(A,A+) 6= ∅ whenever A 6= 0.
Remark 2.4.7. Given a rational subspace U of Spa(A,A+) as in (2.4.3.2), let U be the image
of U under the projection Spa(A,A+) →M(A); since U is quasicompact, U is compact by
Remark 2.3.15(a). One has α(g) > 0 for all α ∈ U , so by compactness c = inf{α(g) : α ∈ U}
is positive. For 0 < ǫ < c, any f ′1, . . . , f
′
n, g
′ ∈ A satisfying |f ′i − fi| < ǫ, |g′ − g| < ǫ generate
the unit ideal and satisfy
U = {v ∈ Spa(A,A+) : v(f ′i) ≤ v(g′) (i = 1, . . . , n)}.
Compare [87, Remark 1.15], [22, Proposition 7.2.4/1].
Definition 2.4.8. We define a rational subspace ofM(A) as the intersection ofM(A) with
a rational subspace of Spa(A,A+). For the rational subspace U of Spa(A,A+) defined in
(2.4.3.2), the corresponding rational subspace of M(A) is
{α ∈M(A) : α(fi) ≤ α(g) (i = 1, . . . , n)} (2.4.8.1)
and the image of U in M(A) is equal to the intersection U ∩M(A). As a corollary, we see
that every nonempty rational subspace of Spa(A,A+) meets M(A), so M(A) is dense in
Spa(A,A+). (See however Remark 2.4.9 below.)
Rational subspaces ofM(A) are closed, not open; as a result, not every rational subspace
containing some α ∈M(A) is a neighborhood of α. However, those which are neighborhoods
form a neighborhood basis of α in M(A); we say that such rational subspaces encircle α.
Now assume A contains a uniform unit. By the previous paragraph, Spa(A,A+) →
M(A) is continuous and hence a quotient map by Remark 2.3.15(b). In fact, M(A) is the
maximal Hausdorff quotient of Spa(A,A+): for any continuous map Spa(A,A+) → U with
U Hausdorff, any v ∈ Spa(A,A+) projecting to α ∈ M(A) is a specialization of α, so v
and α must have the same image in U . An immediate consequence is that disconnections of
Spa(A,A+) and M(A) correspond, since they define maps to a two-point space.
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Remark 2.4.9. A rational subspace of Spa(A,A+) need not be determined by its intersection
with M(A) except in some restricted circumstances (e.g., see Corollary 2.5.13). A typical
example is (A,A+) = (K{T}, oK +mK · oK{T}) for K an analytic field: for
U = {v ∈ Spa(A,A+) : v(T ) ≥ 1}
V = {v ∈ Spa(A,A+) : v(T ) ≤ 1},
one has U ∩M(A) = U ∩ V ∩M(A) but U 6⊆ V in general. See [112, Example 2.20] for a
pictorial representation of this example.
Remark 2.4.10. As per Remark 2.2.16, what we are calling a rational subspace of M(A)
would be called a strictly rational subspace in Berkovich’s setup. An arbitrary rational
subspace would have the form
{α ∈M(A) : α(f1) ≤ p1α(g), . . . , α(fn) ≤ pnα(g)}
for some f1, . . . , fn, g ∈ A generating the unit ideal and some p1, . . . , pn > 0; such subspaces
are needed to obtain a neighborhood basis when A is not required to contain a topologically
nilpotent unit.
The analogue of the residue field H(α) of a point α in a Gel’fand spectrum is the following
construction.
Definition 2.4.11. An adic field is an adic Banach ring (K,K+) in which K is an analytic
field and K+ is a valuation ring in K (i.e., a subring containing either x or 1/x for each
x ∈ K×). The space Spa(K,K+) is not a point unless K+ = oK ; however, the valuation
corresponding to K+ defines the generic point of Spa(K,K+).
Given v ∈ Spa(A,A+), let (H(v),H(v)+) be the adic field with H(v) = H(α(v)) and
H(v)+ equal to the valuation ring of the continuous multiplicative extension of v to H(α(v)).
By construction, there is a canonical morphism (A,A+) → (H(v),H(v)+) under which the
generic point of Spa(H(v),H(v)+) maps to v.
Definition 2.4.12. Let U be a quasicompact open subset of Spa(A,A+). We say that U is
an affinoid subdomain of Spa(A,A+) if there exists an affinoid homomorphism ϕ : (A,A+)→
(B,B+) which is initial among morphisms ψ : (A,A+) → (C,C+) of adic Banach rings for
which ψ∗(Spa(C,C+)) ⊆ U . We refer to the representing morphism (A,A+) → (B,B+) as
an affinoid localization.
In general, the structure of affinoid subdomains is quite mysterious (see Theorem 2.5.11
for an exception). However, every rational subspace U is an affinoid subdomain and the
map Spa(B,B+) ∼= U is a homeomorphism (see Lemma 2.4.13 below). We thus refer to U
also as a rational subdomain and to the corresponding affinoid localization also as a rational
localization.
Note that the completed tensor product of two affinoid (resp. rational) localizations
is again such a localization, corresponding to the intersection of affinoid (resp. rational)
subdomains.
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Lemma 2.4.13. Let U be a rational subspace of Spa(A,A+) defined as in (2.4.3.2).
(a) The subspace U is an affinoid subdomain represented by ϕ : (A,A+)→ (B,B+), where
B is the quotient of A{T1, . . . , Tn} for the closure of the ideal (gT1− f1, . . . , gTn− fn),
equipped with the quotient norm, and B+ is the completion of the integral closure of
the image of A+[T1, . . . , Tn] in B.
(b) The map ϕ∗ : Spa(B,B+) → Spa(A,A+) induces a homeomorphism Spa(B,B+) ∼=
U . More precisely, the rational subspaces of Spa(B,B+) correspond to the rational
subspaces of Spa(A,A+) contained in U .
Proof. For (a), see [78, Proposition 1.3]. To check (b), note that ϕ∗ by definition gives a
continuous map from Spa(B,B+) to U . To see that the map is bijective, choose any v ∈ U .
The map (A,A+) → (H(v),H(v)+) factors uniquely through a bounded homomorphism
(B,B+) → (H(v),H(v)+); the generic point of (H(v),H(v)+) maps to the unique point of
Spa(B,B+) in the preimage of v.
To see that the induced morphism Spa(B,B+) → U is a homeomorphism, it suffices to
check the final assertion, i.e., that any rational subspace of Spa(B,B+) is also a rational sub-
space of Spa(A,A+). This follows from Remark 2.4.7: any rational subspace of Spa(B,B+)
can be described using generators in A[f1/g, . . . , fn/g], and such a description can be trans-
lated into a description using generators in A. (See also [22, Theorem 7.2.4/2] and [77,
Lemma 1.5].)
To obtain building blocks for the theory of adic spaces, we must define structure sheaves
on adic Banach rings. We postpone the globalization step until §8.
Definition 2.4.14. By a rational covering (resp. affinoid covering) of Spa(A,A+), we will
mean either a finite collection {Ui}i of rational (resp. affinoid) subdomains of Spa(A,A+)
forming a set-theoretic covering, or the corresponding collection {Spa(A,A+)→ Spa(Bi, B+i )}i
of rational (resp. affinoid) localizations, depending on context.
Note that a rational covering of Spa(A,A+) induces a set-theoretic covering of M(A)
by rational subspaces, but not conversely in general. However, a finite collection of rational
subspaces whose relative interiors coverM(A) does induce a rational covering of Spa(A,A+);
we call such a covering a strong rational covering of Spa(A,A+) (or of M(A)).
Definition 2.4.15. Define the structure presheaf O on Spa(A,A+) as the functor taking
each open subset U to the inverse limit of B over all rational localizations (A,A+)→ (B,B+)
for which Spa(B,B+) ⊆ U . In particular, for any rational localization (A,A+) → (B,B+),
we have Γ(Spa(B,B+),O) = B. The stalks of O are henselian local rings (see Lemma 2.4.17
below).
We say that (A,A+) is sheafy if the structure presheaf is a sheaf; an equivalent condition
(e.g., see Proposition 2.4.21) is that for any rational localization (A,A+) → (B,B+), the
map B → H0(Spa(B,B+),O) is an isomorphism. In this case, (Spa(A,A+),O) is a locally
ringed space. This is not true in general; see [77, §1] or [23, §4.1] for failures of injectivity,
and Example 2.8.7 for a failure of surjectivity.
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Proposition 2.4.16 (Huber). Let (A,A+) be an adic Banach ring such that A is strongly
noetherian (see Definition 2.2.15). Then (A,A+) is sheafy.
Proof. See [78, Theorem 2.2].
Lemma 2.4.17. The following statements hold.
(a) For v ∈ Spa(A,A+), the stalk Ov is a henselian local ring whose residue field is dense
in H(v).
(b) For α ∈M(A), let Aα be the direct limit of B over all rational localizations (A,A+)→
(B,B+) encircling α. (We call this ring the Hausdorff localization at α to distinguish
it from the stalk Oα.) Then Aα is a henselian local ring whose residue field is dense in
H(α).
(c) With notation as in Lemma 2.3.14, the map M(B)→M(A) is open.
Proof. In both (a) and (b), the local property follows from Corollary 2.3.7 and the henselian
property follows from Lemma 2.2.3(a). To check (c), we may work locally around α ∈M(A);
by (b) and Theorem 1.2.8, we reduce to the case where M(B) contains a unique point β
lifting α, H(β) is a Galois extension of H(α) with group G, and G acts on B. In this case,
for any open subset V ofM(B) with image U in M(A), the inverse image of U in M(B) is
the open set ∪g∈Gg(V ); since M(B)→M(A) is a quotient map by Remark 2.3.15(b), U is
open.
We conclude this section by introducing the key formal arguments in the proofs of the
theorems of Tate and Kiehl (Theorem 2.5.20), which allow us to reduce certain questions
about coverings (namely sheaf, acyclicity, and glueing properties) to coverings of a very
simple form.
Definition 2.4.18. For f1, . . . , fn ∈ A generating the unit ideal, the standard rational
covering of Spa(A,A+) generated by f1, . . . , fn is the covering by the rational subspaces
Ui = {v ∈ Spa(A,A+) : v(fj) ≤ v(fi) (j = 1, . . . , n)} (i = 1, . . . , n).
For f1, . . . , fn ∈ A arbitrary, the standard Laurent covering generated by f1, . . . , fn is the
covering by the rational subspaces
Se =
n⋂
i=1
Si,ei (e = (e1, . . . , en) ∈ {−,+}n),
where
Si,− = {v ∈ Spa(A,A+) : v(fi) ≤ 1}, Si,+ = {v ∈ Spa(A,A+) : v(fi) ≥ 1}.
A standard Laurent covering with n = 1 is also called a simple Laurent covering.
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We will use the following observations.
Lemma 2.4.19. The following statements hold.
(a) Any rational covering can be refined by a standard rational covering.
(b) For any standard rational covering U of X, there exists a standard Laurent covering
V of X such that for each V = Spa(B,B+) ∈ V, the restriction of U to V (omitting
empty intersections) is a standard rational covering generated by units in B.
(c) Any standard rational covering generated by units can be refined by a standard Laurent
covering generated by units.
Proof. To prove (a), we follow [22, Lemma 8.2.2/2]. Given a rational covering U1, . . . , Un
where Ui is generated by the parameter set Si = {fi1, . . . , fini, gi}, let S be the set of products
of the form s1 · · · sn where si ∈ Si for all i. Let S ′ be the subset of S consisting of products
s1 · · · sn for which si = gi for at least one i. Note that S ′ generates the unit ideal: for any
v ∈ Spa(A,A+), for each i we can find si ∈ Si not vanishing at v, taking si = gi for any i
for which v ∈ Ui. Thus the parameter set S ′ defines a standard rational covering. To see
that this refines the original covering, note that the rational subspace with final parameter
s1 · · · sn does not change if we add S \ S ′ to the set of parameters (again because the Ui
form a covering), which makes it clear that this subspace is contained in Ui for any index i
for which si = gi (because we now have parameters obtained from s1, . . . , sn by replacing si
with each of the other elements of Si).
To prove (b), we follow [22, Lemma 8.2.2/3]. Let U be the standard rational covering
defined by the parameters f1, . . . , fn. We argue as in Remark 2.4.7: since f1, . . . , fn generate
the unit ideal, by Corollary 2.3.6 the quantity
c = inf{max
i
{α(fi)} : α ∈M(A)}
is positive. Since A contains a topologically nilpotent unit, we may rescale f1, . . . , fn to
reduce to the case c > 1. In this case, the standard Laurent covering V defined by f1, . . . , fn
has the desired property: on the subspace where |f1| , . . . , |fs| ≤ 1 and |fs+1| , . . . , |fn| ≥ 1,
the restriction of U is the standard rational covering generated by fs+1, . . . , fn plus some
empty intersections.
To prove (c), we follow [22, Lemma 8.2.2/4]. Consider the standard rational covering
generated by the units f1, . . . , fn. This cover is refined by the standard Laurent covering
generated by fif
−1
j for 1 ≤ i < j ≤ n, by an elementary combinatorics argument (any total
ordering on a finite set has a maximal element).
Using these observations, we obtain the following criterion.
Proposition 2.4.20. Let P be a property of rational coverings of rational subdomains of
Spa(A,A+) satisfying the following conditions.
(a) The property P is local: if it holds for a refinement of a given covering, it also holds
for the original covering.
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(b) The property P is transitive: if it holds for a covering {(B,B+)→ (Ci, C+i )}i and for
some coverings {(Ci, C+i ) → (Dij , D+ij)}j for each i, then it holds for the composite
covering {(B,B+)→ (Dij , D+ij)}i,j.
(c) The property P holds for any simple Laurent covering.
Then the property P holds for any rational covering of any rational subdomain of Spa(A,A+).
Proof. We make the following observations.
(i) We may deduce P for any standard Laurent covering generated by units by writing
it as a composition of simple Laurent coverings generated by units, then invoking (b)
and (c).
(ii) We may deduce P for any standard rational covering generated by units by applying
Lemma 2.4.19(c) to refine the covering by a standard Laurent covering generated by
units, then invoking (a) and (i).
(iii) Given a standard rational covering {(B,B+) → (Ci, C+i )}i, using Lemma 2.4.19(b)
we obtain a standard Laurent covering {(B,B+) → (Dj , D+j )}j such that for each
j, the covering {(Dj, D+j ) → (Dj , D+j )⊗̂(B,B+)(Ci, C+i )}i is a standard rational cover-
ing generated by units in Dj. We may thus deduce P for the covering {(B,B+) →
(Dj, D
+
j )⊗̂(B,B+)(Ci, C+i )}i,j by invoking (ii) and (b), and then deduce P for the original
covering by invoking (a).
(iv) We may deduce P for any covering by applying Lemma 2.4.19(b) to refine the covering
by a standard rational covering, then invoking (i).
These observations prove the claim.
We will apply Proposition 2.4.20 to two general purposes: construction of acyclic sheaves
of rings, and comparison of certain modules over such sheaves with their global sections.
In the latter case, the conditions of Proposition 2.4.20 will be easy to verify directly. In
the former case, one must be slightly more careful; we package an extra argument into the
following proposition modeled on [22, Proposition 8.2.2/5].
Proposition 2.4.21. Let F be a presheaf of abelian groups on Spa(A,A+). Suppose that for
every rational subdomain U = Spa(B,B+) of Spa(A,A+) and every simple Laurent covering
V1, V2 of U , we have
Hˇ0(U,F ;V) = F(U), resp. Hˇ i(U,F ; {V1, V2}) =
{
F(U) i = 0
0 i = 1.
(2.4.21.1)
Then for every rational subdomain U of Spa(A,A+) and every rational covering V of U ,
H0(U,F) = Hˇ0(U,F ;V) = F(U), resp. H i(U,F) = Hˇ i(U,F ;V) =
{
F(U) i = 0
0 i > 0.
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Proof. Throughout this argument, let U be an arbitrary rational subdomain of Spa(A,A+)
and let V be a rational covering of U . We identify a series of properties of V which satisfy
the criteria of Proposition 2.4.20, and hence hold for all U and V.
First, the property that F(U) → Hˇ0(U,F ;V) is injective satisfies (a) and (b) formally
and (c) by (2.4.21.1).
Next, the property that F(U) → Hˇ0(U,F ;V) is bijective satisfies (b) formally and (c)
by (2.4.21.1). To check (a), let V′ be a refinement of V such that F(U) → Hˇ0(U,F ;V′) is
bijective. The map Hˇ0(U,F ;V)→ Hˇ0(U,F ;V′) is then surjective, but it is also injective by
the previous paragraph (applied to each element of V).
From now on, assume we are in the second situation. Next, we say that V is Cˇech-acyclic
if Hˇ i(U,F ;V) = 0 for all i > 0. This property satisfies criteria (b) formally and (c) by
(2.4.21.1), but not (a).
Instead, we say that V is universally Cˇech-acyclic if its pullback to any rational sub-
domain of U is Cˇech-acyclic. This property formally also satisfies criteria (b) and (c) of
Proposition 2.4.20. However, it also satisfies (a) by a spectral sequence argument; see [22,
Corollary 8.1.4/3].
We thus deduce that every rational covering of every rational subdomain is Cˇech-acyclic.
Acyclicity for sheaf cohomology then follows by a standard homological algebra argument
(see [121, Tag 01EW]).
As a first application of this argument, we have the following result which asserts that
for an arbitrary adic Banach ring, the only obstruction to the analogue of Tate’s acyclicity
theorem is the failure of the structure presheaf to be a sheaf.
Lemma 2.4.22. Let S−, S+ be the simple Laurent covering of Spa(A,A
+) defined by some
f ∈ A. Let (A,A+) → (B1, B+1 ), (A,A+) → (B2, B+2 ), (A,A+) → (B12, B+12) be the rational
localizations corresponding to S−, S+, S− ∩ S+. Then the map B1 ⊕B2 → B12 taking (b1, b2)
to b1 − b2 is surjective.
Proof. By Lemma 2.4.13, we obtain strict surjections
A{T} → B1, A{U} → B2, A{T, U} → B12
taking T to f and U to f−1. In particular, any b ∈ B12 can be lifted to some
∑∞
i,j=0 aijT
iU j ∈
A{T, U}. Let a′n be the sum of aij over all i, j ≥ 0 with i−j = n; note that this sum converges
in A. Let b1 be the image of
∑∞
n=0 a
′
nT
n in B1. Let b2 be the image of −
∑∞
n=1 a
′
−nU
n in B2.
Then (b1, b2) ∈ B1 ⊕B2 maps to b ∈ B12, proving the desired exactness.
Theorem 2.4.23. Suppose that (A,A+) is sheafy. Then for every rational covering U of
Spa(A,A+),
H i(Spa(A,A+),O) = Hˇ i(Spa(A,A+),O;U) =
{
A i = 0
0 i > 0.
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Proof. By Proposition 2.4.21, it suffices to check Cˇech-acyclicity for simple Laurent coverings.
Since the sheafy condition propagates to rational subspaces, we may as well consider only
simple Laurent coverings of Spa(A,A+) itself. In the notation of Lemma 2.4.22, the sequence
0→ A→ B1 ⊕ B2 → B12 → 0
is exact at B12; by the sheafy hypothesis, it is also exact at A and B1 ⊕ B2. Thus Proposi-
tion 2.4.21 yields the claim.
In some cases, one can apply Proposition 2.4.20 to prove properties of individual inclu-
sions of rational subdomains, by taking P to be the condition that every subdomain in a
covering has the desired property. However, in some cases it is not straightforward to verify
locality, in which case the following alternate reduction process may be preferable.
Proposition 2.4.24. Let P be a property of inclusions V ⊆ U of rational subdomains of
Spa(A,A+) satisfying the following conditions.
(a) The property P is transitive: if it holds for V ⊆ U and W ⊆ V , then it holds for
W ⊆ U .
(b) The property P holds for any inclusion V ⊆ U which is part of a simple Laurent
covering of U .
Then the property P holds for any inclusion of rational subdomains of Spa(A,A+).
Proof. To check that P holds for V ⊆ U , write U = Spa(B,B+) and suppose that V is
defined by the parameters f1, . . . , fn, g ∈ B. Let z ∈ B be a topologically nilpotent unit. By
Remark 2.4.7, for any sufficiently large m the set
V0 = {v ∈ U : v(gz−m) ≥ 1}
is contained in V . For i = 1, . . . , n in turn, define
Vi = {v ∈ Vi−1 : v(fig−1) ≤ 1}.
Since each of the inclusions V = Vn ⊆ · · · ⊆ V0 ⊆ U is part of a simple Laurent covering, we
may deduce the claim from (a) and (b).
2.5 Coherent sheaves on affinoid spaces
We now restrict to the setting of affinoid spaces over an analytic field, where a good theory
of coherent sheaves is available thanks to the work of Tate and Kiehl. However, since we
are working in the framework of adic spectra, we must be a bit careful to ensure that our
statements do indeed follow from the classical ones. (If one returns to the classical results,
these can mostly be extended to the most general setting of Berkovich; see Remark 2.5.22.)
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Hypothesis 2.5.1. Throughout §2.5, let (A,A+) be an adic Banach ring in which A is an
affinoid algebra over an analytic field K. We refer to any such object as an adic affinoid
algebra over K. Unless specified we do not assume A+ = A◦; when this does occur, we get
an affinoid K-algebra of tft (topologically finite type) in the terminology of [112].
Lemma 2.5.2. The ring A is noetherian, so (by Remark 2.2.11) any ideal of A is closed.
Moreover, any finite A-module may be viewed as a finite Banach A-module in a canonical
way, under which any A-linear homomorphism of finite A-modules is continuous and strict.
Proof. For the first assertion, see [22, Proposition 6.1.1/3]. For the other assertions (which
apply to any noetherian Banach ring), see [22, §3.7.3].
Remark 2.5.3. A refinement of Lemma 2.5.2 is thatA is excellent in the sense of Grothendieck
[38, The´ore`me 2.6], and hence catenary.
Lemma 2.5.4 (Noether normalization). For A 6= 0, there exists a finite strict monomor-
phism K{T1, . . . , Tn} → A for some n ≥ 0.
Proof. See [22, Corollary 6.1.2/2].
Corollary 2.5.5. The following statement are true.
(a) Every maximal ideal of A has residue field finite over K.
(b) The formula α 7→ pα defines a bijection from Maxspec(A) to the points of M(A) with
residue field finite over K. (We will hereafter identify Maxspec(A) with a subspace of
M(A) and of Spa(A,A+).)
(c) If A is nonzero, then the sets in (b) are nonempty.
Proof. Assertion (a) follows from Lemma 2.5.4. For (b), note that on one hand, if H(α)
is finite over K, then A → H(α) is surjective because its image generates a dense subfield
containing K. Consequently, pα is a maximal ideal of A. Conversely, if m is a maximal ideal
of A, then A/m is a finite extension of K, and so is complete for the unique multiplicative
extension of the norm on K. It thus may be identified with H(α) for some α ∈ M(A). This
proves (b); since any nonzero ring has a maximal ideal, (b) implies (c).
Corollary 2.5.6. For A reduced, the spectral seminorm on A is a norm equivalent to the
given norm.
Proof. See [22, Theorem 6.2.4/1].
Corollary 2.5.7. Let A→ B be a finite morphism. Then for the spectral seminorms on A
and B, the induced map κA → κB is finite.
Proof. See [22, Theorem 6.3.4/2].
We next relate affinoid subdomains of adic spectra with the corresponding notion in rigid
analytic geometry.
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Definition 2.5.8. An affinoid subdomain of Maxspec(A) is a subset U of Maxspec(A) for
which there exists a morphism ϕ : A → B of affinoid algebras over K which is initial for
the property that ϕ∗ : Maxspec(B) → Maxspec(A) factors through U . For example, the
intersection of Maxspec(A) with a rational subspace of Spa(A,A+) is an affinoid subdomain
[22, Proposition 7.2.3/4]; any such subspace is called a rational subdomain of Maxspec(A).
Lemma 2.5.9. Let U be a rational subspace of Spa(A,A+) defined as in (2.4.3.2). Let
(A,A+)→ (B,B+) be the representing morphism.
(a) We have B ∼= A{T1, . . . , Tn}/(gT1 − f1, . . . , gTn − fn).
(b) The space U ∩Maxspec(A) is a rational subdomain of Maxspec(A) represented by the
morphism A→ B.
(c) If A is reduced, then so is B.
(d) If A+ = A◦, then B+ = B◦.
Proof. By Lemma 2.5.2 the ideal (gT1 − f1, . . . , gTn − fn) in A{T1, . . . , Tn} is closed, so (a)
follows from Lemma 2.4.13. We deduce (b) from (a) plus [22, Proposition 7.2.3/4]. We
deduce (c) from (b) plus [22, Corollary 7.3.2/10]. To deduce (d), apply Corollary 2.5.7 to
the finite morphism A{T1, . . . , Tn} → B to deduce that κB is integral over κA[T1, . . . , Tn] via
the map taking Ti to fi/g.
Lemma 2.5.10. Any finite covering of Maxspec(A) by rational subdomains is refined by a
covering induced by a rational covering of Spa(A,A+).
Proof. By [22, Lemma 8.2.2/2], any finite covering of Maxspec(A) by rational subdomains
is refined by standard rational covering in the sense of Definition 2.4.18.
The Gerritzen-Grauert theorem in rigid analytic geometry can be interpreted as follows.
(See also Temkin’s proof in the context of Berkovich’s theory [122, Theorem 3.1].)
Theorem 2.5.11. Let U be an affinoid subdomain of Maxspec(A). Then there exists a
rational covering V1, . . . , Vn of Spa(A,A
+) such that U ∩ Vi is a rational subdomain in Vi ∩
Maxspec(A) for i = 1, . . . , n. In particular, U can be written as a finite union of rational
subdomains of Maxspec(A) (but not conversely: not every finite union of rational subdomains
is an affinoid subdomain).
Proof. By [22, Theorem 7.3.5/1], there exists a finite collection of rational subspacesW1, . . . ,Wm
of Maxspec(A) with the property that U ∩Wi is a rational subdomain inWi for i = 1, . . . , m.
By Lemma 2.5.10, this covering can be refined to a covering induced by a rational covering
of Spa(A,A+).
Lemma 2.5.12. Suppose that A+ = A◦ (and hence A is reduced; see Definition 2.8.1). For
any rational subdomain Spa(B,B+) of Spa(A,A+), a finite collection of rational subdomains
{Ui}i of Spa(B,B+) is a rational covering if and only if {Ui ∩Maxspec(B)}i is a covering
of Maxspec(B).
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Proof. We first check the special case of a one-element covering. Suppose that V ⊆ U
are rational subspaces of Spa(A,A◦) such that U is rational and V ∩ Maxspec(A) = U ∩
Maxspec(A). Let (A,A◦)→ (B,B+)→ (C,C+) be the corresponding rational localizations.
By Lemma 2.5.9, B+ = B◦. Since B → C is a rational localization, it induces isomorphisms
at completed (algebraic) local rings, and hence is an open immersion of rigid analytic spaces
[22, Proposition 7.3.3/5]. But by assumption Maxspec(B) = Maxspec(C), so we obtain an
isomorphism of rigid analytic spaces (see the discussion after [22, Corollary 7.3.3/6]) and
B → C is itself an isomorphism of rings. Since B◦ = C◦ ⊆ C+ ⊆ C◦, we have C+ = C◦ and
hence V = U .
To prove the statement of the lemma, note that B+ = B◦ by Lemma 2.5.9; we may
thus assume (B,B+) = (A,A◦). Let {Ui}i be a finite collection of rational subdomains of
Spa(A,A◦) such that {Ui ∩Maxspec(A)}i is a covering of Maxspec(A). By Lemma 2.5.10,
there exists a rational covering {Vj}j of Spa(A,A◦) such that the covering {Vj∩Maxspec(A)}nj=1
of Maxspec(A) refines the covering {Ui ∩ Maxspec(A)}i. That is, for each j = 1, . . . , n,
there exists some i such that Vj ∩ Maxspec(A) ⊆ Ui ∩ Maxspec(A), or in other words
(Vj ∩ Ui) ∩Maxspec(A) = Vj ∩Maxspec(A). By the previous paragraph, this implies that
Vj ∩ Ui = Vj, or in other words Vj ⊆ Ui. Hence {Ui}i is a rational covering as claimed.
Corollary 2.5.13. Suppose that A is reduced. Then no two distinct rational subspaces of
Spa(A,A+) have the same intersection with Maxspec(A).
Proof. We may reduce to the case where A is reduced. By Corollary 2.5.6, we may further
reduce to the case A+ = A◦. For U = Spa(B,B+) a rational subspace of Spa(A,A◦),
U = ∅ iff B = 0 (Theorem 2.3.4) iff Maxspec(B) = 0. We may thus deduce the claim from
Lemma 2.5.12.
Proposition 2.5.14. Let U be an affinoid subdomain of Spa(A,A+) represented by (A,A+)→
(B,B+).
(a) The space U ∩Maxspec(A) is an affinoid subdomain of Maxspec(A) represented by the
morphism A→ B.
(b) If A is reduced, then so is B.
(c) If A+ = A◦, then B+ = B◦.
Proof. To check (a), let A → C be a morphism of affinoid algebras over K such that
Maxspec(C) maps into U ∩Maxspec(A); we must show that this morphism factors through
B. Form a morphism (A,A+) → (C,C+) of adic Banach rings by taking C+ = C◦. To
factor A→ C through B, it suffices to check that Spa(C,C+) maps into U ; for this purpose,
we may assume that A is reduced, then pass from (A,A+) to (A,A◦) by base extension
(using Corollary 2.5.6) and thus assume that A+ = A◦. Apply Theorem 2.5.11 to obtain
a rational covering {Vi}i of Spa(A,A◦) such that for each i, U ∩ Vi ∩ Maxspec(A) is a
rational subspace of Vi ∩Maxspec(A). Let (A,A+) → (Di, D+i ) be the rational localization
representing Vi; by Lemma 2.5.9, D
+
i = D
◦
i . Put (Ei, E
+
i ) = (B,B
+)⊗̂(A,A+)(Di, D+i ) and
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(Fi, F
+
i ) = (C,C
+)⊗̂(A,A+)(Di, D+i ); it now suffices to check that the image of Spa(Fi, F+i )→
Spa(Di, D
+
i ) is contained in U ∩ Vi. Since (Di, D+i )→ (Ei, E+i ) and (C,C+)→ (Fi, F+i ) are
rational localizations, Lemma 2.5.9 implies that E+i = E
◦
i , F
+
i = F
◦
i , and U∩Vi∩Maxspec(A)
is a rational subdomain of Maxspec(Di) = Vi ∩Maxspec(A). Since Maxspec(Fi) maps into
U ∩ Vi ∩Maxspec(A), it follows that Di → Fi factors through Ei and so (Di, D◦i )→ (Fi, F ◦i )
factors through (Ei, E
◦
i ). Hence the image of Spa(Fi, F
+
i ) → Spa(Di, D+i ) is contained in
U ∩ Vi, yielding (a).
Given (a), we may deduce (b) and (c) by the same arguments as in the proofs of parts
(c) and (d) of Lemma 2.5.9.
Proposition 2.5.15. Suppose that A+ = A◦ (and hence A is reduced). For any affi-
noid subdomain Spa(B,B+) of Spa(A,A◦), a finite collection of affinoid subdomains {Ui}i
of Spa(B,B+) is an affinoid covering if and only if {Ui ∩ Maxspec(B)}i is a covering of
Maxspec(B).
Proof. This follows by the same proof as Lemma 2.5.12, but using Proposition 2.5.14 in lieu
of Lemma 2.5.9.
Remark 2.5.16. Proposition 2.5.14 and Proposition 2.5.15 allow us to assert statements
about affinoid subdomains of Spa(A,A+) by invoking the corresponding statements about
affinoid subdomains of Maxspec(A) from rigid analytic geometry. We will do this without
further comment in what follows.
Lemma 2.5.17. For any affinoid localization (A,A+)→ (B,B+), the morphism A→ B is
flat.
Proof. See [22, Corollary 7.3.2/6].
Proposition 2.5.18. Let {(A,A+) → (Bi, B+i )}ni=1 be an affinoid covering. Then the ring
homomorphism A→ B1 ⊕ · · · ⊕ Bn is faithfully flat.
Proof. The homomorphism is flat by Lemma 2.5.17. It is faithful by Lemma 1.1.4 and the
fact that every maximal ideal of A is closed (by Corollary 2.3.5).
Corollary 2.5.19. Let {(A,A+)→ (Bi, B+i )}ni=1 be an affinoid covering.
(a) A finite A-module M is locally free if and only if M ⊗A Bi is a locally free Bi-module
for i = 1, . . . , n.
(b) A finite A-algebra R is e´tale if and only if R⊗ABi is an e´tale Bi-algebra for i = 1, . . . , n.
Proof. This follows from Proposition 2.5.18 plus Theorem 1.3.5.
Theorem 2.5.20. Let U be an affinoid covering.
(a) For any finite A-module M , let M˜ be the sheaf of O-modules on Spa(A,A+) induced
by M . Then H i(Spa(A,A+), M˜ ;U) = M for i = 0 and 0 for i > 0. In particular,
(A,A+) is sheafy and H i(Spa(A,A+), M˜) =M for i = 0 and 0 for i > 0.
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(b) The functor M 7→ M˜ defines a tensor equivalence between finite A-modules and coher-
ent sheaves of O-modules on Spa(A,A+). In particular, for {(A,A+) → (Bi, B+i )}ni=1
the morphisms representing U, the homomorphism A → B1 ⊕ · · · ⊕ Bn is an effective
descent morphism for finite Banach modules over Banach rings.
Proof. Part (a) is due to Tate; see [22, Corollary 8.2.1/5]. Part (b) is due to Kiehl; see [22,
Theorem 9.4.3/3].
Corollary 2.5.21. Let U be a closed-open subset of Spa(A,A+). Then there exists a unique
idempotent element e ∈ A whose image in H(v) is 1 if v ∈ U and 0 if v /∈ U . In particular,
the projection A→ eA taking x ∈ A to ex induces a homeomorphism Spa(eA, eA+) ∼= U .
Note that the analogous result for M(A) also holds because the closed-open subsets of
M(A) and Spa(A,A+) correspond; see Definition 2.4.8. Note also that this result generalizes
to arbitrary adic Banach rings; see Proposition 2.6.4.
Proof. Cover U with finitely many rational subdomains U1, . . . , Um and the complement of U
with finitely many rational subdomains V1, . . . , Vn. Let (A,A
+)→ (Bi, B+i ) and (A,A+)→
(Cj, C
+
j ) be the morphisms representing Ui and Vj, respectively. By Theorem 2.5.20(a)
applied with M = A, the element ((1, . . . , 1), (0, . . . , 0)) of (B1⊕· · ·⊕Bm)⊕ (C1⊕· · ·⊕Cn)
determines an idempotent element e ∈ A with the desired property.
To verify uniqueness, let e′ ∈ A be another idempotent of the desired form. Then 1−e−e′
maps to 1 or −1 in H(v) for each v ∈ Spa(A,A+), and so is a unit in A by Corollary 2.3.7.
Now (e− e′)(1− e− e′) = 0, so e− e′ = 0 as desired.
Remark 2.5.22. As described in [14, §2], Berkovich extends the preceding results (excluding
Lemma 2.5.4 and Corollary 2.5.5) in three ways: the base field K is permitted to carry the
trivial norm; affinoid algebras are defined as in Remark 2.2.16; and rational subspaces are
defined as in Remark 2.4.10. The basic idea is that for any affinoid algebra A over K in
the sense of Berkovich, one can construct a nontrivially normed analytic field L containing
K such that AL = A⊗̂KL is an affinoid algebra over L in the classical sense (by adjoining
some transcendentals with prescribed norms). The most nontrivial points are that the map
A→ AL is strict (Lemma 2.2.9) and faithfully flat [15, Lemma 2.1.2] and the corresponding
restriction map M(AL)→M(A) is surjective (Lemma 2.3.13).
Remark 2.5.23. In a different direction, note that for any r ∈ (0, 1), s ∈ (1,+∞) with
rs ≥ 1, the ring Z((z)) equipped with the norm∣∣∣∣∣∑
i∈Z
ciz
i
∣∣∣∣∣ = max{max{ri : i ≥ 0, ci 6= 0},max{si : i > 0, c−i 6= 0}}
is strongly noetherian: we may construct Z((z)){T1, . . . , Tn} by taking the z-adic completion
of Z[z, T1, . . . , Tn] and then inverting z. This means that many of the preceding results
apply also to affinoid algebras over Z((z)), including Lemma 2.5.17 (see [79, Lemma 1.7.6]),
Proposition 2.5.18 (as a corollary of Lemma 2.5.17), Corollary 2.5.19 (as a corollary of
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Proposition 2.5.18), Theorem 2.5.20(a) (see [78, Theorem 2.5]), and Corollary 2.5.21 (as a
corollary of Theorem 2.5.20(a)). One may also extend Theorem 2.5.20(b): we are unaware
of a precise reference, but given the previous results one may directly emulate the proof of
[22, Theorem 9.4.3/3]. In this paper we will only apply Theorem 2.5.20(b) in the case of
finite projective modules, in which case one may instead appeal to Theorem 2.7.7; note that
the proof of that theorem does not depend on any results from §2.6, so there is no vicious
circle.
2.6 Affinoid systems
To get some handle on Banach algebras which are not affinoid algebras over a field, we use an
analogue of the observation that every ring is a direct limit of noetherian subrings (namely
its finitely generated Z-subalgebras). As usual, we restrict to classical affinoid algebras and
note in passing that similar arguments can be derived in Berkovich’s framework.
Definition 2.6.1. By an affinoid system, we will mean a directed system {((Ai, A+i ), αi)}i∈I
in the category of adic affinoid algebras over Z((z)) and submetric (not just bounded) mor-
phisms. Note that each ring Ai is strongly noetherian (Remark 2.5.23).
Given an affinoid system, equip the direct limit A of the Ai in the category of rings
with the submultiplicative seminorm α given by taking the infimum of the quotient norms
induced by the αi, and let A
+ be the direct limit of the A+i . We will refer to the completion
of (A,A+) with respect to α as the completed direct limit of the system.
Lemma 2.6.2. Let (R,R+) be an adic Banach algebra. Then there exists an affinoid system
with completed direct limit (R,R+).
Proof. By choosing a topologically nilpotent unit z ∈ R, we may view R as a Banach algebra
over Z((z)) for a suitable norm as in Remark 2.5.23. Let I be the set of finite subsets of
R+. For each S ∈ I, let Ai be the quotient of Z((z)){S} by the kernel of the map to R
taking s (as a generator of the ring) to s (as an element of R); this is an affinoid algebra
over Z((z)). Equip Ai with the supremum of the quotient norm and the subspace norm;
since this is again a norm under which Ai is a Banach algebra over Z((z)), it is equivalent
to the quotient norm by the open mapping theorem (Theorem 2.2.8). Let A+i be the image
of ZJzK{S} in Ai. This gives the desired affinoid system.
The previous observation has some strong consequences for Banach algebras.
Remark 2.6.3. Let {((Ai, A+i ), αi)}i∈I be an affinoid system. For ((A,A+), α) the direct
limit and (R,R+) the completion, the restriction map Spa(R,R+)→ lim←−i Spa(Ai, A
+
i ) is con-
tinuous, and also bijective because specifying a compatible system of semivaluations on each
Ai bounded by αi is equivalent to specifying a semivaluation on A bounded by α. Moreover,
every rational subspace of Spa(R,R+) arises from some Spa(Ai, A
+
i ) by Remark 2.4.7. We
thus obtain a homeomorphism Spa(R,R+) ∼= lim←−i Spa(Ai, A
+
i ).
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We obtain the following extension of Corollary 2.5.21. For an alternate approach that also
includes the case of a Banach algebra over a trivially normed field (without a topologically
nilpotent unit), see [14, Theorem 7.4.1].
Proposition 2.6.4. Let (R,R+) be an adic Banach algebra, and let U be a closed-open
subset of Spa(R,R+). Then there exists a unique idempotent element e ∈ R whose image in
H(v) is 1 if v ∈ U and 0 if v /∈ U . In particular, the projection R→ eR taking x ∈ R to ex
induces a homeomorphism Spa(eR, eR+) ∼= U .
Proof. By Lemma 2.6.2, we can ensure that there exists an affinoid system {((Ai, A+i ), αi)}i∈I
with completed direct limit Spa(R,R+). By Remark 2.3.15(e) and Remark 2.6.3, U is the
inverse image of a closed-open subset of some Spa(Ai, A
+
i ), and hence is induced by some
idempotent element of some Ai by Corollary 2.5.21 (as extended by Remark 2.5.23).
We next relate rational localizations of the completed direct limit of an affinoid system
with the corresponding objects defined on individual terms of the system.
Lemma 2.6.5. Let {((Ai, A+i ), αi)}i∈I be an affinoid system with direct limit ((A,A+), α).
Let (R,R+) be the completion of (A,A+).
(a) For any rational localization (R,R+) → (S, S+), there exist an index i ∈ I and a
rational localization (Ai, A
+
i )→ (Bi, B+i ) such that (S, S+) ∼= (Bi, B+i )⊗̂(Ai,A+i )(R,R+).
The same is then true for each j ≥ i for (Bj , B+j ) = (Bi, B+i )⊗̂(Ai,A+i )(Aj, A
+
j ); in fact,
the (Bj, B
+
j ) form another affinoid system with completed direct limit (S, S
+).
(b) With notation as in (a), for any v ∈ Spa(R,R+) restricting to vi ∈ Spa(Ai, A+i ), v
belongs to Spa(S, S+) if and only if vi belongs to Spa(Bi, B
+
i ).
(c) With notation as in (a), for any β ∈ M(R) restricting to βi ∈ M(Ai), (R,R+) →
(S, S+) encircles β if and only if there exists an index j ≥ i for which (Aj , A+j ) →
(Bj, B
+
j ) encircles βj.
Proof. Part (a) is immediate from Remark 2.4.7. Part (b) is immediate from Remark 2.6.3.
Part (c) follows by taking maximal Hausdorff quotients in Remark 2.6.3 to view M(R) as
the inverse limit of the M(Ai).
Corollary 2.6.6. Let {((Ai, A+i ), αi)}i∈I be an affinoid system with direct limit ((A,A+), α).
Let (R,R+) be the completion of (A,A+).
(a) For v ∈ Spa(A,A+) and i ∈ I, let Oi,v be the stalk of the structure sheaf of Spa(Ai, A+i )
at v. Then lim−→i∈I Oi,v is a local ring whose residue field is dense in H(v).
(b) For β ∈ M(R) and i ∈ I, let Ai,β denote the Hausdorff localization of Ai at the
restriction of β. Then lim−→i∈I Ai,β is a local ring whose residue field is dense in H(β).
Remark 2.6.7. With notation as in Lemma 2.6.5, note that by Remark 2.3.15(d), any
rational covering of Spa(A,A+) is defined over some (Ai, A
+
i ).
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We have the following extension of Lemma 2.2.4.
Proposition 2.6.8. Let {((Ai, A+i ), αi)}i∈I be an affinoid system with direct limit ((A,A+), α).
Put I = ker(α), A = A/I, and R = Â. Then the base change functors FE´t(A)→ FE´t(A)→
FE´t(R) are tensor equivalences.
Proof. The base change functor FE´t(A)→ FE´t(A) is a tensor equivalence by Lemma 2.2.3(a)
and Theorem 1.2.8. The functor FE´t(A)→ FE´t(R) is rank-preserving and fully faithful by
Lemma 2.2.4(a). It is thus enough to check that FE´t(A)→ FE´t(R) is essentially surjective.
Choose any V ∈ FE´t(R). For each β ∈ M(R), for Ai,β the Hausdorff localization
of Ai at the restriction of β, the functor FE´t(lim−→i∈I Ai,β) → FE´t(Rβ) is an equivalence
by Corollary 2.6.6 (to see that both lim−→i∈I Ai,β and Rβ have dense images in H(β)) and
Lemma 2.2.4(b). We can thus choose an index i ∈ I and a rational localization (Ai, A+i )→
(Bi, B
+
i ) encircling β such that for S = R⊗̂AiBi, the object V ⊗RS in FE´t(S) descends to an
object in FE´t(Bi). By the compactness ofM(R), we can find an index i ∈ I and a strong ra-
tional covering {(Ai, A+i )→ (Bi,j, B+i,j)}nj=1 such that for Sj = R⊗̂AiBi,j, the object V ⊗R Sj
in FE´t(Sj) descends to an object Ui,j in FE´t(Bi,j). If write Bi,jl and Sjl for Bi,j⊗̂AiBi,l
and Sj⊗̂RSl, the functor FE´t(lim−→i∈I Bi,jl)→ FE´t(Sjl) is fully faithful; we thus obtain (after
suitably increasing i) isomorphisms among the Ui,j on overlaps satisfying the cocycle condi-
tion. By Theorem 2.5.20(b) and Corollary 2.5.19 (as extended by Remark 2.5.23), the Ui,j
glue to an object in FE´t(Ai), and hence in FE´t(A). This proves the claim.
Using Lemma 2.6.5, we obtain a weak extension of Theorem 2.5.20 to arbitrary Banach
algebras. A better result would be to glue finite projective modules, but this is more difficult;
see §2.7.
Theorem 2.6.9. Let (R,R+) be an adic Banach algebra. Let {(R,R+) → (Ri, R+i )}ni=1 be
a rational covering. Then the homomorphism R → R1 ⊕ · · · ⊕ Rn is an effective descent
morphism for finite e´tale algebras over Banach rings.
Proof. By Lemma 2.6.2, we can construct an affinoid system {((Ai, A+i ), αi)}i∈I with com-
pleted direct limit (R,R+). By Remark 2.6.7, for each sufficiently large j, the given covering
family is induced by a covering family {(Aj , A+j )→ (Bj,i, B+j,i)}ni=1. By Proposition 2.6.8, any
descent datum for finite e´tale algebras over Banach rings with respect to R→ S1⊕ · · · ⊕ Sn
arises from a descent datum with respect to Aj → Bj,1⊕ · · ·⊕Bj,n for some j. This descent
datum is effective by Theorem 2.5.20(b) (as extended by Remark 2.5.23, to uniquely glue
the underlying finite flat algebras) and Corollary 2.5.19 (to show that the resulting algebra
is finite e´tale).
Corollary 2.6.10. With notation as in Theorem 2.6.9, the morphism R → R1 ⊕ · · · ⊕ Rn
is an effective descent morphism for e´tale Zp-local systems over Banach rings.
Proof. This follows from Theorem 2.6.9 and Remark 1.4.3.
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2.7 Glueing of finite projective modules
We now turn to the problem of glueing finite modules over Banach rings, using the formalism
of §1.3 as a starting point. We begin with a cautionary note.
Remark 2.7.1. For (R,R+) → (S, S+) a rational localization of adic Banach rings, the
map R → S is flat when R is an affinoid algebra over an analytic field by Lemma 2.5.17,
but need not be flat in general. For instance, flatness almost always fails for perfectoid
algebras. Guided by this observation and by the analogy with the Beauville-Laszlo theorem
(Proposition 1.3.6), we limit our glueing ambitions to cases where the modules being glued
are themselves flat.
Taking Remark 2.7.1 into account, we will be interested in the categories of sheaves of
locally free modules of finite rank over various sheaves of rings on adic spectra; in particular,
we will want to know when these categories are equivalent to the categories of finite projective
modules over the ring of global sections. The guiding principle at work is that the only
obstructions to obtaining such results (analogous to Kiehl’s theorem) are failures of acyclicity
of the base rings (analogous to Tate’s theorem).
Lemma 2.7.2. Let R1 → S, R2 → S be bounded homomorphisms of Banach rings (not
necessarily containing topologically nilpotent units) such that the sum homomorphism ψ :
R1 ⊕ R2 → S of groups is strict surjective. Then there exists a constant c > 0 such that
for every positive integer n, every matrix U ∈ GLn(S) with |U − 1| < c can be written in
the form ψ(U1)ψ(U2) with Ui ∈ GLn(Ri). Moreover, if ψ is almost optimal, this holds with
c = 1.
Proof. By hypothesis, there exists a constant d ≥ 1 such that every x ∈ S lifts to some pair
(y1, y2) ∈ R1 ⊕ R2 with |y1|, |y2| ≤ d|x|. It will suffice to prove the claim for c = d−2.
Given U ∈ GLn(S) with |U − 1| < c, put V = U − 1, and lift each entry Vij to a pair
(Xij, Yij) ∈ R1 ⊕ R2 with |Xij|, |Yij| ≤ d|Vij|. Then the matrix U ′ = ψ(1 − X)Uψ(1 − Y )
satisfies |U ′−1| ≤ d|U−1|2. If |U −1| ≤ d−l for some integer l ≥ 2, then |U ′−1| ≤ d−l−1, so
we may construct the desired matrices by iterating the construction. (See [51, Lemma 4.5.3]
for a similar argument or [85, Theorem 2.2.2] for a more general result.)
Definition 2.7.3. Let
R //

R1

R2 // R12
be a commutative diagram of Banach rings. (For the purposes of this definition, it is not
necessary to assume the presence of topologically nilpotent units.) We call this diagram a
glueing square if the following conditions hold.
(a) The sequence
0→ R→ R1 ⊕ R2 → R12 → 0
of R-modules, in which the last nontrivial arrow takes (s1, s2) to s1−s2, is strict exact.
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(b) The map R2 → R12 has dense image.
(c) The map M(R1 ⊕R2)→M(R) is surjective.
We define glueing data on a glueing square as in Definition 1.3.7.
The following argument is a variant of Lemma 2.2.13.
Lemma 2.7.4. Consider a glueing square as in Definition 2.7.3, and let M1,M2,M12 be a
finite glueing datum. Let M be the kernel of the map M1 ⊕M2 → M12 taking (m1, m2) to
ψ1(m1)− ψ2(m2).
(a) For i = 1, 2, the natural map M ⊗R Ri →Mi is surjective.
(b) The map M1 ⊕M2 → M12 is surjective.
Proof. We follow [51, Lemmas 4.5.4 and 4.5.5]. Choose generating sets v1, . . . ,vn and
w1, . . . ,wn of M1 and M2, respectively, of the same cardinality. We may then choose n× n
matrices A,B over R12 such that ψ2(wj) =
∑
iAijψ1(vi) and ψ1(vj) =
∑
iBijψ2(wi).
By hypothesis, the map R2 → R12 has dense image. We may thus choose an n×n matrix
B′ over R2 so that A(B
′ − B) has norm less than the constant c of Lemma 2.7.2. We may
then write 1 + A(B′ − B) = C1C−12 with Ci ∈ GLn(Ri).
We now may define elements xj ∈M1 ⊕M2 by the formula
xj = (xj,1,xj,2) =
(∑
i
(C1)ijvi,
∑
i
(B′C2)ijwi
)
(j = 1, . . . , n).
Then
ψ1(xj,1)− ψ2(xj,2) =
∑
i
(C1 −AB′C2)ijψ1(vi) =
∑
i
((1−AB)C2)ijψ1(vi) = 0,
so xj ∈M . Since C1 ∈ GLn(R1), the xi,1 generate M1 over R1, so the map M ⊗R R1 →M1
is surjective. We may now apply Lemma 1.3.8 to deduce (a) and (b).
Proposition 2.7.5. Consider a glueing square as in Definition 2.7.3, and let M1,M2,M12
be a finite projective glueing datum. Let M be the kernel of the map M1⊕M2 → M12 taking
(m1, m2) to ψ1(m1)−ψ2(m2). Then M is a finite projective R-module and the natural maps
M ⊗R Ri → Mi are isomorphisms.
Proof. By Lemma 2.7.4, the hypotheses of Lemma 1.3.9(a) are satisfied. It thus suffices to
check that the additional hypothesis of Lemma 1.3.9(b) is satisfied, i.e., that the image of
Spec(R1⊕R2)→ Spec(R) contains Maxspec(R). Given p ∈ Maxspec(R), choose α ∈M(R)
with pα = p (see Definition 2.3.8). By assumption, α lifts to some β ∈ M(R1 ⊕ R2); then
pβ is a prime ideal of Spec(R1 ⊕ R2) lifting p.
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Definition 2.7.6. Let (A,A+) be an adic Banach ring. Let R be a presheaf of topological
rings on Spa(A,A+). We say that R satisfies the Tate sheaf property if for every rational
localization (A,A+)→ (B,B+) and every rational covering V of U = Spa(B,B+),
H i(U,R) = Hˇ i(U,R;V) =
{
R(U) i = 0
0 i > 0.
(2.7.6.1)
In particular, this implies that R is a sheaf. By Proposition 2.4.21, it suffices to check
(2.7.6.1) for simple Laurent coverings.
We say that R satisfies the Kiehl glueing property if for every rational subdomain U of
Spa(A,A+), the functor from the category of finite projective R(U)-modules to the category
of sheaves of R-modules over U which are locally free of finite rank is an equivalence of
categories.
Theorem 2.7.7. Let (A,A+) be a sheafy adic Banach ring. Then the structure sheaf on
Spa(A,A+) satisfies the Tate sheaf property and the Kiehl glueing property.
Proof. The Tate sheaf property is a consequence of Theorem 2.4.23. The Kiehl glueing
property follows from acyclicity plus Proposition 2.4.20 and Proposition 2.7.5.
Remark 2.7.8. By Theorem 2.5.20, any adic affinoid algebra over an analytic field is sheafy.
Some additional cases in which we will establish the sheafy property, and hence the Tate and
Kiehl properties, will be perfect uniform Banach Fp-algebras (Theorem 3.1.13), perfectoid
algebras (Theorem 3.6.15), and preperfectoid algebras (Theorem 3.7.4). For some additional
examples of presheaves of rings satisfying the Tate and Kiehl properties, see §5.3.
Remark 2.7.9. As an aside, we use the glueing formalism to produce a new proof of the
Beauville-Laszlo theorem as formulated in Proposition 1.3.6. (Note that [8] also includes a
somewhat stronger result which we do not treat here.)
Set
R1 = R̂, R2 = R[t
−1], R12 = R̂[t
−1].
Since t is not a zero divisor in R, the maps R→ R2, R1 → R12 are both injective. It is clear
that R1 ⊕ R2 → R12 is surjective, so we obtain a glueing square.
Given a finite glueing datum, set notation as in the first paragraph of the proof of
Lemma 2.7.4. Since R2 → R12 has dense image for the t-adic topology, we may choose
a matrix B′ over R2 so that A(B
′ − B) has entries in tR1. Put C1 = 1 + A(B′ − B) ∈
GLn(R1) and C2 = 1 ∈ GLn(R2); we may then continue as in Lemma 2.7.4 to conclude that
M ⊗R R1 →M1 is surjective.
Since Spec(R1⊕R2)→ Spec(R) is surjective, the hypotheses of Lemma 1.3.9 are satisfied.
Proposition 1.3.6 follows at once.
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2.8 Uniform Banach rings
In the classical theory of Banach algebras over R or C, an important role is played by the
class of uniform function algebras (i.e., algebras of continuous functions on compact spaces
topologized using the supremum norm). We now introduce the analogous objects in the
nonarchimedean setting.
Definition 2.8.1. The following conditions on a Banach ring A are equivalent.
(a) The norm on A is equivalent to some power-multiplicative norm.
(b) The norm on A is equivalent to its spectral seminorm (which we therefore also call the
spectral norm).
(c) There exists c > 0 such that |x2| ≥ c |x|2 for all x ∈ A. (One gets another equivalent
condition by replacing 2 with any larger integer.)
(d) The subring A◦ of A is bounded.
If these conditions hold, we say A is uniform. Any uniform Banach ring is reduced; the
converse is false in general, but any reduced affinoid algebra over an analytic field is uniform
by Corollary 2.5.6. We say that an adic Banach ring (A,A+) is uniform if A is a uniform
Banach ring.
Example 2.8.2. For A a uniform Banach ring and r1, . . . , rn > 0, the Tate algebra
A{T1/r1, . . . , Tn/rn}
is again uniform; see Definition 2.2.15.
Remark 2.8.3. For A a uniform Banach ring, by Theorem 2.3.10 the spectral norm on
A is equal to the restriction of the supremum norm on
∏
α∈M(A)H(α) along the Gel’fand
transform. Here are some notable consequences.
(a) Any bounded homomorphism A → B of uniform Banach rings equipped with their
spectral norms is submetric in general, and isometric if and only if M(B)→M(A) is
surjective.
(b) For (A,A+) a uniform adic Banach ring, the map A→ H0(Spa(A,A+),O) is injective.
That is, (A,A+) can only fail to be sheafy if local sections fail to glue.
For uniform Banach rings, we have the following criterion for projectivity of finitely
generated modules, analogous to criterion (d) in Definition 1.1.2 for reduced rings.
Proposition 2.8.4. Let A be a uniform Banach ring and let M be a finitely generated
A-module. Then the following conditions are equivalent.
(a) The module M is projective.
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(b) The rank function β 7→ dimH(β)(M ⊗A H(β)) on M(A) is continuous.
(c) There exists a bounded homomorphism A → B of uniform Banach rings such that
M(B)→M(A) is surjective and M ⊗A B is a projective B-module.
Proof. If (a) holds, then the function p → dimA/p(M ⊗A (A/p)) on Spec(A) is continuous.
By restricting along the map M(A)→ Spec(A), we obtain (b).
If (b) holds, then the function β 7→ dimH(β)(M ⊗A H(β)) is constant on each set in
some finite disconnection of M(A). By Proposition 2.6.4 and the relationship between
disconnections of M(A) and Spa(A,A◦) (Definition 2.4.8), this disconnection descends to
Spec(A), so we may reduce to the case where dimH(β)(M ⊗A H(β)) is equal to a constant
value n. For each maximal ideal p of A, we may choose α ∈ M(A) with pα = p (see
Definition 2.3.8). Choose elements v1, . . . ,vn of M whose images in M ⊗AH(α) are linearly
independent. Then v1, . . . ,vn form a basis of M ⊗A A/p, so they also generate M ⊗A Ap
by Nakayama’s lemma. We may then choose f ∈ A \ p so that v1, . . . ,vn generate M ⊗A
A[f−1]. Suppose that v1, . . . ,vn fail to form a basis of M ⊗A A[f−1]; then there must exist
a1, . . . , an ∈ A not all mapping to zero in A[f−1] and a nonnegative integer m such that
fma1v1 + · · ·+ fmanvn = 0. For each β ∈ M(A), if β(f) = 0, then obviously β(fmai) = 0
for i = 1, . . . , n. Otherwise, pβ ∈ Spec(A[f−1]) and so v1, . . . ,vn generate M ⊗AA/pβ, again
without relations because dimH(β)(M ⊗A H(β)) = n. Hence β(fmai) = 0 for i = 1, . . . , n
again. By Theorem 2.3.10, we deduce that fmai = 0 for i = 1, . . . , n, a contradiction.
We conclude that M ⊗A A[f−1] is a free A[f−1]-module; in other words, M is free over a
distinguished open subset of Spec(A) containing the original maximal ideal p as well as all
other prime ideals contained in p. We may thus cover Spec(A) by such open subsets, so (a)
holds.
If (a) holds, then (c) is evident. Conversely, if (c) holds, then the function γ 7→
dimH(γ)(M ⊗A H(γ)) on M(B) is continuous by the previous paragraph. This function
factors through the function β 7→ dimH(β)(M ⊗A H(β)) on M(A); the latter is forced to be
continuous because M(B) →M(A) is a surjective continuous map of compact spaces and
hence a quotient map (Remark 2.3.15(b)). We thus deduce (b). Hence all three conditions
are equivalent.
Remark 2.8.5. Unfortunately, the class of uniform Banach rings is not stable under some
key operations.
• For A→ B,A→ C morphisms of uniform Banach rings, the completed tensor product
B⊗̂AC need not be uniform. A simple example is A = Qp and B = C = Cp (the
completion of an algebraic closure of Qp). For a special case where uniformity is
preserved, see Lemma 2.8.6.
• For (A,A+) a uniform adic Banach ring, a rational localization of Spa(A,A+) need not
be uniform; see Example 2.8.7. When this is always true, we say that (A,A+) is stably
uniform; see Theorem 2.8.10 for an example of this condition.
One operation under which the class of uniform Banach rings does turn out to be stable is
the formation of finite e´tale extensions; see Proposition 2.8.16 and Remark 2.8.19.
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Lemma 2.8.6. Let k ⊆ ℓ be an extension of perfect fields of characteristic p. Put K =
W (k)[p−1] and L = W (ℓ)[p−1]. Let A be a uniform Banach algebra over K equipped with
the spectral norm. Then the tensor product seminorm on A⊗K L is power-multiplicative; in
particular, A⊗̂KL is again uniform.
Proof. Let S be a basis of ℓ over k; we can then write each element b ∈ A⊗K L uniquely in
the form
∑
s∈S as ⊗ [s] for some as ∈ A, all but finitely of which are zero. In terms of such
a representation, we have
|b| = max{|as| : s ∈ S}
and hence ∣∣∣∣∣bp −∑
s∈S
aps ⊗ [sp]
∣∣∣∣∣ ≤ p−1 |b|p .
Since k and ℓ are perfect, {sp : s ∈ S} is also a basis of ℓ over k, so∣∣∣∣∣∑
s∈S
aps ⊗ [sp]
∣∣∣∣∣ = max{|aps| : s ∈ S}.
It follows that |bp| = cp, proving the claim.
The following example is due to Mihara [99].
Example 2.8.7. Let K be an analytic field and pick any r > 0. Let A be the closure of the
K-subalgebra of K{X/r, U} generated by UnX⌈log2 n⌉ for n = 1, 2, . . . . Then A is uniform
because it is a subring of the Tate algebra K{X/r, U} (see Example 2.8.2). However, for
(A,A◦) → (B,B+) the rational localization corresponding to the set {v ∈ Spa(A,A◦) :
v(X) ≤ 1}, the Banach ring B is not uniform [99, Theorem 3.11].
It is not known whether (A,A◦) is sheafy. However, forB the subset of the infinite product
A×A×· · · on which the supremum norm is bounded, Mihara shows that Spa(B,B◦) is not
sheafy [99, Theorem 3.15]. For another example, see [23, §4.6].
The following lemma is [99, Proposition 2.3].
Lemma 2.8.8. For any uniform Banach ring A and any f ∈ A, the ideals (T − f) and
(1− fT ) in A{T} and A{T, T−1} are closed.
Proof. Equip A with the spectral norm. For each α ∈ M(A), let α˜ ∈ M(A{T}) be the
Gauss norm relative to α. For any g ∈ A{T}, we then have α˜(T − f) = max{1, α(f)} ≥ 1,
so
α˜(g) ≤ α˜(T − f)α˜(g) = α˜((T − f)g).
Since α˜ equals the spectral norm on H(α){T}, taking the supremum of the α˜ computes the
spectral norm on A{T} by Theorem 2.3.10. We thus deduce that
|g| ≤ |(T − f)g| ,
so multiplication by T − f defines a strict endomorphism of A{T}. This proves the claim
for the ideal (T − f) in A{T}; the other cases are similar.
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The following consequence is a special case of [23, Corollary 4], but our proof is slightly
different.
Corollary 2.8.9. Let (A,A+) be a uniform adic Banach ring. Let {(A,A+)→ (Bi, B+i )}2i=1
be the standard Laurent covering defined by some f ∈ A, and put B12 = B1⊗̂AB2. Then the
sequence
0→ A→ B1 ⊕ B2 → B12 → 0
is exact.
Proof. In the diagram
0

0

(T − f)A{T} ⊕ (1− fU)A{U} //

(T − f)A{T, T−1} //

0
0 // A //

A{T} ⊕A{U} //

A{T, T−1} //

0
0 // A //

B1 ⊕B2

// B12 //

0
0 0 0
(2.8.9.1)
the first and second rows and the first column are evidently exact, while the second and
third columns are exact thanks to Lemma 2.4.13 and Corollary 2.8.9. By Theorem 2.3.10,
the third row is exact at A; by diagram chasing, it is also exact at the other positions.
The following theorem is due to Buzzard and Verberkmoes [23, Theorem 7].
Theorem 2.8.10 (Buzzard-Verberkmoes). A stably uniform adic Banach ring is sheafy.
Proof. Let (A,A+) be a uniform adic Banach ring. If (A,A+) is stably uniform, then by
Corollary 2.8.9, the structure presheaf satisfies the criterion of Proposition 2.4.21. Hence
(A,A+) is sheafy.
Remark 2.8.11. We do not know whether conversely to Theorem 2.8.10, any sheafy uniform
Banach ring is necessarily stably uniform. To check this, it would suffice by Proposition 2.4.24
to check that for any uniform sheafy adic Banach ring (A,A+) and any f ∈ A, the quotient
A{T}/(T − f) is again uniform.
One easy but important special case is that if (A,A+) is sheafy and admits a ratio-
nal covering by stably uniform adic Banach rings, then A is stably uniform. This is of
particular interest when the covering spaces are perfect (Proposition 3.1.16) or perfectoid
(Remark 3.6.27).
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Remark 2.8.12. Let A be a Banach algebra over an analytic field K, let K → L be a
morphism of analytic fields, and put AL = A⊗̂KL. Since K → L is an isometric inclusion,
it is strict; by Lemma 2.2.9(c), the map A→ AL is also strict. Using criterion (c) of Defini-
tion 2.8.1, we see that if AL is uniform, then so is A (but not conversely; see Remark 2.8.5).
Moreover, if AL is stably uniform, then any rational localization (A,A
+) → (B,B+) gives
rise to a rational localization (AL, A
+
L)→ (BL, B+L ), and so A is also stably uniform.
A closely related observation is that if (A,A+)→ (B,B+) is a bounded morphism of adic
Banach rings such that B is stably uniform and A → B splits in the category of Banach
modules over A, then A is stably uniform. Namely, the splitting persists under rational
localizations, so we need only check that A is uniform; this again follows from criterion (c)
of Definition 2.8.1.
In light of Remark 2.8.5, we are compelled to introduce the following construction.
Definition 2.8.13. For any Banach ring A, the separated completion of A for the spectral
seminorm is a uniform Banach ring, called the uniformization of A and denoted Au. Note
that the natural map A → Au induces a continuous bijection M(Au) → M(A), which is
thus a homeomorphism by Remark 2.3.15(b). Using this observation plus Theorem 2.3.10
(as in Remark 2.8.3), we see that uniformization defines a left adjoint to the forgetful functor
from uniform Banach rings to arbitrary Banach rings.
For (A,A+) an adic Banach ring, the uniformization of (A,A+) is defined as (Au, Au+),
where Au+ is the completion of the image of A+ in Au. Again, this construction defines
a left adjoint to the forgetful functor from uniform adic Banach rings to arbitrary adic
Banach rings, and the map Spa(Au, Au+)→ Spa(A,A+) is a homeomorphism which identifies
rational subspaces on both sides.
Lemma 2.8.14. Let A be a uniform Banach ring. Then for B ∈ FE´t(A), there is a maximal
power-multiplicative seminorm on B for which the homomorphism A→ B is bounded.
Proof. Let α be the spectral norm on A. When A and B are analytic fields, the claim is clear:
since the homomorphism A→ B is nonzero, it is bounded if and only if it is isometric, and the
only power-multiplicative extension of α to S is the multiplicative extension (Lemma 2.2.5).
When A is an analytic field and B is arbitrary, we may split B as a direct sum B1⊕· · ·⊕Bn
of finite separable field extensions of A. The maximal power-multiplicative seminorm in this
case is the supremum of the maximal seminorms on the Bi.
For general A, we may write α = sup{γ : γ ∈ M(A)} by Theorem 2.3.10. We then take
the supremum of the restrictions to B of the maximal power-multiplicative seminorms on
the rings B ⊗R H(α); this is maximal by Theorem 2.3.10 again.
Lemma 2.8.15. For any Banach ring A and any B ∈ FE´t(A), there exists a strong rational
covering ((A,A◦) → (Ai, A+i ))i such that for each i, B ⊗A Ai splits as a direct sum of
monogenic A-algebras (i.e., algebras of the form A[T ]/(P ) for some monic polynomial P ).
Proof. By compactness, it suffices to check that for each α ∈ M(A), there exists a rational
localization encircling α with the desired property. Using Lemma 2.4.17 and compactness, we
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may reduce to the case where B⊗AH(α) is connected. By the primitive element theorem and
Lemma 2.2.13, the primitive elements of B⊗AH(α) form an open subset; we may thus choose
a primitive element f belonging to Frac(B). By Lemma 2.4.17 again, we may reduce to the
case where the minimal polynomial of f over Frac(A) has coefficients in A. Let P ∈ A[T ]
be this polynomial; its resultant is nonzero at α, so we may reduce to the case where the
resultant has nonzero norm on all of M(A), and hence is a unit by Corollary 2.3.7. Hence
A[T ]/(P ) is a finite e´tale A-algebra which becomes isomorphic to B upon base extension
from A to H(α); by Lemma 2.4.17 again, after replacing A by some localization we obtain
an isomorphism B ∼= A[T ]/(P ) as desired.
Proposition 2.8.16. Let A be a Banach ring.
(a) The functor FE´t(A)→ FE´t(Au) is a tensor equivalence.
(b) For B ∈ FE´t(Au), the power-multiplicative seminorm given by Lemma 2.8.14 is equiv-
alent to any norm on B provided by Definition 2.2.14, and thus provides B with the
structure of a uniform Banach algebra over Au.
Proof. To prove (a), apply Lemma 2.6.2 to construct an affinoid system {((Ai, A+i ), αi)}i∈I
with completed direct limit A. Define another affinoid system {((Bi, B+i ), βi)}i∈I in which
Bi is the reduced quotient of Ai and βi is the spectral norm, under which Bi is complete
by Corollary 2.5.6. We have FE´t(Ai) ∼= FE´t(Bi) by Theorem 1.2.8. The completed direct
limit of the new affinoid system is Au, so by Proposition 2.6.8 we have tensor equivalences
FE´t(A) ∼= FE´t(lim−→
i
Ai) ∼= FE´t(lim−→
i
Bi) ∼= FE´t(Au).
To prove (b), we may assume A is uniform with norm α. By Theorem 2.3.10, we have
α = sup{γ : γ ∈ M(A)} and β ∈ sup{γ : γ ∈ M(B)}. Suppose first that A is an analytic
field; then B is a direct sum of analytic fields containing A (see Definition 2.2.1), so in
particular B is complete under β. The equivalence of norms follows from the open mapping
theorem (Theorem 2.2.8).
Suppose next that B is a direct sum of monogenic extensions; we immediately reduce to
the case where B = A[T ]/(P ) is monogenic of degree d > 0. In this case, we compare β to
the supremum norm β ′ defined by the basis 1, T, . . . , T d−1. Since β is equal to the spectral
seminorm of β ′, we need only check that β ′ ≤ cβ for some c > 0. For γ ∈ M(A), choose an
algebraic closure L of H(γ) and let z1, . . . , zd be the roots of P in L. For a0, . . . , ad−1 ∈ A,
the supremum of Q =
∑d−1
i=0 aiT
i ∈ A[T ] over those δ ∈ M(B) lying over γ may be computed
as the supremum of |Q(zj)| for j = 1, . . . , d. Let V be the Vandermonde matrix in z1, . . . , zd;
then
max{γ(ai) : i = 0, . . . , d− 1} ≤
∣∣V −1∣∣max{|Q(zj)| : j = 1, . . . , d}.
For P = T d +
∑d−1
i=0 PiT
i, we have
|zi| ≤ c1, c1 = max{α(Pd−i)1/i : i = 1, . . . , d}.
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Let f be the resultant of P ; since B ∈ FE´t(A), f is a unit in A. By writing V −1 as det(V )−1
times the cofactor matrix of V , we compute that
β ′ ≤ cβ, c = cd−11 α(f−1),
proving the claim.
For general A andB, apply Lemma 2.8.15 to construct a strong covering family {(A,A◦)→
(Ai, A
+
i )}ni=1 such that for i = 1, . . . , n, B ⊗A Ai splits a direct sum of monogenic extensions
of Ai. Let β
′ be any norm derived as in Lemma 2.2.12. To show that β ′ ≤ cβ for some c > 0,
we reduce to the previous paragraph: by Theorem 2.3.10, both β and β ′ may be computed
by taking suprema over the corresponding norms on B ⊗A Aui for i = 1, . . . , n.
Remark 2.8.17. The conclusions of Proposition 2.8.16 continue to hold without assuming
that A contains a topologically nilpotent unit. The primary modification needed is to redefine
the Hausdorff localization Aα in terms of Berkovich rational subspaces (Remark 2.4.10).
Remark 2.8.18. For A a uniform Banach ring, recall (Remark 2.3.11) that for any function
g :M(A)→ R+ whose image is bounded away from 0 and∞, the function |·|g = sup{αg(α) :
α ∈ M(A)} is a norm defining the topology on A. In particular, for any topologically
nilpotent z in A, we can choose g so that |z|g |z−1|g = 1. That is, for uniform Banach rings,
conditions (b) and (c) of Remark 2.3.9 become equivalent if we only keep track of the norm
topology, rather than the equivalence class of the norm.
Remark 2.8.19. With notation as in Remark 2.4.2, if A+ = A◦, then B+ = B◦: for b ∈ B◦,
the characteristic polynomial of multiplication by b as an A-linear endomorphism of B is
monic, has b as a root (by Cayley-Hamilton), and has coefficients in A◦ (by Theorem 2.3.10
to reduce to the case of an analytic field, plus usual properties of Newton polygons as in [85,
Chapter 2]).
3 Perfect rings and strict p-rings
Recall that there is a natural way to lift perfect rings of characteristic p to strict p-rings
of characteristic 0 (see Definition 3.2.1), and that these can be used to describe e´tale lo-
cal systems on perfect rings of characteristic p using a nonabelian generalization of Artin-
Schreier-Witt theory (see Proposition 3.2.7). We take a first step towards exploiting this
description in p-adic Hodge theory by setting up a correspondence between certain highly
ramified analytic fields of mixed characteristics and perfect analytic fields of characteristic
p. This correspondence, which has also been described recently by Scholze [112], generalizes
the field of norms construction of Fontaine-Wintenberger [49] but with a rather different
proof. We then extend the correspondence to Banach algebras, in the direction of generaliz-
ing Faltings’s almost purity theorem; however, this will not be completed until we introduce
extended Robba rings (see §5.5).
Convention 3.0.1. We will refer frequently to (adic) Banach Fp-algebras even though Fp
cannot be viewed as an analytic field. What we will mean are (adic) Banach rings whose
underlying rings are of characteristic p.
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3.1 Perfect Fp-algebras
We begin with some observations about perfect rings of characteristic p, which we may more
briefly characterize as perfect Fp-algebras.
Definition 3.1.1. For R an Fp-algebra, let ϕ : R→ R denote the p-th power map, i.e., the
Frobenius endomorphism. We say R is perfect if ϕ is a bijection; this forces R to be reduced.
Note that any localization of a perfect Fp-algebra is also perfect.
By a perfect uniform Banach Fp-algebra (resp. a perfect uniform adic Banach Fp-algebra),
we will mean a uniform Banach algebra R (resp. a uniform adic Banach algebra (R,R+)) over
Fp such that R is a perfect ring. In the adic case, the fact that R
+ is integrally closed forces
it to also be perfect. We will see shortly that any perfect uniform adic Banach Fp-algebra is
stably uniform (Proposition 3.1.7).
We will sometimes have need to pass from an Fp-algebra to an associated perfect Fp-
algebra.
Definition 3.1.2. Let R be an Fp-algebra. The perfect closure of R is the limit R
perf of the
direct system
R
ϕ→ R ϕ→ · · · ,
viewed as an R-algebra via the map to the first factor. (The map R → Rperf induces an
injection of the reduced quotient of R into Rperf .) Any power-multiplicative seminorm on R
extends uniquely to a power-multiplicative seminorm on Rperf ; in particular, given a power-
multiplicative norm on R, we may extend it to Rperf and then obtain homeomorphisms
M(Rperf)→M(R) and Spa(Rperf , R+,perf)→ Spa(R,R+). We will also call Rperf the direct
perfection of R, to distinguish it from the inverse perfection in which one takes the arrows
in the opposite direction; we will have more use for the latter construction in §3.4.
Lemma 3.1.3. Let R be a perfect Fp-algebra. If e ∈ R satisfies ep = e, then
ei =
∏
j∈Fp\{i}
e− j
i− j (i ∈ Fp)
is an idempotent in R and
∑
i∈Fp
iei = e.
Proof. Note that ei(e− i) is divisible by ep − e and thus equals 0. Hence
e2i = ei
∏
j∈Fp\{i}
e− j
i− j = ei
∏
j∈Fp\{i}
i− j
i− j = ei.
The identity
∑
i∈Fp
iei = e arises from Lagrange interpolation of the polynomial T ∈ Fp[T ]
at the points of Fp.
Corollary 3.1.4. The ring Rϕ is the Fp-algebra generated by the idempotents of R. In
particular, this ring equals Fp if and only if R is connected.
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Lemma 3.1.5. For R a perfect Fp-algebra, any S ∈ FE´t(R) is also perfect.
Proof. Since S is e´tale over the reduced ring R, it is also reduced [60, Proposition 17.5.7];
hence ϕ : S → S is injective. Since ΩS/R = 0 by [60, Proposition 17.2.1], S is generated over
R by Sp by [59, Proposition 0.21.1.7]. Combining this with the surjectivity of ϕ : R → R
yields surjectivity of ϕ : S → S. Hence S is perfect, as desired.
The study of perfect uniform Banach Fp-algebras is greatly simplified by the following
observations. For some related results in characteristic 0, see §3.6.
Remark 3.1.6. Let R, S, T be perfect uniform Banach Fp-algebras.
(a) Any strict homomorphism f : R→ S is almost optimal (but not necessarily optimal).
(b) If f1, f2 : R→ S are homomorphisms such that f1− f2 is strict, then f1− f2 is almost
optimal.
(c) For any bounded homomorphisms T → R, T → S, the completed tensor product
R⊗̂TS is again a perfect uniform Banach Fp-algebra. (By contrast, the completed
tensor product of uniform Banach rings is not guaranteed to be uniform in general.)
(d) If I is a closed and perfect ideal of R, then R/I is also a perfect and uniform Fp-algebra.
The proofs of (a)–(c) are all similar, so we only describe (a) in detail. Choose c > 0 such
that every x ∈ image(f) lifts to some y ∈ R with |y| ≤ c|x|. For any positive integer n, xpn
then lifts to some yn ∈ R with |yn| ≤ c|xpn|; we may then lift x to yp−nn and note that
|yp−nn | = |yn|p
−n ≤ cp−n|xpn |p−n = cp−n|x|.
Since cp
−n
can be made arbitrarily close to 1, this proves the claim.
To prove (d), note that the perfectness is obvious; it remains to show that the spectral
seminorm on R/I is a norm. Suppose the spectral seminorm for some y¯ ∈ R/I is 0. That is,
for any ǫ > 0, there exist some n ∈ N and yn ∈ R lifting y¯pn such that |yn|p−n = |yp−nn | ≤ ǫ.
Since I is perfect, yp
−n
n lifts y¯. Hence the quotient norm for y¯ is less than ǫ, yielding that
y¯ = 0.
Proposition 3.1.7. Let (R,R+) be a perfect uniform adic Banach Fp-algebra. Then any
rational localization of (R,R+) is again perfect uniform; in particular, (R,R+) is stably
uniform.
Proof. Suppose (R,R+) → (S, S+) corresponds to a rational subdomain U as in (2.4.3.2).
By Lemma 2.4.13, we may view S as the quotient of R{T1, . . . , Tn} by the closure of the ideal
(gT1 − f1, . . . , gTn − fn). Equip S1/p with the norm given by |x|S1/p = |xp|1/pS . By applying
ϕ−1, raising norms to the p-th power, and using that R is perfect uniform (so its norm remains
unchanged), we obtain another rational localization (R,R+) → (S1/p, (S+)1/p) representing
U . By Lemma 2.4.13 again, we may view S1/p as the quotient of R{T 1/p1 , . . . , T 1/pn } by the
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closure of the ideal (g1/pT
1/p
1 − f 1/p1 , . . . , g1/pT 1/pn − f 1/pn ). The inclusion R{T1, . . . , Tn} →
R{T 1/p1 , . . . , T 1/pn } then induces a morphism (S, S+) → (S1/p, (S+)1/p) of adic Banach al-
gebras over (R,R+), which must be an isomorphism by the universal property of rational
localizations. It follows that S is perfect and uniform.
Remark 3.1.8. Retain notation as in Proposition 3.1.7. Let R′ be the completed perfect
closure of R{T1, . . . , Tn}. Let I ′ be the closure of the ideal of R′ generated by (gTi − fi)p−h
for i = 1, . . . , n and h = 0, 1, . . . . Put S ′ = R′/I ′; by Remark 3.1.6(d), S ′ is perfect
uniform. By the universal property of rational localizations, we obtain a morphism S → S ′
inducing a bijection M(S ′) ∼= M(S). Since S is uniform, the map S → S ′ is injective by
Theorem 2.3.10.
Choose h1, . . . , hn, k ∈ R such that h1f1+ · · ·+hnfn+kg = 1, then note that any element
y =
∑
i1,...,in
yi1,...,inT
i1
1 · · ·T inn ∈ R{T1, . . . , Tn}perf
represents the same element of the quotient as
z = (k+h1T1+ · · ·+hnTn)n
∑
i1,...,in
yi1,...,inf
i1−⌊i1⌋
1 · · ·f in−⌊in⌋n gn−(i1−⌊i1⌋+···+in−⌊in⌋)T ⌊i1⌋1 · · ·T ⌊in⌋n ,
which satisfies
|z| ≤ c |y| , c = max{|h1| , . . . , |hn| , |k|}n |f1| · · · |fn| |g|n .
Thus the map S → S ′ is also surjective, hence an isomorphism.
An additional consequence of this calculation is that while the map R{T1, . . . , Tn} → S
is not almost optimal, for any c > 1 we can arrange for the quotient norm to be at most
c times the spectral norm on S, by running the construction with f1, . . . , fn, g replaced by
suitable p-th power roots.
For perfect uniform Banach Fp-algebras, we have the following refinement of Proposi-
tion 2.8.16.
Lemma 3.1.9. Let R be a perfect uniform Banach Fp-algebra with norm α. Let S be a finite
perfect R-algebra admitting the structure of a finite Banach module over R for some norm
β. (Such β exists when S is projective as an R-module by Lemma 2.2.12, and hence when
S ∈ FE´t(R).) Then S is a perfect uniform Banach algebra.
Proof. Equip S ⊗R S with the product seminorm induced by β. By Lemma 2.2.6, the
multiplication map µ : S ⊗R S → S is bounded. Consequently, there exists c > 0 such that
β(xy) ≤ cβ(x)β(y) (x, y ∈ S). (3.1.9.1)
Rewrite (3.1.9.1) as cβ(xy) ≤ (cβ(x))(cβ(y)), then apply Fekete’s lemma to deduce that
the limit γ(x) = limn→∞(cβ(x
n))1/n exists. From (3.1.9.1) again, we see that γ is a power-
multiplicative seminorm on S and that γ(x) ≤ cβ(x).
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Let R′ be a copy of R equipped with the norm αp; the homomorphism ϕ−1 : R → R′ is
isometric because R is uniform. Let S ′ be a copy of S equipped with the norm βp; then S ′
is a finite Banach module over R′ and the map ϕ−1 : S → S ′ is semilinear with respect to
ϕ−1 : R → R′. By Lemma 2.2.6 again, ϕ−1 : S → S ′ is bounded; that is, there exists d > 0
such that for all x ∈ S, β(x1/p)p ≤ dβ(x). Equivalently, for all x ∈ S, β(xp) ≥ d−1β(x)p.
By induction on the positive integer n, we have cβ(xp
n
) ≥ cd−1−p−···−pn−1β(x)pn; by taking
pn-th roots and then taking the limit as n→∞, we deduce that γ(x) ≥ d−1/(p−1)β(x).
From the preceding paragraphs, γ is equivalent to β; it is thus a norm on S under which
S is a perfect uniform Banach algebra.
Lemma 3.1.10. Let R be a perfect uniform Banach Fp-algebra, and let γ be an isometric
automorphism of R extending to an automorphism of S ∈ FE´t(R). Then γ is also isometric
on S for the norm provided by Lemma 3.1.9 (or equivalently Proposition 2.8.16).
Proof. Suppose first that R = L is an analytic field. Given y ∈ S, let P = ∑i PiT i ∈ L[T ]
be the minimal polynomial of y. As in the proof of Lemma 2.2.5, we have |y| = |P0|1/d for
d = deg(P ) and |γ(y)| = |γ(P0)|1/d = |y| as desired.
We reduce the general case to the case of an analytic field using Theorem 2.3.10. More
precisely, for each β ∈ M(R), we may use γ to identify H(β) with H(γ∗(β)), then use the
extended action of γ to define an automorphism of S⊗̂RH(β). Since this automorphism
is isometric by the previous paragraph, we may apply Theorem 2.3.10 to deduce that the
action of γ on S is isometric.
Remark 3.1.11. Suppose that R is a perfect uniform Fp-algebra over a perfect analytic
field L. For S ∈ FE´t(R), oS is perfect because S is, so ΩoS/oR = 0. This does not imply that
oS is finite e´tale over oR, because oS need not be a finite oR-module. However, we can say
that the quotient of oS by the sum of its finitely generated projective oR-submodules is killed
by mL: the quotient by a single submodule is killed by a nonzero element z ∈ mL, then use
perfectness to replace z by zp
−n
for any nonnegative integer n. A related statement in the
language of almost ring theory is that oS is almost finite e´tale over oR; see Theorem 5.5.9
for a similar statement and derivation.
As a consequence of these observations, we obtain analogues of the Tate-Kiehl theorems
for perfect uniform Banach algebras. For extensions of these results, see §5.3; for an analogue
for perfectoid algebras, see Theorem 3.6.15.
Lemma 3.1.12. Let (R,R+) be a perfect uniform adic Banach Fp-algebra. Choose f ∈ R
and let {(R,R+)→ (Ri, R+i )}i=1,2,12 represent the rational subdomains
{v ∈ Spa(R,R+) : v(f) ≤ 1}, {v ∈ Spa(R,R+) : v(f) ≥ 1}, {v ∈ Spa(R,R+) : v(f) = 1}
of Spa(R,R+). Then the sequence
0→ R→ R1 ⊕ R2 → R12 → 0 (3.1.12.1)
is almost optimal exact (i.e., exact with each morphism being almost optimal).
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Proof. Strict exactness follows from Corollary 2.8.9; almost optimality then follows from
Remark 3.1.6. One can also give a more direct proof using affinoid systems and Tate’s
theorem; we leave this as an exercise.
Theorem 3.1.13. Any perfect uniform adic Banach Fp-algebra (R,R
+) is sheafy, and the
structure sheaf on Spa(R,R+) satisfies the Tate sheaf and Kiehl glueing properties (see Def-
inition 2.7.6).
Proof. We may deduce sheafiness either from Theorem 2.8.10 and Proposition 3.1.7 or from
Lemma 3.1.12 and Proposition 2.4.21. The properties of the structure sheaf then follow from
Theorem 2.7.7.
Example 3.1.14. For X an arbitrary (possibly infinite) set and R a ring, let R[X ] denote
the free commutative R-algebra generated by X , and write R[Xp
−∞
] for ∪∞n=1R[Xp−n]. Then
for any Fp-algebra R, we have a natural (in R) identification R[X ]
perf ∼= Rperf [Xp−∞ ].
The operation of forming the perfect closure, or the completed perfect closure in case we
have a power-multiplicative norm, does not change the e´tale fundamental group.
Theorem 3.1.15. Let R be an Fp-algebra.
(a) The base change functor FE´t(R)→ FE´t(Rperf) is a tensor equivalence.
(b) Suppose that R is a uniform Banach Fp-algebra, and let S be the completion of R
perf .
Then the base change functor FE´t(R)→ FE´t(S) is a tensor equivalence.
Proof. The morphism Spec(Rperf) → Spec(R) is surjective, integral, and radicial, so by
[60, Corollaire 18.12.11], it is a universal homeomorphism. In particular, it is univer-
sally submersive [62, Expose` IX, De´finition 2.1], so FE´t(R) → FE´t(Rperf) is fully faith-
ful by [62, Expose´ IX, Corollaire 3.3]. On the other hand, by Remark 1.2.9, FE´t(Rperf)
is the direct 2-limit of FE´t(T ) as T runs over all R-subalgebras of Rperf of the form
R[x
1/pm
1 , . . . , x
1/pm
n ] for some nonnegative integer m and some x1, . . . , xn ∈ R. For each
such T , the morphism Spec(T )→ Spec(R) is finite, radicial, surjective, and of finite presen-
tation, so FE´t(R) → FE´t(T ) is essentially surjective by [62, Expose´ IX, The´ore`me 4.10].
We deduce that FE´t(R)→ FE´t(Rperf) is also essentially surjective. This proves (a).
To prove (b), note that by Lemma 2.6.2, we can write R as the completion of the direct
limit of some affinoid system {Ai}i∈I . Form a new affinoid system {Bi}i∈I by taking Bi = Aui
(note that by Corollary 2.5.6, Bi is isomorphic to the reduced quotient of Ai). Let B be the
direct limit of the second affinoid system; its completion is again R. From the second affinoid
system, form a third one by adding ϕ−j(Bi) for all nonnegative integers j; the completed
directed limit becomes S. Applying FE´t to the commutative diagram
B //

R

Bperf // S
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yields tensor equivalences along the horizontal arrows by Proposition 2.6.8 and along the left
vertical arrow by (a). Hence the right vertical arrow also becomes a tensor equivalence; this
proves (b).
For attribution of the following result, see Remark 3.1.17.
Proposition 3.1.16. Let (A,A+) be a sheafy adic Banach Fp-algebra. Suppose that there
exists a rational covering {(A,A+)→ (Bi, B+i )}i such that each Bi is perfect uniform. Then
A is perfect.
Proof. Treating the desired result as a property of rational coverings, we verify the criteria of
Proposition 2.4.20: (a) follows from Proposition 3.1.7, (b) follows because (A,A+) is stably
uniform, and (c) follows from Corollary 2.8.9. Explicitly, if A is uniform and B1 and B2 are
perfect, then B12 is also perfect by Proposition 3.1.7; consequently, any f ∈ A has a unique
p-th root in each of B1, B2, B12, so these p-th roots define an element of A via the exact
sequence in Corollary 2.8.9.
Remark 3.1.17. Proposition 3.1.16 is essentially [23, Corollary 10], except that we assume
that (A,A+) is sheafy rather than stably uniform. This implies [23, Corollary 10] because
stably uniform adic Banach rings are sheafy (Theorem 2.8.10), and indeed this is how the
proof of [23, Corollary 10] proceeds. On the other hand, one may easily deduce Proposi-
tion 3.1.16 from [23, Corollary 10] because an adic Banach algebra which is both sheafy and
locally stably uniform is stably uniform (Remark 2.8.11).
Either of these results may be viewed as a partial resolution of [112, Conjecture 2.16].
As originally stated, that conjecture asserts that an adic Banach Fp-algebra (A,A
+) which
admits a covering by perfect uniform algebras is itself perfect uniform; however, a counterex-
ample against this conjecture is given in [23, Proposition 13]. According to [23], Scholze has
proposed to amend this conjecture by adding the hypothesis that (A,A+) be uniform, which
avoids the counterexample from [23, Proposition 13]. If we further assume that (A,A+) is
stably uniform, we get precisely [23, Corollary 10]. The corresponding question for perfectoid
algebras is somewhat subtler; see Remark 3.6.27.
3.2 Strict p-rings
Perfect Fp-algebras lift naturally to characteristic zero, as follows. (Our derivations follow
[118, §5]; see [80, §1] for a discussion more explicitly in terms of Witt vectors.)
Definition 3.2.1. A strict p-ring is a p-torsion-free, p-adically complete ring S for which
S/(p) is perfect. Given such a ring, for any p-adically complete ring U and any ring homo-
morphism t : S/(p) → U/(p), t lifts uniquely to a multiplicative map t : S/(p) → U ; more
precisely, for any x ∈ S/(p) and any y ∈ U lifting t(xp−n), we have t(x) ≡ ypn (mod pn+1). In
particular, the projection S → S/(p) admits a multiplicative section [·] : S/(p) → S, called
the Teichmu¨ller map; each x ∈ S can be written uniquely as ∑∞n=0 pn[xn] with xn ∈ S/(p).
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Lemma 3.2.2. Let S be a strict p-ring, let U be a p-adically complete ring, and let π : U →
U/(p) be the natural projection. Let t : S/(p) → U/(p) be a ring homomorphism, and lift t
to a multiplicative map t : S/(p)→ U as in Definition 3.2.1. Then the formula
T
(
∞∑
n=0
pn[xn]
)
=
∞∑
n=0
pnt(xn) (x0, x1, · · · ∈ S/(p)) (3.2.2.1)
defines a (necessarily unique) homomorphism T : S → U such that T ◦ [·] = t.
Proof. We check by induction that for each positive integer n, T induces an additive map
S/(pn)→ U/(pn). This holds for n = 1 because π ◦ t is a homomorphism. Suppose the claim
holds for some n ≥ 1. For x = [x] + px1, y = [y] + py1, z = [z] + pz1 ∈ S with x+ y = z,
[z] ≡ ([xp−n] + [yp−n ])pn (mod pn+1)
t(z) ≡ (t(xp−n) + t(yp−n))pn (mod pn+1)
as in Definition 3.2.1. In particular,
T ([z])− T ([x])− T ([y]) ≡
pn−1∑
i=1
(
pn
i
)
T ([xip
−n
y1−ip
−n
]) (mod pn+1). (3.2.2.2)
On the other hand, since 1
p
(
pn
i
) ∈ Z for i = 1, . . . , pn − 1, we may write
z1 − x1 − y1 = [x] + [y]− [z]
p
≡ −
pn−1∑
i=1
1
p
(
pn
i
)
[xip
−n
y1−ip
−n
] (mod pn),
apply T , invoke the induction hypothesis on both sides, and multiply by p to obtain
pT (z1)− pT (x1)− pT (y1) ≡ −
pn−1∑
i=1
(
pn
i
)
T ([xip
−n
y1−ip
−n
]) (mod pn+1). (3.2.2.3)
Since T (x) = T ([x]) + pT (x1) and so on, we may add (3.2.2.2) and (3.2.2.3) to deduce
that T (z) − T (x) − T (y) ≡ 0 (mod pn+1), completing the induction. Hence T is additive;
multiplicativity of t forces T to also be multiplicative, as desired.
Remark 3.2.3. For X an arbitrary set, the p-adic completion S of Z[Xp
−∞
] is a strict p-ring
with S/(p) ∼= Fp[Xp−∞]. If we take X = {x, y}, then
[x] + [y] =
∞∑
n=0
pn[Pn(x, y)] (3.2.3.1)
for some Pn(x, y) in the ideal (x
p−∞ , yp
−∞
) ⊂ Fp[xp−∞, yp−∞ ] and homogeneous of degree 1.
For instance, P0(x, y) = x + y and P1(x, y) = −
∑p−1
i=1 p
−1
(
p
i
)
xi/py1−i/p. By Lemma 3.2.2,
(3.2.3.1) is also valid for any strict p-ring S and any x, y ∈ S/(p). One can similarly derive
formulas for arithmetic in a strict p-ring in terms of Teichmu¨ller coordinates; these can also
be obtained using Witt vectors (Definition 3.2.5).
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Theorem 3.2.4. The functor S  S/(p) from strict p-rings to perfect Fp-algebras is an
equivalence of categories.
Proof. Full faithfulness follows from Lemma 3.2.2. To prove essential surjectivity, let R be a
perfect Fp-algebra, choose a surjection ψ : Fp[X
p−∞ ]→ R for some setX , and put I = ker(ψ).
Let S0 be the p-adic completion of Z[X
p−∞ ]; this is a strict p-ring with S0/(p) ∼= Fp[Xp−∞ ].
Put I = {∑∞n=0 pn[xn] ∈ S0 : x0, x1, · · · ∈ I}; this forms an ideal in S0 by Remark 3.2.3.
Then S = S0/I is a strict p-ring with S/(p) ∼= R.
Definition 3.2.5. For R a perfect Fp-algebra, let W (R) denote the strict p-ring with
W (R)/(p) ∼= R; this object is unique up to unique isomorphism by Theorem 3.2.4. More
concretely, we may identify W (R) with the set of infinite sequences over R so that the se-
quence (x0, x1, . . . ) corresponds to the ring element
∑∞
n=0 p
n[xn]. This is a special case of
the construction of the ring of p-typical Witt vectors associated to a ring R, hence the nota-
tion. The construction of W (R) is functorial in R, so for instance ϕ lifts functorially to an
endomorphism ϕ of W (R). It is common shorthand to write Wn(R) for W (R)/(p
n).
One of the key roles that strict p-rings play in our work is in the classification of local
systems over rings of positive characteristic. The central point is a nonabelian version of
Artin-Schreier-Witt theory, for which we follow [81, Proposition 4.1.1] (see also [28, Theo-
rem 2.2]).
Lemma 3.2.6. Let R be a perfect Fp-algebra, and let n be a positive integer. Let M be a
finite projective Wn(R)-module of everywhere positive rank, equipped with a semilinear ϕ
a-
action for some positive integer a. Then there exists a faithfully finite e´tale R-algebra S such
that M⊗Wn(R)Wn(S) admits a basis fixed by ϕa. More precisely, if m < n is another positive
integer and M⊗Wn(R)Wm(R) admits a ϕa-fixed basis, then S can be chosen so that this basis
lifts to a ϕa-fixed basis of M ⊗Wn(R) Wn(S).
Proof. We treat the case n = 1 first. Suppose first that M is free; choose a basis e1, . . . , em
of M on which ϕa acts via the invertible matrix A over W1(R) ∼= R. Let X be the closed
subscheme of Spec(R[Uij : i, j = 1, . . . , m]) defined by the matrix equation ϕ
a(U) = A−1U .
The morphism X → Spec(R) is finite (evidently) and e´tale (by the Jacobian criterion), so
X = Spec(S) for some finite e´tale R-algebra S. The elements v1, . . . ,vm of M ⊗R S defined
by vj =
∑
i Uijei form a basis fixed by ϕ
a. Since the construction is naturally independent of
the choice of the original basis, for general M we can glue to obtain a finite e´tale R-algebra
S and a fixed basis of M ⊗R S.
What is left to check is that S has positive rank everywhere as an R-module. This can
be checked pointwise on R, and also may be checked after faithfully flat descent, so we may
reduce to the case where R is an algebraically closed field. It is enough to check that the
map U 7→ U−1ϕa(U) on GLm(R) is surjective; this observation is due to Lang and is proved
as follows (following [119, §VI.1, Proposition 4], [37, Expose´ XXII, Proposition 1.1]). For
each A ∈ GLm(R), the map LA : U 7→ U−1Aϕa(U) induces a bijective map from the tangent
space at 1, so the image of LA contains a nonempty Zariski open subset VA of GLm(R). Since
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GLm is a connected group scheme, the open sets VA and V1 must intersect in some matrix
B, for which
B = U−11 ϕ
a(U1) = U
−1
2 Aϕ
a(U2)
for some U1, U2 ∈ GLm(R). We then have A = U−1ϕa(U) for U = U1U−12 .
The case n = 1 is now complete; we treat the case n > 1 by induction on n. We
may assume that there exists a basis e1, . . . , em of M on which ϕ
a acts via a matrix A
congruent to 1 modulo pn−1. We may then take Spec(S) to be the closed subscheme of
Spec(R[Uij : i, j = 1, . . . , m]) defined by the matrix equation ϕ
a(U)− U + p1−n(A− 1) = 0:
this subscheme is again finite e´tale (and hence affine) over R, and the elements v1, . . . ,vm of
M ⊗W (R) W (S) defined by vj = ej +
∑
i p
n−1Uijei form a basis fixed by ϕ
a modulo pn.
Proposition 3.2.7. For R a perfect Fp-algebra, for each positive integer n, there is a natural
(in R and n) tensor equivalence between lisse sheaves of Z/pnZ-modules on R and finite
projective modules over Wn(R) equipped with semilinear ϕ-actions.
One can also weaken the condition on the modules over Wn(R); see Proposition 3.2.13.
Proof. Let T be a lisse sheaf of Z/pnZ-modules on R. Let Spec(Rn) be the finite e´tale
R-scheme parametrizing trivializations of T . In case T is of constant rank d, Rn carries an
action of the group G = GLd(Z/p
nZ), so we may define M(T ) =Wn(Rn)
G; by faithfully flat
descent (Theorems 1.3.4 and 1.3.5), M(T ) is projective of constant rank d over Wn(R). The
construction extends naturally to general T .
Let M be a finite projective module over Wn(R) equipped with a semilinear ϕ-action.
The assignment
S 7→ (M ⊗Wn(R) Wn(S))ϕ
defines an e´tale sheaf T (M) on Spec(R). It is easy to check thanks to Lemma 3.2.6 that the
functors T  M(T ) and M  T (M) form an equivalence.
Remark 3.2.8. One might like to assert Proposition 3.2.7 with GLd replaced by other group
schemes. The main difficulty is that the analogue of Hilbert’s Theorem 90 is not always valid;
this is related to the classification of special groups by Serre [117] and Grothendieck [55].
One tractable special case is that of a unipotent group scheme; see Proposition 3.2.9.
Proposition 3.2.9. Let d,m, n be integers with d,m ≥ 1 and n ≥ 2 (we may also take
n = 1 in case p > 2). Let g be an algebraic Lie subalgebra of the Lie algebra of d×d matrices
over Qp. Let gn be the intersection of g with the Lie algebra of d × d matrices over pnZp.
Let Gn,m be the unipotent group scheme defined by the Lie algebra gn ⊗Zp Zp/(pm), viewed
over Fp by Greenberg realization (i.e., identifying Zp with the Witt vectors of Fp). For R a
perfect Fp-algebra, define the equivalence relation ∼ on Gn,m(R) by declaring that g1 ∼ g2 if
there exists h ∈ Gn,m(R) for which h−1g1ϕ(h) = g2. Then there is a natural (in G,R, n,m)
bijection
Gn,m(R)/∼→ H1e´t(R,Gn,m(Fp)).
74
Proof. For g ∈ Gn,m(R), as in Lemma 3.2.6, we may construct a faithfully finite e´tale R-
algebra S such that g = h−1ϕ(h) for some h ∈ Gn,m(S). The choice of h then defines an
element of H1e´t(R,Gn,m(Fp)) which depends only on g up to equivalence. This gives the
claimed map; its injectivity is straightforward. Surjectivity comes down to the fact that
H1e´t(R,Gn,m) is trivial as a pointed set, which holds because Gn,m is unipotent.
The operation of direct perfection can be extended to certain p-torsion-free rings in order
to generate strict p-rings.
Definition 3.2.10. Let A be a p-torsion-free ring with A/pA reduced, equipped with an
endomorphism ϕA : A → A inducing the pr-power Frobenius map on A/pA for some r > 0
and with an identification (A/pA)perf ∼= R. Then ϕ induces a map sϕ : A→W (R) satisfying
ϕr ◦ sϕ = sϕ ◦ ϕA; this may be seen by using the uniqueness property of W (R) to identify it
with the p-adic completion of the limit of the direct system
A
ϕA→ A ϕA→ · · · .
(For more details, we follow [80, (1.3.16)] in suggesting the reference [95, VII, §4].) We
describe W (R) as the direct perfection of A with respect to ϕA.
Example 3.2.11. Put A = Z[T ], R = Fp[T ]
perf , and identify (A/pA)perf with R by mapping
the class of T to T . For the endomorphism ϕA : A→ A defined by ϕA(T ) = T p, the map sϕ
takes T to [T ]. However, note for instance that sϕ(T + 1) 6= [T + 1].
We next weaken the hypothesis on the modules over Wn(R) in Proposition 3.2.7.
Lemma 3.2.12. Let R be a perfect Fp-algebra and let J be a finitely generated ideal of R
such that ϕ(J) = J . Then J is generated by an idempotent element of R; in particular, R/J
is a finite projective R-module.
The hypothesis that J is finitely generated is crucial; otherwise, one could choose any
x ∈ R and take J to be the ideal generated by ϕn(x) for all n ∈ Z.
Proof. Choose generators x1, . . . , xn of J and write xi =
∑
j Aijϕ(xj) for some Aij ∈ R.
Define the n× n matrix B over R by setting Bii = xp−1i and Bij = 0 for i 6= j; then
0 =
∑
i
(1−AB)ijxj (j = 1, . . . , n).
For each prime ideal p of R, if x1, . . . , xn all map to zero in κp, then B maps to the zero
matrix over κp and so det(1 − AB) maps to 1 in κp; otherwise, 1 − AB maps to a matrix
over κp with nontrivial kernel and so det(1−AB) maps to 0 in κp. Since R is reduced, this
implies that det(1−AB) is an idempotent in R.
We may thus reduce to the cases where det(1−AB) ∈ {0, 1}. If det(1−AB) = 1, then by
the previous paragraph x1, . . . , xn map to zero in every κp and so J = 0. If det(1−AB) = 0,
then by the previous paragraph for every prime ideal p of R, at least one of x1, . . . , xn has
nonzero image in κp and so J = R.
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Proposition 3.2.13. Let R be a perfect Fp-algebra, let n be a positive integer, and letM be a
finitely presented Wn(R)-module which is flat over Z/p
nZ and admits a semilinear ϕ-action.
Then M is a finite projective Wn(R)-module.
Proof. Since M is flat over Z/pnZ, we may reduce to the case n = 1. Since M is finitely
presented, we may define the Fitting ideals FittI(M) as in Definition 1.1.2. Since M admits
a semilinear ϕ-action, we have ϕ(Fitti(M)) = Fitti(M) for all i ≥ 0. By Lemma 3.2.12, each
ideal Fitti(M) is generated by an idempotent element of R; we may thus reduce to the case
where for some n ≥ 0 we have Fitti(M) = 0 for i < n and Fittn(M) = R. In this case, as in
Definition 1.1.2, M is a finite projective R-module of constant rank n, as claimed.
3.3 Norms on strict p-rings
We now take a more metric look at strict p-rings.
Hypothesis 3.3.1. Throughout §3.3, let R be a perfect Fp-algebra.
We introduce some operations relating the spectra of R and W (R). For variants that do
not require the norm on R to be trivial, see Proposition 5.1.2.
Definition 3.3.2. For α a submultiplicative (resp. power-multiplicative, multiplicative)
seminorm on R bounded by the trivial norm,
λ(α)
(
∞∑
i=0
pi[xi]
)
= sup
i
{p−iα(xi)} (3.3.2.1)
is a submultiplicative (resp. power-multiplicative, multiplicative) seminorm onW (R) bounded
by the p-adic norm [87, Lemma 4.1]. For β a submultiplicative (resp. power-multiplicative,
multiplicative) seminorm on W (R) bounded by the p-adic norm,
µ(β)(x) = β([x]) (3.3.2.2)
is a submultiplicative (resp. power-multiplicative, multiplicative) seminorm on R bounded
by the trivial norm [87, Lemma 4.2].
Lemma 3.3.3. Equip R with the trivial norm and W (R) with the p-adic norm. Then the
functions λ : M(R) →M(W (R)) and µ : M(W (R))→M(R) are continuous, and satisfy
(µ ◦ λ)(α) = α and (λ ◦ µ)(β) ≥ β.
Proof. See [87, Theorem 4.5].
Definition 3.3.4. Suppose that R is complete with respect to a power-multiplicative norm
α bounded above by the trivial norm. An element z =
∑∞
i=0 p
i[zi] ∈ W (R) is primitive of
degree 1 if
α(xz0) = p
−1α(x) (x ∈ R) (3.3.4.1)
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and z1 ∈ R× (or equivalently z − [z0] ∈ pW (R)×). This implies that the principal ideal (z)
in W (R) is closed (see [87, Theorem 5.11]. Note that if (3.3.4.1) holds, then S = R[z−10 ] is
a Banach algebra over the analytic field Fp((z0)). Conversely, if R is contained in a Banach
algebra over Fp((z0)), then (3.3.4.1) holds if and only if α(z0) = p
−1, as then
α(xz0) ≤ α(x)α(z0) = α(x)α(z−10 )−1 ≤ α(xz0).
The terminology is modeled on that of [45], in which a result similar to our Theorem 3.3.7
can be found; the wording is meant to evoke an analogy with the theory of Weierstrass
preparation for analytic power series. Note however that when R = L is an analytic field,
our definition is more restrictive than that used in [45], in which the condition α(z0) = p
−1
is relaxed to α(z0) < 1.
A key example of the previous definition is the following.
Example 3.3.5. Suppose R is a uniform Banach ring with spectral norm α. Choose π ∈ R×
with α(π) = p−p/(p−1) and α(π−1) = pp/(p−1), and put
z =
p−1∑
i=0
[π + 1]i/p =
∞∑
i=0
pi[zi].
Then z0 = π
(p−1)/p, so α(z0) = p
−1 and α(z−10 ) = p. We may check that z1 ∈ o×R by noting
that under the map W (Fp[π]
perf) → W (Fp) induced by reduction modulo π, the image of∑p−1
i=0 [π + 1]
i/p is
∑p−1
i=0 1 = p. Hence z ∈ W (oR) is primitive of degree 1.
Lemma 3.3.6. Suppose that R is complete with respect to a power-multiplicative norm α
and that z ∈ W (oR) is primitive of degree 1. Then any x ∈ W (oR) is congruent modulo z to
some y =
∑∞
i=0 p
i[yi] ∈ W (oR) with α(y0) ≥ α(yi) for all i > 0.
Proof. See [87, Lemma 5.5].
Theorem 3.3.7. Take R, z as in Lemma 3.3.6.
(a) For each submultiplicative (resp. power-multiplicative, multiplicative) seminorm γ on
oR bounded by the trivial norm, the quotient seminorm σ(γ) on W (oR)/(z) induced
by λ(γ) is submultiplicative (resp. power-multiplicative, multiplicative) and satisfies
µ(σ(γ)) = γ.
(b) Equip W (oR) with the power-multiplicative norm λ(α). Then the map σ : M(oR) →
M(W (oR)) indicated by (a) is a continuous section of µ, which induces a homeo-
morphism of M(oR) with M(W (oR)/(z)). Under this homeomorphism, a subspace
of M(oR) is rational if and only if the corresponding subspace of M(W (oR)/(z)) is
rational.
(c) The homeomorphism of (b) induces a homeomorphism ofM(R) withM(W (oR)[[z]−1]/(z))
under which rational subspaces again correspond.
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For more on the relationship betweenM(R) andM(W (oR)[[z]−1]/(z)), see §3.6 and §5.4.
Proof. For (a), see [87, Theorem 5.11(a)] (which is itself an easy corollary of Lemma 3.3.6).
For (b), see [87, Corollary 7.2]. Note that for these results, z need not be primitive of degree
1; it is enough to assume that α(z0) ≤ p−1 and z1 ∈ o×R.
By assuming that z is primitive of degree 1, however, we ensure that the quotient norm
β onM(W (oR)/(z)) has the property that β(px) = p−1β(x), so that we may extend β after
inverting p. We may then identify
M(R) = {γ ∈M(oR) : γ(z0) ≥ p−1}
M(W (oR)[[z]−1]/(z)) = {γ ∈M(W (oR)/(z)) : γ([z0]) ≥ p−1}.
Since these are rational subspaces, we may deduce (c).
Example 3.3.8. Let L be a perfect analytic field of characteristic p, let α be the norm
on L, and choose z ∈ W (oL) which is primitive of degree 1. By Theorem 3.3.7(a), the
quotient norm on W (oL)/(z) induced by λ(α) is multiplicative. Moreover, by Lemma 3.3.6,
every nonzero element of W (oL)/(z) can be lifted to an element of W (oL) which becomes
invertible in W (oL)[[z]
−1]. It follows that W (oL)/(z) is the valuation subring of an analytic
field F = W (oL)[[z]
−1]/(z), whose residue field is the same as that of L. (In terms of the
rings R˜int,rL to be introduced in Definition 4.2.2 below, we can also realize F as R˜int,rL /(z) for
any r ≥ 1. See Lemma 5.5.5.) Two key examples are the following.
• For L the completed perfection of Fp((π)) and z as in Example 3.3.5, F is the comple-
tion of Qp(µp∞) for the p-adic norm.
• For L the completed perfection of Fp((π)) with α(π) = p−1 and z = [π] − p, F is the
completion of Qp(p
p−∞) for the p-adic norm.
Note that
oL/(z) ∼= W (oL)/(p, [z]) =W (oL)/(p, z) = oF/(p).
This implies that ϕ is surjective on oF/(p) and that oF is not discretely valued. These
conditions turn out to characterize the fields F which arise in this manner; see Lemma 3.5.2.
The following refinement of [87, Lemma 5.16] is useful for some calculations.
Lemma 3.3.9. Take R, z as in Lemma 3.3.6. Then for any ǫ > 0 and any nonnegative
integer m, every x ∈ W (oR)[[z]−1] is congruent modulo z to some y =
∑∞
n=0 p
n[yn] ∈
W (oR)[[z]
−1] such that for each α ∈M(R),
α(y1) ≤ max{p−p
−1−···−p−mα(y0), ǫ} (3.3.9.1)
α(yn) ≤ max{α(y0), ǫ} (n > 1). (3.3.9.2)
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Proof. Define the sequence x = x0, x1, . . . as in the proof of [87, Lemma 5.5]. That is, let w
be the inverse of p−1(z − [z]) in W (oR), then write xi =
∑∞
j=0 p
j [xij ] with xij ∈ R and put
xi+1 = xi − p−1w(xi − [xi0])z = [xi0]− p−1w(xi − [xi0])[z].
The proof of [87, Lemma 5.16] shows that there exists i0 such that for each α ∈ M(R),
α(xij) ≤ max{α(xi0), ǫ} (i ≥ i0, j > 0).
If we take y = xi0+k for some nonnegative integer k, then (3.3.9.2) is satisfied. If α(xi00) ≤ ǫ,
then (3.3.9.1) is also satisfied.
Suppose instead that α(xi00) > ǫ; in this case, it will complete the proof to show that
(3.3.9.1) is satisfied whenever k ≥ m. It will suffice to check that for each nonnegative
integer k,
α(x(i0+k)1) ≤ max{p−p
−1−···−p−k |x(i0+k)0|, ǫ}. (3.3.9.3)
We have this for k = 0, so we may proceed by induction on k. Given (3.3.9.3) for some k,
write
xi0+k+1 ≡ [x(i0+k)0]− w[x(i0+k)1z] + pw[x(i0+k)2z] (mod p3)
and then deduce that
x(i0+k+1)0 = wx(i0+k)0 − wx(i0+k)1z
x(i0+k+1)1 = wx(i0+k)2z + P ((wx(i0+k)0)
1/p, (wx(i0+k)1z)
1/p)
for P (x, y) = p−1(xp − yp − (x− y)p) ∈ Z[x, y]. From this we deduce
α(x(i0+k+1)0) = α(wx(i0+k)0)
α(x(i0+k+1)1) ≤ max{α(wx(i0+k)2z), α(wx(i0+k)0)(p−1)/pα(wx(i0+k)1z)1/p}.
Since α(z) = p−1, this yields the analogue of (3.3.9.3) with k replaced by k + 1.
3.4 Inverse perfection
We have already introduced one method for passing from an Fp-algebra to a perfect Fp-
algebra, that of direct perfection. We now consider the dual operation of inverse perfection,
which has the advantage of capturing useful information from characteristic 0.
Definition 3.4.1. For any ring A, define the inverse perfection Afrep of A as the inverse
limit of the system
· · · ϕ→ A/pA ϕ→ A/pA.
This evidently gives a perfect Fp-algebra. There is a natural projection A
frep → A/pA by
projection onto the last factor; this is surjective as long as ϕ : A/pA→ A/pA is surjective.
Lemma 3.4.2. Let A be a ring. For any ideal I of A satisfying Im ⊆ (p) ⊆ I for some
positive integer m, the natural map Afrep → (A/I)frep is an isomorphism.
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Proof. We may assume m = pk for some positive integer k. Let y = (. . . , y1, y0) be an
element of Afrep whose image in (A/I)frep is zero. For each nonnegative integer n, we then
have yn+k ≡ 0 (mod I), and so
yn ≡ ypkn+k ≡ 0 (mod (p) + Ip
k
).
Hence yn ≡ 0 (mod p), and so y = 0 in Afrep.
Given z = (. . . , z1, z0) ∈ (A/I)frep, choose any lifts z˜n ∈ A of zn. Put yn = z˜pkn+k;
then the congruence z˜pn+k+1 ≡ z˜n+k (mod I) implies ypn+1 ≡ yn (mod (p) + Ip
k
). Hence
y = (. . . , y1, y0) forms an element of A
frep lifting z.
Definition 3.4.3. Let A be a ring, and let Â denote the p-adic completion of A. From
the projection Afrep → A/pA, we obtain first a multiplicative map Afrep → Â and then by
Lemma 3.2.2 a homomorphism θ : W (Afrep) → Â. Note that θ is surjective if and only if
ϕ : A/pA→ A/pA is surjective.
Remark 3.4.4. Let A be a p-adically separated ring, let β be any submultiplicative (resp.
power-multiplicative, multiplicative) seminorm onA bounded by the p-adic norm, and extend
β to Â by continuity. Then α = µ(θ∗(β)) is a submultiplicative (resp. power-multiplicative,
multiplicative) seminorm on Afrep bounded by the trivial norm. In particular, the map θ is
bounded for the seminorm λ(α) on W (Afrep) and the seminorm β on Â.
Lemma 3.4.5. In Remark 3.4.4, suppose that β is power-multiplicative (resp. multiplicative)
norm and that A is complete under β. Then α = µ(θ∗(β)) is a power-multiplicative (resp.
multiplicative) norm under which Afrep is complete.
Proof. For x = (. . . , x1, x0) ∈ Afrep and any lifts xi ∈ A of xi, we have
max{α(x), β(p)i} = max{β(xi)pi, β(p)i}
for all i. In particular, if α(x) 6= 0, then xi 6= 0 for all sufficiently large i, so x 6= 0. Hence α
is a norm.
Let y0, y1, . . . be a sequence in A
frep which is Cauchy with respect to α. For each nonnega-
tive integer i, the sequence yp
−i
0 , y
p−i
1 , . . . is also Cauchy with respect to α, so [y
p−i
0 ], [y
p−i
1 ], . . .
is Cauchy with respect to λ(α). The images of [yp
−i
0 ], [y
p−i
1 ], . . . in A then form a Cauchy
sequence with respect to β, which by hypothesis has a limit z˜i ∈ A. Let zi ∈ A/pA be the
image of z˜i; then (. . . , z1, z0) forms an element of A
frep which is the limit of the yn. Hence
Afrep is complete.
Remark 3.4.6. For R a perfect Fp-algebra, the natural map W (R)
frep ∼= R is an isomor-
phism, as then is the map θ :W (W (R)frep)→W (R).
Lemma 3.4.7. Let A1 be a p-adically separated ring written as a union ∪i∈IA1,i such that
for each i ∈ I, ϕ is surjective on A1,i/pA1,i. Let A2 be a p-adically separated ring equipped
with a norm β2 bounded by the p-adic norm. Let ψ : A1 → A2 be a homomorphism. Put
α2 = µ(θ
∗(β2)).
80
(a) Suppose that ψ has dense image. Then the induced map ψfrep : ∪i∈IAfrep1,i → Afrep2 has
dense image.
(b) Suppose that the image of ψ has dense intersection with mA2. Then the image of ψ
frep
has dense intersection with mAfrep2
.
Proof. Given w = (. . . , w1, w0) ∈ Afrep2 , if we choose a nonnegative integer n, we can choose
i ∈ I and w˜n ∈ A1,i so that α2(ψ(w˜n) − wn) ≤ p−1. Since ϕ is surjective on A1,i/pA1,i,
we can find x = (. . . , x1, x0) ∈ Afrep1,i with xn equal to the image of w˜n in A1,i/pA1,i. Let
y = (. . . , y1, y0) ∈ Afrep2 be the image of x under ψfrep; then α2(yn−wn) ≤ p−1, so α2(y−w) ≤
p−p
n
. Since this holds for any n (for some i, y depending on n), it follows that ∪i∈IAfrep1,i has
dense image in Afrep2 . This proves (a); the proof of (b) is similar.
Lemma 3.4.8. Let A be a p-adically separated p-torsion-free ring complete under a power-
multiplicative norm β bounded by the p-adic norm, and put α = µ(θ∗(β)). Suppose that there
exists z ∈ W (Afrep) primitive of degree 1 with θ(z) = 0. Extend θ to a map W (Afrep)[[z]−1]→
A[θ([z])−1].
(a) The ideal ker(θ) ⊂W (Afrep)[[z]−1] is generated by z.
(b) The extended map θ is optimal.
(c) The map ϕ : A/(p)→ A/(p) is surjective if and only if θ has dense image in A[θ([z])−1].
Proof. Given x ∈ W (Afrep) not divisible by z, choose y = ∑∞i=0 pi[yi] as in Lemma 3.3.6.
Then θ(x) = θ(y) = θ([y0]) + θ(y − [y0]) and
β(θ([y0])) = α(y0) > λ(α)(y − [y0]) ≥ β(θ(y − [y0])).
Consequently, β(θ(x)) = α(y0) > 0. This implies (a) and (b). To check (c), note that
strictness of θ (from (b)) implies that θ is surjective if and only if it has dense image.
Remark 3.4.9. If ϕ : A/pA→ A/pA is surjective, then so is ϕ : A/I → A/I for any ideal
I for which Im ⊆ (p) ⊆ I for some positive integer m. The converse is not true: e.g., take
A = Zp[
√
p] and I = (
√
p).
One correct partial converse is that if there exist x, y ∈ A such that ϕ : A/(x, p) →
A/(x, p) is surjective, xm ∈ (p) for some positive integer m, and yp ≡ x (mod (x2, p)), then
ϕ : A/pA → A/pA is surjective. To see this, we prove by induction that ϕ : A/(xi, p) →
A/(xi, p) is surjective for i = 1, . . . , m, the case i = 1 being given and the case i = m
being the desired result. Given the claim for some i, note first that (yp, p) = (x, p) and that
ypi ≡ xi (mod (xi+1, p)). for any z ∈ A, we can find w0, z1 ∈ A with z−wp0−xiz1 ∈ pA. We
can then find w1 ∈ A with z1−wp1 ∈ (xi, p); then w = w0+ yiw1 satisfies wp ≡ wp0 + ypiwp1 ≡
wp0 + y
piz1 ≡ wp0 + xiz1 ≡ z (mod (xi+1, p)).
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Remark 3.4.10. If A is p-adically complete, then θ (surjective or not) induces an isomor-
phism of multiplicative monoids
Afrep ∼= lim←−
x 7→xp
A
whose inverse is reduction modulo p. This can be used to reformulate the perfectoid corre-
spondence; see Proposition 3.6.25.
3.5 The perfectoid correspondence for analytic fields
In order to bring nonabelian Artin-Schreier-Witt theory to bear upon p-adic Hodge theory,
one needs a link between e´tale covers of spaces of characteristic 0 and characteristic p. We first
make this link at the level of analytic fields; this extends the field of norms correspondence
introduced by Fontaine and Wintenberger [49], upon which usual p-adic Hodge theory is
based. Similar results have been obtained by Scholze [112] using a slightly different method;
see Remark 3.5.13. (See also [89] for a self-contained presentation of the correspondence
following the approach taken here.) See §3.6 for an extension to more general Banach
algebras.
Definition 3.5.1. An analytic field F is perfectoid if F is of characteristic 0, κF is of
characteristic p, F is not discretely valued, and ϕ is surjective on oF/(p). For example, any
field F appearing in Example 3.3.8 is perfectoid; the converse is also true by Lemma 3.5.2
below.
Lemma 3.5.2. Let F be a perfectoid analytic field with norm β. Put R = (oF/(p))
frep,
let θ : W (R) → oF be the surjective homomorphism from Definition 3.4.3, and define the
multiplicative norm α = µ(θ∗(β)) on R as in Remark 3.4.4.
(a) The ring K = Frac(R) is an analytic field under α which is perfect of characteristic p,
and R = oK .
(b) We have β(F×) = α(K×).
(c) For any z ∈ K with α(z) = p−1 (which exists by (b)), there is a natural (in F )
isomorphism oF/(p) ∼= oK/(z). In particular, we obtain a natural isomorphism κF ∼=
κK.
(d) There exists z ∈ W (oK) in ker(θ) which is primitive of degree 1. Consequently (by
Lemma 3.4.8), the kernel of θ : W (oK)[[z]
−1]→ F is generated by z.
Proof. Note that R is already complete under α by Lemma 3.4.5. Hence to prove (a),
it suffices to check that for any nonzero x, y ∈ R with α(x) ≤ α(y), x is divisible by
y in R. Write x = (. . . , x1, x0), y = (. . . , y1, y0) and lift xn, yn to xn, yn ∈ oF . Choose
n0 ≥ 0 so that α(x), α(y) > p−pn0 . For n ≥ n0, as in the proof of Lemma 3.4.5 we have
β(xn) = α(x)
p−n, β(yn) = α(y)
p−n, so β(xn) ≤ β(yn). Since oF is a valuation ring, zn = xn/yn
belongs to oF . Since α(x
p
n+1 − xn), α(ypn+1 − yn) ≤ p−1, we have α(zpn+1 − zn) ≤ p−1/α(yn).
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This last quantity is bounded away from 1 for n ≥ n0, so by Lemma 3.4.2, the zn define an
element z ∈ R for which x = yz.
To establish (b), note that the group α(K×) is p-divisible and that α(K×) ∩ (p−1, 1) =
β(F×)∩(p−1, 1) by (a). Since F is not discretely valued, we can choose r ∈ β(F×)∩(1, p1/p).
For any such r, we have r−1, p−1rp ∈ β(F×) ∩ (p−1, 1) ⊆ α(K×), so p−1 ∈ α(K×).
To establish (c), note that from the definition of the inverse perfection, we obtain a
homomorphism oK → oF/(p). By comparing norms, we see that the kernel of this map is
generated by z.
To establish (d), keep notation as in (c). Note that θ([z]) is divisible by p in oF and that
θ : W (oK)→ oF is surjective. We can thus find z1 ∈ W (oK)× with θ(z1) = θ([z])/p; we then
take z = [z]− pz1.
Theorem 3.5.3 (Perfectoid correspondence). The constructions
F  (Frac((oF/(p))
frep), ker(θ)), (L, I) Frac(W (oL)/I)
define a equivalence of categories between perfectoid analytic fields F and pairs (L, I) in
which L is a perfect analytic field of characteristic p and I is a principal ideal of W (oL)
admitting a generator which is primitive of degree 1.
Proof. This follows immediately from Example 3.3.8 and Lemma 3.5.2.
We next study the compatibility of this correspondence with finite extensions of fields.
Moving from characteristic p to characteristic 0 turns out to be straightforward.
Lemma 3.5.4. Fix F and (L, I) corresponding as in Theorem 3.5.3. Then for any finite
extension M of L, the pair (M, IW (oM)) corresponds via Theorem 3.5.3 to a finite extension
E of F with [E : F ] = [M : L].
Proof. Suppose first that M is Galois over L, and put G = Gal(M/L). Since I is a principal
ideal, averaging over G induces a projection
E =
W (oM)[p
−1]
IW (oM)[p−1]
→ W (oL)[p
−1]
W (oL)[p−1] ∩ IW (oM)[p−1] =
W (oL)[p
−1]
IW (oL)[p−1]
= F.
Consequently, EG = F , so by Artin’s lemma, E is a finite Galois extension of F and [E :
F ] = #G = [M : L]. This proves the claim when M is Galois; the general case follows by
Artin’s lemma again.
For the reverse direction, the crucial case is when the characteristic p field is algebraically
closed.
Lemma 3.5.5. Fix F and (L, I) corresponding as in Theorem 3.5.3. If L is algebraically
closed, then so is F .
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Proof. Let β denote the norm on F . Let P (T ) ∈ oF [T ] be an arbitrary monic polynomial
of degree d ≥ 1; it suffices to check that P (T ) has a root in oF . We will achieve this by
exhibiting a sequence x0, x1, . . . of elements of oF such that for all n ≥ 0, β(P (xn)) ≤ p−n
and β(xn+1− xn) ≤ p−n/d. This sequence will then have a limit x ∈ oF which is a root of P .
To begin, take x0 = 0. Given xn ∈ oF with β(P (xn)) ≤ p−n, write P (T +xn) =
∑
iQiT
i.
If Q0 = 0, we may take xn+1 = xn, so assume hereafter that Q0 6= 0. Put
c = min{β(Q0/Qj)1/j : j > 0, Qj 6= 0};
by taking j = d, we see that c ≤ β(Q0)1/d. Also, β(F×) = α(L×) by Lemma 3.5.2, and the
latter group is divisible because L is algebraically closed; we thus have c = β(u) for some
u ∈ oF .
Apply Lemma 3.5.2 to construct z ∈ oF with α(z) = p−1. For each i, choose Ri ∈ oL
whose image in oL/(z) ∼= oF/(p) is the same as that of Qiui/Q0. Define the polynomial
R(T ) =
∑
iRiT
i ∈ oL[T ]. By construction, the largest slope in the Newton polygon of R is
0; by this observation plus the fact that L is algebraically closed, it follows that R(T ) has a
root y′ ∈ o×L . Choose y ∈ o×F whose image in oF/(p) ∼= oL/(z) is the same as that of y′, and
take xn+1 = xn + uy. Then
∑
iQiu
iyi/Q0 ≡ 0 (mod p), so β(P (xn+1)) ≤ p−1β(Q0) ≤ p−n−1
and β(xn+1− xn) = β(u) ≤ β(Q0)1/d ≤ p−n/d. We thus obtain the desired sequence, proving
the claim.
Theorem 3.5.6. For F and (L, I) corresponding as in Theorem 3.5.3, the correspondence
described in Lemma 3.5.4 induces a tensor equivalence FE´t(F ) ∼= FE´t(L). In particular,
every finite extension of F is perfectoid, and the absolute Galois groups of F and L are
homeomorphic.
Proof. LetM be the completion of an algebraic closure of L. Via Theorem 3.5.3, (M, IW (oM))
corresponds to a perfectoid analytic field E, which by Lemma 3.5.5 is algebraically closed.
By Lemma 3.5.4, each finite Galois extension of L within M corresponds to a finite
Galois extension of F within E which is perfectoid. The union of the latter is an algebraic
extension of F whose closure is the algebraically closed field E; the union is thus forced to be
separably closed by Krasner’s lemma. Since F is of characteristic 0 and hence perfect, every
finite extension of F is thus forced to lie within a finite Galois extension which is perfectoid;
the rest follows from Theorem 3.5.3.
Remark 3.5.7. Using Theorem 3.5.6, it is not difficult to show that the functor F  L
induced by Theorem 3.5.3 by forgetting the ideal I is not fully faithful. For instance, as F
varies over finite totally ramified extensions of the completion of Qp(µp∞) of a fixed degree,
the fields L are all isomorphic.
Theorem 3.5.6 implies that the perfectoid property moves up along finite extensions of
analytic fields. It also moves in the opposite direction. (See Proposition 3.6.22 for a more
general result.)
Lemma 3.5.8. Let K be a perfect analytic field of characteristic p, and let G be a finite
group that acts faithfully on K by isometric automorphisms. Then H1(G, 1 +mK) = 0.
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Proof. We start with an observation concerning additive Galois cohomology. Since K is an
acyclic KG[G]-module by the normal basis theorem, the complex
K → Hom(G,K)→ Hom(G2, K)→ · · ·
computing Galois cohomology is exact. Using the inverse of Frobenius as in Remark 3.1.6,
we see that this complex is in fact almost optimal exact for the supremum norm on each
factor.
Now let f : G→ 1 +mK be a 1-cocycle, and put δ = max{|f(g)− 1| : g ∈ G} < 1. If we
view f as an element of Hom(G,K), its image in Hom(G2, K) has supremum norm at most
δ2. By the previous paragraph, we can modify f by an element of 1 + mK of norm at most
δ1/2 to get a new multiplicative cocycle f ′ such that max{|f ′(g) − 1| : g ∈ G} ≤ δ3/2. By
iterating the construction, we obtain the desired conclusion.
Proposition 3.5.9. Let E/F be a finite extension of analytic fields such that E is perfectoid.
Then F is also perfectoid.
Proof. By Theorem 3.5.6, we are free to enlarge E, so we may assume E/F is Galois with
group G. Let (L, I) be the pair corresponding to E via Theorem 3.5.3; then G acts on both
L and I.
We first check that I admits a G-invariant generator (this is immediate if F is already
known to contain a perfectoid field, but not otherwise). Let z ∈ I be any generator. Write
z as [z] + pz1 with z1 ∈ W (oE)×; then z−11 z is also a generator. Define the function f : G→
W (oE)
× taking g ∈ G to g(z−11 z)/(z−11 z). The composition G → W (oE)× → W (κE)× is
identically 1, so we may apply Lemma 3.5.8 to trivialize the 1-cocycle; that is, there exists
y ∈ W (oE)× with f(g) = g(y)/y for all g ∈ G. Then (yz1)−1z is a G-invariant generator of
I.
Put K = LG; by Artin’s lemma, L is Galois over K of degree #G = [E : F ]. Since I
admits a generator contained in W (oK) (which is then primitive of degree 1), we may apply
Theorem 3.5.3 to the pair (K, I∩W (oK)) to obtain a perfectoid field F ′. By Lemma 3.5.4, E is
Galois over F ′ of degree [L : K] = [E : F ] with Galois group G; consequently, F ′ = EG = F .
This proves the claim.
Definition 3.5.10. An analytic field K is deeply ramified if for any finite extension L of K,
ΩoL/oK = 0; that is, the morphism Spec(oL) → Spec(oK) is formally unramified. (Beware
that this morphism is usually not of finite type if K is not discretely valued.)
Theorem 3.5.11. Any perfectoid analytic field is deeply ramified. (The converse is also
true; see [52, Proposition 6.6.6].)
Proof. Let F be a perfectoid field, and let E be a finite extension of F . Since E/F is
separable, ΩE/F = 0; it follows easily that ΩoE/oF is killed by some nonzero element of oF .
On the other hand, since E is perfectoid by Theorem 3.5.6, for any x ∈ oE, we can find y ∈ oE
for which x ≡ yp (mod p). Hence ΩoE/oF = pΩoE/oF ; it now follows that ΩoE/oF = 0.
85
Remark 3.5.12. Many cases of Theorem 3.5.6 in which F is the completion of an algebraic
extension of Qp arise from the field of norms construction of Fontaine and Wintenberger
[49, 127]. For instance, one may take any arithmetically profinite extension of Qp thanks to
Sen’s theory of ramification in p-adic Lie extensions [116]. The approach to Theorem 3.5.6
instead requires only checking the perfectoid condition for a single analytic field, as then it
is transmitted along finite extensions. For example, for F the completion of Qp(µp∞), the
perfectoid condition is trivial to check.
Remark 3.5.13. Theorems 3.5.6 and 3.5.11 have also been obtained by Scholze [112] using
an analysis of valuation rings made by Gabber and Ramero [52, Chapter 6] in the language
of almost ring theory. This generalizes the alternate proof of the Fontaine-Wintenberger
theorem introduced by Faltings; see [21, Exercise 13.7.4]. Scholze uses the term tilting to
refer to the relationship between F and L, as well as to the corresponding relationship
between Banach algebras introduced in Theorem 3.6.5. (The term perfectoid is also due to
Scholze.)
3.6 The perfectoid correspondence for adic Banach algebras
We next extend Theorem 3.5.3 to a correspondence of adic Banach algebras. A parallel
development appears in the work of Scholze [112], but he fixes a pair of corresponding
fields and works over these; our treatment does not require this, and gives rise to perfectoid
algebras which need not be defined over a perfectoid field. Our treatment is much closer in
spirit to that given in the Bourbaki seminar of Fontaine [48]. The development in [53] takes
a similar (albeit even more general) approach, but in common with Scholze’s treatment it
depends heavily on almost ring theory, which ours does not; we achieve similar effects by
keeping track of norms. If one is interested in the statements in their almost-ring-theoretic
form, these can be recovered after the fact (see for example §5.5).
The form of the following definition is taken from [29], where the perfectoid condition is
studied from a purely ring-theoretic point of view.
Definition 3.6.1. A uniform adic Banach Qp-algebra (A,A
+) is perfectoid if ϕ : A+/(p)→
A+/(p) is surjective and there exists x ∈ A+ with xp ≡ p (mod p2A+). A uniform Banach
algebra A is perfectoid if (A,A◦) is perfectoid. Note that the condition of (A,A+) being
perfectoid only depends on A (see Proposition 3.6.2).
It is worth pointing out some equivalent formulations of the perfectoid property.
Proposition 3.6.2. Let F be an analytic field containing Qp and let (A,A
+) be a uniform
adic Banach F -algebra.
(a) If |F×| 6= ∣∣Q×p ∣∣, then (A,A+) is perfectoid if and only if ϕ : A+/(p) → A+/(p) is
surjective.
(b) The field F is perfectoid as a uniform Banach Qp-algebra as per Definition 3.6.1 if and
only if it is perfectoid as an analytic field as per Definition 3.5.1.
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(c) Equip A with the spectral norm. Then A is perfectoid if and only if there exists c ∈ (0, 1)
such that for every x ∈ A, there exists y ∈ A with |x − yp| ≤ c|x|. Moreover, if this
holds for some c, it holds for any c ∈ (p−1, 1).
(d) The ring A is perfectoid if and only if (A,A+) is perfectoid.
(e) The ring A is perfectoid if and only if there exists a topologically nilpotent unit ̟ ∈
A such that ̟p divides p in A+ and ϕ : A+/(̟) → A+/(̟p) is surjective. (This
criterion of Fontaine can be used to define perfectoid rings which are not Qp-algebras;
see Remark 3.6.28.)
Proof. To check (a), assume that ϕ : A+/(p) → A+/(p) is surjective. By hypothesis, there
exists a ∈ F with p−1 < |a| < 1, and there exist b, c ∈ A+ with bp ≡ a mod pA+, cp ≡ (p/a)
(mod pA+). In particular, bp/a and acp/p are elements of A+ congruent to 1 modulo p/a
and a, respectively, and so are units. We can thus find d ∈ A+ with dp ≡ (bp/a)−1(acp/p)−1
(mod pA+), and then x = bcd has the property that xp ≡ p (mod p2A+). Hence A is
perfectoid. This yields (a), from which (b) follows by taking (A,A◦) = (F, oF ).
To check (c), suppose first that the given condition holds for some c ∈ (0, 1). We may
then construct a sequence x1, x2, . . . in A such that |p− xp1| ≤ cp−1 and
∣∣xn − xpn+1∣∣ ≤ cpp−n
for n ≥ 1. For n sufficiently large, the conditions of Remark 3.4.9 are satisfied for x =
xn, y = xn+1, and so ϕ : oA/(p) → oA/(p) is surjective. We may then choose y ∈ oA with
yp ≡ p/xp1 (mod poA), and then x = x1y satisfies xp ≡ p (mod p2oA). We conclude that A
is perfectoid.
Conversely, suppose that A is perfectoid. Then for every nonnegative integer m, we can
find xm ∈ A with xpmm /p ∈ o×A. Given x ∈ A nonzero and c ∈ (p−1, 1), choose a nonnegative
integer m and an integer t such that p−1/c < |x/xptm| ≤ 1. Since A is perfectoid, we can find
w ∈ oA with wp ≡ (x/xptm) (mod p); then y = xtmw satisfies |x− yp| ≤ c|x|.
To check (d), suppose first that (A,A+) is perfectoid. To check that A is perfectoid,
we check the criterion of (c) for any c ∈ (p−1, 1). Choose x1, x2, · · · ∈ A+ with xp1 ≡ p
(mod p2A+) and xpn+1 ≡ xn (mod pA+) for n ≥ 1. Given x ∈ A, we can find a positive
integer n and some integer m such that
∣∣xpmn+1x∣∣ ∈ (p−1/c, 1). Then xpmn+1x ∈ A+, so we can
find y ∈ A+ with yp ≡ xpmn+1x (mod pA+). We then have
∣∣(y/xmn+1)p − x∣∣ ≤ c |x|, verifying
the criterion.
Conversely, suppose that A is perfectoid. We then make the following observations.
(i) There exists x1 ∈ A◦ with xp1 ≡ p (mod p2A◦). Since x1 and (p/x1) are topologically
nilpotent, they belong to A+.
(ii) For any y ∈ A+, there exists z ∈ A◦ with zp ≡ y (mod pA◦). Since zp − y is topo-
logically nilpotent, it belongs to A+. Since A+ is integrally closed, z belongs to A+.
Consequently, ϕ : A+/(x1, p)→ A+/(x1, p) is surjective.
(iii) By (ii), there exist x2, x3 ∈ A+ with xp2 ≡ x1 (mod pA◦), xp3 ≡ x2 (mod pA◦). In
particular, xp3 ≡ x2 (mod A+/(x2, p)).
87
(iv) By Remark 3.4.9, ϕ : A+/(p)→ A+/(p) is surjective.
(v) By (iv), there exists y ∈ A+ with yp ≡ xp1/p (mod pA+). Then x = x1y satisfies xp ≡ p
(mod p2A+). Hence (A,A+) is perfectoid.
To check (e), note that if A is perfectoid, then the stated criterion holds for ̟ = x for
any x ∈ A+ with xp ≡ p (mod p2A+). Conversely, if the criterion holds, then ϕ : A+/(p)→
A+/(p) is surjective by Remark 3.4.9. We may thus choose x0 ∈ A+ with xp0 ≡ (p/̟p)
(mod pA+), and then x1 = ̟x0 satisfies x
p
1 ≡ p (mod p̟pA+). In particular, xp1/p is
congruent to 1 modulo ̟pA+ and hence is a unit in A+. We may thus choose x2 ∈ A+ with
xp2 ≡ (p/xp1) (mod pA+), and then x = x1x2 satisfies xp ≡ p (mod p2A+).
Lemma 3.6.3. Let (A,A+) be a perfectoid uniform Banach Qp-algebra. Then the homo-
morphism θ : W (A+,frep)→ A+ is surjective, with kernel generated by an element z which is
primitive of degree 1.
Proof. We may assume A carries its spectral norm. The map θ is surjective because ϕ is
surjective on A+/(p). Choose x ∈ A+ with xp ≡ p (mod p2). Choose z = (. . . , z1, z0) ∈
A+,frep with z1 equal to the reduction of x modulo p; then θ([z]) ≡ p (mod p2A+). For n ≥ 1,
choose zn ∈ A+ lifting zn; then zpnn ≡ p (mod p2A+), so zn ∈ A× and |zny| = pp−n|y| for all
y ∈ A.
Since θ([z]) is divisible by p in A+, we can find t ∈ W (A+)× with θ(t) = θ([z])/p. Then
z = [z] − pt is primitive of degree 1 and belongs to the kernel of θ. By parts (a) and (b)
of Lemma 3.4.8, z generates the kernel of θ on W (ofrepA ). In particular, given y ∈ ker(θ :
W (A+,frep) → A+), there is a unique x = ∑∞n=0 pn[xn] ∈ W (ofrepA ) satisfying xz = y. But
since t ∈ W (A+)×, each xn belongs to A+,frep + mfrepA = A+,frep, so y is divisible by z. This
proves the claim.
Definition 3.6.4. Let (A,A+) be a perfectoid uniform adic BanachQp-algebra. By Lemma 3.6.3,
the kernel of θ : W (A+,frep)→ A+ is generated by some element z which is primitive of degree
1. Let z ∈ A+,frep be the reduction of z, and define R(A) = A+,frep[z−1] andR+(A+) = A+,frep.
Note that this construction does not depend on the choice of z and that R(A) does not de-
pend on A+ (hence the notation). By Lemma 3.4.5, (R(A), R+(A+)) is a perfect uniform
Banach Fp-algebra. Also write I(A,A
+) = ker(θ) = zW (A+,frep); we also write I(A) for
I(A,A◦).
For (R,R+) a perfect uniform adic Banach Fp-algebra and I an ideal of W (R
+) gener-
ated by an element z which is primitive of degree 1, write A(R, I) = (W (R+)/I)[p−1] and
A+(R+, I) = W (R+)/I. By Lemma 3.3.6, the surjective mapW (R+)[[z]−1]→ A(R, I) is op-
timal, so (A(R, I), A+(R+, I)) is a perfectoid uniform adic Banach Qp-algebra; we sometimes
denote this object by (A(R), A+(R+)) when the choice of I is to be understood.
Note that both of these constructions transfer idempotents to idempotents: if e ∈ A is
idempotent, then e ∈ A+ because A+ is integrally closed, and so (. . . , e, e) is an idempotent
of R+; conversely, if e ∈ R is idempotent, then so is θ([e]). Consequently, for A and (R, I)
corresponding as in Theorem 3.6.5, Spec(R) and Spec(A) below have the same closed-open
subsets; however, they need not have the same irreducible components.
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Theorem 3.6.5 (Perfectoid correspondence). The functors
A (R(A), I(A)), (R, I) A(R, I)
define an equivalence of categories between perfectoid uniform Banach Qp-algebras A and
pairs (R, I) in which R is a perfect uniform Banach Fp-algebra and I is a principal ideal of
W (oR) generated by an element which is primitive of degree 1. Similarly, the functors
(A,A+) ((R(A), R+(A+)), I(A,A+)), ((R,R+), I) (A(R, I), A+(R+, I))
define an equivalence of categories between perfectoid uniform adic BanachQp-algebras (A,A
+)
and pairs ((R,R+), I) in which (R,R+) is a perfect uniform adic Banach Fp-algebra and I
is a principal ideal of W (R+) generated by an element which is primitive of degree 1.
Proof. The proofs of the two assertions are similar, so we give only the first one. Given
A carrying its spectral norm, the surjectivity of θ : W (ofrepA ) → oA provides a natural
isomorphism A(R(A), I(A)) ∼= A. Conversely, given (R, I) with R carrying its spectral
norm, note that oA(R,I) = W (oR)/I, so oA(R,I)/(p) = W (oR)/(p, I) = oR/(z) for any z ∈ I
which is primitive of degree 1. This yields a natural isomorphism ofrepA(R,I)
∼= oR, under which
I(A(R, I)) ⊂W (ofrepA(R,I)) corresponds to I ⊂ W (oR).
We introduce a key example: the perfectoid analogue of a Tate algebra.
Example 3.6.6. Suppose that A and (R, I) correspond as in Theorem 3.6.5, e.g., A = F
and R = L where F and (L, I) correspond as in Theorem 3.5.3. For r1, . . . , rn > 0, let B, S
be the completions of
A{T1/r1, . . . , Tn/rn}[T p−∞1 , . . . , T p
−∞
n ], R{T1/r1, . . . , Tn/rn}[T p
−∞
1 , . . . , T
p−∞
n ]
under the extension of the weighted Gauss norm. That is, the norm of
∑
i1,...,in
ai1,...,inT
i1
1 · · ·T inn
is the maximum of the norm of ai1,...,in times r
i1
1 · · · rinn over all i1, . . . , in ≥ 0. Then B is per-
fectoid, S is perfect, and B corresponds to (S, IW (oS)) via Theorem 3.5.3 with the element
(Ti, T
1/p
i , . . . ) of o
frep
B corresponding to Ti ∈ S.
For some applications, it will be useful to have the following refinement of the criterion
from Proposition 3.6.2(c).
Corollary 3.6.7. Let A be a perfectoid uniform Banach Qp-algebra with spectral norm | · |,
and let R be the perfect uniform Banach Fp-algebra corresponding to A via Theorem 3.6.5.
Then for any ǫ > 0, any nonnegative integer m, and any x ∈ A, there exists y ∈ A of the
form θ([y]) for some y ∈ R, such that
β(x− yp) ≤ max{p−1−p−1−···−p−mβ(x), ǫ} (∀β ∈M(A)). (3.6.7.1)
In particular, we may choose y such that
|x− yp| ≤ p−1−p−1−···−p−m |x|. (3.6.7.2)
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Proof. Lift x along θ to x˜ ∈ W (oR)[[z]−1] and then apply Lemma 3.3.9 with x˜ playing the role
of x. Let
∑∞
n=0 p
n[yn] be the resulting element of W (oR)[[z]
−1]; then y = θ([y
1/p
0 ]) satisfies
(3.6.7.1). To obtain (3.6.7.2), take y = 0 if x = 0, and otherwise apply (3.6.7.1) with ǫ equal
to the right side of (3.6.7.2).
Remark 3.6.8. The constant in (3.6.7.2) cannot be improved to p−p/(p−1). See [29, Exam-
ple 5.9].
Using Theorem 3.6.5, we may replicate the conclusions of Remark 3.1.6 with perfect
uniform Banach Fp-algebras replaced by perfectoid algebras, in the process obtaining com-
patibility of the correspondence described in Theorem 3.6.5 with various natural operations
on adic Banach rings. We begin with a correspondence between strict maps that includes
an analogue of Remark 3.1.6(a) in characteristic 0.
Proposition 3.6.9. Keep notation as in Theorem 3.6.5, and equip all uniform Banach rings
with their spectral norms.
(a) Let ψ : R→ S be a strict (and hence almost optimal, by Remark 3.1.6) homomorphism
of perfect uniform Banach Fp-algebras, and apply the functor A to obtain ψ : A→ B.
Then ψ is almost optimal (and surjective if ψ is).
(b) Let ψ1, ψ2 : R → S be homomorphisms of perfect uniform Banach Fp-algebras, and
apply the functor A to obtain ψ1, ψ2 : A→ B. If ψ1−ψ2 is strict surjective (and hence
almost optimal, by Remark 3.1.6), then ψ1 − ψ2 is almost optimal and surjective.
(c) Let ψ : A → B be a strict homomorphism of perfectoid uniform Banach Qp-algebras.
Then ψ is almost optimal and ψ(A) is perfectoid.
(d) With notation as in (c), apply the functor R to obtain ψ : R → S. Then ψ is also
almost optimal (and surjective if ψ is).
Proof. We first check (a) in case ψ is strict surjective. By Remark 3.1.6, ψ is almost optimal;
in particular, every element of S of norm strictly less than 1 lifts to an element of R of norm
strictly less than 1. By Lemma 3.3.6, every element of B of norm strictly less than 1 lifts
to an element of A of norm strictly less than 1. Consequently, ψ is almost optimal and
surjective. A similar argument yields (b).
We now check (a) in the general case. We may factor ψ as a composition R → S0 → S
with R→ S0 strict surjective and S0 → S an isometric injection (since R and S are uniform).
For z a generator of I, we have zW (oS)∩W (oS0) = zW (oS0), so the map S0 → S corresponds
to an isometric injection B0 → B. We may thus deduce (a) from the previous paragraph.
To check (c), let α, β be the spectral norms on A,B. Choose a constant c ≥ 1 such that
every b ∈ image(ψ) admits a lift a ∈ A with α(a) ≤ cβ(b). We will then prove that the same
conclusion holds with c replaced by c1/p; this is enough to imply the desired result.
Suppose that bl ∈ image(ψ) for some nonnegative integer l. Lift bpl to al ∈ A with
α(al) ≤ cβ(bpl ) = cβ(bl)p. Apply Lemma 3.3.9 (or [87, Lemma 5.16]) to find x ∈ R such that
γ(al − θ([x])) ≤ p−1max{γ(al), β(bl)p} (γ ∈M(A)). (3.6.9.1)
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In particular,
γ(θ([x])) ≤ max{γ(al), p−1γ(al), p−1β(bl)p} ≤ cβ(bl)p.
Put ul = θ([x
1/p]), vl = ψ(ul), and bl+1 = bl − vl; note that α(ul) ≤ c1/pβ(bl).
For each γ ∈ M(B), by applying (3.6.9.1) to the restriction of γ to A, we find that
γ(bpl − vpl ) ≤ p−1max{γ(bl)p, β(bl)p} = p−1β(bl)p. We now consider three cases.
(i) If γ(bpl − vpl ) > γ(bl)p, then γ(bpl − vpl ) = γ(vl)p, so γ(bl+1) = γ(vl) > γ(bl). It follows
that γ(bl+1) = γ(b
p
l − vpl )1/p ≤ p−1/pβ(bl).
(ii) If p−1γ(bl)
p ≤ γ(bpl − vpl ) ≤ γ(bl)p, we may apply [85, Lemma 10.2.2] to deduce that
γ(bl+1) ≤ γ(bpl − vpl )1/p ≤ p−1/pβ(bl).
(iii) If γ(bpl − vpl ) ≤ p−1γ(bl)p, then by [85, Lemma 10.2.2] again, γ(bl+1) ≤ p−1/pγ(bl) ≤
p−1/pβ(bl).
It follows that γ(bl+1) ≤ p−1/pβ(bl) for all γ ∈ M(B), and so β(bl+1) ≤ p−1/pβ(bl).
If we now start with b = b0 ∈ image(ψ) and recursively define bl, ul, vl as above, the bl
converge to 0, so the series
∑∞
l=0 vl converges to b. Meanwhile, the series
∑∞
l=0 ul converges
to a limit a ∈ A satisfying ψ(a) = b and α(a) ≤ c1/pβ(b). Hence ψ is almost optimal; by
Proposition 3.6.2(c), ψ(A) is perfectoid. This proves (c).
To obtain (d), by noting that a strict injection of uniform Banach rings is isometric and
invoking (c), we may reduce to the case where ψ is strict surjective. Let α, β be the norms
on R, S. Given y ∈ S, by (c) we may lift θ([y]) ∈ B to some a ∈ A with α(a) ≤ p1/2β(y).
By Lemma 3.3.9 again, we may find x ∈ R such that γ(a − θ([x])) ≤ p−1max{γ(a), β(y)}
for all γ ∈M(A); in particular,
γ(θ([x])) ≤ max{γ(a), p−1γ(a), p−1β(y)} ≤ p1/2β(y).
Let z ∈ S be the image of x. For all γ ∈M(B), we have γ(θ([z])) ≤ p1/2β(y) and
γ(θ([y]− [z])) ≤ p−1max{γ(θ([y])), β(y)} = p−1β(y).
Put γ = µ(θ∗(γ)) ∈ M(S); then γ(z) ≤ p1/2β(y). If we expand [y] − [z] = ∑∞i=0 pi[wi], for
i > 0 we have γ(θ(pi[wi])) ≤ p−1max{γ(y), γ(z)} ≤ p−1β(y). Since w0 = y − z, it follows
that γ(y − z) = γ(θ([y − z])) ≤ p−1/2β(y). By iterating the construction as in the proof of
(b), we see that every y ∈ S admits a lift x ∈ R for which α(x) ≤ p1/2β(y). Hence ψ is
strict, and hence almost optimal by Remark 3.1.6.
We thus may deduce (d) except for the fact that if ψ is surjective, then so is ψ. This
follows from (c) plus Lemma 3.4.7(b).
Remark 3.6.10. Note that in Proposition 3.6.9(a), strict surjectivity of ψ does not imply
that oR surjects onto oS. Similarly, in part (c), strict surjectivity of ψ does not imply that
oA surjects onto oB.
We next establish compatibility of the correspondence with completed tensor products,
and obtain an analogue of Remark 3.1.6(c).
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Proposition 3.6.11. Let A→ B,A → C be morphisms of perfectoid uniform Banach Qp-
algebras. Let (R, I) be the pair corresponding to A via Theorem 3.6.5, and put S = R(B), T =
R(C). Then the completed tensor product B⊗̂AC with the tensor product norm is the per-
fectoid uniform Banach Qp-algebra corresponding to S⊗̂RT . (Note that this immediately
implies the corresponding statement for adic Banach rings.)
Proof. Put U = S⊗̂RT , which is a perfect uniform Banach Fp-algebra by Remark 3.1.6(c).
Put D = A(U); then D is perfectoid. It remains to check that the natural map B⊗̂AC → D
is an isometric isomorphism of Banach Qp-algebras. To see this, let α, β, γ, δ, α, β, γ, δ denote
the spectral norms on A,B,C,D,R, S, T, U , respectively. Choose any x ∈ D and any ǫ > 1,
and apply Lemma 3.3.6 to find y =
∑∞
n=0 p
n[yn] ∈ W (oU)[[z]−1] with θ(y) = x and δ(y0) ≥
δ(yn) for all n > 0. Then write each yn as a convergent sum
∑∞
i=0 sni ⊗ tni with sni ∈ S,
tni ∈ T and β(sni), γ(tni) < (ǫδ(yn))1/2. (More precisely, by Remark 3.1.6(c) we can ensure
that β(sni)γ(tni) < ǫδ(yn), but then we can enforce the desired inequality by transferring a
suitable power of z between the two terms.) We can then write [yn] as a convergent sum for
the (p, z)-adic topology, each term of which is a power of p times the Teichmu¨ller lift of an
element of S times the Teichmu¨ller lift of an element of T ; moreover, each of these terms
has norm at most ǫδ(yn). It follows that x is the image of an element of B⊗̂AC of norm at
most ǫδ(y); since ǫ > 1 was arbitrary, this yields the desired result.
Remark 3.6.12. At this point, we have analogues for perfectoid algebras of parts (a) and
(c) of Remark 3.1.6. It would be useful to also have an analogue of part (b); that is, if
ψ1, ψ2 : A → B are two homomorphisms of perfectoid uniform Banach Qp-algebras such
that ψ = ψ1 − ψ2 is strict, one would expect that ψ is almost optimal. Unfortunately, the
technique of proof of Proposition 3.6.9(c) does not suffice to establish this, due to the fact
that the image of ψ is not closed under taking p-th powers.
We next establish the compatibility of the perfectoid correspondence with rational local-
izations, starting with an explicit calculation in the special case of a simple Laurent covering.
(See Remark 3.6.16 for a related observation.)
Lemma 3.6.13. Suppose that (A,A+) and ((R,R+), I) correspond as in Theorem 3.6.5.
Choose g ∈ R and put g = θ([g]) ∈ A. Put
B− = A{T}/(T − g), B+ = A{U}/(Ug − 1),
S− = R{T}/(T − g), S+ = R{U}/(Ug − 1).
Then there are A-linear isomorphisms A(S−, IW (S
◦
−))
∼= B−, A(S+, IW (S◦+)) ∼= B+ taking
[T ], [U ] to T, U .
Proof. Equip A with the spectral norm. For r ∈ Z[p−1]≥0, put gr = θ([gr]). By Lemma 2.8.8,
for each nonnegative integer h,
B− ∼= A{T p−h}/(T p−h − gp−h),
B+ ∼= A{Up−h}/(Up−hgp−h − 1).
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More precisely, for y− =
∑
i y−,i ∈ A{T p
−h−1}, y+ =
∑
i y+,i ∈ A{Up
−h−1}, put
z− =
∑
i
y−,ig
i−p−h⌊phi⌋T p
−h⌊phi⌋ ∈ A{T p−h},
z+ =
∑
i
y+,ig
p−h⌈phi⌉−iUp
−h⌈phi⌉ ∈ A{Up−h};
then y∗ and z∗ represent the same class in B∗ and
|z∗| ≤ max{1, |g|p
−h} |y∗| .
Write |•|h for the quotient norms on B−, B+ induced from A{T p
−h}, A{Up−h}; then
|x|h+1 ≤ |x|h ≤ max{1, |g|}p
−h |x|h+1 (x ∈ B∗).
In particular,
|x|h ≤ |x|0 ≤ max{1, |g|}p/(p−1) |x|h (x ∈ B∗; h = 0, 1, . . . ). (3.6.13.1)
By Proposition 3.1.7, S∗ is perfect uniform. Let A
′
−, A
′
+ be the completions of A{T}[T p−∞],
A{U}[Up−∞ ] for the Gauss norm. Let J∗ be the closure in A′∗ of the ideal of A{T}[T p−∞]
generated by T p
−h − gp−h (if ∗ = −) or the ideal of A{U}[Up−∞ ] generated by Up−hgp−h − 1
(if ∗ = +) for h = 0, 1, . . . . Note that J∗ is itself an ideal of A′∗, so we may form the quotient
B′∗ = A
′
∗/J∗; the inclusions A{T} → A′−, A{U} → A′+ then induce maps B∗ → B′∗, which by
(3.6.13.1) are isomorphisms.
From Example 3.6.6, we see that A′−, A
′
+ are perfectoid and we obtain identifications
R(A′∗)
∼= S∗ taking (. . . , T 1/p, T ), (. . . , U1/p, U) to T , U . The resulting mapA′∗ → A(S∗, IW (S◦∗))
is surjective; its kernel J ′∗ is the closure of the ideal generated by θ([T
p−h − gp−h]) (if ∗ = −)
or θ([U
p−h
gp
−h − 1]) (if ∗ = +) for all h.
Under the map A′− → A(S−, IW (S◦−)), T p−h and gp−h both map to [T p
−h
] = [gp
−h
];
similarly, under the map A′+ → A(S+, IW (S◦+)), Up−hg−p−h maps to [U
p−h
gp
−h
] = [1] = 1.
This means that J∗ ⊆ J ′∗; we also have the reverse inclusion thanks to Remark 3.2.3. We
conclude that the induced map B′∗ → A(S∗, IW (S◦∗)) is an isomorphism.
With this calculation in hand, we may treat the general case.
Theorem 3.6.14. Suppose that (A,A+) and ((R,R+), I) correspond as in Theorem 3.6.5.
(a) The homeomorphismM(A) ∼=M(R) of Theorem 3.3.7 lifts to a functorial homeomor-
phism Spa(A,A+) ∼= Spa(R,R+).
(b) The homeomorphism in (a) identifies rational subspaces. More precisely, for f1, . . . , fn, g ∈
R, the rational subspace
{v ∈ Spa(R,R+) : v(f i) ≤ v(g) (i = 1, . . . , n)}.
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corresponds to
{v ∈ Spa(A,A+) : v(fi) ≤ v(g) (i = 1, . . . , n)} (fi = θ([f i]), g = θ([g])), (3.6.14.1)
and every rational subspace of Spa(A,A+) can be written in the form.
(c) Let U ⊆ Spa(A,A+) and V ⊆ Spa(R,R+) be rational subdomains corresponding as in
(a). Let (A,A+)→ (B,B+), (R,R+)→ (S, S+) be the rational localizations represent-
ing U and V , respectively. Then (B,B+) is again perfectoid, and there are natural iden-
tifications (S, S+) ∼= (R(B), R+(B+)), (B,B+) ∼= (A(S, IW (S+)), A+(S+, IW (S+))).
Proof. To prove (a), we first define the map on points. For α ∈ M(A) corresponding
to β ∈ M(B), we have a canonical isomorphism oH(α)/(p) ∼= oH(β)/(z) for any z as in
Lemma 3.6.3. We may thus identify points of Spa(A,A+) lifting α with valuation rings of
H(α) containing mH(α), then with valuation rings of κH(α) ∼= κH(β), then with valuation rings
of H(β) containing mH(β), then with points of Spa(R,R+) lifting β.
We now have a functorial bijection Spa(A,A+) → Spa(R,R+). To see that this is a
homeomorphism, it suffices to prove (b), which we do by imitating the proof of Theorem 3.3.7.
For f 1, . . . , fn, g ∈ R, if we put fi = θ([f i]), g = θ([g]), then f1, . . . , fn, g generate the unit
ideal in A if and only if f1, . . . , fn, g generate the unit ideal in R (by applying Corollary 2.3.6
in both A and R). This means that rational subspaces of Spa(R,R+) correspond to rational
subspaces of Spa(A,A+) as described. Conversely, given a rational subspace U as in (2.4.3.2),
pick ǫ > 0 as in Remark 2.4.7, then apply Lemma 3.3.9 to find f1, . . . , fn, g ∈ R such that
α(fi − θ([f i])) ≤ p−1max{α(fi), ǫ}, α(g − θ([g])) ≤ p−1max{α(g), ǫ} (α ∈ U ∩M(A)).
As in Remark 2.4.7, we see that the rational subspace defined by θ([f 1]), . . . , θ([fn]), θ([g])
coincides with U . This proves (b).
To prove (c), by Proposition 2.4.24 we may assume that U is part of a simple Laurent
covering. From the proof of (b), we may define this covering using a parameter of the form g =
θ([g]) for some g ∈ R. By Proposition 3.1.7, (S, S+) is perfect uniform. By Lemma 3.6.13,
B is perfectoid; by Proposition 3.6.2, (B,B+) is also perfectoid. The other identifications
now follow from Theorem 3.6.5 and the universal property of a rational localization.
As a corollary, we obtain the Tate and Kiehl properties for perfectoid algebras.
Theorem 3.6.15. Any perfectoid adic Banach algebra is stably uniform and sheafy, and
thus satisfies the Tate sheaf and Kiehl glueing properties (Definition 2.7.6).
Proof. The stably uniform proprety is immediate from Theorem 3.6.14. The sheafy property
then follows from Theorem 2.8.10; alternatively, one may use Proposition 2.4.20 and Propo-
sition 3.6.11 to reduce to the case of a simple Laurent covering of Spa(A,A+), then argue as
in Proposition 3.6.9(a,b) to derive the desired exact sequence from the corresponding exact
sequence in characteristic p (Theorem 3.1.13). As usual, the Tate and Kiehl properties follow
from the sheafy property via Theorem 2.7.7.
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We have the following analogue of Remark 3.1.8.
Remark 3.6.16. Set notation as in Theorem 3.6.14, and equip A with the spectral norm.
For r ∈ Z[p−1]≥0 and ∗ ∈ {f1, . . . , fn, g}, write ∗r for θ([∗r]). Choose h1, . . . , hn, k ∈ A such
that h1f1 + · · ·+ hnfn + kg = 1. Then
y =
∑
i1,...,in
yi1,...,inT
i1
1 · · ·T inn ∈ A{T1, . . . , Tn}[T p
−∞
1 , . . . , T
p−∞
n ]
represents the same element of B as does
z = (k+h1T1+ · · ·+hnTn)n
∑
i1,...,in
yi1,...,inf
i1−⌊i1⌋
1 · · ·f in−⌊in⌋n gn−(i1−⌊i1⌋+···+in−⌊in⌋)T ⌊i1⌋1 · · ·T ⌊in⌋n ,
which satisfies
|z| ≤ c |y| , c = max{|h1| , . . . , |hn| , |k|}n |f1| · · · |fn| |g|n .
By replacing f 1, . . . , fn, g by suitable p-power roots, for any given c > 1 we may obtain
a strict surjection A{T1, . . . , Tn} → B in which the quotient norm is at most c times the
spectral norm.
We next establish compatibility with formation of quotients, and more generally with
passage along homomorphisms with dense image.
Theorem 3.6.17. Suppose that A and (R, I) correspond as in Theorem 3.6.5.
(a) Let ψ : R→ S be a bounded homomorphism of uniform Banach Fp-algebras with dense
image. Then S is also perfect, and the corresponding homomorphism ψ : A → B of
perfectoid uniform Banach Qp-algebras also has dense image.
(b) Let B be a uniform Banach Qp-algebra admitting a bounded homomorphism ψ : A→ B
with dense image. Then B is also perfectoid, and the corresponding homomorphism
ψ : R→ S of perfect uniform Banach Fp-algebras also has dense image.
(c) In (a) and (b), ψ is surjective if and only if ψ is.
Proof. In the setting of (a), the ring S is reduced and admits the dense perfect Fp-subalgebra
ψ(R), so S is also perfect. Let α, β, α, β denote the spectral norms on A,B,R, S, respectively.
By Lemma 3.3.6, for any x ∈ B and ǫ > 0, we can find a finite sum∑ni=0 pi[xi] ∈ W (S) such
that β(x − θ(∑ni=0 pi[xi])) < ǫ. For i = 0, . . . , n, if xi = 0, take yi = 0, otherwise choose
yi ∈ R with
β(xi − ψ(yi)) < inf{ǫp
j
p(i+j)p
j
β(xi)
1−pj : j = 0, 1, . . . }.
(Note that the sequence whose infimum is sought tends to +∞ as j → ∞, since it is
dominated by pjp
j
, so the infimum is positive.) Put y =
∑n
i=0 p
iθ([yi]) ∈ A; then
β
(
n∑
i=0
piθ([xi]− [ψ(yi)])
)
≤ max{p−iβ(θ([xi]− [ψ(yi)])) : i = 0, . . . , n}
≤ max{p−i−jβ(xi)1−p−jβ(xi − ψ(yi))p
−j
: i = 0, . . . , n; j = 0, 1, . . . }
< ǫ.
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It follows that β(x− ψ(∑ni=0 pi[yi])) < ǫ, yielding (a).
In the setting of (b), let α, β be the norms on A,B. Given x ∈ ψ(A) ∩ oB, choose
w ∈ ψ−1(x). By Lemma 3.3.9, we can find w ∈ R such that
γ(w − θ([w])) ≤ p−1max{γ(w), β(x)} (γ ∈M(A)).
Put y = ψ(θ([w1/p])); then γ(x− yp) ≤ p−1β(x) for all γ ∈ M(B), so β(x− yp) ≤ p−1β(x).
Since ψ(A) is dense in B, B is perfectoid. Given x ∈ S, choose w ∈ A with β(ψ(w)−θ([x])) ≤
p−1β(x), then apply Lemma 3.3.9 again to choose w ∈ R such that
γ(w − θ([w])) ≤ p−1max{γ(w), β(x)} (γ ∈M(A)).
Put y = ψ(w); then γ(θ([x] − [y])) ≤ p−1β(x) for γ ∈ M(B), so γ(x − y) ≤ p−1β(x). This
yields (b).
In the setting of (c), if either ψ or ψ is surjective, then it is strict by the open mapping
theorem (Theorem 2.2.8). Consequently, (c) follows from Proposition 3.6.9(a,d).
Corollary 3.6.18. Let ψ1 : C → A, ψ2 : C → B be bounded homomorphisms of uniform
Banach Qp-algebras, and let D = (A⊗̂CB)u denote the uniform completion of A⊗C B. If A
and B are perfectoid, then so is D.
Proof. Let α, β be the spectral norms on A,B. Let N be the multiplicative monoid of R(B).
Equip the monoid ring A[N ] with the weighted Gauss norm∣∣∣∣∣∑
i
ai[ni]
∣∣∣∣∣ = maxi {α(ai)µ(β)(ni)}.
Let E be the completion of A[N ]; it is a perfectoid algebra (compare Example 3.6.6). The
formula ∑
i
ai[ni] 7→
∑
i
ai ⊗ θ([ni])
defines a bounded homomorphism from E to the ordinary completion of A⊗C B with dense
image; consequently, the resulting homomorphism E → D also has dense image. By Theo-
rem 3.6.17(b) again, D is perfectoid.
A related observation is that the perfectoid property is preserved under completions.
Proposition 3.6.19. Let A be a perfectoid uniform Banach Qp-algebra equipped with its
spectral norm. Let J be a finitely generated ideal of oA which contains p. Equip each quotient
oA/J
n with the quotient norm, equip the inverse limit R with the supremum norm, and put
B = R[p−1]. Then B is again a perfectoid uniform Banach Qp-algebra.
Proof. Choose generators x1, . . . , xm of J ; then R can also be written as the inverse limit of
the quotients oA/(p
n, xpn1 , . . . , x
pn
m ). Consequently, each element y of R can be written as an
infinite series
∞∑
n=0
(an0p
n + an1x
pn
1 + · · ·+ anmxpnm )
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with all of the ani in oA. Choose bni ∈ oA with bpni ≡ ani (mod p); then the series
bn0 +
∞∑
n=0
(bpn1x
n
1 + · · ·+ bpnmxnm)
converges to an element z of R satisfying zp ≡ y (mod pR). From this, the claim follows at
once.
We finally establish compatibility with finite e´tale covers. As in the case of analytic fields,
the first step is to lift from characteristic p.
Lemma 3.6.20. For A and (R, I) corresponding as in Theorem 3.6.5 and S ∈ FE´t(R),
the perfectoid Banach algebra B over Qp corresponding to (S, IW (oS)) via Theorem 3.6.5
belongs to FE´t(A) and its norm is equivalent to any norm given by Proposition 2.8.16.
Proof. We may assume that S is of constant rank d > 0 as an R-module. Let z be a generator
of I which is primitive of degree 1. Since S is a finite R-module and ϕ is bijective on S, we
can find x1, . . . , xn ∈ oS such that oS/(x1oR+ · · ·+xnoR) is killed by z. Using Remark 3.2.3,
it follows that W (oS)/([x1]W (oR) + · · ·+ [xn]W (oR)) is killed by [z]. Quotienting by z and
then inverting p, we find that B is a finite A-module. By Proposition 2.8.4 and Lemma 3.5.4,
B is locally free of constant rank d as an A-module.
We now know that B is a finite projective A-module. To check that B ∈ FE´t(A), it
remains to check that the map B → HomA(B,A) taking x to y 7→ TraceB/A(xy) is surjective.
By Lemma 2.3.12, it suffices to check this pointwise; we may thus apply Lemma 3.5.4 to
conclude.
To conclude, note that the equivalence between the norm on B and the one derived from
Proposition 2.8.16 is a consequence of the open mapping theorem (Theorem 2.2.8).
Theorem 3.6.21. For A and (R, I) corresponding as in Theorem 3.6.5, if we equip B ∈
FE´t(A) with a Banach norm provided by Proposition 2.8.16, then B is a perfectoid uni-
form Banach A-algebra. Moreover, the correspondence of Lemma 3.6.20 induces a tensor
equivalence FE´t(A) ∼= FE´t(R). (As in Theorem 3.5.11, it follows that ΩoB/oA = 0.)
Proof. It suffices to check that any B ∈ FE´t(A) arises as in Lemma 3.6.20. Extend A
to an adic Banach ring (A,A+) corresponding to (R,R+) via Theorem 3.6.5. Recall that
by Theorem 3.3.7 and Theorem 3.6.14, there are compatible homeomorphisms M(A) ∼=
M(R), Spa(A,A+) ∼= Spa(R,R+) matching up rational subdomains on both sides. For
each δ ∈ M(A), let γ ∈ M(R) be the corresponding point. Using Theorem 3.5.6, we may
transfer B ⊗A H(δ) ∈ FE´t(H(δ)) to some S(γ) ∈ FE´t(H(γ)). By Lemma 2.2.3(a) (and
Theorem 1.2.8), there exists a rational localization (R,R+) → (R1, R+1 ) encircling γ such
that S(γ) extends to S1 ∈ FE´t(R1). Let (A,A+) → (A1, A+1 ) be the rational localization
corresponding to (R,R+)→ (R1, R+1 ) via Theorem 3.6.14. Applying Lemma 3.6.20, we may
lift S1 to B1 ∈ FE´t(A1). By Lemma 2.2.3(a) again, by replacing (A,A+) → (A1, A+1 ) by
another rational localization encircling δ, we can ensure that B1 ∼= B ⊗A A1. In particular,
B ⊗A A1 is perfectoid.
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By compactness, we obtain a strong rational covering {(A,A+)→ (Ai, A+i )}i correspond-
ing to a strong rational covering {(R,R+) → (Ri, R+i )} as in Theorem 3.6.14, such that for
each i, B ⊗A Ai corresponds to some Si ∈ FE´t(Ri) as in Theorem 3.6.5. Put (Aij , A+ij) =
(Ai, A
+
i )⊗̂(A,A+)(Aj, A+j ), so that (A,A+)→ (Aij , A+ij) is the rational localization correspond-
ing to Spa(Ai, A
+
i )∩Spa(Aj, A+j ) by Proposition 3.6.11. Let (R,R+)→ (Rij , R+ij) be the cor-
responding rational localization. Using Theorem 3.6.14, we may transfer the isomorphisms
(B ⊗A Ai)⊗Ai Aij ∼= (B⊗A Aj)⊗Aj Aij to obtain isomorphisms Si⊗Ri Rij ∼= Sj ⊗Rj Rij sat-
isfying the cocycle condition. By Theorem 2.6.9, we may glue the Si to obtain S ∈ FE´t(R).
Apply Lemma 3.6.20 to lift S to C ∈ FE´t(A). By Theorem 3.6.5, we have isomorphisms
B ⊗A Ai ∼= C ⊗A Ai which again satisfy the cocycle condition. They thus glue to an
isomorphism B ∼= C by Theorem 2.6.9 again, so B is perfectoid as desired.
As for fields (see Proposition 3.5.9), we have the following converse result.
Proposition 3.6.22. Let A→ B be a morphism of uniform Banach algebras over Qp such
that B is perfectoid.
(a) If A→ B is faithfully finite e´tale, then A is perfectoid.
(b) Let k ⊆ ℓ be perfect fields of characteristic p and put K = W (k)[p−1], L = W (ℓ)[p−1].
Suppose that A is a Banach algebra over K and that B = (A⊗̂KL)u. Then A⊗̂KL = B
and A is perfectoid.
Proof. Equip all uniform Banach rings in this argument with their spectral norms. To
prove (a), we may assume that B is finite e´tale over A of constant degree d > 0. Let
(S, J) be the pair corresponding to B via Theorem 3.6.5. Since the two natural morphisms
ι1, ι2 : B → B ⊗A B are both finite e´tale, by Theorem 3.6.21, on one hand B ⊗A B is
perfectoid; on the other hand, if we put T = R(B⊗AB), then ι1, ι2 correspond to two finite
e´tale morphisms ι1, ι2 : S → T .
Since Spec(B) → Spec(A) is e´tale, the surjection B ⊗Z B → B ⊗A B defines a closed
immersion SpecB ×SpecA SpecB → SpecB ×SpecZ SpecB which is a finite e´tale equivalence
relation on Spec(B) over Spec(Z). This transfers to a finite e´tale equivalence relation on
Spec(S) over Spec(Z). However, by [121, Tag 07S5], any such equivalence relation on an
affine scheme admits a quotient in the category of schemes; that is, for R the equalizer
of ι1, ι2, the morphism R → S is finite e´tale of constant degree d and the induced map
S ⊗R S → T is an isomorphism.
Since R is the equalizer of ι1, ι2 : R → S, W (R) is the equalizer of W (ι1),W (ι2) :
W (R) → W (S). Consequently, the image of W (oR) under θ belongs to the equalizer of
ι1, ι2, which is A.
For x ∈ oA, the image of x in oB belongs to the equalizer of ι1 and ι2. Consequently,
the image of x in oS/(p) lifts to an element x ∈ oS for which |ι1(x)− ι2(x)| ≤ p−1. By
Remark 3.1.6, for any ǫ > 0 there exists y ∈ oR satisfying |y − x| ≤ p−1+ǫ. If we put
y = θ([y1/p]), then y ∈ oA satisfies |x− yp| ≤ p−1+ǫ. It follows that ϕ : oA/(p) → oA/(p) is
surjective.
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To prove that A is perfectoid, it now suffices to produce x ∈ oA with xp ≡ p (mod p2oA).
To do this, choose an integer n > d and choose integers a, b satisfying pa + bd/pn = 1. Let
y = [y] + py1 be a generator of J , and put
x0 = p
aθ([NormS/R(−y/y1)bp
−n−1
]);
then x0 ∈ A and |xp0 − p| ≤ p−1−p−n. By the previous paragraph, we can find x1 ∈ oA such
that |xp1 − xp0/p| ≤ p−1; we may then take x = x0/x1. This proves (a).
To prove (b), we follow the proof of Lemma 2.8.6. Let S be a basis of ℓ over k containing
1; then each y ∈ oB has a unique convergent representation as
∑
s∈S ys ⊗ [s] with ys ∈ A,
and |y| = max{|ys| : s ∈ S}. In particular, B = A⊗̂KL; more precisely,
oB/poB ∼= oA/poA ⊗W (k)/pW (k) W (ℓ)/pW (ℓ);
since W (ℓ)/pW (ℓ) ∼= ℓ is flat over W (k)/pW (k) ∼= k, the surjectivity of ϕ on oA/poA follows
from the corresponding property on oB/poB by faithfully flat descent. To find x ∈ oA with
xp ≡ p (mod p2oA), first choose y ∈ oB with yp ≡ p (mod p2oB). Then |ys| ≤ p−1/p for all
s ∈ S, so ∑
s∈S
yps ⊗ [sp] ≡ p (mod p2oB).
Since k and ℓ are perfect, {sp : s ∈ S} is also a basis of ℓ over k, so we may take x = y1 to
deduce (b).
Remark 3.6.23. Scholze observes [112] that for A and (R, I) corresponding as in Theo-
rem 3.6.5, Theorem 3.6.14 and Theorem 3.6.21 imply that the small e´tale sites of the adic
spaces associated to R and A are naturally equivalent. This observation is the point of
departure of his theory of perfectoid spaces, which casts the aforementioned results in more
geometric terms; we will make contact with this construction in §8.
Besides the expected consequences for relative p-adic Hodge theory, as in the study of
relative comparison isomorphisms between e´tale and de Rham cohomology [113] and in our
own work in this paper, the perfectoid correspondence are some unexpected consequences.
For instance, Scholze uses it to derive some new cases of the weight-monodromy conjecture
in e´tale cohomology [112]. There may also be consequences in the direction of Hochster’s
direct summand conjecture in commutative algebra, as in the work of Bhatt [16] (see also
the discussion in [53]). For further discussion, see [114].
Remark 3.6.24. While the correspondence described above is sufficient for some applica-
tions, relative p-adic Hodge theory tends to requires somewhat more refined information.
The most common approach to getting this extra information is through variants of the al-
most purity theorem of Faltings [42, 43]. We will instead take an alternative approach based
on relative Robba rings, as introduced in §5. For the relationship between the two points of
view, see §5.5.
We mention the characterization of the perfectoid correspondence used in [112], which
avoids any reference to Witt vectors, as well as a related criterion not found in [112].
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Proposition 3.6.25. The following statements are true.
(a) For A and (R, I) corresponding as in Theorem 3.6.5, there is an isomorphism
R→ lim←−
x 7→xp
A, x 7→ (θ([x]), θ([x1/p]), . . . ).
(b) For A perfectoid, lim←−x 7→xp A generates a dense Z-subalgebra of A.
(c) If A is a uniform Banach algebra over some perfectoid algebra B and lim←−x 7→xp A gen-
erates a dense B-subalgebra of A, then A is perfectoid.
Note that the converse of (b) would imply (c), but such a converse would require a
different proof technique than that of (c).
Proof. Put S = lim←−x 7→xp A. Let α be the norm on S which is defined to be the norm of
the first element in the inverse limit. Part (a) is immediate from Remark 3.4.10. To prove
(b), note that if A is perfectoid, then finite sums of images of S form a dense subring of
A. To prove (c), note that the quotient of B{ts/α(s) : s ∈ S} by the closure of the ideal
(tps− tsp : s ∈ S) is a perfectoid algebra mapping to A with dense image. By Theorem 3.6.17,
A is perfectoid.
The following argument is a slight modification of an argument of Colmez [113, Propo-
sition 4.8].
Lemma 3.6.26. Let A be a uniform Banach algebra over Qp. Let U be a subset of mA which
generates a dense Qp-subalgebra of A. For each finite subset T of U and each nonnegative
integer n, equip the finite e´tale A-algebra
BT,n = A[xt,n : t ∈ T ]/(xpnt,n − 1− t : t ∈ T )⊗Qp Qp(µpn)
with the spectral seminorm. View these as a directed system running over T and n by iden-
tifying xt,n with x
p
t,n+1. Then the completed direct limit B of the BT,n is a perfectoid uniform
Banach algebra over Qp and the morphism M(B) → M(A) is surjective; consequently (by
Remark 2.8.3), the map A→ B is isometric.
Proof. Let F be the completed direct limit of
⋃∞
n=0Qp(µpn); this is a perfectoid field, as then
is the completion C of F [xp
−n
t : t ∈ U ] for the Gauss norm. However, C admits a bounded
homomorphism to B taking xt to 1 + t. Since this homomorphism has dense image, by
Theorem 3.6.17(b) B is perfectoid. The surjectivity of M(B) →M(A) follows by viewing
M(B) as the inverse limit of the M(BT,n) and applying Lemma 2.3.14.
Remark 3.6.27. By analogy with Remark 3.1.17, one may ask whether an adic Banach
algebra (A,A+) admitting a rational covering by perfectoid algebras is itself perfectoid. For
Banach algebras over a perfectoid field, this conjecture is made in [112, Conjecture 2.16],
but one can exhibit a counterexample against this conjecture by adapting the construction
of [23, Proposition 13].
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By analogy with Proposition 3.1.16, one can ask whether one can salvage the conjecture
by adding the assumption that (A,A+) is uniform or even stably uniform. This is quite
unclear: to analogize the proof of Proposition 3.1.16, one would need to show that an exact
sequence as in Corollary 2.8.9 is not only strict (as would follow from the open mapping
theorem), but strict with suitably small factors between the quotient and subspace norms.
(In other words, one needs to control the cohomology of the integral structure sheaf.)
Remark 3.6.28. In [48], Fontaine defines a perfectoid algebra to be a uniform f-adic ring A
containing a topologically nilpotent unit ̟ such that ̟p divides p in A◦ (so in particular p
is topologically nilpotent) and ϕ : A◦/(̟)→ A◦/(̟p) is surjective. By Proposition 3.6.2(e),
a uniform Banach algebra over Qp is perfectoid in our sense if and only if it is perfectoid in
Fontaine’s sense. However, Fontaine’s definition includes perfect uniform Banach Fp-algebras
as a special case, as well as some rings which are not algebras over either Fp or Qp.
Although we will not do so in this paper, it is not difficult to extend the arguments
used here to cover perfectoid algebras and spaces in the sense of Fontaine, modulo the
formal adjustment of working with topological rings rather than Banach rings: dropping the
requirement of working over Qp means that not every continuous homomorphism is bounded
(Remark 2.4.4). One important nonformal change is to replace Lemma 3.6.26 by an alternate
construction using lifts of Artin-Schreier extensions instead of Kummer extensions; such a
construction has recently been suggested by Scholze, but we will not include the details here.
3.7 Preperfectoid and relatively perfectoid algebras
We next consider some Banach algebras closely related to perfectoid algebras. Although
these do not correspond directly to objects in characteristic p, they are close enough to
perfectoid algebras to inherit some of their most useful properties.
Definition 3.7.1. Consider the following properties of a uniform Banach algebra A over
Qp.
(a) For some perfectoid field K, A⊗̂QpK is uniform and perfectoid.
(b) For every perfectoid field K, A⊗̂QpK is uniform and perfectoid.
(c) For every perfectoid algebra B, A⊗̂QpB is uniform and perfectoid.
In case (a), we say that A is preperfectoid ; this definition and some examples are due to
Scholze and Weinstein [115]. In case (b), we say that A is strongly preperfectoid. In case
(c), we say that C is relatively perfectoid. Note that perfectoid algebras are generally not
preperfectoid; see Remark 2.8.5 for a typical example.
We say that a uniform adic Banach algebra (A,A+) is preperfectoid, strongly preperfectoid,
or relatively perfectoid if A has the corresponding property.
A typical example is the following analogue of Example 3.6.6.
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Example 3.7.2. For any r1, . . . , rn > 0, the completion ofQp{T1/r1, . . . , Tn/rn}[T p−∞1 , . . . , T p−∞n ]
for the weighted Gauss norm is relatively perfectoid.
Although we cannot prove that a preperfectoid algebra is relatively perfectoid, we do
have the following result.
Proposition 3.7.3. Let A be a preperfectoid Banach algebra. Then for any uniform Banach
algebra B over Qp, A⊗̂QpB is uniform.
Proof. Choose a perfectoid field K such that A⊗̂QpK is perfectoid. Apply Lemma 3.6.26
to construct an isometric morphism B → C of uniform Banach algebras with C perfec-
toid. Put D = (K⊗̂QpC)u; it is perfectoid by Corollary 3.6.18. By Proposition 3.6.11,
A⊗̂QpD = (A⊗̂QpK)⊗̂KD is perfectoid. Since C and D are uniform and M(D) → M(C)
is surjective by Lemma 2.3.13, by Remark 2.8.3 the bounded homomorphism C → D is
isometric. Therefore the composition B → C → D is isometric; by Lemma 2.2.9, it follows
that the map A⊗̂QpB → A⊗̂QpD is a strict injection. This yields the claim.
Theorem 3.7.4. Let (A,A+) be a preperfectoid adic Banach algebra. Then any rational lo-
calization of (A,A+) is again preperfectoid. In particular, (A,A+) is stably uniform, sheafy
(by Theorem 2.8.10), and satisfies the Tate sheaf and Kiehl glueing properties (by Theo-
rem 2.7.7).
Proof. Choose a perfectoid fieldK such that AK = A⊗̂QpK is perfectoid. By Theorem 3.6.14,
AK is stably uniform; by Remark 2.8.12, so is A.
Proposition 3.7.5. Let A be a preperfectoid Banach algebra, and view B ∈ FE´t(A) as a
Banach algebra as per Proposition 2.8.16. Then B is again preperfectoid.
Proof. Choose a perfectoid field K such that AK = A⊗̂QpK is perfectoid. By the open map-
ping theorem (Theorem 2.2.8), the tensor product norm on BK = B⊗̂QpK is equivalent to
the norm obtained by viewing BK as an object of FE´t(AK) and applying Proposition 2.8.16.
We may thus conclude by applying Theorem 3.6.21 to deduce that BK is perfectoid.
Proposition 3.7.6. Let (A1, A
+
1 ) → (A2, A+2 ), (A1, A+1 ) → (A3, A+3 ) be morphisms of
strongly preperfectoid (resp. relatively perfectoid) adic Banach algebras over Qp. Then the
tensor product (A2, A
+
2 )⊗̂(A1,A+1 )(A3, A
+
3 ) is strongly preperfectoid (resp. relatively perfectoid).
Proof. This is immediate from Proposition 3.6.11. Note that the argument does not work in
the preperfectoid case because we need to know that the same perfectoid field can be used
for all three rings.
4 Robba rings and ϕ-modules
An important feature of the approach to p-adic Hodge theory used in this series of papers
(and in the work of Berger and others) is the theory of slopes of Frobenius actions on modules
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over certain rings. This bears some resemblance to the theory of slopes for vector bundles
on Riemann surfaces, including the relationship of those slopes to unitary representations of
fundamental groups. (A more explicit link to vector bundles appears in the work of Fargues
and Fontaine [45]; see §6.3.) We review here some of the principal results of the first author
which are pertinent to p-adic Hodge theory, mostly omitting proofs. Besides serving as a
model, some of these results provide key inputs into our work on relative p-adic Hodge theory.
4.1 Slope theory over the Robba ring
We begin by introducing several key rings used in p-adic Hodge theory, and the basic theory
of slopes of Frobenius actions. Our description here is rather minimal; see [84] for a more
detailed discussion.
Hypothesis 4.1.1. Throughout §4.1, put K = Frac(W (k)) for some perfect field k of
characteristic p. Equip K with the p-adic norm and the Frobenius lift ϕK induced by Witt
vector functoriality. Fix also a choice of ω ∈ (0, 1).
Definition 4.1.2. For r > 0, put
RrK =
{∑
i∈Z
ciT
i : ci ∈ K, lim
i→±∞
|ci|ρi = 0 (ρ ∈ [ωr, 1))
}
.
In other words, RrK consists of formal sums
∑
i∈Z ciT
i in the indeterminate T with coefficients
in K which converge on the annulus ωr ≤ |T | < 1. The set RrK forms a ring under formal
series addition and multiplication; let Rint,rK be the subring of RrK consisting of series whose
coefficients have norm at most 1, and put Rbd,rK = Rint,rK [p−1]. Put
RintK =
⋃
r>0
Rint,rK , RbdK =
⋃
r>0
Rbd,rK , RK =
⋃
r>0
RrK .
The ring RintK is a local ring with residue field k((T )) which is not complete but is henselian.
(See for instance [82, Lemma 3.9]. For a similar argument, see Proposition 5.5.3.) The
completion of the field RbdK is the field
EK =
{∑
i∈Z
ciT
i : ci ∈ K, sup
i
{|ci|} < +∞, lim
i→−∞
|ci| = 0
}
.
The units of RK are precisely the nonzero elements of RbdK , as may be seen by considering
Newton polygons [82, Corollary 3.23].
Definition 4.1.3. We will need to consider several different topologies on the rings described
above.
(a) Those rings contained in EK carry both a p-adic topology (the metric topology defined
by the Gauss norm) and a weak topology (in which a sequence converges if it is bounded
for the Gauss norm and converges T -adically modulo any fixed power of p). For both
topologies, EK is complete.
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(b) Those rings contained in RrK carry a Fre´chet topology, in which a sequence converges
if and only if it converges under the ωs-Gauss norm for all s ∈ (0, r]. For this topology,
RrK is complete.
(c) Those rings contained in RK carry a limit-of-Fre´chet topology, or LF topology. This
topology is defined on RK by taking the locally convex direct limit (in the sense of [20,
§II.4]) of the RrK (each equipped with the Fre´chet topology). In particular, a sequence
converges in RK if and only if it is a convergent sequence in RrK for some r > 0.
Remark 4.1.4. The convergence of the formal expression x =
∑
i ciT
i for various of the
topologies described in Definition 4.1.3 is useful for defining operations such as Frobenius
lifts (see Definition 4.1.6 below). In EK, the formal sum converges for the weak topology but
not the p-adic topology. In RrK , the sum converges for the Fre´chet topology. In RK , the
sum converges for the LF topology.
Remark 4.1.5. Note that a sequence of elements of Rbd,rK which is p-adically bounded and
convergent under the ωr-Gauss norm also converges in the weak topology.
Definition 4.1.6. A Frobenius lift ϕ on RK is an endomorphism defined by the formula
ϕ
(∑
i∈Z
ciT
i
)
=
∑
i∈Z
ϕK(ci)u
i
for some u ∈ RintK with |u−T p| < 1, where the right side may be interpreted as a convergent
sum using Remark 4.1.4. Such an endomorphism also acts on RintK ,RbdK , EK , but not on RrK
for any individual r > 0; rather, for r > 0 sufficiently small, ϕ carries RrK into Rr/pK . The
action of ϕ is continuous for each of the topologies described in Definition 4.1.3.
Choose a Frobenius lift ϕ onRK . For R ∈ {RintK ,RbdK ,RK , oEK , EK}, a ϕ-module over R is
a finite free R-module M equipped with a semilinear ϕ-action (i.e., an R-linear isomorphism
ϕ∗M →M). Since the action of ϕ takes any basis ofM to another basis, the p-adic valuation
of the matrix via which ϕ acts on a basis of M is both finite and independent of the choice
of the basis. We call the negative of this quantity the degree of M , denoted deg(M). For M
nonzero, we define the slope of M to be µ(M) = deg(M)/ rank(M).
For s ∈ Q, we say M is pure of slope s if for some (hence any) c, d ∈ Z with d > 0 and
c/d = s, pcϕd acts on M via a matrix U such that the entries of U and U−1 all have Gauss
norm at most 1. This evidently implies µ(M) = s. If s = 0, we also say M is e´tale. (Note
that our definitions force any nonzero ϕ-module over RintK or oEK to be e´tale.)
Remark 4.1.7. ForM a ϕ-module over a ring R, view the dual moduleM∨ = HomR(M,R)
as a ϕ-module as in Remark 1.5.6. If M is pure of slope s, then M∨ is pure of slope −s.
Proposition 4.1.8. For any s ∈ Q, we have the following.
(a) The functor M  M ⊗RbdK EK gives a fully faithful functor from ϕ-modules over RbdK
which are pure of slope s to ϕ-modules over EK which are pure of slope s.
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(b) The functor M  M ⊗RbdK RK gives an equivalence of categories between ϕ-modules
over RbdK which are pure of slope s and ϕ-modules over RK which are pure of slope s.
Proof. See [84, Proposition 1.2.7] for (a) and [84, Theorem 1.6.5] for (b). For (b), see also
Remark 4.3.4.
The main theorem about slopes of ϕ-modules over RK can be formulated in several ways.
This formulation asserts that M is pure if and only if M is semistable with respect to slope
in the sense of geometric invariant theory [101].
Theorem 4.1.9. Let M be a nonzero ϕ-module over RK with µ(M) = s. Then M is pure
of slope s if and only if there exists no nonzero proper ϕ-submodule of M of slope greater
than s.
Proof. See [84, Theorem 1.7.1].
An essentially equivalent formulation, incorporating an analogue of the Harder-Narasimhan
filtration for vector bundles, is the following. (See Remark 4.2.18 for further discussion of
this analogy.)
Theorem 4.1.10. Let M be a nonzero ϕ-module over RK . Then there exists a unique fil-
tration 0 =M0 ⊂ · · · ⊂Ml =M by saturated ϕ-submodules, such that M1/M0, . . . ,Ml/Ml−1
are pure ϕ-modules and µ(M1/M0) > · · · > µ(Ml/Ml−1).
Proof. See again [84, Theorem 1.7.1].
Remark 4.1.11. Beware that Proposition 4.1.8 does not imply anything about maps be-
tween ϕ-modules which are pure of different slopes. For instance, it is common in p-adic
Hodge theory (in the study of trianguline representations; see for instance [26]) to encounter
short exact sequences of the form 0→M1 →M → M2 → 0 of ϕ-modules over RK in which
for some positive integer m, M1 has rank 1 and slope −m, M2 has rank 1 and slope m, and
M is e´tale. While each term individually descends uniquely to RbdK by Proposition 4.1.8(b),
the sequence cannot descend because there are no nonzero maps between pure ϕ-modules
over RbdK of different slopes. (Note that µ(M1) < µ(M), so there is no contradiction with
Theorem 4.1.9.)
Remark 4.1.12. The sign convention used here for degrees of ϕ-modules is opposite to
that used in previous work of the first author [82, 83, 84, 85]. We have changed it in order
to match the sign convention used in geometric invariant theory [101], in which the ample
line bundle O(1) on any projective space has degree +1. This choice of sign also creates
agreement with the work of Hartl and Pink [67] and of Fargues and Fontaine [45].
Convention 4.1.13. It will be convenient at several points to speak also of ϕd-modules for
d an arbitrary positive integer. We adopt the convention that the degree of a ϕd-module is
defined by computing the p-adic valuation of the determinant of the matrix on which ϕd acts
on some basis, then dividing by d. This has the advantage that the degree is preserved upon
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restriction of a ϕd-module to a ϕde-module. (One can even replace ϕ with a map on R˜K
lifting the pd-power absolute Frobenius on k((T )), not necessarily given by raising a p-power
Frobenius lift to the d-th power, by modifying Definition 4.1.6 in the obvious way. We will
not need this extra generality.)
4.2 Slope theory and Witt vectors
One can generalize the slope theory for Frobenius modules over the Robba ring by first
making explicit the role of the T -adic norm on the residue field of RbdK , then replacing this
norm with something more general. This second step turns out to be a bit subtle unless
we first perfect the residue field of RbdK and pass to Witt vectors (as in Definition 3.2.10);
this gives a slope theory introduced in [83] and reviewed here. In fact, this study is integral
to the slope theory over the Robba ring itself; see Remark 4.3.5. We take up the relative
version of this story starting in §5.
Hypothesis 4.2.1. Throughout §4.2, let L be a perfect analytic field of characteristic p
with norm α.
Definition 4.2.2. For r > 0, let R˜int,rL be the set of x =
∑∞
i=0 p
i[xi] ∈ W (L) for which
limi→∞ p
−iα(xi)
r = 0. Thanks to the homogeneity property of Witt vector addition (Re-
mark 3.2.3), this set forms a ring on which the formula
λ(αs)(x) = max
i
{p−iα(xi)s}
defines a multiplicative norm λ(αs) on R˜int,rL for each s ∈ [0, r]. (For an explicit argument,
see Proposition 5.1.2.)
Put R˜bd,rL = R˜int,rL [p−1]. Let R˜rL be the Fre´chet completion of R˜bd,rL under the norms
λ(αs) for s ∈ (0, r]. Put
R˜intL = ∪r>0R˜int,rL , R˜bdL = ∪r>0R˜bd,rL , R˜L = ∪r>0R˜rL.
Again, R˜intL is an incomplete but henselian (see [83, Lemma 2.1.12] or Proposition 5.5.3)
local ring with residue field L; the completion of the field R˜bdL is simply E˜L = W (L)[p−1].
(For paralellism, we write E˜ intL as another notation for W (L).) One can again identify the
units of R˜L as the nonzero elements of R˜bdL ; see Corollary 4.2.5.
We call R˜L the extended Robba ring with residue field L. This terminology is not used
in [83], but is suggested in [84].
Lemma 4.2.3. For x ∈ R˜rL, the function s 7→ log λ(αs)(x) is continuous and convex on
(0, r].
Proof. The function is affine in case x = pi[x] for some i ∈ Z, x ∈ L. In case x is a finite
sum of such terms, the function is the maximum of finitely many affine functions, and hence
is convex. Since such finite sums are dense in R˜rL, the general case follows.
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Lemma 4.2.4. For x ∈ R˜L, we have x ∈ R˜bdL if and only if for some r > 0, λ(αs)(x) is
bounded for s ∈ (0, r].
Proof. If x ∈ R˜bdL , then as s tends to 0, λ(αs)(x) tends to the p-adic norm of x. Hence for
some r > 0, λ(αs)(x) is bounded for s ∈ (0, r]. Conversely, suppose that for some r > 0,
λ(αs)(x) is bounded for s ∈ (0, r]. To prove that x ∈ R˜bdL , we may first multiply by a power
of p; we may thus ensure that for some r > 0, x ∈ R˜rL and λ(αs)(x) ≤ 1 for s ∈ (0, r]. We
will show in this case that x ∈ R˜int,rL .
Write x as the limit of a sequence x0, x1, . . . with xi ∈ R˜bd,rL . For each positive integer j,
we can find Nj > 0 such that
λ(αs)(xi − x) ≤ p−j (i ≥ Nj, s ∈ [p−jr, r]).
Write xi =
∑∞
l=m(i) p
l[xil], and put yi =
∑∞
l=0 p
l[xil] ∈ R˜int,rL . For i ≥ Nj , we have
λ(αp
−jr)(xi) ≤ 1 and so
α(xil) ≤ plpj/r (i ≥ Nj , l < 0).
Since p−lplp
j ≤ p1−pj for l ≤ −1, we deduce that λ(αr)(xi − yi) ≤ p1−pj . Consequently,
the sequence y0, y1, . . . converges to x under λ(α
r), and hence under λ(αs) for s ∈ (0, r] by
Lemma 4.2.3; it follows that x ∈ R˜int,rL as desired. (See also [83, Corollary 2.5.6] for a slightly
different argument.)
Corollary 4.2.5. The units in R˜L are precisely the nonzero elements of R˜bdL .
Proof. Suppose x ∈ R˜L is a unit with inverse y. Choose r > 0 so that x, y ∈ R˜rL. Then
the functions log λ(αs)(x), log λ(αs)(y) are convex by Lemma 4.2.3, but their sum is the
constant function 0. Hence both functions are affine in s; in particular, λ(αs)(x) is bounded
for s ∈ (0, r]. By Lemma 4.2.4, this forces x ∈ R˜bdL . (Compare [83, Lemma 2.4.7].)
Lemma 4.2.6. The rings R˜rL and R˜L are Be´zout domains, i.e., integral domains in which
every finitely generated ideal is principal.
Proof. See [83, Theorem 2.9.6].
Remark 4.2.7. A fact closely related to Lemma 4.2.6 is that for 0 < s ≤ r, the completion
of R˜rL with respect to the norm max{λ(αr), λ(αs)} is a principal ideal domain, and even a
Euclidean domain. See [83, Proposition 2.6.8]. (This ring will later be denoted R˜[s,r]L ; see
Definition 5.1.1.)
Definition 4.2.8. To each nonzero x ∈ R˜rL is associated its Newton polygon, i.e., the convex
dual of the function fx(t) = log λ(α
t)(x) (which is convex by Lemma 4.2.3). The slopes of
the Newton polygon of x are the values t where fx changes slope; for short, we call these
the slopes of x. The multiplicity of a slope s is the width of the corresponding segment
of the Newton polygon. Note that r fails to receive a multiplicity under this definition; to
correct this, choose any s > r and any y ∈ R˜sL with λ(αr)(x−y) < λ(αr)(x), then define the
multiplicity of r as a slope of x to be its multiplicity as a slope of y. This does not depend
on the choice of y. (See [83, Definition 2.4.4] for an alternate definition.)
For our present purposes, the most important properties of slopes are the following.
107
(a) If x = yz, then the slopes of x are precisely the slopes of y and z. More precisely, the
multiplicity of any s ∈ (0, r] as a slope of x equals the sum of its multiplicities as a
slope of y and of z.
(b) If x ∈ R˜rL is a unit, then by (a) it has no slopes. The converse is also true, by the
following argument. If x has no slopes, then x ∈ R˜bd,rL by Lemma 4.2.4. Write x = pmy
with m ∈ Z and y ∈ R˜int,rL not divisible by p; we must then have λ(αr)(y − [y]) <
λ(αr)(y) by definition of the multiplicity of r. It follows that x is a unit in R˜rL.
Definition 4.2.9. The Frobenius lift ϕ on W (L) acts on R˜intL , and extends by continuity to
R˜bdL , R˜L, E˜L. Note the following useful identity:
λ(αs)(ϕ(x)) = λ(αps)(x) (x ∈ R˜L, s > 0). (4.2.9.1)
We define ϕ-modules over these rings, degrees, slopes, and the pure and e´tale conditions as
in Definition 4.1.6. (We also consider ϕd-modules for d a positive integer, keeping in mind
Convention 4.1.13.)
Lemma 4.2.10. We have E˜ϕL = Qp and R˜ϕL = Qp. More generally, for any positive integer
a, the elements of E˜L and R˜L fixed by ϕa constitute the unramified extension of Qp with
residue field Fpa.
Proof. The first equality holds because E˜L = W (L)[p−1], so E˜ϕL = W (Lϕ)[p−1] = Qp. For
the second equality, suppose x ∈ R˜ϕL is nonzero; then by (4.2.9.1), λ(αs)(x) = λ(αps)(x)
for all s > 0. It follows that λ(αr)(x) is bounded over all r > 0, and so by Lemma 4.2.4,
x ∈ (R˜bdL )ϕ ⊆ E˜ϕL = Qp. The final assertion is proved similarly.
We have the following analogue of Proposition 4.1.8. One key difference is that the
functor in part (a) can be shown to be essentially surjective; see Theorem 8.5.3.
Proposition 4.2.11. For any s ∈ Q, we have the following.
(a) The functor M  M ⊗R˜bdL E˜L gives a fully faithful functor from ϕ-modules over R˜bdL
which are pure of slope s to ϕ-modules over E˜L which are pure of slope s.
(b) The functor M  M ⊗R˜bdL R˜L gives an equivalence of categories between ϕ-modules
over R˜bdL which are pure of slope s and ϕ-modules over R˜L which are pure of slope s.
Proof. See [83, Theorem 6.3.3(a,b)] or Remark 4.3.4.
We also have analogues of Theorem 4.1.9 and Theorem 4.1.10.
Theorem 4.2.12. Let M be a nonzero ϕ-module over R˜L with µ(M) = s. Then M is pure
of slope s if and only if there exists no nonzero proper ϕ-submodule of M of slope greater
than s.
Proof. See [83, Proposition 6.3.5, Corollary 6.4.3].
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Theorem 4.2.13. Let M be a nonzero ϕ-module over R˜L. Then there exists a unique fil-
tration 0 =M0 ⊂ · · · ⊂Ml =M by saturated ϕ-submodules, such that M1/M0, . . . ,Ml/Ml−1
are pure and µ(M1/M0) > · · · > µ(Ml/Ml−1).
Proof. See [83, Theorem 6.4.1].
Corollary 4.2.14. Let M be a nonzero ϕ-module over R˜L with µ(M) = s. Let L′ be a
perfect analytic field containing L with compatible norms. Then M is pure of slope s if and
only if M ⊗R˜L R˜L′ is pure of slope s.
Proof. From the definition of purity, it is clear that if M is pure of slope s, then so is M ⊗R˜L
R˜L′ . On the other hand, from the alternate criterion for purity given by Theorem 4.2.12, it
is also clear that if M fails to be pure of slope s, then so does M ⊗R˜L R˜L′ .
In addition, in case L is algebraically closed, we get an analogue of Manin’s classification
of rational Dieudonne´ modules.
Proposition 4.2.15. Suppose that L is algebraically closed. Let M be a ϕ-module over E˜L
(resp. R˜bdL ) which is pure of slope s. Then for any c, d ∈ Z with d > 0 and c/d = s, and
any basis of M on which pcϕd acts via an invertible matrix over W (L) (resp. R˜intL ), the
W (L)-span (resp. R˜intL -span) of this basis admits another basis fixed by pcϕd.
Proof. Both assertions reduce easily to the case s = 0 provided that we allow ϕ to be
replaced by a power (which does not affect the argument). The assertion about E˜L is fairly
standard; see for instance [47, Proposition A1.2.6]. The assertion about R˜bdL follows from
the assertion about E˜L as in [84, Proposition 2.5.8]. See also Proposition 7.3.6 for a stronger
statement.
One has an analogue of Proposition 4.2.15 for ϕ-modules over R˜L which need not be
pure.
Proposition 4.2.16. Suppose that L is algebraically closed. Let M be a ϕ-module over R˜L.
Then for some positive integer d, there exists a basis of M on which ϕd acts via a diagonal
matrix with diagonal entries in pZ.
Proof. Using Theorem 4.2.13 and Proposition 4.2.15, this reduces to the assertion that for
any positive integers c, d, the map x 7→ xϕd − pcx on R˜L is surjective. For this, see [83,
Proposition 3.3.7(c)]. See also [83, Proposition 4.5.3] for a detailed proof of the original
statement.
Remark 4.2.17. The use of growth conditions to cut out subrings of the rings of Witt vectors
also appears in the work of Fargues and Fontaine [45] with which we make contact later
(§6.3), as well as in the approach to constructing p-adic cohomology via the overconvergent
de Rham-Witt complex of Davis, Langer, and Zink [30, 31].
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Remark 4.2.18. Theorems 4.2.12 and 4.2.13 together mean that the slope filtration of a ϕ-
module M , as described in Theorem 4.2.13, coincides with the Harder-Narasimhan filtration
of M in the category of ϕ-modules for the degree function M 7→ µ(∧rank(M)M). That is to
say, M1 is the maximal nonzero ϕ-submodule ofM of maximal slope, M2/M1 is the maximal
nonzero ϕ-submodule of M of maximal slope, and so on. This equality implies among other
things that the Harder-Narasimhan filtration is multiplicative (because the tensor product
of pure ϕ-modules of slopes s1, s2 is pure of slope s1 + s2).
The analogy with stability of vector bundles will become even more explicit when we
relate ϕ-modules to vector bundles on the relative Fargues-Fontaine curve. See §6.3 and
§8.7.
Remark 4.2.19. We take this opportunity to record some corrections to [83, §2.5–2.6] not
included in the printed erratum. Thanks to Max Bender for reporting these.
• Lemma 2.5.3: in (a), i ∈ Z should be i ≥ 0. In the last line of the proof of (a), both
instances of n should be i. In the last line of the proof of (c), n→∞ should be i→∞.
• Lemma 2.5.4: it should be assumed that r > 0.
• Corollary 2.5.6: vj,n should be vj,r.
• Lemma 2.5.11: it should also be assumed that r ∈ I. The statement is also correct
when r /∈ I provided that the right side of the inequality is finite, but this is not used
anywhere.
• Lemma 2.6.3: The first displayed equation should read
vn,r(x− x′) ≥ wr(x) + (1− r/r0) (n ≥ m).
In the second displayed equation, x′/x should be x/x′. In the following line, the
inequality
wr(zlπ
m(1− x′/x)) ≥ wr(yl) + (1− r/r0)
should instead assert that
vn,r(zlπ
m(1− x/x′)) ≥ min{wr(yl) + (1− r/r0),min
n′>n
{vn′,r(yl)}} for n ≥ m.
Similarly, after the third displayed equation, the inequality
vn,r(yl+1) ≥ wr(yl) + (1− r/r0)
should read
vn,r(yl+1) ≥ min{wr(yl) + (1− r/r0),min
n′>n
{vn′,r(yl)}}.
The first two sentences of the last paragraph (from “It follows that...”) must be replaced
by the following:
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“It follows that, for n ≥ m, we have
vn,r(yl+1) ≥ min{wr(yl) + (1− r/r0),min
n′>n
{vn′,r(yl)}}
We may assume that yl+1, yl+2, . . . also have height at least m, in which
case wr(yl+h) ≥ wr(yl) for all h > 0 and wr(yl+h) ≥ wr(yl) + (1 − r/r0)
for some h > 0 (because the maximum value of n for which vn,r(yl+h) <
wr(yl) + (1− r/r0) decreases as h increases).”
• Remark 2.6.4: “[discreteness of the valuation] on K” should be “[...] on O”.
• Lemma 2.6.7: The sentence starting “Moreover, if it is ever less than minn<0{vn,r′(ulx)}+
c,” should continue “then the smallest value of n for which vn,r′(ul+1x) ≤ minn<0{vn,r′(ulx)}+
c is strictly greater than the smallest value of n for which vn,r′(ulx) ≤ minn<0{vn,r′(ulx)}+
c.”
• Proposition 2.6.8: the reference to Proposition 2.6.8 in the proof should be to Propo-
sition 2.6.5.
4.3 Comparison of slope theories
The slope theories for ϕ-modules over RK and R˜L can be related as follows. Throughout
§4.3, retain Hypothesis 4.1.1.
Definition 4.3.1. Equip the field k((T )) with the T -adic norm α for the normalization
α(T ) = ω. Let L be the completed perfection of k((T )) for the unique multiplicative exten-
sion of α. Proceeding as in Definition 3.2.10, we obtain a map sϕ : EK → E˜L; more precisely,
E˜L is the completion of the direct perfection of EK for the weak topology. For r > 0 small
enough that the ωr/p-Gauss norm of ϕ(T )/T p − 1 is less than 1, sϕ takes Rint,rK into R˜int,rL .
In fact, this map is isometric for the ωr-Gauss norm on the source and the norm λ(αr) on
the target [83, Lemma 2.3.5]. We thus obtain a ϕ-equivariant homomorphism RK → R˜L.
Example 4.3.2. For the Frobenius lift ϕ(T ) = (T+1)p−1 and ω = p−p/(p−1), sϕ is isometric
for the ωr-Gauss norm for r ∈ (0, 1).
We can use the extended rings to trivialize ϕ-modules over the smaller rings, as follows.
Proposition 4.3.3. Let L′ be the completed direct perfection of oÊunrK
/(p) (which is alge-
braically closed). Identify the completion of the maximal unramified extension ÊunrK of EK
with a subring of E˜L′.
(a) Let M be an e´tale ϕ-module over oEK . Then the Zp-module
V = (M ⊗oEK oÊunrK )
ϕ
has the property that the natural map
V ⊗Zp oÊunrK →M ⊗oEK oÊunrK
is an isomorphism.
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(b) Let M be an e´tale ϕ-module over RintK . Then the Zp-module
V = (M ⊗RintK (oÊunrK ∩ R˜
int
L′ ))
ϕ
has the property that the natural map
V ⊗Zp (oÊunrK ∩ R˜
int
L′ )→ M ⊗RintK (oÊunrK ∩ R˜
int
L′ )
is an isomorphism. Moreover,
V ⊗Zp Qp = (M ⊗RintK R˜L′)ϕ = (M ⊗RintK E˜L′)ϕ.
Proof. Both parts follow from Proposition 4.2.15 plus Lemma 4.2.10.
Remark 4.3.4. For any ϕ-modules M1,M2 over a ring R, there is a natural identification
HomR(M1,M2) =M
∨
1 ⊗R M2.
If M1,M2 are both pure of slope s, then M
∨
1 ⊗R M2 is e´tale. By this reasoning, Proposi-
tion 4.1.8 reduces to Proposition 4.3.3, while Proposition 4.2.11 reduces to a similar conse-
quence of Proposition 4.2.15 (derived using Lemma 4.2.10).
Remark 4.3.5. Note that any pure ϕ-module over RK remains pure upon base extension
to R˜L, while any ϕ-module over RK whose base extension to R˜L is semistable, i.e., which
does not have any nonzero proper ϕ-submodule of larger slope, is also itself semistable. The
reverse implications also hold, and in fact form part of the proof of Theorem 4.1.9 (in the
form of a reduction to the somewhat more tractable Theorem 4.2.12). One approach to the
reverse implications is to make somewhat careful calculations, as in [83]; a simpler approach
is to use faithfully flat descent, as in [84, §3].
Remark 4.3.6. On the topic of descent, we record some minor inaccuracies in the statement
and proof of [84, Proposition 3.3.2].
(a) The moduleM should not be assumed to be a ϕ-module over R, but only an R-module
equipped with an isomorphism ϕ∗M ∼= M . That is, we should not assume M is finite
free over R. That is because in the proof of [84, Theorem 3.1.3], we need to take
R = Rbd and S = R˜bdL , and to take M to be the restriction of scalars of a ϕ-module
over R.
(b) The conclusion should not state thatN is a ϕ-module over R, only a finite locally free R-
module equipped with an isomorphism ϕ∗N ∼= N . The proof of [84, Proposition 3.2.2]
invokes [62, Expose´ VIII, Corollaire 1.3], which only guarantees the existence and
uniqueness of the module N . It should instead invoke [62, Expose´ XIII, The´ore`me 1.1]
(i.e., Theorem 1.3.4(a)) to recover both N and the isomorphism ϕ∗N ∼= N , plus [62,
Expose´ VIII, Proposition 1.10] (i.e., Theorem 1.3.5) to deduce that N is finite locally
free over R.
Note that the modified statement suffices for the applications to [84, Theorems 3.1.2
and 3.1.3] because in those cases R is a Be´zout domain (Lemma 4.2.6), over which any finite
locally free module is free [84, Remark 1.1.2].
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5 Relative Robba rings
We now begin in earnest to consider the relative setting. Although for some applications it
is necessary to consider analogues of the Robba ring itself, these are not so straightforward
to construct, and we leave them to a subsequent paper. Here, we treat only the analogue
of the extended Robba ring in which the field of positive characteristic (over which we
define Witt vectors) is replaced by a more general ring. As noted in the introduction, this
pertains to a “geometric” relativization of slope theory, which is rather different from an
“arithmetic” relativization in which one works with power series over a more general ring.
(See Remark 7.4.13 for some discussion of the latter.)
Hypothesis 5.0.1. For the remainder of the paper, let (R,R+) be a perfect uniform adic
Banach algebra over Fp with spectral norm α, such that R is a Banach algebra over some
analytic field. (The condition that R be defined over an analytic field is no restriction
at all if we are willing to modify the norm on R without changing the norm topology; see
Remark 2.8.18.) When R has been assumed to be an analytic field, we conventionally change
its name from R to L, but this change is pointed out explicitly in each instance.
It is possible to further weaken the hypothesis on R in some of the results; see for
example Remark 6.2.6. However, this extra generality is of no use to us: our ultimate goal
is to consider perfectoid algebras, which always give rise to perfect uniform Banach algebras
over analytic fields (see Definition 3.3.4).
Remark 5.0.2. For x =
∑∞
i=m p
i[xi] ∈ W (R)[p−1], for each h ∈ Z, the set
{β ∈M(R) : β(xi) = 0 for all i ≤ h}
is closed inM(R). Consequently, the p-adic absolute value of the image of x inW (H(β))[p−1]
is a lower semicontinuous function of β ∈ M(R). When x is a unit, this function is seen to
be continuous by applying the same argument to x−1.
5.1 Relative extended Robba rings
We start by generalizing the definition of the extended Robba rings and their subrings.
Definition 5.1.1. For ∗ ∈ {R,R+}, define the rings E˜ int∗ , E˜∗, R˜int,r∗ , R˜int∗ , R˜bd,r∗ , R˜bd∗ , R˜r∗, R˜∗
by changing L to ∗ in Definition 4.2.2. That is, for r > 0, put E˜ int∗ = W (∗) and E˜∗ =
W (∗)[p−1], let R˜int,r∗ be the ring of x =
∑∞
i=0 p
i[xi] ∈ W (∗) for which limi→∞ p−iα(xi)r = 0,
and extend λ(αs) to a power-multiplicative norm on R˜int,r∗ for s ∈ (0, r] by putting
λ(αs)
(
∞∑
i=0
pi[xi]
)
= max
i
{p−iα(xi)s}.
(See Proposition 5.1.2(a) for more details about the case ∗ = R.) Put R˜bd,r∗ = R˜int,r∗ [p−1],
let R˜r∗ be the Fre´chet completion of R˜bd,r∗ under λ(αs) for s ∈ (0, r], and drop r from the
superscript to indicate the union over all r > 0.
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For 0 < s ≤ r, let R˜[s,r]∗ be the Fre´chet completion of R˜bd,r∗ under the norms λ(αt)
for t ∈ [s, r]; it will follow from Lemma 5.2.1 below that R˜[s,r]∗ is also complete under
max{λ(αr), λ(αs)}, and so is a Banach ring. Note that the rings E˜ intR+ , R˜int,rR+ , R˜intR+ (resp.
E˜bdR+ , R˜bd,rR+ , R˜bdR+) are all equal to W (R+) (resp. W (R+)[1/p]); we also denote them by R˜int,+R
(resp. R˜bd,+R ) later on. Let R˜+R be the Fre´chet completion of R˜bd,+R under λ(αs) for all s > 0.
Note that ring is in general properly contained in R˜∞R = ∩r>0R˜rR.
We need the following mild extension of the basic constructions of [87, §4]. For more
discussion of topological aspects (e.g., continuity of λ and µ), see §5.4.
Proposition 5.1.2. Choose 0 < s ≤ r.
(a) The set R˜int,rR is a ring on which λ(αs) is a power-multiplicative norm. Moreover, λ(αs)
is multiplicative in case α is.
(b) For β a submultiplicative (resp. power-multiplicative, multiplicative) (semi)norm on R
dominated by max{αs, αr}, the formula
λ(β)
(
∞∑
i=0
pi[xi]
)
= max
i
{p−iβ(xi)}
defines a submultiplicative (resp. power-multiplicative, multiplicative) (semi)norm on
R˜int,rR dominated by max{λ(αs), λ(αr)}.
(c) In (b), if β is power-multiplicative (resp. multiplicative), then λ(β) extends to a power-
multiplicative (resp. multiplicative) (semi)norm on R˜bd,rR , and then extends further by
continuity to R˜[s,r]R .
(d) For γ a power-multiplicative (resp. multiplicative) (semi)norm on R˜int,rR dominated by
max{λ(αs), λ(αr)}, the formula
µ(γ)(x) = γ([x])
defines a power-multiplicative (resp. multiplicative) (semi)norm on R dominated by
max{αs, αr}. Moreover, γ is dominated by λ(µ(γ)).
Proof. To check (a), we follow the argument of [87, Lemma 4.1], omitting those details
which remain unchanged. Closure of R˜int,rR under addition and the inequality λ(α)(x+ y) ≤
max{λ(α)(x), λ(α)(y)} follow from the homogeneity of the Witt vector addition formula [87,
Remark 3.7] (see also Remark 3.2.3). This easily implies that R˜int,rR is closed under multi-
plication and that λ(α) is a submultiplicative norm, as in [87, Lemma 4.1]. To check that
λ(α) is multiplicative whenever α is, it is enough to check that λ(α)(xy) ≥ λ(α)(x)λ(α)(y)
in case the right side of this inequality is positive. Write x =
∑∞
i=0 p
i[xi], y =
∑∞
i=0 p
i[yi].
Let j, k be the largest indices maximizing p−jα(xj), p
−kα(yk). As in [87, Lemma 4.1], we
use the fact that λ(α) is a submultiplicative norm to reduce to the case where xi = 0 for
114
i < j and yi = 0 for i < k. Then xy =
∑∞
i=j+k p
i[zi] with zj+k = xjyk, proving the desired
inequality. To check that λ(α) is power-multiplicative whenever α is, one makes the same
argument with y = x. This yields (a); we may check (b) by imitating the proof of (a), and
(c) is clear.
To check (d), we introduce an alternate proof of [87, Lemma 4.4]. Again from [87,
Remark 3.7], we deduce that for x, y ∈ R, γ([x + y]) ≤ max{γ([x]), γ([y])}. (Note that
this requires at least power-multiplicativity, not just submultiplicativity.) By rewriting this
inequality as µ(γ)(x+ y) ≤ max{µ(γ)(x), µ(γ)(y)}, we see that µ(γ) is a (semi)norm. The
power-multiplicativity or multiplicativity of µ(γ) follows from the corresponding property of
γ. The fact that γ is dominated by λ(µ(γ)) follows as in [87, Theorem 4.5].
Definition 5.1.3. As in Definition 4.1.3, we impose topologies on the aforementioned rings
as follows.
(a) Those rings contained in E˜R carry both a p-adic topology (the metric topology defined
by the Gauss norm) and a weak topology (in which a sequence converges if it is bounded
for the Gauss norm and converges under λ(α) modulo any fixed power of p). For both
topologies, E˜R is complete.
(b) Those rings contained in R˜rR carry a Fre´chet topology, in which a sequence converges if
and only if it converges under λ(αs) for all s ∈ (0, r]. For this topology, R˜rR is complete.
(c) Those rings contained in R˜R carry a limit-of-Fre´chet topology, or LF topology. This
topology is defined by taking the locally convex direct limit of the R˜rR (each equipped
with the Fre´chet topology).
The analogue of Remark 4.1.5 is true: a sequence in Rbd,rR which is p-adically bounded and
convergent under λ(αr) also converges in the weak topology.
Remark 5.1.4. If one extends the definitions of E˜R, R˜bdR , R˜R to the case where α is the
trivial norm, then in this case these rings all coincide. This makes it possible to abbreviate
some arguments.
Remark 5.1.5. Recall that ϕ acts as the identity map on R if and only if R is generated
over Fp by idempotent elements (Lemma 3.1.3). In this case, the power-multiplicative norm
α on R must be trivial, so by Remark 5.1.4, all of the topologies in Definition 5.1.3 coincide
with the p-adic topology.
Remark 5.1.6. All of the constructions in Definition 5.1.1 are functorial with respect to
bounded homomorphisms ψ : R → S in which S is another perfect uniform Banach Fp-
algebra with norm β. If ψ is strict injective, then ψ is isometric by Remark 3.1.6, and it is
evident that the functoriality maps induced by ψ are strict injective, for all of the topologies
named in Definition 5.1.3. (The case when ψ is injective but not strict is more subtle; we do
not treat it here.)
Similarly, if ψ is strict surjective, then the functoriality maps induced by ψ are again
strict surjective, by the following argument. Choose c > 0 such that any y ∈ S admits a
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lift x ∈ R with α(x) ≤ cβ(y). (In fact any c > 1 has this property by Remark 3.1.6, but
we do not need this here.) By lifting each Teichmu¨ller element separately, we can lift each
y ∈ R˜int,rS to some x ∈ R˜int,rS for which λ(αs)(x) ≤ crλ(βs)(y) for all s ∈ (0, r]. From this,
the claim follows. (See Lemma 5.5.2 for a similar argument.)
Lemma 5.1.7. For some 0 < s ≤ r, let M be a finite projective module over R˜[s,r]R . Choose
β ∈M(R), and choose e1, . . . , en ∈M to form a set of module generators of M⊗R˜[s,r]R R˜
[s,r]
H(β).
Then there exists a rational localization (R,R+)→ (R′, R′+) encircling β such that e1, . . . , en
also form a set of module generators of M ⊗
R˜
[s,r]
R
R˜[s,r]R′ .
Proof. For each γ ∈ M(R˜[s,r]H(β)), by Nakayama’s lemma, e1, . . . , en form a set of module
generators of M ⊗
R˜
[s,r]
R
Sγ for some rational localization R˜[s,r]R → Sγ encircling γ. We may
cover M(R˜[s,r]H(β)) with finitely many of the M(Sγ); by Remark 2.3.15(b), these also cover
M(R˜[s,r]R′ ) for some rational localization R→ R′ encircling β. It follows that e1, . . . , en also
form a set of module generators of M ⊗
R˜
[s,r]
R
H(γ) for each γ ∈ M(R˜[s,r]R′ ); this implies the
claim using Lemma 2.3.12.
Remark 5.1.8. By construction, the ring R˜[s,r]R is a Banach algebra over the analytic field
Qp. By contrast, the ring R˜int,rR is complete with respect to the norm λ(αr), but is not
a Banach algebra over any analytic field. Nonetheless, it is a Banach ring according to
our conventions: for any topologically nilpotent (resp. uniform) unit z ∈ R, z = [z] is a
topologically nilpotent unit (resp. uniform unit) in R˜int,rR .
Remark 5.1.9. The ring R˜rR is by construction the inverse limit of the rings R˜[s,r]R for all
s ∈ (0, r]. As such, it behaves much like a Fre´chet-Stein algebra in the sense of Schneider
and Teitelbaum [110]; in particular, it enjoys some cohomological properties more typical of
Banach algebras than of general Fre´chet algebras.
5.2 Reality checks
The operation of Fre´chet completion in Definition 5.1.1 leaves the structure of the resulting
rings a bit mysterious. To clarify these, we make some calculations akin to the reality checks
of [83, §2.5].
Lemma 5.2.1. For each x ∈ R˜[s,r]R , the function t 7→ log λ(αt)(x) is continuous and convex.
In particular, max{λ(αr), λ(αs)} = sup{λ(αt) : t ∈ [s, r]}.
Proof. As in Lemma 4.2.3.
Lemma 5.2.2. For x ∈ R˜R, we have x ∈ R˜bdR if and only if for some r > 0, λ(αs)(x) is
bounded for s ∈ (0, r].
Proof. As in Lemma 4.2.4.
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Using this criterion, we obtain a generalization of Corollary 4.2.5.
Corollary 5.2.3. Any unit in R˜R is also a unit in R˜bdR .
Proof. Suppose x ∈ R˜R is a unit with inverse y. Choose r > 0 so that x, y ∈ R˜rR. For each
β ∈ M(R), the function log λ(βs)(x) is affine in s, as in the proof of Corollary 4.2.5. Write
this affine function as aβs+ bβ; we then have
bβ = 2 log λ(β
r/2)(x)− log λ(βr)(x) = 2 log λ(βr/2)(x) + log λ(βr)(y)
and
aβ =
1
r
(log λ(βr)(x)− bβ) = 2
r
log λ(βr/2)(y) +
2
r
log λ(βr)(x)
and so
log λ(βs)(x) = aβs+ bβ
≤
(
2
r
log λ(αr/2)(y) +
2
r
log λ(αr)(x)
)
s+ 2 log λ(αr/2)(x) + log λ(αr)(y).
Taking suprema over M(R) yields a similar upper bound for log λ(αs)(x), so x ∈ R˜bdR by
Lemma 5.2.2. Similarly, y ∈ R˜bdR , so x is a unit in R˜bdR as desired.
Corollary 5.2.4. We have E˜ϕR = R˜ϕR = W (Rϕ)[p−1]. In particular, by Corollary 3.1.4,
W (Rϕ)[p−1] = Qp if and only if R is connected.
Proof. It is clear that E˜ϕR =W (Rϕ)[p−1] ⊆ R˜ϕR. We have R˜ϕR = (R˜bdR )ϕ ⊆ E˜ϕR by Lemma 5.2.2,
as in the proof of Lemma 4.2.10.
Lemma 5.2.5. For 0 < s1 ≤ s2 ≤ r2 ≤ r1, the natural restriction map R˜[s1,r1]R → R˜[s2,r2]R is
injective.
Proof. Since R is uniform, the spectral norm α is equal to the supremum norm on
∏
β∈M(R)H(β)
by Theorem 2.3.10. Thus it is straightforward to see that the natural map
R˜IR →
∏
β∈M(R)
R˜IH(β)
is injective for any closed interval I ⊂ (0,∞). Thus it reduces to show the lemma in the case
when R = L is an analytic field. We deduce by Lemma 4.2.3 that for x ∈ R˜[s,r]L , the function
t 7→ log λ(αt)(x) is continuous and convex on [s, r]. This implies that if λ(αt)(x) = 0 for
some t ∈ [s, r], then λ(αt)(x) = 0 for all t ∈ [s, r]; thus x = 0. The lemma then follows.
Lemma 5.2.6. For 0 < r ≤ r′, inside R˜[r,r]R we have
R˜int,rR ∩ R˜[r,r
′]
R = R˜int,r
′
R .
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Proof. The case r′ = r is trivial, so assume that r′ > r. Take x ∈ R˜int,rR ∩ R˜[r,r
′]
R , and write
x as the limit in R˜[r,r′]R of a sequence x0, x1, . . . with xi ∈ R˜bd,r
′
R . For each positive integer j,
we can find Nj > 0 such that
λ(αs)(xi − x) ≤ p−j (i ≥ Nj , s ∈ [r, r′]).
Write xi =
∑∞
l=m(i) p
l[xil] and put yi =
∑∞
l=0 p
l[xil] ∈ R˜int,r′R . For i ≥ Nj , having x ∈ R˜int,rR
and λ(αr)(xi − x) ≤ p−j implies that λ(αr)(pl[xil]) ≤ p−j for l < 0. That is,
α(xil) ≤ p(l−j)/r (i ≥ Nj , l < 0).
Since p−lp(l−j)r
′/r ≤ p1+(1−j)r′/r for l ≤ −1, we deduce that λ(αr′)(xi − yi) ≤ p1+(1−j)r′/r for
i ≥ Nj . Consequently, the sequence y0, y1, . . . converges to x under λ(αr′); it follows that
x ∈ R˜int,r′R . This proves the claim.
Remark 5.2.7. In both Lemma 4.2.4 and Lemma 5.2.6, the key step was to split an element
of R˜bdR into what one might call an integral part and a fractional part. One cannot directly
imitate the construction for elements of R˜[s,r]R because they cannot be expressed as sums
of Teichmu¨ller elements. One can give presentations of a slightly less restrictive form with
which one can make similar arguments (the semiunit presentations of [83, §2]); the stable
presentations of [87, §5] are similar. We will instead rely on Lemma 5.2.8 (see below) to
simulate splittings into integral and fractional parts.
As noted in Remark 5.2.7, the following lemma extends to R˜[s,r]R the splitting argument
for elements of R˜bdR used previously. Its formulation is modeled on [83, Lemma 2.5.11].
Lemma 5.2.8. For 0 < s ≤ r and n ∈ Z, any x ∈ R˜[s,r]R can be written as y + z with
y ∈ pnR˜int,rR , z ∈ ∩r′≥rR˜[s,r
′]
R , and
λ(αt)(z) ≤ p(1−n)(1−t/r)λ(αr)(x)t/r (t ≥ r). (5.2.8.1)
Proof. In case x ∈ R˜bdR , write x =
∑∞
i=m(x) p
i[xi], and put y =
∑∞
i=n p
i[xi] and z = y − x.
This works because for i ≤ n− 1 and t ≥ r,
λ(αt)(pi[xi]) = p
−iα(xi)
t = p−i(1−t/r)λ(αr)(pi[xi])
t/r ≤ p(1−n)(1−t/r)λ(αr)(pi[xi])t/r. (5.2.8.2)
To handle the general case, choose x0, x1, . . . ∈ R˜bd,rR so that
λ(αt)(x− x0 − · · · − xi) ≤ p−i−1λ(αt)(x) (i = 0, 1, . . . ; t ∈ [s, r]).
The series
∑∞
i=0 xi converges to x under λ(α
t) for t ∈ [s, r], and λ(αt)(xi) ≤ p−iλ(αt)(x) for
i = 0, 1, . . . and t ∈ [s, r]. Split each xi as yi + zi as above. Since the sum
∑∞
i=0 yi converges
under λ(αr) and consists of elements of R˜int,rR , it converges under λ(αt) for all t ∈ (0, r] and
defines an element y of R˜int,rR . Put z = y − x; then the series
∑∞
i=0 zi converges to z under
λ(αt) for t ∈ [s, r]. On the other hand, for t ≥ r, by (5.2.8.2) we have
λ(αt)(zi) ≤ p(1−n)(1−t/r)λ(αr)(xi)t/r ≤ p(1−n)(1−t/r)p−i(t/r)λ(αr)(x)t/r.
Consequently,
∑∞
i=0 zi also converges to z under λ(α
t), and (5.2.8.1) holds.
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We will also have use for the following variant, where we separate in terms of α rather
than the p-adic norm.
Lemma 5.2.9. For c < 1 and 0 < s ≤ r, each x ∈ R˜[s,r]R can be written as y + z with
y ∈ R˜bd,rR , z ∈ R˜[s,r]R+ and
λ(αt)(y), λ(αt)(z) ≤ λ(αt)(x) (t ∈ [s, r])
y ∈ pnR˜int,rR (n = ⌈− logp(λ(αs)(x)c−s)⌉)
λ(αt)(z) ≤ ct−rλ(αr)(z) (t > r).
In particular, for any positive integer a, if we put q = pa, then for all t ∈ [s, r],
λ(αt)(y), λ(αt)(z) ≤ λ(αt)(x),
λ(αt)(ϕ−a(y)) ≤ c−(q−1)t/qλ(αt)(x),
λ(αt)(ϕa(z)) ≤ c(q−1)tλ(αt)(x).
Proof. By approximating x as in the proof of Lemma 5.2.8, it is enough to consider the case
x ∈ R˜bd,rR . In this case, write x =
∑∞
i=m p
i[xi], let y be the sum of p
i[xi] over all indices i for
which α(xi) > c, and put z = x− y.
As an immediate application of Lemma 5.2.8, we extend Lemma 5.2.6 as follows.
Lemma 5.2.10. For 0 < s ≤ s′ ≤ r ≤ r′, inside R˜[s′,r]R we have
R˜[s,r]R ∩ R˜[s
′,r′]
R = R˜[s,r
′]
R .
Proof. Given x in the intersection, apply Lemma 5.2.8 to write x = y + z with y ∈ R˜int,rR ,
z ∈ R˜[s,r′]R . By Lemma 5.2.6,
y = z − x ∈ R˜int,rR ∩ R˜[s
′,r′]
R = R˜int,r
′
R ⊆ R˜[s,r
′]
R ,
so x ∈ R˜[s,r′]R as desired.
Lemma 5.2.11. Suppose that R+ = oR.
(a) An element x ∈ R˜∞R belongs to R˜+R if and only if
lim sup
r→+∞
λ(αr)(x)1/r ≤ 1.
(b) For r > 0 and x ∈ R˜rR, we have x = y + z for some y ∈ R˜bd,rR and z ∈ R˜+R.
(c) We have R˜int,rR ∩ R˜+R = R˜int,+R .
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Proof. We first prove (a) for x =
∑∞
i=m p
i[xi] ∈ R˜bdR ∩ R˜∞R , by observing that
lim sup
r→+∞
λ(αr)(x)1/r = lim sup
r→+∞
sup
i
{p−i/rα(xi)}.
If x ∈ R˜bd,+R , then for some m, we can bound the quantity p−i/rα(xi) from above by pm/r,
and so the limit superior in question is at most 1. Conversely, if x /∈ R˜bd,+R , then there exists
an index i for which α(xi) > 1; we can then find ǫ > 0 so that p
−i/rα(xi) > 1+ ǫ for r large,
so the limit superior is at least 1 + ǫ. This proves (a) for such x.
We next prove (b). For r > 0 and x ∈ R˜rR, choose n ∈ Z so that n < 1 and
p(n−1)/(2r)λ(αr)(x)1/r < 1. Set notation as in the proof of Lemma 5.2.8; for t ≥ 2r, we
have λ(αt)(zi)
1/t ≤ p(1−n)(1/t−1/r)λ(αr)(x)1/r ≤ 1, so zi ∈ R˜bd,+R by the previous paragraph.
Hence z ∈ R˜+R as needed.
We next return to (a). By the first paragraph, if x ∈ R˜+R, then lim supr→+∞ λ(αr)(x)1/r ≤
1. Conversely, if x ∈ R˜∞R and lim supr→+∞ λ(αr)(x)1/r ≤ 1, apply (b) to write x = y+z with
y ∈ R˜bdR and z ∈ R˜+R. We may then apply the first paragraph to y to deduce that x ∈ R˜+R.
To deduce (c), use Lemma 5.2.6 to deduce that R˜int,rR ∩ R˜+R ⊆ ∩s>0R˜int,sR , then argue as
in the proof of (a).
Corollary 5.2.12. For n a nonnegative integer, d a positive integer, q = pd, and r > 0, the
inclusions
{x ∈ R˜+R : ϕd(x) = pnx} ⊆ {x ∈ R˜R : ϕd(x) = pnx},
{x ∈ R˜+R : ϕd(x) = pnx} ⊆ {x ∈ R˜[r/q,r]R : ϕd(x) = pnx}
are bijective.
Proof. Suppose first that x ∈ R˜∞R and ϕd(x) = pnx. For each r > 0,
λ(αrq)(x) = λ(αr)(ϕd(x)) = p−nλ(αr)(x).
It follows that for any fixed s > 0,
lim sup
r→+∞
λ(αr)(x)1/r ≤ sup
r∈[s,qs]
{lim sup
n→+∞
p−n/(rq
n)λ(αr)(x)1/(rq
n)} ≤ 1,
so if R+ = oR then x ∈ R˜+R by Lemma 5.2.11(a). To treat the general case, note that x is
now known to belong to the Fre´chet completion of W (oR)[p
−1]. Under the projection from
this ring to W (κR)[p
−1], x maps to zero if n > 0 and to W (κϕ
d
R )[p
−1] if n = 0; in either case
it follows that x ∈ R˜+R.
Given x ∈ R˜R for which ϕd(x) = pnx, there exists r > 0 for which x ∈ R˜rR, but then
x = p−nϕ−d(x) ∈ R˜rqR . Consequently, x ∈ R˜∞R , so by the previous paragraph, x ∈ R˜+R.
Given x ∈ R˜[r/q,r]R for which ϕd(x) = pnx, for each positive integer m we also have
x ∈ R˜[r/qm,r]R . Namely, this holds for m = 1, and given the statement for some m, we also
have x = p−nϕd(x) ∈ R˜[r/qm+1,r/q]R , so x ∈ R˜[r/q
m+1,r]
R by Lemma 5.2.10. It follows that
x ∈ R˜rR, so by the previous paragraph, x ∈ R˜+R.
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Remark 5.2.13. Let R ⊆ S ′ ⊆ S and R ⊆ S ′′ ⊆ S be strict (and hence isometric, by
Remark 3.1.6) inclusions of perfect uniform Banach Fp-algebras, and suppose that within S
we have S ′ ∩ S ′′ = R. It is easy to see that
∗S′ ∩ ∗S′′ = ∗R ∗ = E˜ , R˜int,r, R˜int,+, R˜int, R˜bd,r, R˜bd,+, R˜bd,
with the intersection taking place within ∗S; namely, W (S ′)∩W (S ′′) = W (R) within W (S).
Now suppose additionally that the morphism S ′ ⊕ S ′′ → S taking (s′, s′′) to s′ − s′′ is
strict. Then
∗S′ ∩ ∗S′′ = ∗R ∗ = R˜[s,r], R˜r, R˜+, R˜.
If the inclusions are not strict, it is unclear whether such maps as ∗R → ∗S′ are even injective.
Remark 5.2.14. It would be useful to have the following refinement of Lemma 5.2.2: an
element x ∈ R˜R belongs to R˜bdR if and only if for each β ∈ M(R), the image of x in R˜H(β)
belongs to R˜bdH(β). However, it is unclear to us whether to expect this to hold.
5.3 Sheaf properties
We next investigate the sheaf-theoretic properties of the preceding constructions.
Definition 5.3.1. For (R,R+) a perfect uniform adic Banach algebra and
∗ = E˜ int, E˜ , R˜int,r, R˜int,+, R˜int, R˜bd,r, R˜bd,+, R˜bd, R˜[s,r], R˜r, R˜+, R˜,
construct the presheaf ∗ on Spa(R,R+) assigning to each open subset U the inverse limit of
∗S over each rational localization (R,R+)→ (S, S+) for which Spa(S, S+) ⊆ U .
Lemma 5.3.2. With notation as in Lemma 3.1.12, the sequence
0→ R→ R1 ⊕ R2 → R12 → 0 (5.3.2.1)
remains exact, and the morphisms remain almost optimal, when R∗ is replaced by any of
E˜ intR∗ or E˜R∗ (for the p-adic norm), R˜int,rR∗ (for the norm λ(αr)), R˜bd,rR∗ (for the maximum of
λ(αr) and the p-adic norm), R˜[s,r]R∗ (for the norm max{λ(αr), λ(αs)}), or R˜rR∗ (omitting the
statement about norms).
Proof. This is a straightforward consequence of Lemma 3.1.12 except for the case of R˜rR∗ ,
for which we must separately check exactness on the right. This calculation may be viewed
as giving a vanishing of a lim←−
1 term, as suggested by Remark 5.1.9.
Given x ∈ R˜rR12 , we may construct elements xn,j ∈ R˜bd,rRj for n = 0, 1, . . . and j = 1, 2
such that for yn = x−
∑n−1
m=0(xm,1 + xm,2), we have
λ(αs)(yn) ≤ p−nλ(αs)(x) (s ∈ [p−nr, r])
λ(αs)(xn,j) ≤ (1 + p−n)λ(αs)(yn) (s ∈ [p−nr, r]; j ∈ {1, 2}).
Namely, given yn, we split yn in R˜[p
−n−1r,r]
R∗
using Lemma 3.1.12, then approximate the results
suitably well with elements of R˜bd,rR∗ . The sums
∑∞
n=0 xn,j for j = 1, 2 then converge and give
the desired splitting of x.
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Theorem 5.3.3. All of the presheaves defined in Definition 5.3.1 are sheaves. Moreover,
for ∗ = E˜ int, E˜ , R˜int,r, R˜int, R˜bd,r, R˜bd, R˜[s,r], R˜r, R˜, the resulting sheaf is acyclic (i.e., satisfies
the Tate sheaf property).
Proof. By Proposition 2.4.21, we may deduce the claim from Lemma 5.3.2.
The Kiehl property is somewhat more elusive; we only obtain it for a few of the sheaves
in question.
Lemma 5.3.4. Choose 0 < s ≤ r.
(a) A multiplicative seminorm β on R˜[s,r]R is dominated by max{λ(αs), λ(αr)} if and only
if it is dominated by λ(αt) for some unique t ∈ [s, r].
(b) For β, t as in (a), put γ = µ(β)1/t ∈M(R). Then β extends uniquely to a multiplicative
seminorm on R˜[s,r]H(γ).
Proof. We first address (a). If β is dominated by λ(αt) for some t ∈ [s, r], then β is dom-
inated by max{λ(αs), λ(αr)} by Lemma 5.2.1. Conversely, suppose that β is dominated
by max{λ(αs), λ(αr)}. Write R as a Banach algebra over some analytic field K, and pick
π ∈ K× with α(π) < 1. Then β([π]) ∈ [αr(π), αs(π)], so there exists t ∈ [s, r] such that
β([π]) = αt(π). For x ∈ R such that α(x) ≤ 1, we also have β([x]) ≤ 1. If we take x = ymπ−n
for m a positive integer and n an arbitrary integer, we deduce that if α(y)mα(π)−n ≤ 1, then
β([y])mβ([π])−n ≤ 1. That is, if α(y) ≤ α(π)n/m, then β([y]) ≤ α(π)nt/m. Since n/m can be
chosen to be any rational number, it follows that β([y]) ≤ α(y)t.
To deduce (b), note first that β extends uniquely to the localization of R˜[s,r]R at the
multiplicative set consisting of [x] for each x ∈ R \ pγ , and that this extension is dominated
by max{λ(γs), λ(γr)}. Then observe that the separated completion under max{λ(γs), λ(γr)}
of this localization is precisely R˜[s,r]H(γ).
Lemma 5.3.5. With notation as in Lemma 3.1.12, for any r > 0, the diagrams
R //

R1

R2 // R12
R˜int,rR //

R˜int,rR1

R˜int,rR2 // R˜int,rR12
are glueing squares in the sense of Definition 2.7.3. (Note that the rings in the second
diagram are Banach rings by virtue of Remark 5.1.8.)
Proof. Note that R2 → R12 has dense image because f is already invertible in R2, and that
by construction, M(R1 ⊕ R2) → M(R) is surjective. Hence R → R1, R → R2, R → R12
form a glueing square by Lemma 5.3.2. The other assertion follows similarly, keeping in
mind Lemma 5.3.4 in order to get surjectivity of M(R˜int,rR1 ⊕ R˜int,rR2 )→M(R˜int,rR ).
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Theorem 5.3.6. The sheaves E˜ int and R˜int,r satisfy the Kiehl glueing property.
Proof. We check both claims using Proposition 2.4.20. The case of R˜int,r follows from
Lemma 5.3.5 and Proposition 2.7.5. The case of E˜ int does not follow in this manner (see
Remark 5.3.7); we instead directly check the hypotheses of Lemma 1.3.9(b) as follows. Let
M1,M2,M12 be a finite projective glueing datum. Reducing modulo p, we obtain a finite
projective glueing datum for the rings R∗, which by Theorem 3.1.13 arises from a finite
projective module M over R. For any v ∈M , we may lift v to an element v in the kernel of
M1 ⊕M2 →M12 by successive approximations: if v ∈ M1 ⊕M2 maps to pnw ∈M12, we lift
w to v′ ∈M1⊕M2 and replace v with v−pnv′. In particular, we may lift a finite generating
set ofM to a generating set ofM1. This verifies that the hypothesis of Lemma 1.3.8 holds for
finite projective glueing data; the fact that Spec(W (R1) ⊕W (R2)) covers Maxspec(W (R))
follows from Lemma 5.3.5 and the identification Maxspec(W (∗)) ∼= Maxspec(∗).
Remark 5.3.7. The reason the proof of Theorem 5.3.6 for the sheaf E˜ int fails to follow the
model of R˜int,r is that E˜ intR2 is not dense in E˜ intR12 for the p-adic topology, only for the weak
topology. It should be possible to adapt the concept of a glueing square in Definition 2.7.3
to apply to a topology not specified in terms of a norm, but we did not verify this.
However, no such adaptation can exist for E˜ or R˜bd,r, because the Kiehl property fails in
these cases; see Example 8.5.17. Somewhat confusingly, the rings E˜R and R˜bd,rR are themselves
sheafy (Theorem 5.3.9), but there is no inconsistency because localizations of these rings do
not correspond directly to localizations of R (again because of the density issue).
While the proof of Theorem 5.3.6 can be carried through for R˜[s,r], it is more useful to
deduce the corresponding statement from a much stronger glueing property. Theorem 5.3.9
and its proof are taken from the PhD thesis of Ryan Rodriguez [108].
Lemma 5.3.8. Let A be a Banach algebra over Qp and let K be the completion of Qp(p
p−∞).
Then each element x of A⊗̂QpK admits a unique presentation as a convergent sum
∑
i xi⊗pi,
where i runs over Z[p−1] ∩ [0, 1); moreover, the tensor product norm of x can be computed
as maxi{|xi| p−i}.
Proof. This is a straightforward consequence of the fact that the pi form an orthogonal
topological basis of K over Qp.
Theorem 5.3.9 (Rodriguez). For 0 < s ≤ r, the Banach rings E˜R, R˜bd,rR , and R˜[s,r]R are
relatively perfectoid. In particular, by Theorem 3.7.4, any extension of one of these rings
to an adic Banach ring is stably uniform and sheafy and satisfies the Tate sheaf and Kiehl
glueing properties.
Proof. We treat only the case of R˜[s,r]R in detail, the other cases being easier (and not needed
in what follows). Let K be the completion of Qp(p
p−∞), which is a perfectoid field (see
Example 3.3.8). We first check that S = R˜[s,r]R ⊗̂QpK is uniform. For t ∈ [s, r], let |•|t be the
tensor product norm on S induced by λ(αt); we first check that |•|t is power-multiplicative.
It suffices to check the inequality |x2|t ≥ |x|2t for x running over a dense subset of S. We may
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thus assume that x has the form
∑n
i=1[xi]⊗ pji for some xi ∈ R, ji ∈ Z[p−1] such that the xi
are nonzero and the ji are pairwise distinct. Note that in this case, |•|u is well-defined for all
u > 0, not just u ∈ [s, r]. Let Tx be the set of u > 0 for which λ(αu)(xi)p−ji = λ(αu)(xi′)p−ji′
for some i 6= i′; this set is finite. For each u > 0 with u /∈ Tx, there is a unique index i
maximizing λ(α)u(xi)p
−ji; if we put y = [xi] ⊗ pji, then |y2|u = |y|2u and |y|u > |x− y|u.
Using Lemma 5.3.8, it follows easily that∣∣x2∣∣
u
=
∣∣y2 + (x+ y)(x− y)∣∣
u
= |y|2u = |x|2u .
This proves the claim for the given x and all u /∈ Tx; however, Lemma 5.2.1 implies that
log |x|u is a convex and hence continuous function of u, so we may interpolate the claim for
u = t even if t ∈ Tx. We thus conclude that |•|t is power-multiplicative for each t ∈ [s, r], and
so max{|•|s , |•|r} (which by log-convexity again is the norm induced by max{λ(αs), λ(αr)})
is also power-multiplicative. In particular, S is uniform.
We next check that for any perfectoid algebra A for which T = R˜[s,r]R ⊗̂QpA is uniform, T
is also perfectoid. By Proposition 3.6.25, it suffices to show that lim←−x 7→xp T generates a dense
subring of T . Since A is perfectoid, lim←−x 7→xp A generates a dense subring of A; we obtain a
dense subring of T by adding the additional generator θ([x]) for each x ∈ R.
To conclude, note that S is uniform (by the first paragraph) and hence perfectoid (by
the second paragraph). For any perfectoid algebra A, it follows that T is uniform (by
Proposition 3.7.3) and hence perfectoid (by the second paragraph again).
We can use Theorem 5.3.9 to deduce the Kiehl property for the sheaf R˜[s,r] by relating
rational localizations of R and R˜[s,r]R .
Definition 5.3.10. Recall that Lemma 5.3.4 defines a map M(R˜[s,r]R ) → M(R). We lift
this to a map of adic spectra as follows.
For v a semivaluation on R˜[s,r]R , let β be the associated seminorm and define t and γ as
in Lemma 5.3.4. Since β extends uniquely to a multiplicative seminorm on R˜[s,r]H(γ), v extends
to a semivaluation on this ring. The set of x ∈ H(γ) for which v([x]) ≤ 1 is a valuation ring;
we thus obtain a valuation w on R.
Let R˜[s,r],+R be the completion with respect to max{λ(αs), λ(αr)} of the subring of R˜[s,r]R
generated by those x for which max{λ(αs), λ(αr)}(x) < 1 and [y] for y ∈ R+. The previous
paragraph then defines a map µ : Spa(R˜[s,r]R , R˜[s,r],+R )→ Spa(R,R+).
Lemma 5.3.11. For 0 < s ≤ r and (R,R+)→ (S, S+) a rational localization, the morphism
(R˜[s,r]R , R˜[s,r],+R )→ (R˜[s,r]S , R˜[s,r],+S ) is a rational localization representing the inverse image of
Spa(S, S+) under the morphism of Definition 5.3.10.
Proof. Represent the rational subdomain represented by (R,R+)→ (S, S+) as
{v ∈ Spa(R,R+) : v(f i) ≤ v(g) (i = 1, . . . , n)}.
Form the rational subspace
U = {v ∈ Spa(R˜[s,r]R , R˜[s,r],+R ) : v([f i]) ≤ v([gi]) (i = 1, . . . , n)}.
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Let Spa(R˜[s,r]R , R˜[s,r],+R ) → (T, T+) be the corresponding rational localization. The image
of Spa(R˜[s,r]S , R˜[s,r],+S ) → Spa(R˜[s,r]R , R˜[s,r],+R ) is equal to U , so by the universal property of
rational localizations, we obtain a morphism (T, T+) → (R˜[s,r]S , R˜[s,r],+S ) which induces a
bijection of adic spectra. By Theorem 5.3.9, (T, T+) is uniform. By Theorem 2.3.10, the
morphism T → R˜[s,r]S is isometric for the spectral norms; however, the image of this morphism
contains the dense subring generated over Qp by [x] for x ∈ S. This yields the claim.
Corollary 5.3.12. For 0 < s ≤ r, if {(R,R+) → (Ri, R+i )}i is a rational covering, then
{(R˜[s,r]R , R˜[s,r],+R )→ (R˜[s,r]Ri , R˜
[s,r],+
Ri
)}i is also a rational covering.
We now recover an analogue of Theorem 5.3.6.
Theorem 5.3.13. The sheaf R˜[s,r] on Spa(R,R+) satisfies the Kiehl glueing property.
Proof. This is immediate from Theorem 5.3.9 and Corollary 5.3.12.
From Theorem 5.3.9, we also obtain a glueing result with respect to the interval [s, r].
Lemma 5.3.14. Choose 0 < s ≤ r. Let K be a perfectoid analytic field containing Qp(pp−∞)
with |K×| = R+.
(a) The tensor product norm on R˜[s,r]R ⊗̂QpK is power-multiplicative, and R˜[s,r]R ⊗̂QpK is
perfectoid.
(b) Choose z ∈ R with α(z) < 1 and α(z)α(z−1) = 1 (possible because R is a Banach
algebra over an analytic field). Then for 0 < s ≤ s′ ≤ r′ ≤ r, (R˜[s,r]R , R˜[s,r],+R )⊗̂QpK →
(R˜[s′,r′]R , R˜[s
′,r′],+
R )⊗̂QpK is the rational localization corresponding to
{v ∈ Spa((R˜[s,r]R , R˜[s,r],+R )⊗̂QpK) : v([z]) ∈ [α(z)r
′
, α(z)s
′
]}.
Proof. Part (a) follows from Theorem 5.3.9 and Proposition 3.6.11. Part (b) follows by a
similar argument as in the proof of Lemma 5.3.11.
Corollary 5.3.15. ForK as in Lemma 5.3.14, for I, I1, . . . , In closed subintervals of (0,+∞)
satisfying I = I1 ∪ · · · ∪ In,
{(R˜IR, R˜I,+R )⊗̂QpK → (R˜IiR , R˜Ii,+R )⊗̂QpK}ni=1
is a rational covering.
Theorem 5.3.16. For I, I1, . . . , In closed subintervals of (0,+∞) satisfying I = I1 ∪ · · · ∪
In, the morphism R˜IR → ⊕iR˜IiR is an effective descent morphism for the category of finite
projective modules over uniform Banach rings.
Proof. Using Lemma 2.2.9, we can tensor over Qp with a perfectoid field K containing
Qp(p
p−∞) with |K×| = R+; we may then deduce the claim from Theorem 5.3.9 and Corol-
lary 5.3.15. Alternatively, one can reduce to the case n = 2 and check directly that one gets a
glueing square in the sense of Definition 2.7.3: condition (a) holds by Theorem 2.3.10 (for ex-
actness at the left), Lemma 5.2.10 (for exactness at the middle), and Lemma 5.2.9 (for exact-
ness at the right); condition (b) is straightforward; condition (c) holds by Lemma 5.3.4.
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5.4 Some geometric observations
We mention some observations concerning the geometry of the spacesM(R˜[s,r]R ), in the spirit
of [87]. These results will be used later to build relative Fargues-Fontaine curves; see §8.7.
Theorem 5.4.1. Define λ : M(R) → M(R˜int,1R ), µ : M(R˜int,1R ) → M(R) as in Proposi-
tion 5.1.2.
(a) The maps λ and µ are continuous. Moreover, the inverse image under either map of
a finite union of Weierstrass (resp. Laurent, rational) subdomains has the same form.
(b) For all β ∈M(R), (µ ◦ λ)(β) = β.
(c) For all γ ∈M(W (R)), (λ ◦ µ)(γ) ≥ γ.
Proof. The proof of [87, Theorem 4.5] carries over without change.
Lemma 5.4.2. Let R → S be a bounded homomorphism of perfect uniform Banach Fp-
algebras such that M(S)→M(R) is surjective. Then for any r > 0, the map M(R˜int,rS )→
M(R˜int,rR ) is also surjective.
Proof. Equip R[T ] and S[T ] with the p−1-Gauss norm, and let R′ and S ′ be the completions
of R[T ]perf and S[T ]perf . We may then identify S ′ with S⊗̂RR′; since M(S) → M(R) is
surjective, so is M(S ′)→M(R′) by [87, Lemma 1.20].
Given γ ∈M(R˜int,rR ), put β = µ(γ) and o = oH(β), extend γ to R˜int,rH(β) by continuity, then
restrict to W (o). Let o′ be the completed perfect closure of o[T ] for the p−1-Gauss norm;
as in [87, Definition 7.5], we may extend γ from W (o) to a seminorm γ′ on W (o′) in such a
way that γ′(p− T ) = 0. By [87, Remark 5.14], this extension computes the quotient norm
on W (o′)/(p− T ) induced by λ(β ′) for β ′ = µ(γ′).
Choose β˜ ∈ M(S) lifting β, put o˜ = oH(β˜), and let o˜′ be the completion of o˜[T ] for
the p−1-Gauss norm. We may then identify o˜′ with o˜⊗̂oo′; by [87, Lemma 1.20], the map
M(o˜′)→M(o′) is surjective.
We can thus lift β ′ to a seminorm β˜ ′ on o˜′. Let β˜ ′ be the quotient norm onW (o˜′)/(p−T )
induced by λ(β˜ ′), viewed as a seminorm on W (o˜′). We may then restrict β˜ ′ to a seminorm β˜
on W (o˜), extend multiplicatively to R˜int,r
H(β˜)
, then restrict to R˜int,rS . This proves the claim.
Definition 5.4.3. Choose r > 0 and γ ∈ R˜int,rR . For β = µ(γ)1/r, we may extend γ to R˜int,rH(β)
and then restrict to W (oH(β)). We may then define the multiplicative seminorm H(γ, t) on
W (oH(β)) as in [87, Definition 7.5], extend multiplicatively to R˜int,rH(β), then restrict back to
R˜int,rR . From [87, Theorem 7.8], the construction has the following properties.
(a) We have H(γ, 0) = γ.
(b) We have H(γ, 1) = (λ ◦ µ)(γ).
(c) For t ∈ [0, 1], µ(H(γ, t)) = µ(γ).
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(d) For t, u ∈ [0, 1], H(H(γ, t), u) = H(γ,max{t, u}).
Theorem 5.4.4. For any r > 0, the map H :M(R˜int,rR )× [0, 1]→M(R˜int,rR ) is continuous.
Proof. Equip R with the spectral norm. For the trivial norm on oR, the mapH :M(W (oR))×
[0, 1] → M(W (oR)) is continuous by [87, Theorem 7.8]. By identifying M(R˜int,rR ) with a
closed subspace of M(W (oR)), we deduce the claim.
Remark 5.4.5. One can go further with analysis of this sort; for instance, one can show
that the fibres of µ bear a strong resemblance to the spectra of one-dimensional affinoid
algebras over an analytic field. See [87, §8].
Proposition 5.4.6. Define the topological space
TR =
⋃
0<s<r
M(R˜[s,r]R ).
(a) For each β ∈ TR, there is a unique value t ∈ (0,+∞) for which αt dominates µ(β) (or
equivalently, λ(αt) dominates β).
(b) Let t : TR → (0,+∞) be the map described in (a). Then the formula β 7→ (µ(β)1/t(β), t(β))
defines a continuous map TR →M(R)× (0,+∞). In particular, t is continuous.
(c) The group (ϕ∗)Z acts properly discontinuously on TR with compact quotient XR. (Note
that the map in (b) induces a continuous map XR →M(R)× S1.)
(d) The map TR →M(R)× (0,+∞) is a strong deformation retract, and induces a strong
deformation retract XR →M(R)× S1.
Proof. To check (a), we appeal to Lemma 5.3.4. To check (b), choose β0 ∈ TR and put
t0 = t(β0). Let U be any open neighborhood of µ(β0) of the form {γ ∈ M(R) : γ(f 1) ∈
I1, . . . , γ(fn) ∈ In} for some f 1, . . . , fn ∈ R and some open intervals I1, . . . , In. Let (a, b) be
any open subinterval of (0,+∞) containing t0. Choose z ∈ R for which 0 < µ(β0)(z) < 1,
and put z = [z]. Choose δ > 1 such that a < t0/δ, t0δ < b. For i = 1, . . . , n, choose an open
neighborhood Ji of β0([f i]) such that for all x ∈ Ji and all u ∈ [1/δ, δ], x1/(ut0) ∈ Ii. Put
V = {γ ∈ TR : γ([f1]) ∈ J1, . . . , γ([fn]) ∈ Jn, γ(z) ∈ (β0(z)t0/δ, β0(z)t0δ)};
this is an open subset of TR with the property that for any γ ∈ V , µ(γ)1/t(γ) ∈ U and
t(γ) ∈ (a, b). This gives the desired continuity.
To check (c), first apply (b) after observing that for all β ∈ TR, t(ϕ∗(β)) = pt(β). We
see from this that the action is properly discontinuous, so XR is Hausdorff. Then note that
for any r > 0, the projection M(R˜[r/p,r]R )→ XR is surjective. Since XR receives a surjective
continuous map from a compact space, it is quasicompact (Remark 2.3.15(a)) and hence
compact.
To check (d), argue as in the proof of Theorem 5.4.4 to produce a continuous map
H : M(R˜int,rR ) × [0, 1] → M(R˜int,rR ). Then observe by Lemma 5.3.4 that the image of
M(R˜int,rR )× {1} may be identified with M(R)× (0, r] by mapping (γ, s) to λ(γs), and that
the resulting map M(R˜int,rR )→M(R)× (0, r] is precisely TR.
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Remark 5.4.7. The space XR will later appear as the maximal Hausdorff quotient of the
relative Fargues-Fontaine curve over R; see §8.7. For now, we note that when M(R) is
contractible, Proposition 5.4.6 asserts that XR has the homotopy type of a circle, TR is
the universal covering space of XR, and ϕ
∗ acts on TR as a deck transformation generating
the fundamental group. For instance, this is the case when R = L is an analytic field; in
this case, the profinite e´tale fundamental group of XR is the product of the absolute Galois
groups of Qp and L (see [126]), but the e´tale fundamental group (once it is suitably defined,
which we will not do here) should differ from this. In particular, the Z-covering coming from
TR → XR corresponds to the subgroup of the unramified Galois group of Qp generated by
Frobenius.
When L is a finite extension of Fp((π)), this suggests a relationship with the Weil group of
the field R˜int,1L /(z) for z =
∑p−1
i=0 [1+π]
i/p (this field being a finite extension of the completion
of Qp(µp∞)). However, this relationship remains to be clarified; see Remark 8.7.16 for further
discussion.
5.5 Compatibility with finite e´tale extensions
We next establish a compatibility between the construction of extended Robba rings and
formation of finite e´tale ring extensions. As promised earlier, this yields a variant of Faltings’s
almost purity theorem, thus refining the perfectoid correspondence introduced in §3.6.
Convention 5.5.1. For S ∈ FE´t(R), we will always view S as a finite Banach R-algebra as
per Proposition 2.8.16. By Lemma 3.1.9, S is then also a perfect uniform Banach Fp-algebra.
Lemma 5.5.2. Let ψ : R → S be a bounded homomorphism from R to a perfect uniform
Fp-algebra S with spectral norm β. Use ψ to view S as an R-algebra. Let x1, . . . , xn be
elements of R˜intS whose reductions x1, . . . , xn modulo p generate S as an R-module. Then for
all sufficiently small r > 0, x1, . . . , xn generate R˜int,rS as a module over R˜int,rR .
Proof. It is harmless to assume that x1, . . . , xn are all nonzero. Since the surjection R
n → S is
strict by Theorem 2.2.8, we can find c ≥ 1 such that for each z ∈ S, there exist a1, . . . , an ∈ R
for which z =
∑n
i=1 aixi and α(ai)β(xi) ≤ cβ(z) for i = 1, . . . , n.
Given z ∈ R˜intS , for l = 0, 1, . . . we choose zl ∈ R˜intS and al,1, . . . , al,n ∈ R˜intR as follows.
Put z0 = 0. Given zl, let zl be its reduction modulo p, and invoke the previous paragraph
to construct al,1, . . . , al,n ∈ R with α(al,i)β(xi) ≤ cβ(zl) for i = 1, . . . , n such that zl =∑n
i=1 al,ixi. Then put al,i = [al,i] and zl+1 = p
−1(zl −
∑n
i=1 al,ixi).
Choose r > 0 such that x1, . . . , xn ∈ R˜int,rS and λ(βr)(xi − [xi]) < β(xi)r. For z ∈ R˜int,rS ,
we then have λ(βr)(zl+1) ≤ crpλ(βr)(zl), and so λ(βr)(zl) ≤ (crp)lλ(βr)(z0). In particular,
α(al,i) ≤ cβ(xi)−1λ(βr)(z0)1/r(cp1/r)l.
For s sufficiently small (depending on r), we have csps/r−1 < 1, and so the series
∑∞
l=0 p
lal,i
converges under λ(αs).
We now specialize the previous construction to the case z = [z]. In this case, we can write
[z] =
∑n
i=1 aixi with ai ∈ R˜int,sR and λ(αs)(ai) ≤ c1α(z)s for some c1 > 0 not depending on
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z. By writing a general element of R˜int,sR as z =
∑∞
n=0 p
n[zn], we see that x1, . . . , xn generate
R˜int,sS as a module over R˜int,sR . This proves the claim.
Proposition 5.5.3. Choose any r > 0.
(a) The base extension functors
ϕ−1-FE´t(R˜int,rR )→ FE´t(R˜intR )→ FE´t(W (R))→ FE´t(R)
are tensor equivalences, where ϕ−1-FE´t(∗) denote the category of finite e´tale ∗-algebras
equipped with isomorphisms with their ϕ−1-pullbacks.
(b) The composition ϕ−1-FE´t(R˜int,rR )→ FE´t(R) admits a quasi-inverse taking S to R˜int,rS .
Proof. We first prove a weak version of (a): the functors FE´t(R˜intR ) → FE´t(W (R)) →
FE´t(R) are tensor equivalences. For each r > 0, R˜int,rR is complete with respect to the
maximum of λ(αr) and the p-adic norm. For these norms, the maps R˜int,rR → R˜int,sR for
0 < s ≤ r are submetric by Lemma 5.2.1. Consequently, Lemma 2.2.3(b) implies that the
pair (R˜intR , (p)) is henselian. We may thus conclude using Theorem 1.2.8.
We next prove a weak version of (b): for S ∈ FE´t(R), the corresponding element US
of FE´t(R˜intR ) may be identified with R˜intS . We may identify US/(p) and R˜intS /(p) with S;
the p-adic completions of US and R˜intS may then be identified with W (S) by the uniqueness
property of the latter.
Let π1, π2 : S → S ⊗R S denote the structure morphisms. Put V = US ⊗R˜intR R˜intS , and
let π˜1 : US → V and π˜2 : R˜intS → V denote the structure morphisms. Note that π˜2 is the
distinguished lift of π2 from FE´t(S) to FE´t(R˜intS ) constructed above. Consequently, if we
view the multiplication map µ : S⊗R S → S as a map in FE´t(S) by equipping S⊗R S with
the structure morphism π2, then (a) provides a lift µ˜ of µ to FE´t(R˜intS ). The composition
ψ = µ˜ ◦ π˜1 : US → R˜intS lifts the identity map modulo p. As noted above, the injection
US → W (S) factors through ψ, so ψ is injective; since ψ is R˜intR -linear, it is also surjective
by Lemma 5.5.2 and Convention 5.5.1. This proves the claim.
We next verify that for S ∈ FE´t(R), we have R˜int,rS ∈ FE´t(R˜int,rR ). We first observe
that R˜int,rS is finitely generated as a module over FE´t(R˜int,rR ): this holds for small r > 0
by Lemma 5.5.2, and hence for all r > 0 by repeated application of ϕ−1. We next note
that given any R˜int,rR -linear surjection of a finite free module onto R˜int,rS , using the fact that
R˜intS ∈ FE´t(R˜intR ) we can find a R˜int,sR -linear splitting for some 0 < s ≤ r. It follows that
R˜int,rS is finite projective as a module over R˜int,rR for r > 0 small, and hence again for all r > 0
using ϕ−1. To conclude, it remains to check that the natural map
R˜int,rS ⊗R˜int,rR R˜
int,r
S → R˜int,rS⊗RS
is an isomorphism (as then we may conclude that R˜int,rS is also finite projective over R˜int,rS ⊗R˜int,rR
R˜int,rS ); this follows from it being a map with dense image between finite projective R˜int,rR -
modules of the same rank.
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We now note that ϕ−1-FE´t(R˜int,rR )→ FE´t(R˜intR ) is fully faithful (because any morphism
in FE´t(R˜intR ) is automatically ϕ-equivariant by virtue of the equivalence with FE´t(R)) and
has a right quasi-inverse (by the previous paragraph). This completes the proof of both (a)
and (b).
Proposition 5.5.4. Let S be a (faithfully) finite e´tale R-algebra. Then for
∗ ∈ {E˜ , R˜int,r, R˜int, R˜bd,r, R˜bd, R˜[s,r], R˜r, R˜},
the natural homomorphism ∗R → ∗S is (faithfully) finite e´tale.
Proof. The cases ∗ = E˜ , R˜int,r, R˜int, R˜bd, R˜bd follow at once from Proposition 5.5.3. To
handle the cases ∗ = R˜[s,r], R˜r, R˜, it suffices to check that the natural map R˜rR⊗R˜bd,rR R˜
bd,r
S →
R˜rS is an isometric isomorphism with respect to λ(αr). We proceed by first noticing that
R˜rR ⊗R˜bd,rR R˜
bd,r
S = R˜rR⊗̂R˜bd,rR R˜
bd,r
S because R˜bd,rS is a finite projective R˜bd,rR -module (see
Definition 1.2.1). We may then argue as in Lemma 5.5.2 that R˜rR ⊗R˜bd,rR R˜
bd,r
S → R˜rS is a
strict surjection for sufficiently small r > 0, and hence for all r > 0 by applying ϕ−1 as
needed. In particular, there exists c > 0 (depending on r) for which any element z ∈ R˜rS can
be lifted to
∑
i xi⊗ yi ∈ R˜rR⊗R˜bd,rR R˜
bd,r
S with maxi{λ(αr)(xiyi)} ≤ cλ(αr)(z). Finally, given
a nonzero element z ∈ R˜rS, choose z0 ∈ R˜bd,rS with λ(αr)(z−z0) < c−1λ(αr)(z), and lift z−z0
to
∑
i xi⊗yi with maxi{λ(αr)(xiyi)} ≤ cλ(αr)(z−z0). The representation 1⊗z0+
∑
i xi⊗yi
of z then shows that the map R˜rR⊗R˜bd,rR R˜
bd,r
S → R˜rS, which is evidently submetric, is in fact
isometric. In particular, it is injective, completing the argument.
To link these results to almost purity, we use the following extension of Lemma 3.3.6.
Lemma 5.5.5. Suppose that z ∈ W (R+) is primitive of degree 1 and that z−[z] ∈ pW (R+)×.
Choose any r ≥ 1.
(a) Any x ∈ R˜int,rR /(z) lifts to y =
∑∞
i=0 p
i[yi] ∈ W (R) with α(y0) ≥ α(yi) for all i.
(b) For any closed interval I of (0,+∞) containing 1 and any positive integer m, each of
the arrows in the diagram
W (R+)[[z]−1]

W (oR)[[z]
−1]

// R˜int,rR

W (R+)[[z]−1, p−1] W (oR)[[z]
−1, p−1]
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
R˜bd,rR+ // R˜bd,roR // R˜bd,rR
✤
✤
✤
✤
✤
✤
✤
W (R+)[p−1] //
OO
♦♦♦♦♦♦♦♦♦♦♦♦
♦♦♦♦♦♦♦♦♦♦♦♦
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
W (oR)[p
−1]
OO
♦♦♦♦♦♦♦♦♦♦♦♦
♦♦♦♦♦♦♦♦♦♦♦♦
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
R˜IR+ // R˜IoR // R˜IR
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(including R˜bd,rR → R˜IR only if I ⊆ (0, r]) becomes an isomorphism upon quotienting
by the ideal (zm).
Proof. By hypothesis, we have p = y(z − [z]) for some unit y ∈ W (R+). Given x =∑∞
i=0 p
i[xi] ∈ R˜int,rR , the series
∑∞
i=0(−y)i[xizi] converges to an element of W (oR)[[z]−1]
congruent to x modulo z. This proves surjectivity of the map
W (oR)[[z]
−1]/(z)→ R˜int,rR /(z);
the existence of lifts as in (a) follows by applying Lemma 3.3.6 to x[z]n for a large positive
integer n.
To prove (b), note that since z is not a zero-divisor in any of the rings appearing in the
diagram (by consideration of Newton polygons as in Definition 4.2.8), the claim reduces at
once to the casem = 1. Since y ∈ W (R+), when working modulo z, inverting [z] is equivalent
to inverting p. Consequently, all of the vertical arrows in the first and third column induce
isomorphisms modulo z, as does the arrow R˜int,rR → R˜bd,rR .
We next check that W (R+)[p−1] → R˜IR+ induces a surjection modulo z; this will imply
the same for W (oR)[p
−1] → R˜IoR . Any element of R˜IR+ can be written as a convergent sum∑∞
n=0[xn]p
−in for some xn ∈ R+ and in ∈ Z. Convergence with respect to λ(α) means that
there exists some n0 ≥ 0 such that for all n ≥ n0, α(xn)pin < 1. Let S be the set of integers
n ≥ n0 for which in > 0, and let T be the complement of S in {0, 1, . . . }. We may thus
represent the same class in R˜IR+/(z) by the sum∑
n∈S
(−y)−in[xnz−in ] +
∑
n∈T
xnp
−in
which converges in W (R+)[p−1] with respect to λ(α).
We next check that R˜IR+ → R˜IR induces a surjection modulo z; this will imply the same
for R˜IoR → R˜IR. By Lemma 5.2.9, for t the right endpoint of I, any class in R˜IR+/(z) can be
represented as the sum of a class arising from R˜IR+/(z) and a class arising from R˜bd,tR /(z).
By what we have already shown, the latter class can also be found in W (R+)[p−1]/(z) and
hence in R˜IR+/(z). This proves the claim.
To conclude, it suffices to check that W (R+)[p−1] → R˜IR induces an injection modulo
z (as this will formally imply the same for W (R+)[p−1] → R˜IR+ , and similarly with R+
replaced by oR). Choose x ∈ W (R+)[p−1] which maps to zero in R˜IR/(z). We wish to
check that x is divisible by z in W (R+)[p−1]. For this purpose, there is no harm to assume
that x ∈ W (R+)[p−1] or to modify x by a multiple of z; by (a), we may thus assume that
x =
∑∞
n=0[xn]p
n with α(y0) ≥ α(xn) for all n ≥ 0. If x is nonzero, we can choose β ∈M(R)
such that β(y0) > p
−1α(y0); then the divisibility of x by z in R˜IH(β) yields a contradiction
by consideration of Newton polygons.
Corollary 5.5.6. For any z ∈ W (oR) primitive of degree 1 and any r ≥ 1, for A =
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W (oR)[[z]
−1]/(z) = R˜int,rR /(z) (by Lemma 5.5.5), we have a 2-commuting diagram
ϕ−1-FE´t(R˜int,rR ) //

FE´t(A)
ww♥ ♥
♥
♥
♥
♥
FE´t(R)
(5.5.6.1)
in which the solid arrows are base extensions and the dashed arrow is the one provided by
Theorem 3.6.21. In particular, each of these is a tensor equivalence.
Proof. The commutativity comes from Lemma 5.5.5. The dashed arrow is a tensor equiva-
lence by Theorem 3.6.21, while the vertical arrow is an equivalence by Proposition 5.5.3.
Remark 5.5.7. Corollary 5.5.6 makes it possible to study the effect of Frobenius on the
perfectoid correspondence, leading to the almost purity theorem (Theorem 5.5.9). Arthur
Ogus has asked about an alternate approach to Theorem 3.6.21 obtained by directly estab-
lishing essential surjectivity of FE´t(R˜int,rR ) → FE´t(A) using lifting arguments for smooth
algebras, as in the work of Elkik [40] and Arabia [3]; however, it is not immediately clear
how to obtain ϕ−1-equivariance in such an approach.
To assert an almost purity theorem, we need a few definitions from almost ring theory;
for these we follow [52].
Definition 5.5.8. Let A be a uniform Banach algebra equipped with its spectral norm.
Suppose that for each ǫ > 1, there exists λ ∈ A with 1 < |λ| < ǫ and |λ| |λ−1| = 1. For
instance, this holds if A is a Banach algebra over an analytic field with nondiscrete norm.
An oA-module is almost zero if it is killed by mA. The category of almost modules over
oA is the localization of the category of oA-modules at the set of morphisms with almost zero
kernel and cokernel.
An A-module B is almost finite projective if for each t ∈ mA, there exist a finite free
A-module F and some morphisms B → F → B of A-modules whose composition is mul-
tiplication by t. We say that B is uniformly almost finite projective if there is a positive
integer m so that we can always choose F to be free of rank m. (See [52, Lemma 2.4.15] for
some equivalent formulations.)
For B an A-algebra whose underlying A-module is almost finite projective, there is a
well-defined trace map Trace : B → A in the category of almost modules over oA [52, §4.1.7];
we say that B is almost finite e´tale if the trace pairing induces an almost isomorphism
B → HomA(B,A). This is not the definition used in [52], but is equivalent to it via [52,
Theorem 4.1.14].
We are now ready to fulfill the promise made in Remark 3.6.24. The key new ingredient
provided by relative Robba rings is an action of Frobenius (or more precisely its inverse) in
characteristic 0, which can be used in much the same way that Frobenius can be used to
give a cheap proof of almost purity in positive characteristic (see Remark 3.1.11 and then
[52, Chapter 3]).
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Theorem 5.5.9 (Almost purity). Let A be a perfectoid algebra. Then for any B ∈ FE´t(A),
oB is uniformly almost finite projective and almost e´tale over oA.
Proof. By Theorem 3.6.21, B is also perfectoid. Equip A and B with their spectral norms.
Apply Lemma 3.6.3 to construct z ∈ W (ofrepA ) primitive of degree 1 generating the kernel
of θ : W (ofrepA ) → oA. For n a nonnegative integer, put yn = [z−p
−n
]z. Let R, S correspond
to A,B via Theorem 3.6.5, so that S ∈ FE´t(A) by Theorem 3.6.21 again. Write or∗ as
shorthand for oR˜int,r∗ ; by Lemma 5.5.5, for each nonnegative integer n, we have isomorphisms
o
pn
R /yno
pn
R
∼= oA, opnS /ynop
n
S
∼= oB.
By Proposition 5.5.3, R˜int,1S is the object of ϕ−1-FE´t(R˜int,1R ) corresponding to S. In
particular, R˜int,1S is a finite projective R˜int,1R -module, so for some positive integer m there
exist morphisms R˜int,1S → (R˜int,1R )m → R˜int,1S of R˜int,1R -modules whose composition is the
identity. For a suitable λ ∈ oR as in Definition 5.5.8, we may multiply through to obtain
morphisms o1S → (o1R)m → o1S of o1R-modules whose composition is multiplication by [λ].
By applying ϕ−n and then quotienting by yn, we obtain morphisms oB → omA → oB of oA-
modules whose composition is multiplication by θ([λp
−n
]). Since the norm of θ([λp
−n
]) tends
to 1 as n → ∞, it follows that oB is uniformly almost finite projective over oA. Similarly,
starting from the perfectness of the trace pairing on R˜int,1S over R˜int,1R , then applying ϕ−n, and
finally quotienting by yn, we deduce that the trace pairing defines an almost isomorphism
oB → HomoA(oB, oA).
Remark 5.5.10. The original almost purity theorem of Faltings [42, 43] differs a bit in form
from Theorem 5.5.9, in that it refers to a specific construction to pass from a suitable affinoid
algebra over a complete discretely valued field of mixed characteristics to a perfectoid algebra.
We will encounter this construction, which uses toric local coordinates, in a subsequent paper.
After Faltings introduced the concept of almost purity, and the broader context of almost
ring theory, an abstract framework for such results has been introduced by Gabber and
Ramero [52], and used by them to establish certain generalizations of Faltings’s almost
purity theorem [53].
Theorem 5.5.9 appears to be much stronger than the main result of [53], and the proof is
simpler. In place of some complicated analysis in the style of Grothendieck’s proof of Zariski-
Nagata purity (as in the original work of Faltings), the proof of Theorem 5.5.9 ultimately
rests on the local nature of the perfectoid correspondence.
An independent derivation of Theorem 5.5.9, based on the same set of ideas, has been
given by Scholze [112]. Scholze goes further, extending the perfectoid correspondence and
the almost purity theorem to a certain class of adic analytic spaces; he then uses these to
establish relative versions of the de Rham-e´tale comparison isomorphism in p-adic Hodge
theory [113]. We will make contact with the latter results later in this series.
6 ϕ-modules
We now introduce ϕ-modules over the rings introduced in §5. In order to avoid some
headaches later when working in the relative setting, we expend some energy here to re-
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late ϕ-modules to more geometrically defined concepts, including a relative analogue of the
vector bundles considered by Fargues and Fontaine [45].
Hypothesis 6.0.1. Throughout §6, continue to retain Hypothesis 5.0.1. In addition, let a
denote a positive integer, and put q = pa.
6.1 ϕ-modules and ϕ-bundles
Definition 6.1.1. A ϕa-module over W (R) (resp. E˜R, R˜intR , R˜bdR , R˜R, R˜+R, R˜∞R ) is a finite
locally free module M equipped with a semilinear ϕa-action. For example, one may take the
direct sum of one or more copies of the base ring and use the action of ϕa on the ring; any
such ϕa-module is said to be trivial.
For ∗ ∈ {R˜int, R˜bd, R˜} and r > 0, note that any ϕa-module over ∗R descends uniquely to
a finite locally free moduleMr over ∗rR equipped with an isomorphism (ϕa)∗Mr ∼= Mr⊗∗rR ∗
r/q
R
of modules over ∗r/qR . (The argument is by applying ϕ−1 as in the proof of Proposition 5.5.3.)
We call Mr the model of M over ∗rR.
Unfortunately, it is not straightforward to deal with ϕa-modules over R˜R because of the
complicated nature of the base ring. We are thus forced to introduce an auxiliary definition
with a more geometric flavor.
Definition 6.1.2. For 0 < s ≤ r/q, a ϕa-module over R˜[s,r]R is a finite locally free module
M equipped with an isomorphism (ϕa)∗M ⊗
R˜
[s/q,r/q]
R
R˜[s,r/q]R ∼= M ⊗R˜[s,r]R R˜
[s,r/q]
R of modules
over R˜[s,r/q]R . A ϕa-bundle over R˜R consists of a ϕa-module MI over R˜IR for every interval
I = [s, r] with 0 < s ≤ r/q, together with isomorphisms ψI,I′ : MI ⊗R˜IR R˜I
′
R
∼= MI′ for every
pair of intervals I, I ′ with I ′ ⊆ I, satisfying the cocycle condition ψI′,I′′ ◦ ψI,I′ = ψI,I′′. We
refer to MI as the model of the ϕ
a-bundle over R˜IR; we may freely pass between ϕa-modules
and models using Lemma 6.1.5 below. We define base extensions and exact sequences of
ϕa-modules in terms of models.
For M = {MI} a ϕa-bundle over R˜R and any interval I ′ = [s, r] with 0 < s < r < +∞
(not necessarily satisfying s ≤ r/q), define MI′ = MI ⊗R˜IR R˜
I′
R where MI is a model of M
with I ′ ⊆ I; this is independent of the choice of MI . Moreover, it is clear that one gets the
isomorphisms ψI,I′ : MI⊗R˜IR R˜I
′
R
∼= MI′ for every pair of intervals I, I ′ with I ′ ⊆ I, satisfying
the cocycle condition, and the isomorphisms between (ϕa)∗MI and MI/q which commute
with the ψI,I′. A global section of M consists of an element vI ∈ MI for each I such that
ψI,I′(vI) = vI′ ; note that ϕ
a acts on the module of global sections.
Remark 6.1.3. The kernel of a surjective morphism of finite projective modules over a
ring is itself a finite projective module. Consequently, the kernel of a surjective morphism
of ϕa-modules or ϕa-bundles (where surjectivity in the latter case means that each map of
models is surjective) is again a ϕa-module or ϕa-bundle, respectively.
The following lemma makes it unambiguous to say that a ϕa-bundle is generated by a
given finite set of global sections. The proof is loosely modeled on that of [91, Satz 2.4].
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Lemma 6.1.4. Let M = {MI} be a ϕa-bundle over R˜R. Suppose that v1, . . . ,vn are global
sections of M which generate MI as a module over R˜IR for every closed interval I ⊂ (0,+∞).
Then v1, . . . ,vn also generate the set of global sections of M as a module over R˜∞R .
Proof. For each nonnegative integer l, choose a morphism ψl : M[p−l,pl] → (R˜[p
−l,pl]
R )
n of
R˜[p−l,pl]R -modules whose composition with the map (R˜[p
−l,pl]
R )
n →M[p−l,pl] defined by v1, . . . ,vn
is the identity. By Lemma 2.2.12, we can choose cl > 0 such that the subspace norm on
M[p−l,pl] defined by ψl+1 (or rather its base extension from R˜[p
−l+1,pl+1]
R to R˜[p
−l,pl]
R ) and the
quotient norm on M[p−l,pl] differ by a multiplicative factor of at most cl.
Given a global sectionw ofM , we choose elements ail ∈ R˜[p
−l,pl]
R , bil ∈ R˜∞R for i = 1, . . . , n,
l = 0, 1, . . . as follows.
• Given the bij for j < l, use ψl to construct ail so that w −
∑
i
∑
j<l bijvi =
∑
i ailvi.
• Given the ail, choose the bil so that λ(αt)(bil − ail) ≤ p−1c−1l λ(αt)(ail) for i = 1, . . . , n
and t ∈ [p−l, pl].
Note that for t ∈ [p−l, pl], we have maxi{λ(αt)(ai(l+1))} ≤ p−1maxi{λ(αt)(ail)}. Conse-
quently, the series
∑
l ail converges to a limit ai ∈ R˜∞R satisfying w =
∑
i aivi; this proves
the claim.
Lemma 6.1.5. For 0 < s ≤ r/q, the projection functor from ϕa-bundles over R˜R to ϕa-
modules over R˜[s,r]R is a tensor equivalence.
Proof. For each nonnegative integer n, we may uniquely lift a ϕa-module over R˜[s,r]R to
R˜[sq−n,rqn]R by pulling back along positive and negative powers of ϕa, then glueing using
Theorem 5.3.16. The claim follows at once.
Remark 6.1.6. There is a natural functor from ϕa-modules over R˜R to ϕa-bundles over
R˜R: given a ϕa-module over R˜R, form its model Mr over R˜rR and then base extend to
R˜[s,r]R to obtain a ϕa-module over R˜[s,r]R . We may recover Mr as the set of (0, r]-sections of
the resulting ϕa-bundle, so this functor is fully faithful. It also turns out to be essentially
surjective; see Theorem 6.3.12 below.
6.2 Construction of ϕ-invariants
We next introduce some calculations that allow us to construct ϕa-invariants. These are
relative analogues of results from [83, §4] which were used as part of the construction of
slope filtrations.
Definition 6.2.1. For M a ϕa-module or ϕa-bundle and n ∈ Z, define the twist M(n) of
M to be the same underlying module or bundle with the ϕa-action multiplied by p−n.
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Proposition 6.2.2. Let M = {MI} be a ϕa-bundle over R˜R. Then there exists an integer
N such that for n ≥ N and 0 < s ≤ r, the map ϕa − 1 : M[s,rq](n)→ M[s,r](n) is surjective.
Moreover, if M arises from a ϕa-module over R˜intR , we may take N = 1.
Proof. We first assume that r/s ≤ q1/2; by applying a suitable power of ϕa as needed, we
may also reduce to the case where r ∈ [1, q]. Choose module generators v1, . . . ,vm ofM[s/q,rq]
and representations ϕ−a(vj) =
∑
iAijvi, ϕ
a(vj) =
∑
iBijvi with Aij ∈ R˜[s,rq]R , Bij ∈ R˜[s/q,r]R .
Put
c1 = sup{λ(αt)(A) : t ∈ [s, rq]}, c2 = sup{λ(αt)(B) : t ∈ [s/q, r]}.
We take N large enough so that
p−Nc1 < 1, p
N(1−q1/2)cq
1/2
1 c2 < 1; (6.2.2.1)
note that we may take N = 1 if M arises from a ϕa-module over R˜intR , as then we can ensure
that c1 = c2 = 1. The choice of N ensures that for n ≥ N , we can choose c ∈ (0, 1) so that
ǫ = max{p−nc1c−(q−1)r/q, pnc2c(q−1)s} < 1. (6.2.2.2)
Given (x1, . . . , xm) ∈ (R˜[s,r]R )m, apply Lemma 5.2.9 to write xi = yi + zi with yi ∈ R˜[s/q,r]R ,
zi ∈ R˜[s,rq]R such that for t ∈ [s, r],
λ(αt)(yi), λ(α
t)(zi) ≤ λ(αt)(xi),
λ(αt)(ϕ−a(yi)) ≤ c−(q−1)t/qλ(αt)(xi),
λ(αt)(ϕa(zi)) ≤ c(q−1)tλ(αt)(xi).
Put
x′i = p
n
∑
j
Aijϕ
−a(yj) + p
−n
∑
j
Bijϕ
a(zj),
so that ∑
i
x′ivi = p
nϕ−a
(∑
i
yivi
)
+ p−nϕa
(∑
i
zivi
)
and
max
i
{λ(αt)(x′i)} ≤ ǫmax
i
{λ(αt)(xi)} (t ∈ [s, r]).
Let us view y = (y1, . . . , ym), z = (z1, . . . , zm), and x
′ = (x′1, . . . , x
′
m) as functions of x =
(x1, . . . , xm). Given x(0) ∈ (R˜[s,r]R )m, define x(l+1) = x′(x(l)), and put
v =
∞∑
l=0
(
−pnϕ−a
(∑
i
y(x(l))ivi
)
+
∑
i
z(x(l))ivi
)
. (6.2.2.3)
This series converges to an element ofM[s,rq] satisfying v−p−nϕa(v) = w forw =
∑m
i=1 x(0),ivi ∈
M[s,r]. More precisely, from the choice of the yi and zi,
∑
l ϕ
−a(y(x(l))i) converges under λ(α
t)
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in the ranges t ∈ [s, r] and t ∈ [sq, rq], hence for t ∈ [s, rq] by Lemma 5.2.1; a similar argu-
ment applies to
∑
l z(x(l))i.
For general r, s, given w ∈ M[s,r], the previous paragraph produces v ∈ M[t,rq] with t =
max{rq−1/2, s} such that v−p−nϕa(v) = w. By rewriting this equation as w+p−nϕa(v) = v
and invoking Lemma 5.2.10, we find that v ∈ M[t′,r] ∩M[t,rq] = M[t′,rq] for t′ = max{t/q, s}.
Repeating this argument, we eventually obtain v ∈M[s,rq] as desired.
Corollary 6.2.3. Let 0 → M1 → M → M2 → 0 be an exact sequence of ϕa-bundles over
R˜R. Then there exists an integer N such that for n ≥ N , the sequence
0→M1(n)ϕa → M(n)ϕa →M2(n)ϕa → 0
is again exact.
Proof. Apply Proposition 6.2.2 and the snake lemma.
Proposition 6.2.4. Let M = {MI} be a ϕa-bundle over R˜R. For N as in Proposition 6.2.2
and n ≥ N , there exist finitely many ϕa-invariant global sections of M(n) which generate
M . (If M is obtained from a ϕa-module over R˜intR generated by m elements, then we may
take N = 1 and use only 2m global sections.)
Proof. Pick any r > 0, and set notation as in the proof of Proposition 6.2.2 with s = rq−1/2.
By hypothesis, R is a Banach algebra over some analytic field L; choose π ∈ L with 0 <
α(π) < 1. For any n ≥ N , we can find a positive rational number u ∈ Z[p−1] so that
c = α(πu) satisfies (6.2.2.2). For i = 1, . . . , m, define wi to be the sum of a series as in
(6.2.2.3) in which
x(0) = 0, (y(x(0))j, z(x(0))j) =
{
(−[πu], [πu]) (j = i)
(0, 0) (j 6= i);
this gives an element of M[rq−1/2,rq] killed by ϕ
a − 1, and hence a ϕa-invariant global section
of M . We can write wj = [π
s]vj +
∑
iXijvi with λ(α
t)(Xij) ≤ ǫα(π)st for all i, j and all
t ∈ [rq−1/2, r]. It follows that the matrix 1 +X is invertible over R˜[rq−1/2,r]R , so w1, . . . ,wm
generate M[rq−1/2,r].
By repeating the argument with r replaced by rq−1/2, we obtain ϕa-invariant global
sections w′1, . . . ,w
′
m which generate M[rq−1,rq−1/2]. By applying powers of ϕ
a and invoking
Lemma 2.3.12 and Lemma 5.3.4, we see that w1, . . . ,wm,w
′
1, . . . ,w
′
m generate MI for any
I.
Remark 6.2.5. One cannot hope to refine the calculation in Proposition 6.2.2 to cover
the entire interval [r/q, r] and thus prove Proposition 6.2.4 in one step. This approach
is obstructed by the following observation: take R = L and obtain M from a trivial ϕa-
module with ϕa-invariant basis v1, . . . ,vm. If it were possible to refine the construction
in Proposition 6.2.2 so that the elements w1, . . . ,wm produced in Proposition 6.2.4 were
generators of M , we would have produced two isomorphic ϕ-modules with different degrees,
a contradiction.
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Remark 6.2.6. The proof of Proposition 6.2.4 uses in a crucial way the running hypothesis
that R is a Banach algebra over an analytic field. However, the proof can be modified to
also treat the case where R is free of trivial spectrum (see Remark 2.3.9): one produces
elements which generate the fiber of M over a point ofM(R), notes that these also generate
the fibers in some neighborhood, and argues by compactness. Similarly, the results of §6.3
can be extended to the case where R is free of trivial spectrum.
6.3 Vector bundles a` la Fargues-Fontaine
We now make contact with the new perspective on p-adic Hodge theory provided by the
work of Fargues and Fontaine [45] (see Remark 6.3.20). After we introduce adic spaces, we
will be able to restate these results: see §8.7.
Definition 6.3.1. Define the reduced graded ring P = ⊕∞n=0Pn by
Pn = {x ∈ R˜+R : ϕa(x) = pnx} = {x ∈ R˜R : ϕa(x) = pnx} (n = 0, 1, . . . ).
The last equality holds by Corollary 5.2.12. (We will write PR instead of P in case it becomes
necessary to specify R.) For d > 0 and f ∈ Pd, let P [f−1]0 denote the degree zero subring
of P [f−1]; the affine schemes D+(f) = Spec(P [f
−1]0) glue to define a reduced separated
scheme Proj(P ) as in [57, Proposition 2.4.2]. The points of Proj(P ) may be identified with
the homogeneous prime ideals of P not containing P+ = ⊕n>0Pn, with D+(f) consisting of
those ideals not containing f .
Definition 6.3.2. For f ∈ Pd for some d > 0, for M = {MI} a ϕa-bundle over R˜R, define
Mf =
⋃
n∈Z
f−nM(dn)ϕ
a
(6.3.2.1)
as a module over P [f−1]0. (In other words, Mf = M [f
−1]ϕ
a
.) For any closed interval
I ⊂ (0,+∞), we have a natural map
Mf ⊗P [f−1]0 R˜IR[f−1]→MI ⊗R˜IR R˜
I
R[f
−1]. (6.3.2.2)
Lemma 6.3.3. Choose f ∈ Pd for some d > 0. Let 0 → M1 → M → M2 → 0 be a short
exact sequence of ϕa-bundles over R˜R. Then the sequence
0→ M1,f →Mf →M2,f → 0 (6.3.3.1)
is exact.
Proof. This follows from (6.3.2.1) and Corollary 6.2.3.
Corollary 6.3.4. For f ∈ Pd for some d > 0, M a ϕa-bundle over R˜R, and M1,M2
two ϕa-subbundles of M for which M1 +M2 is again a ϕ
a-subbundle, the natural inclusion
M1,f +M2,f → (M1 +M2)f within Mf is an equality.
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Proof. Apply Lemma 6.3.3 to the surjection M1 ⊕M2 → M1 +M2 (after extending this to
an exact sequence using Remark 6.1.3).
Definition 6.3.5. For A an integral domain, the following conditions are equivalent [19,
IV.2, Exercise 12].
(a) Every finitely generated ideal of A is projective.
(b) Every finitely generated torsion-free module over A is projective.
(c) For all ideals I1, I2, I3 of A, the inclusion I1∩ I2+ I1∩ I3 → I1∩ (I2+ I3) is an equality.
Note that it is sufficient to test finitely generated ideals.
An integral domain satisfying any of these conditions is called a Pru¨fer domain. For example,
any Be´zout domain is a Pru¨fer domain (but not conversely). Note that a noetherian Pru¨fer
domain is a Dedekind domain, analogously to the fact that a noetherian Be´zout domain is
a principal ideal domain.
Lemma 6.3.6. Suppose that R = L is an analytic field. Then for f ∈ Pd for some d > 0,
the ring P [f−1]0 = (R˜L[f−1])ϕa is a Pru¨fer domain.
Proof. We check criterion (c) of Definition 6.3.5. Let I1, I2, I3 be three finitely generated
ideals of P [f−1]0. For j = 1, 2, 3, Ij ⊗P [f−1]0 R˜L[f−1] can be generated by a finite set of
elements xj,1, . . . , xj,m ∈ R˜L such that for each i, ϕa(xj,i) = phxj,i for some h ∈ Z. Let
Mj be the ideal of R˜L generated by xj,1, . . . , xj,m; it is principal (because R˜L is a Be´zout
domain by Lemma 4.2.6) and ϕa-stable (because each xj,i generates a ϕ
a-stable ideal), and
hence a ϕa-module over R˜L. Since R˜L is a Be´zout domain and hence a Pru¨fer domain, by
Definition 6.3.5, the inclusion
M1 ∩M2 +M1 ∩M3 →M1 ∩ (M2 +M3)
is surjective. By Lemma 6.3.3, the map
(M1 ∩M2 +M1 ∩M3)f → (M1 ∩ (M2 +M3))f
is also surjective. The operation M 7→ Mf clearly distributes across intersections; it also
distributes across sums thanks to Corollary 6.3.4 and the fact that the sum of two ϕa-
submodules of R˜L is again a ϕa-submodule (by the Be´zout property again). By identifying
Ij with Mj,f , we verify criterion (c) of Definition 6.3.5, so P [f
−1]0 is a Pru¨fer domain as
desired.
Lemma 6.3.7. The following statements are true.
(a) For any d > 0, Pd generates the unit ideal in R˜∞R . In particular, we may choose
f1, . . . , fm ∈ Pd which generate the unit ideal in R˜∞R .
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(b) For any such elements, the ideal in P generated by f1, . . . , fm is saturated (i.e., its
radical equals P+). Consequently, the schemes D+(f1), . . . , D+(fm) cover Proj(P ), so
Proj(P ) is quasicompact.
Proof. To prove (a), apply Proposition 6.2.4 and Lemma 6.1.4 to R˜∞R viewed as a trivial
ϕa-bundle. To prove (b), choose any homogeneous f ∈ P+, then apply Lemma 6.3.3 to
show that the map P [f−1]m0 → P [f−1]0 defined by f1, . . . , fm contains 1 in its image. We
then obtain an expression for some power of f as an element of the ideal of P generated by
f1, . . . , fm, proving the claim.
Lemma 6.3.8. Choose r > 0 and f ∈ Pd for some d > 0. Let p be any maximal ideal of
P [f−1]0, and let q be the corresponding homogeneous prime ideal of P not containing f .
(a) The ideal in R˜[r/q,r]R generated by q and f is trivial.
(b) The ideal in R˜[r/q,r]R generated by q is not trivial.
Proof. The homogeneous ideal in P generated by q and f contains Pdn for some n > 0. By
Lemma 6.3.7, q and f generate the trivial ideal in R˜∞R and hence also in R˜[r/q,r]R . This yields
(a).
Suppose now that q contains elements g1, . . . , gm which generate the unit ideal in R˜[r/q,r]R .
We may as well assume g1, . . . , gm ∈ Pdn for some n > 0; then these elements define a map
(R˜∞R (−dn))⊕m → R˜∞R of ϕ-modules. This map is surjective by Lemma 6.1.5; by Remark 6.1.3
and Lemma 6.3.3, we again get a surjective map upon inverting f and taking ϕ-invariants.
But this implies that f ∈ q, a contradiction. This yields (b).
Theorem 6.3.9. Choose f ∈ Pd for some d > 0. Let M = {MI} be a ϕa-bundle over
R˜R. Then Mf is a finite projective module over P [f−1]0 and (6.3.2.2) is bijective for every
interval I.
Proof. Apply Proposition 6.2.4 to construct an integer n and a finite set w1, . . . ,wm of ϕ
a-
invariant global sections ofM(dn) which generateM . We may then view f−nw1, . . . , f
−nwm
as elements of Mf ; this implies that (6.3.2.2) is surjective.
Let M ′ be the ϕa-bundle associated to the ϕa-module (R˜R(−dn))⊕m, so that w1, . . . ,wm
define a surjection M ′(dn) → M(dn) and hence a surjection M ′ → M . By Remark 6.1.3,
we obtain an exact sequence 0→M ′′ →M ′ →M → 0 of ϕa-bundles. By Lemma 6.3.3, the
sequence
0→ M ′′f →M ′f → Mf → 0 (6.3.9.1)
is exact. Consequently, Mf is a finitely generated module over P [f
−1]0. For any interval I,
we obtain a commuting diagram
M ′′f ⊗P [f−1]0 R˜IR[f−1] //

M ′f ⊗P [f−1]0 R˜IR[f−1] //

Mf ⊗P [f−1]0 R˜IR[f−1] //

0
0 //M ′′I ⊗R˜IR R˜IR[f−1] //M ′I ⊗R˜IR R˜IR[f−1] //MI ⊗R˜IR R˜IR[f−1] // 0
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with exact rows. (The left exactness in the last row follows from the exactness of localization.)
Since the left vertical arrow is surjective (by the first part of the proof) and the middle vertical
arrow is bijective, by the five lemma the right vertical arrow is injective. Hence (6.3.2.2) is
a bijection. We may also repeat the arguments with M replaced by M ′′ to deduce that Mf
is finitely presented.
The exact sequence 0 → M ′′ → M ′ → M → 0 corresponds to an element of H1ϕa(M∨ ⊗
M ′′). By Proposition 6.2.2, for m sufficiently large, we have H1ϕa(M
∨⊗M ′′(dm)) = 0. That
is, if we form the commutative diagram
0 //M ′′ //

M ′ //

M //

0
0 // f−mM ′′ // N //M // 0
by pushing out, then the exact sequence in the bottom row splits in the category of ϕa-
bundles. By Lemma 6.3.3, we obtain a split exact sequence
0→ (f−mM ′′)f → Nf →Mf → 0
of modules over P [f−1]0; however, M
′[f−1] ∼= N [f−1] and so M ′f = M ′[f−1]ϕ ∼= N [f−1]ϕ =
Nf . Since the construction of M
′ guarantees that M ′f is a free module over P [f
−1]0, the
same is true of Nf ; it follows that Mf is a projective module over P [f
−1]0, as desired.
Theorem 6.3.9 can be reformulated in terms of an equivalence of categories between
ϕa-bundles and vector bundles on Proj(P ).
Definition 6.3.10. Let V be a quasicoherent finite locally free sheaf on Proj(P ). For each
homogeneous f ∈ P+, form the module Γ(D+(f), V ) ⊗P [f−1]0 R˜∞R [f−1]. Since P+ generates
the unit ideal in R˜∞R by Lemma 6.3.7, we may glue to obtain a quasicoherent finite locally
free sheaf on Spec(R˜∞R ). Let M(V ) be the module of global sections of this sheaf; then
V  M(V ) defines an exact functor from quasicoherent finite locally free sheaves on Proj(P )
to ϕa-modules over R˜∞R .
Definition 6.3.11. LetM be a ϕa-bundle over R˜R. By Theorem 6.3.9, for each f ∈ P+, Mf
is a finite locally free module over P [f−1]0 and the natural map (6.3.2.2) is an isomorphism.
In particular, theMf glue to define a quasicoherent finite locally free sheaf V (M) on Proj(P )
(which one might call a vector bundle on Proj(P )).
Theorem 6.3.12. The following tensor categories are equivalent.
(a) The category of quasicoherent finite locally free sheaves on Proj(P ).
(b) The category of ϕa-modules over R˜∞R .
(c) The category of ϕa-modules over R˜R.
(d) The category of ϕa-bundles over R˜R.
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More precisely, the functor from (a) to (b) is the functor V  M(V ) given in Defini-
tion 6.3.10, the functor from (b) to (c) is base extension, the functor from (c) to (d) is the
one indicated in Remark 6.1.6, and the functor from (d) to (a) is the functor M  V (M)
given in Definition 6.3.11.
Proof. This is immediate from Theorem 6.3.9.
Corollary 6.3.13. For any rational covering {(R,R+) → (Ri, R+i )}i, the morphism R →
⊕iRi is an effective descent morphism for ϕa-modules over R˜∗.
Proof. This is immediate from Theorem 5.3.13 and Theorem 6.3.12.
It is worth mentioning the following refinement of Theorem 6.3.12 in the case of an
analytic field.
Theorem 6.3.14. Suppose that R = L is an analytic field. Then the construction of Def-
inition 6.3.10 defines an equivalence of categories between the category of coherent sheaves
on Proj(P ) and the category of finitely presented R˜L-modules equipped with semilinear ϕa-
actions.
Proof. Since R˜L is a Be´zout domain by Lemma 4.2.6 and hence a Pru¨fer domain, any
finitely presented module over R˜L is automatically coherent. The claim thus follows from
Theorem 6.3.12.
Remark 6.3.15. The obstruction to generalizing Theorem 6.3.14 is that it is unclear whether
the rings P [f−1]0 have the property that every finitely generated ideal is finitely presented
(i.e., whether these rings are coherent). This is most likely not true in general; however, we
do not know what to expect if R is restricted to being the completed perfection of an affinoid
algebra over an analytic field.
Remark 6.3.16. One can improve the formal analogy between Proj(P ) and the projective
line over a field by defining O(n) for n ∈ Z as the invertible sheaf on Proj(P ) corresponding
via Theorem 6.3.12 to the ϕa-module over R˜R free on one generator v satisfying ϕa(v) =
p−nv. For V a quasicoherent sheaf on Proj(P ), write V (n) for V ⊗O O(n); we may then
naturally identify M(V (n)) withM(V )(n). For V a quasicoherent finite locally free sheaf on
Proj(P ), V (n) is generated by finitely many global sections for n large (by Theorem 6.3.12
and Proposition 6.2.4). For a vanishing theorem forH1 in the same vein, see Corollary 8.7.14.
It will be useful for subsequent developments to explain how to add topologies to both
types of objects appearing in Theorem 6.3.12.
Lemma 6.3.17. Let M = {MI} be a ϕa-bundle over R˜R. Choose r > 0, and induce from
λ(αr) a norm on M[r/q,r] as in Lemma 2.2.12. Then for each n ∈ Z, the equivalence class of
the restriction of this norm to {v ∈ M[r/q,r] : ϕa(v) = p−nv} ∼= M(n)ϕa is independent of r
and of the choice of the norm on M . (However, the construction is not uniform in n.)
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Proof. It is clear that the choice of the norm onM makes no difference up to equivalence, so
we need only check the dependence on r. For any s ∈ (0, r/q], by fixing a set of generators
for M[s,r], we obtain norms | · |t induced by λ(αt) for all t ∈ [s, r]. We can choose c1, c2 > 0
so that these norms satisfy c1|v|t ≤ |ϕa(v)|t/q ≤ c2|v|t for all v ∈M[s,r] and all t ∈ [sq, r].
For v ∈ M[r/q,r] with ϕa(v) = p−nv, we have |ϕa(v)|r/q = pn|v|r/q. Consequently, | · |r
and | · |r/q have equivalent restrictions. By induction, we see that r and rqm give equivalent
norms for any m ∈ Z. To complete the proof, it is enough to observe that for t in the interval
between r and rqm (inclusive), we have | · |t ≤ max{| · |r, | · |rqm} by Lemma 5.2.1; this then
implies that the norm induced by r dominates the norm induced by s, and vice versa by
symmetry.
Definition 6.3.18. Let G be a profinite group acting continuously on R˜rR for each r > 0
and commuting with ϕa; then G also acts on P (but not continuously). Let M be a ϕa-
module over R˜R, and apply Theorem 6.3.12 to construct a corresponding quasicoherent finite
locally free sheaf V on Proj(P ). Then the following conditions on an action of G on V (or
equivalently on M) are equivalent.
(a) The action of G on M is continuous for the LF topology.
(b) For each n ∈ Z, the action of G on M(n)ϕa = Γ(Proj(P ), V (n)) is continuous for any
norm as in Lemma 6.3.17. (This implies (a) by Proposition 6.2.4.)
If these equivalent conditions are satisfied, we say the action is continuous.
We record a consequence of Theorem 6.3.12 for the cohomology of ϕ-modules.
Proposition 6.3.19. Let M be a ϕa-module over R˜∞R .
(a) For r > 0, put Mr =M ⊗R˜∞R R˜rR. Then the vertical arrows in the diagram
0 //M
ϕa−1 //

M //

0
0 //Mr
ϕa−1//Mr/q // 0
induce an isomorphism on the cohomology of the horizontal complexes. In particular,
the lower complex computes H iϕa(M).
(b) The map M →M ⊗R˜∞R R˜R induces an isomorphism on cohomology.
(c) For r, s with 0 < s ≤ r/q, put M[s,r] = M ⊗R˜∞R R˜
[s,r]
R . Then the vertical arrows in the
diagram
0 //M
ϕa−1 //

M //

0
0 //M[s,r]
ϕa−1//M[s,r/q] // 0
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induce an isomorphism on the cohomology of the horizontal complexes. In particular,
the lower complex computes H iϕa(M).
(d) In (c), the map ϕa − 1 : M[s,r] →M[s,r/q] is strict. Consequently, for i = 0, 1, H iϕa(M)
admits the structure of a Banach space over Qp.
Proof. Note that (b) follows from (a) by taking direct limits, so we need only treat (a) and (c).
Write H iϕa(Mr) and H
i
ϕa(M[s,r]) as shorthand for the kernel and cokernel of the second row
in (a) and (c), respectively. Since M is finite projective over R˜∞R , the maps M → Mr, M →
M[s,r] are injective; consequently, the maps H
0
ϕa(M)→ H0ϕa(Mr), H0ϕa(M)→ H0ϕa(M[s,r]) are
injective. Conversely, for v ∈ H0ϕa(Mr), we also have v = ϕ−a(v) ∈ Mrq. By induction, we
have v ∈Mrqn for all n and so v ∈M ; that is, H0ϕa(M)→ H0ϕa(Mr) is surjective. Similarly,
for v ∈ H0ϕa(M[s,r]), we may apply powers of ϕa and invoke Lemma 5.2.10 to deduce that
v ∈M ; that is, H0ϕa(M)→ H0ϕa(M[s,r]) is surjective.
By similar reasoning, if v ∈ Mr (resp. v ∈ M[s,r]) is such that (ϕa − 1)(v) ∈ Mr/q, then
v ∈M . Consequently, the maps H1ϕa(M)→ H1ϕa(Mr), H1ϕa(M)→ H1ϕa(M[s,r]) are injective.
To see that H1ϕa(M) → H1ϕa(Mr) is surjective, note that any class in the target defines an
extension of ϕa-modules over R˜R, which lifts to an extension of ϕa-modules over R˜∞R by
Theorem 6.3.12. The argument for H1ϕa(M)→ H1ϕa(M[s,r]) is similar.
To prove (d), apply Proposition 6.2.2 to find a nonnegative integer n such that ϕa − 1 :
M(n) → M(n) is surjective. Using Proposition 6.2.4 we may construct a strict injective
morphism M → M(n) of ϕa-modules; we then obtain a commutative diagram
0 //M[s,r]

//M[s,r](n)

//M[s,r](n)/M[s,r]

// 0
0 //M[s,r/q] //M[s,r/q](n) //M[s,r/q](n)/M[s,r/q] // 0
of Banach spaces in which the vertical arrows are induced by ϕa − 1. The second vertical
arrow is surjective by the choice of n plus (c), and hence strict by the open mapping theorem
(Theorem 2.2.8). Consequently, the connecting homomorphism
ker(ϕa − 1 : M[s,r](n)/M[s,r] →M[s,r/q](n)/M[s,r/q])→ coker(ϕa − 1 : M[s,r] → M[s,r/q])
is also strict surjective. By (c) again, it follows that H iϕa(M) is a Banach space over Qp for
i = 1; this is also clear for i = 0. By the open mapping theorem again, we deduce that
ϕa − 1 : M[s,r] →M[s,r/q] is strict.
Remark 6.3.20. Theorem 6.3.14 is essentially due to Fargues and Fontaine [45], who have
further studied the structure of the scheme Proj(P ) when R = L is an analytic field (see also
[44, 46]). They show that it is a complete absolute curve in the sense of being noetherian,
connected, separated, and regular of dimension 1, with each closed point having a well-
defined degree and the total degree of any principal divisor being 0. (If L is algebraically
closed, then the degrees are all equal to 1.) One corollary is that the rings P [f−1]0 for f ∈ P+
homogeneous are not just Pru¨fer domains but Dedekind domains.
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Many of the basic notions in p-adic Hodge theory can be interpreted in terms of the
theory of vector bundles on Proj(PL); this is the viewpoint developed in [45], which we find
appealing and suggestive. For instance, the slope polygon of a ϕa-module over R˜L can be
interpreted as the Harder-Narasimhan polygon of the corresponding vector bundle, with e´tale
ϕa-modules corresponding to semistable vector bundles of degree 0 via the slope filtration
theorem over R˜L (Theorem 4.2.12). The correspondence between e´tale ϕa-modules and
e´tale local systems then bears a remarkable formal similarity to the correspondence between
stable vector bundles on compact Riemann surfaces and irreducible unitary representations
of the fundamental group, due to Narasimhan and Seshadri [102]. (A materially equivalent
construction was given by Berger [12] in the somewhat less geometric language of B-pairs.)
For general R, we expect the scheme Proj(P ) to exhibit much less favorable behavior
(see for instance Remark 6.3.16). However, it may still be profitable to view the relationship
between e´tale local systems and ϕ-modules through the optic of vector bundles over Proj(P ).
One possibly surprising aspect we will encounter later (see §8.7 for further discussion) is
that e´tale Qp-local systems on the analytic space associated to R, which need not descend
to Spec(R) (as in Example 8.5.17), will nonetheless give rise to algebraic vector bundles on
Proj(P ) via Theorem 8.7.8 and Corollary 8.7.10.
7 Slopes in families
When one considers ϕ-modules over relative Robba rings, one has not one slope polygon but
a whole family of polygons indexed by the base analytic space. We now study the variation
of the slope polygon in such families. Throughout §7, continue to retain Hypothesis 6.0.1.
7.1 An approximation argument
Much of our analysis of slopes in families depends on the following argument for spreading
out certain bases of ϕ-modules, modeled on [83, Lemma 6.1.1 and Proposition 6.2.2].
Lemma 7.1.1. Let M be a ϕa-module over R˜R. For r > 0, let Mr be the model of M over
R˜rR. Let {MI} be the ϕa-bundle associated to M . Suppose that there exists a basis v1, . . . ,vn
of M[r/q,r] on which ϕ acts via an invertible matrix F over R˜r/qR . Then v1, . . . ,vn is a basis
of Mr.
Proof. As in Lemma 6.1.4, it suffices to prove that v1, . . . ,vn is a basis of M[r/ql+1,r] for each
nonnegative integer l. As the case l = 0 is given, we may proceed by induction on l.
Suppose that l > 0 and that the claim is known for l − 1, so that v1, . . . ,vn form a
basis of M[r/ql,r]. Then ϕ
a(v1), . . . , ϕ
a(vn) is a basis of M[r/ql+1,r/q]. By hypothesis, vj can be
written as a R˜r/qR -linear combination of the ϕa(vi) and vice versa, so the vj also form a basis
of M[r/ql+1,r/q]. By Lemma 2.3.12 and Lemma 5.3.4, v1, . . . ,vn form a basis of M[r/ql+1,r] as
desired.
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Lemma 7.1.2. Let M be a ϕa-module over R˜R. For r > 0, let Mr be the model of M over
R˜rR. Let {MI} be the associated ϕa-bundle. Suppose that there exist a nonnegative integer
h, a diagonal matrix D with diagonal entries pd1 , . . . , pdn for some d1, . . . , dn ∈ Z no two of
which differ by more than h, and a basis e1, . . . , en of M[r/q,r] on which ϕ
a acts via a matrix
F over R˜[r/q,r/q]R for which λ(αr/q)(FD − 1) < p−h. Then there exists a basis v1, . . . ,vn
of Mr on which ϕ
a acts via a matrix F ′ over R˜[r/q,r/q]R such that F ′D − 1 has entries in
pR˜int,r/qR , and for which the invertible matrix U over R˜[r/q,r]R defined by vj =
∑
i Uijei satisfies
λ(αr/q)(U − 1), λ(αr)(D−1UD − 1) < p−h.
Proof. Put c0 = p
hλ(αr/q)(FD−1) < 1. We construct a sequence of invertible n×n matrices
U0, U1, . . . over R˜[r/q,r]R such that the following conditions hold for l = 0, 1, . . . .
(a) We have λ(αr/q)(Ul − 1), λ(αr)(D−1UlD − 1) ≤ c0p−h.
(b) For Fl = U
−1
l Fϕ
a(Ul) (which has entries in R˜[r/q,r/q]R and satisfies λ(αr/q)(FlD − 1) ≤
c0p
−h), there exists a matrix Xl over R˜[r/q,r/q]R such that FlD − Xl − 1 has entries in
pR˜int,r/qR and λ(αr/q)(Xl) ≤ cl+10 p−h.
For l = 0, we may take U0 = 1 and X0 = F0D − 1. Given Ul for some l ≥ 0, by applying
Lemma 5.2.8 to the entries of p−1Xl, we construct a matrix Zl over R˜[r/q,r]R such that FlD−
Zl − 1 has entries in pR˜int,r/qR , λ(αr/q)(Zl) ≤ cl+10 p−h, and λ(αr)(Zl) ≤ cq(l+1)0 p−qh. Since
λ(αr/q)(D−1ϕa(Zl)D) ≤ phλ(αr)(Zl) ≤ phcq(l+1)0 p−qh ≤ cl+20 p−h, (7.1.2.1)
both 1 + Zl and 1 +D
−1ϕa(Zl)D are invertible over R˜[r/q,r/q]R . We may thus put
Ul+1 = Ul(1 + Zl)
Fl+1 = U
−1
l+1Fϕ
a(Ul) = (1 + Zl)
−1Fl(1 + ϕ
a(Zl))
Xl+1 = Fl+1D − 1− (FlD − Zl − 1),
so that Fl+1D −Xl+1 − 1 = FlD − Zl − 1 has entries in pR˜int,r/qR . By writing
Xl+1 = (1 + Zl)
−1(FlD)(D
−1ϕa(Zl)D) + Z
2
l (1 + Zl)
−1FlD + Zl(1− FlD),
we see that λ(αr/q)(Xl+1) ≤ cl+20 p−h. Hence Ul+1 has the desired properties.
The matrices Ul converge to an invertible matrix U over R˜[r/q,r]R for which the matrix
G = U−1Fϕa(U)D has entries in R˜int,r/qR and G − 1 has entries in pR˜int,r/qR (because G is
the limit of the Cauchy sequence FlD with respect to λ(α
r/q)). If we put vj =
∑
i Uijei, we
obtain a basis of M[r/q,r] on which ϕ
a acts via GD−1. By Lemma 7.1.1, v1, . . . ,vn form a
basis of Mr, proving the desired result.
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7.2 Rank, degree, and slope
Definition 7.2.1. Define the rank and degree of a ϕa-module M over W (R) (resp. E˜R,
R˜intR , R˜bdR , R˜R) as the functions rank(M, ·) :M(R)→ Z and deg(M, ·) :M(R)→ 1aZ whose
values at β ∈M(R) are the rank and degree, respectively, of the ϕa-module obtained by base
extension from M by passing from R to H(β) (recalling Convention 4.1.13 in case a > 1).
Note that by our definitions, the degree of a ϕa-module over W (R) or R˜intR is identically zero.
Lemma 7.2.2. The rank and degree of a ϕa-module over any of the rings allowed in Defini-
tion 6.1.1 are continuous on M(R). In other words, the set of all points at which the rank
or degree takes any given value is closed and open in M(R).
Proof. The rank function is continuous for the Zariski topology on Spec(R), and hence
also for the topology on M(R). Continuity of the degree follows from Corollary 5.2.3 and
Remark 5.0.2.
Definition 7.2.3. Let M be a ϕa-module over one of the rings allowed in Definition 6.1.1,
of nowhere zero rank (that is, rank(M, ·) never takes the value 0). The slope of M is then
defined as the function µ(M, ·) : M(R) → Q given by µ(M,β) = deg(M,β)/ rank(M,β).
By Lemma 7.2.2, µ(M, ·) is continuous for the discrete topology on Q.
The pure locus (resp. e´tale locus) of M is the set of β ∈ M(R) for which M becomes
pure (resp. e´tale) upon passing from R to H(β). If this locus is all ofM(R), we say that M
is pointwise pure (resp. pointwise e´tale). These conditions have a more global interpretation;
see Corollary 7.3.9.
Convention 7.2.4. At a point where a ϕa-module has rank 0, it is considered to be pointwise
pure of every slope. This is the correct convention for defining the categories of pure and
e´tale ϕ-modules, so that they admit kernels for surjective morphisms (by Remark 6.1.3).
7.3 Pure models
Definition 7.3.1. Fix integers c, d with d a positive multiple of a. Let M be a ϕa-module
over E˜R (resp. R˜bdR , R˜R). A (c, d)-pure model of M is a W (R)-submodule (resp. R˜intR -
submodule, R˜intR -submodule)M0 ofM which is bounded (i.e., there exists a finitely generated
submodule N0 ofM over the same subring such that p
nM0 ⊆ N0, pnN0 ⊆M0 for some n ≥ 0)
with M0 ⊗W (R) E˜R ∼= M (resp. with M0 ⊗R˜intR R˜bdR ∼= M , with M0 ⊗R˜intR R˜R ∼= M), such that
the ϕa-action onM induces an isomorphism (pcϕd)∗M0 ∼= M0. The existence of such a model
implies that M is pointwise pure of constant slope c/d. A pure model is locally free or free
if its underlying module is finite locally free or finite free; by Proposition 3.2.13, any finitely
presented pure model is locally free.
For β ∈M(R), a (locally free, free) local (c, d)-pure model ofM at β consists of a rational
localization R → R′ encircling β and a (locally free, free) (c, d)-pure model of M ⊗E˜R E˜R′
(resp. M ⊗R˜bdR R˜
bd
R′ , M ⊗R˜R R˜R′).
A (0, d)-pure model will also be called an e´tale model, and likewise with the modifiers
local, locally free, or free in place.
147
Remark 7.3.2. Note that if M is a ϕa-module over R˜R and M0 is a (c, d)-pure model, it is
only assumed thatM0[p
−1] is stable under the action of ϕd, rather than ϕa. For a locally free
(c, d)-pure model, stability under ϕa will follow later from Theorem 8.5.6, which will imply
that the isomorphism (ϕa)∗M ∼= M descends to M0[p−1]. Until then, we will not assume
this stability.
Lemma 7.3.3. Keep notation as in Definition 7.3.1.
(a) The ϕa-module M admits a locally free local (c, d)-pure model at β if and only if it
admits a free local (c, d)-pure model at β.
(b) If M is a ϕa-module over R˜bdR , then M admits a free local (c, d)-pure model at β if and
only if M ⊗R˜bdR E˜R does.
Proof. Part (a) follows at once from the fact that the direct limit of W (S) (resp. R˜intS ) over
all rational localizations R → S encircling β is a local ring: namely, it contains p in its
Jacobson radical, and its quotient by the ideal (p) is the local ring Rβ (see Lemma 2.4.17).
To deduce (b), we may assume that M ′ = M⊗R˜bdR E˜R admits a free (c, d)-pure modelM ′0.
Let e1, . . . , en be a basis of M
′
0, let v1, . . . ,vm be generators of M , and write ej =
∑
iBijvi,
vj =
∑
i Cijei with Bij , Cij ∈ E˜R. Note that CB = 1 and that
∑
i(1− BC)ijvi = 0.
Since R˜bdR is dense in E˜R for the p-adic topology, we can find elements B′ij ∈ R˜bdR so that
C(B′−B) has entries in pW (R), and so X = 1+C(B′−B) is invertible over W (R). Define
elements e′1, . . . , e
′
n ofM by the formula e
′
j =
∑
iB
′
ijvi. Then e
′
j =
∑
i(CB
′)ijei =
∑
iXijei,
so e′1, . . . , e
′
n form another basis of M
′
0 and hence of M
′.
Note that for each maximal ideal m of R˜bdR , we can find a maximal ideal m′ of E˜R
containing m. (Otherwise, m would generate the unit ideal in E˜R, and so would contain an
element of R˜intR congruent to 1 modulo p. But the latter would be a unit, contradiction.)
Since v1, . . . ,vm generate M , there exists an n-element subset J of {1, . . . , m} such that the
vj for j ∈ J form a basis of M/mM . Since e′1, . . . , e′n form a basis of M ′, the maximal minor
of B′ corresponding to J is nonzero in E˜R/m′ and hence also in R˜bdR /m. By Nakayama’s
lemma, e′1, . . . , e
′
n generate the localization of M at m; since this holds for all m, e
′
1, . . . , e
′
n
generate M . This proves the desired result.
Definition 7.3.4. Let M be a ϕa-module over one of E˜R, R˜bdR , R˜R. For β ∈ M(R) and
s ∈ Q, we say M is pure (of slope s) at β if M admits a locally free local (c, d)-pure model
at β for some pair (c, d) of integers with d a positive multiple of a and c/d = s. This forces
s = µ(M) if rank(M,β) > 0; if rank(M,β) = 0, then M is pure of every slope at β (see
Convention 7.2.4). We say M is pure if it is pure at each β ∈ M(R); in this case, we can
cover all β ∈ M(R) using finitely many local pure models thanks to the compactness of
M(R). In these definitions, we regard e´tale as a synonym for pure of slope 0.
In case we need to be precise about the choice of c and d, we will say that a module is
(c, d)-pure rather than pure of slope s. This will ultimately be rendered unnecessary by the
observation that purity for one pair (c, d) with d > 0 and c/d = s implies the same for any
other pair (Corollary 8.5.13).
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We also say that M is globally pure/e´tale if it admits a locally free pure/e´tale model. For
more on this condition, see Remark 7.3.5.
Remark 7.3.5. Consider the following conditions on a ϕa-moduleM over one of E˜R, R˜bdR , R˜R.
(a) The ϕa-module M is globally pure (i.e., admits a locally free pure model).
(b) The ϕa-module M admits a pure model.
(c) The ϕa-module M is pure (i.e., admits locally free local pure models).
(d) The ϕa-module M admits local pure models.
(e) The ϕa-module M is pointwise pure.
There are some trivial implications among these conditions: (a) implies (b) and (c), which
in turn each imply (d), which in turn implies (e). We will see eventually that there are more
implications as follows.
• Over E˜R or R˜bdR , Corollary 8.5.14 will show that (e) implies (c), while Example 8.5.18
will show that (c) does not imply (a). Also, (d) implies (b): given some local pure
models on a finite covering of M(R), the elements of M which restrict into each local
pure model form a pure model. Consequently, (a) strictly implies (b) and (b)-(e) are
equivalent.
• Over R˜R, Corollary 7.3.9 will show that (e) implies (c), while Example 8.5.18 will show
that (c) does not imply (a) and Example 8.5.17 will show that (c) does not imply (b).
Consequently, (a) strictly implies (b), (b) strictly implies (c), and (c)-(e) are equivalent.
Proposition 7.3.6. Let M be a ϕa-module over E˜R (resp. R˜bdR , R˜R) admitting a free (c, d)-
pure model M0 for some c, d ∈ Z with d a positive multiple of a. Then there exists an
R-algebra S which is the completed direct limit of some faithfully finite e´tale R-subalgebras,
such that M0 ⊗W (R) W (S) (resp. M0 ⊗R˜intR R˜intS , M0 ⊗R˜intR R˜intS ) admits a basis fixed by pcϕd.
Proof. The assertion over E˜R follows from Lemma 3.2.6. To handle the other cases, invoke
the case n = 1 of Lemma 3.2.6 to reduce to the case where M0 admits a basis e1, . . . , en
on which pcϕd acts via a matrix A over R˜intR congruent to 1 modulo p. Choose S so that
M0⊗R˜intR E˜S contains a basis v1, . . . ,vn fixed by pcϕd with vi ≡ ei (mod p). Since A− 1 has
p-adic absolute value less than 1, we have λ(αr)(A − 1) < 1 for all sufficiently small r > 0.
For any such r, the matrix U over W (S) defined by vj =
∑
i Uijei is congruent to 1 modulo
p and satisfies Aϕd(U) = U .
We now argue as in [84, Proposition 2.5.8]. We may assume a = d, so q = pd. Put
C = max{p−1, λ(αr)(A− 1)} < 1. We prove by induction that for each positive integer m,
U is congruent modulo pm to an invertible matrix Vm over R˜int,rqS with
λ(αr)(Vm − 1), λ(αrq)(Vm − 1) ≤ C.
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This is obvious for m = 1 by taking Vm = 1. Given the claim for some m, U is congruent
modulo pm+1 to a matrix Vm + p
mX in which each entry Xij is the Teichmu¨ller lift of some
X ij ∈ S. We have
ϕd(X)−X ≡ p−m(Vm − ϕd(Vm)− (A− 1)ϕd(Vm)) (mod p),
from which it follows that
α(Xij)
r ≤ max{1, (pmC)q−1} = (pmC)q−1.
If we put Vm+1 = Vm + p
mX , then
λ(αr)(Vm+1 − 1) ≤ max{C, p−m(pmC)q−1} ≤ C
λ(αrq)(Vm+1 − 1) ≤ max{C, p−m(pmC)} = C
as desired.
From the previous induction, we conclude that U has entries in R˜int,rqS and satisfies
λ(αr)(U − 1), λ(αrq)(U − 1) < 1. It is thus invertible over R˜intS , so v1, . . . ,vn form a basis of
M0 ⊗R˜intR R˜intS as desired.
Theorem 7.3.7. Let M be a ϕa-module over R˜R of nowhere zero rank. Choose β ∈M(R)
and choose c, d ∈ Z with d a positive multiple of a and c/d = µ(M,β). Suppose that β
belongs to the pure locus of M . Then any (c, d)-pure model of M ⊗R˜R R˜H(β) extends to a
free local (c, d)-pure model of M at β.
Proof. We may assume d = a, so q = pd. Choose a (c, d)-pure model M0,β of M ⊗R˜R R˜H(β).
By Proposition 4.2.15, for L a completed algebraic closure of H(β), for some choice of r,
there exists a basis e1, . . . , en of Mr ⊗R˜rR R˜
[r/q,r]
L on which p
cϕd acts via the identity matrix.
We may also ensure that e1, . . . , en also form a basis of M0,β ⊗R˜int
H(β)
R˜intL .
By Lemma 2.2.13, any elements e′1, . . . , e
′
n of Mr ⊗R˜rR R˜
[r/q,r]
L which are sufficiently close
to e1, . . . , en also generate Mr⊗R˜rR R˜
[r/q,r]
L . Since the separable closure of H(β) in L is dense,
we can take e′1, . . . , e
′
n to be generators of Mr ⊗R˜rR R˜
[r/q,r]
E for some finite Galois extension
E of H(β) such that e′j =
∑
i Cijei for some invertible matrix C over R˜[r/q,r]E satisfying
λ(βr/q)(C − 1), λ(βr)(C − 1) < 1.
Since Rβ is a henselian local ring (by Lemma 2.4.17), by Theorem 1.2.8 we can find a
rational localization R→ R′ encircling β and a faithfully finite e´tale R′-algebra S such that
S is Galois over R′, S admits a unique extension γ of β, and such extension has residue
field E. By Lemma 5.1.7, for a suitable choice of R′, we can take e′1, . . . , e
′
n to be a basis of
Mr ⊗R˜rR R˜
[r/q,r]
S on which the action of p
cϕd is via a matrix F for which λ(αr/q)(F − 1) < 1.
In this setting, Lemma 7.1.2 produces a basis e′′1, . . . , e
′′
n ofM ⊗R˜R R˜S on which pcϕd acts
via an invertible matrix over R˜int,r/qS congruent to 1 modulo p. More precisely, we have e′′j =∑
i Uije
′
i for some invertible matrix U over R˜[r/q,r]S for which λ(αr/q)(U−1), λ(αr)(U−1) < 1.
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Starting from this new basis and then applying Proposition 7.3.6, we obtain, for some S-
algebra S ′ which is the completed direct limit of faithfully finite e´tale subalgebras (and
which maps to L), a basis e′′′1 , . . . , e
′′′
n of M ⊗R˜R R˜S′ fixed by pcϕd. More precisely, we have
e′′′j =
∑
i Vije
′′
i for some invertible matrix V over R˜int,rS′ for which λ(αr)(V − 1) < 1 (this
bound following from the proof of Proposition 7.3.6). We may also choose S ′ to have an
automorphism lifting each element of G = Gal(E/H(β)).
We thus have e′′′j =
∑
i(CUV )ijei, and the matrix CUV over R˜[r/q,r]L satisfies λ(βr/q)(CUV−
1), λ(βr)(CUV − 1) < 1. However, both ei and e′′′j are fixed by pcϕd, so the entries of CUV
must be fixed by ϕd. By Lemma 4.2.10, CUV has entries in the field W (Fq)[p
−1]. Since
λ(βr/q)(CUV − 1) < 1, we conclude that CUV − 1 has entries in pW (Fq). In particular,
e′′1, . . . , e
′′
n form a basis of M0,β ⊗R˜int
H(β)
R˜intL and hence also a basis of M0,β ⊗R˜int
H(β)
R˜intE .
This last result implies that the action of any element τ ∈ G on S induces an auto-
morphism of the R˜intE -span of e′′1, . . . , e′′n. For each τ , choose a lift of τ to S ′ and define the
matrix Tτ over R˜S′ by τ(e′′′j ) =
∑
i(Tτ )ije
′′′
i . Again, since e
′′′
i and τ(e
′′′
j ) are fixed by p
cϕd,
the entries of Tτ are forced to belong to the ϕ
d-fixed subring of R˜intS′ , which Corollary 5.2.4
identifies as W ((S ′)ϕ
d
)[p−1]. By construction, the images of these entries in R˜L belong to
R˜intL , and hence to oϕ
d
L . By Remark 5.1.5 and Remark 5.0.2, the condition of an element of
W ((S ′)ϕ
d
)[p−1] belonging to W (S ′) is closed and open on M(S ′). By Remark 2.3.15(b) and
Lemma 2.4.17, the natural map p :M(S ′)→M(R′) is open. We can thus force the entries
of Tτ into W ((S
′)ϕ
d
) by shrinking M(R′) again (in a manner dependent on τ). (Note that
this last step fails if we try to argue directly with the e′′i rather than with the e
′′′
i .)
After the resulting shrinking of M(R′), the R˜intS -span of e′′1, . . . , e′′n admits an action of
G, so we can apply faithfully flat descent (Theorem 1.3.4) to descend it to a local (c, d)-pure
model of M at β. (We are here using Proposition 5.5.3(b) to deduce that R˜intS is faithfully
finite e´tale over R˜intR′ .) This local model is locally free by Theorem 1.3.5; we obtain a free
local model at β by applying Lemma 7.3.3.
Corollary 7.3.8. For any ϕa-module M over R˜R, the pure locus and e´tale locus of M are
open.
Proof. The openness of the pure locus is immediate from Theorem 7.3.7. The e´tale lo-
cus is open because it is the intersection of the pure locus with the closed and open (by
Lemma 7.2.2) subset of M(R) on which the degree of M is zero.
Corollary 7.3.9. For any ϕa-module M over R˜R, M is e´tale (resp. pure) if and only if M
is pointwise e´tale (resp. pointwise pure).
Corollary 7.3.10. For any ϕa-module M over R˜R and any β ∈ M(R), M is pure at β if
and only if M admits a (not necessarily locally free) local pure model at β.
Proof. If M admits a local pure model M0 at β, then M0 also generates a pure model of
M ⊗R˜R R˜H(β), which is necessarily free because R˜intH(β) is a principal ideal domain. Hence β
belongs to the pure locus of M , which by Theorem 7.3.7 implies that M is pure at β.
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Remark 7.3.11. Let M be a ϕa-module over R˜bdR . Whereas Lemma 7.3.3 implies that M
is pure if and only if M ⊗R˜bdR E˜R is pure, it is not the case that purity of M can be deduced
from purity of M ⊗R˜bdR R˜R.
7.4 Slope filtrations in geometric families
At this point, it is natural to discuss generalizations to the relative case of the existence of
slope filtrations for Frobenius modules over the Robba ring (Theorem 4.1.10) or the extended
Robba ring (Theorem 4.2.13). We do not have in mind an explicit use for these in p-adic
Hodge theory, but we expect them to become relevant in the same way that slope theory
over the Robba ring appears in the work of Colmez on trianguline representations [26].
We first give a brief review of the formalism of slope filtrations and slope polygons. See
[83, §3.5] for a more thorough discussion, keeping in mind the change in sign convention. (To
compensate for that change, we have also swapped the order of slopes in the slope polygon
in order to preserve the convex shape of the polygon.)
Definition 7.4.1. Suppose that R = L is an analytic field, and let M be a ϕa-module over
R˜L. Let 0 = M0 ⊂ · · · ⊂ Ml = M be the filtration provided by Theorem 4.2.13, in which
M1/M0, . . . ,Ml/Ml−1 are pure and µ(M1/M0) > · · · > µ(Ml/Ml−1). Define the slope polygon
of M to be the polygonal line starting at (0, 0) and consisting of, for i = l, . . . , 1 in order,
a segment of horizontal width rank(Mi/Mi−1) and slope µ(Mi/Mi−1). Note that the right
endpoint of the polygon is (rank(M), deg(M)).
For M a ϕa-module over R˜bdL , there are two natural ways to associate a slope polygon
to M . One is to first extend scalars to R˜L and use the definition given in the previous
paragraph; this gives the special slope polygon of M . The other is to first extend scalars to
E˜L, identify the latter with R˜L for the trivial norm on L, then invoke the previous paragraph.
This gives the generic slope polygon ofM . (It is equivalent to define the generic slope polygon
using the usual Dieudonne´-Manin definition of slopes; see for instance [85, Chapter 14].)
Remark 7.4.2. For R = L an analytic field and L′ a complete extension of L, passing from
L to L′ does not change slope polygons, by virtue of Corollary 4.2.14 and the uniqueness of
the slope filtration in Theorem 4.2.13.
Proposition 7.4.3. Let R = L be an analytic field, and let M be a ϕa-module over R˜bdL .
(a) The special slope polygon lies on or above the generic slope polygon, with the same
endpoints.
(b) If the two polygons coincide, then the slope filtration of M ⊗R˜bdL R˜L (Theorem 4.2.13)
descends to M .
Proof. For (a), see [83, Proposition 5.5.1]. For (b), see [83, Theorem 5.5.2].
Lemma 7.4.4. Let M be a ϕa-module over R˜bdR admitting a basis on which ϕa acts via a
matrix of the form AD, where D is a diagonal matrix with diagonal entries in pZ, and A is
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a square matrix such that A− 1 has entries in pR˜intR . Then there exist an R-algebra S which
is the union of faithfully finite e´tale R-subalgebras and an invertible matrix U over W (S)
congruent to 1 modulo p, such that U−1ADϕa(U) = D. In particular, for each β ∈ M(R),
the generic slopes of M ⊗R˜bdR R˜bdH(β) are the negatives of the p-adic valuations of the entries
of D, divided by a.
Proof. We can proceed as in [82, Lemma 5.9]. Note that although the analogous statement in
our setup would be taking S to be the completed union of faithfully finite e´tale R-subalgebras,
the argument of [82, Lemma 5.9] actually implies that one can take S to be the union of
faithfully finite e´tale R-subalgebras. This refinement will be useful for Theorem 7.4.9.
Theorem 7.4.5. For any ϕa-module M over R˜R, the function mapping β ∈ M(R) to
the slope polygon of M ⊗R˜R R˜H(β) is lower semicontinuous. In other words, if rank(M) is
constant (which is true locally by Lemma 7.2.2), for any x ∈ [0, rank(M)], the y-coordinate
of the point of the slope polygon of M ⊗R˜R R˜H(β) is a lower semicontinuous function of β.
(Note that this function is locally constant for x = rank(M), by Lemma 7.2.2 again.)
Proof. Choose β ∈ M(R). Let L be a completed algebraic closure of H(β). By Proposi-
tion 4.2.16, for some positive multiple d of a, M ⊗R˜R R˜L admits a basis on which ϕd acts via
a diagonal matrix D with entries in pZ. We now proceed as in Theorem 7.3.7, by applying
Lemma 7.1.2 to a suitably good approximation of this basis. As a result, we obtain a rational
localization R→ R′ encircling β, a faithfully finite e´tale R′-algebra S, and a basis v1, . . . ,vn
of M ⊗R˜R R˜S on which ϕd acts via an invertible matrix over R˜bdS of the form FD, where
F − 1 has entries in pR˜intS . Let N be the ϕd-module over R˜bdS spanned by v1, . . . ,vn.
By Remark 7.4.2, the slope polygon of M at a given point of M(R′) is the same as at
any point of M(S) restricting to the given point. For one, this means that the negatives of
the p-adic valuations of the diagonal entries of D give the slopes in the slope polygon of M
at β. By Lemma 7.4.4, this polygon also computes the generic slope polygon of N at each
γ ∈ M(S). By Proposition 7.4.3(a), we conclude that the special slope polygon of N at
each γ ∈ M(S), or in other words the slope polygon of M at γ, lies on or above the slope
polygon of M at β. By Remark 7.4.2 again, this implies that the slope polygon is lower
semicontinuous as a function on M(R), as desired.
In addition to semicontinuity, we have the following boundedness property for the slope
polygon.
Proposition 7.4.6. For any ϕa-module M over R˜R, the function mapping β ∈ M(R) to
the slope polygon of M ⊗R˜R R˜H(β) is bounded above and below.
Proof. Choose N as in Proposition 6.2.4; we then obtain a surjection R˜mR (−N)→M of ϕa-
modules for some nonnegative integer m. For each β ∈ M(R), for s the smallest slope in the
slope polygon ofM at β,M⊗R˜R R˜H(β) surjects onto a nonzero ϕa-module over R˜H(β) of slope
s, as then does R˜mR (−N). This forces −N/a ≤ s by (the easy direction of) Theorem 4.2.12;
consequently, all of the slopes of M at β are bounded below by −N/a. Since the sum of the
slopes is a continuous (by Lemma 7.2.2) and hence bounded function on M(R), the slopes
of M at β are also bounded above. This proves the claim.
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Corollary 7.4.7. Let M be a ϕa-module over R˜R. Then there exists an open dense subset
U of M(R) on which the slope polygon of M is locally constant.
Proof. It suffices to check this property locally around some β ∈ M(R). By Lemma 7.2.2,
we may assume that M has constant rank and degree over M(R).
By Proposition 7.4.6, the slope polygons of M are limited to a finite set S. Let T be the
subset of S consisting of those polygons which occur in every neighborhood of β; this set is
nonempty because it contains the slope polygon at β. Note that we can find a neighborhood
U of β on which no polygon outside T occurs, by eliminating elements of S \T one at a time.
Let P be a maximal polygon in T , i.e., one which does not lie on or below any other
element of T . By lower semicontinuity (Theorem 7.4.5), for every neighborhood V of β
within U , there is a nonempty open subset on which the slope polygon is identically equal
to P . This proves the claim.
If the slope polygon does indeed vary, it is unclear whether one can expect to construct
a slope filtration. One does get a result in case the polygon is locally constant, or more
generally if one of its vertices is locally constant.
Lemma 7.4.8. Let A be an n × n matrix over R˜intR which is invertible over R˜bdR , fix
x1, . . . , xn ∈ R˜bdR , and choose y1, . . . , yn ∈ E˜R so that
yi − xi =
∑
j
Aijϕ
a(yj) (i = 1, . . . , n). (7.4.8.1)
Then yi ∈ R˜bdR for i = 1, . . . , n if and only if for each β ∈ M(R), the image of yi in E˜H(β)
belongs to R˜bdH(β) for i = 1, . . . , n.
Proof. We may assume without loss of generality that x1, . . . , xn ∈ R˜intR and y1, . . . , yn ∈
W (R). Fix r > 0 for which xi, Aij ∈ R˜int,rR and (A−1)ij ∈ R˜bd,rR , and put x′i =
∑
j(A
−1)ijxj .
Suppose that y1, . . . , yn ∈ R˜intR . We may then choose some s > 0 so that y1, . . . , yn ∈
R˜int,sR . By (7.4.8.1), we must also have y1, . . . , yn ∈ R˜int,s
′
R for s
′ = min{rpa, spa}; it follows
that y1, . . . , yn ∈ R˜int,rpaR . In particular,
λ(αr)(yi) ≤ λ(αrpa)(yi)p−a = λ(αr)(ϕa(yi))p−a .
Consequently, if λ(αr)(ϕa(yi)) > λ(α
r)(A−1)1/(1−p
−a) for some i, then
λ(αr)(ϕa(yi)) > λ(α
r)(A−1)λ(αr)(yi)
and rewriting (7.4.8.1) as ϕa(yi) + x
′
i =
∑
j(A
−1)ijyj yields
max
i
{λ(αr)(ϕa(yi))} = λ(αr)(x′).
To summarize, if y1, . . . , yn ∈ R˜intR , then y1, . . . , yn ∈ R˜int,rp
a
R and
λ(αrp
a
)(yi) ≤ max{λ(αr)(x′), λ(αr)(A−1)1/(1−p−a)}. (7.4.8.2)
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In particular, if the images of y1, . . . , yn in W (H(β)) belong to R˜intH(β) for all β ∈M(R), then
these images belong to R˜int,rpaH(β) and λ(βrp
a
)(yi) is bounded uniformly over β. This yields the
desired result.
Theorem 7.4.9. Let M be a ϕa-module over R˜R of constant rank n. Let µ1(M,β) ≥ · · · ≥
µn(M,β) be the slopes of M at β ∈ M(R) listed with multiplicity. Suppose that for some
m ∈ {1, . . . , n − 1}, for all β ∈ M(R), µm(M,β) > µm+1(M,β) and µ1(M,β) + · · · +
µm(M,β) is equal to a constant value. Then there exists a unique ϕ
a-submodule N of M of
rank m such that M/N is a ϕa-module and for each β ∈ M(R), the slopes of N at β are
µ1(M,β), . . . , µm(M,β) while the slopes of M/N at β are µm+1(M,β), . . . , µn(M,β).
Proof. It suffices to check the claim locally around a point β ∈M(R), since ϕa-modules can
be glued by Corollary 6.3.13. Set notation as in the proof of Theorem 7.4.5; using faithfully
flat descent, we may reduce to the case R = R′ = S. Let N be the R˜bdR -span of v1, . . . ,vn,
and let N0 ⊂ N be the R˜intR -span of v1, . . . ,vn.
By Lemma 7.4.4, for some S which is the union of faithfully finite e´tale R-subalgebras
{Si}i∈I , we may split N0 ⊗R˜intR W (S) uniquely as a direct sum of submodules whose base
extensions to E˜R are globally pure ϕ-submodules. From the construction, there is a profinite
group G acting on S and each Si in such a way that S
G
i = R.
Each projector in the splitting can be viewed as an element v of N∨0 ⊗ N0 ⊗R˜intR W (S)
which is G-invariant. This forces v ∈ N∨0 ⊗ N0 ⊗R˜intR W (R); that is, the projectors are all
defined overW (R). In particular, N⊗R˜bdR E˜R splits uniquely into globally pure ϕ-submodules.
We will show that the splitting separating the first m slopes from the others descends to
N ; for this, we may by the proof of [83, Proposition 5.4.5] (plus a descent argument as in the
previous paragraph) reduce to the case where N admits a basis e1, . . . , en on which ϕ
a acts
via a matrix of the form UD, where U is an upper triangular unipotent matrix congruent
to 1 modulo p, and Dii = p
ci with c1 ≥ · · · ≥ cn. By Lemma 7.4.8, we reduce to checking
the splitting pointwise on M(R). But for R = L an analytic field, the splitting in question
is given by the proof of [83, Theorem 5.5.2]. This completes the proof.
Corollary 7.4.10. Let M be a ϕa-module over R˜R such that the slope polygon function of
M is constant on M(R). Then there exists a unique filtration 0 = M0 ⊂ · · · ⊂ Ml = M
of M by ϕa-submodules such that M1/M0, . . . ,Ml/Ml−1 are ϕ
a-modules which are pure of
constant slope, and µ(M1/M0) > · · · > µ(Ml/Ml−1).
Proof. By Lemma 7.2.2, we may assume that M is of constant rank. We may then induct
on the rank using Theorem 7.4.9.
Corollary 7.4.11. Let M be a ϕa-module over R˜R with everywhere negative slopes. Then
H0ϕa(M) = 0, H
0
ϕa(M ⊗R˜R R˜H(β)) = 0 for all β ∈M(R), and the map
H1ϕa(M)→
∏
β∈M(R)
H1ϕa(M ⊗R˜R R˜H(β)) (7.4.11.1)
is injective.
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Proof. By Theorem 4.2.12, H0ϕa(M ⊗R˜R R˜H(β)) = 0 for all β ∈M(R); since the map
H0ϕa(M)→
∏
β∈M(R)
H0ϕa(M ⊗R˜R R˜H(β))
is evidently injective, it follows that H0ϕa(M) = 0. If x ∈ H1ϕ(M) has zero image in
H1ϕa(M ⊗R˜R R˜H(β)) for each β ∈M(R), then x defines an extension
0→M → P → R˜R → 0
whose base extension to R˜H(β) splits for each β ∈M(R). This implies that the largest slope
of P is identically 0 and the second-largest slope is always negative, so Theorem 7.4.9 implies
that P ∼= M ⊕ R˜R. It follows that x = 0, completing the proof.
Remark 7.4.12. For any given ϕa-module over R˜R, the conclusion of Corollary 7.4.11
holds for M(n) for n sufficiently small, since Proposition 7.4.6 ensures that the hypothesis
of Corollary 7.4.11 is satisfied. On the other hand, the injectivity of (7.4.11.1) also holds for
M(n) for n sufficiently large, as in that case H1ϕa(M(−n)) = 0 by Proposition 6.2.2.
Remark 7.4.13. As noted earlier, there is a generalization of slope theory for ϕ-modules
orthogonal to the one given here, where one continues to work with rings of power series but
with coefficients in more general rings (such as affinoid algebras over Qp). These are called
arithmetic families in [90], where they are distinguished from the geometric families arising
here. Unfortunately, it seems difficult to achieve any results in the context of arithmetic
families as complete as those given here, in no small part because such results would most
likely require a heretofore nonexistent slope theory for Frobenius modules over a Robba ring
consisting of Laurent series over a nondiscretely valued field. One does however get some
important information by working in neighborhoods of rigid analytic points; for instance,
one can construct global slope filtrations in such neighborhoods [97], which is relevant for
applications to p-adic automorphic forms via the study of eigenvarieties [98].
8 Perfectoid spaces
Up to this point, our constructions have generally taken as input a Banach algebra or an
adic Banach algebra. In this sense they are local ; our next step is to parlay this work into
some results of a more global nature, including the relationship between ϕ-modules and e´tale
local systems. The appropriate category of geometric spaces to use here is the category of
perfectoid spaces, obtained by glueing together the adic spectra of perfectoid algebras using
Huber’s formalism of adic spaces.
8.1 Some topological properties
We begin by recalling some properties of topological spaces relevant to the study of adic
spaces. The key definition of a spectral space, and the basic properties of that definition, are
due to Hochster [76].
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Definition 8.1.1. A topological space X is sober if every irreducible closed subset has a
unique generic point. This implies that X is T0: no two distinct points belong to exactly the
same closed subsets of X .
A topological space is quasiseparated if the intersection of any two quasicompact open
subsets is again quasicompact. We will write qcqs as an abbreviation for quasicompact and
quasiseparated.
A spectral space is a topological space X which is sober and qcqs and admits a neighbor-
hood basis consisting of quasicompact open subsets.
A locally spectral space is a topological space admitting a neighborhood basis consisting
of open spectral subspaces. Such a space is spectral if and only if it is qcqs.
A number of equivalent characterizations of spectral spaces can be found in [76], including
the following.
Lemma 8.1.2. A topological space is spectral if and only if it is an inverse limit of finite T0
spaces.
Proof. See [76, §13, Proposition 10].
Corollary 8.1.3. Any inverse limit of spectral spaces is again a spectral space.
Definition 8.1.4. For X a spectral space, the patch topology on X is the topology generated
by quasicompact open subsets for the original topology (which we also call the spectral
topology to clarify the distinction) and their complements. Beware that one cannot recover
the spectral topology from the patch topology alone; for example, there is another spectral
topology whose quasicompact open subsets are the complements of the quasicompact open
subsets for the original topology [76, Proposition 8].
Lemma 8.1.5. Let X be a spectral space. Then X is compact for the patch topology.
Proof. See [76, Theorem 1].
Definition 8.1.6. A map f : Y → X between locally spectral spaces is spectral if it is
continuous and for any qcqs open subsets U ⊆ X, V ⊆ Y with f(V ) ⊆ U , the induced
map V → U is quasicompact (that is, the inverse image of any quasicompact open subset is
again quasicompact). Equivalently, the inverse image of any quasicompact open subset is a
quasicompact open subset. In particular, any spectral morphism is continuous for the patch
topologies.
Remark 8.1.7. Any scheme is a locally spectral space. Any scheme which is qcqs in the sense
of algebraic geometry (i.e., its underlying topological space is quasicompact and the absolute
diagonal morphism is quasicompact) is spectral. Any morphism of schemes is spectral.
We have the following refinement of Theorem 2.4.5.
Theorem 8.1.8. For any adic Banach ring (A,A+), Spa(A,A+) is a spectral space. For
any morphism (A,A+)→ (B,B+) of adic Banach rings, the map Spa(B,B+)→ Spa(A,A+)
is spectral.
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Proof. See again [77, Theorem 3.5(i,ii)].
Remark 8.1.9. Remark 2.4.9 and Corollary 2.5.13 together can be reinterpreted as follows.
For (A,A+) an adic Banach algebra, the image of M(A) in Spa(A,A+) is not necessarily
dense for the patch topology; however, if A is an affinoid algebra over an analytic field and
A+ = A◦, then already Maxspec(A) is dense in Spa(A,A+) for the patch topology.
The comparison of rigid and Berkovich analytic spaces with adic spaces involves the
following definition.
Definition 8.1.10. Let X be a locally spectral topological space. We say X is taut if X
is quasiseparated and the closure of every quasicompact subset of X is again quasicompact.
For example, if X is qcqs, or more generally if X is quasiseparated and admits a locally finite
covering by quasicompact open subsets, then X is taut.
A spectral morphism between locally spectral topological spaces is taut if the inverse
image of every taut open subspace is taut. For example, any qcqs morphism is taut. For
more basic properties, see [79, Lemma 5.1.3].
Remark 8.1.11. For k a field, glueing finitely many copies of Spec k[t] along Spec k[t, t−1]
gives a taut locally spectral space, but glueing infinitely many copies does not. By contrast,
for K an analytic field, glueing even two copies of Spa(K{T}, K{T}◦) along the comple-
ment of the origin does not give a taut space, because the complement of the origin is not
quasicompact.
8.2 Adic spaces
We now construct spaces out of adic Banach rings, following Huber. Beware that there does
not yet seem to be a consensus about terminology concerning adic spaces, so one must check
carefully when comparing results across sources.
We begin with an enhancement of the concept of a locally ringed space.
Definition 8.2.1. We define the category of locally valuation-ringed spaces as follows.
• The objects are triples X = (|X|,OX, (vx)x∈X) in which |X| is a topological space,
OX is a sheaf of complete topological rings, and each vx is a semivaluation on the
set-theoretic stalk OX,x.
• The morphisms from X = (|X|,OX, (vx)x∈X) to Y = (|Y |,OY , (vy)y∈Y ) are pairs (f, ϕ)
where f : |X| → |Y | is a continuous map and ϕ : OY → f∗OX is a morphism of
sheaves of topological rings such that for each x ∈ X , the restriction of vx along
ϕx : OY,f(x) → OX,x is equivalent to vf(x).
We also refer to these spaces for short as locally v-ringed spaces.
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Definition 8.2.2. For (A,A+) a sheafy adic Banach ring, we view X = Spa(A,A+) as a
locally v-ringed space where OX is the structure sheaf on X (Definition 2.4.15) and vx is
the restriction to OX,x of the canonical valuation on H(x) (Definition 2.4.11). Any locally
v-ringed space of this form is called an adic affinoid space. An adic space is a locally v-ringed
space admitting an open covering by adic affinoid spaces.
A morphism of adic spaces is just a morphism of underlying locally v-ringed spaces.
Note that any such morphism is automatically an adic morphism in the sense of [78, §3]
because our Banach rings are required to contain topologically nilpotent units; see [78,
Proposition 3.2]. Note also that if X is an adic space and U → X is an open immersion of
locally ringed spaces, then U naturally acquires the structure of an adic space in such a way
that U → X becomes a morphism of adic spaces. We refer to any such morphism as an open
immersion of adic spaces.
Definition 8.2.3. Since the property of being sheafy is not known to be stable under various
natural operations (e.g., formation of finite e´tale extensions), we are forced to associate
spaces also to general adic Banach rings. Perhaps the simplest way to do this is to sheafify
in the style of Scholze-Weinstein [115, Definition 2.1.5]. Let AdBan be the category of adic
Banach rings. View AdBanop as a site in which the coverings are rational coverings. Let
(AdBanop)˜ be the associated topos (consisting of set-valued sheaves on AdBanop). For
(A,A+) ∈ AdBan, let S˜pa(A,A+) ∈ (AdBanop)˜ be the sheafification of the presheaf
(B,B+)→ HomAdBan((A,A+), (B,B+));
any such object is called a preadic affinoid space. A rational subspace of S˜pa(A,A+) is a
morphism of the form S˜pa(B,B+) → S˜pa(A,A+) for some rational localization (A,A+) →
(B,B+). An open immersion in (AdBanop)˜ is a morphism f : F → G such that for all
(A,A+) ∈ AdBan and all morphisms S˜pa(A,A+) → G in (AdBanop)˜, there is an open
subset U ⊆ Spa(A,A+) such that
F ×G S˜pa(A,A+) = lim−→
V⊆U,V rational
S˜pa(OSpa(A,A+)(V ),O+Spa(A,A+)(V )).
A preadic space (called an adic space in [115]) is a functor F ∈ (AdBanop)˜ such that
F = lim−→
S˜pa(A,A+)→F open
S˜pa(A,A+).
There are natural functors from adic spaces to preadic spaces and from preadic spaces to
locally v-ringed spaces, whose composition is the full embedding of adic spaces into locally
v-ringed spaces. This allows us to regard adic spaces as a full subcategory of preadic spaces;
in particular, when (A,A+) is sheafy we will freely confuse Spa(A,A+) with S˜pa(A,A+). We
may also associate to any preadic space X an underlying topological space |X| in such a way
that S˜pa(A,A+) has underlying topological space Spa(A,A+).
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Remark 8.2.4. Beware that a preadic affinoid space can be an adic space without being an
adic affinoid space. See Remark 3.6.27.
Remark 8.2.5. The categories of locally v-ringed spaces and preadic spaces admit fibred
products. However, it is unknown whether the fibred product of adic spaces (over an adic
space) is again an adic space. A counterexample would necessarily involve nonnoetherian
Banach rings thanks to Proposition 2.4.16; on the other hand, the example of perfectoid
spaces (§8.3) shows that failure of the noetherian property alone is not sufficient.
Definition 8.2.6. Let X be a preadic space. We say that X is quasicompact if it admits a
finite covering by open immersions of preadic affinoid spaces. We say thatX is quasiseparated
if for any two open immersions U1 → X,U2 → X with U1, U2 quasicompact, U1×X U2 is also
quasicompact. We say that X is taut if X is quasiseparated and for any open immersion
U → X with U quasicompact, there exists a covering V1 → X, V2 → X by open immersions
such that V1 is quasicompact, U → X factors through V1, and U ×X V2 = ∅. Note that for
X an adic space, X is quasicompact, quasiseparated, or taut if and only if |X| has the same
property.
Definition 8.2.7. The assignments (A,A+) 7→ A, (A,A+) 7→ A+ give rise to sheaves OX ,O+X
of rings on any preadic space X . In case X is an adic space, the sheaf OX coincides with the
structure sheaf defined previously, while O+X coincides with the subsheaf of OX such that
for each open subset U of X , a section f ∈ OX(U) belongs to O+X(U) if and only if for each
x ∈ X , the image of f in H(x) belongs to H(x)+. The stalk O+X,x of O+X at x ∈ X may then
be identified with the inverse image of H(x)+ in OX,x.
For (A,A+) an adic Banach ring andX = S˜pa(A,A+), by (2.4.3.1) we have A+ = O+X(X).
Remark 8.2.8. For X an adic affinoid space, the sheaf O+X need not be acyclic. However,
for perfectoid spaces, O+X is acyclic as a sheaf of almost modules; see Proposition 8.3.2.
Lemma 8.2.9. Let (A,A+) be an adic Banach ring. Then for each adic space X, the global
sections functor induces a bijection between morphisms X → S˜pa(A,A+) of preadic spaces
and morphisms A→ OX(X) of topological rings taking A+ into O+X(X).
Proof. See [78, Proposition 2.1(ii)].
Remark 8.2.10. The statement of Lemma 8.2.9 also holds when X is a preadic space, but
in that case it is purely formal. The essential content of the lemma is to define the functor
from adic spaces to preadic spaces.
The construction of Definition 2.4.8 extends to preadic and adic spaces as follows. (See
also [79, §8.1].)
Definition 8.2.11. Recall that for any adic Banach ring (A,A+) over an analytic field, there
is a continuous map Spa(A,A+) → M(A) constructed in Definition 2.4.8 and a canonical
but discontinuous section M(A) → Spa(A,A+). One way to interpret these constructions
is that the first map takes each x ∈ Spa(A,A+) to the unique y ∈ M(A) belonging to the
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intersection of all open neighborhoods of x in Spa(A,A+), and that the topology on M(A)
coincides with the quotient topology (not the subspace topology).
Now let X be a preadic space (over an analytic field). Let X be the set of x ∈ |X| for
which vx is equivalent to a real semivaluation. Then for any x ∈ X , the intersection of all
open neighborhoods of x in X contains a unique point y of X (by the previous paragraph).
We thus obtain a set-theoretic map |X| → X; we equip X with the quotient topology and
call it the real quotient of X . An open subset of X is partially proper if it arises as the
inverse image of a (necessarily open) subset of X .
Lemma 8.2.12. Let X be an adic space over an analytic field.
(a) If X is quasicompact, then so is X.
(b) If X is taut, then X is Hausdorff (and thus is the maximal Hausdorff quotient of X).
(c) If X is taut, then any partially proper open subset of X is also taut.
Proof. Part (a) is trivial. Part (b) follows from the proof of [79, Lemma 8.1.8(ii)]. To prove
(c), let U be a partially proper open subset of X and let V be a quasicompact open subset
of U . Let V be the image of V in X ; it is a closed subset by (a) and (b). Let W be the
inverse image of V in X; then W is the closure of V in X . Since W ⊆ U , W is also the
closure of V in U ; this yields (c).
Lemma 8.2.12(b) fails without the taut condition as follows.
Example 8.2.13. Let K be an analytic field. Let X be the adic space obtained by glueing
two copies of the closed unit disc Spa(K{T}, K{T}◦) along the complement of the origin.
Then X is obtained by glueing two copies ofM(K{T}) along the complement of the origin,
and thus is not Hausdorff.
Using Lemma 8.2.12, one can formulate the relationship between adic spaces and Berkovich
spaces.
Proposition 8.2.14. The real quotient functor defines an equivalence of categories between
taut adic spaces locally of finite type over an analytic field K (i.e., covered by the adic
spectra of affinoid algebras over K) and Hausdorff strictly K-analytic spaces in the sense of
Berkovich [15].
Proof. This follows from Lemma 8.2.12 and [79, Proposition 8.3.1].
Remark 8.2.15. In practice, the adic spaces arising in applications are almost always taut.
However, nontaut adic spaces do arise in arithmetic relative p-adic Hodge theory, where one
considers Galois representations not on Qp-vector spaces but on vector bundles over more
general analytic spaces. In that context, it has been shown by us [90] and Hellmann [70]
that the analogue of the e´tale locus for an arithmetic family of (ϕ,Γ)-modules is in general
a nontaut adic space.
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In [79, Chapter 1], Huber introduces a large number of properties of morphisms of adic
spaces, but only under some noetherian hypotheses which are too restrictive to apply to per-
fectoid spaces. We thus introduce some ad hoc definitions that agree with Huber’s definitions
when the latter are applicable, as in [112, Definition 7.1].
Definition 8.2.16. Let ψ : Y → X be a morphism of preadic spaces. We have already
defined what it means for ψ to be an open immersion (see Definition 8.2.3).
• We say that ψ is surjective if for any morphism Z → X , the map |Y ×X Z| → |Z| is
surjective. If X is an adic space, this is the same as saying that |Y | → |X| is surjective
(by Lemma 2.3.13).
• We say that ψ is finite e´tale if locally on the target, ψ corresponds to a morphism of
the form S˜pa(B,B+)→ S˜pa(A,A+) where B is a finite e´tale A-algebra and B+ is the
integral closure of A+ in B.
• We say that ψ is e´tale if for each y ∈ Y , there exists an open neighborhood U of y in
Y such that the restriction of ψ to U factors as an open immersion followed by a finite
e´tale morphism followed by another open immersion.
These properties are evidently stable under base extension.
Lemma 8.2.17. The following statements are true.
(a) For (A,A+) an adic Banach ring, the global sections functor induces an equivalence of
categories between finite e´tale morphisms to S˜pa(A,A+) and FE´t(A).
(b) Any e´tale morphism Y → X of preadic spaces with Y quasicompact factors uniquely
as Y → Z → X where Y → Z is surjective, Z is quasicompact, and Z → X is an
open immersion.
(c) The properties introduced in Definition 8.2.16 are stable under compositions and fibred
products.
Proof. Part (a) is immediate from Theorem 2.6.9 and the formal properties of the functor
S˜pa. To prove (b)–(c), we may use Lemma 2.6.2 and Proposition 2.6.8 to reduce to the case
where all of the spaces involved are classical affinoid spaces, for which we may appeal to [34,
Proposition 3.1.7] for (b) and [79, Proposition 1.7.5] for (c).
Remark 8.2.18. When applying Lemma 8.2.17(a), beware that we do not know that a
finite e´tale extension of a sheafy adic Banach algebra is sheafy, or even that a finite e´tale
cover of an adic affinoid space is itself an adic space. In particular, these statements will not
follow from Theorem 8.2.22.
Definition 8.2.19. A family {Yi → X}i of morphisms of preadic spaces is a set-theoretic
covering if the morphism from the disjoint union of the Yi to X is surjective. Note that if
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Yi → X is e´tale, we may factor Yi → Zi → X as in Lemma 8.2.17(b), and then the original
family is a set-theoretic covering if and only if the family {Zi → X} is.
We may define the small finite e´tale site (resp. the small e´tale site) on a preadic space X
over an analytic field as the site Xfe´t (resp. Xe´t) whose objects consist of finite e´tale (resp.
e´tale) morphisms Y → X and whose coverings are set-theoretic coverings.
We define a stable basis ofXe´t to be a basis B ofXe´t consisting of adic affinoid spaces such
that for any morphism Y ′ → Y in Xe´t which is either finite e´tale or a rational subdomain
embedding, if Y ∈ B then Y ′ ∈ B. (Note that the basis property also includes stability under
formation of fibred products.) We say that X is stably adic if there exists a stable basis of
Xe´t. For instance, rigid analytic spaces are stably adic; we will see later that perfectoid
spaces are also stably adic (Definition 8.3.1).
Many properties of the e´tale topology may be verified by making the corresponding
verifications for the finite e´tale topology and the adic topology separately. In this process,
the role of Tate’s reduction argument for the adic topology (Proposition 2.4.20) will be played
by the following argument, adapted from de Jong and van der Put [34, Proposition 3.2.2].
Proposition 8.2.20. Let X be a preadic space, and let B be a basis of Xe´t consisting of
preadic affinoid subspaces which is closed under formation of finite e´tale extensions and
rational subdomain embeddings (e.g., a stable basis). Let P be a property of coverings in Xe´t
of and by elements of B, and assume that the following conditions hold.
(a) Any covering admitting a refinement having property P also has property P.
(b) Any composition of coverings having property P also has property P.
(c) For any Y ∈ B, any rational covering of Y has property P.
(d) For any Y ∈ B, any faithfully finite e´tale morphism Y ′ → Y , viewed as a covering,
has property P.
Then every covering in Xe´t of and by elements of B has property P.
Proof. We first note that using (a) and Lemma 8.2.17(b), we may formally extend (c) to
any covering for the adic topology. We will use (c) in this stronger form without further
comment.
We next establish the following extra condition.
(e) Let Z → U be a surjective morphism between elements of B which factors as Z →
V → U with V → U finite e´tale and Z → V an open immersion. Then Z → U , viewed
as a covering, has property P.
We induct on the maximum degree d of V → U . The case d = 1 holds because in this
case Z → U is a surjective open immersion and hence an isomorphism (so for instance (d)
applies). For d > 1, let W be the complement of the diagonal in V ×U V ; then the second
projection pr2 :W → V is finite e´tale of maximum degree d−1. Put Z ′ = (Z×U V )×V×UV W
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and U ′ = pr2(Z
′); these spaces are both quasicompact by Lemma 8.2.17(b). We may thus
find a finite covering {U ′i → U ′}i for the adic topology by elements of B. Put Z ′i = Z ′×U ′ U ′i ;
the surjective e´tale morphism φ′ : Z ′i → U ′i induced by pr2 factors through V ′i → U ′i for
V ′i = pr
−1
2 (U
′
i)×V ×UV W . The latter morphism is finite e´tale of maximum degree d − 1, so
the following coverings have property P:
• {Z ′i → U ′i}, by the induction hypothesis;
• {Z → V } ∪ {U ′i → V }i, by (c);
• {V → U}, by (d);
• {Z → U} ∪ {Z ′i → U}i, by (b);
• {Z → U}, by (a).
This completes the induction and hence the proof of (e).
Given (e), let {Yi → Y }i be any covering in Xe´t of and by elements of B. For each i, we
can find a covering {Yij → Yi}j such that the composition Yij → Yi → Y factors as Yij →
Zij → Y where Zij is finite e´tale and Yij is an open immersion. By Lemma 8.2.17(b), we may
write the image of Yij → Y as a finite union {Uijk}k of elements of B. Put Yijk = Yij×Y Uijk.
The following coverings then have property P:
• {Yijk → Uijk}, by (e);
• {Uijk → Y }, by (c);
• {Yijk → Y }, by (b);
• {Yi → Y }, by (a).
This completes the proof.
This gives rise to the following analogue of Proposition 2.4.21.
Proposition 8.2.21. For X,B as in Proposition 8.2.20, let F be a presheaf of abelian groups
on Xe´t such that for every Y = S˜pa(A,A
+) ∈ B and every covering V of one of the following
forms:
(a) a simple Laurent covering, or
(b) a faithfully finite e´tale morphism;
we have
Hˇ0(Y,F ;V) = F(Y ), resp. Hˇ i(Y,F ;V) =
{
F(Y ) i = 0
0 i > 0.
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Then for every covering V of Y ∈ B by elements of B,
H0(Y,F) = Hˇ0(Y,F ;V) = F(Y ), resp. H i(Y,F) = Hˇ i(Y,F ;V) =
{
F(Y ) i = 0
0 i > 0.
In particular, on Y , F takes the same value as its sheafification.
Proof. As in the proof of Proposition 2.4.21, using Proposition 2.4.20 and Proposition 8.2.20
we may successively verify that:
• F(Y )→ Hˇ0(Y,F ;V) is injective;
• F(Y )→ Hˇ0(Y,F ;V) is bijective;
• in the second situation, V is universally Cˇech-acyclic (its pullback along any morphism
Y ′ → Y of elements of B is Cˇech-acyclic);
and then check the claims for H i(Y,F) by standard homological algebra.
For vector bundles on adic spaces, one has analogues of the theorems of Tate and Kiehl.
Recall that we cannot handle general coherent sheaves because rational localizations are in
general not flat. (We will return to this issue in a subsequent paper.)
Theorem 8.2.22. Let X = Spa(A,A+) be an adic affinoid space.
(a) For any finite projective A-module M , the presheaf M˜ with M˜(U) = M ⊗A OX(U) is
an acyclic sheaf for the adic topology and the finite e´tale topology.
(b) The categories of finite projective A-modules, finite locally free OX-modules, and finite
locally free OXfe´t-modules are equivalent.
(c) Suppose that Xe´t admits a stable basis B. Then for any finite projective A-module M ,
the presheaf M˜ on Xe´t defined as in (a) is an acyclic sheaf on B, meaning that for
Y ∈ B we have
H i(Y, M˜) =
{
M˜(Y ) i = 0
0 i > 0.
(d) Suppose that X is stably adic. Then the categories of finite projective A-modules and
finite locally free OXe´t-modules are equivalent.
Proof. To prove (a), note that the adic case follows from Theorem 2.4.23 and the finite
e´tale case follows from Lemma 8.2.17(a). To prove (b), note that the equivalence between
the first and second categories follows from Theorem 2.7.7, while the equivalence between
the first and third categories follows from faithfully flat descent for finite e´tale morphisms
(Theorem 1.3.4 and Theorem 1.3.5). Given (a), we may deduce (c) using Proposition 8.2.21.
Given (b), we may deduce (d) using Proposition 8.2.20.
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8.3 Perfectoid spaces
We next globalize the theory of perfectoid algebras to obtain perfectoid spaces, following
Scholze [112] (plus some minor modifications to avoid having to work over a perfectoid
field). We also introduce the related notions of preperfectoid spaces and relatively perfectoid
spaces, following Scholze–Weinstein [115].
Definition 8.3.1. A perfect uniform/perfectoid/preperfectoid/strongly preperfectoid/relatively
perfectoid affinoid space is a preadic affinoid space of the form S˜pa(A,A+) where (A,A+) is
a perfect uniform/perfectoid/preperfectoid/strongly preperfectoid/relatively perfectoid adic
Banach algebra. Any such space is in fact an adic affinoid space by Theorem 3.1.13 (in the
perfect case), Theorem 3.6.15 (in the perfectoid case), and Theorem 3.7.4 (in the remaining
cases).
A perfect/perfectoid/preperfectoid/strongly preperfectoid/relatively perfectoid space is a
preadic space covered by open subspaces which are perfect/perfectoid/preperfectoid/strongly
preperfectoid/relatively perfectoid affinoid spaces. Any such space is in fact an adic space,
and even a stably adic space: thanks to Theorem 3.6.14 and Theorem 3.6.21, the subspaces
which are themselves perfect/perfectoid/preperfectoid/strongly preperfectoid/relatively per-
fectoid form a basis for the e´tale topology.
Proposition 8.3.2. Let X = Spa(A,A+) be a perfect uniform or perfectoid affinoid space,
and equip A with the spectral norm.
(a) We have H0(X,O) = H0(Xe´t,O) = A.
(b) For i > 0, H i(X,O) = H i(Xe´t,O) = 0.
(c) For i > 0, the groups H i(X,O+X), H i(Xe´t,O+X) are annihilated by mA (i.e., they are
almost zero).
Proof. The first two assertions follow from Theorem 2.8.10, Theorem 2.4.23, and Theo-
rem 8.2.22. The third assertion follows from the first two assertions plus Remark 3.1.6 (in
the perfect uniform case) or Proposition 3.6.9 (in the perfectoid case).
Remark 8.3.3. By Proposition 3.1.16, any adic affinoid space which is also a perfect uniform
space is in fact a perfect uniform affinoid space. The corresponding statement for perfectoid
spaces is unknown; see Remark 3.6.27.
Definition 8.3.4. For X a perfect adic space, we may define sheaves of rings ∗X for
∗ = E˜ int, E˜ , R˜int,r, R˜int,+, R˜int, R˜bd,r, R˜bd,+, R˜bd, R˜[s,r], R˜r, R˜+, R˜,
by glueing together the presheaves defined in Definition 5.3.1, which are sheaves by Theo-
rem 5.3.3. We may also view these as presheaves on Xe´t; by Proposition 8.2.21, sheafifying
these presheaves does not change their values on any perfect adic affinoid space.
We globalize the perfectoid correspondence as follows.
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Theorem 8.3.5. There is an equivalence of categories between perfectoid adic spaces and
pairs (X, I) in which X is a perfect adic space and I is an ideal subsheaf of R˜int,+X which is
locally generated by a single element which is primitive of degree 1. (In the latter category,
morphisms have the form (Y,J ) → (X, I) where Y → X is a morphism of perfect uniform
adic spaces and J is isomorphic to the pullback of I.) This equivalence is compatible with
rational localizations, fibred products, and e´tale morphisms; moreover, corresponding spaces
are functorially homeomorphic.
Proof. This follows by combining Theorem 3.6.5, Theorem 3.6.14, and Theorem 3.6.21.
This recovers Scholze’s tilting correspondence from [112].
Corollary 8.3.6. Suppose that K is a perfectoid analytic field of characteristic 0, and let
K ′ be the corresponding perfect analytic field of characteristic p from Theorem 3.5.3 (i.e.,
the tilt of K in the sense of Scholze). Then there is a canonical equivalence of categories
between perfectoid adic spaces over K and perfect uniform adic spaces over K ′ which is com-
patible with fibred products. Moreover, corresponding spaces have homeomorphic underlying
topological spaces and isomorphic e´tale topoi.
8.4 E´tale local systems on adic spaces
We now wish to define and study e´tale local systems on adic spaces. For this, we must clarify
the distinction between e´tale local systems on the Zariski spectrum and the adic spectrum
of an adic Banach ring. We begin with a refinement of Lemma 2.4.17.
Lemma 8.4.1. Let (A,A+) be an adic Banach ring. Let Spec(A′)→ Spec(A) be a surjective
e´tale morphism of schemes. Then for any α ∈ M(A), there exists a rational localization
(A,A+)→ (B,B+) encircling α such that A′⊗AB splits as a direct sum of subrings, at least
one of which is faithfully finite e´tale over B.
Proof. By hypothesis, we can choose some prime ideal q of A′ above pα. The norm on κ(pα)
induced from H(α) then extends to κ(q) and thus defines a point β ∈ M(A′). By the Jaco-
bian criterion, we can write A′q as a complete intersection Apα[x1, . . . , xn]/(f1, . . . , fn) with
invertible Jacobian determinant J . We may then choose a rational localization (A,A+) →
(B,B+) encircling α so that f1, . . . , fn have coefficients in B and that J is invertible in
S[x1, . . . , xn]/(f1, . . . , fn).
This yields the desired result.
Lemma 8.4.2. Let (A,A+) be an adic Banach ring. Let V be an e´tale Qp-local system over
Spec(A). Then for any α ∈ M(A), there exists a rational localization (A,A+) → (B,B+)
encircling α such that V ×Spec(A) Spec(B) is an isogeny Zp-local system on Spec(B).
Proof. This follows by combining Lemma 1.4.8 with Lemma 8.4.1.
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Definition 8.4.3. Let X be a preadic space. For each covering of X by preadic affinoid
spaces Ui = S˜pa(Ai, A
+
i ), construct the categories of descent data for e´tale Zp-local systems
and etale Qp-local systems for the covering: that is, specify a local system Vi over Spec(Ai)
for each i, then cover each intersection Ui ∩Uj with preadic affinoid spaces S˜pa(Bk, B+k ) and
define isomorphisms of the restrictions of Vi and Vj to Bk satisfying the cocycle condition.
Then form the 2-limit (as in Remark 1.2.9) over all covering families; we call the resulting
categories the categories of e´tale Zp-local systems over X and e´tale Qp-local systems over X .
When X = Spa(A,A◦) for A an affinoid algebra over an analytic field, these categories are
equivalent to the corresponding categories defined by de Jong [33] in terms of e´tale covering
spaces.
Remark 8.4.4. Thanks to the local factorization of e´tale morphisms, one gets the same
categories of local systems if one takes coverings in the e´tale topology rather than the adic
topology.
Remark 8.4.5. The natural functor from e´tale Zp-local systems over Spec(A) to e´tale Zp-
local systems over S˜pa(A,A+) is an equivalence of categories, since Zp-local systems are
determined by finite e´tale algebras (Remark 1.4.3) and these glue over covering families of
rational localizations (Theorem 2.6.9). The corresponding statement for Qp-local systems is
false; see Remark 8.4.8.
We have the following variant of Lemma 8.4.2, with essentially the same proof.
Proposition 8.4.6. Let (A,A+) be an adic Banach ring. Let V be an e´tale Qp-local system
over S˜pa(A,A+). Then for any α ∈ M(A), there exists a rational localization (A,A+) →
(B,B+) encircling α such that the restriction of V to S˜pa(B,B+) is an isogeny Zp-local
system.
Proof. By Remark 1.4.7 and Lemma 8.2.17(a), given a preadic space X and an object T ∈
Zp-Loc(X), the functor taking a morphism Y → X to the pairs (T ′, ι) in which T ′ ∈
Zp-Loc(Y ) and ι : TY ⊗ Qp → T ′ ⊗ Qp is an isomorphism such that pmι ∈ Mor(TY , T ′),
pmι−1 ∈ Mor(T ′, TY ) is representable by a finite e´tale morphism Lm(T ) → X . By this
construction plus Theorem 1.2.8 and Lemma 2.4.17, we may find a rational localization
(A,A+)→ (B,B+) encircling α, a faithfully finite e´tale morphism (B,B+)→ (C,C+), and
a Zp-lattice in V over S˜pa(C,C
+) admitting a descent datum relative to S˜pa(B,B+). We
may thus invoke Lemma 1.4.8 to conclude.
Corollary 8.4.7. Let (A,A+) be an adic Banach ring. Then any e´tale Qp-local system over
S˜pa(A,A+) can be realized as a descent datum for isogeny Zp-local systems for some strong
covering family of rational localizations.
Proof. This is immediate from Proposition 8.4.6 and the compactness of M(A).
Remark 8.4.8. The natural functor from e´tale Qp-local systems over Spec(A) to e´tale Qp-
local systems over S˜pa(A,A+) is fully faithful, but it need not be essentially surjective even
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when A is a reduced affinoid algebra over an analytic field, as observed by de Jong. For
instance, suppose that A is an integral affinoid algebra over an analytic field. Then on
one hand Spec(A) is normal and noetherian, so Zp-ILoc(Spec(A)) = Qp-Loc(Spec(A)) by
Remark 1.4.9. On the other hand, e´tale Qp-local systems over Spa(A,A
+) correspond to
continuous representations of the e´tale fundamental group ofM(A) (as defined in [33, §2.6])
on finite-dimensional Qp-vector spaces, and such representations can fail to have compact
image. Typical examples arise from instances of p-adic uniformization, such as the Tate
uniformization of an elliptic curve of split multiplicative reduction; see Example 8.5.17.
More examples of this sort arise from Rapoport-Zink period morphisms; see [33, §7].
Remark 8.4.9. For any adic Banach ring (A,A+) and any isogeny Zp-local systems V1, V2
on Spec(A), any extension 0→ V1 → V → V2 → 0 in the category of e´tale Qp-local systems
on S˜pa(A,A+) descends to an extension of isogeny Zp-local systems on Spec(A). To see
this, start with identifications Vi = Ti ⊗Zp Qp for some e´tale Zp-local systems on Spec(A).
The extension 0 → V1 → V → V2 → 0 then corresponds e´tale locally on S˜pa(A,A+)
to a class in Ext(T2, T1) ⊗Zp Qp; by Corollary 8.4.7, we can find a strong covering family
{(A,A+) → (Bi, B+i )}i of rational localizations such that the extension corresponds to a
class xi in Ext(T2, T1) ⊗Zp Qp over Spec(Bi). Put Bij = Bi⊗̂ABj; then xi − xj vanishes as
an element of Ext(T2, T1)⊗Zp Qp over Spec(Bij). We may rescale T1 by a power of p first to
force each xi into Ext(T2, T1) over Spec(Bi), then to force xi − xj to vanish in Ext(T2, T1)
over Spec(Bij). The extensions then glue to define an extension of e´tale Zp-local systems on
S˜pa(A,A+). We may now invoke Remark 8.4.5 to conclude.
8.5 ϕ-modules and local systems
We now relate pure and e´tale ϕ-modules to e´tale local systems on perfectoid adic spaces.
Hypothesis 8.5.1. Throughout §8.5, let d be a positive integer. Write Qpd for the finite
unramified extension of Qp of degree d and Zpd for the valuation subring of Qpd.
We begin with the case of Zp-local systems.
Lemma 8.5.2. Let R be a perfect Banach algebra over Fp with spectral norm α. For any
c > 1, any positive integer d, and any x ∈ R, there exists y ∈ R with α(x− y + ypd) < c.
Proof. If α(x) ≤ 1, we may take y = 0. Otherwise, we may take y = −(xp−d + · · ·+ xp−md)
for any positive integer m which is large enough that α(x)p
−md
< c, as then x − y + ypd =
xp
−md
.
Theorem 8.5.3. For (R,R+) a perfect uniform adic Banach algebra over Fpd, the following
categories are equivalent.
(a) The category of e´tale Zpd-local systems over Spec(R) (or equivalently Spa(R,R
+)).
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(b) The category of e´tale Zpd-local systems over Spec(R0) (or equivalently Spa(R0, R
+
0 )) for
any complete subring R0 of R whose completed direct perfection is equal to R, taking
R+0 = R0 ∩ R+.
(c) The category of e´tale Zpd-local systems over Spec(A) (or equivalently Spa(A,A
+)) for
(A,A+) corresponding to (R,R+) as in Theorem 3.6.5.
(d) The category of ϕd-modules over E˜ intR .
(e) The category of ϕd-modules over R˜intR .
More precisely, the functor from (e) to (d) is base extension.
Proof. The equivalences between (a) and (b) and between (a) and (c) follow from Re-
mark 1.4.3 combined with Theorem 3.1.15 and Theorem 3.6.21, respectively. The equivalence
between (a) and (d) follows immediately from Proposition 3.2.7.
We next check that the base extension functor from (e) to (d) is fully faithful. As in
Remark 4.3.4, it suffices to check that for M a ϕd-module over R˜intR , any ϕd-stable element
v ∈ M ⊗R˜intR W (R) belongs to M . This claim may be checked locally on M(R), so we
may assume that M is free over R˜intR . By Proposition 7.3.6, we can choose an R-algebra S
which is a completed direct limit of faithfully finite e´tale R-subalgebras, in such a way that
M⊗R˜intR R˜intS admits a ϕd-invariant basis e1, . . . , en. If we write v =
∑
i xiei with xi ∈ W (S),
then xi ∈ W (S)ϕd =W (Sϕd), and the latter ring is contained in R˜intS by Remark 5.1.5. Since
W (R) ∩ R˜intS = R˜intR , it follows that v ∈ M as desired.
We finally check that the functor from (e) to (d) is essentially surjective. Let M be a
ϕd-module over W (R). By faithfully flat descent (Theorem 1.3.4 and Theorem 1.3.5), to
check that M arises by base extension from R˜intR , it suffices to do so after replacing R with
a faithfully finite e´tale extension. Since (a) and (d) are equivalent, we may reduce to the
case where M admits a basis e1, . . . , en on which ϕ
d acts via a matrix F for which F −1 has
entries in pW (R).
Let α be the spectral norm on R. We define matrices Fn, Gn for each positive integer
n such that F1 = F , G1 = 1, Fn − 1 has entries in pW (R), Gn has entries in R˜int,1R ,
λ(α)(Gn − 1) < 1, and Xn = p−n(Fn −Gn) has entries in W (R). Namely, given Fn and Gn,
apply Lemma 8.5.2 to construct a matrix Y n over R so that α(Xn − Y n + ϕd(Y n)) < pn/2.
Then put Un = 1+p
n[Y n] (the entries of [Y n] are Teichmu¨ller liftings of corresponding entries
of Y n), Fn+1 = U
−1
n Fnϕ
d(Un), Gn+1 = Gn + p
n[Xn − Y n + ϕd(Y n)]. The product U1U2 · · ·
converges to a matrix U so that U−1Fϕd(U) is equal to the p-adic limit of the Gn, which is
invertible over R˜int,rR for any r ∈ (0, 1). Consequently, the R˜intR -span of the vectors v1, . . . ,vn
defined by vj =
∑
i Uijei gives a ϕ
d-module N over R˜intR for which N ⊗R˜intR W (R) ∼= M .
Remark 8.5.4. In Theorem 8.5.3, the equivalence between e´tale Zp-local systems over R
and ϕ-modules over W (R) can also be interpreted as a form of nonabelian Artin-Schreier
theory, using Lang torsors. For example, see [100, Proposition 4.12] for a derivation of
ordinary Artin-Schreier theory in this framework.
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Thanks to Theorem 8.3.5, Theorem 8.5.3 immediately globalizes as follows.
Theorem 8.5.5. Let X be a perfectoid adic space over Qpd and let X
′ be the corresponding
perfect uniform adic space over Fpd. Then the following categories are equivalent.
(a) The category of e´tale Zpd-local systems over X.
(b) The category of e´tale Zpd-local systems over X
′.
(c) The category of e´tale Zpd-local systems over X
′
0 for any adic space X
′
0 whose inverse
perfection (i.e., its inverse limit along absolute Frobenius) is isomorphic to X ′.
(d) The category of ϕd-modules over E˜ intX′ .
(e) The category of ϕd-modules over R˜intX′.
We next consider isogeny Zp-local systems.
Theorem 8.5.6. For (R,R+) a perfect uniform adic Banach algebra over Fpd, the following
categories are equivalent.
(a) The category of isogeny Zpd-local systems over Spec(R) (or equivalently Spa(R,R
+)).
(b) The category of isogeny Zpd-local systems over Spec(R0) (or equivalently Spa(R0, R
+
0 )))
for any complete subring R0 of R whose completed direct perfection is equal to R, taking
R+0 = R0 ∩ R+.
(c) The category of isogeny Zpd-local systems over Spec(A) (or equivalently Spa(A,A
+))
for (A,A+) corresponding to (R,R+) as in Theorem 3.6.5.
(d) The category of globally e´tale ϕd-modules over E˜R.
(e) The category of globally e´tale ϕd-modules over R˜bdR .
(f) The category of globally e´tale ϕd-modules over R˜R.
More precisely, the functors from (e) to (d) and (f) are base extensions.
Proof. The equivalences between (a) and (b) and between (a) and (c) again follow from
Remark 1.4.3 combined with Theorem 3.1.15 and Theorem 3.6.21, respectively.
The functor from (a) to (e) is constructed as follows. Let V be an isogeny Zpd-local
system over Spec(R); we may write V = T ⊗Zp Qp for some Zpd-local system T on Spec(R).
The latter corresponds to a ϕd-module M0,R over R˜intR by Theorem 8.5.3. The assignment
V → M0,R ⊗R˜intR R˜bdR then defines a fully faithful functor by Corollary 5.2.4; by the same
reasoning, the resulting functors from (a) to (d) and from (a) to (f) are fully faithful.
To construct the functor from (e) back to (a), given a ϕd-module M over R˜bdR admitting
a locally free e´tale model M0, apply Theorem 8.5.3 to convert M0 into a Zpd-local system T
on Spec(R). The assignment M → T ⊗Zp Qp defines a quasi-inverse to the functor from (a)
to (e). By similar reasoning, the functors from (a) to (d) and from (a) to (f) are equivalences
of categories.
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Definition 8.5.7. For c, d ∈ Z with d > 0, define an isogeny (c, d)-Zp-local system on a
scheme X to be an isogeny Zpd-local system V on X equipped with a semilinear action of
the Frobenius automorphism τ of Qpd on sections, such that p
cτd acts as the identity. For
c′, d′ ∈ Z with d′ > 0 and c′/d′ = c/d, the categories of isogeny (c, d)-Zp-local systems and
isogeny (c′, d′)-Zp-local systems on any scheme are naturally equivalent: this reduces to the
case where c′ = ce, d′ = de for some positive integer e, in which case the claim is an easy
exercise using Hilbert’s Theorem 90. (See [12, The´ore`me 3.2.3] for a similar construction.)
We may similarly define e´tale (c, d)-Qp-local systems.
Theorem 8.5.8. For (R,R+) a perfect uniform adic Banach algebra over Fpd and c ∈ Z,
the following categories are equivalent.
(a) The category of isogeny (c, d)-Zp-local systems over Spec(R).
(b) The category of isogeny (c, d)-Zp-local systems over Spec(R0) for any subring R0 of R
whose completed direct perfection is equal to R.
(c) The category of isogeny (c, d)-Zp-local systems over Spec(A) for A = R˜int,1R /(z) for any
z ∈ W (R+) which is primitive of degree 1.
(d) The category of globally (c, d)-pure ϕ-modules over E˜R.
(e) The category of globally (c, d)-pure ϕ-modules over R˜bdR .
(f) The category of globally (c, d)-pure ϕ-modules over R˜R.
More precisely, the functors from (e) to (d) and (f) are base extensions.
Proof. This is immediate from Theorem 8.5.6.
We finally pass to Qp-local systems on adic spaces.
Definition 8.5.9. Let X be a perfect uniform adic space over Fp and let M be a ϕ-module
over one of E˜X , R˜bdX , R˜X . For x ∈ X , we say that M is (c, d)-pure at x if M is (c, d)-pure at
the rank 1 seminorm induced by x. We say M is (c, d)-pure if it is (c, d)-pure at each x ∈ X .
Similarly, we define the slope polygon of M at x by passing to the induced rank 1 seminorm;
this leads to corresponding definitions of the pure locus and e´tale locus of M . By definition,
these sets are pullback from subsets of the real quotient X when the latter is defined.
Remark 8.5.10. Let (R,R+) be a perfect uniform Banach algebra over Fp and put X =
Spa(R,R+). For ∗ = E˜ , R˜bd, R˜, there is a natural functor from ϕd-modules over ∗R to
ϕd-modules over ∗X ; we sometimes refer to the latter as local ϕd-modules over ∗R. These
functors are fully faithful by Theorem 5.3.3. The functors for E˜ and R˜bd are not equivalences
of categories (see Example 8.5.17), but the functor for R˜ is an equivalence of categories by
Corollary 6.3.13. In any case, thanks to the local nature of the pure and e´tale conditions,
one sees easily that a ϕd-module over ∗R is pure or e´tale if and only if the corresponding
ϕd-module over ∗X has this property.
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Lemma 8.5.11. Let X be a perfect uniform adic space over Fpd and let M be a ϕ
d-module
over R˜X . Then the pure locus and the e´tale locus of R˜X are open and partially proper. In
particular, by Lemma 8.2.12, if X is taut, then so are the pure locus and the e´tale locus.
Proof. This is immediate from Corollary 7.3.8.
Theorem 8.5.12. Let X be a perfectoid adic space over Qpd and let X
′ be the corresponding
perfect uniform adic space over Fpd. Then the following categories are equivalent.
(a) The category of e´tale (c, d)-Qp-local systems over X.
(b) The category of e´tale (c, d)-Qp-local systems over X
′.
(c) The category of e´tale (c, d)-Qp-local systems over X
′
0 for any adic space X
′
0 whose
inverse perfection is isomorphic to X ′.
(d) The category of (c, d)-pure ϕ-modules over E˜X′.
(e) The category of (c, d)-pure ϕ-modules over R˜bdX′.
(f) The category of (c, d)-pure ϕ-modules over R˜X′.
Proof. This is immediate from Theorem 8.3.5 and Theorem 8.5.8.
Corollary 8.5.13. Let X be a perfect uniform adic space over Fpd. Then a ϕ
d-module over
E˜X , R˜bdX , R˜X is pure of slope s at some x ∈ X if and only if it is (c′, d′)-pure at x for every
(not just one) pair c′, d′ of integers for which d′ is a positive multiple of d and c′/d′ = s.
Proof. This follows from Theorem 8.5.8 plus the corresponding equivalence on the side of
local systems (Definition 8.5.7).
Corollary 8.5.14. Let M be a ϕd-module over E˜R, R˜bdR , or R˜R. If M is pointwise pure,
then M is pure.
Proof. Over R˜R this is immediate from Corollary 7.3.9, so from now on we assume that M
is a ϕd-module over E˜R (resp. R˜bdR ). Choose β ∈ M(R), put n = rank(M,β), and choose
c′, d′ ∈ Z with d′ a positive multiple of d and c′/d′ = µ(M,β). Put Mβ = M ⊗E˜R E˜H(β) (resp.
Mβ = M ⊗R˜bdR R˜bdH(β)).
Suppose first that Mβ admits a cyclic vector, i.e., an element e such that (p
c′ϕd
′
)i(e) for
i = 0, . . . , n− 1 are linearly independent. Then any element of Mβ sufficiently close to e for
the weak topology (resp. the LF topology) is also a cyclic vector, so we may choose e ∈MS
for R→ S a rational localization encircling β andMS = M⊗E˜R E˜S (resp.MS = M⊗R˜bdR R˜bdS ).
For a suitable choice of S, (pc
′
ϕd
′
)i(e) for i = 0, . . . , n− 1 form a basis of MS. For such S,
the W (S)-submodule (resp. R˜intS -submodule) of M spanned by this basis forms a free pure
model by [83, Lemma 5.2.4].
To handle the general case, write R as a Banach algebra over a perfect analytic field
L. Choose x ∈ L× of norm less than 1. Let e1, . . . , en be a basis of Mβ . Then for some
r1, . . . , rn ∈ Z[p−1], [x]r1e1+ · · ·+ [x]rnen is a cyclic vector of Mβ, so the previous paragraph
shows that M is pure.
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Corollary 8.5.15. Let (R,R+) → (S, S+) be a bounded homomorphism of perfect uniform
adic Banach algebras over Fpd for which Spa(S, S
+) → Spa(R,R+) is surjective. Let M be
a local ϕd-module over E˜R (resp. R˜bdR , R˜R). Then M is pure if and only if M ⊗E˜R E˜S (resp.
M ⊗R˜bdR R˜
bd
S , M ⊗R˜R R˜S) is pure.
Proof. By Corollary 4.2.14, M is pointwise pure. By Corollary 8.5.14, M is pure.
Corollary 8.5.16. Let Y → X be a surjective morphism of perfectoid adic spaces. Let M
be a ϕd-module over R˜X . Then M is pure (resp. e´tale) if and only if the pullback of M to
R˜Y is pure (resp. e´tale).
Here are some examples to illustrate the difference between ϕ-modules and local ϕ-
modules, and between globally e´tale and e´tale ϕ-modules.
Example 8.5.17. Put K = Fp((q)) for an arbitrary normalization |q| = ω < 1 of the q-adic
norm, and define the strictly affinoid algebras
B = K{ω2/T, T, U/ω−2}/(U(T − q)− 1), B1 = K{ω2/T, T/ω2}, B2 = K{1/T, T}.
over K. In words, Spa(B,B◦) is the annulus ω2 ≤ |T | ≤ 1 minus the open disc |T −
q| < ω2, and Spa(B1, B◦1) and Spa(B2, B◦2) are the boundary circles |T | = ω2 and |T | = 1,
respectively, within Spa(B,B◦). Let σq : B2 → B1 be the substitution T 7→ q2T . If we
quotient Spa(B,B◦) by the identification Spa(B2, B
◦
2)
∼= σ∗q Spa(B1, B◦1), we obtain a strictly
affinoid subspace Spa(A,A◦) of the Tate curve over X for the parameter q2. The latter is
the analytification of a smooth projective curve over K of genus 1; see for instance [120,
Theorem V.3.1] for explicit equations.
We may construct an e´tale Qp-local system V on Spa(A,A
◦) as follows. Let V˜ be the
trivial Qp-local system on Spa(B,B
◦), equipped with the distinguished generator 1. Let
V˜1, V˜2 be the restrictions of V˜ to Spa(B1, B
◦
1), Spa(B2, B
◦
2), respectively. To specify V , it
suffices to specify an isomorphism V˜1 ∼= σ∗q V˜2; we choose the isomorphism matching 1 ∈ V˜1
with p ∈ σ∗q V˜2.
Let R, S, S1, S2 be the completed perfections of A,B,B1, B2, respectively. We claim that
V cannot correspond to an e´tale ϕ-module M over E˜R (or over the subring R˜bdR thereof). To
check this, suppose the contrary, and choose any nonzero element v ∈ M . The pullback of
M to E˜S can be identified with the trivial ϕ-module E˜S itself, and v must correspond to an
element x ∈ E˜S. Let x1, x2 be the images of x in E˜S1, E˜S2, respectively. We must then have
x2 = pσq(x1) ∈ E˜S2 =W (S2)[p−1].
However, this is impossible: the maps S → S1, S2 are injective, so an element of W (S)[p−1]
which maps to W (S1) or W (S2) must itself belong to W (S). Thus if x ∈ pmW (S) for some
m ∈ Z, then also x ∈ pm+1W (S), which cannot hold for all m if x 6= 0.
By contrast, by Theorem 8.5.12, V does correspond to an e´tale ϕ-module over R˜R, and
to e´tale ϕ-modules over E˜X and R˜bdX . By the previous paragraph, however, the latter do
not descend to e´tale ϕ-modules over E˜R or R˜bdR ; in particular, we obtain an obstruction to
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glueing finite projective modules over these rings as indicated in Remark 5.3.7. This lack of
descent in turn provides an example of an e´tale ϕ-module over R˜R which does not admit a
(not necessarily finite locally free) e´tale model.
Example 8.5.18. Let K be an algebraically closed analytic field of characteristic p 6= 2.
Let R be the completed perfection of K{X, Y }/(y2− (x2−1)2). Put X = Spa(R,R◦). Then
X admits a e´tale cover consisting of a doubly infinite chain of copies of Spa(K{X}, K{X}◦);
as in Example 8.5.17, this gives rise to an e´tale Qp-local system V on X which is not an
isogeny Zp-local system. By Theorems 8.5.8 and 8.5.12, V corresponds to e´tale ϕ-modules
over E˜X , E˜bdX , R˜X which are not globally e´tale.
Remark 8.5.19. If A is a connected affinoid algebra over an analytic field K, then an e´tale
fundamental group ofM(A) has been defined by de Jong [33]; its continuous representations
on finite-dimensional Qp-vector spaces correspond precisely to e´tale Qp-local systems on
Spa(A,A◦) in our sense [33, Lemma 2.6]. It should be possible to show using Theorem 3.3.7(c)
and Theorem 3.6.21 that M(A) and M(R˜int,1R /(z)) have the same e´tale fundamental group;
the only serious issue is that R˜int,1R /(z) need not be an affinoid algebra over an analytic
field, so some work is needed to define the e´tale fundamental group and check some basic
properties.
8.6 A bit of cohomology
We next relate the cohomology of Zp-local systems and isogeny Zp-local systems with ϕ-
modules; again, this comes down to nonabelian Artin-Schreier-Witt theory. The corre-
sponding statements for adic spaces require additional work even to assert what is meant by
e´tale cohomology; this work is carried out in the next section.
Hypothesis 8.6.1. Throughout §8.6, retain Hypothesis 8.5.1, and in addition let R be a
perfect uniform Banach algebra over Fpd.
Theorem 8.6.2. Let T be an e´tale Zpd-local system on Spec(R). Let M be the ϕ
d-module
over R˜intR or W (R) corresponding to T via Theorem 8.5.3. Then there are natural (in T and
R) bijections H ie´t(X, T )
∼= H iϕd(M) for all i ≥ 0.
Proof. Suppose first that M is defined over W (R). For each positive integer n, view T/pnT
as a locally constant e´tale sheaf on Spec(R), and let M˜n be the e´tale sheaf on Spec(R)
corresponding to the quasicoherent sheaf on Spec(W (R)/(pn)) with global sections M/pnM .
We then have an exact sequence
0→ T/pnT → M˜n ϕ
d−1→ M˜n → 0,
where exactness at the right is given by Theorem 8.5.3 (or more directly by Proposition 7.3.6).
We see by induction on n that M˜n is acyclic: it is enough to check that ker(M˜n → M˜n−1) is
acyclic, which it is because it arises from a quasicoherent sheaf on an affine scheme. Taking
the long exact sequence in cohomology thus yields the desired result.
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Suppose next that M is defined over R˜intR ; by the previous paragraph, we need only check
the cases i = 0, 1. For these, interpret H iϕd(M) as an extension group as in Definition 1.5.4,
then note that any extension of two ϕd-modules is again a ϕd-module. By Theorem 8.5.3,
the 0th and 1st extension groups do not change upon base extension to W (R); we may thus
deduce the claim from the previous paragraph.
Lemma 8.6.3. Let 0 → M1 → M → M2 → 0 be a short exact sequence of ϕ-modules over
R˜R. If any two of M,M1,M2 are (c, d)-pure, then so is the third.
Proof. By Corollary 7.3.9, it suffices to treat the case that R = L is an analytic field. In this
case, the lemma follows immediately from Theorem 4.2.12.
We have a similar result for Qp-local systems. Note that this result can also be formulated
in terms of ϕ-bundles using Proposition 6.3.19.
Theorem 8.6.4. Suppose that R is an Fpd-algebra for a positive integer d. Let E be an
isogeny Zpd-local system on Spec(R). Let M be the globally e´tale ϕ
d-module over R˜bdR , E˜R,
or R˜R corresponding to E via Theorem 8.5.6. Then there are natural (in E and R) bijections
H ie´t(X,E)
∼= H iϕd(M) for all i ≥ 0.
Proof. We first treat the case over R˜bdR , the case over E˜R being similar. Let T be an e´tale Zpd-
local system on X for which E = T⊗ZpQp. LetM0 be the ϕd-module over R˜intR corresponding
to T . By Theorem 8.6.2, we have natural (in T and A) bijections H ie´t(X, T )
∼= H iϕd(M0) for
all i ≥ 0. By definition, we may identify H ie´t(X,E) with H ie´t(X, T )⊗ZpQp; in particular, it is
zero for i > 1. On the other hand, for i = 0, 1, we may identify H iϕd(M) with H
i
ϕd(M0)⊗ZpQp
by identifying M with M0 ⊗Zp Qp = ∪∞n=0p−nM0 and noting that the computation of H iϕd
commutes with direct limits. This proves the claim in this case.
We next treat the case over R˜R. Put M1 =M0 ⊗Zp Qp, so that we may identify M with
M1 ⊗R˜bdR R˜R. It follows from Theorem 8.5.6 that the natural map H
0
ϕd(M1) → H0ϕd(M) is
bijective; hence H0ϕd(M) is naturally isomorphic to H
0
e´t(X,E). Recall that by Remark 8.4.9,
the extension of two isogeny Zpd-local systems on Spec(R) in the category of e´tale Qpd-local
systems on Spa(R,R+) descends to an extension of isogeny Zpd-local systems on Spec(R).
That is, we may compute H1e´t(X,E) as an extension group in the category of e´tale local
systems over Spa(R,R+). We then obtain an isomorphism between this group and H1
ϕd
(M)
by applying Theorem 6.2.9 and noting that any extension of e´tale ϕd-modules over R˜R is
again e´tale by Lemma 8.6.3.
Remark 8.6.5. One can formulate an analogue of Theorem 8.6.4 for isogeny (c, d)-local
systems comparing a suitably modified e´tale cohomology to H1
pcϕd
of the corresponding ϕ-
module. As this statement is a formal consequence of the one given, and we have no particular
use for it, we omit further details.
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8.7 The relative Fargues-Fontaine curve
We have already seen (Theorem 6.3.12) that for R a perfect Banach algebra over Fp, the ϕ-
modules over R˜R can be described in terms of a vector bundle on a certain scheme Proj(P ),
which in the case of an analytic field is a Fargues-Fontaine curve. In order to globalize this
construction, we must replace the scheme with what amounts to an analytification thereof,
although the latter construction does not come equipped with a universal property like the
one for analytification of schemes of finite type over a field [62, Expose´ XII].
Hypothesis 8.7.1. Throughout §8.7, fix a positive integer a and put q = pa. Let (A,A+) be
a perfectoid adic Banach algebra over Qp and let (R,R
+) be the perfect uniform adic Banach
algebra over Fp associated to (A,A
+) via the perfectoid correspondence (Theorem 3.6.5). Let
X be a perfectoid adic space over Qp and let X
′ be the corresponding perfect uniform adic
space over Fp associated to X via the global perfectoid correspondence (Theorem 8.3.5).
Remark 8.7.2. Since (R,R+) arises from (A,A+) via the perfectoid correspondence, there
exists z ∈ W (R+) which is primitive of degree 1 and generates the kernel of θ : W (R+)→ A+.
Definition 8.7.3. For 0 < s ≤ r, the ring R˜[s,r]R is a relatively perfectoid Banach ring by
Theorem 5.3.9. We promote it to an adic Banach ring as in Definition 5.3.10.
Definition 8.7.4. Define the space
UR =
⋃
0<s<r
Spa(R˜[s,r]R , R˜[s,r],+R )
whose maximal Hausdorff quotient is the space TR considered in Proposition 5.4.6. By
Theorem 5.3.9, UR is a relatively perfectoid space. By Proposition 5.4.6, ϕ
a∗ acts properly
discontinuously on UR, so we may form the orbit space FFR which again is a relatively
perfectoid space.
Using Lemma 5.3.11, we may glue to obtain a relatively perfectoid space FFX′ with the
property that for X ′ = Spa(R,R+), we have a natural isomorphism FFX′ ∼= FFR. We also
have a natural map |FFX′ | → |X ′| of topological spaces. However, this map cannot arise
from a morphism of adic spaces due to the mismatch in characteristics.
We will use the notation FFA to denote the space FFR additionally equipped with the
morphism Spa(A,A+) → FFR induced by the map θ : R˜[1,1]R → A (see Lemma 5.5.5). We
again glue to obtain a space FFX which is naturally isomorphic to FFX′ but additionally is
equipped with a distinguished morphism X → FFX . The induced map |X| → |FFX | is a
continuous section of the projection map |FFX | ∼= |FFX′ | → |X ′| ∼= |X|. However, despite
there no longer being a mismatch of characteristics, the map |FFX | → |X| is still not induced
by a morphism FFX → X of adic spaces.
Definition 8.7.5. Define the graded ring PR as in Definition 6.3.1. The natural morphism
PR → R˜[s,r]R then defines a morphism UR → Proj(PR) of locally ringed spaces, which factors
through a morphism FFR → Proj(PR). For n ∈ Z, we define the line bundle O(n) on FFR
by pulling back the line bundle O(n) on Proj(PR) defined in Remark 6.3.16.
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Remark 8.7.6. Let L be a perfect analytic field of characteristic p over which R is a Banach
algebra. (For example, with notation as in Remark 8.7.2, we may take L to be the completed
perfect closure of Fp((z)).) By Proposition 6.2.4 there exist nonzero homogeneous elements
f1, f2 ∈ PL,+ which generate the unit ideal in R˜L, and hence also in R˜R. (In fact, one can
even take f1, f2 ∈ PL,1.) This has the following further consequences.
(a) For any positive integers m,n such that fm1 and f
n
2 have the same degree d, if we write
PR,(d) = ⊕∞h=0PR,hd, then the scheme Proj(PR/(fm1 )) is isomorphic to
Spec(PR,(d)[f
−n
2 ]0/(f
m
1 f
−n
2 )),
and hence is affine.
(b) By Lemma 6.3.7, Proj(PR) is covered by the two open affine subsets D+(f1), D+(f2).
Since Proj(PR) is separated, we may use Cˇech cohomology for this covering to compute
sheaf cohomology for quasicoherent sheaves [58, Proposition 1.4.1], so the cohomology
of any quasicoherent sheaf on Proj(PR) vanishes in degree greater than 1.
See Remark 8.9.5 for a related observation.
The morphism FFR → Proj(PR) leads to a GAGA-style extension of Theorem 6.3.12.
Theorem 8.7.7. Pullback along the morphism FFR → Proj(PR) of locally ringed spaces
defines an equivalence of categories between vector bundles on Proj(PR) and on FFR. Con-
sequently, by Theorem 6.3.12, the latter is equivalent to the category of ϕa-modules over R˜R
(which is independent of R+).
Proof. By Theorem 8.2.22, pulling back along the functor UR → FFR defines an equivalence
of categories between vector bundles on FFR and ϕ-bundles on R˜R. Since the latter category
is equivalent to the category of vector bundles on Proj(PR) by Theorem 6.3.12, we deduce
the desired result.
This result immediately globalizes as follows.
Theorem 8.7.8. The category of vector bundles on FFX is functorially equivalent to the
category of ϕa-modules over R˜X .
Corollary 8.7.9. For n ∈ Z, we have
H0(Proj(PR),O(n)) = H0(FFR,O(n)) =
{
PR,n n ≥ 0
0 n < 0.
Corollary 8.7.10. Fix a morphism X → Spa(Qpa ,Zpa). Then the category of e´tale Qpa-
local systems on X is functorially equivalent to the category of vector bundles on FFX which
are pointwise semistable of degree 0, i.e., whose restriction to FFH(x) is semistable of degree
0 for any x ∈ X.
178
Proof. This is immediate from Remark 4.2.18, Theorem 8.5.12, and Theorem 8.7.8.
We will also need some higher-rank vector bundles on FFR.
Definition 8.7.11. Write P
(a)
R,n, P
(a)
R , U
(a)
R ,FF
(a)
R ,FF
(a)
X instead of PR,n, PR, UR,FFR,FFX to
record the dependence on the positive integer a. Then for any positive integer d, we have
P
(d)
R,n ⊆ P (ad)R,nd as subsets of R˜R. We thus get a morphism P (d)R → P (ad)R of graded rings
and hence a morphism Proj(P
(ad)
R )→ Proj(P (a)R ) of schemes. This morphism is finite e´tale of
degree d: it is the quotient by the automorphism induced by ϕa. Similarly, the corresponding
morphism U
(ad)
R → U (a)R is an isomorphism, so the induced morphism FF(ad)R → FF(a)R is finite
e´tale of degree d and is the quotient by the action of ϕa∗.
For n, d ∈ Z with gcd(n, d) = 1 and d > 0, let O(n, d) be the vector bundle of rank d on
FF
(a)
R obtained by pushing forward the bundle O(n) on FF(ad)R .
Corollary 8.7.12. For R = L an algebraically closed analytic field, every vector bundle on
either Proj(PR) or FFR is (nonuniquely) isomorphic to a direct sum ⊕iO(ni, si) for some
ni, si ∈ Z with gcd(ni, si) = 1 and si > 0.
Proof. Immediate from Theorem 8.7.7 and Proposition 4.2.16.
Continuing in the GAGA vein, we have the following comparison result. We will later
add e´tale cohomology once we make sense of it in §9.
Theorem 8.7.13. Let M be a ϕa-module over R˜R corresponding to the vector bundle V on
FFR via Theorem 8.7.8. Then there are natural (in M and R) isomorphisms H
i
ϕa(M)
∼=
H i(Proj(PR), V ) ∼= H i(FFR, V ) for i ≥ 0.
Proof. For Z a scheme which is quasicompact and semiseparated (i.e., Z is covered by finitely
many open affine subschemes, any two of which have affine intersection), the category of
quasicoherent sheaves on Z has enough injectives, and the resulting derived functors agree
with sheaf cohomology as defined using the full category of sheaves of abelian groups [124,
Proposition B.8]. These results apply to Proj(PR) because this scheme is quasicompact (by
Lemma 6.3.7) and separated.
By the previous paragraph plus [75, Theorem IV.9.1], we may identify the sheaf cohomol-
ogy groups H i(Proj(PR), V ) with the Yoneda extension groups Ext
i(O, V ) in the category
of quasicoherent sheaves. For i = 0, 1, this computation involves only quasicoherent finite
locally free sheaves, so we may apply Theorem 6.3.12 to obtain the desired isomorphisms.
For i ≥ 2, H i(Proj(PR), V ) = 0 by Remark 8.7.6(b) while H iϕa(M) = 0 by definition, so we
again obtain an isomorphism.
Similarly, thanks to Theorem 5.3.9 we may compute H i(FFR, V ) using Cˇech cohomology
for the covering of FFR by Spa(R˜[rq
−1/2,r]
R , R˜[rq
−1/2,r],+
R ) and Spa(R˜[rq
−1,rq−1/2]
R , R˜[rq
−1,rq−1/2],+
R )
for any fixed r > 0. This immediately yields H i(FFR, V ) = 0 for i ≥ 2, and again the
comparison for i = 0, 1 follows by comparing Yoneda extension groups using Theorem 6.3.12
and Theorem 8.7.8.
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Corollary 8.7.14. Let V be a quasicoherent finite locally free sheaf on Proj(PR). Then
there exists N ∈ Z such that for all n ≥ N , H0(Proj(PR), V (n)) generates V (n) and
H1(Proj(PR), V (n)) = H
1(FFR, V (n)) = 0.
Proof. This follows from Theorem 8.7.13 plus Propositions 6.2.4 and 6.2.2.
We next consider the compatibility of the functor FF with e´tale morphisms.
Lemma 8.7.15. For Y → X a morphism of perfectoid adic spaces which is e´tale (resp.
finite e´tale, faithfully finite e´tale), the induced morphism FFY → FFX is also e´tale (resp.
finite e´tale, faithfully finite e´tale).
Proof. By the perfectoid correspondence, the morphism Y ′ → X ′ in characteristic p is also
e´tale (resp. finite e´tale, faithfully finite e´tale). By Proposition 5.5.4, if Y ′ → X ′ is finite e´tale
then so is FFY → FFX ; the other cases follow immediately.
Remark 8.7.16. Lemma 8.7.15 provides a promotion of the morphism FFX → X of topo-
logical spaces to a morphism of e´tale topoi. This morphism behaves in many ways like a
circle bundle; see Remark 5.4.7.
8.8 Ampleness on relative curves
We now make a more detailed study of positivity of vector bundles on relative Fargues-
Fontaine curves; the analogy with vector bundles on projective curves turns out to be rather
fruitful. Throughout §8.8, continue to retain Hypothesis 8.7.1.
Definition 8.8.1. Throughout §8.8, take L, f1, f2 as in Remark 8.7.6; we can and will
assume that f1, f2 ∈ PL,1. Let Z1 be the zero locus of f1 and put U1 = Proj(PR) \ Z1; by
Remark 8.7.6, both Z1 and U1 are affine schemes.
Definition 8.8.2. A vector bundle F on Proj(PR) is globally ample if for every quasicoherent
sheaf of finite type G on Proj(PR), there exists n0 ∈ Z such that F⊗n ⊗ G is generated by
global sections for all n ≥ n0. By Corollary 8.8.5 below, it will suffice to check the condition
for G = O(e) for all e ∈ Z.
We say that F is ample if there exists a strong rational covering {(R,R+) → (Ri, R+i )}
such that the pullback of F to Proj(PRi) is globally ample for each i.
Lemma 8.8.3. Let F be a vector bundle on Proj(PR) and let m be a positive integer. Then
F is (globally) ample if and only if F⊗m is (globally) ample.
Proof. It is evident that if F is globally ample, then so is F⊗m. On the other hand, if F⊗m
is globally ample, then for any given G, there exists n0 ∈ Z such that for n ≥ n0, each
of the bundles (F⊗m)⊗n ⊗ (F⊗i ⊗ G) for i = 0, . . . , m − 1 is generated by global sections.
Consequently, F⊗n ⊗ G is generated by global sections for n ≥ mn0, so F is globally ample.
The ample case is similar.
Lemma 8.8.4. The vector bundles O(e) on Proj(PR) are globally ample for all e > 0.
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Proof. Let G be a quasicoherent sheaf of finite type on Proj(PR). Since U1 = Spec(PR[f−11 ]0)
is affine, H0(U1,G) is a finitely generated PR[f−11 ]0-module (see Remark 1.1.5), and so G(md)
is generated by global sections for any sufficiently large m. By Lemma 8.8.3, this proves the
claim.
Corollary 8.8.5. Any quasicoherent sheaf of finite type on Proj(PR) is a quotient of a vector
bundle of the form ⊕mi=1O(ei) for some m ≥ 0 and e1, . . . , em ∈ Z.
We have the following variant of the cohomological criterion for ampleness for projective
schemes [68, Proposition III.5.3].
Proposition 8.8.6. For F a vector bundle on Proj(PR), the following conditions are equiv-
alent.
(a) The vector bundle F is globally ample.
(b) For every quasicoherent sheaf of finite type G on Proj(PR), there exists n0 ∈ Z such
that for all n ≥ n0, H1(Proj(PR),F⊗n ⊗ G) = 0.
(c) For each e ∈ Z, there exists n0 ∈ Z such that for all n ≥ n0, H1(Proj(PR),F⊗n(e)) = 0.
Proof. We first observe that (b) and (c) are equivalent. Indeed, (b) trivially implies (c),
whereas (c) implies (b) by Corollary 8.8.5 and Remark 8.7.6(b).
We next check that (a) implies (c). By Lemma 8.8.4, there exists e′ > 0 such that
H1(Proj(PR),O(e′)) = 0. (In fact we may take e′ = 1 by Proposition 6.2.2, but this is not
crucial here.) Given (a), we may choose n0 so that for n ≥ n0, F⊗n(e− e′) is generated by
global sections; then for each such n, there exists a surjective homomorphism O(e′)⊕m →
F⊗n(e) for some m (depending on e). By Remark 8.7.6(b), the long exact sequence in
cohomology yields H1(Proj(PR),F⊗n(e)) = 0. Hence (a) implies (b).
We finally check that (b) implies (a). Fix e ∈ Z. For any n ∈ Z, we have an exact
sequence
H0(Proj(PR),F⊗n(e))→ H0(Z1,F⊗n(e))→ H1(Proj(PR),F⊗n(e− 1)).
By Remark 1.1.5, H0(Z1,F⊗n(e)) is a finitely generated module over the coordinate ring
of Z1. Choose n sufficiently large so that H
1(Proj(PR),F⊗n(e − 1)) = 0; there then exist
finitely many sections s1, . . . , sm ∈ H0(Proj(PR),F⊗n(e)) which generate the restriction of
F⊗n(e) to Z1.
Let G be the subsheaf of F⊗n(e) generated by s1, . . . , sm. Let Z ′ be the support of
F⊗n(e)/G; it is disjoint from Z1 and hence is a closed subscheme of U1. Since U1 is affine,
so then is Z ′. Put U ′ = Proj(PR) \ Z ′, which is open in Proj(PR) but not necessarily affine.
Since F⊗n(e)/G is finitely presented, Z ′ can also be realized as the support of a finitely
generated ideal sheaf I (e.g., using Fitting ideals). For n′ sufficiently large, we have
H1(Proj(PR),F⊗(n+n′)(e)⊗ I) = H1(Proj(PR),F⊗n′ ⊗ (F⊗n(e)⊗ I)) = 0
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and hence another exact sequence
H0(Proj(PR),F⊗(n+n′)(e))→ H0(Z ′,F⊗n+n′(e)⊗ (O/I))→ 0.
Since Z ′ is affine, by Remark 1.1.5 F⊗(n+n′)(e)⊗ (O/I) corresponds to a finitely generated
module over the coordinate ring of Z ′. Consequently, for n′ sufficiently large, there exist
finitely many global sections of F⊗(n+n′)(e) which generate the restriction of F⊗(n+n′)(e) to
Z ′.
In case e = 0, we also know that for n′ divisible by n, the restriction of F⊗(n+n′) to U ′
is also generated by finitely many global sections (namely the (n′/n + 1)-fold products of
s1, . . . , sm). Consequently, for all n
′ sufficiently large and divisible by n, F⊗(n+n′) is generated
by finitely many global sections.
For general e, for n′ sufficiently large and divisible by n, the restrictions of F⊗n(e) and
F⊗n′ to U ′ are both generated by finitely many global sections (the latter thanks to the
previous paragraph). For such n′, F⊗(n+n′)(e) is generated by finitely many global sections,
so F⊗n is globally ample; by Lemma 8.8.3, F is also globally ample.
Corollary 8.8.7. Let F be a globally e´tale vector bundle on Proj(PR). Then for any positive
integer n, H1(Proj(PR),F(n)) = 0 and F(n) is globally ample.
Proof. The equality H1(Proj(PR),F(n)) = 0 is immediate from Proposition 6.2.2. Given
this equality (for all F and n), we may check criterion (c) of Proposition 8.8.6 to deduce
that F(n) is globally ample.
Lemma 8.8.8. Let F be a globally ample line bundle on Proj(PR). Then for any s ∈
H0(Proj(PR),F), the open subscheme Us of Proj(PR) on which s generates F is affine.
Proof. Since Proj(PR) is quasicompact and quasiseparated by Remark 8.7.6, so then is
Us. By the cohomological criterion for affinity [121, Tag 01XG], it suffices to check that
H1(Us,G) = 0 where G is an arbitrary quasicoherent sheaf of finite type on Us. Let
j : Us → Proj(PR) be the canonical inclusion, so that H1(Us,G) = H1(Proj(PR), j∗G). We
may then write j∗G as the direct limit of H ⊗ F⊗d as d → ∞ for some quasicoherent sheaf
of finite type H on Proj(PR). Since cohomology commutes with direct limits, we deduce the
claim from Proposition 8.8.6.
Corollary 8.8.9. Let F be a globally ample line bundle on Proj(PR). There is then a natural
isomorphism
Proj(PR) ∼= Proj(PF), PF =
∞⊕
n=0
H0(Proj(PR),F⊗n).
We next establish a pointwise interpretation of ampleness.
Definition 8.8.10. Let F be a vector bundle on Proj(PR). Let M be the ϕa-module over
R˜R corresponding to F via Theorem 6.3.12. We define the slope polygon of F as a function
on M(R) (and on Spa(R,R+) by retraction) as the fiberwise Harder-Narasimhan polygon;
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this agrees with the slope polygon ofM thanks to Remark 4.2.18. We say that F is pointwise
ample at β ∈M(R) if the slopes of F at β are everywhere positive; by Theorem 7.4.5, this
is an open condition on M(R). If this condition holds for all β, we say that F is pointwise
ample.
Lemma 8.8.11. For any pointwise ample vector bundle F on Proj(PR) and any vector
bundle G on Proj(PR), there exists n0 ∈ Z such that F⊗n ⊗ G is pointwise ample for all
n ≥ n0.
Proof. We first observe that this is true if R = L is an analytic field. Namely, if the slopes
of F are µ1, . . . , µm and the slopes of G are ν1, . . . , νl, then for n > 0 each slope of F⊗n ⊗ G
is equal to some νi plus an n-fold sum of the µj. If F is pointwise ample, then µ1, . . . , µm
are positive, so for n large enough the slopes of F⊗n ⊗ G are all positive.
To extend this argument to the general case, it suffices to note that on one hand, by
Proposition 7.4.6 the slopes of F and G are bounded below; on the other hand, the slopes
of F are limited to a discrete subset of Q, and hence bounded away from 0.
Lemma 8.8.12. Suppose that R = L is an analytic field. Let F be an ample vector bundle
on Proj(PR).
(a) We have H1(Proj(PR),F) = 0.
(b) The bundle F is generated by H0(Proj(PR),F).
Proof. Let M be the ϕa-module over R˜R associated to F via Theorem 6.3.12. To prove (a),
by Theorem 4.2.13 we may reduce to the case where M is pure of some slope s > 0. By
Theorem 8.7.13, we must check that H1ϕa(M) = 0. There is no harm in enlarging a, so we
may assume that as ∈ Z; this case follows from Corollary 8.8.7.
To prove (b), by (a) and Theorem 4.2.13 we may again reduce to the case where M is
pure of some slope s > 0. By Theorem 8.7.13, we must check that H0ϕa(M) generates M .
There is no harm in enlarging a, so we may assume that as ∈ Z; this case follows from
Proposition 6.2.4.
To relate ampleness to pointwise ampleness, we use a de´vissage argument in the style of
[96].
Lemma 8.8.13. Let F be a vector bundle on Proj(PR) whose slopes at some β ∈M(R) are
all nonnegative but not all zero. Then there exists a short exact sequence
0→ O(−1)→ G → F → 0
of vector bundles on Proj(PR) such that the slopes of G at β are also all nonnegative.
Proof. Let i : Z1 → Proj(PR) denote the canonical inclusion; we then have an exact sequence
0→ O(−1)→ O → i∗i∗O → 0
183
of sheaves on Proj(PR) in which the map O(−1)→ O is multiplication by f1. Tensoring by
F∨ yields another exact sequence
0→ F∨(−1)→ F∨ → i∗i∗F∨ → 0.
Write Z1,β for the zero locus of f1 on Proj(PH(β)); we write i also for the canonical inclusion
Z1,β → Proj(PH(β)).
By Theorem 4.2.13, there exists a short exact sequence
0→ F+ → Fβ → F0 → 0
of vector bundles on Proj(PH(β)) such that F+ 6= 0 has all positive slopes and F0 has all zero
slopes. In the exact sequence
H0(Proj(PH(β)),F∨+)→ H0(Proj(PH(β)), i∗i∗F∨+)→ H1(Proj(PH(β)),F∨+(−1)),
the first term vanishes because F∨+ has all slopes negative. We thus have a commutative
diagram
H0(Z1, i
∗F∨) // H0(Z1,β, i∗F∨) // H0(Z1,β, i∗F∨+)
H0(Proj(PR), i∗i
∗F∨) //

H0(Proj(PH(β)), i∗i
∗F∨β ) //

H0(Proj(PH(β)), i∗i
∗F∨+) _

H1(Proj(PR),F∨(−1)) // H1(Proj(PH(β)),F∨β (−1)) // H1(Proj(PH(β)),F∨+(−1))
Since Z1 and Z1,β are affine, we have
H0(Z1,β, i
∗F∨) = H0(Z1, i∗F∨)⊗O(Z1) O(Z1,β).
Since F+ 6= 0, we can find x ∈ H0(Z1, i∗F∨) whose image in H0(Zi,β, i∗F∨+) is nonzero. Map
x to y ∈ H1(Proj(PR),F∨(−1)); then the image of y in H0(Proj(PH(β)),F∨+(−1)) is also
nonzero.
We claim that the short exact sequence defined by y has the desired property. To check
the claim, we may reduce to the case where R = H(β), so that Fβ = F . Let G+ be the
inverse image of F+ in G; we then have an exact sequence
0→ O(−1)→ G+ → F+ → 0 (8.8.13.1)
which by construction is not split. For any vector bundle quotient H of G+, we get an exact
sequence
0→H1 →H → H2 → 0
in which H1 is the image of O(−1) in H. Note that on one hand, deg(H1) ≥ −1 with
equality only if H1 = O(−1); on the other hand, deg(H2) ≥ 0 with equality only if H2 =
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0. We cannot have both equalities simultaneously because (8.8.13.1) does not split; hence
deg(H) = deg(H1) + deg(H2) ≥ 0, and by Theorem 4.2.13 it follows that G+ has all slopes
nonnegative. From the exact sequence
0→ G+ → G → F0 → 0,
we see that G also has all slopes nonnegative.
Corollary 8.8.14. Let F be a vector bundle on Proj(PR) whose slopes at some β ∈ M(R)
are all nonnegative. Then there exists a short exact sequence
0→H → G → F → 0
of vector bundles on Proj(PR) such that G is e´tale at β.
Proof. This follows from Lemma 8.8.13 by induction on deg(Fβ), plus Theorem 7.3.7.
Theorem 8.8.15. A vector bundle F on Proj(PR) is ample if and only if it is pointwise
ample.
Proof. Suppose that F is ample; to prove that F is pointwise ample, we may even assume
that F is globally ample. Choose any β ∈ M(R) and let α1 ≥ · · · ≥ αm be the slopes of
F at β listed with multiplicity. For n > 0, the slopes of F⊗n at β are the n-fold sums of
α1, . . . , αm. For some n, F⊗n(−1) is generated by global sections, and so nαm − 1 ≥ 0 and
αm > 0. Hence F is pointwise ample.
Conversely, suppose that F is pointwise ample. To prove that F is ample, it is harmless
to first replace R by a rational localization encircling β. By Lemma 8.8.11, there exists
n0 ∈ Z such that for n ≥ n0, F⊗n(−1) is pointwise ample at β. By Corollary 8.8.14, there
exists a short exact sequence
0→H → G → F⊗n(−1)→ 0
of vector bundles on Proj(PR) such that G is e´tale at β. By replacing R by a suitable rational
localization, we may ensure that G is globally e´tale; by Corollary 8.8.7, G(1) is globally ample,
as then is its quotient F⊗n. By Lemma 8.8.3, F is ample.
Remark 8.8.16. We do not know whether pointwise ample (or equivalently ample) implies
globally ample. For example, we do not know whether F = L⊗n(e) is necessarily globally
ample in case e, n > 0 and L is e´tale but not globally e´tale.
We next globalize the construction.
Definition 8.8.17. Let F be a vector bundle on FFX . We say that F is ample if for every
choice of A and R and every morphism f : Spa(A,A+)→ X , the vector bundle f ∗F on FFR
corresponds via Theorem 8.7.7 to an ample vector bundle on Proj(PR). By Theorem 8.8.15,
this is equivalent to requiring that the slopes of F (as functions onX) be everywhere positive;
this equivalence has the following consequences.
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• If X = Spa(A,A+), then a vector bundle on Proj(PR) is ample if and only if the
corresponding vector bundle on FFX is ample.
• Ampleness descends along surjective morphisms on the base. That is, if f : Y → X
is a surjective morphism of perfectoid adic spaces, F is a vector bundle on FFX , and
f ∗F is ample, then F is ample. In particular, ampleness is local on the base.
• By Theorem 7.4.5, ampleness is an open condition on the base, and even on the real
quotient of the base. That is, if F is a vector bundle on X and the restriction of F to
FFH(x) is ample for some x ∈ X , then there exists a partially proper open neighborhood
U of x in X such that the restriction of F to FFU is also ample.
We finally introduce a key example of an ample line bundle.
Definition 8.8.18. For z as in Remark 8.7.2, the inclusion of modules R˜[q−1/2,q1/2]R →
z−1R˜[q−1/2,q1/2]R induces an inclusion O → L of vector bundles on FFR. Since this con-
struction is canonically independent of z, it globalizes to define an inclusion OX → LX of
line bundles on FFX corresponding to an element tX ∈ H0(FFX ,LX) whose divisor is the
image of the canonical section X → FFX . Note that LX is pure of slope 1 and hence ample
by Theorem 8.8.15.
Lemma 8.8.19. For X = Spa(A,A+), the ϕa-module corresponding to LX is globally pure
of slope 1.
Proof. Write z = [z] + pz1. Let M be the ϕ
a-module over R˜R free on a single generator v
satisfying ϕa(v) = z−11 zv; it is evidently globally e´tale. Define the convergent product
u =
∞∏
n=0
ϕan(1 + p−1z−11 [z]) ∈ R˜+R.
In R˜R, we have ϕa(u) = pz1z−1u; consequently, uv defines an inclusion R˜R → M(1) of ϕa-
modules. Computing in R˜[q−1/2,q1/2]R shows that M(1) must be the ϕa-module corresponding
to LX . This proves the claim.
In the previous example, when X = Spa(A,A+) the zero locus of the section tX is
isomorphic to Spec(A). This suggests the following conjectures.
Conjecture 8.8.20. Let F be a line bundle on Proj(PR) such that deg(F) > 0 and F(− deg(F))
is globally e´tale. (Note that F(− deg(F)) makes sense because deg(F) : X → Z is continuous
for the discrete topology on Z. Note also that F is globally ample by Corollary 8.8.7.)
(a) Choose t ∈ H0(Proj(PR),F) whose restriction to FFx is nonzero for all x ∈ Spa(R,R+).
Then the closed subscheme Z of Proj(PR) cut out by t is affine. (This would follow
from Lemma 8.8.8 given the existence of a second section s whose zero locus is disjoint
from that of t.)
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(b) With notation as in (a), equip the coordinate ring of Z with a uniform norm by identi-
fying it with the global sections of the subspace of FFR cut out by t. Then this Banach
algebra over Qp is perfectoid.
Remark 8.8.21. In the case where R = L is an analytic field, Conjecture 8.8.20 is estab-
lished in [45]. In the case where deg(F) = 1, it should be possible to argue by reversing the
proof of Lemma 8.8.19 and rescaling the norm on R as in Remark 2.3.11(d). It is less clear
what should happen if F(− deg(F)), which is necessarily e´tale, fails to be globally e´tale;
compare Remark 8.8.16.
8.9 B-pairs
We next make contact with another interpretation of the functor FF inspired by Berger’s
construction of B-pairs [12].
Hypothesis 8.9.1. Throughout §8.9, retain Hypothesis 8.7.1, but assume in addition that
X = Spa(A,A+).
Convention 8.9.2. We use the notation LX to represent not only the line bundle on FFX
described in Definition 8.8.18, but also the line bundle on Proj(PR) giving rise to it via
Theorem 8.7.7.
Lemma 8.9.3. Let Z be the image of the canonical section Spec(A)→ Proj(PR).
(a) The open subscheme Proj(PR)− Z of Proj(PR) is affine.
(b) The closed subscheme Z of Proj(PR) is a Cartier divisor contained in an open affine
subscheme of Proj(PR).
Proof. Thanks to the interpretation of Z as the divisor of the section tX of the line bundle
LX , we may invoke Lemma 8.8.8 to deduce (a). To prove (b), define L as in Remark 8.7.6;
it then suffices to exhibit some tL ∈ PL,1 whose support in Proj(PR) is disjoint from Z. For
this, it suffices to follow the proof of Proposition 6.2.4 to force t not to have the slope 1 in
its Newton polygon.
Definition 8.9.4. By Lemma 8.9.3(a), the complement of Z in Proj(PR) is an affine scheme
Spec(R1). By Lemma 8.9.3(b), the completion of Proj(PR) along Z is another affine scheme
Spec(R2), and Spec(R1)×Proj(PR) Spec(R2) is yet another affine scheme Spec(R3). One can
also identify R2 with the ker(θ)-adic completion of R˜int,1R and R3 with R2[z−1] for some z
generating ker(θ).
Remark 8.9.5. In case R = L, the morphism Spec(R1 ⊕ R2)→ Proj(PR) is faithfully flat,
so it can be used to define quasicoherent sheaves and compute their cohomology. In general,
one might expect the same to hold, but one cannot quite prove it using faithfully flat descent
because it is unclear whether Spec(R2)→ Proj(PR) is a flat morphism. Nonetheless, we can
salvage something; see Theorem 8.9.6.
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Theorem 8.9.6. Set notation as in Remark 8.9.5.
(a) For any flat quasicoherent sheaf V on Proj(PR), the cohomology of the complex
0→ Γ(Spec(R1), V )⊕ Γ(Spec(R2), V )→ Γ(Spec(R3), V )→ 0
where the arrow is given by the difference between the two natural restriction maps,
may be naturally identified with H i(Proj(PR), V ).
(b) The morphism Spec(R1 ⊕ R2) → Proj(PR) is an effective descent morphism for the
category of quasicoherent finite locally free sheaves over schemes (after reversing all
arrows).
(c) The category of vector bundles on Proj(PR) is equivalent to the category of triples
(V1, V2, ι) where V1 is a finite projective R1-module, V2 is a finite projective R2-module,
and ι : V1 ⊗R1 R3 ∼= V2 ⊗R2 R3 is an isomorphism of R3-modules.
Proof. This follows from Proposition 1.3.6.
9 Relative (ϕ,Γ)-modules
To conclude, we indicate how to use the preceding constructions to describe e´tale local sys-
tems on arbitrary adic spaces; this involves certain sheaves for Scholze’s pro-e´tale topology.
These sheaves generalize the extended Robba ring in ordinary p-adic Hodge theory (as con-
sidered in §4.2) but not the Robba ring itself (as considered in §4.1). Generalizing the latter
involves passing from the perfect period rings that we consider to certain imperfect period
rings whose construction is somewhat less functorial; we defer discussion of imperfect period
rings to a subsequent paper.
9.1 The pro-e´tale topology for adic spaces
In p-adic Hodge theory, one studies the Galois theory of a p-adic field using certain highly
ramified infinite algebraic extensions. To carry out relative p-adic Hodge theory, one needs
an analogous geometric construction; one convenient mechanism for this is the pro-e´tale
topology introduced by Scholze [113, §3].
Definition 9.1.1. For C a category, a pro-object over C consists of a pair (I, F ) in which
I is a directed poset and F is a contravariant functor from I to C. The pro-objects over C
form a category Ĉ in which
Hom((I, F ), (I ′, F ′)) = lim←−
i′∈I′
lim−→
i∈I
Hom(F (i), F ′(i′))
(see [5, Expose´ I, §8.10]). By design, the category Ĉ (the pro-category associated to C) admits
inverse limits (modulo set-theoretic difficulties which we gloss over here). There is a natural
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embedding C → Ĉ taking an object X ∈ C to the pair ({0}, F ) in which {0} is the singleton
poset and F takes 0 to X .
In the cases we are considering, the category C admits a forgetful functor to topological
spaces denoted X 7→ |X|. We extend this to a forgetful functor from Ĉ to topological spaces
by setting
∣∣∣lim←−i∈I Xi∣∣∣ = lim←−i∈I |Xi|.
Definition 9.1.2. For X a preadic space, a morphism U → V in X̂e´t is e´tale (resp. finite
e´tale, faithfully finite e´tale) if it arises by base extension from an e´tale (resp. finite e´tale,
faithfully finite e´tale) morphism Y0 → X0 in Xe´t. One checks formally that these properties
are stable under composition (as in [113, Lemma 3.10(ii)]) and base change (as in [113,
Lemma 3.10(i)]).
A morphism U → V in X̂e´t is pro-e´tale if U admits a pro-e´tale presentation as a cofiltered
inverse limit lim←−Ui of objects which are e´tale over V , such that Ui → Uj is faithfully finite
e´tale for sufficiently large j.
Lemma 9.1.3. Let X be a preadic space.
(a) Let U → V be a pro-e´tale morphism in X̂e´t and let W → V be an arbitrary morphism
in X̂e´t. Then U ×V W → W is pro-e´tale, and the map |U ×V W | → |U | ×|V | |W | is
surjective.
(b) For U → V →W pro-e´tale morphisms in X̂e´t, the composition U →W is pro-e´tale.
Proof. To prove (a), we follow the proof of [113, Lemma 3.10(i)]. In case U → V is e´tale, we
may assume that U, V ∈ Xe´t and realize W → V using a compatible system of morphisms
Wi → V in Xe´t. We then have maps
|U ×V W | = lim←−
i
|U ×V Wi| → lim←−
i
|U | ×|V | |Wi| = |U | ×|V | |W | .
If we put the discrete topology on each fibre overW , then the central arrow is a surjective map
of compact spaces by Remark 2.3.15(c). In the general case, choose a pro-e´tale presentation
U = lim←−i Ui → V ; we then have maps
|U ×V W | = lim←−
i
|Ui ×V W | → lim←−
i
|Ui| ×|V | |W | = |Ui| ×|V | |W | .
The central arrow is again surjective by Remark 2.3.15(c).
To prove (b), we follow the proof of [113, Lemma 3.10(vi)]. It suffices to check the
case where U → V is e´tale. In this case, U → V is the pullback of some e´tale morphism
U0 → V0 in Xe´t along some morphism V → V0 in X̂e´t. Choose a pro-e´tale presentation
V = lim←−i Vi → W ; then V → V0 arises from a compatible family of morphisms Vi → V0 in
Xe´t (for i large). Hence U = lim←−i U0 ×V0 Vi is pro-e´tale over W .
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Definition 9.1.4. Let Xproe´t denote the full subcategory of X̂e´t consisting of objects which
are pro-e´tale over X . By Lemma 9.1.3, we may view Xproe´t as a site by taking coverings to
be families {Ui → Y }i such that for some (hence any) pro-e´tale presentations lim←−j Ui,j of Ui
over Y and some (hence any) choice of indices j = j(i) such that Uj′′ → Uj′ is faithfully finite
e´tale for any j′ ≥ j(i), the family {Ui,j(i) → Y }i is a set-theoretic covering. The resulting
site maps to the usual e´tale site Xe´t via the embedding Xe´t → X̂e´t.
In case X is stably adic, we may characterize coverings in Xproe´t more simply: they are
the families {Ui → Y }i such that the maps {|Ui| → |Y |} form a set-theoretic covering.
Remark 9.1.5. Recall that an inverse limit of spectral spaces is a spectral space by Corol-
lary 8.1.3. Consequently, for any preadic space X and any Y ∈ Xproe´t admitting a pro-e´tale
presentation in which the underlying space of each term is qcqs, |Y | is a spectral space. It
follows that for any Y ∈ Xproe´t, |Y | is a locally spectral space.
In case X is stably adic, we can emulate more of [113, Lemma 3.10].
Lemma 9.1.6. Let X be a stably adic space.
(a) For U ∈ X̂e´t and W ⊆ |U | a quasicompact open set, there exist V ∈ X̂e´t and an e´tale
map V → U such that |V | → |U | induces a homeomorphism |V | ∼= W . Moreover, if
U ∈ Xproe´t, one can take V ∈ Xproe´t, and then any morphism V ′ → U in Xproe´t with
image contained in |W | factors through V .
(b) For any pro-e´tale morphism U → V in X̂e´t, the map |U | → |V | is open.
(c) Any (finite) e´tale map U → V in X̂e´t with V ∈ Xproe´t and |U | → |V | surjective is the
base extension of some surjective (finite) e´tale morphism in Xe´t.
Proof. Given Lemma 9.1.3 and the fact that e´tale maps are open (Lemma 8.2.17(b)), we
may deduce (a)–(c) as in [113, Lemma 3.10(iii)–(v)].
Remark 9.1.7. In [113], the only preadic spaces considered are adic spaces which are locally
noetherian (i.e., they are covered by the adic spectra of strongly noetherian adic Banach
rings, which are sheafy by Proposition 2.4.16). This hypothesis is used in an essential way
in [113, Lemma 3.10(vii)], which asserts that Xproe´t admits arbitrary finite projective limits
(not just fibred products, which exist by virtue of Lemma 9.1.3). Namely, it is necessary
to ensure that objects of Xe´t locally have only finitely many connected components, so that
arbitrary intersections of closed-open subsets are again closed-open. In the absence of a
noetherian hypothesis, we may work with the pro-e´tale site without incident, but we cannot
freely apply topos-theoretic machinery as in [113, Proposition 3.12].
Remark 9.1.8. One can similarly define a pro-e´tale topology for rigid analytic spaces over
K, Berkovich analytic spaces, or schemes. However, in the cases of rigid or Berkovich analytic
spaces, one must take suitable care with the definition of coverings. In the case of schemes,
one can take advantage of the properties of flatness to introduce a simpler variant of the
pro-e´tale topology; see Definition 1.4.10.
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Using the pro-e´tale topology, we may reinterpret the definition of e´tale local systems.
Lemma 9.1.9. Let X be a preadic space. For any topological space T , the functor FT : Y 7→
Mapcont(|Y | , T ) is a sheaf on Xproe´t. In particular, if T is discrete, then FT is the usual
constant sheaf associated to T .
Proof. It is clear that FT is a sheaf on X . To verify that FT is a sheaf on Xe´t, by Proposi-
tion 8.2.21 it suffices to observe that for (A,A+)→ (B,B+) a faithfully finite e´tale morphism,
by Lemma 8.2.17(b) the morphism Spa(B,B+)→ Spa(A,A+) of topological spaces is open
and hence a quotient map. To complete the proof, it suffices to observe that for Y ∈ Xproe´t
a tower of faithfully finite e´tale morphisms, the morphism |Y | → |X| is an inverse limit of
surjective open morphisms, so it is again a quotient map.
Definition 9.1.10. By an e´tale Zp-local system (resp. an e´tale Qp-local system) on Xproe´t,
we mean a sheaf in Zp-modules (resp. in Qp-vector spaces) locally of the form FT for T
a finite free Zp-module (resp. finite-dimensional Qp-vector space) carrying its usual p-adic
topology.
Lemma 9.1.11. For X a preadic space, the categories of e´tale Zp-local systems and Qp-local
systems on X are equivalent to the corresponding categories on Xproe´t.
Proof. The functors from local systems on X to local systems on Xproe´t are defined by
pullback as in Definition 1.4.10. To check that these are fully faithful, we may reduce
to considering local systems on S˜pa(A,A+) which become constant on some faithfully finite
e´tale tower; however, such towers descend to Spec(A) by Lemma 8.2.17(a), so we may appeal
to Theorem 1.4.11. By a similar argument, we may also deduce essential surjectivity from
Theorem 1.4.11. (See also [113, Proposition 8.2].)
Definition 9.1.12. ForX a preadic space and V an e´tale Zp-local system or Qp-local system
on X , following [113] we define the pro-e´tale cohomology of V to be the cohomology of the
corresponding e´tale local system on Xproe´t, and denote it by H
i
proe´t(X, V ).
9.2 Perfectoid subdomains
We next identify the perfectoid subdomains of the pro-e´tale site of a preadic space, which
will be used to construct period sheaves.
Hypothesis 9.2.1. Throughout §9.2, let X be a preadic space over an analytic field K of
residue characteristic p.
Definition 9.2.2. We define the structure presheaf O and the sub-presheaves O◦,O+ on
Xproe´t as follows. For Y = lim←−i Yi ∈ Xproe´t, put
O(Y ) = lim−→
i
Γ(Yi,OYi)
O◦(Y ) = lim−→
i
Γ(Yi,O◦Yi)
O+(Y ) = lim−→
i
Γ(Yi,O+Yi).
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We define the spectral seminorm on O(Y ) as follows. Choose j so that the maps Yi → Yj
are faithfully finite e´tale for all i ≥ j. Then for each f ∈ O(Y ), choose i ≥ j for which
f ∈ OYi(Yi) and define the spectral seminorm of f in O(Y ) to be the spectral seminorm of
f in OYi(Yi).
Remark 9.2.3. Another way to interpret the spectral seminorm introduced in Defini-
tion 9.2.2 is to observe that each element of |Y | defines a multiplicative seminorm on O(Y ),
and that the spectral seminorm is the supremum of these.
To define the sheaves we are interested in, we use a special neighborhood basis for the
pro-e´tale topology.
Definition 9.2.4. An element Y of Xproe´t is a perfectoid subdomain if it admits a pro-e´tale
presentation lim←−i Yi satisfying the following conditions.
(a) There exists an index j ∈ I such that the maps Yi → Yj are faithfully finite e´tale for
all i ≥ j and the space Yj is a preadic affinoid space over K (as then are the spaces Yi
for all i ≥ j).
(b) The completion of O(Y ) for the spectral seminorm is a perfectoid (if K is of charac-
teristic 0) or perfect (if K is of characteristic p) Banach algebra over K.
These satisfy the following properties.
(i) If Y is a perfectoid subdomain and Z → Y is a morphism in Xproe´t which is the
pullback of a rational subdomain embedding of elements of Xe´t, then Z is also a
perfectoid subdomain (Theorem 3.6.14).
(ii) Any finite e´tale cover of a perfectoid subdomain is a perfectoid subdomain (Theo-
rem 3.6.21).
(iii) The fibred product of two perfectoid subdomains is a perfectoid subdomain (by (i) and
(ii) plus the local factorization of e´tale morphisms).
Lemma 9.2.5. If X = Spa(A,A+) for some adic Banach algebra (A,A+) over K, then
there exists Y = lim←−i Yi ∈ Xproe´t which is a pro-finite e´tale covering of X and is a perfectoid
subdomain of Xproe´t. Consequently, for arbitrary X, the perfectoid subdomains of Xproe´t form
a neighborhood basis of Xproe´t.
Proof. Apply Lemma 3.6.26 to Au.
We have the following analogue of Proposition 8.2.20.
Proposition 9.2.6. Let (A,A+) be a perfectoid adic Banach algebra over Qp and put X =
Spa(A,A+). Let B be the collection of perfectoid subdomains in Xproe´t which can written
as faithfully finite e´tale towers over perfectoid subodmains in Xe´t. (By Lemma 9.2.5 and
the local factorization of e´tale morphisms, these form a stable basis for Xproe´t.) Let P be
a property of coverings in Xproe´t of and by elements of B, and assume that the following
conditions hold.
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(a) Any covering admitting a refinement having property P also has property P.
(b) Any composition of coverings having property P also has property P.
(c) For any Y ∈ B, any rational covering of Y has property P.
(d) For any Y ∈ B, any tower Y ′ → Y of faithfully finite e´tale morphisms, viewed as a
covering, has property P.
Then every covering in Xproe´t of and by elements of B has property P.
Proof. By Proposition 8.2.20, any covering in Xe´t of and by elements of B has property P.
The claim then follows by (b) and (d).
Definition 9.2.7. We define the completed structure presheaf Ô (or ÔX for clarity) onXproe´t
as follows: for Y ∈ Xproe´t, let Ô(Y ) be the completion of O(Y ) for the spectral seminorm.
We similarly define the subpresheaf Ô+ of Ô.
Lemma 9.2.8. Let (A,A+) be a perfectoid adic Banach algebra over Qp or a perfect uniform
Banach algebra over Fp and put X = Spa(A,A
+).
(a) We have H0(Xproe´t, Ô) = A.
(b) For i > 0, H i(Xproe´t, Ô) = 0.
(c) For i > 0, the group H i(Xproe´t, Ô+) is annihilated by mA.
Proof. Again as in the proof of Proposition 2.4.21, it suffices to check universal (almost)
Cˇech-acyclicity for coverings of and by elements of a suitable basis. Using Proposition 9.2.6
and Theorem 2.4.23, we reduce to checking Cˇech-acyclicity for a tower of e´tale surjective
morphisms of affinoid perfectoid spaces. Let {Yi}i be the terms in such a tower and put
Bi = O(Yi).
Suppose first that we are in the perfect case. To clarify notation, we write R, Si in place
of A,Bi. For each i, the Cˇech sequence
0→ R→ Si → Si ⊗R Si → · · ·
is strict exact and hence almost optimal exact (Remark 3.1.6); we may thus take completed
direct limits to obtain another strict exact sequence
0→ R→ S∞ → S∞⊗̂RS∞ → · · · , (9.2.8.1)
where S∞ is the completed direct limit of the Si.
In the perfectoid case, we apply the perfectoid correspondence to each morphism in the
tower to obtain a tower of e´tale surjective morphism of affinoid perfect uniform spaces. By
applying Proposition 3.6.9(b) to (9.2.8.1), we deduce the desired result.
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Corollary 9.2.9. The completed structure presheaf on Xproe´t agrees with its sheafification
on perfectoid subdomains.
Remark 9.2.10. Lemma 9.2.8(c) implies that the subsheaf Ô+ of Ô is almost acyclic in
the sense of Proposition 8.3.2.
Definition 9.2.11. For K of characteristic zero, we define the sheaves O,O◦,O+ on Xproe´t
via the perfectoid correspondence: for Y ∈ Xproe´t a perfectoid subdomain, (O(Y ),O+(Y )) is
the perfect uniform adic Banach algebra of characteristic p corresponding to (Ô(Y ), Ô+(Y ))
via Theorem 3.6.5.
Definition 9.2.12. Let νX : Xproe´t → Xe´t be the natural morphism. We say that X =
Spa(A,A+) is pro-sheafy if X is uniform and sheafy and the morphism OX → νX∗ÔX is an
isomorphism. For example, if A is perfectoid, then X is pro-sheafy by Lemma 9.2.8. For
another example, if A = K, then X is pro-sheafy by the Ax-Sen-Tate theorem [6].
Remark 9.2.13. Suppose that X = Spa(A,A+) and that there exists a perfectoid Banach
algebra B over K admitting a bounded homomorphism A→ B which splits in the category
of Banach modules over A. Then X is pro-sheafy. For instance, this is the case if A is
strongly preperfectoid (by choosing a perfectoid field which admits a Schauder basis over
Qp). Also, if A has this property, then so does A{T1, . . . , Tn}.
Remark 9.2.14. In case X = Spa(A,A+) for A a reduced normal affinoid algebra over K,
one can prove that X is pro-sheafy by using Temkin’s resolution of singularities for affinoid
algebras [123] to reduce to the case where A is smooth over K, then making a construction of
imperfect period rings generalizing that of Andreatta-Brinon [2]. We will discuss this point
in a subsequent paper.
One has a Kiehl glueing property for the pro-e´tale topology.
Theorem 9.2.15. Suppose X is perfectoid or perfect uniform. Then pullback of finite locally
free OX-modules to finite locally free ÔX-modules defines an equivalence of categories.
Proof. We treat the case where K is of characteristic 0, the characteristic p case being similar
but easier. Full faithfulness of the pullback functor is immediate from Lemma 9.2.8, so we
need only check essential surjectivity. By Theorem 8.2.22 and Proposition 8.2.20, it suffices
to check descent in case X = Spa(A,A+) for some perfectoid adic Banach algebra (A,A+)
and Y → X is a tower of faithfully finite e´tale morphisms; moreover, we may formally reduce
to the case of a countable tower. For B = O(Y ), it then suffices to construct an A-linear
splitting B → A of the inclusion A→ B.
Write B as the completed direct limit of an increasing sequence of faithfully finite e´tale
A-subalgebras Bi. By Theorem 5.5.9, one can find a Bi-linear splitting of Bi → Bi+1 such
that the operator norm of Bi+1 → Bi → Bi+1 is at most pp−i. Chaining these together gives
the desired splitting B → A.
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Remark 9.2.16. For X perfectoid or perfect uniform, Scholze has suggested a variant of
the pro-e´tale topology more in the spirit of the definition for schemes (Definition 1.4.10). In
this approach, one says that a morphism f : Y → X of perfectoid spaces is pro-e´tale if Y is
“similar to” an inverse limit of e´tale spaces over X in the sense of [115, §2.4]. More precisely,
one posits the existence of a cofiltered inverse system {Yi}i∈I in Xe´t and a compatible family
of morphisms Y → Yi with the following properties.
(a) The transition morphisms Yj → Yi are qcqs (i.e., for any morphism U → Vi with U a
preadic affinoid space, Yj ×Yi U is qcqs).
(b) The induced map |Y | → lim←−i |Yi| is a homeomorphism.
(c) There exists a covering of Y by perfectoid affinoid subspaces Spa(A,A+), each with
the following property: for each i ∈ I, consider all perfectoid affinoid subspaces
Spa(Aij , A
+
ij) of Yi through which Spa(A,A
+) → Yi factors. Then the direct limit
of the maps Aij → A has dense image. (Note that Y then admits a basis of such
subspaces.)
One then defines a pro-e´tale covering of a perfectoid space X to be a family of pro-e´tale
morphisms {Ui → X}i∈I with the property that for any quasicompact open subspace V of
X , there exist a finite subset J of I and some quasicompact open subsets Vj of Uj ×X V
for each j ∈ J such that {Vj → V }j∈J is a set-theoretic covering. (The auxiliary finiteness
condition on coverings is needed because the analogue of Lemma 9.1.6 does not hold; this is
typical for “large” topologies such as the fpqc topology on schemes.)
With this definition, it is not difficult to check that all of the acyclicity assertions we make
about the pro-e´tale topology on perfectoid or perfectoid uniform spaces, such as Lemma 9.2.8
and Lemma 9.3.4, remain true for this finer topology. However, it is not immediately clear
how to adapt the proof of Theorem 9.2.15 to the finer topology.
9.3 ϕ-modules and local systems
Using the completed structure sheaf, we proceed to construct perfect period sheaves on
preadic spaces over Qp. We then relate ϕ-modules over these period sheaves to e´tale local
systems on the spaces. Even over perfectoid spaces, this adds to the discussion in §8 because
now we can also say something about the pro-e´tale cohomology of local systems.
Remark 9.3.1. The suite of notations introduced below is similar to the “Colmez style” of
notations in p-adic Hodge theory (as distinguished from the “Fontaine style” of notations).
One key difference is that those notations primarily distinguish between rings with and
without integral structure, by basing their notations on the letters A and B respectively.
We prefer to further emphasize the difference between bounded and unbounded rings without
integral structure (e.g., the bounded Robba ring Rbd versus the full Robba ring R), so we
derive our notations for the latter from the letter C.
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Hypothesis 9.3.2. For the remainder of §9, let X be a preadic space over Qpd for some
positive integer d, and let Y ∈ Xproe´t denote an arbitrary perfectoid subdomain. Let Y ′ be
the perfect uniform adic space over Fpd associated to Y via the perfectoid correspondence.
Definition 9.3.3. Define sheaves on Xproe´t by the following formulas:
A˜X(Y ) =W (O(Y )), A˜+X(Y ) = R˜int,+O(Y ), A˜
†,r
X (Y ) = R˜int,rO(Y ), A˜
†
X(Y ) = R˜intO(Y ),
B˜X(Y ) =W (O(Y ))[p−1], B˜†,rX (Y ) = R˜bd,rO(Y ), B˜
†
X(Y ) = R˜bdO(Y ),
C˜+X(Y ) = R˜+O(Y ), C˜rX(Y ) = R˜rO(Y ), C˜IX(Y ) = R˜IO(Y ), C˜X(Y ) = R˜O(Y ).
Lemma 9.3.4. The sheaves defined in Definition 9.3.3 are acyclic on Y .
Proof. Imitate the proof of Lemma 9.2.8.
Definition 9.3.5. The sheaves A˜X , A˜
+
X, A˜
†
X , B˜X , B˜
†
X , C˜
+
X , C˜X carry actions of ϕ; we refer
to the sheaves collectively as perfect period sheaves. By a ϕd-module over one of these
sheaves, we will mean a sheaf of finite projective modules over the corresponding sheaf of
rings equipped with an isomorphism with its ϕd-pullback.
We say that a ϕd-moduleM over C˜X is pure (resp. e´tale) at a point x ∈ X if its restriction
to some perfectoid subdomain is pure (resp. e´tale) at some lift of x. The same is then true
for any other lift of x to any other perfectoid subdomain, by virtue of the pointwise nature
of the pure and e´tale conditions (Corollary 7.3.10).
Theorem 9.3.6. For M a ϕd-module over C˜X , the pure locus (resp. the e´tale locus) of M
is a partially proper open subset of X. In particular, by Lemma 8.2.12, if X is taut, then so
are the pure locus and the e´tale locus.
Proof. The claim is local, so we may assume X = Spa(A,A+). In this case, we deduce the
claim by constructing A → B as in Lemma 3.6.26, applying Corollary 7.3.8 to M(B), and
applying Remark 2.3.15(b) to the map M(B)→M(A).
Theorem 9.3.7. The following categories are equivalent via functors which preserve rank
and are natural for pullbacks on X.
(a) The category of e´tale Zpd-local systems over X.
(b) The category of ϕd-modules over A˜X .
(c) The category of ϕd-modules over A˜†X .
Proof. Immediate from Theorem 8.5.5 and Lemma 9.1.11.
Corollary 9.3.8. For X = Y , the base extension functor from ϕd-modules over E˜ int
O(Y )
(resp.
R˜int
O(Y )
) to ϕd-modules over A˜X (resp. A˜
†
X) is an equivalence of categories.
Proof. Combine Theorem 8.5.3 with Theorem 9.3.7.
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In our description of e´tale Qp-local systems, we would like to include “vector bundles
over FFX” but it is not so straightforward to make sense of what FFX would be. Instead,
we settle for some indirect descriptions of the category of vector bundles.
Definition 9.3.9. Define the sheaf of graded rings PX = ⊕∞n=0PX,n by the formula
PX,n(Y ) = {x ∈ C˜X(Y ) : ϕd(x) = pnx}.
By a vector bundle over FFX , we will mean a sheaf of graded PX-modules whose restriction
to each Y has the form ⊕∞n=0Γ(FFY , V ⊗n) for some vector bundle V on FFY . Morphisms
of vector bundles are morphisms of graded modules whose restrictions to each Y arise from
morphisms of vector bundles.
Remark 9.3.10. In case X = Y , then FFY is a well-defined adic space and we have
already introduced the category of vector bundles over FFY . In order to make sense of
Definition 9.3.9, one needs to check that base extension of true vector bundles over FFY
to vector bundles over FFX in this sense is an equivalence of categories. Fortunately, this
follows from Theorem 9.2.15 by Theorem 5.3.9 and a splitting argument.
Definition 9.3.11. Define the sheaf B+dR,X by setting B
+
dR,X(Y ) to be the ker(θ)-adic com-
pletion of B˜†,1X (Y ). Let BdR,X be the localization of B
+
dR,X obtained by inverting a generator
of ker(θ).
Define the sheaf Be,X by setting Be,X(Y ) to be the coordinate ring of the open affine
subscheme of Proj(PX(Y )) obtained by removing the zero locus of the canonical section Y →
FFY . The rings Be,X(Y ),B
+
dR,X(Y ),BdR,X(Y ) correspond to the rings R1, R2, R3 introduced
in Definition 8.9.4.
By a B-pair over X , we will mean a triple (Me,M
+
dR,MdR) in which Me is a finite pro-
jective Be,X-module, M
+
dR is a finite projective B
+
dR,X-module, and MdR is a finite projective
BdR,X-module equipped with isomorphisms
MdR ∼= Me ⊗Be,X BdR,X ∼= M+dR ⊗B+dR,X BdR,X .
Theorem 9.3.12. The categories of ϕd-modules over C˜X , vector bundles on FFX , and B-
pairs on X are functorially equivalent.
Proof. Immediate from Theorems 8.7.8, 8.9.6.
Theorem 9.3.13. The following categories are equivalent via functors which preserve rank
and are natural for pullbacks on X.
(a) The category of e´tale Qpd-local systems over X.
(b) The category of e´tale ϕd-modules over B˜X .
(c) The category of e´tale ϕd-modules over B˜†X .
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(d) The category of e´tale ϕd-modules over C˜X .
(e) The category of vector bundles on FFX which are pointwise semistable of degree 0.
Proof. Immediate from Theorem 8.5.12, Theorem 8.7.7 and Lemma 9.1.11.
Corollary 9.3.14. For X = Y , the base extension functor from ϕd-modules over R˜O(Y ) to
ϕd-modules over C˜X is an equivalence of categories.
Proof. Immediate from Theorem 9.3.13 and Remark 9.3.10.
Corollary 9.3.15. For X = Y , the base extension functor from pure ϕd-modules over E˜Y ′
(resp. R˜bdY ′) to pure ϕd-modules over B˜X (resp. B˜†X) is an equivalence of categories.
Proof. Immediate from Theorem 9.3.13 and the fact that e´tale Qp-local systems arise adic-
locally from isogeny Zp-local systems.
Remark 9.3.16. The analogue of Fontaine’s functor DdR in this context is the functor
taking a B-pair M to the global sections of MdR; for instance, this functor appears in
Scholze’s approach to the comparison isomorphism in [113]. We will return to this point,
and to the analogues of the functors Dcrys and Dst, in a subsequent paper.
Remark 9.3.17. Thanks to Lemma 9.3.4, any ϕd-module over any of the sheaves described
in Definition 9.3.3 may be evaluated at any perfectoid space mapping toX , not just perfectoid
subdomains.
9.4 Comparison of cohomology
We next compare the pro-e´tale cohomology of local systems with ϕ-cohomology.
Definition 9.4.1. For M a ϕd-module over a perfect period sheaf, define the cohomology
groups H i
ϕd
(M) as the hypercohomology groups of the complex
0→M ϕd−1→ M → 0
of sheaves on Xproe´t.
Theorem 9.4.2. Let E be an e´tale Zpd-local system on X. Apply Theorem 9.3.7 to produce
a ϕd-module M over A˜X and a ϕ
d-module M † over A˜†X . Then for i ≥ 0, there are functorial
(in E and X) isomorphisms
H iproe´t(X,E)→ H iϕd(M †)→ H iϕd(M).
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Proof. The morphism H iϕd(M
†) → H iϕd(M) is induced by the inclusion M † → M . By
Theorem 8.6.2, this morphism induces quasi-isomorphisms of the kernel and cokernel sheaves
of ϕd − 1. By computing the hypercohomology groups using matching spectral sequences,
we see that H iϕd(M
†)→ H iϕd(M) is itself an isomorphism.
To produce the isomorphism H iproe´t(X,E)→ H iϕd(M), we reinterpret the proof of Theo-
rem 8.6.2 in the pro-e´tale context using the interpretation of E as a locally constant sheaf FT
on Xproe´t in the sense of Lemma 9.1.11. To begin with, we may view M as the sheafification
of the presheaf taking Y to W (O(Y ))⊗̂ZpE(Y ). In this interpretation, the arrow E → M in
the sequence
0→ E →M ϕd−1→ M → 0 (9.4.2.1)
is the natural map 1⊗ id, so it is clear that we obtain a complex.
To prove the theorem, it suffices to check that the sequence (9.4.2.1) is exact. It is
enough to compare sections over a perfectoid subdomain Y on which E ∼= FT for some
finite free Zp-module T . By the perfectoid correspondence, we may identify E(Y ) not only
with Mapcont(|Y | , T ) but also with Mapcont(|Y ′| , T ); the injectivity and the exactness at the
middle are now immediate from Corollary 3.1.4. For any v ∈ M(Y ), by Proposition 7.3.6,
there exists a perfectoid subdomain Z which is pro-e´tale over Y (namely, it is a tower of
faithfully finite e´tale morphisms over Y ) such that v can be lifted to M(Z) via the map
ϕd − 1. This proves the surjectivity.
Remark 9.4.3. One aspect of Theorem 8.6.2 that is hidden in the statement and proof
of Theorem 9.4.2 is that while E is determined by its sections only on sufficiently small
perfectoid subdomains, M is determined by its sections on arbitrary perfectoid subdomains
by Corollary 9.3.8. The same will happen in Theorem 9.4.5 by virtue of Corollary 9.3.14.
Definition 9.4.4. ForM = (Me,M
+
dR,MdR) a B-pair over X , define the cohomology groups
H iB(M) as the hypercohomology groups of the complex
0→ Me ×M+dR →MdR → 0 (x, y) 7→ x− y
of sheaves on Xproe´t.
Theorem 9.4.5. Let V be an e´tale Qpd-local system over X. Apply Theorem 9.3.13 to
produce an e´tale ϕd-module M over B˜X , an e´tale ϕ
d-module M † over B˜†X , an e´tale ϕ
d-
module MC over C˜X , and a B-pair MB = (Me,M
+
dR,MdR) over X. Then for i ≥ 0, there
are functorial (in E and X) isomorphisms
H iproe´t(X, V )→ H iϕd(M)→ H iϕd(M †)→ H iϕd(MC)→ H iB(MB).
Proof. We reduce at once to the case where V is an isogeny Zpd-local system. The compar-
isons among
H iproe´t(X, V ), H
i
ϕd(M), H
i
ϕd(M
†), H iϕd(MC)
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are then achieved by constructing exact sequences
0→ V →M ϕd−1→ M → 0
0→ V → M † ϕd−1→ M † → 0
0→ V → MC ϕ
d−1→ MC → 0
analogous to (9.4.2.1); for the exactness we depend on Corollary 5.2.4 in addition to Corol-
lary 3.1.4 and Proposition 7.3.6. The comparison between H iϕd(MC) and H
i
B(MB) follows
from Theorem 8.7.13 and Theorem 8.9.6(a).
9.5 Comparison with classical p-adic Hodge theory
To conclude, we compare this construction to the classical theory of (ϕ,Γ)-modules.
Definition 9.5.1. With notation as in §4.1, define the rings
AQp = oEQp , A
†
Qp
= RintQp, BQp = EQp, B†Qp = RbdQp, CQp = RQp,
A˜Qp = oE˜Qp , A˜
†
Qp
= R˜intQp, B˜Qp = E˜Qp, B˜†Qp = R˜bdQp, C˜Qp = R˜Qp.
In addition to the endomorphism ϕ, these rings also carry an action of the group Γ = Z×p
characterized by the formula
γ(1 + T ) = (1 + T )γ =
∞∑
n=0
(
γ
n
)
T n.
Definition 9.5.2. Let F be the completion of Qp(µp∞). This analytic field is perfectoid: it
is of characteristic 0, not discretely valued, and ϕ is surjective on
oF/(p) ∼= Zp[µp∞]/(p) ∼= Fp[T0, T1, . . . ]/(T0 − 1, T p1 − T0, . . . ).
By the henselian property of A†Qp (see Definition 4.1.2), Lemma 2.2.4 (or Krasner’s lemma),
and the perfectoid correspondence for analytic fields (Theorem 3.5.3), we have distinguished
equivalences of tensor categories
FE´t(Qp(µp∞)) ∼= FE´t(F ) ∼= FE´t(A˜†Qp/(p)) ∼= FE´t(A†Qp/(p)) ∼= FE´t(A†Qp).
Via these equivalences, for any finite extension K of Qp, the finite extension K ⊗Qp Qp(µp∞)
of Qp(µp∞) corresponds to a finite e´tale extension A
†
K of A
†
Qp
.
For ∗ ∈ {A,A†,B,B†,C, A˜, A˜†, B˜, B˜†, C˜}, put ∗K = ∗Qp ⊗A†
Qp
A
†
K . These rings admit
extensions of the actions of ϕ and Γ. A (ϕ,Γ)-module over one of these rings is a ϕ-module
equipped with an action of Γ which is continuous for the appropriate topology (the weak
topology on AK , A˜K,BK , B˜K , or the LF-topology on the other rings).
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Remark 9.5.3. Our convention for (ϕ,Γ)-modules for K 6= Qp is not the standard one:
it is more common to take ∗K to be a connected component of the ring we are consid-
ering, in which case one gets an action not of Γ but only its subgroup ΓK corresponding
to Gal(K(µp∞)/K) via the cyclotomic character. However, results formulated using one
convention convert easily to the other via induction and restriction between ΓK and Γ.
Theorem 9.5.4. For K a finite extension of Qp, the following categories are canonically
equivalent.
(a) The category of continuous representations of GK on finite free Zp-modules.
(b) The category of (ϕ,Γ)-modules over AK.
(c) The category of (ϕ,Γ)-modules over A˜K.
(d) The category of (ϕ,Γ)-modules over A†K.
(e) The category of (ϕ,Γ)-modules over A˜†K.
(f) The category of ϕ-modules over A˜Spa(K,oK).
(g) The category of ϕ-modules over A˜†Spa(K,oK).
Proof. The equivalences among (a) and (b)–(e) include Fontaine’s original theory of (ϕ,Γ)-
modules and its refinement by Cherbonnier and Colmez; see [89, §2]. The equivalences
among (a) and (f)–(g) follow from Theorem 9.3.7.
Definition 9.5.5. For ∗ = B,B†,C, B˜, B˜†, C˜, we say that a (ϕ,Γ)-module over ∗K is e´tale if
its underlying ϕ-module is e´tale, i.e., it descends to a ϕ-module overAK ,A
†
K,A
†
K , A˜K , A˜
†
K , A˜
†
K,
respectively. Note that the Γ-action does act on some such descent, but not necessarily on
all of them.
Theorem 9.5.6. For K a finite extension of Qp, the following categories are canonically
equivalent.
(a) The category of continuous representations of GK on finite-dimensional Qp-vector
spaces.
(b) The category of e´tale (ϕ,Γ)-modules over BK.
(c) The category of e´tale (ϕ,Γ)-modules over B†K.
(d) The category of e´tale (ϕ,Γ)-modules over CK.
(e) The category of e´tale (ϕ,Γ)-modules over B˜K.
(f) The category of e´tale (ϕ,Γ)-modules over B˜†K.
(g) The category of e´tale (ϕ,Γ)-modules over C˜K.
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(h) The category of e´tale ϕ-modules over B˜Spa(K,oK).
(i) The category of e´tale ϕ-modules over B˜†Spa(K,oK).
(j) The category of e´tale ϕ-modules over C˜Spa(K,oK).
Proof. The equivalences among (a), (b)–(c), (e)–(f) is immediate from Theorem 9.5.4. The
equivalence between (c) and (d) follows from Proposition 4.1.8. The equivalence between
(f) and (g) follows from Theorem 8.5.6. The equivalences among (a) and (h)–(j) follow from
Theorem 9.3.13.
We next introduce Berger’s concept of a B-pair from [12].
Definition 9.5.7. Let Cp be a completed algebraic closure of Qp. For K a finite extension
of Qp within Cp, a B-pair over K is a B-pair over Spa(Cp, oCp) equipped with a continuous
semilinear action of GK .
Theorem 9.5.8. Let F be the completion of Qp(µp∞). For K a finite extension of Qp, the
following categories are canonically equivalent.
(a) The category of (ϕ,Γ)-modules over CK .
(b) The category of (ϕ,Γ)-modules over C˜K .
(c) The category of B-pairs over K.
(d) The category of continuous Γ-equivariant vector bundles over FFSpa(F⊗QpK,(F⊗QpK)◦).
(e) The category of continuous GK-equivariant vector bundles over FFSpa(Cp,oCp).
(f) The category of ϕ-modules over C˜Spa(K,oK).
(g) The category of B-pairs over Spa(K, oK).
Proof. The equivalence between (a) and (c) is a theorem of Berger [12, The´ore`me 2.2.7];
the same argument gives the equivalence between (b) and (c). The equivalences between
(b) and (d) and between (c) and (e) follow from Theorem 8.7.7. The equivalence between
(b) and (f) follows from Corollary 9.3.14. The equivalence between (f) and (g) follows from
Theorem 8.9.6.
Remark 9.5.9. Using Remark 9.4.3, one can similarly check that our computation of pro-
e´tale cohomology in terms of ϕ-cohomology agrees with the analogous computations in the
language of classical (ϕ,Γ)-modules made by Herr [72, 73] and the second author [96].
Remark 9.5.10. Theorems 9.5.4, 9.5.6, and 9.5.8 can be extended to the relative (ϕ,Γ)-
modules of Andreatta–Brinon [2]. We will discuss this and related generalizations in a
subsequent paper.
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