Absolute total cross sections for electron-impact single ionization of Ne£
I. INTRODUCTION
The need for atomic data to support fusion research has resulted in a wealth of cross sections for electron-impact ionization of ions [1] . Surprisingly, there have been few reports of absolute electron-impact ionization cross section measurements for multicharged neon ions. Experimental cross sections for only Ne" ¤ [2, 3] , Ne& ¤ [4] , and Ne' ¤ [5] have been published. Ionization cross sections for neon are critical in modeling and diagnosing the ITER tokamak since neon is a prime candidate impurity for radiation power exhaustion in the divertor [6] . Neon has higher radiation emission rates than lower-Z species such as Be and C, and a higher impurity fraction of Ne can exist in an ignited plasma than of higher-Z impurities such as Ar. This paper presents absolute total cross sections for electron-impact ionization of Ne£ .
The ionization cross sections reported here were measured using the Oak Ridge National Laboratory (ORNL) electron-ion crossed-beams apparatus. The experimental results are compared to previous measurements and calculations where available. Comparisons to the Lotz [7] semiempirical formula and to data recommended by Lennon et al. [8] are also made.
II. EXPERIMENT
The experimental method and ORNL crossed-beams apparatus have been described in detail elsewhere [9] , but numerous changes since that time make an updated description necessary. A schematic drawing of the apparatus is shown in Fig. 1 . The production, transport, and measurement of the incident ion and electron beams will be discussed in the first section below. The next sections will detail the procedures used for measuring absolute cross sections and the associated experimental uncertainties.
A. Ion and electron beams
Neon ions are extracted from the ORNL electron-cyclotron-resonance (ECR) ion source at 20-50 W of microwave power and a gas pressure of about 10E Ne isotopes were used in order to eliminate possible errors due to impurity ions with the same mass-to-charge ratios. Cross sections measured with the two isotopes were indistinguishable within the experimental uncertainties, indicating that ion beam impurities were negligible. The ion beam is charge-purified by an electrostatic parallel-plate analyzer just upstream of the collision volume (see Fig. 1 ). This eliminates any ions that have undergone charge exchange in the several-meter beamline between the mass analyzing magnet and the charge purifier. The ions enter the magnetically shielded collision volume through a 0.5 cm wide by 1.0 cm high aperture and are crossed perpendicularly by the electron beam. Upon exiting the collision volume through another 0.5 cm by 1.0 cm aperture, the product NeI The primary neon ions are collected by one of three Faraday cups (two are movable) shown in Fig. 1 . The charge ratio of the primary and product ions determines which cup is used and its position. For the Ne" ¤ measurements, the first (fixed) Faraday cup was used; for the other measurements, the middle Faraday cup was used. The Ne" ¤ ion current measurements were corrected to account for incomplete ion current collection and lack of secondary electron suppression by the fixed Faraday cup. The ratio of true ion current (as measured in the middle Faraday cup with secondary electron suppression) to the current measured in the fixed cup ranged from 1.06 to 1.19 in the present experiments. Typical ion beam currents ranged beam parallel [10] . The gun, collision volume and collector are magnetically shielded to reduce fields in these regions to less than 40 mG. After passing through the collision volume, the electrons are driven by a transverse electric field onto a collector plate covered with metal 'honeycomb.' The electron current to the box surrounding the collision volume is less than
of the total collector electron current. For electron energies less than 150 eV, a fraction of the electron current passing through the collision volume strikes a grounded shielding electrode between the collision volume and the collector. The measured electron current is taken to be the sum of the currents to the collector and the shield since beam profile measurements demonstrate that some of the electrons striking this shield pass through the ion beam. The electron beam is chopped at 1 kHz during data acquisition by applying a
-duty-cycle square-wave voltage to the extraction electrode of the gun.
The differential distributions (profiles) of the electron and ion beams in the direction perpendicular to both beams (that is, in the vertical direction), denoted by 
B. Diagnostics
Elimination of any spurious sources of apparent signal is crucial for accurately determining absolute ionization cross sections. Since the background detector counts arise predominantly due to the ion beam, with a small contribution from detector dark counts, ion beam tuning is critical.
The two major sources of spurious signal in this experiment both result from modulation of the ion background by the chopped electron beam. The first, pressure modulation, can occur because the intense electron beam causes an increase in the background gas pressure in the collision volume, thus increasing the number of ions stripped on the background gas. This effect is eliminated by using a sufficiently high chopping frequency, in this case 1 kHz, in order that the pressure does not vary over one chop period. In addition, the electron gun is left on overnight at a few hundred eV to keep the surfaces in the gun and collector de-gassed. The electron collector is also heated continuously by current-carrying nichrome wires located below the collector plate and 'honeycomb.' The second source of spurious signal is modulation of ion background resulting from a small fraction of the primary ion beam striking a ground shield in front of the Faraday cup.
Proper tuning of the ion optics upstream of the collision volume reduces the ion current to this shield to less than 0.1 nA so that any apparent signal produced is negligible compared to the real ionization signal.
After the ion optics upstream of the collision box are optimized for maximum current and minimum background, the downstream optics are adjusted to assure full collection of the product ions. The analyzer magnet is set approximately by steering the primary ion beam into the straight-through Faraday cup (see Fig. 1 ) with the other downstream optics off and then scaling the magnetic field down by the ratio of the parent-to-product charge ratio so that the product ions are now deflected through
. Then the downstream optics are turned on and the signal is measured at a particular electron energy as the magnetic field is varied in small steps. A typical resulting scan is shown in Fig. 3 (a) for ionization of Ne% The final diagnostic performed is the measurement of the signal pulse transmission through the detector electronics. With 2.8 kV applied to the channeltron and an amplifier gain of 50, the pulse height distribution (PHD) is measured by varying the lower limit of a 'voltage-window' discriminator in small steps and measuring the net signal. A typical result is shown in Fig. 3(d) for Ne% ¤ ionization at 500 eV. Extrapolation of the net signal to zero discriminator setting determines the true signal; the pulse transmission is the ratio of the signal at the discriminator setting used for the experiment (in this case, 0.3 V) to the true signal. The pulse transmission was estimated to be between 0.98 and 1.00 for the present experiments. No corrections were made to the measured cross sections to account for a non-unity pulse transmission; however, uncertainty in this quantity was included in the absolute uncertainty of the measurements as discussed below.
C. Absolute cross sections and uncertainties
The absolute cross sections are determined [11] from the measurements using
where
is the absolute cross section at the center-of-mass electron-impact energy is the form factor that is determined from the two beam profiles, and is the channeltron detection efficiency for the product ions that we estimated to be
The components of the absolute uncertainty for the measurements are given in Table I -confidence level for statistical uncertainties. The dominant contributions come from the transmission of product ions to the detector, product ion detection and pulse transmission, and measurement of absolute form factors. A detailed discussion of each of these sources has been given previously [9] . Although some of the values have been recently adjusted, the general discussion in this reference is still valid. The quadrature sum of these components is
Combining this sum with the total relative uncertainties at a contribution from form factor variations. These relative uncertainties are also given in Tables II-V at the one-standard-deviation level.
III. RESULTS
The experimental results will be discussed in separate sections for each of the charge states.
However, some discussion that is common to all four charge states is more conveniently given here. For each of the ions, experimental cross sections will be compared to the one-parameter Lotz semiempirical formula [7] , except for Ne" ¤ where the three-parameter form is used, and to the recommended cross sections given in the compilation of Lennon et al. [8] . Few experimental ionization cross sections have been reported for multicharged neon ions. For Ne"
at Nagoya have published crossed beams results [2, 3] and Hasted et al. [12, 13] trapped ion measurements. Only the electron beam ion source (EBIS) measurements of Donets and Ovsyannikov [14] for energies greater than 3 keV have been reported for ionization of the other three charge
states. The present cross sections are also compared to scaled measurements for isoelectronic multicharged ions.
Theoretical cross sections are likewise scarce in the literature. Jakubowicz and Moores [15] published distorted wave calculations for Ne% [3] Also presented is a solid line representing the three-parameter Lotz semiempirical formula [7] for direct ionization of the
ground configuration, and a dashed line representing the cross section curve recommended in the compilation of Lennon et al. [8] and based on the data of Danjo et al. [2] . The present experimental data are also given in Table II ; the total uncertainty near the peak of the cross section is typically was estimated for the O& ¤ ion beam extracted from the old ORNL Penning ion gauge (PIG) ion source [22] . Further data are needed to determine whether this difference in metastable fractions is due to the sources used or to the details of atomic structure and population dynamics for the different species. It should be noted, however, it was estimated that about and the older ones is due to using different types of ion sources or due to atomic physics of the different ions. One might expect that since the ECR ion source has a higher average electron temperature it would produce more metastables, but the trend shown here is just the opposite.
IV. RATE COEFFICIENTS
For many applications such as plasma modeling, it is useful to report Maxwellian rate coefficients for the process investigated. Table VI lists rate coefficients calculated from our present cross section measurements using a method described elsewhere [24] with the measured data extrapolated to high energies using f t S y 4 y p . In addition, the rate coefficients were fit with Chebyshev polynomials of the first kind
to enable the user to calculate them for any temperature in the range 10g K p q j r p 10s K: 
with the coefficients H and " calculated using Clenshaw's algorithm [25] :
and the reduced energy n is given by
The present results agree very well with published rate measurements for Neg 
