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ABSTRACT 
 
 
The use of Renewable energy such as wind power has grown rapidly over the past ten 
years. However, the poor reliability and high lifecycle costs of wind energy can limit 
power generation. Wind turbine blades suffer from relatively high failure rates resulting 
in long downtimes. The motivation of this research is to improve the reliability of wind 
turbine blades via non-destructive evaluation (NDE) for the early warning of faults and 
condition-based maintenance.  Failure in wind turbine blades can be categorised as three 
types of major defect in carbon fibre reinforced plastic (CFRP), which are cracks, 
delaminations and impact damages. To detect and characterise those defects in their 
early stages, this thesis proposes eddy current pulsed thermography (ECPT) NDE 
method for CFRP-based wind turbine blades. The ECPT system is a redesigned 
extension of previous work. Directional excitation is applied to overcome the problems 
of non-homogeneous and anisotropic properties of composites in both numerical and 
experimental studies. Through the investigation of the multiple-physical phenomena of 
electromagnetic-thermal interaction, defects can be detected, classified and 
characterised via numerical simulation and experimental studies. 
An integrative multiple-physical ECPT system can provide transient thermal responses 
under eddy current heating inside a sample. It is applied for the measurement and 
characterisation of different samples. Samples with surface defects such as cracks are 
detected from hot-spots in thermal images, whereas internal defects, like delamination 
and impact damage, are detected through thermal or heat flow patterns. 
For quantitative NDE, defect detection, characterisation and classification are carried 
out at different levels to deal with various defect locations and fibre textures. Different 
approaches for different applications are tested and compared via samples with crack, 
delamination and impact damage. Comprehensive transient feature extraction at the 
three different levels of the pixel, local area and pattern are developed and implemented 
with respect to defect location in terms of the thickness and complexity of fibre texture. 
Three types of defects are detected and classified at those three levels. The transient 
responses at pixel level, flow patterns at local area level, and principal or independent 
components at pattern level are derived for defect classification. Features at the pixel 
v 
and local area levels are extracted in order to gain quantitative information about the 
defects. Through comparison of the performance of evaluations at those three levels, the 
pixel level is shown to be good at evaluating surface defects, in particular within uni-
directional fibres. Meanwhile the local area level has advantages for detecting deeper 
defects such as delamination and impact damage, and in specimens with multiple fibre 
orientations, the pattern level is useful for the separation of defective patterns and fibre 
texture, as well as in distinguishing multiple defects. 
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Chapter 1. INTRODUCTION 
 
 
1.1 Research background 
Electrical power generation from renewable sources, mainly wind, has grown rapidly 
over the past ten years. However, the key feature that differentiates renewable energy 
from conventional power generation is the inherent fluctuation of its sources. Research 
indicates that, in the case of wind power, this gives rise to products with poor reliability 
and high lifecycle costs [1]-[4].  
This research is part of a collaborative UK-China project supported by the Engineering 
and Physical Sciences Research Council (EPSRC) entitled ‘Future reliable renewable 
energy conversion systems & networks’. The participants in this UK-China consortium 
are based at five UK universities (Edinburgh, Durham, Newcastle, Nottingham and 
Warwick), five Chinese universities (Chongqing, Sichuan, Tsinghua, Zhejiang, and 
Nanjing University of Aeronautics and Astronautics) and several other organisations 
(New & Renewable Energy Centre, Control Techniques, EM Renewables and 
Converteam from the UK, and GE Research, Goldwind and Mott MacDonald from 
China). 
This research concentrates on failure models and life cycle assessment (LCA) with the 
help of non-destruction testing and evaluation (NDT&E) for wind turbine blades in a 
wind power system. Wind turbine blades are normally made from composite materials 
such as glass fibre reinforced plastic (GFRP) or carbon fibre reinforced plastic (CFRP). 
Because of extreme environment conditions such as lightning, icing, storms, as well as 
bird strikes, wind turbine blades suffer from damage, which often results in the 
operational failure of wind power systems. In order to improve the reliability of wind 
turbine blades, failure models and NDT&E are required because failure models can give 
knowledge about weak points and failures, where NDT&E will provide qualitative and 
quantitative information useful in detecting faults at the early stages so that the critical 
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damage to important and expensive components can be prevented. The failure of wind 
turbine blades is mainly caused by crack, delamination and impact damage. In this 
thesis, one NDT&E approach, the so-called eddy current pulsed thermography (ECPT), 
is proposed as a tool to interpret and characterise these types of defect or damage in 
CFRP wind turbine blades through simulation and experiment. 
Three challenges have arisen for defect detection and characterisation in CFRP using 
NDT&E approaches: (1) the non-homogenous and anisotropic properties and multiple-
layered structure in CFRP materials; (2) the detection and classification of different 
types of defects at the surface or inside samples; (3) the quantitative non-destructive 
evaluation (QNDE) of different defects and in various fibre textures. To address these 
issues, an integration of two NDE techniques, eddy current and thermography, is 
implemented to maximise the advantages of the two techniques, which are that they are 
non-contact, rapid and directional, allowing large-scale inspection. Previous research 
has illustrated the capability of ECPT in detecting surface defects in homogeneous 
metallic specimens, but not much attention has been paid to the above three issues.  
To address the above challenges, the research fulfils: (1) a failure model analysis of 
composite wind turbine blades; (2) numerical modelling and experimental ECPT system 
development; (3) comprehensive transient feature extraction at the pixel, local area and 
pattern levels to give time-spatial information as well as defect classification and 
characterisation, based on multiple-physical phenomena through numerical modelling 
and experimental studies. 
 
1.2 Aims and objectives 
1.2.1 Research aims 
The aims of the research are: (1) to understand and analyse failure models for wind 
power systems; and (2) to develop an NDT&E system for wind turbine blades, 
especially for CFRP blades, to achieve defect detection and characterisation. Based on 
failure models and numerical simulations, a novel system is to be designed which 
includes sensor selection and configuration, data acquisition and processing, and defect 
characterisation according to feature extraction and pattern recognition. The 
classification and quantitative information about defects are achieved dealing with 
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varied defect locations and fibre textures at the pixel level, local area level and pattern 
level. 
1.2.2 Research objectives 
The objectives of this project are listed as follows: 
 To undertake a literature survey on wind power systems, failure models, NDT&E, 
and SHM, as well as the state-of-the-art in relevant numerical and experimental 
research in this areas; 
 To design and develop a sensing and imaging system for wind turbine blades made 
from CFRP, which includes the elements below: 
― to re-design eddy current pulsed thermography (ECPT) systems for non-
homogeneous and anisotropic materials, e.g. CFRP materials and to develop 
3D finite element method (FEM) numerical models concerning the 
visualisation and mapping of transient temperature responses and multiple 
physics distribution, including electromagnetic field distribution, Joule 
heating and the resultant temperature distribution;  
― to develop feature extraction algorithms from transient thermal responses at 
the pixel level and to demonstrate QNDE for defect detection and 
quantification through case studies, and to verify the experimental results 
with FEM numerical models; 
― to implement heat flow analysis at the local area level to extract flow features 
from thermal image sequences for defect detection, classification and 
quantification, comparing the three types of defects of crack, delamination 
and impact damage in different fibre textures; 
― to apply algorithms to extract abnormal patterns from thermal image 
sequences at the pattern level for defect classification and QNDE for crack, 
delamination and impact damage; 
― To compare the processing algorithms used at different levels and to identify 
the most suitable processing level under different conditions for various types 
of defects and complexities of fibre texture. 
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1.3 Main achievements 
The main achievements of the research are: 
 Undertaking a literature survey which provides failure models for wind power 
systems, and wind turbine blades in particular; and identifying the major types of 
damage to CFRP wind turbine blades, which are crack, delamination and impact 
damage; reviewing the state-of-the-art of NDT&E techniques for composite 
materials and proposing an ECPT technique;  
 Re-designing experimental systems and 3D FEM numerical models of ECPT 
inspections on CFRP composite materials in an effort to: (1) reveal the 
electromagnetic and thermal phenomena occurring within specimens as well as 
their interaction with defects in non-homogeneous and multi-layered specimen; and 
(2) analyse the transient temperature responses and extract their features; 
 Determining successful approaches to defect detection and characterisation via the 
evaluation of algorithms at the pixel, local area and pattern levels for the 
characterisation of crack, delamination and impact damage. The research identifies 
the most suitable evaluation level depending on the defect type and fibre texture 
complexity, solving non-homogeneous and anisotropic problems in composites:  
– The pixel level is the most efficient for identifying surface defects such as 
cracks, in particular within uni-directional fibres;  
– The local area level has advantages for evaluating inner defects such as 
delamination and impact damage in specimens with multiple fibre orientations;  
– The pattern level is effective at separation of defective patterns and fibre 
texture or distinguishing multiple defects, especially in complex fibre textures. 
 Implementing defect classification through features of transient thermal responses 
at the pixel level, flow patterns at the local area level and defect patterns at the 
pattern level; and realising QNDE of the area and diameter of defects; 
 Publishing papers in journals and presenting the work at conferences. 
 
1.4 Thesis layout 
Chapter 1 describes the research background, the aims and objectives of the research, 
and the main achievements related to the work, as well as an outline of the thesis. 
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Chapter 2 begins with reviews of failure models for wind turbine systems, and 
especially wind turbine blades, to identify the major defects leading to failure. The 
state-of-the-art NDT&E methods used for wind turbine blades are presented. An 
overview and comparison of the direction and capabilities of the NDT&E and QNDE 
approaches related to composite materials, CFRP in particular, is then presented. 
Focusing on the ECPT technique, algorithms at the pixel, local area and pattern levels 
are reviewed and discussed. A summary of the literature review is provided at the end of 
the chapter with a discussion on the problems identified which are the focus of the study. 
Chapter 3 presents a theoretical background to electromagnetic NDE (EMNDE) and 
thermography, which begins with an introduction to Maxwell's governing equations and 
the heat diffusion equations, followed by the governing equations for EM and thermal 
phenomena in EMNDE. FEM numerical simulation in solving multi-physics problems 
is then introduced along with its advantages over other methods with respect to the 
complexities of defect location and fibre texture. Furthermore, the research 
methodology used in the thesis is presented in this chapter, which outlines the numerical 
modelling approach and experimental designs in conjunction with the relevant 
processing algorithms at the pixel, local area and pattern levels respectively.  
Chapter 4 illustrates the defect characterisation investigation at pixel level via the ECPT 
technique, including numerical and experimental studies. Two case studies comparing 
different complexities of defects and fibre texture are reported for crack and impact 
damage. For crack case, features are extracted from transient temperature responses at 
selected pixels to quantify the depth and width of cracks. For impact damage case, the 
results reveal problems and inaccuracies due to the interior defect with an irregular 
shape, blurred hot-spots and a more complex fibre texture, which leads to the need for 
further processing algorithms at the local area and pattern levels as shown in Chapters 5 
and 6. The advantages and disadvantages of pixel level investigation are then discussed. 
Chapter 5 elaborates the defect classification and QNDE investigation at the local area 
level via optical flow (OF) algorithms used in order to evaluate deeper defects, such as 
delamination and impact damage. Flow patterns at defective regions for crack, 
delamination and impact damage are retrieved respectively and used for defect 
classification at the local area level. Moreover, an OF investigation on a case study of 
impact damage is carried out to estimate defective area against impact energy. In 
addition, variations in physical properties in CFRP with uni-directional fibre orientation 
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are quantified via OF. As to samples with multiple fibre orientation or more complex 
textures, the use of OF shows the shortcomings of the analysis of physical property 
variations, which leads to the pattern level investigation reported in Chapter 6. The 
advantages and disadvantages of local area level investigation are then discussed. 
Chapter 6 gives details of the study of the pattern recognition of defects and fibre 
textures using principal component analysis (PCA) and independent component analysis 
(ICA) at the pattern level to allow the evaluation of defects within complex fibre texture. 
A case study of impact damage and its resultant delamination is conducted to show the 
multiple-defected condition in complex fibre texture. Defect patterns and fibre texture 
patterns are obtained and identified into different independent components. The 
advantages and disadvantages of pattern level investigation using PCA and ICA are 
then considered. 
Chapter 7 summarises the research work with conclusions from the findings and the 
major contributions made to NDT&E. Future work based on the current investigation is 
proposed. 
 
1.5 Chapter summary 
This chapter introduces the research work which has been conducted on “eddy current 
pulsed thermography for non-destructive evaluation for wind turbine blades” as part of a 
UK-China collaborative project. The research background is elaborated and the aims 
and objectives of the research are presented. The major contributions of the research are 
listed, and the layout of this thesis and the contents of each chapter are briefly 
summarised. 
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Chapter 2.  LITERATURE SURVEY 
 
 
Having given a general introduction to this thesis, this chapter begins with reviews of 
failure models for wind turbine systems, including a brief introduction to these systems 
and their reliability, a summary of failure models for wind turbines as well as for wind 
turbine blades which are identified as a most crucial component with relatively high 
failure rates and long consequent downtimes. In order to improve the reliability of wind 
turbine blades, the NDE approach is a powerful tool to investigate the health condition 
of and existence of damage in blades. Thus, the state-of-the-art of NDE methods for 
composite blades is subsequently discussed in terms of their through acoustic, optic, 
electromagnetic and thermographic aspects. Though comparison of the advantages and 
disadvantages of current NDE methods, a hybrid technique, the so-called ECPT, is 
proposed in this thesis. This aims to quantify damages or defects in composite blades, 
and therefore the interpretation and characterisation algorithms of QNDE are reviewed. 
 
2.1 Reviews of failure models for wind turbine systems 
2.1.1 Brief introduction to wind turbine systems and their reliability 
According to their location, wind turbine systems can be categorised as onshore or 
offshore. Onshore systems suffer fewer failures, whereas offshore turbines generate 
more electricity due to their larger dimensions and the stronger winds present in large 
open spaces without restrictions caused by the environment, noise limits and urban 
planning. In terms of axis orientation, there are horizontal and vertical axis wind 
turbines. Horizontal axis wind turbines are more popular due to the higher efficiency of 
electricity generation. 
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Taking the horizontal axis wind turbine as an example, a typical configuration is shown 
in Figure 2.1. The rotor blade converts the kinetic energy of the wind into mechanical 
power, and then rotating speed is shifted at the gearbox. Subsequently the mechanical 
power is converted into electric energy by a generator [1]. The AC electricity is 
converted into DC at a converter and then independently modulated to a certain 
frequency of AC compatible with the utility grid [2]. A pitch drive is used to change the 
angle of the blade in order to enhance the wind harvest, and a yaw system aims to adjust 
the nacelle to increase the efficiency and can also protect the wind turbines. 
 
 
Figure 2.1 Configuration of wind turbines (http://www.nwip.org) 
 
The key problem in wind energy conversion systems is the inherent fluctuation of winds. 
Variations in wind not only have a major effect on power output but also lead to sharp 
changes in either mechanical or electrical conditions, which are the primary causes of 
poor reliability and high lifecycle costs. The failure rate of wind turbines is three times 
higher than that of conventional generators, and the maintenance costs are also much 
higher, especially for offshore turbines [3]. The very large size of offshore turbines, and 
severe environments, including very large variation in temperature at wind farms [4], 
lighting, rain, storm, etc., as well as the difficulty of access to offshore turbines, also 
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cause high failure rates, long downtimes and expensive repair costs. In next sub-section, 
failure models for wind turbines will be summarised in order to identify the major 
problems involved.  
 
2.1.2 Failure models for wind turbines 
Any component of a wind turbine can suffer damage. Cases of structural damage on 
wind turbines are reported from time to time, and the purpose of using failure models is 
to identify critical components and to determine where and how often failure occurs as 
well as how long it takes to repair, to characterise and understand failure modes and 
causes. With information from the literature survey [5]-[12], a failure map for wind 
turbines is summarised in Figure 2.2, which illustrates different major critical 
components and regions as well as the relevant failure models and popular methods for 
failure monitoring.  
From the literature survey, it is clear that approaches for further study are required to 
give information about the causes of failures, how they occur and where damage is most 
likely to occur. In this research, further study of wind turbine blades is conducted for 
various reasons: the blade is one of the components which has the highest failure rate 
known from failure model analysis; and the mean downtime for repair is relatively long 
[4], [13]; the cost involved in repairing damage to blades is also the highest and the 
blade itself is very expensive, accounting for 15-20% of total turbine cost [14]. In 
particular, offshore turbine blades are larger than onshore ones, and as the size of blades 
increases, the failure rates and repair costs are much higher. 
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Figure 2.2 Failure causes, modes and relevant condition monitoring methods for major 
components in wind turbine systems. 
 
Through the literature survey, three approaches for research on failure models and 
reliability are summarised below: 
(1) Historical statistical data can be used to analyse failure in different 
components/systems and to build failure models. Surveys have been conducted of the 
failure rates of components of wind turbine sited in Sweden, Finland, Germany and 
Denmark [4], [13], as shown in Figure 2.3. The data shown in Figure 2.4 were obtained 
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from Landwirtschaftskammer (LWK in the figure), Wissenschaftliche Mess- und 
Evaluierungsprogramm (WMEP) and Swedish [15] over a relative longer period. From 
the figure, it can be found that the component with the highest failure rate in Sweden, 
LWK and WMEP is the electric system, meanwhile hydraulic system are yaw system 
are components with the highest failure rate in Finland and Denmark, respectively. 
Gearboxes, blades, control systems are also have high failure rates in these countries. 
From Figure 2.4, it is also clear that faults in blades, generator, gearbox, yaw system 
and drive train have relatively long downtimes. Overall, considering the failure rates 
and downtimes for repair, as well as the necessary for a removal from a nacelle and 
replacement, the understanding of failure in gearboxes, blades and generators is 
important for further design, manufacture and maintenance.  
The main limitation of this method is that it relies on failure statistics. The data used and 
models developed may be out-of-date, and inapplicable to new wind power systems 
which involve newly-developed materials and structures. In addition, data is always 
difficult to gather since it is sometimes considered confidential by wind turbine 
manufacturers and operators. 
 
 
Figure 2.3 Data from a survey of failure in wind power systems [13] 
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Figure 2.4 Statistics of failure rates and downtimes per failure comparison for critical 
subsystem of wind turbines [15] 
 
 (2) Analytical modelling in conjunction with reliability theory can be conducted. Some 
reliability theories such as the Bathtub curve [4], [15] etc. are good tools to use in 
modelling the lifetimes and predicting the failure in failure models. The Bathtub curve, 
as shown in Figure 2.5, is a probability-based model for understanding the reliability of 
any component or system. It depicts the relative failure rate of products over time, 
showing with three zones: an infant mortality period with a decreasing failure rate, 
followed by a normal life period (also known as "useful life") with a low, relatively 
constant failure rate, and concluding with a wear-out period that exhibits an increasing 
failure rate. Analytical mathematics methods, such as Markov–Monte Carlo simulation 
[17], are used for modelling operating conditions and other factors. In conjunction with 
NDE techniques, the Bathtub curve or Markov-Monte Carlo model can provide criteria 
for condition-based maintenance and prediction. Failures are detected and characterised 
using NDE techniques, and subsequently the health and reliability of components or 
systems can be estimated using these analytical models. The limitation of this method is 
that it requires large volumes of data over long time spans, and the theoretical analysis 
drawn from physics, mechanics, material and mathematics ignores environment issues 
and unexpected sudden events. In this thesis, it is concentrated to use NDE approaches 
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to obtain accurate and quantitative information about defects as input for those 
analytical models. 
 
 
Figure 2.5 The Bathtub curve [15] 
 
(3) Testing and monitoring, such as NDT&E and SHM of components and/or systems, 
can provide measurements for the characterisation of material and health monitoring. 
Particularly, types of failure in different components can be detected and identified 
during testing and monitoring, such as blade test for crack diagnosis [8], gearbox test 
for fatigue diagnosis [18]. 
NDT&E includes a wide group of analytical techniques used to test and evaluate the 
integrity of a material, component or system without causing damage [19]. “SHM is the 
continuous or regular monitoring of the condition of a structure or system using built-in 
or autonomous sensory systems, and any resultant intervention to preserve structural 
integrity” [20]. NDT&E is a well-established ‘manual’ testing and evaluation technique 
which focuses on the detection and characterisation of defects in materials. It has been 
extended to wind turbine blades, for example using Acoustic Emission (AE) to locate 
defects [21]-[24], ultrasonics and radiography to acquire and analyse images for defects 
[25], [26], and fibre optics for strain monitoring [27]. SHM can provide real-time data 
concerning the health and operational conditions of components or systems. Compared 
with NDT&E, SHM emphasises real-time and continuous monitoring of defects or 
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damage. Smart materials and sensors are used in lifecycle monitoring, such as 
piezoelectric material for self-diagnosis using a modified impedance model [28], 
continuous sensors built from piezoelectric transducer (PZT) material for AE 
monitoring [29], Fibre Bragg Grating (FBG) sensors for bridge monitoring [30] etc. 
Based on the analysis of failure, reviews of NDT&E and SHM for wind turbine blades 
are provided in Section 2.2. 
Based on the study of failure models for wind turbines, the blade is identified as a 
critical component with the relatively longest downtime. Therefore, the composite blade 
is chosen as the target of evaluation in this thesis. In the next sub-section, failures in the 
composite wind turbine blade are addressed. 
 
2.1.3 Failure in composite wind turbine blades 
In Section 2.1.2, failure models for different components and subsystems of wind 
turbines have been reviewed along with approaches to build failure models. From the 
review, it is clear that wind turbine blades are associated with the longest downtimes, 
despite their relatively low failure rates. In addition, the blade is one of the most 
expensive components in a wind turbine system to repair. Thus, the monitoring and 
evaluation of wind turbine blades during manufacturing and operation is critically 
important in preventing further damages and organising appropriate repair schedules to 
keep the blades working and to extend their lifetime. In this sub-section, the failure 
which occurs in wind turbine blades are specifically reviewed so that the challenges 
involved for NDE and SHM can be identified. 
Rather than heavy metallic material, more and more non-metallic composite materials 
are now used in turbine blades, such as carbon fibre reinforced plastics (CFRP) and 
glass fibre reinforced plastics (GFRP) [30]. The majority of wind turbine blades are 
made of glass fibre/epoxy, glass fibre/polyester, wood/epoxy or carbon fibre/epoxy 
composites [32]. The most significant advantage of composites is that they have high 
strength but are lighter in weight compared with metals. CFRP exhibits higher-strength 
behaviour than GFRP and has better capability to reduce weight. However, the cost of 
CFRP is higher. GFRP is the main material used for small wind turbine blades up to 
around 35 metres, but CFRP or a combination of CFRP and GFRP is the primary 
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material used for megawatt-scale wind turbine blades, whose length is usually over 60 
metres [33], [34]. The structure of a typical wind turbine blade is shown in Figure 2.6, 
and includes the main spar, downwind side, upwind side, leading edge, trailing edge, 
and aerodynamic shell.  
 
 
 
  
Figure 2.6 The main elements of a wind turbine blade [8] 
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Figure 2.7 A sketch illustrating some of the common types of damage found in a wind 
turbine blade [8] 
 
Damage to a blade can occur in several ways. Typical damage types in wind turbine 
blades are summarised in Table 2-I [8], [27], [35]-[37], and a sketch of types of damage 
is shown in Figure 2.7. Comparing the damages in Table 2-I, many damages have 
similar behaviour with cracks, delamination and impact damages in terms of 
discontinuities in the material’s property. For example, skin/adhesive debonding and 
adhesive joint failure are caused by a separation of two layers, which is similar to 
delamination. These types of damage lead to the discontinuities in the material’s 
property in the depth direction (z direction). Splitting along fibres or cracks result in 
discontinuity in the layer planar (x and y directions). Impact damage changes the 
material property in all x, y, z directions with a certain percentage of variation. 
Therefore, crack, delamination and impact damage can be categorised as the three 
typical types of defects in composites. 
To detect and quantify damage to composite blades, NDE and SHM are both powerful 
tools. In the next section, the state-of-the-art of NDE and SHM techniques for 
composites are reviewed. The advantages and disadvantages of each method are 
summarised, followed with challenge identification for evaluation and monitoring of 
composites. 
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Table 2-I Typical damage to wind turbine blades [8], [27], [35]-[37] 
Type Description 
1 
Damage formation and growth in the adhesive layer joining skin and main spar 
flanges (skin/adhesive debonding and/or main spar/adhesive layer debonding) 
2 
Damage formation and growth in the adhesive layer joining the up- and 
downwind skins along leading and/or trailing edges (adhesive joint failure 
between skins) 
3 
Damage formation and growth at the interface between face and core in 
sandwich panels in skins and main spar web (sandwich panel face/core 
debonding) 
4 
Internal damage formation and growth in laminates in skin and/or main spar 
flanges, under a tensile or compression load (delamination driven by a tensional 
or a buckling load) 
5 
Splitting and fracture of separate fibres in laminates of the skin and main spar 
(fibre failure in tension; laminate failure in compression) 
6 
Buckling of the skin due to damage formation and growth in the bond between 
skin and main spar under compressive load (skin/adhesive debonding induced by 
buckling, a specific type 1 case) 
7 
Formation and growth of cracks in the gel-coat; debonding of the gel-coat from 
the skin (gel-coat cracking and gel-coat/skin debonding) 
8 
Low-energy, low-velocity impact damage, also producing extensive sub-surface 
delaminations, matrix cracks and fibre fractures 
 
2.2 State-of-the-art of NDE and SHM methods relevant to composites 
The purposes of NDE and SHM of composites include the prediction of damage and 
lifetimes [38], the investigation and evaluation of environmental impacts [39] and the 
health status of a given product or system during its lifecycle. However, in contrast to 
other traditional NDE and SHM applications, the materials used and structural 
configurations of wind turbine blades make the process more complex since new 
materials with multiple-layered and complex structures are used in these blades, in 
particular in large-scaled offshore turbine blades.   
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To improve the reliability of wind power systems and to understand their failure models, 
much research and development on inspection and monitoring systems for wind turbine 
blades has taken place. These include the fatigue test for wind turbine blades [39] at the 
National Renewable Energy Laboratory (NREL). This fatigue test integrated multiple 
sensor systems developed by following institutes the Sandia National Laboratory (SNL), 
and NASA Kennedy Space Centre, the Purdue SHM system, and the Virginia Tech 
SHM system. Beattie from SNL applied acoustic emission (AE) systems for fatigue 
tests and the NASA Kennedy Space Centre SHM system applied macro-fibre composite 
sensors for wave propagation based inspection. Meanwhile, the Purdue SHM system 
used tri-axial accelerometers to measure tip deflection, and the Virginia Tech SHM 
system used macro-fibre composite sensors for impedance measurements. Moreover, 
strain gauges and photoelastic panels are used for load/strain measurements, and two 
thermography cameras for monitoring the thermal gradients of photoelastic panels were 
implemented by NREL. Much work still remains to be done to determine which SHM 
technique is best suited for a particular wind turbine application as there are inherent 
challenges in the SHM of large structures to detect damage that often occurs first at a 
small scale, and it is difficult to distribute arrays of sensors widely enough to monitor 
the entire structure. In general, challenges remain in the optimal selection of sensors and 
decision making for global and local monitoring of structures and defects in a reliable, 
cost-effective manner and effective use of information .  
Apart of above developed SHM systems, individual methods used for composite 
materials are reviewed in the following sub-sections. These can be divided into acoustic, 
optical, EM and thermographic methods, as shown in Figure 2.8. 
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Figure 2.8 Category of NDE techniques reviewed in this thesis. 
 
2.2.1 Acoustic methods 
2.2.1.1 Ultrasonics 
Ultrasonics is a well-established method used to evaluate the inner structure and defects 
in solid objects. Ultrasonic scanning and phased arrays are useful in inspecting large-
scale structures such as wind turbine blades. The main principle of this technique is that 
an ultrasonic wave passes through the material and is then reflected by a discontinuity 
of acoustic impedance, such as a defect. A transmitter introduces the ultrasound wave 
into the material to be inspected through a couplant, which is usually water or oil but 
may also be air, and the signal propagates through the material and is picked up by a 
receiver on the opposite surface of the material. Alternatively, the wave may also be 
applied with a single transducer in a pulse-echo mode or with a pair of transmitter and 
receiver on the same side of the material to be inspected, as shown in Figure 2.9 [41]. 
Due to the multiple-layered structure of composites, multiple reflections between layers 
may reduce the signal-to-noise ratio (SNR) of the received signal because of the 
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cancelling of received signal from multiple reflections, which is a major problem in the 
use of ultrasonic method for composite material. 
 
 
Figure 2.9 Schematic diagram of pulse-echo ultrasonic technique 
 
Ultrasonics is typically applied for defects oriented perpendicularly to the propagation 
direction of ultrasound wave [42]-[45]. The reflected time, amplitude of the ultrasound 
are normally monitored as features for localisation and quantification of defects. 
Jasiūnienė et al. [25], [26] tested a GFRP wind turbine blade using a pulse-echo 
immersion technique with two types of ultrasonic transducers at focused 2.2 MHz and 
planar 400 kHz frequencies, respectively. Three man-made internal defects with 
diameters of 81 mm, 49 mm and 19 mm were detected and imaged. The results showed 
that the use of a low frequency planar transducer allowed the detection of deeper defects 
due to less attenuation through the multiple-layered structure. 
Rusborg et al. [41] conducted the field inspection of GFRP laminates using a pulse-
echo method in the frequency range from 0.5 up to 5 MHz. Automated ultrasonic 
scanning equipment (PS-4 system) developed by FORCE Technology was used to 
inspect a wind turbine blade made of GFRP. The results showed that the delaminations 
and cracks with diameters of down to 10 mm could be detected. In addition, multiple 
cracks were detected with increasing attenuation of the sound wave. Impact damage on 
GFRP skins leaving a dent on the surface was also found. 
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Satito et al. [45] used ultrasonic C-scan images and cross-sectional photographs to 
reconstruct impact damages within CFRP laminates. A 3D impact damage model for 
multi-axial laminate was developed. Through fatigue test, impact damage and the 
resulting delamination and transverse cracks near the impact point were found and 
reconstructed. 
All of the above studies required the scanning of the sample with a relatively long 
inspection time. To speed up inspection, long-range ultrasonics has been proposed. Guo 
and Cawley [46] introduced the S0 Lamb mode for propagation over distances of the 
order of one metre in composite laminates. Through the investigation of the interaction 
of the S0 lamb mode with delaminations, they found that the amplitude of the reflected 
S0 lamb mode from a delamination strongly depends on its depth in the thickness of the 
sample. In addition, the location of delamination determined the maximum and 
minimum values of reflectivity, which corresponded to the locations of maximum and 
minimum shear stress across the interface. 
The approaches discussed above require a couplant, normally water, for the ultrasonic 
probe to introduce ultrasound into the sample, which is more feasible in laboratory 
studies than in field tests. To overcome this problem, air-coupled ultrasonics [47] and 
laser ultrasonics [48], [49] have been proposed. The use of air-coupled ultrasonic 
transducers allows non-contract rather than contact testing, which is more suitable for 
most inspection conditions. However, an appropriate angle for the introduction of 
ultrasound into samples to be inspected is strictly required. Another non-contact method 
uses laser ultrasonics. Here the transducer pair is composed of a laser ultrasonic 
generator and an interferometric sensor. Using air-coupled or laser ultrasonic 
transducers, the SNR is significantly reduced, and this remains a challenge for defect 
detection and quantification. 
 
2.2.1.2 Acoustic emission 
Acoustic emission methods can give knowledge of defect generation, localisation and 
the monitoring of its propagation. AE is defined as the transient elastic wave generated 
when strain energy is released suddenly within or on the surface of a material [50]. AE 
waves occur because of microstructural changes, such as the extension of a fatigue 
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crack, fibre breakage in composite materials, dislocations, friction phenomena within 
cracks, or plastic deformation. These changes lead to elastic waves being generated 
within a broad frequency range between 20 kHz and 1 MHz. When AE or stress waves 
reach the material’s surface, small displacements produced by them are detected by 
PZTs and then the stress information is converted into electrical signals. 
A typical AE signal produced when a crack occurs is shown in Figure 2.10. Some 
parameters of AE signals represent the state of the damage, as shown in Table 2-II. 
 
 
Figure 2.10 Schematic representation of AE signal [51]: 1. Maximal amplitude of pulse, 
2. Noise level, 3. Voltage, 4. Single oscillations, 5. Standard deviation of amplitude, 6. 
Interval between pulses, 7. Discrimination level, 8. Time, 9. Pulse duration, 10. Events. 
 
Table 2-II Parameters of AE and their informative content [51] 
Parameters of AE Informative content 
Amplitude Energy of AE source 
Amplitude distribution Type of present defects; failure mode (ductile failure or 
brittle fracture) 
Frequency spectrum Nature of AE source 
Count rate* Rate of defect growth 
Time distribution of pulses Type of growing defects 
*Count rate is the number of threshold crossings of AE signals above a pre-set value per 
unit time 
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In one study, seven types of crack damage were categorised during a 25-metre test on 
the type V52 blade manufactured by Vestas Wind Systems A/S, by means of the 
analysis of data from videos and photos, strain gauges, AE and deflection sensors [8]. 
The damage types were cracking along adhesive layers, sandwich face/core debonding, 
composite cracking along fibres, the compression failure of the laminate, and cracks in 
the gel coat. 
Rumsey et al. [23] reported on the use of a PAC DiSP system in the AE testing of a 9-
metre long, 160.5 kg blade, the TX-100. Another test based on audible cracking sounds 
from blades was conducted by Joosse et al. [21]. A 9-metre carbon fibre wind turbine 
blade, the CX-100, was tested in [6] with load, deflection, strain, and acoustic emissions 
monitored. It was also shown that the AE monitoring system detected not only the 
locations of damage but also incipient global blade failure. Certification tests for both 
small and large-scale wind turbine blades were developed and demonstrated in [5], [52], 
[53] using AEGIS and Aegis PR software, which could provide the basis for an online 
blade condition monitoring system. 
Beattie [22] showed that the fatigue condition of large fibre reinforced plastic wind 
turbine blades could be estimated using AE method. PZT ribbon sensors were made and 
implemented in [29]. The lead break, which is similar to a fibre failure in the fibreglass 
plate, was conducted in the test.  
To achieve higher accuracy in damage evaluation, the number of sensors must be 
increased. Schulz et al. [54] proposed a structural neural system for the SHM of wind 
turbine blades. A 10 x 10 array sensor system with four channel outputs was introduced 
in [29], [54]. Ghoshal et al. [55] also suggested using multiple PZTs connected together 
in a series or array to reduce the output channel number. 
The limitations of AE methods include that it is a contact method, requiring sensors to 
be bonded to the structures to be inspected. The sensors may be damaged during 
operation. Also AE methods can detect the generation and propagation of defects in 
online and in-situ monitoring, but it is difficult to obtain quantitative information about 
the defects. Finally, false alarms may be frequent and inevitable with these methods. 
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2.2.2 Fibre Optics 
Fibre optics (FO) has been widely used in communications applications, but can also be 
implemented as sensors in NDE or SHM. Light is kept in the core of the fibre optics by 
total internal reflection. The fibre optic material acts as a waveguide, and is made from 
high-purity, low-loss optical materials, usually silica. The propagation of light through a 
FO is shown in Figure 2.11. The FO can be attached to a test sample to measure loads. 
The principle of plastic FO is that the optical power of a light source which goes 
through the optical fibre will reduce linearly as the strain of the optical fibre increases, 
but will decrease dramatically when the crack density in the specimen increases. 
Therefore, FO can be used to detect cracks.  
 
 
Figure 2.11 The propagation of light through a fibre optic [56]. 
 
FO sensors have been widely used in the SHM of bridges and aircraft to detect and 
monitor fatigue cracks, disbanded joints, erosion, impact and corrosion in both metallic 
and composite materials [57]-[59]. The advantages of FO for composite blades are that 
it is sensitive to strain/stress and adaptable for large-scale structures. 
Roach et al. [59] embedded chirped fibre Bragg grating (FBG) sensors to detect crack 
growth in metal structures and disbands in composite-to-metal bonded joints. Four 
gratings were implanted onto a multi-ply boron epoxy doubler, where gratings A and C 
were fixed parallel to the short axis of the doubler whilst B and D were parallel to the 
long axis. From the strain distribution from sensors B and D, fatigue crack growth 
between 950    and 1020    was monitored during fatigue tests with a maximum 
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tension load of 34,000 lbs. With the shear strain distribution from sensors A and C 
along the edge of the test specimens, the taper region for disbands were also monitored. 
Grouve et al. [60] discussed the influence of delamination on the resonance frequencies 
of composite material. Six unidirectional carbon-polyetherimide beam specimens were 
tested using Draw Tower fibre Bragg gratings. The result showed that the resonance 
frequency shift is very sensitive to delamination parameters, which include location, 
size, and laminate lay-up. 
Schroder et al. [61] installed an FBG sensor system for load monitoring in a 53-metre 
long GFRP wind turbine blade. In order to reduce the impact of temperature, an 
additional FBG temperature sensor was installed. The test with 50 load cycles per 
second and strain amplitudes of up to 2000    was conducted for 4 weeks to simulate 
the lifetime of 20 years at a rotation rate of 12 rpm. The accumulated strain data could 
be used for the determination of fatigue load footprint and lifetime estimations for rotor 
blades. 
Takeda [62] found that theoretical predictions agreed with experimental results for 
transverse crack density-strain and stress-strain curves. Besides this, plastic optical 
fibres (POFs) have been used in tensile tests of GFRP material because their thermal 
expansion coefficient is almost the same as that of the GFRP matrix, and FBG sensors 
were used to detect the transverse cracks in CFRP composites. The relationships among 
optical power, crack density and strain from POF and the power spectrum reflected 
from the FBG sensors were discussed. By observing the loss in optical power and 
changes in the reflected power spectrum, transverse cracks could be detected both in 
GFRP and CFRP composites. 
Work on the detection of damage in the adhesive layers of wind turbine blades using 
fibre optic displacement transducers was presented in [27]. Microbend strain 
transducers were used to measure compression. From the simulation and experiments, it 
was shown that microbend FO sensors were suitable for the detection of damage in the 
adhesive layers between larger composite structures. The sensitivity of transducers 
reached 1.3%  m whilst 1.6%  m was expected and a large 50% change in 
transmittance was obtained for displacements of 40  m. In addition, the sensitivity was 
sufficient for the detection of cracks in the adhesive layers with typical sizes of 100-200 
 m. However, the signal was strongly influenced by other factors such as temperature. 
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In addition, the FO sensors are vulnerable, which means the sensors may be damaged 
before the samples or structures to be monitored. 
 
2.2.3 Electromagnetic methods 
2.2.3.1 Eddy current 
Eddy current techniques originated from Michael Faraday’s discovery of 
electromagnetic induction in 1831. The principle of eddy current can be stated as 
follows: the electric current I within a coil generates a primary magnetic field H 
surrounding the coil. According to Faraday's law of induction, so-called eddy currents 
are induced by the primary magnetic field H. According to Lenz's law, the eddy current 
then creates a secondary magnetic field B. , which is opposite to the primary magnetic 
field H. Eddy currents are induced by the primary magnetic field and Figure 2.12 shows 
the principle involved. The eddy current response can be affected by the material's 
conductivity, permeability, frequency, geometry, etc. In addition, eddy current 
distribution is strongly influenced by the non-homogeneity of composite materials, 
which requires the optimisation of the coil with respect to fibre orientation in order to 
achieve high SNR. 
 
 
Figure 2.12 The principle of eddy currents 
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EC techniques have become powerful methods in the for inspection of conductive 
specimens, and many methods have been proposed based on EC in order to improve 
inspection efficiency, detection capability, evaluation feasibility and compatibility [63], 
[64]. Multi-frequency eddy current (MFEC) [65] and pulsed eddy current (PEC) [66]-
[68] are considered to be advanced EC techniques in the development of EC and its 
application to EM NDE. Both MFEC and PEC are specific EC techniques which 
employs a wide range of frequencies in excitation. MFEC adopts multi-frequency 
sinusoidal excitation ranging in scale from several hertz to megahertz. Excitation is 
generated in sequence or simultaneously and lasts for a predefined time. In contrast, 
transient excitation in the form of a pulsed/step waveform is implemented in PEC, 
where the frequency band is wider than in sinusoidal excitation at a single frequency. 
Gros [69] used the EC technique for the detection of delamination caused by low-
energy (0.5-7.0J) impacts in CFRP materials. The results demonstrated that EC 
provided accurate, efficient and rapid qualitative information on low-energy impacts in 
these materials because it penetrated the air gaps caused by delamination. He et al. [70] 
proposed automated defect classification using PEC in multi-ply structures with 
interlayer gaps where lift-offs varied from 0 to 1.4 mm. PCA and a support vector 
machine were also investigated for automated classification. 
Mook et al. [71] discussed fibre orientation measurements in CFRP materials using 
rotary probes. Additionally, local imperfections such as fibre fraction fluctuations based 
on changes in fibre orientation could be displayed. Furthermore, the EC method could 
be used to detect fibre debonding from the ageing effects and impact damage, which 
results in fibre breaking, matrix cracks and delamination. 
Yin et al. [72] implemented three multi-frequency EC sensors to measure bulk 
conductivity, characterise the directionality and image the defects in CFRP specimens. 
The results showed that the EC method could effectively locate damaged areas and 
performed more accurately than an ultrasonic scan method. 
The detection of low velocity impact damage in CFRP using high temperature 
superconductor (HTS)-SQUID was proposed in [73], [74]. Low velocity impacts are the 
most frequent causes of delaminations, and using HTS-SQUID magnetometers in an EC 
experiment, defects in CFRP samples of diameters lower than 1 mm were detected [73]. 
The main advantage of the SQUID system is its excellent sensitivity down to very low 
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frequencies. The results for samples with heat and impact damage have also been 
published [74]. 
From the literature, it is clear that the eddy current method is sensitive to surface and 
sub-surface defects, but deeper defects are more difficult to detect due to skin effects. 
Besides this, the excitation direction used is crucial for composite materials owing to 
their non-homogeneity. For large-scale structures, scanning is required but this is time-
consuming and limited in terms of spatial resolution. 
 
2.2.3.2 Magnetic flux leakage 
Magnetic flux leakage (MFL) is a magnetisation-based NDE technique used to detect 
and characterise corrosions, cracks and other damage using a magnet which introduces a 
magnetic field into inspected specimens [75], [76]. Figure 2.13 demonstrates the 
principle of MFL. When the probe encounters a defect, such as a crack or corrosion, the 
magnetic field leaks out of the specimen from the defect, and that leakage field is 
detected by a magnetic sensor, which may be either a Hall-effect sensor or a pick-up 
coil. This method is appropriate for the detection and characterisation of defects in 
ferromagnetic-material.  
 
 
Figure 2.13 The principle of MFL 
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The MFL technique is popular for the inspection of pipelines [75]-[78] or rail-tracks 
[79], [80]. To speed up inspection, a dynamic MFL inspection system was firstly 
developed by Michigan State University College [81], which is applicable to 
measurement at speeds less than 10 m/s. Li et al [82] have also simulated and examined 
the MFL response against defect depths up to 30 m/s. However, because they are not 
ferromagnetic materials, MFL is not suitable for defect evaluation in CFRP or GFRP. 
 
2.2.3.3 Microwave NDE 
The microwave frequency spectrum ranges from 300 MHz to 300 GHz. An overview of 
microwave and millimetre wave NDT&E methods [83], [84] discussed many 
applications, including dielectric material characterisation [85], [86], the detection and 
sizing of defects, corrosion under paint and microwave imaging for flaw detection. Far 
field [87], [88] and near field [89]-[92] microwave and millimetre wave NDT&E 
approaches detect defects through the magnitude and phase variation of the reflection 
coefficient. Microwave and millimetre wave imaging using rectangular open-ended 
waveguides or custom-designed transceivers have been reported [93], [94]. Based on 
the changes in material properties caused by a defect, many published studies using 
rectangular waveguides have focused on crack detection [95], electromagnetic 
modelling of the interaction of the EM field with a crack [96], [97] and crack imaging 
[94].  
From the applications, it can be found that microwave is a non-contact method, which 
does not require any couplant. The high frequency allows relatively high spatial 
resolution in inspections. In addition, microwave NDE is relatively inexpensive. 
However, scanning on a large–scale sample is normally time-consuming, and in 
microwave imaging approaches, the algorithms used for reconstruction from the 
scattering of microwave signals are relatively complex. To deal with large-scale 
inspection, Ghasr et al. [98] designed a microwave camera system which provided a 
means for fast inspection and visualisation with high sensitivity and resolution for 
dielectric materials. However, microwaves cannot efficiently penetrate through 
conductive materials, which means that surface defects can be sensed but it is difficult 
to detect deeper defects. 
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2.2.4 Thermographic methods 
The major advantage of thermography over other techniques is the potential it offers for 
the rapid inspection of a large area within a short time, even though so far it has mostly 
been applied to samples in the laboratory instead of in-situ structures [99]. However, 
there is likely to be a trade-off between detectable defect size and inspection area. 
Thermography is also applicable to a wide range of materials, including glass fibre, 
carbon fibre composites and metallic materials, where specific excitation techniques are 
suitable for different applications. To inspect defects over a large area and at large 
stand-off distances, the integration of thermography and other NDE approaches has 
been investigated, resulting in, for example, the development of flash thermography, 
sonic thermography, laser thermography, and eddy current pulsed thermography. Those 
thermographic methods are reviewed below. 
. 
2.2.4.1 Flash thermography 
Flash thermography uses flash lamps, air guns, or other means to heat the samples to be 
inspected, resulting in transient thermal interactions at the surfaces which are monitored 
by an infrared camera. As a high-speed, portable and non-contact inspection technique, 
it can be used of the detection of a variety of defects in a large range of materials [99]- 
[103]. 
Avdelidis et al. [99], [100] implemented flash thermography to detect notches in 
aluminium aircraft skin, delamination between two composite plies, as well as holes and 
fibre breakout in carbon composites. By quantitatively analysing the contrast among the 
detected defects, relationships between the diameter of defects and transient time were 
derived.  
Quantitative information about defects can be gained from analysis of heat transfer. Liu 
et al. [101] developed a 3D thermal model based on a finite-difference splitting method 
in the time domain. Through phase angle contrast measurements, defects with varying 
diameter and depth were detected and quantified in a SiC coated C/C composite 
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specimen. The results showed that the diameter of the smallest detectable defect was 
about 2 mm. 
With the use of appropriate algorithms, results gained from flash thermography can be 
significantly improved. Ibarra-Castanedo et al. [102] compared four methods in 
improving the SNR of flash thermography using differentiated absolute contrast and 
thermographic signal reconstruction. Through the experimental studies of delaminations 
in composite material, thermographic signal reconstruction showed the best SNR. 
Results can be further improved via a combination of heat scheme. Mulaveesala et al. 
[103] used pulse thermography and modulated lock-in thermography simultaneously to 
combine their advantages. A specimen was heated in a specific range of frequencies, 
rather than at a single frequency. The results were validated on a CFRP sample. 
 
2.2.4.2 Thermosonics or Sonic IR 
Thermosonics, which is also called Sonic IR or vibro-thermography, uses a powerful 
ultrasonic source at frequencies of tens of kilohertz with a power from several hundred 
to several thousand watts producing frictions at defects in order to generate heat, and 
then an IR camera is used to obtain a temperature profile at the surface of the inspected 
specimen. 
Morbidini et al. [104] implemented thermosonics for crack detection in metallic 
specimens in conjunction with the measurement of local vibration strain. The results 
showed positive correlations between predicted values and the measurements from 
small cracks generated in a high-cycle fatigue regime. Han et al. [105] reported results 
using several coupling materials and quantified the effect on the detect ability of a 
defect. Correlations between levels of ultrasound energy and the resulting thermal 
energy at cracks in an aluminium sample were discussed. 
Thermosonics is also capable of the detection of defects in composites. Han et al. [106] 
discussed the application of thermosonics for detecting disbonds and delaminations in 
composites through simulation and experiment. Chaotic sound was proposed to provide 
a uniform background for the imaging of defects. Zhao et al. [107] derived depth 
profiles of delaminations from the time delays of temperature increases at the surface. 
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The temperature against time and the second derivative of T-t were evaluated to gain the 
depth information about defects. 
 
2.2.4.3 Laser thermography 
In laser thermography, a laser with a power of several watts is used to heat the sample 
locally, and the resulting surface temperature is recorded by an IR camera. This method 
can also be used to detect defects in metal or composites. Avdelidis et al. [108] 
proposed 3D laser profilometry and pulsed thermography to obtain surface roughness 
information. Rashed et al. [109] used laser spot imaging thermography to detect and 
localise fatigue cracks in steel bar, and their results were validated with a 2D numerical 
model. Schlichting et al. [110] quantified the crack angle and depth by analysing the 
asymmetries caused by cracks in laser thermal footprints. The results were validated 
through calibrated experiments and FEM simulation. 
Kuhn et al. [111] compared the ability of thermosonics and laser thermography to detect 
delamination in composites. It was found that the detection region of laser 
thermography is larger than that of thermosonics. For samples with large dimensions, 
laser thermography only requires one measurement, whilst thermosonics needs more. 
From the point of view of accuracy, thermosonics is better because the heat is more 
focused at the defect. 
 
2.2.4.4 Eddy current pulsed thermography 
Eddy current pulsed thermography combines EC and thermography, and involves the 
application for a short period of a high current electromagnetic pulse to the conductive 
material under inspection. Eddy currents are induced in the material, leading it to 
become heated. The existence of any defects distorts the propagation of the eddy current, 
leading to a variation in material temperature that can be detected with thermography. 
The non-homogeneity and anisotropic nature of CFRP in the subsequent cooling phase 
also affects the diffusion of heat. Therefore, the mixed phenomena of induction heating, 
which dominates in the heating phase, and the diffusion of this in the cooling phase 
along with the specific behaviour exhibited, give information useful for the quantitative 
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non-destructive evaluation of non-homogeneities in a given material. As opposed to 
flash and laser thermography techniques, ECPT focuses the heat generation at the 
defects, not only at the surface but also under it. In addition, ECPT is a non-contact 
method and requires no couplant. 
ECPT has been used to inspect metallic parts [112]-[115]. Abidin et al. [112] evaluated 
the angular slots in metal through simulation and experiment. Features such as 
maximum temperature amplitude and slope inclination, were extracted to quantify the 
angle of the slot. Oswald-Tranta et al. [114] investigated the temperature distribution 
around a crack with different penetration depths using FEM modelling compared with 
experimental measurements on metallic materials. The results showed that lower 
temperatures were exhibited at the surface edge of a crack with higher temperatures 
found at the bottom of the crack in nonmagnetic materials with a large penetration depth.  
Compared to defects in metal, those in composite materials have rarely been 
investigated. Ramdane et al. [116] detected inserted delaminations using induction-
heating thermography. Experimental studies were undertaken in transmission mode, 
with the inductor and infrared camera on the different sides of the sample, which is 
normally not suitable for in-situ inspection. Moreover, the inspection period was around 
80 seconds.  
He et al. [117] combined transmission and reflection modes for the detection of wall 
thinning defects and interior defects based on heat diffusion. Through a 1D analytical 
model, a 3D numerical model and experimental results, a suitable detection mode for 
these defects was identified, and the location of the defects in terms of thickness was 
quantified. 
In comparing thermographic methods, one difference concerns the way heat is 
introduced into the inspected sample. Flash and laser thermography mainly introduce 
heat at the surface, whereas thermosonics and ECPT generate heat not only at the 
surface but also underneath. Furthermore, thermosonics and ECPT focus the heat on the 
defect due to friction or eddy current distortion, which increase the temperature contrast 
between the defective region and defect-free areas. Flash, laser thermography and ECPT 
are non-contact methods, whilst a couplant is normally required for thermosonics. From 
point of view of inspection depth, flash thermography is adaptable by changing the 
lock-in frequency for defects at different depths. From adaptability in terms of fibre 
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orientation, ECPT can enhance specific excitation direction to optimise the directional 
evaluation along the fibre orientation or other directions in composite materials. From 
the point of view of materials to be inspected, ECPT can only be used for conductive 
composite such as CFRP, whilst other three methods can be applied for both conductive 
and non-conductive materials.  
Through the comparison, ECPT, as a non-contact approach, concentrates heat 
generation at defects not only surface at but also beneath of inspected specimens. It 
allows large contrast between defective region and defect-free area in defect detection 
and characterisation. Therefore, ECPT is chosen as a hybrid and multiple-physical 
method for the evaluation of CFRP blades. 
 
2.3 Overviews of interpretation and characterisation algorithms for ECPT 
Previous sections have identified the major types of defect as crack, delamination and 
impact damage. NDE and SHM methods to detect and characterise such defects have 
subsequently been reviewed. Through the literature survey, ECPT is proposed in this 
thesis because it offers directional excitations for non-homogeneous and anisotropic 
CFRP. In addition, the inspection using ECPT is rapid and non-contact. Furthermore, 
heat is concentrated at the defects, not only at surface but also beneath of the samples. 
In this section, algorithms to interpret and characterise the data gained from ECPT for 
defect detection and QNDE are presented. 
In order to extract features from thermographic image sequence, several approaches 
were developed, including thermographic signal reconstruction (TSR) [118]-[121]. TSR 
was proposed by Shepard [118] in an attempt to increase spatial resolution and SNR, 
also to reduce the blurring of deep features by taking the first and second logarithmic 
derivatives approximation with respect to time on thermal image sequences. Balageas 
[119] implemented TSR in a homogenous plate with an accurate measurement of the 
distribution of thickness and diffusivity. Quek et al. [120] used TSR in aluminium, 
CFRP and GFRP composites, and mild steel samples. The results showed that an 
improvement of 60% in detection depth for CFRP composites was achieved for defects 
larger than 4 mm in diameter. Roche et al. [121] showed that the TSR technique is 
useful for the in-situ damage monitoring of woven composites by providing a 
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qualitative overview of the damages. Although TSR can enhance the detection ability of 
flash thermography, ECPT involves not only heat diffusion, but also interaction 
between eddy currents and defects whereas TSR presents transient thermal features at 
the level of individual pixels to form the enhanced thermal images. To achieve QNDE, 
characterisation algorithms at higher levels are required. 
In the next sub-sections, the use of optical flow for flow pattern analysis at the local 
area level and PCA/ICA for thermal pattern investigation at the pattern level are 
reviewed. For surface defects, the transient temperature responses of pixels at hot-spots 
are easy to obtain and evaluate. However, the hot-spots may be blurred and the 
appropriate pixel is hard to select. Optical flow aims to track the heat flow at the 
defective area in order to detect and classify defects. However, when multiple defects 
occur in one sample or if the fibre texture is complex, the heat flow patterns may 
overlap. In those cases, it is hard to separate them using optical flow. Thus, PCA/ICA is 
used for the efficient separation of thermal patterns. 
 
2.3.1 Optical flow for the investigation of local areas 
Optical flow (OF) was first developed by Horn and Schunck [122] and then became 
widely used for estimating velocity fields and object tracking [123]-[128]. Horn et al. 
[122] proposed a method to find the OF pattern assuming that the apparent velocity of 
the brightness pattern is smooth almost everywhere in an image. An iterative 
computation was implemented to provide visual confirmation of the convergence of the 
solution in the form of needle diagrams, and this was then validated through 
experimentation. 
In a review paper [129], Barron et al compared nine different OF techniques. The 
conclusion was drawn that the phased-based [130] and differential techniques [131] 
achieved the best results. After achieving the OF matrix, histograms and kernels were 
used to recognise human actions [132], which can be extended to quantify damage in 
CFRP samples. In addition, many attempts to use thermal image sequences or videos 
using OF to track the heat flow have been carried out [133]-[135]. Franco et al. [133] 
obtained estimations of the thermal flows of structures at fluid surfaces using a multi-
resolution scheme based on Galerkin-Wavelet Analysis. Svantner et al. [134] presented 
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IR thermography heat flux measurements for fire safety applications, where the 
dependence of heat flux magnitude on distance and direction from a fire was evaluated. 
Haussecker [135] proposed a quantitative estimation in motion and extracted physical 
parameters of the heat transport of water at a target surface. The thermal flows in either 
fluid or fire were also determined by fluid motion, as shown in the results. Compared 
with the heat propagation at defects in CFRP using ECPT methods, the thermal pattern 
in either fluid dynamics or fire is easier to achieve and recognise. 
 
2.3.2 PCA and ICA for pattern investigation 
Principal component analysis (PCA) and independent component analysis (ICA) are 
used to enhance the contrast between defective regions and defect-free areas in the 
thermal image sequence. 
Marinetti et al. [136] compared the efficiency of PCA to thermographic features 
extraction by considering the initial sequence as either a set of images or a set of 
temporal profiles. Khan et al. [137] identified water leakage in dikes from thermometric 
data using PCA and ICA. Rajic [138] employed PCA to improve the flaw detection 
ability of thermography, and characterised the surface flaw depth using characteristic 
times, estimated from the principle component (PC) vector. Yang et al. [139] 
implemented ICA for defect classification based on PEC signals. Statistical kurtosis was 
used as the basis for selecting independent components (ICs) for feature extraction, and 
in addition, the effects of lift-off on defects were classified. Bai et al. [140] proposed 
ICA to highlight the anomalous patterns of ECPT videos for cracks in metallic 
specimen. Estimated mixing vector using ICA around crack tips were used for the 
automatic identification of cracks in heating and cooling phases. From the literature 
survey, most studies try to enhance the contrast between defective and defect-free 
regions using PCA or ICA, but the ability to discriminate between multiple defects as 
well as the effects of fibre texture is limited, especially for non-homogeneous composite 
samples. 
 
CHAPTER 2 
37 
2.4 Chapter summary 
An extensive literature survey has been reported of failure models for wind turbine 
systems, and composite blades in particular, including the consideration of failure rate, 
downtime and failure modes in critical components of wind turbine systems is reported, 
followed a discussion of by NDE techniques using acoustic, optical, electromagnetic 
and thermal methods for composite materials or blades. In addition, techniques used for 
defect interpretation and characterisation in eddy current pulsed thermography at 
different levels are reviewed, which include the use of optical flow for investigation at 
the local area level, and PCA and ICA for investigation at the pattern level. 
From the literature survey, there are several problems of composite wind turbine blades 
and relevant NDE approaches to characterise the damages in composites needing to be 
addressed. These are as follows: 
 Wind turbine blades are made of composites, mainly GRFP, CFRP or a 
combination of both. From historical statistical data, wind turbine blades are 
components with the relatively longest downtimes in spite of their low failure 
rates. This means that failures of wind turbine blades interrupt electric 
generation during repair or maintenance. Thus, early awareness of potential 
damage and its status with the help of NDE techniques for condition-based 
operation and maintenance is extremely important. The main failure modes in 
blades are cracks, delaminations and impact damage, which typically lead to the 
final collapse of the blades. Therefore, evaluation of the generation and 
propagation of these defects needs to be undertaken. Defect classification, 
visualisation and quantitative information about defects in non-homogeneous 
composites are required.  
 The reviews of NDE techniques used for composites reveal advantages and 
disadvantages associated with each technique. Ultrasonics can be used to inspect 
a relatively large area, however a couplant is normally required which is not 
always suitable in some applications. Acoustic emission techniques can detect 
the generation and propagation of defects in online and in-situ monitoring, but it 
is difficult to obtain quantitative information about the defects. Fibre optics is 
good for monitoring large-scale blades, but the signal gained may be strongly 
influenced by other factors, such as strain and temperature etc. Eddy current or 
magnetic flux leakage methods are sensitive to surface and sub-surface defects, 
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but deeper defects are difficult to detect due to skin effects. Microwave methods 
provide a means of fast inspection and visualisation with high sensitivity and 
resolution for dielectric material, but microwaves cannot efficiently penetrate 
conductive materials. This means that surface defects can be sensed but it is 
difficult to detect deeper defects. The major advantage of thermography over 
other techniques is the potential it offers for the rapid inspection of a large area 
within a short period of time, even though it is mostly applied to samples in the 
laboratory rather than in-situ structures. Among thermographic techniques, eddy 
current pulsed thermography is a non-contact approach which concentrates heat 
generation at defects not only at surface but also under the surface of inspected 
specimens. It provides large contrast between defective regions and defect-free 
areas which is useful for defect detection and characterisation.  
 Interpretation and characterisation algorithms used in ECPT techniques are 
mainly based on the features of transient temperature responses which are used 
for the quantification of defects at the pixel level. Few algorithms have been 
proposed which take account of the non-homogeneity of composite materials at 
the local area or pattern level. A comprehensive algorithm is require to deal with 
various types of defect in different fibre textures in order to allow defect 
detection, classification and characterisation. This includes defect identification 
and classification through feature extraction, separation of multiple defects in 
conjunction with distinguishing the fibre texture and defects. 
To summarise the results of this literature survey, three challenges in defect detection 
and characterisation in CFRP are apparent: (1) the detection and classification of 
different types of defects at the surface or inside the sample; (2) problems arising from 
the non-homogeneity and multiple-layered structure of CFRP materials; (3) the QNDE 
of different type of defects and in different fibre textures. 
To address these challenges, an ECPT system is proposed in this study for CFRP 
composites which provides a non-contact, rapid inspection of large-scale structures, as 
well as investigation algorithms at the pixel, local area and pattern levels in order to 
characterise surface defects (crack) and interior defects (delamination and impact 
damage) in different types of fibre textures. The next chapter introduces research 
methodology, including the theoretical considerations, numerical modelling and 
experimental system set-up of ECPT, along with the principles of the interpretation and 
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characterisation algorithms. In the subsequent chapters, different samples with different 
defects are used for case studies at the pixel, local area and pattern levels. 
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Chapter 3.  METHODOLOGY 
 
 
Based on the challenges identified in the literature review, the methodology of eddy 
current pulsed thermography is outlined in this chapter. To address the challenges for 
composites, a research diagram for ECPT is proposed, as shown in Figure 3.1, which 
includes: an ECPT technique development with theoretical concerns, numerical 
modelling and the experimental studies, three levels of investigation of data gained from 
EPCT system in line with the knowledge from failure models, and the detection, 
classification and characterisation of defects.  
By combining analytical and numerical methods for design and development of an 
ECPT-based experimental system, the transient thermal responses which correspond to 
the transient features of defects can be obtained. Analytical modelling provides an 
understanding of the physical phenomena. Numerical modelling helps in the design of 
the experimental system for non-homogeneous and anisotropic samples and in the 
validation of the experimental results. The experimental system is then implemented for 
real samples with defects. To build the ECPT technique, the three approaches are 
discussed and organised in the order below. The theoretical background of ECPT is 
introduced in Section 3.1, covering electromagnetic and thermal equations as well as 
their coupling. Section 3.2 represents the numerical simulation models for ECPT based 
on theory described in Section 3.1. Experimental system development and sample 
preparation are reported in Section 3.3.  
Based on the ECPT systems and failure models summarised in Chapter 2, the transient 
thermal responses are investigated. Through numerical simulations and experimental 
studies, the relationship between extracted features and defects in forward and inverse 
problems can be established at different levels, according to defect location and fibre 
textures. As the increase of complexity of fibre texture or defect, the pixel, local area 
and pattern level are selected alternatively. The relevant processing algorithms based on 
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transient thermal responses are exhibited in Section 3.4, including optical flow and 
PCA/ICA. This three-level investigation achieves defect detection, classification and 
characterisation along with the case studies. Their own strengths and limitations for 
different defect locations and fibre textures are further discussed in Chapters 4, 5, and 6.  
 
 
Figure 3.1 Research diagram for ECPT 
 
3.1 Theoretical background of ECPT 
ECPT is a non-contact approach which concentrates heat generation at defects not only 
at the surface but also under the surface of inspected specimens. It allows large contrast 
to be shown between defective regions and defect-free areas which is useful for defect 
detection and characterisation using directional excitation with non-homogeneous 
composites. ECPT involves both electromagnetic (EM) and heat diffusion phenomena. 
Eddy currents are induced into an inspected specimen via an excitation coil. Then, the 
conductive specimen is heated by Joule heating, which is caused by resistive heating 
from the eddy currents. The heat generation and diffusion contributes to surface 
temperature distribution recorded by an IR camera. This section introduces EM and heat 
diffusion theory. 
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3.1.1 Maxwell's equations 
The ECPT technique employs an EM field for excitation, and so it is governed by EM 
rules, which are a set of physical equations composed of Maxwell-Ampere's Law (see 
equation (3.1)), Faraday's Law (see equation (3.2)), Gauss' Law in electric (see equation 
(3.3)) and magnetic (see equation (3.4)) forms. Conceptually, Maxwell's equations 
describe how electric charges and currents act as excitation sources for the EM field. 
For the ECPT system, the excitation sources are electric currents. Furthermore, the 
relationship between the electric and magnetic fields within a system is explained, 
showing how a time-varying electric field generates a time-varying magnetic field and 
vice versa. 
For general time varying EM fields, Maxwell's equations in differential form are as follows 
[141]: 
 
t
D
JH





 (3.1) 
t
B
E





 (3.2) 
eD 

 (3.3) 
0 B

 (3.4) 
 
where, E

and H

 denote electric and magnetic field intensity, respectively; D

and B

 stand for 
electric and magnetic flux density, respectively; J

 is the current density; e  is electric charge 
density; and t  represents time. In addition, the relationship between J

 and e can be written as 
in equation (3.5) [141]: 
 
t
J e




 (3.5) 
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The EM phenomena in a closed system, such as an ECPT system, can be investigated at a 
macroscopic level when Maxwell's equations are solved in conjunction with the proper 
boundary conditions and constitutive representation of each material property. These can be 
shown as in equations (3.6)-(3.8) [141]: 
 
PED

 0  (3.6) 
)(0 MHB

   (3.7) 
EJ

  (3.8) 
 
where P

 stands for the polarisation field and M

 denotes the magnetisation field; 0  and 0  
are the permittivity and permeability of a vacuum, respectively; and   is electric conductivity. 
For composite materials,   can be expressed as 
T
cptransl ],,[    due to non-homogeneity, 
where 
cptransl  ,,  are the electric conductivities in the longitudinal, transverse and cross-ply 
directions with respect to the fibre orientation, respectively. 
For ECPT as introduced in this thesis, frequency is set at several hundred kHz, and the 
wavelength of the EM wave is much larger than the dimensions of the system. As a result, the 
displacement current D

can be ignored. Furthermore, there is no electric charge in the ECPT 
system. Thus, equations (3.1) and (3.5) can be simplified as follows [141]: 
 
JH

  (3.9) 
0J

 (3.10) 
 
Here, a magnetic vector potential A

is introduced to replace B

, where A

 satisfies equation 
(3.11): 
 
AB

  (3.11) 
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Then, the electric field intensity E

 can be expressed as: 
 
V
t
A
E 





 (3.12) 
 
where V  is scalar, denoting the electric potential. 
It should be noticed that A

 satisfies the Coulomb Gauge: 
 
0 A

 (3.13) 
 
Combining equations (3.6) and (3.7) and substituting equation (3.11) into (3.13), the governing 
equation describing the EM field in the ECPT system can be deduced from Maxwell's equations, 
for time-varying fields in particular as: 
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where   and   are the permeability and permittivity of the inspected specimen, respectively; 
t
A



  denotes the eddy current density; 
sJ

 is the excitation source current density; loopV  is the 
loop potential; r is the loop radius; and 

1
v

is the wave velocity in media. 
Equation (3.14) is a partial differential equation which can be solved in a numerical simulation. 
Once A

 is obtained via equation (3.14), all of the EM variables in the ECPT system can be 
derived. 
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3.1.2 Heat diffusion equations 
Through Maxwell's equations as described in section 3.1.1, the eddy current density 
sJ

 or 
electric field intensity E

 can be solved. The resistive heat Q generated is proportional to the 
square of the eddy current density 
sJ

 or electric field intensity E

. The relationship between Q, 
sJ

 and E

 is governed by the following equation: 
 
22 11
EJQ s



  (3.15) 
 
In reality,  is the temperature-dependent electrical conductivity of the inspected specimen, 
which is given by: 
 
)(1 r
r
TT 



  (3.16) 
 
where 
r is the conductivity at the reference temperature rT ; T denotes the temperature 
distribution; and  is the temperature coefficient of resistivity, showing how the 
resistivity varies with temperature.  
The heat diffusion equation of a specimen caused by a Joule heating source Q is 
governed by the following equation: 
 
QTk
t
T
Cp 


)(  (3.17) 
 
where ρ, Cp and k are density, heat capacity and thermal conductivity, respectively.  
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The derived equations (3.14), (3.15), (3.17) can be used for solving the interaction of 
EM and thermal numerically, which is further discussed in Section 3.2. With defined 
excitation current density, the magnetic vector potential A

can be derived via equation 
(3.14). Then the EM variables are calculated from A

. The link between ‘induction 
currents’ and ‘heat transfer’ is the resistive heating Q, which can be derived from 
equation (3.15). Finally, the temperature distribution T can be solved in ‘heat transfer’ 
module via equation (3.17). In addition, these theoretical concerns also help in 
understanding the multiple-physic phenomena in experimental studies, as well as 
extracting transient features for defect detection, classification and characterisation. 
 
3.2 Numerical simulation models of ECPT 
Numerical simulation can help in the design and development of ECPT techniques and 
experimental systems for blade defect detection without being too costly. The numerical 
simulation in this thesis is conducted in order to understand the experimental 
phenomena, and investigate and validate the relationship between the extracted features 
and defect dimensions in forward and inverse problems. EM simulation methods can be 
divided into the time and frequency domains. Moreover, based on solving integral or 
differential equations, the simulation methods can be further categorised as integral and 
differential solvers [142].  
FEM normally requires the problem structure being tetrahedrally meshed where the E

and H

 fields are unknown to solve [143]. Therefore, the full problem structure is 
divided into many smaller regions and the field is represented in each sub-region or 
element by a local linear function. Therefore, FEM is good at solving structures with 
complex shapes. In addition, another advantage of FEM is that it can solve problems for 
excitations from several ports simultaneously, which it is suitable for multiple-port 
system. Moreover, FEM is suitable for the simulation of multiple physics, where EM, 
thermal and mechanical mechanisms for example are coupled together. However, the 
memory requirements and time required are quite high, which is a major drawback of 
FEM compared with finite integral technology (FIT) or finite difference time domain 
(FDTD) methods, especially when the dimensions of the structure are electrically large.  
CHAPTER 3 
47 
FIT is a time domain algorithm which discretises the integral rather than the differential 
form of Maxwell’s equations. On a Cartisian grid, FIT is equivalent to FDTD [144], 
which regards the E

and H

 fields as unknowns and requires square and cube meshes. 
The excitations of time-domain solvers are typical signals such as a Gaussian pulse 
containing the frequency bandwidth of interest. In other words, FIT can solve the 
frequency response with one time-domain signal, unlike the FEM which requires 
separate calculations for each frequency. As a result, the key advantage of FIT is fast 
calculation and low memory consumption when working at high frequency. This is 
because all signals decay to zero in ideal situation at the end of a time domain 
simulation, and the signal can be prolonged by adding zeros at the end in order to 
increase signal length tmax [145]. According to the Nyquist-Shannon theorem, the 
frequency resolution for limited-bandwidth signals is governed by             . That 
means that the spectrum with an arbitrarily fine frequency resolution can be calculated 
without additional computational effort.  
From the comparison of FEM and other numerical methods, COMSOL is selected to 
model ECPT for several reasons. The EM wavelength is much larger than the 
dimensions of the specimen, and the system works at a single frequency. Thus, the 
disadvantages of FEM of requiring separate calculations for each frequency and 
problems of time-consuming can be ignored. In solving the combination of EM and 
thermal phenomena in ECPT, ‘Electro-Thermal’ module is used. In this module, the 
interaction of electric and magnetic fields is calculated via ‘induction currents’ and the 
temperature distribution is simulated by a “heat transfer” functionality.  
With the defined excitation current density in COMSOL, the magnetic vector potential 
A

can be derived via equation (3.14). Then the EM variables are calculated from A

. The 
link between ’induction currents’ and ’heat transfer’ is the resistive heating Q, which 
can be derived from equation (3.15). Finally, the temperature distribution T can be 
solved in ‘heat transfer’ via equation (3.17). Numerical modelling helps in the design of 
experimental system for non-homogeneous and anisotropic samples and the validation 
of the experimental results. 
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3.3 Experimental systems and samples for case studies 
The ECPT system diagram is illustrated in Figure 3.2. In the system, a high-frequency 
and high-power signal generator provides high power currents for induction heating. 
The infrared (IR) camera and induction heater are controlled by a square pulse signal 
from the same pulse generator. The IR camera is also used to record the thermal videos 
and for switching on the induction heater. The thermal videos are transmitted to a PC 
for visualisation and post-processing, including defect classification and 
electrical/thermal property evaluation. 
 
 
Figure 3.2 ECPT system diagram 
 
As shown in Figure 3.3, an Easyheat 224 from Cheltenham Induction Heating is used 
for coil excitation at Newcastle University. The Easyheat has a maximum excitation 
power of 2.4 kW, a maximum current of 400 Arms and an automatic resonant excitation 
frequency range of 150 kHz - 400 kHz, where values of 380Arms and 256 kHz are used 
in the experiments for a rectangular coil. In general, high excitation frequencies will 
lead to high thermal contrast or high temperature increase. The time domain information 
will allow the derivation of defect profile information. The system has a quoted rise 
time from the start of the heating period to full power of 5 ms, which was verified 
experimentally. Water-cooling of the coil is implemented to counteract the direct 
heating of the coil. The Flir SC7500 is a Stirling cooled camera with a 320 x 256 array 
of 1.5 - 5  m InSb detectors. The camera has a sensitivity of <20 mK and a maximum 
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full frame rate of 383 Hz. The maximum 383 Hz frame rate provides one frame every 
2.6 ms, with options to increase the frame rate with windowing of the image. In these 
experimental studies, a high-speed thermal camera is used for the investigation 
including feature optimisation for QNDE. However, in real applications, it may be 
unnecessary to use such a high-end camera. A rectangular coil, as shown in Figure 3.4a, 
is constructed from 6.35 mm high-conductivity hollow copper tube. The coil is selected 
to introduce parallel eddy currents in the direction of maximum conductivity in the 
sample.  
 
 
Figure 3.3 Experimental setting-up at Newcastle University 
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(a)                                                               (b) 
Figure 3.4. (a) Rectangular coil used in Newcastle and (b) circular coil used in NUAA 
 
Samples with delaminations are tested at the Nanjing University of Aeronautics and 
Astronautics (NUAA), China through the exchange via HEMOW project. A HB-X5K 
high frequency heater with a work head linked to a coil from Wuxi Gaopin Technology 
Co., Ltd is used for eddy current excitation. The heater provides a maximum output of 2 
kW at 320 kHz. The diameter of the copper tube is 2.08 mm and the outer diameter of 
the circular coil is approximately 50 mm, as shown in Figure 3.4b. A Flir ThermaCAM 
S65 is used to record thermal images and videos. The IR camera has a maximum full 
frame rate of 50 Hz; providing one frame every 20 ms. In contrast to the system built at 
Newcastle University, a lower-end IR camera was employed at NUAA with lower 
frame rates of 50 Hz in comparison to 383 Hz in the work at Newcastle. This camera 
was used in conjunction with a battery and thermal video memory card. It is hoped that 
these different camera systems will be suitable for offshore inspection. Therefore, 
without a water-cooling system for the coil, the recording period for only one inspection 
is investigated in order to avoid overheating of the coil. In order to make experimental 
repeatable and reliable, the stand-off distance between the coil and sample is kept within 
a range from 0.5mm to 1mm. 
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Figure 3.5 Experimental set-up at NUAA 
 
Normally, two modes are used in experimental studies, the transmission mode and 
reflection mode, as shown in Figure 3.6. Transmission mode means that the coil and 
thermal camera are placed at different sides of the sample, whereas in reflection mode 
the coil and thermal camera are placed at the same side of the sample. The use of 
reflection mode can maximise the heating on the surface to be inspected, but the coil 
hides a part of sample in the experiment. Transmission mode can avoid the area of the 
sample hidden by the coil, but the heat is attenuated when it propagates towards the 
inspected surface. Thus, a trade-off of mode selection needs to be found in different 
situations. Although transmission mode is not always available in real applications, the 
results from this mode can help in understanding the phenomena involved and allowing 
comparison with these results from the reflection mode. 
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(a)                                                                  (b) 
Figure 3.6 Illustration of (a) transmission mode and (b) reflection mode 
 
To investigate the transient thermal behaviours of ECPT for different types of defects, 
four sets of samples with crack, delamination or impact damage are prepared for case 
study. Information about the sample and defects is listed in TABLE 3-I. Detailed 
information about each set of samples is given in the individual case studies in the 
following chapters. Samples with cracks or impact damage are investigated at 
Newcastle University and samples with delaminations are tested at NUAA. 
 
Table 3-I Defect descriptions and sample selections 
 
Dimensions 
(mm) 
Defect Information Picture 
Crack 
sample 
Set 1 
350 × 38 × 6 
Depth (0.5 mm, 1 mm or 2 mm) 
notches are manufactured  
 
Impact 
damage 
sample  
Set 2 
150×100×4 
Damaged by low velocity impact 
of unknown dimension and 
impact energy 
 
Impact 
damage 
sample  
Set 3 
150×100×3.8 
Dropping weight impact from 4J 
to 12J 
 
Delamin
ation 
sample  
Set 4 
20-layered, 
180×140×3.1 
Polytetrafluoroethene film 
simulating delamination inserted 
at different layers; thickness 
0.2mm; diameters: 6mm, 10mm 
and 15mm  
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3.4 Interpretation and characterisation algorithms 
Raw thermal video only provides temperature distribution on the surface of the sample. 
A further processing is required on the thermal videos or saying thermal image 
sequences obtained from ECPT system, in order to gain quantitative information about 
the defects under inspection. In this thesis, three different levels at pixel, local area and 
pattern are proposed. For the investigation at the pixel level, the transient temperature 
response T(t) and the first derivative of it dT/dt at selected hot-spots are evaluated. 
Surface defects result in clear hot-spots, which is easy for pixel selection. But hot-spots 
are blurred when the defect is inside the sample. For those cases, investigation at local 
area or pattern level is required. For the investigation at local area and pattern level, OF 
and PCA/ICA respectively are implemented to avoid problems in pixel selection.  
OF is proposed to extract flow distribution at the surface, in order to track the heat 
propagation and interaction at the defective regions. From the extracted flow patterns, 
three types of defects can be classified.  
An integration of PCA and ICA on the transient thermal videos is proposed. This 
method enables spatial and temporal patterns to be extracted according to the transient 
response behaviour without any training knowledge. In the first step, the data is 
transformed to orthogonal principal component (PC) subspace and the dimension is 
reduced using PCA. Multichannel Morphological Component Analysis (MMCA), as an 
ICA method, is then implemented to deal with the sparse and independence property for 
detecting and separating the influences of different layers, defects and their combination 
information in CFRP. 
In this section, the algorithms of OF and integration of PCA and ICA are presented, 
respectively. 
 
3.4.1 Optical Flow for NDE at the local area level  
Optical flow is firstly calculated to trace the motion between two thermal images at 
times t and t+∆t. It is based on local Taylor series approximations of the image signal, 
which means that partial derivatives with respect to the spatial and temporal coordinates 
are used. In this case, the thermal image sequence is seen as a three-dimensional matrix 
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with respect to location x and y and time t. A voxel at location (x, y, t) with intensity 
which corresponds to temperature in this thesis I(x, y, ti) will have moved by ∆x, ∆y and 
∆t=tj - ti between the two images, which can be given as: 
 

I(x,y,ti)  I(x  u,y v,t j ) (3.18) 
 
In this thesis, the displacement between two images stands for the variation in 
temperature, which reflects the heat propagation. Assuming that the displacement is 
small, the image constraint at I(x, y, t) with the Taylor series can be developed to give: 
 

I(x +x, y +y, t +t) = I(x, y, t) +
I
x
x 
I
y
y 
I
t
t O(x2,y2,t 2) (3.19) 
 
From these equations it follows that: 
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which results in: 
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where Vx and Vy are the x and y components of the velocity or optical flow of I(x, y, t) 
and xI  / , yI  / and tI  / are the derivatives of the image at (x, y, t) in the 
corresponding directions. Ix, Iy and It can be written to stand for the derivatives in the 
following. 
Thus: 
 

IxVx  IyVy  It  or t
T IFI 

 (3.23) 
 
This is an equation in which there are two unknowns and therefore it cannot be solved 
as it stands. This is known as the aperture problem with optical flow algorithms. To find 
the optical flow, another set of equations is needed, by incorporating some additional 
constraint. In this thesis, the Horn-Schunck method is used for implementation, where 
the flow is formulated as a global energy function which is solved through minimisation. 
T
yx VVF ],[

is the optical flow vector. 
 

E  [(IxVx  IyVy  It )
2
 2( Vx
2
 Vy
2
)]dxdy  (3.24) 
 
where α is regularisation constant. The larger α leads to the smoother flow estimation. 
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3.4.2 PCA/ICA for NDE at the pattern level  
From all samples listed in TABLE 3-I, it can be seen that the area of the defect in the 
sample is much less than those of the surrounding, which indicates the sparse property 
of inspected samples. Here, ‘sparseness’ refers to a representational scheme where only 
a few units out of a large population are effectively used to represent typical data 
vectors [146]. 
The deviation of material property at defects refers to the decrease of electric 
conductivity and increase of thermal conductivity at impact damage [C2]. This directly 
results in the transient thermal responses in the defective region, independent to those in 
the defect-free area. 
Figure 3.7 illustrates the procedure of defect identification and separation by using the 
ECPT video sequences. Firstly, the data is transformed into orthogonal PC subspace and 
the dimension of the data is reduced by using PCA. Multichannel morphological 
component analysis (MMCA) is then applied to deal with the properties of sparseness 
and independence in order to detect defects in CFRP. By using MMCA, the different 
characteristics of transient responses related to the defect and area without defects can 
be separated. Subsequently, the cross-correlation of the estimated mixing vectors 
derived from MMCA for both the thermal transient video with defect and the one 
without any defect are calculated. The maximum/minimum of correlation values of can 
be used to identify the influence of the different types of defects and non-defect factors. 
Figure 3.7 shows the flow diagram for the proposed method. In the figure, the ‘defect’ 
and ‘non-defect’ thermal videos are recorded by using the same sample at the defective 
area and non-defective area, respectively. The record area and the relevant coil position 
in details are presented in Chapter 6. 
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Figure 3.7 Procedure for defect identification and separation 
 
In the following sub-sections, the individual algorithms for PCA and MMCA are 
explained. 
 
3.4.2.1 PCA for NDE at the pattern level  
PCA is a multivariate analysis technique which transforms the original measured data 
into new uncorrelated variables termed principal components (PC). The original 
measured data are treated as independent variables, and each PC is a linear combination 
of the original variables. These PCs form the basis of the respective vector space and 
they are arranged in order of decreasing variance. Thus, the first PC carries most of the 
information regarding the original data and so on. The use of PCA methods in PEC 
testing can be found in previous work [147]-[148], and in this thesis, they are used for 
defect detection and classification of ECPT videos. 
In this thesis, each thermal image (also called a frame) from a thermal video is 
converted into a k-element vector as a mixing observation on the defect, the defect-free 
area, the fibre texture etc. Then N recorded frames form an input matrix MI , where the 
measurement MI  with a size of N×k is used for PCA calculation. For example, N=383, 
k=320×256=81920 pixels in the thermal image when the thermal video is recorded at a 
frame rate of 383 Hz for one second. As a result, these N output PCs with k elements are 
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obtained with different weights (eigenvalues). The first m PCs (P=8) with a decent 
weight are selected. The corresponding output vector for each PC is converted into an 
image shown as the PCA result. The PCA calculation procedure is shown in Figure 3.8.  
 
 
Figure 3.8 PCA procedure with thermal videos 
 
To conduct PCA on the N input signals, eigenvalue decomposition of the covariance of 
the input 2D matrix MI is used. By using eigenvalue decomposition, MI  can be 
transformed into uncorrelated sources by means of a whitening matrix. The covariance 
of MI  can be expressed as TTMME EDEII }{ , where E is the orthogonal matrix of 
eigenvectors and ),...,( 1 Ndiag D . N  ...1  are the decent eigenvalues. Thus, the 
covariance of MI  is an N × k matrix where k is the product of the row and column of the 
image (e.g. 320x256=81920) where this can be rewritten as: 
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In Equation (3.25), IXX }''{ TPCAPCAE  where I  is the identity matrix. Therefore, 
T
PCA EDEDW
2/112/1 )(   , and whitening can be written as: 
MPCAPCA IWX   (3.26) 
where PCAW  is the estimated de-correlation matrix and PCAX  is the uncorrelated sources 
by using PCA. The mixing matrices ],,,[ 21
1
PNPPPCAPCA mmmWM 
  and 
PNPP mmm ,,, 21   are the mixing vectors of PCA. 
By using PCA, N orthogonal signals can be derived to form PC images, where any two 
of the N images are uncorrelated to each other. For the thermal sequence, the aim of 
using PCA is to maximise the contrast between defective and defect-free regions. In 
addition, the dimension of data is reduced to P, rather than N=383. Because PCA cannot 
guarantee the statistical independence of the above regions, therefore the defective 
region and defect-free area cannot be completely separated. This means that PCA is not 
ideal for enhancing defects and separating different defects in one operation. Thus, the 
use of ICA is subsequently proposed to overcome these problems, since this technique 
aims to find the maximum independent signals rather than orthogonal ones for the 
separation. 
 
3.4.2.2 ICA and MMCA for NDE at the pattern level 
The ICA learning algorithm searches for linear transformation which makes the 
components as statistically independent as possible, as well as maximises the marginal 
densities of the transformed coordinates for the given training data. Multichannel 
morphological component analysis (MMCA) is used as one of the ICA separation 
algorithms. MMCA takes advantage of the sparse representation of multichannel data in 
large over-complete dictionaries to separate features in the data based on their 
morphology, even with the presence of noise [149]. A defect in CFRP as described in 
TABLE 3-I meets the sparse feature criterion, since the pixel number of informational 
data at a defective region is much smaller than that of the overall image. Thus, MMCA 
is chosen in this thesis. 
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After the reduction of the data dimension using PCA, the measurement 
MI  is re-sized as 
M'I with dimensions P×k, which can be written as a multiplication of the estimated de-
correlation matrix I CAX  and mixing matrix ICAM  plus noise: 
 
noiceICAICAM NXMI '  (3.27) 
where M'I  is the reduced dimension matrix of MI  with the size of P × k. The rows of 
M'I , ICAX  and ICAM are mi , imx  and imm  (m=1, 2,…, P), respectively. Each imx  (m=1, 
2, …, P) can be described as mm
T
im αΦx   with an over-complete dictionary mΦ  and a 
sparse representation mα . 
The estimation of 
ICAX  and ICAM is governed by the following equation [149]: 
 
 
m
mimmFICAICAMICAICA
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where )(trace
2
MMM
T
F
 , here ‘F’ denotes the Frobenius norm, and 
mΦ  is the updated 
mΦ  in the next iteration; m  denotes the sparse parameters and 
1

mimΦx  forms the L1-
norm regularisation. From equation (3.28), by minimising the objective function with 
respect to imx  when imm  is fixed, it can be derived using equation (3.29) [149]: 
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where '
'
'' im
mm
mMm xmII   . The MMCA algorithm is presented as follow with a 
algorithm flow [149]: 
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By using MMCA, the different characteristics of transient responses related to the 
defect and area without defects can be separated into mixing vectors. Subsequently, the 
cross-correlation of the estimated mixing vectors derived from MMCA for both the 
thermal transient video with defect and the one without any defect are calculated. The 
maximum/minimum of correlation values of can be used to identify the influence of the 
different types of defects and non-defect factors. 
 
1. Set number of iterations Lmax & threshold 
2/ , max mm Lm    
2. While 2/mm   , 
For m=1, 2, …, P 
 Re-normalise 
imm  and imx  
 Update imx  assuming all i mi m'x  and 'imm  are fixed 
– Compute the residual '
'
'' im
mm
mMm xmII    
– Project mI : m
T
im
im
im Im
m
x
2
2
1~   
– Compute  mi mm Φxα ~  
– Soft threshold mα  with threshold m , yielding 
mα
~  
– Reconstruct imx  by 
T
mmim
 Φαx ~  
 Update 
imm assuming all imx  and mm 'm are fixed: 
– Timm
im
mm xI
x
2
2
1
  
Lower the thresholds: 2/mmm    
 
3.5 Chapter summary 
In this chapter, the research diagram is outlined, which includes: an ECPT technique 
development with theoretical concerns, numerical modelling and the experimental 
studies, three levels of investigation of data gained from EPCT system in line with the 
knowledge from failure models, and the detection, classification and characterisation of 
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defects. The theoretical considerations, numerical modelling and experimental system 
set-up as well as sample preparation are reported. 
 Analytical modelling provides an understanding of the physical phenomena. Numerical 
modelling helps in the design of experimental system for non-homogeneous and 
anisotropic samples and is used to validates the experimental results Experimental 
system is implemented for real samples with defects. From the theoretical background 
of ECPT, Maxwell's equations and their relevant deductions, in conjunction with heat 
diffusion equations, are introduced. The governing equations (3.14), (3.15) and (3.17) 
are derived to solve EM and thermal phenomena. The use of FEM numerical simulation 
in COMSOL to solve multiple-physical problems and the advantages of this compared 
to other methods are discussed. Following numerical modelling, the set-up of the ECPT 
experimental system and sample details are presented.  
Based on the ECPT systems and failure models summarised in Chapter 2, transient 
thermal responses are investigated. Through numerical simulations and experimental 
studies, the relationship between extracted features and defects in forward and inverse 
problems can be established at different levels, according to defect location and fibre 
textures. As the complexity of fibre texture or defect increases, pixel, local area and 
pattern level analysis are selected. The relevant processing algorithms for the analysis 
extended from transient responses are explained, which includes optical flow for at local 
area level, and PCA/ICA for the pattern level. Different samples with different defects 
are used as case studies at the pixel, local area and pattern levels in the following 
Chapters 4, 5 and 6 respectively. 
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Chapter 4. ECPT INVESTIGATION AT THE PIXEL LEVEL 
 
 
In Chapter 3, the theoretical background, numerical modelling and experimental system 
set-up as well as sample preparation have been reported. In this chapter, numerical 
modelling and experimental studies are applied to investigate the ECPT phenomena at 
pixel level, including the transient eddy current distribution and its interaction with 
defects, and the Joule heating caused by the eddy currents as well as the heating 
propagation and interaction with defects. Two case studies of crack and impact damage 
are presented for a comparison of defect location and fibre texture. The case study of 
cracks concerns surface defect in uni-directional fibres and the impact damage case 
shows not only surface but also interior defects in woven fibre. Through the analysis of 
transient responses, defects are characterised via features extracted at the pixel level. In 
addition, the transient responses of different defects are used to classify defect types 
using the PCA algorithm. 
 
4.1 Transient response extraction at pixel level 
In order to undertake the investigations at the pixel level, the transient thermal response 
at each pixel is extracted from the thermal video/image sequence, as shown in Figure 
4.1. Features at specific pixels in the defective region are extracted to gather 
quantitative information about and classify the defect. 
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Figure 4.1 Illustration of capture of transient temperature response from a thermal 
image sequence. 
 
Once a thermal video is captured from the IR camera, the thermal image for each frame 
can be read and a 2D matrix I(x, y) can be formed to illustrate the temperature at each 
pixel in the thermal image using Matlab. Therefore, a 3D matrix I(x, y, n) can be 
generated to present the temperature at each pixel at each frame in the whole thermal 
video, where n denotes the number of frames. I(x, y, n) can also be expressed as I(x, y, t), 
where 

t  n / fs , and fs denotes the frame rate of the IR camera. From Figure 4.1, it can 
be seen that, when a pixel (xi, yi) is selected, the temperature against time t at that pixel 
can be derived as a vector ),,()(, tyxItT iiyx ii  . The temperature at the first frame is 
assumed to be zero in this thesis, and thus the transient temperature response at that 
pixel is expressed as 

Txi ,yi (t)  I(xi,yi,t)  I(xi,yi,t0). 
After obtaining the transient temperature response, features such as rate of temperature 
increase, and delay rate, are extracted from the heating and cooling phases respectively 
to investigate the dimensions of defect or variations in local physical properties. Two 
case studies of cracks and impact damages are undertaken in the next two sections. The 
case study of cracks shows the condition when the fibre texture is simple (uni-
directional fibre) and the defect is on the surface of the specimen. The impact damage 
case study demonstrates the case when the fibre texture is complex and the defect is at 
the sub-surface of the specimen or at even deeper levels. Also, the transient responses 
for different defects are used in section 4.4 to classify the type of defect using PCA 
classification algorithm. 
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4.2 Case study 1: crack detection and characterisation 
In this section, cracks in uni-directional fibre samples are studied to show that the 
directional excitation along the fibre orientation maximises induction heating. 
Information about the depth and width of cracks can be derived from the transient 
features at the pixel level via numerical simulation and experimental study. 
 
4.2.1 Sample description 
A 350 mm × 38 mm × 6 mm CFRP sample provided by Exel Composites UK is named 
sample “Set 1” in TABLE 3-I. The sample contains three cracks which are 1 mm wide, 
varying in depth at 0.5 mm, 1mm and 2 mm. The cracks were manufactured in the 
workshop at Newcastle University. A photograph and diagram showing the fibre texture 
of the CFRP sample are given in Figure 4.2. 
 
 
(a) 
 
(b) 
Figure 4.2 Cracked sample (a) photograph ; (b) diagram of the fibre texture in top view. 
2mm crack 1mm crack 0.5mm crack 
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4.2.2 Numerical simulation study 
4.2.2.1 Numerical model and parameter setup 
In the simulation, the thickness and width of the sample are set to be the same as in the 
sample introduced in Section 4.2.1, while the length of the sample is reduced to allow 
faster calculation, since there is no need to model over the whole length. A single crack 
in the sample with varied depth or width is simulated, as shown in Figure 4.3. Cracks 
with width w (0.1 mm, 0.5 mm, 1 mm or 2 mm) and depth d (0.5 mm, 1 mm, 2 mm or 4 
mm) are simulated. The excitation frequency and current are set at 256 kHz and 380 
Arms to match the experimental set-up. A rectangular coil is used in the experiments 
with the set-up shown in Figure 3.4a. In this case, the eddy currents are induced 
predominantly by the coil edge that is closest to the sample. Thus, only one edge of the 
rectangular coil is simulated, and this is drawn as a cylindrical wire in Figure 4.3. 
 
 
(a) 
 
(b) 
Figure 4.3 (a) 3D geometry setup of numerical model in COMSOL; (b) 2D side view of 
sample with crack 
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CFRP is an anisotropic material. And both the carbon fibre and the matrix, which is 
normally epoxy resin, contribute to its electrical and thermal properties. These vary in 
different directions due to the fibre orientation. The electrical conductivities in the 
longitudinal, transversal and cross-ply directions are set at 10
4
, 10
2
, and 10
2
 S/m [150], 
which can be also written as: 
 
S/ m 
1000
0100
0010
2
2
4

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





  (4.1) 
 
The thermal diffusivities of the CFRP as measured in the longitudinal, transversal and 
cross-ply directions are 1.70e-6, 1.05e-6, 0.43e-6 m
2/s respectively at 20˚C [151]. The 
density of CFRP is set at ρ=1540 kg/m3. The specific heat is set at Cp=850 J/kg∙K. Then 
the thermal conductivity of CFRP in the longitudinal, transversal and cross-ply 
directions can be calculated, which can be expressed as:  
 
 W/mK
615.000
0374.10
00225.2










k  (4.2) 
 
 
 
4.2.2.2 Numerical simulation results 
(1) Influence of crack depth 
Figure 4.4 shows the temperature distribution in the area around the crack at the 
maximum heating time of 200 ms. More heating is observed at the bottom of the crack 
due to the increased eddy current density in that area caused by eddy current diversion 
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around the bottom of the defect. The interaction between the crack and uniform eddy 
currents in the sample shows that the eddy currents will always follow the path of least 
resistance. Hence in a sample without a defect, they will be mainly confined to the 
surface layer, as defined by the skin depth formula along the sample thickness: 
 
   f1  (4.3) 
 
where f is the excitation frequency, σ is the electrical conductivity, and µ is the 
permeability of the material under inspection. 
When a discontinuity such as a crack interrupts the path of eddy currents, they will be 
diverted around the bottom of the crack, which leads to an area of increased eddy 
current density and a resultant hot spot at the bottom of the crack. Schematic 
representation of eddy current behaviour around different types of defect has been also 
discussed in previous work by Newcastle University and the University of Bath [152]. 
 
 
Figure 4.4 Simulation results of thermal images at the maximum heating (200 ms) for a 
crack with w=1 mm and d= 2 mm. 
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As the electric and thermal conductivity of CFRP vary in different directions, variations 
in the applied EM field orientation through changes in the excitation coil direction can 
be used for the investigation of different layers. Since conductivity is greatest in the 
fibre direction and fibres are orientated in different directions in different layers, 
changes in coil orientation will cause increased current flow in different layers. Besides 
this, the electric conductivity of CFRP is much smaller than that of metal. Therefore, the 
skin depth δ at f = 256 kHz from the governing equation (4.3) around 9.95 mm through 
the sample thickness is much larger than that of metal which is normally less than 0.1 
mm for steel. For metallic materials, the skin depth is normally smaller than the crack 
depth, and at smaller skin depths the eddy currents tend to be concentrated at the surface 
but are much denser at the surface edge of the crack. Conversely, for CFRP, the skin 
depth is normally larger than crack depth. A large skin depth results in the eddy currents 
at the bottom of the crack being denser than those at the surface edge of the crack, 
because the crack blocks the surface current flows. Thus, the temperature rise at the 
bottom of the crack is higher than in the other regions in the CFRP sample, as shown in 
the simulation studies.  
For cases where skin depth δ is larger than sample thickness at the excitation frequency 
used in the simulation and experiments, a deeper crack causes a greater level of eddy 
current diversion at the bottom of the crack than in the case with a shallower crack. This 
effect is illustrated in the simulation results shown in Figure 4.5, where the temperature 
rise for the 4 mm deep crack is larger than that of the shallower crack. The point 
investigated in Figure 4.5 is marked as “pos1” in Figure 4.3b. These results agree with 
experimental results discussed in Section 4.2.3. 
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(a) 
 
(b) 
Figure 4.5 Simulation results for transient temperature against time at “pos 1” shown in 
Figure 4.3 at the crack bottom for varied crack depth at crack width w=1mm: (a) 
normalised responses; (b) non-normalised (raw) responses. 
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Derived from equations (3.14), (3.15) and (3.17) using Green’s function in the solution 
for a finite body, the estimation of temperature against time for an infinite length and 
finite thickness of plate can be expressed with the following two equations: equation 
(4.3) for the heating phase [153]-[154] and equation (4.4) for the cooling phase [155]-
[156]: 
 
p
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where αT is the thermal diffusivity αT  = k/ ρCp; and L is the distance from the evaluated 
point to the rear side of the sample. For a defect-free sample, L is the thickness of the 
sample; for a sample with a crack, L= b-d as shown in Figure 4.3b for the estimation in 
this study; and tp is the duration of the heating pulse. 
From equations (4.3) and (4.4), we can use coefficients a and τ can be used to describe 
the thermal response. Coefficient a is the amplitude of temperature rise determined by 
the change in local electric conductivity (in this case, the eddy current density at the 
bottom of the crack), while τ is the normalised temperature decay rate, which is 
determined by changes in local thermal properties and crack dimensions. 
From Figure 4.5b, it can be seen that the deeper crack has a greater temperature rise 
(coefficient a). The relationship between coefficient a and crack depth d is illustrated in 
Figure 4.6. This implies that a deeper crack will interact with and change the course of 
eddy currents to a greater degree. Therefore, a deeper crack leads to a larger temperature 
rise in the heating phase. However, after the normalisation of the transient temperature 
change with time for cracks of the same width and varied depths, a convergence of the 
transient temperature change is obtained for the heating phase, as shown in Figure 4.5a. 
This shows that crack depth does not affect normalised transient heating behaviour. As 
for coefficient τ, it is clearer to investigate this after the normalisation of the temperature 
curve, as shown in Figure 4.5a. The results indicate the deeper crack has a faster 
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temperature decay in the cooling phase, as larger values of d (smaller L, where L=b-d) 
results in larger τ value, which matches equation (4.4). In conclusion, when the crack 
width is fixed, a deeper crack leads to a higher temperature rise in the heating phase at 
the bottom of the crack (coefficient a) and faster temperature decay in the cooling phase 
(coefficient τ). 
 
 
Figure 4.6 The amplitude of temperature rise (a) versus crack depth d. 
 
Although depth information can be derived from transient temperature changes with 
time in both the heating and cooling phases, the coefficients a and τ can also be used for 
the investigation of crack width. 
 
(2) Influence of crack width 
Since the simulation results presented in the previous section closely agree with the 
experimental results, therefore it is feasible to use simulation to predict the impact of 
crack width on thermal responses.  
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(a) 
 
(b) 
Figure 4.7 Simulation results for transient temperature against time at “pos 1” shown in 
Figure 1 at crack bottom for varied crack width at crack depth d = 2 mm: (a) normalised 
responses; (b) non-normalised (raw) responses. 
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The transient temperature changes against time for varied crack widths w are shown in 
Figure 4.7b, where it can be seen that the maximum amplitude of temperature change a 
increases as w becomes smaller. Unlike with the influence of crack depth, variation in 
crack width w not only changes the amplitude of the eddy current density, but also the 
eddy current distribution at the bottom of the crack due to the change in crack geometry. 
This implies that in a narrower crack, eddy currents are forced to be diverted around a 
narrower area at the crack bottom. Thus, a narrower crack leads to a greater temperature 
rise (as seen in Figure 4.7b), as well as a greater rate of change in temperature in the 
early stages of the heating phase (as seen in Figure 4.7a). As for the coefficient τ, this is 
more clearly seen after the normalisation of the temperature curve shown in Figure 4.7a. 
The results also indicate that a narrower crack has a faster temperature decay in the 
cooling phase, as larger values of w result in smaller τ values. 
 
4.2.3 Experimental study 
In section 4.2.2, numerical simulations investigating the influence of crack depth and 
width has been carried out. In the experimental study, the influence of crack depth on 
transient features is evaluated for comparison with and validation against the numerical 
results. Before the investigation of the influence of crack depth, directional excitation 
with respect to fibre orientation is firstly tested to maximise the heating of both the 
sample and the crack. 
 
4.2.3.1 Directional conductivity experiment 
As CFRP exhibits directional electrical and thermal conductivities dependent on the 
fibre orientation in the composite, coil orientation has a large impact on the 
experimental results. Thus, before inspecting the sample for defects, conductivity in the 
horizontal and vertical directions is first ascertained. This allows the optimisation of the 
direction of the applied field with respect to crack direction in order to achieve the best 
temperature contrast between regions with and without defects. 
Two coil directions with respect to the sample surface, horizontal (Figure 4.8a) and 
vertical (Figure 4.8b), are investigated. For the horizontal coil orientation, the eddy 
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currents are induced in a horizontal direction, and hence the conductivity of the sample 
provided by Exel in the horizontal direction is investigated in this case. For the vertical 
coil direction, the conductivity of the sample in the vertical direction is investigated. 
 
 
(a)                                                         (b) 
Figure 4.8 Thermal image of sample at maximum heating for: (a) horizontal current 
excitation; (b) vertical current excitation 
 
Figure 4.8 shows the thermal image in terms of digital level (DL) after 2 seconds of 
heating using coil in horizontal and vertical directions respectively. As a reference, the 
temperature changes in the coil in Figure 4.8a and Figure 4.8b are similar. From the 
comparison of these two excitation directions, it can be seen that the increase in 
temperature at the sample surface with the coil orientated vertically is much larger than 
when the coil is orientated horizontally. According to equation (3.15), it can be 
concluded that the conductivity in the vertical direction is much larger than that in the 
horizontal direction. Thus, it can be ascertained the fibre orientation is in the vertical 
direction, as the conductivity is greater along the fibre orientation. 
With awareness of the fibre orientation, the heating can be maximised when the coil 
direction is parallel to the fibre orientation. Therefore, the coil is fixed vertically in the 
following experiments. 
 
4.2.3.2 Influence of crack depth 
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The ECPT system used to inspect the sample is shown in Figure 3.3. The 350 mm × 38 
mm × 6 mm CFRP sample contains three cracks each with a width of 1 mm, but varying 
in depth from 0.5 mm to 2 mm. The cracks are manufactured in the workshop at 
Newcastle University. 
The sample was heated for 200 ms using the rectangular coil shown in Figure 3.4a. 
Images were acquired for a total of 500 ms (200 ms heating followed by 300 ms cooling) 
at the maximum frame rate of 383 Hz. 
Cracks with different depths were inspected while retaining the same positional 
relationship between crack and coil. As an example, the thermal image at the maximum 
heating time for a 2 mm deep crack is shown in Figure 4.9. 
 
 
Figure 4.9 Experimental results of thermal image at the maximum heating (200ms) for 
2mm deep and 1mm wide crack. 
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The transient temperature change at the same point at the bottom of the crack and close 
to the coil, marked as “pos 1” in Figure 4.9, is investigated. The thermal responses for 
varied crack depths are shown in Figure 4.10. In Figure 4.10, the unit for temperature is 
called digital level, where the higher value of digital level indicates the higher 
temperature. From a comparison of the thermal responses at the investigated point for 
the three cracks shown in Figure 4.10, it can be ascertained that the deeper the crack, the 
greater the increase in temperature. This is because the eddy currents are concentrated at 
the bottom of the crack when crack depth is smaller than skin depth. The relationship 
between crack depth and transient temperature change from the experimental results 
agrees with those from the simulation illustrated in Figure 4.5a and Figure 4.5b. From 
Figure 4.10, it can be seen that the amplitude of the temperature rise, coefficient a, for a 
2 mm deep crack is the largest due to the highest eddy current density at the bottom of 
this crack. From the comparison of τ from the normalised transient temperature 
behaviour shown in Figure 4.10, it is clear that the temperature decay rate for the 2 mm 
deep crack is the largest. Because L in equation (4.4) for a 2 mm deep crack is the 
smallest (L=b-d), the τ value for this crack is the smallest among the three cracks. 
Therefore, the coefficients a and τ can be used to discriminate between cracks of 
different depths. 
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(a) 
 
(b) 
Figure 4.10 Experimental results for transient temperature change against time at “pos 1” 
as shown in Figure 4.9 at crack bottom for cracks with w = 1 mm and varied depths: (a) 
normalised responses; (b) non-normalised (raw) responses. 
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4.2.4 Discussion 
Directional electrical and thermal conductivities make the eddy current distribution in 
CFRP different from that of metallic materials. The surface crack was detected and 
observed using ECPT through both simulation and experiment. It has been proven that 
the ECPT technique is feasible for the detection of surface defects in composite 
materials with low conductivity in the scale of 10
4
 S/m. Through the simulation and 
experimental results shown in Figure 4.5 and Figure 4.10 respectively, it can be seen 
that the heat is mainly generated at the crack. 
The influence of crack depth and width are investigated in terms of the amplitude of the 
temperature rise and transient temperature behaviour in the heating and cooling phases 
respectively. The following conclusions can be drawn: 
• Crack depth: the relationship between crack depth and transient temperature change 
shows that in a deeper crack, a greater temperature rise occurs at the bottom of the 
crack. In a deeper crack, the normalised temperature decay rate is faster in the 
cooling phase, but the normalised transient temperature behaviour in the heating 
phase is not affected.  
• Crack width: The results show that in narrower cracks there is not only a greater 
temperature rise, but also the faster temperature increase and decay rate at the 
beginning of the heating phase and in the cooling phase respectively.  
Thus, based on the amplitude of the temperature rise, the heating and cooling thermal 
response, the crack width and depth can be determined by feature extraction and QNDE. 
In addition, the temperature contrast between defective and defect-free regions is very 
apparent, which makes pixel selection relatively easy in cases of cracks. In contrast, 
pixel selection is harder in the next case study. It can also be noticed that QNDE 
remains rather inaccurate when the pixel is hard to select and the fibre texture is 
complex. 
 
4.3 Case study 2: impact damage detection and characterisation 
Impact damage is more complex than cracks in terms of the defect and fibre texture. 
Impact damage changes the material properties and structure not only at the surface but 
also inside the sample. In addition, woven fibre is used in this case study, which is the 
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most complex fibre texture of all samples used in this thesis. In this section, the local 
variation in electric and thermal conductivities caused by an impact is quantified 
through the analysis of features at pixel level. Then the relationship between variation in 
conductivities and impact energy is investigated.  
 
4.3.1 Sample description 
CFRP plates as shown in Figure 4.11a have 12 layers of 5HS carbon fibre woven, as 
shown in Figure 4.11b, with a quasi-anisotropic global distribution, which are named as 
sample “Set 3” in TABLE 3-I. The polymer matrix is made of polyphenylene sulphide 
(PPS). The size of the plate is 100 mm × 150 mm with a 0.50.03 volume ratio and 
1460 kg/m
3
 density. The plates are produced by TenCate Advanced Composites, 
Netherlands, and provided by Prof. Raimond Grimberg from the National Institute of 
Research and Development for Technical Physics, Romania. 
 
 
Figure 4.11 (a) a photograph of impacted sample; (b) scheme of 5HS carbon fibre 
woven. 
 
Table 4-I Description of impacted samples 
No Height (m) Energy (J) Thickness (mm) 
1 0.2 4 3.785 
2 0.3 6 3.784 
3 0.4 8 3.741 
4 0.5 10 3.745 
5 0.6 12 3.782 
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The impact damage is manufactured in the middle of the sample with different levels of 
impact energy. The impacts were generated using CEAST FractovisPlus 9350 
impaction equipment with a data acquisition system DAS 16000 and analysis software 
Visual IMPACT. The impactor is hemi-spherical, 22.2 mm in diameter and 2.042 kg in 
weight. The impacts were realized in the conditions specified by ASTM D7136 at a 
temperature of 20±1 
0
C. The thickness of the plate and impact energy are summarised in 
Table 4-I. Impact damage with amounts of energy results in a concave area on the 
surface of the specimen, conversely, impacts with large energy lead to a concave and 
some level of protrusion on the edge of the concavity. 
 
4.3.2 Numerical simulation results 
4.3.2.1 Numerical models and parameter set-up 
In this work, CFRP samples of dimensions 150 mm × 100 mm × 4 mm are used. The 
excitation frequency and current are 256 kHz and 380 Arms respectively to match the 
experimental set-up. A rectangular coil is used in both numerical simulation and the 
experiment. However, the eddy currents are induced predominantly by the coil edge that 
is closest to the sample. Thus, only one edge of the rectangular coil is simulated as a 
cylindrical wire as shown in Figure 4.12. 
 
 
Figure 4.12 Geometry of sample and impact damage, marked in blue. 
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By simplifying the results published by Wicks
 
[157] and Hou [158], a cylinder marked 
in blue in Figure 4.12 is used to describe impact areas with variations in electrical and 
thermal conductivities. The electrical conductivities within the cylinder in the x, y, z 
directions can be expressed as: 
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where ax, ay, az are the maximum variation rates of electrical conductivity in the x, y, z 
directions respectively; r is the radius of impact damage (blue cylinder); σx0, σy0, σz0 are 
the electrical conductivities without impact (outside the blue cylinder); and x and y are 
coordinates assuming that the centre of blue cylinder is x=0, y=0. 
The thermal conductivity distribution is defined using the same expressions as those for 
electrical conductivity but with the coefficients bx, by, bz to replacing ax, ay, az and 
substituting σx0, σy0, σz0 with kx0, ky0, kz0.  
Table 4-II shows the simulated electrical/thermal conductivity variations within the 
impact damage area (in seven simulations, numbered as S0-S6). It is assumed that 
electrical and thermal conductivities outside the impact area are not changed. 
The electrical and thermal conductivities are defined as the same as those presented in 
Section 4.2.2.1. The electrical conductivities σx0, σy0, σz0 are set at 10
4
, 10
2
, and 10
2
 S/m 
respectively, while the thermal conductivities kx0, ky0, kz0 are set at 2.225, 1.374, 0.615 
W/(mK) respectively at 20˚C. Due to limitations of computer performance, the complex 
fibre texture is simplified so that a uni-directional fibre structure is used for the 
numerical simulation. When the woven fibre is simulated in COMSOL, the computer 
runs out of memory (8Gb memory) due to the massive increase in number of element, 
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which need to be calculated. In other words, the numerical model becomes inaccurate 
using a commercial computer when fibre texture is not uni-directional, as shown in 
Section 4.2. Despite this, the trends shown by features against variations in physical 
properties can still be investigated through numerical simulation. 
 
Table 4-II Electrical and thermal conductivities settings for simulation 
Sim. σx/σx0 (%) σy/σy0(%) σz/σz0(%) kx/kx0(%) ky/ky0(%) kz/kz0(%) 
S0 100 100 100 100 100 100 
S1 71.4 71.4 90.9 100 100 100 
S2 62.5 62.5 90.9 100 100 100 
S3 100 100 100 71.4 71.4 90.9 
S4 100 100 100 62.5 62.5 90.9 
S5 71.4 71.4 90.9 71.4 71.4 90.9 
S6 62.5 62.5 90.9 62.5 62.5 90.9 
 
4.3.2.2 Numerical simulation results 
A 200 ms heating time followed by 800 ms cooling time is simulated. To investigate 
transient thermal behaviour, the temperature T-t and the first derivative of temperature 
against time dT/dt-t for different σ-k values at the central point in the impact area, are 
plotted in Figure 4.13. 
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(a) 
 
(b) 
Figure 4.13 (a) Transient temperature and (b) first derivatives at the origin (x, y, z) = (0, 
0, 0). 
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From Figure 4.13, it can be seen that in the heating phase the same value of σxy leads to 
the same increase in thermal response and different values of σxy results in different 
rates of temperature increase, which can be seen clearly in the first derivative of 
temperature response dT/dt (100, 71.4 and 62.5 % σxy). However, when σxy stays 
constant, the variation in kxy has an insignificant influence on dT/dt. From equation 
(3.17), the temperature distribution is even at the beginning of the heating phase on the 
sample surface. Thus, 

 (kT)  0  at t=0+ s and the major contribution to temperature 
rise is the ρCp∂T/∂t part on the left hand side of equation (3.17). Therefore, equation 
(3.17) can be simplified at the beginning of the heating phase to be: 
 



0for  ,
1
tQ
Ct
T
p
 (4.8) 
 
As a result, a linear increase in temperature can be observed at the beginning of the 
heating phase and the rate of temperature rise ∂T/∂t mainly depends on Q, determined 
by σ. When the electrical conductivity of the impact area decreases, the eddy current 
density is increased in that area which is caused by the diversion of the eddy currents 
around the area of low electrical conductivity (i.e. impact area). This diversion results in 
an increase in Q, so the rate of temperature increase ∂T/∂t rises as σ decreases. 
In the cooling phase, a larger kxy leads to a faster rate of decrease, which can be seen in 
the transient temperature response as illustrated in Figure 4.13a. From equation (3.17), 
Q is 0 in the cooling phase. Therefore the equation (3.17) can be rewritten and 
simplified as: 
 

T
t
 (
k
Cp
T) (4.9) 
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Because the point of the highest temperature is investigated in Figure 4.13, 

 (kT)  is 
negative. This equation can explain that a larger value of k results in a smaller dT/dt 
value, which also means a faster rate of temperature decrease in the cooling phase. 
To conclude, numerical simulations of CFRP materials show that σxy dominates the 
temperature response in the heating phase and kxy dominates the temperature response in 
the cooling phase, which enables the separation of σxy and kxy. In addition, a decrease on 
σxy leads to a faster temperature rise in the heating phase, whilst a larger decrease in kxy 
leads to a slower temperature decrease in the cooling phase, which can be seen in Figure 
4.14. 
 
 
Figure 4.14 dT/dt against variation in electrical conductivity at t=0.1 s (red line with 
crosses); and (dT/dt)/T(0.2) averaging from 0.2s to 1s against variation in thermal 
conductivity   (blue line with dots). 
 
4.3.3 Experimental results 
A 200 ms heating time followed by 800 ms cooling time is applied at the maximum data 
acquisition frame rate of 383 Hz. Reflection mode is used in this case study. The 
thermal image at 200 ms for 8J-sample is shown in Figure 4.15 as an example.  
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Figure 4.15 Thermal image of the sample with 8J impact at 0.2s showing the point 
investigated. 
 
From Figure 4.16a and Figure 4.16c, it can be seen that the order of the rate of 
temperature increase is 10J > 8J > 6J > 12J > 4J, where it is known that the comparative 
electrical conductivities are σ10J < σ8J < σ6J < σ12J < σ4J. From Figure 4.16b, the order of 
the rate of temperature decrease at different impact energies is 12J >10J > 8J > 6J > 4J, 
so that the thermal conductivities are k12J > k10J > k8J > k6J >k4J. From the experimental 
results, it can be seen that the electrical conductivity decreases and the thermal 
conductivity increase when the impact energy becomes larger, except at 12J. 
 
CHAPTER 4 
88 
 
(a) 
 
(b) 
 
(c) 
0 0.2 0.4 0.6 0.8 1
0
500
1000
1500
2000
2500
T
Time (s)
T
 (
d
l)
 
 
4J
6J
8J
10J
12J
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
Normalised T
Time (s)
T
/T
(0
.2
)
 
 
4J
6J
8J
10J
12J
0 0.2 0.4 0.6 0.8 1
-20
-10
0
10
20
30
40
50
dT/dt
Time (s)
d
T
/d
t 
(d
l/
s
)
 
 
4J
6J
8J
10J
12J
CHAPTER 4 
89 
 
(d) 
Figure 4.16 Transient temperature at impact point against time: (a) non-normalised 
response; (b) normalised response and 1
st
 derivatives of temperature; (c) non-normalised 
response; (d) normalised response. 
 
From the simulation results discussed in Section 4.3.2.2, it is known that the electrical 
conductivity dominates the dT/dt in the heating phase while thermal conductivity 
dominates (dT/dt)/T(0.2) in the cooling phase. Therefore, the average values of dT/dt in 
Figure 4.16c from 0.07s to 0.12s are calculated in order to investigate the relationship 
between electrical conductivity and impact energy. Also rates of the temperature 
decrease from Figure 4.16b are calculated to investigate the relationship between 
thermal conductivity and impact energy. The relationship between impact energy and 
dT/dt in the heating and cooling phases is shown in Figure 4.17. According to the 
simulation results shown in Figure 4.14, it can be found that the electrical conductivity 
decreases when impact energy increases, except at 12J; whereas thermal conductivity 
increases as the impact energy increases. 
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Figure 4.17 Impact energy against average dT/dt, which stands for variation in electrical 
conductivity (red line with crosses); and against (dT/dt)/T(0.2) which stands for 
variation in thermal conductivity (blue line with dots). 
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Figure 4.18 Picture under microscope of impact area in 12J sample. 
 
4.3.4 Discussion 
From the numerical simulation, it was found that firstly σxy and kxy respectively 
determine the temperature response in heating and cooling phases, which enabled the 
separation of σxy and kxy by using dT/dt in the heating and cooling phases as two features. 
Secondly, the larger decrease in σxy leads to a faster temperature rise in the heating 
phase while a larger decrease in kxy leads to a slower temperature decrease in the 
cooling phase. The simulation results provide a basis for experimental results to 
evaluate σ and k variation via features extracted from transient thermal responses at 
various impact energies. In addition, the fibre texture is simplified and considered to be 
uni-directional in the numerical modelling in order to ensure that the  computer memory 
is sufficient to perform the simulation. This, however, introduces uncertainty into the 
simulation results as a trade-off. 
In the experimental studies, impacts energies from 4J to 12J were applied to the CFRP 
samples. From the thermal images, it can be seen that the pixel selection becomes 
harder compared with cracked samples. The temperature contrast between defective and 
defect-free regions is not as obvious as in the case for cracks, because the electrical and 
thermal conductivity at the impact increase or decrease by relatively small percentages 
rather than dropping to zero as in cases of cracks.  
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From the analysis of the transient responses t-T and the first derivative of temperature 
against time t-dT/dt, it was found that as the impact energy increases, the electrical 
conductivity in the impact area decreases but the thermal conductivity increases. But 
this trend works when the impact is not enough to produce a surface crack. When a 
surface crack is produced, the combination of the effect of the surface crack and impact 
damage on the thermal image increases the inaccuracy of the determination of the 
variations in physical properties. Besides this, the complexity of fibre texture can also 
affect the thermal image, which also increases the difficulty of pixel selection to show 
the variation in the physical properties.  
Comparison of results of the two case studies in Sections 4.2 and 4.3 shows that the 
ECPT investigation at pixel level achieves good QNDE results for cracks (surface 
defects) in simple fibre textures such as uni-directional fibre. However, it is not accurate 
due to the difficulty of pixel selection, when the fibre texture becomes complex and/or 
the defect is not on the surface of the sample. 
 
4.4 Defect classification using ECPT investigation at pixel level  
As listed in TABLE 3-I, three types of defects are used in this thesis. Transient 
temperature responses can be obtained from individual samples. To classify the defects, 
the PCA on transient temperature responses in local regions, either at specific pixel or 
averaging over a small area, is implemented in this section. 
The frame rates of the thermal videos, the durations of heating and the thermal cameras 
used in the investigation of the delamination all differ from those used for the other two 
defects. The transient temperature responses of cracks in sample Set 1, and impact 
damage on the front side and delamination observed on the rear side of impacted sample 
Set 2 are used for PCA classification. Each transient response T-t is seen as a vector 
variable. In total, 11 vector variables from 11 measurements form the input matrix. 
After implementing the PCA algorithm on the matrix, the first two weighted PCs are 
selected to classify the defects. 
The thermal images and typical points for transient temperature response (temperature 
versus time), including those for three measurements for a crack, four for impact 
damage and two for delamination, are shown on the left in Figure 4.19. The first two 
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PCs (PC1 and PC2)) are selected and shown on the right hand side. It can be seen that 
there is no overlap in plot of the first two PCs amongst the three types of defects and 
four types of pixel selection. Due to the differences in transient responses, cracks can be 
distinguished from other defects since PC1 and PC2 are all negative, are marked as 
green dots in the PC plot on the right hand side of Figure 4.19. In addition, PC1 and 
PC2 values increase as the depth of the cracks increases. Red squares denote the impact 
damage, which lies in the middle of PC1 axis between those for delamination edge and 
crack. Delamination, marked as purple squares, has a similar PC1 value compared to 
delamination edge, which is marked as blue triangles; but served as smaller PC2 values. 
From this, it can be seen that the crack can be classified using PCA on the transient 
responses at the pixel level.  
 
 
Figure 4.19 PCA classification for cracks, impact damages and delaminations at the 
pixel level. 
 
However, the pixels are selected specifically for regions with the largest temperature 
increase, and this may lead to large variations when surrounding pixels are selected or 
more samples are tested. To overcome this problem, an optical flow algorithm at the 
local area level was implemented to classify the defect using investigation over a 
relatively larger area. This is described in the next chapter. 
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4.5 Chapter summary 
In this chapter, the ECPT investigation at pixel level has been reported, including the 
capture of transient thermal responses and the relevant feature extraction from the raw 
thermal video/image sequences, quantitative information about defect dimensions and 
variations in physical property in defective regions, and the classification of defects by 
analysing the transient temperature responses using PCA algorithm. 
From the case study of cracks, the relationship between crack depth and transient 
temperature change was determined. It was shown that a deeper crack leads to a greater 
temperature rise at the bottom of the crack. A deeper crack also results in a faster 
normalised temperature decay rate in the cooling phase, whereas the normalised 
transient temperature behaviour in the heating phase is not affected. The results also 
show that narrower cracks are associated with not only a greater temperature rise, but 
also faster temperature rise and decay rates at the beginning of the heating phase and in 
the cooling phase respectively.  
From the case study of impact damages, three conclusions can be drawn. Firstly, σxy and 
kxy determine the temperature response in the heating and cooling phases respectively, 
which enabled the separation of σxy and kxy by using dT/dt in the heating and cooling 
phases as two features; Secondly, a larger decrease in σxy leads to a more rapid 
temperature increase in the heating phase, whilst a larger decrease in kxy leads to slower 
temperature decreases in the cooling phase. Thirdly, as impact energy increases when it 
is not enough to produce a surface crack, the electrical conductivity in the impact area 
decreases but thermal conductivity increases. 
Through the analysis of data from crack, delamination and impact damage using PCA, 
the first two weighted PCs of transient temperature responses were calculated. Results 
showed that the crack can be distinguished from the transient responses at the pixel 
level. 
Comparison of these two case studies shows the advantages and disadvantage of the 
ECPT investigation at the pixel level. Firstly, it achieves good QNDE results for cracks 
as surface defects when the fibre texture is simple as in uni-directional fibre and the hot-
spots are clear for pixel selection. However, it is not accurate when the fibre texture 
becomes complex and/or the defect is not on the surface of the sample. This is because 
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the heat diffuses from inside the sample, leading to difficulties in selecting pixels. To 
overcome the drawbacks of the ECPT investigation at the pixel level for interior defects 
even in complex fibre textures, the investigations at the local area and pattern levels are 
presented in the following two chapters, respectively. 
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Chapter 5. ECPT INVESTIGATION AT THE LOCAL AREA LEVEL 
 
As discussed in Chapter 4, the ECPT investigation at pixel level gives good results for 
defect evaluation and quantification in simple fibre textures and surface defects. 
However, it is not accurate due to difficulties on pixel selection when the fibre texture 
becomes more complex and/or if the defect is not on the surface of the sample. To 
achieve better results for deeper defects, an investigation at local area level using optical 
flow (OF) is reported in this chapter. 
OF is widely used to trace the motion between two images at two different times, and 
the displacement in temperature intensity between two thermal images at times t and 
t+∆t reflects the heat propagation within the time slot ∆t. Both the amplitude and 
direction of this heat propagation can be calculated via OF with the appropriate 
optimisation as discussed in Section 5.1. Thus, heat propagation and interaction in 
defective regions can be observed and quantified. Different flow patterns for different 
types of defects can be used to classify them, which is reported in Section 5.2; Finally, 
the features extracted from the OF results at the local area level of a defective region 
can be used for the QNDE of defects, which is presented in Sections 5.3 and 5.4. 
  
5.1 Optimisation of Optical Flow for ECPT 
Since the parameters chosen vary in different applications, an optimisation should be 
carried out before processing the captured thermal images, which involves for example 
critical time selection or threshold selection. This section discusses OF optimisation, 
particularly for thermography. Feature extraction for defect classification and QNDE 
are subsequently reported in Sections 5.2, 5.3 and 5.4, respectively. 
5.1.1 Time slot selection of OF for defect characterisation 
A 200 ms heating duration followed by 300 ms cooling at a 383 Hz frame rate is 
selected for inspection, which is long enough to elicit an observable heat pattern around 
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the impact damage from sample Set 3. To reduce the calculation costs, every 10 frames 
are treated as one time slot, where ∆t = 10 / 383= 26 ms. The pixel number for OF 
amplitude over a threshold, which is named 'thres' as the percentage of the maximum 
value, against time in transmission mode is plotted as Figure 5.1. There t1, t2 and t3 
indicate the time where maximum dT/dt, maximum T and minimum dT/dt occur, 
respectively. From the curves, it can be found that the peak pixel number is at 75 or 80 
frames at the 383 Hz frame rate, where t2 denotes the maximum heating time as shown 
in Figure 5.2. At time t2, the pixel number of OF for various impact energies achieve 
the largest value. Therefore, the end of heating is the best time slot to apply OF. 
 
 
Figure 5.1 Number of pixels with OF amplitudes over the threshold 'thres' =5.5 against 
time. 
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Figure 5.2 Specific time in a typical transient thermal response (temperature response in 
blue and the first deriative of temperature in red). 
 
5.1.2 Threshold selection for optical flow 
Taking 12J-impacted sample from sample Set 3 as an example, different thresholds of 
minimum amplitude of OF are compared. The amplitude map for OF is compared with 
the thermal image at the maximum heating time to find the best threshold range to 
describe the defective region. 
The thermal image at maximum heating is shown in Figure 5.3. The unit of the 
temperature is the digital level computed using the 'Alair' software, provided by the 
thermal camera company Flir. A larger DL means a higher temperature. As shown in 
Figure 5.3b-d, the OF amplitude map for 12J-impaced sample are presented in grey 
scale-white for high amplitude and black for low amplitude. From Figure 5.3, it can be 
seen that the OF amplitude map shows the whole heated area rather damaged area when 
the threshold is low (“thres” =5 in Figure 5.3b), whereas it shows mainly the damaged 
area when the threshold reaches 8 (Figure 5.3d). This is because a lower threshold 
allows the  presentation of the small flow in the defect-free region and a higher 
threshold filters out the small flows and predominately presents the flows around the 
impact damage. Therefore the threshold 'thres' is chosen to be 8 for the imapct damage 
investigation, whilst 'thres' equals 5.5 as a reference. 
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(a)                                                        (b) 
  
(c)                                                                (d) 
Figure 5.3 (a)Thermal image for 12J-impaced sample from “Set 3” at maximum heating, 
where the unit is digital level (DL) and OF amplitude maps with varing thresholds: (b) 
thres =5; (c) thres =5.5; (d) thres =8. 
 
5.2 Defect classification at local area level 
In this section, the defect classification using optical flow is presented. The optimised 
time-slot and threshold are used based on the results from Section 5.1. 
 
5.2.1 Thermal images of three types of defects 
Sample Sets 1, 2, and 4 are used for defect classification at local area level. Figure 5.4 
shows the thermal images at maximum heating for cracks (Sample Set 1), impact 
damage (Sample Set 2) and delamination (Sample Set 4). 
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(a) 
 
(b) 
 
(c) 
Figure 5.4 Thermal images at maximum heating for (a) crack, (b) impact damage, (c) 
delamination. The marked area 1 in each image shows the defective region and area 2 
indicates the defect-free region. 
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It can be seen that when the eddy currents encounter a discontinuity such as a crack, 
delamination or impact damage, they are forced to divert, leading to regions of 
increased or decreased eddy current density. For cracks, the accumulation of heat at the 
crack bottom can be observed in Figure 5.4a. After the period of eddy current heating, 
the nature of the crack also affects heat diffusion in the cooling phase by acting as a 
thermal barrier. With impact damage, the electric conductivity decreases at the impact 
point, the eddy current density is higher at the impact point than other regions. This 
leads to a hot-spot at the impact point, as shown in Figure 5.4b. Besides this, two dark 
regions to the upper left and lower right of the impact point are also observed in Figure 
5.4b. This is because two delaminations are generated near the rear side of the sample 
due to the high impact energy. For the two delaminations in Figure 5.4b and the six in 
Figure 5.4c, a thermal barrier, the delamination, hinders heat propagation mainly along 
the fibre orientation, which results in hot-spots on the delamination edge and cool-spots 
in the delamination region, as shown in Figure 5.4c. 
The OF results for these three thermal videos reported in Section 5.2.2 is given an 
explanation from the angle of heat propagation. 
 
5.2.2 Optical flow results 
The optical flow images in conjunction with the respective thermal images at the end of 
heating phase of defective areas in samples with impact damage, delamination and 
crack samples are shown in Figure 5.5. The blue arrows denote the calculated OF 
direction and amplitude, whilst the red arrows shown the OF patterns summarised from 
the OF results. To simplify the OF images, only one flow arrow is drawn with a specific 
interval, shown as x2 (or 3, 4) pixels in Figure 5.5. 
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(a) 
 
(b) 
 
(c) 
Figure 5.5 Optical flow distribution images at the end of heating compared with thermal 
images within “Area 1” in Figure 5.4 for: (a) crack, sample Set 1, (b) impact damage, 
sample Set 2, (c) delamination, sample Set 4 respectively. Transmission mode is used. 
The time-slot for optical flow is from 175 ms to 200 ms. The length and direction of 
arrows in figures denote the magnitude and orientation of heat flow. 
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Figure 5.5a presents the OF pattern in the crack region. In crack defects, the eddy 
currents cannot penetrate the crack, and must instead be diverted to the bottom of the 
crack, where, the heat accumulates as a result. The centre of the crack bottom closest to 
the excitation coil receives the most heating due to the lift-off effect of the eddy current. 
Figure 5.6a shows a schematic diagram of heat propagation in the crack in both top and 
cross-section views and Figure 5.6b shows the simulation results of heat flux density for 
a 2 mm deep crack, using the model described in Section 4.2.2. The heat along the fibre 
orientation cannot directly propagate through the crack, because of the discontinuity of 
the fibre at the crack. Therefore, the heat must either propagate around the crack bottom 
(Figure 5.6a, cross-section view) or along the crack (Figure 5.6a, top view). Since the 
experimental results only show the top view of temperature distribution, OF cannot be 
used to investigate heat propagation investigation in the cross-section view. But the 
simulation results in cross-section view verify the hypothesis of heat propagation inside 
the specimen, as shown in Figure 5.6b. From Figure 5.6b, it can be seen that the heat 
flux density at the crack bottom is higher, which means that the heat mainly propagates 
at the crack bottom via diversion. Combining the above phenomena, the OF results 
shown in Figure 5.5a prove that the above two phenomena of heat propagation occur in 
the sample with a crack in the top view. It can be seen that some of the heat flow is 
diverted upwards or downwards when encountering the crack; some goes through the 
crack, and this mainly occurs around the bottom of the crack. Because the crack crosses 
the whole width of the specimen, it is easier for the heat to propagate around the crack 
bottom than to spread along the crack. That is why we can see the amplitude of OF is 
larger when crossing the crack bottom. 
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(a) 
 
(b) 
Figure 5.6 (a) Schematic of heat propagation at the crack in top and cross-section views; 
(b) simulation result of heat flux density for 2 mm deep crack, cross- section view 
 
For impact damage, as shown in Figure 5.5b, the decrease of electric conductivity at the 
region of impact leads to heat concentration as proven in Section 4.3. Also the thermal 
conductivity increases at that region, which results in rapid heat propagation. Therefore, 
the rate of temperature increase at the impact region is higher than in other areas and the 
heat propagates rapidly from the impact to the surrounding region, which leads to the 
heat flow spreading around the impact. The experimental results are verified by 
numerical simulation using the model described in Section 4.3.2. Figure 5.7 shows the 
heat flux density on the impacted specimen surface in arrow format. From Figure 5.7a 
in top view, it can be seen that the heat flux spreads from the impact region to all around. 
In the cross-section view, it can be seen that the heat mainly propagates from the bottom 
to the top, since the transmission mode is being simulated. In the impact region, heat 
also propagates from the centre towards the boundary of the impact region, because of 
the influence shown in Figure 5.7a. Combining the above phenomena, a “spreading” OF 
pattern is derived for impact damage, as shown in Figure 5.5b. 
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The plane of delamination is parallel to that of the excitation coil, which means that 
there is little eddy current diversion at the delamination. However, the heat generated by 
the eddy current propagates along the fibre orientation because the thermal conductivity 
is the largest in that direction. As shown in Figure 5.8, delamination works as a thermal 
barrier. When the heat propagates to the delamination, mainly along the fibre orientation, 
it is hindered by the delamination. The heat can only go around the delamination edge 
in the x, y direction or be diverted in the z direction (across the thickness). In the top 
view in Figure 5.8, the heat propagates around the delamination edge when 
encountering the delamination. Since the specimen under test has multiple fibre 
orientations in different layers, the direction of heat propagation around the 
delamination varies. This is why there is a difference between the OF results in Figure 
5.5c and the schematic diagram of heat propagation in top view in Figure 5.8. From the 
cross-section view, the heat also goes around the delamination. As shown in Figure 5.8, 
the fibre orientations in the first and the second layers are towards the left and the inside 
respectively. Thus, the heat flow propagates upwards and then downwards in the first 
layer; and downwards and then upwards in the second layer to be diverted. Combining 
the above phenomena, it can be seen that the flows go around the delamination marked 
in red arrows and also some of the flows go into the delamination, which is represented 
by the diversion of flows in the thickness (z) direction in Figure 5.5c. 
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(a) 
 
(b) 
Figure 5.7 Simulation results of heat flux density in (a) top view and (b) cross-section 
view along the central horizontal line as shown in (a). 
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Figure 5.8 Schematic of heat propagation at delamination in top and cross-section views 
 
5.2.3 Discussion 
Based on the OF results reported in Section 5.2.2, the flow patterns at the local area of 
defects are different for crack, impact damage and delamination, because the variations 
in directional electric or thermal conductivity are not the same. This allows defects to be 
classified by investigating the OF patterns at the local area level. The OF patterns for 
the three types of defects can be summarised as follows: 
 Crack: the flow is mainly diverted from the bottom of the crack; some of the flows 
go around the crack interface; 
 Impact damage: the flow spreads from the impact point in all directions; 
 Delamination: flow mainly propagates around the edge of the delamination. 
 
5.3 Case study 3: QNDE for impact damage 
The ECPT investigation at local area level can be used to classify defects as discussed 
in Section 5.2, but also to quantify them. In this section, impact damage is taken as an 
example and the defective area against the impact energy is investigated through OF 
features. 
In this case study, a heating time of 200ms followed by a cooling time of 800ms is 
applied at the maximum frame data acquisition rate of 383 Hz. Rather than reflection 
mode used in Section 4.3, the transmission mode is used instead to avoid the 
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overlapping of coil and thermal images. In this mode, the coil is placed at the opposite 
side from the thermal camera.  
Figure 5.9 shows the optical flow images in conjunction with the thermal images from 
175 ms to 200 ms for impact damage sample Set 3 described in TABLE 3-I. As shown 
from the case study in Section 4.3, the impact leads the electric conductivity to decrease 
and the thermal conductivity to increase in the impact area. As a result, the heat 
generated from eddy currents in the impact region is higher than that in the defect-free 
area; and the speed of heat propagation is faster in the impact region. As the impact 
energy increases, the variations in electric and thermal conductivities in the impact 
region also increase. In addition, the defective area is also enlarged with the increase of 
the impact energy. From the results, the impact region is highlighted and localised in the 
images. It can be seen that the flow area marked in purple increases as the impact 
energy increases, except for 12J-impacted sample in which a surface crack is produced 
and so the flows are concentrated in the crack region, shown in Figure 5.9e. Therefore, 
the flow is denser in the cracked region for 12J.  
To analyse the impact energy information, the pixel number of OF above the threshold 
(PNOF) is used to estimate the area of defects. A monotonous relationship between 
impact energy and estimated defective area is shown in Figure 5.10, by counting the 
number of optical flow arrows in the respective optical flow images. From the results, it 
can be seen that PNOF increases nearly linearly with increasing impact energy. 
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(a)                                                         (b) 
 
(c)                                                         (d) 
 
(e) 
Figure 5.9 Optical flow images at the end of heating compared with thermal images 
within selected regions for samples with (a) 4J, (b) 6J, (c) 8J, (d) 10J, (e) 12J impact 
energies. Transmission mode is used. The time-slot for optical flow is from 175 ms to 
200 ms. The purple arrows denote the OF with the amplitude above the threshold.  
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Figure 5.10 Pixel number (area) above OF threshold vs impact energy at maximum 
heating time. 
 
The fibre texture of sample Set 3 is the most complicated, and its woven fibre texture is 
shown in Figure 5.11. Due to the overlapping fibres, the optical flow distribution does 
not accurately describe the heat propogation, especially in the defective region. No 
relationship between the variation in proporties and OF features is found, which 
demonstrates the limitation of OF for ECPT investigation at local area level. To 
overcome this problem, an ECPT investigation is conducted at the pattern level using 
PCA or ICA to distinguish multiple defects and separate the fibre texture and defects is 
introduced in Chapter 6. 
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Figure 5.11 Woven structure of sample set 3. 
 
5.4 Case study 4: Uni-directional sample under directional tensile stress 
In the situations described in Section 5.3, the fibre texture is complex and the heat 
propagates is more than one direction. The use of OF for QNDE encounters some 
problems in such situations. To simplify the influence of fibre texture, a sample with 
uni-directional fibre is tested in this case study. To make sure that the variation in 
properties only along the fibre orientation, tensile stress is applied within elastic region 
of CFRP sample is this direction.  
An Instron model 3369 universal test machine with a maximum load capacity of 50 kN 
is used to generate tensile stress in the sample, as shown in Figure 5.12. The tensile 
stress is controlled and displayed through Instron Bluehill2 software. In this section, 
stress from 0N to 4000N with 1000N intervals is applied. 
Due to the complex fibre texture of the impact damage samples, the level of OF 
amplitude in either the horizontal or vertical direction is difficult to measure accurately 
since the heat propagation is complicated. Therefore, a uni-directional CFRP sample of 
the same brand as sample Set 1 is used to for the extraction of directional information, 
because here heat propagation mainly occurs along the fibre orientation. Varied levels 
of tensile stress are applied vertically to produce variation in the material property. 
Transmission mode is used, where the inductor and thermal camera are placed on 
opposite sides of the sample. The inductor is fixed horizontally behind the sample. The 
fibre orientation is vertical as shown in Figure 5.13. 
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Figure 5.12 Instron model 3369 universal test machine and Flir thermal camera. 
 
 
Figure 5.13 Thermal images for the sample under tensile stress at maximum heating 
(the fixed line with respect to the pin marker is in red; the horizontal and vertical 
coordinates denote the x and y position in the thermal image). 
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(a) 
 
(b) 
 
(c) 
Figure 5.14 Optical flow at end of heating along the red line marked in Figure 5.13: (a) 
amplitude for overall flow; (b) amplitude in horizontal direction; (c) amplitude in 
vertical direction. Frame interval is 10. The y position 0 denotes the top of the line and 
position 256 denotes the bottom of the line. 
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Figure 5.14a shows the overall OF amplitude at the end of heating along the red line 
marked in Figure 5.13, whilst Figure 5.14b and Figure 5.14c show the individual 
horizontal and vertical OF amplitude respectively from u, v vector along the line. The 
interval between the two images for each calculation is set at 10 frames. 
Because the coil is placed horizontally, the flow in the horizontal direction is larger than 
that in the vertical direction, which can be seen from Figure 5.14b and Figure 5.14c, 
irrespective of whether or not the tensile stress is applied. When the tensile stress is 
applied vertically, the electric conductivity in the vertical direction increases [159], 
whilst the change in the horizontal direction is not dependent on the tensile stress. 
Therefore, it can be concluded that the OF amplitudes in the horizontal direction do not 
have a monotonous relationship with tensile stress, but that the OF amplitude in the 
vertical direction decreases as tensile stress increases. The absolute value of vertical OF 
amplitude shows the displacement between the two thermal images at the end of heating 
with an interval of 10 frames. A positive value of vertical OF amplitude means that the 
heat propagates downwards, and a negative value means that the heat propagates 
upwards in Figure 5.13. Thus, as the tensile stress increases, the heat propagation 
upwards becomes faster. The region at the bottom of the marked line in the y position 
from 235-256, is the location where the coil is placed. The OF amplitude in the vertical 
direction is near to zero, because heat is continuously generated at that region. It can be 
noted that the OF amplitude in vertical direction is large where it is close to the heating 
source, along the marked line. In terms of heat diffusion, the region near to the heat 
source has a large convergence in temperature, which results in a large OF or, we can 
say, more heat propagation. In this case, OF amplitude in each direction reflects the 
directional variation in material properties and heat propagation. 
 
5.5 Chapter summary 
In this chapter, the ECPT investigation at local area level using OF has been reported, 
including the selection of the time slot and threshold for the optimisation of OF. An 
optimisation has been carried out to choose an appropriate investigation time-slot 
(maximum heating time) and threshold (‘thres’ = 8) for the ECPT investigation at local 
area level.  
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From the case study of defect classification, it is concluded that the flow patterns at the 
local area of a defect are different for crack, impact damage and delamination, because 
the variations in directional electric or thermal conductivity with different types of 
defects are not the same. This allows us to classify defects through investigation at the 
local area level using OF patterns. OF patterns for the three types of defects can be 
summarised as follows: 
 Crack: the flow is mainly diverted from the bottom of the crack; some of the flows 
go around the crack interface; 
 Impact damage: the flow spreads from the impact point in all directions; 
 Delamination: flow mainly propagates around the edge of the delamination. 
From the case study of QNDE to quantify impact damages, in terms of impact energy 
and area of defects, the pixel number of OF above the selected threshold (PNOF) (‘thres’ 
= 8) has been extracted. The results showed that PNOF increases as the impact energy 
increases. 
Due to the complex fibre texture of impact damage samples, OF amplitude in either the 
horizontal or vertical direction is difficult to determine accurately. A uni-directional 
sample is used for evaluation of the variation in directional properties in the case study 
of uni-directional sample under tensile stress along the fibre orientation. The results 
showed that the OF amplitude in the fibre direction increases as the tensile stress in the 
same direction increases (i.e. electric conductivity increases). 
Comparing these three case studies, the advantages and disadvantage of the ECPT 
investigation at local area level have been shown. Firstly, it achieves relatively good 
QNDE results for deeper defects from impact damage with a complex woven fibre 
texture. Secondly, the three types of defect can be classified from the flow patterns at 
the defective region. However, thirdly, it is not accurate in separating the fibre texture 
influence away from the defects when the fibre texture is complex. Furthermore, the 
flow pattern becomes more complex or blurred given the existence of multiple defects. 
To overcome the drawbacks of the ECPT investigation at the local area level in 
complex fibre texture, the investigations at the pattern level using PCA and ICA are 
presented in Chapter 6. 
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Chapter 6. ECPT INVESTIGATION AT THE PATTERN LEVEL 
 
 
As discussed in Chapters 4 and 5, ECPT investigation at the pixel level gives good 
results in defect evaluation and quantification for simple fibre textures and surface 
defects. However, it is not accurate when the fibre texture becomes complex and/or the 
defect is not on the surface of the sample. This is because the correct pixel to 
demonstrate the defect information is hard to select. However, ECPT investigation at 
the local area level can obtain flow patterns which can be used to investigate deeper 
defects, such as impact damage and delamination, but it is still limited in cases of 
complex fibre texture, such as woven fibre, and also when multiple defects exist. To 
achieve better results, the investigation at the pattern level using PCA and ICA of 
thermal image sequences is reported in this chapter. 
From the nature of defects in the sample, it can be seen that the area of defect in the 
sample is much less than those of the surrounding, which indicates the sparse property 
of inspected sample. Here, ‘sparseness’ refers to a representational scheme where only a 
few units out of a large population are effectively used to represent typical data vectors. 
The deviation of material property at defects refers to variations in electric or thermal 
properties for the different types of defects. This directly results in the transient thermal 
responses at defective region, independent to those in defect-free area. Therefore, an 
integration of PCA and ICA is implemented dedicated for the sparseness and 
independence of defect in this chapter. 
The principles of PCA and ICA applied to thermal image sequences are introduced in 
Sections 3.4.2. Using PCA, the dimension of data is reduced. The first eight or more 
weighted orthogonal vectors are then derived to form PC images; whereas ICA [160] 
seeks the most weighted independent vectors to form the IC images.  
In this chapter, the investigation at the pattern level is implemented by applying two 
processes as discussed in Section 3.4.2. PCA maximizes the variance of the investigated 
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data along the orthogonal directions and reduces its dimensionality, and ICA finds the 
vectors onto which the data are independent. The aim of integrating PCA and ICA is to 
distinguish between the different influences on the thermal sequence and transient 
temperature responses, which include heat (or eddy current) interaction at defect-free 
regions and defects, fibre orientation and texture, and induction heating from the coil.  
In the following two sections, PCA and ICA are implemented respectively in 
investigating the defects. In Section 6.1, PCA is applied to extract the features for crack, 
impact damage and delamination with reduction in the dimension of the data. Then in 
Section 6.2, MMCA, an ICA method dedicated for sparse nature of defects in the 
inspected sample, is used for separate the patterns from impact damage and its resulting 
other defects such as delamination. Sample Set 2 is used for both PCA and ICA in the 
investigation of impact damage for comparison. 
 
6.1 ECPT investigation at the pattern level using PCA 
In this section, PCA is applied to three thermal videos of a crack, impact damage and 
delamination respectively, using the calculation procedure introduced in Section 3.4.2. 
The first m=8 weighted PCs are reconstructed into PC images to display the patterns of 
defects. In this section, three types of defects, crack, delamination and impact damage, 
are processed using PCA. Among the eight PCs, the fifth to eight PCs contain mainly 
background noise. Therefore, the first four PCs are shown in this section for the 
different types of defects. 
 
6.1.1 Cracks 
ECPT was used to inspect sample Set 1, as shown in TABLE 3-I. The 350 mm × 38 mm 
× 6 mm CFRP sample contains three cracks all with a width of 1 mm, but varying in 
depth from 0.5 mm to 2 mm. These cracks were manufactured in the workshop at 
Newcastle University. Reflection mode is used since the crack is not clear when 
transmission mode is used. In this experimental study, the coil is placed 2 cm away 
from the crack, in order not to lose information about the defect where the coil hides the 
crack. A 200 ms heating period followed by a 300 ms cooling period is set. 
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Figure 6.1 shows the results for the first four PC images taken from a thermal video 
recording the heating phase of a 2 mm deep crack. 
 
  
(a) (b) 
  
(c) (d) 
Figure 6.1 (a) 1
st
 PC; (b) 2
nd
 PC; (c) 3
rd
 PC; (d) 4
th
 PC of PCA for the thermal sequences 
in heating phase. 
 
An abnormal area is observed at the bottom of the crack in the first PC image due to the 
increased eddy current density caused by eddy current diversion around this region. The 
interaction between the crack and the uniform eddy currents in the sample shows that 
eddy currents will always follow the path of least resistance. Hence, in a sample without 
a defect, they will be mainly confined to the surface layer along the sample thickness. 
When a discontinuity such as a crack interrupts the path of eddy currents, it will be 
forced to be diverted around the bottom of the crack, which leads to an area of increased 
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eddy current density and a resultant hot spot, which is enhanced in the 1
st
 PC shown in 
Figure 6.1a.  
 
6.1.2 Impact damages 
ECPT was used to inspect the impacted samples in Set 2. Reflection mode is used, 
where the coil and thermal camera are placed at the same side of the sample. A 200 ms 
heating period followed by an 800 ms cooling period is applied. Among the m=8 PCs, 
the fifth to eighth PC images contain not only background noise. Thus, the first eight PC 
images of impact damage on the rear surface of the sample are shown in Figure 6.2. 
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(e) (f) 
  
(g) (h) 
Figure 6.2 (a)-(h): 1
st
-8
th
 PCs of PCA for the thermal sequences in heating phase, rear of 
the sample. 
 
At the rear of the impacted sample, a hot-spot in the centre and a vertical bright line are 
observed, which shows the impact point on the front surface and a matrix crack 
generated by the impact. This is because the lower electrical conductivity at the impact 
point [161] leads to a diversion of eddy current in this area. Besides this, two dark areas 
at the upper left and lower right of the impact point indicate two delaminations close to 
the rear surface. Therefore, an impact can cause delaminations and matrix cracks when 
the impact energy is large enough. 
 
6.1.3 Delaminations 
A one-second heating period followed by a two-second cooling period with a maximum 
power output of 2 kW is applied during heating. Samples with delaminations 15 mm in 
diameter with varying depths are investigated. The left-hand four defects (marked as 
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numbers 1-4 in Figure 6.3e) are 155  m deep and the right-hand two (marked as 
numbers 5-6 in Figure 6.3e) are at a depth of 310  m deep. Delaminations at depths of 
155  m and 310  m can also be seen in the PC images shown in Figure 6.3 (a)- Figure 
6.3 (d).  
 
  
(a) (b) 
  
(c) (d) 
 
(e) 
Figure 6.3(a) 1
st
 PC; (b) 2
nd
 PC; (c) 3
rd
 PC; (d) 4
th
 PC of PCA for the thermal sequences 
in heating phase; (e) numbered delaminations and fibre orientation definition 
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It is known that delaminations cause small distortions in eddy current distribution, since 
eddy currents parallel to the layers interact slightly with the delaminations. The heat is 
generated mainly in the 0˚ and -45˚ direction along the fibre orientations, respectively as 
defined in Figure 6.3e. Since the largest electric and thermal conductivities occur along 
the fibre orientation, it can be shown that the fibre orientations in the first and second 
layers are -45˚ and 0˚ respectively. As a thermal barrier, the delamination hinders heat 
propagation mainly in the 0˚ and -45˚ directions, which makes the delamination edge 
hotter and the delamination region cooler. As a result, it can be seen that there is a large 
contrast between the delamination and its edge in the PC images, particularly in the 2
nd
 
and 3
rd
 PCs.  
 
6.1.4 Discussions 
Three types of defects have been demonstrated to exhibit different patterns in the first 
four PC images. The PC images emphasise a large contrast associated with defects in 
comparison to non-defective regions, and therefore provide a guide on how to select the 
proper pixels or regions of transient response in order to classify the three types of 
defects. In this way, the dimension of data is reduced from N×k down to m×k, where 
N=383, m=8, k=320×256=81920. Since the abnormal patterns at defect are obtained, 
transient temperature responses at the most abnormal pixels using the algorithms 
described in Chapter 4 can enhance the results of the investigation at pixel level. 
However, PCA only works well if sources are Gaussian and it cannot guarantee the 
independence of the extracted patterns. In other words, each of PCs are not completely 
separated, and this inevitably makes it difficult to classify the defect type for each PC 
(e.g. Figure 6.2b, f and g contain both impact damage and delamination). Thus, the 
MMCA can be more adaptable for the investigation at the pattern level. 
6.2 ECPT investigation at pattern level using ICA 
Since the factors contributing to heating effects in thermal sequences are not necessarily 
orthogonal, ICA is applied in this section to sample Set 2 based on the dimension-
reduced matrix M'I  using PCA in previous section. The principle of the ICA algorithm 
is introduced in Section 3.4.3. A specific ICA algorithm, Multichannel Morphological 
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Component Analysis (MMCA), is chosen for this sparseness problem. The defect in 
CFRP described in TABLE 3-I meets the criterion of the sparseness of features in 
MMCA, because the pixel number of informational data at the defective region is much 
smaller than that of the overall image 
As in Section 6.1.2, ECPT was used to inspect the impacted samples in Set 2. Reflection 
mode is used as the same setting-up as that using PCA in Section 6.1.2, where the coil is 
placed below the impact point. A 200 ms heating period followed by an 800 ms cooling 
period is applied. The thermal image at 200 ms is shown in Figure 6.4. 
 
 
Figure 6.4 Thermal image on the back side of the impact damage sample (sample set 2) 
at 200ms, reflection mode.  
 
An assumption of independent 'heat sources' contributed to the thermal video is given 
such as impact point, delamination, coil, fibre texture etc., in Figure 6.4. From Figure 
6.4, a hot-spot at the impact point and two dark areas at delaminations, marked as 
region 1 and 2 respectively can be seen. The coil is in the dark region 3, since the 
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heating of the sample is more than that of the coil. Besides this, the gratings in white 
show the fibre texture, as marked in region 4. From the thermal images, the fibre 
orientations in the first and second layers are -45º and 45º, respectively. 
The first eight ICs and their mixing vectors using MMCA are listed in Table 6-I. 
In Table 6-I, it can be seen that the impact damage and the resulting delamination are 
separated using ICA, whilst they were not separated using PCA as shown in Section 
6.1.2. IC1 highlights the impact point, shown as region 1 in Figure 6.4, and IC3 
highlights the delamination edge, marked as region 2 in Figure 6.4. The time-to-peak 
value in mixing vectors 1 and 3 reflects the depth where the heat propagates from the 
defect towards rear surface of the sample. Because of the different values of time-to-
peak in the mixing vectors 1 and 3, the depth information can be estimated duo to the 
proportional relationship between square root of time-to-peak and the depth. It can be 
concluded that the delamination is near to the rear surface of the sample and the impact 
damage is far away from the rear surface. 
To understand the other ICs, a reference study using the same sample but different coil 
positions is undertaken. The reference thermal video only records the heating and 
cooling in the defect-free area, in order to compare the ICs with and without defects. 
The coil positions are shown in Figure 6.5. The thermal video for the ICA investigation 
in Table 6-I is called the 'impact' video and the reference thermal video is named the 
'non-defect' video. Therefore, the 'impact' video contains the heating and cooling 
responses at the coil, defect-free area (non-defect) and defect, whilst the 'non-defect' 
video only includes those at the coil and defect-free area.  
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Table 6-I MMCA results for impact damage, rear side of sample set 2: the first eight ICs 
and their mixing vectors 
# ICs Mixing vector 
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Figure 6.5 Coil positions and recorded areas for 'impact' and 'non-defect' videos 
 
Using the same calculation procedure as the 'impact' video, the first eight ICs and 
corresponding mixing vectors for the 'non-defect' video are derived and listed in Table 
6-II. 
It can be seen that the ICs and mixing vectors calculated from the “impact” video 
includes the defects and non-defect information, and those derived from the “non-defect” 
video only contains the non-defect information. Thus, similar ICs or mixing vectors 
show the factors from non-defect which contribute to the thermal videos, including light 
reflection, and the influence of the coil and fibre texture; whereas different ICs or 
mixing vectors give information about the defects. To compare the two videos, cross-
correlations between any pair of their mixing vectors are calculated and summarised in 
Table 6-III. 
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Table 6-II MMCA results for 'non-defect' video, rear side of sample set 2: the first eight 
ICs and their mixing vectors 
# ICs Mixing vector 
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5 
  
6 
  
7 
  
8 
  
 
From Table 6-III, it can be seen that the mixing vectors 1, 3 and 6 of the 'impact' video 
(mv_imp1, 3, and 6) have no correlation with any of those for the ' non-defect' video. It 
shows the unity of these three mixing vectors containing defective information where 
none of the mixing vectors from the 'non-defect' video do. As discussed before, 
mv_imp1 and 3 reflect the impact damage and delaminations respectively. In addition, 
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mv_imp6 illustrates the reflection of nature lights rather than any defect on the red 
region in IC6 of 'impact' video. Therefore, mv_imp1 and 3 can be used in reconstructing 
the video to demonstrate the transient patterns from impact damage and delamination 
respectively, which can then be used to improve the ECPT investigation at the local area 
level in the future work. Meanwhile, IC1 and IC3 from the 'impact' video can guide 
pixel selection for the ECPT investigation at the pixel level. 
 
Table 6-III Cross-Correlation between the mixing vectors from the 'impact' and the 
'non-defect' videos 
 
1 2 3 4 5 6 7 8 
1 -0.597 0.891 0.872 -0.951 -0.786 -0.955 0.917 -0.733 
2 0.592 -0.991 -0.969 0.958 0.886 0.990 -0.907 0.557 
3 -0.544 0.611 0.700 -0.852 -0.465 -0.785 0.867 -0.966 
4 -0.473 0.993 0.963 -0.924 -0.851 -0.965 0.860 -0.474 
5 -0.582 0.939 0.996 -0.980 -0.774 -0.980 0.940 -0.664 
6 -0.470 0.487 0.703 -0.778 -0.258 -0.678 0.799 -0.922 
7 -0.573 0.991 0.981 -0.941 -0.878 -0.976 0.886 -0.503 
8 -0.603 0.893 0.953 -0.992 -0.731 -0.974 0.967 -0.786 
(mv_imp denotes the mixing vectors from the 'impact' video; mv_bg stands for the 
mixing vectors from the 'non-defect' video. The correlation value above 0.99 means that 
two mixing vectors are cross-correlated) 
 
6.3 Chapter summary 
In this chapter, the ECPT investigation at pattern level using PCA and ICA has been 
reported. 
From the PCA processing on the thermal sequence with three types of defects, it can be 
found out that PCA can enhance the abnormal regions caused by defects and reduce the 
dimension of data. This allows us to identify and classify the defects through the 
mv_bg 
mv_imp 
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extracted patterns. However, PCA only works well if sources are Gaussian and it cannot 
guarantee the independence of the separated patterns. On the other hand, the influence 
of different defects, fibre texture and other factors are not necessarily orthogonal. 
Consequently, they are not completely separated, and inevitably make it difficult to 
classify the defect type for each PC. 
MMCA algorithm concentrates on the sparse representation and independence whereas 
highly matches the situation with defects in the CFRP samples. Therefore, the proposed 
defect detection has been achieved. Comparing the results of PCA and MMCA for the 
sample with impact damage and delamination, MMCA can not only separate the 
influences from defect and non-defect such as fibre texture, but also discriminate those 
defects into different ICs and also show the depth information from the time-to-peak 
values in the mixing vectors. This allows the reconstruction of video using individual 
mixing vectors to investigate the impact damage and delamination along with 
depth/layer information in the future work.  
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Chapter 7. CONCLUSION AND FUTURE WORK 
 
 
In this chapter, the research work presented in previous chapters is summarised, and the 
contribution of the study to research in eddy current pulsed thermography for 
composites is highlighted. Based on the research outcomes, recommendations are made 
for further work. 
 
7.1 Conclusion 
This thesis focuses on research into the simulation and experimental study of eddy 
current pulsed thermography (ECPT) for defect detection and characterisation in carbon 
fibre reinforced plastic (CFRP), which is one of the major materials used in wind 
turbine blades. The thesis includes an extensive literature survey on failure models for 
composite-based wind turbine blades, the state-of-the-art of NDT&E techniques used 
for composite materials, and the interpretation and characterisation algorithms for the 
proposed ECPT technique, as well as challenges and problems identification with the 
proposed solution are discussed. The theoretical basis of ECPT techniques is considered, 
including Maxwell’s equations, heat diffusion equations and EM-thermal coupling; and 
numerical modelling and an experimental system are developed for ECPT including the 
re-design of directional excitation for non-homogeneous and anisotropic composites, as 
well as appropriate algorithms for interpretation and characterisation. Three 
investigations are implemented for defect detection, classification and characterisation, 
according to defect location and the complexity of fibre textures: (1) an ECPT 
investigation at the pixel level is conducted, based on transient temperature responses 
and their feature extraction for crack quantification and defect classification; (2) an 
ECPT investigation at the local area level is carried out using optical flow patterns for 
defect classification, QNDE for defect through counting pixel number above selected 
threshold, and evaluation of directional physical properties via directional flow 
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amplitudes; (3) an ECPT investigation at the pattern level is conducted using PCA and 
ICA for the evaluation of patterns associated with the three types of defects, as well as 
to discriminate between multiple defects. A summary of the outcome of each 
investigation is given in detail below. 
7.1.1 Failure models and state-of-the-art of NDE for composite blades 
Wind turbine blades made of composites have relatively long downtimes compared to 
other wind turbine components, in spite of low failure rates. This means that the failure 
of wind turbine blades hinders electric generation during repair or maintenance. Thus, 
early awareness of potential damage and its status with the help of NDE techniques for 
condition-based operation and maintenance is extremely important. Blade failure is 
mainly caused by cracks, delaminations and impact damage which may lead to the final 
collapse of the blades. Therefore, the evaluation of the generation and propagation of 
those defects needs to be undertaken. 
From the review of NDE techniques for composites, it is clear that each technique has 
advantages and disadvantages. Ultrasonics can be used to inspect a relatively large area, 
however a couplant is normally required which is not always appropriate. Acoustic 
emission techniques can detect the generation and propagation of defects in online and 
in-situ monitoring, but it is difficult to obtain quantitative information about the defects. 
Fibre optics is good for monitoring the large scale of blades, but the signal is strongly 
influenced by other factors such as strain, temperature etc. Eddy current or magnetic 
flux leakage methods are sensitive to surface and sub-surface defects, but deeper defects 
are difficult to detect due to skin effects. Microwave methods provide a means for fast 
inspection and visualisation with high sensitivity and resolution for dielectric material, 
but microwaves cannot efficiently penetrate through conductive materials. This means 
that surface defects can be sensed but it is difficult to detect deeper defects. The major 
advantage of thermography over other techniques is the potential for the rapid 
inspection of a large area within a short period of time, even though it has so far been 
mostly applied to samples in the laboratory rather than in-situ structures. Among 
thermographic techniques, eddy current pulsed thermography is a non-contact approach 
which concentrates heat generation at defects not only at the surface but also under the 
surface of inspected specimens. It allows large contrast to be produced between 
defective regions and defect-free areas, which is useful for defect detection and 
characterisation with an optimised directional excitation. 
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The interpretation and characterisation algorithms used in ECPT techniques are mainly 
based on transient thermal responses and their features, which allow the quantification 
of defects at pixel level. Few algorithms have been proposed which take into account 
the non-homogeneity of composite materials at the local area or pattern level. A 
comprehensive algorithm to deal with various defect types in different fibre textures is 
required for effective defect detection and characterisation. 
 
7.1.2 Numerical modelling and the experimental system 
COMSOL Multiphysics is chosen for numerical modelling of EM-thermal interaction. 
With a defined excitation current density in COMSOL, the magnetic vector potential A

can be derived via equation (3.14). Then the EM variables are calculated from A

. The 
link between induction currents and heat transfer is the resistive heating Q, which can 
be derived from equation (3.15). Finally, the temperature distribution T can be solved in 
'heat transfer' module via equation (3.16). 
An experimental system is developed and redesigned for non-homogeneous and 
anisotropic composite materials. Directional excitation is implemented to maximise the 
heating in the selected orientation, for example along the fibre orientation, in order to 
enhance the contrast between defective regions and defect-free areas. Samples with 
man-made crack and delamination, low-energy impact damage are manufactured for the 
investigation of those three types of defects. Different fibre textures are also prepared 
for the investigation of non-homogeneous and anisotropic conditions, including uni-
directional, multiple-directional and woven fibre structures. 
 
7.1.3 ECPT investigation at the three levels 
Three investigations at the pixel level, local area level and pattern levels are developed 
and implemented for different defect locations and fibre textures. In the investigations, 
the challenges associated with following problems are addressed: (1) the non-
homogenous and anisotropic properties and the multiple-layered structure of CFRP 
materials; (2) the detection and classification of different types of defects at the surface 
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or inside the sample; and (3) quantitative non-destructive evaluation (QNDE) of 
different defects and in varied fibre textures. 
Table 7-I shows the results concerning the comparison of advantages and disadvantages 
of the investigations at the three levels, and following conclusions can be drawn. The 
pixel level is efficient for surface cracks, in particular within uni-directional fibres; 
whereas the local area level has advantages for identifying delamination and impact 
damage in specimens with multiple fibre orientation; whilst the pattern level is good for 
separating the influence from defects, coil, fibre texture and others. From the 
comparison, it can be seen that both the local area and pattern levels can be used for 
complex fibre textures.  The detection and characterisation ability from the pixel level 
towards the pattern level is increased in terms of defect depth. Only the pattern level can 
separate multiple defects. As a trade-off, the computational complexity involved also 
increases. This requires the selection of an appropriate level of investigation for each 
inspection situation. The outcomes of the investigation at each level are summarised 
below. 
 
Table 7-I Comparison and merits of three investigation levels 
 Pixel level Local area level Pattern level 
Defect 
location 
Surface defects 
Surface and inner 
defects 
Surface and inner 
defects 
Fibre texture Uni-directional 
Uni-directional, 
multi-directional 
Uni-directional, 
multi-directional, 
woven structure 
Ability to 
detect multiple 
defects 
Not good Not good Good 
Computation 
complexity 
Low Medium High 
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7.1.3.1. Investigation at the pixel level 
The advantages and disadvantage of the ECPT investigation at pixel level are that it 
achieves good QNDE results for surface cracks in simple fibre textures (uni-directional 
fibre), but it is not accurate when the fibre texture becomes complex and/or if the defect 
is not on the surface of the sample.  
From the case study of cracks, it is found that the relationship between the crack depth 
and transient temperature change shows that a deeper crack leads to a greater 
temperature rise at the bottom of the crack. A deeper crack results in a faster normalised 
temperature decay rate in the cooling phase, but the normalised transient temperature 
behaviour in the heating phase is not affected. The results also show that a narrower 
crack leads to not only a greater temperature rise, but also faster rates of temperature 
rise and decay at the beginning of the heating phase and in the cooling phase 
respectively.  
From the case study of impact damages, the following conclusions can be drawn. Firstly, 
electrical conductivity σ and thermal conductivity k determine the temperature response 
in the heating and cooling phases respectively, which enables the separation of σ and k 
by using the first derivative of the temperature responses in the heating and cooling 
phases as two features. Secondly, a larger decrease in σ leads to a rapid temperature rise 
in the heating phase, while a larger decrease in k leads to a slower temperature decrease 
in the cooling phase. Thirdly, as the impact energy increases, if not enough to produce a 
surface crack, the electrical conductivity in the impact area decreases but thermal 
conductivity there increases. 
From the classification of crack, delamination and impact damage via PCA, the first two 
weighted PCs of the transient temperature responses are calculated for defect 
classification. 
 
7.1.3.2. Investigation at the local area level 
The advantages and disadvantage of the ECPT investigation at the local area level are 
found to be that, firstly, it achieves relatively good QNDE results for deeper defects 
such as impact damage) in complex fibre textures. Secondly, the three types of defect 
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can be classified according to the flow patterns at the defective region. However, thirdly, 
it is not accurate in separating the influence of fibre texture from that of the defect when 
fibre texture is complex. 
From the case study of defect classification, it is found that the flow patterns at the local 
area of the defect are different for crack, impact damage and delamination. This is 
because the variations in directional electric or thermal conductivity for different types 
of defects are not the same. This allows defects to be classified using the OF patterns, 
which can be summarised as follows. For the case of cracks, the flow is mainly diverted 
from the bottom of the crack, and some of the flows go around the crack interface. For 
the case of impact damages, the flow spreads from the impact point to all surrounding 
directions. But with delamination, the flow mainly propagates around the edge of the 
delamination. 
Through the case study of QNDE, impact damages can be quantified in terms of the 
area of defects against impact energy, by extracting the pixel number of OF above the 
selected threshold. The results showed that PNOF increases as the impact energy 
increases. 
Due to the complex fibre texture of the impact damage samples, the amplitudes in either 
the horizontal or vertical directions are difficult to determine accurately. A uni-
directional sample is used for the evaluation of directional property variation in the case 
study on uni-directional samples under tensile stress. The results showed that the OF 
amplitude parallel to the tensile direction increases as the tensile stress increases (i.e. the 
electrical conductivity increases). 
 
7.1.3.3. Investigation at the pattern level 
PCA and ICA are implemented for the pattern-level investigation. From the PCA 
processing of the thermal sequence with the three types of defects, it is found  that PCA 
can enhance the abnormal regions caused by defects and reduce the dimension of the 
data. This allows defects to be classified according to their different patterns. There are 
two problems with the use of PCA, however. On one hand, the representation of linear 
combinations of PCs is not accurate for non-linear data, and On the other hand, the 
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influence of factors such as the interaction of eddy currents with defects, and heat 
propagation along the fibre and at defects is not necessarily orthogonal. 
To overcome the problems with the use of PCA, ICA is then applied. Multichannel 
morphological component analysis (MMCA) as one of typical ICA algorithm has been 
chosen for this non-linear problem, because of its advantage of sparse representation 
which matches the situation with defects in CFRP samples. Comparing the results from 
PCA and ICA of impact damage, ICA can separate multiple defects such as impact 
damage and delamination into different ICs and also provides depth information from 
the time-to-peak value in the mixing vectors.  
In real application, the selection of different investigation levels can follow the steps 
below, shown in Figure 7.1: (1) if there are clear hot-spots, it means the defect is on the 
surface. Then the pixel level is selected; (2) if there are any clear flow patterns for 
typical defect, the local area level is selected. Otherwise, the pattern level is selected. 
 
 
Figure 7.1. Flow chart for selection of investigation levels 
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7.2 Future work 
Following the research outcomes which have been achieved in this study, several 
directions for future work can be suggested in terms of system refinement and reduction 
in size, automation of defect identification and characterisation, and the 3D 
reconstruction of defects and material properties. 
 
7.2.1 System refinement and reduction in size for online monitoring 
In the current system, the thermal video is recorded using the commercial software 
Altair provided by FLIR, and the video data is imported to Matlab for further 
investigation. This does not satisfy the requirements of online monitoring. The interface 
between the IR camera and Matlab should be built based on FLIR SC7500 SDK for 
Matlab, so that video acquisition and post-processing can be achieved simultaneously. 
The current experimental system is designed for laboratory studies, which is relatively 
expensive and unwieldy to use in real applications. Therefore, reductions of both the 
cost and dimensions of the system are required. This should include coil design for 
specific specimens, such as a flexible coil for use with the complex geometry of objects 
to be inspected. Also a fixed power and carrier frequency for the induction heater 
should be based on the numerical simulation for real applications in order to reduce 
costs. Furthermore, user-friendly IT tools for automatic defect identification and 
characterisation are needed, and Figure 7.2 shows a demonstration Graphic User 
Interface (GUI) program which could be used to load the thermal video/images, conduct 
investigations at the pixel and local area levels for transient response and flow plots, as 
well as applying the Fourier Transform to video, and performing noise reduction, etc. 
User-friendly IT tools will allow the updating of real-time thermal video acquisition and 
display, the automatic identification of abnormal regions, and defect classification with 
the automatic selection of investigation level based on such a version. 
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Figure 7.2 Matlab GUI for thermal video display and processing 
 
7.2.2 Automatic defect identification and characterisation 
The current defect identification and characterisation algorithms at the pixel, local area 
and pattern levels are all human-supervised. This requires experienced staff capable of 
choosing the appropriate Region of Interest (ROI) from the thermal video when the IR 
camera and specimen are fixed.  
To adapt the ECPT system for real applications, future work can be proposed as follows. 
First task is to undertake simulation modelling and experimental studies to extract 
invariant features and material characterisation at the pixel, local area and pattern levels 
when the IR camera and/or specimen inspected are in motion. Second task is to 
investigate data reduction methods for on-line monitoring, including feature extraction 
from randomly selected thermal images or a specific short time-slot from the on-line 
thermal video without losing any information about the defect and material status. 
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Identification of the minimum thermal images required for feature extraction should be 
also investigated. An automatic selection of investigation is to be developed at the pixel, 
local area or pattern levels based on the material status in order to reduce calculation 
costs. Furthermore, appropriate models are to be developed for ICA in order to 
maximise the invariance of ICs denoting the different defects in line with the physical 
model of the ECPT in composites. 
 
7.2.3 3D reconstruction of defects and material properties 
The current investigation has only considered the surface temperature profile. This 
means that the investigation is at the 2D level. Future work should involve the 3D 
reconstruction of defects and material properties from heat diffusion and propagation 
data in line with analytical and numerical modelling with the time slides of thermal 
generation and propagation. Since numerical modelling allows information about 
temperature distribution and variations against time inside the specimen to be obtained, 
3D optical flow, divergence of temperature and PCA/ICA on 4D temperature response 
(x, y, z and time dimensions) can be investigated to validate the experimental estimation. 
In this way, cases with varying interior defects will be simulated to match the 
experimental results for the reconstruction of actually 3D shape of defects. The time-to-
peak values obtained from either transient thermal responses or PCA/ICA results can be 
used to reconstruct the information in each layer. The contribution to the surface 
temperature profile made by the interior temperature distribution and its variation can 
then be evaluated for inverse problem and the prediction for 3D reconstruction.  
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