A unified theory of visual recognition and attentional selection is developed by integrating the biased-choice model for single-stimulus recognition (Luce, 1963; Shepard, 1957 ) with a choice model for selection from multielement displays (Bundesen, Pedersen, & Larsen, 1984 ) in a race model framework. Mathematically, the theory is tractable, and it specifies the computations necessary for selection. The theory is applied to extant findings from a broad range of experimental paradigms. The findings include effects of object integrality in selective report, number and spatial position of targets in divided-attention paradigms, selection criterion and number ofdistracters in focused-attention paradigms, delay of selection cue in partial report, and consistent practice in search. On the whole, the quantitative fits are encouraging.
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In reviewing the literature on attention, Johnston and Dark (1986) were struck by a "consistent appeal to some intelligent force or agent in explanations of attentional phenomena" (p. 43). For example, in one of the major theories of attention , the subject is equipped with an attention director---an agent that directs attention to internal representations of stimulus items. As noted by Johnston and Dark, "the same questions that were asked about how individuals pay attention now have to be asked about how the attention director pays attention" (p. 68). The theory of Shiffrin and Schneider addresses such questions about the way the attention director works in only very general terms. For instance, the theory proposes that attention is directed to internal representations in response to calls for attention associated with activation of those representations, but the way this is done is not described. In particular, no mechanism for selecting among representations that compete for attention is specified. Such neglect of the mechanics of attention is not a special feature of the theory of Shiffrin and Schneider; it is a feature shared by most contemporary theories of attention (of. Johnston & Dark, 1982 , 1986 .
The theory of visual attention described in this article represents an attempt to devise a mechanism for attentional selection. No attempt is made to discard the notion that attentional selection is controlled by an intelligent agent, but a serious attempt is made to relieve the burden on the agent by placing a powerful mechanism at its disposal. The mechanism should work: Coupled to a front-end system that supplies measures of strength of sensory evidence concerning the nature of elements in its visual field, the mechanism should do the tasks of filtering (i.e, selecting inputs by criteria specified by free parameters) and pigeonholing (i.e., classifying the selected inputs with respect to categories specified by other free parameters). Equally Much of the work reported in this article was done in collaboration with Axel Larsen and Hitomi Shibuya. Their contributions are gratefully acknowledged. Thanks are due John Duncan and three anonymous reviewers for constructive comments on the draft.
Correspondence concerning this article should be addressed to Claus Bundesen, Psychological Laboratory, Copenhagen University, Njalsgade 90, DK-2300 Copenhagen S, Denmark. 523 important, the mechanism should be plausible: It should fit established findings on human performance in visual recognition and attention tasks.
The theory derives from the biased-choice model for singlestimulus recognition (Luce, 1963; Shepard, 1957 ) and a choice model for selection from multielement displays (Bundesen, Pedersen, & Larsen, 1984) . A plausible process interpretation of the choice model for selection from multielement displays has been proposed (Bundesen, 1987; Bundesen, Shibuya, & Larsen, 1985) and substantiated (Shibuya & Bundesen, 1988) . The process interpretation was provided by a race model, and the present theory--a unified theory of visual recognition and attentional selection--was formed by integrating the biased-choice model into the race model framework (cf. Townsend & Landon, 1983) . The unified theory is general in scope but simple in structure. Mathematically, the theory is tractable, and it specifics the computations by which selection is supposed to be done.
General Theory

Basic Assumptions
Visual recognition and attentional selection consist in making perceptual categorizations. A perceptual categorization has the form "x belongs to i; where x is an element in the visual field and i is a perceptual category. Elements in the visual field are perceptual units in the sense of, for instance, Kahneman (1973, p. 68) and Woodworth (1938, p. 625) . Examples of perceptual categories are the class of red elements (a color category), the class of letters of type A (a shape category), and the class of elements located at fixation (a location category).
A perceptual categorization is made (or, equivalently, selected) if and when it enters a limited-capacity short-termmemory store. When the perceptual categorization "x belongs to i" is made, element x is said both to be selected and to be recognized as a member of category i. Similarly, an element is The general theory is neutral on whether, for instance, the class of red letters of type A (a shape-color conjunction) in itself can be a perceptual category (ie, a value of the variable i).
said to be represented in the short-term store when some categorization of the element is represented in the store.
Selection is determined by temporal characteristics of processing. At the moment a perceptual categorization of an element finishes processing (or, equivalently, is sampled), the categorization enters the short-term store provided that memory space is available in the store. The short-term store can hold at most K elements, and space is available for a categorization of element x if(a) element x is already represented in the store or (b) less than K elements are represented in the store. Otherwise (i.e., if the short-term store is filled up with dements and x is not among the elements in the store), the sampled categorization of element x is lost.
Observe the course of processing from the moment a stimulus display is presented (time t = 0), and consider the event that a certain perceptual categorization, "x belongs to i;' finishes processing at time t (where t > 0). The hazard function of this event (i.e., the conditional probability density that the perceptual categorization finishes processing at time t, provided that the categorization has not finished processing before time t) is denoted v (x, i) or, when explicit reference to time is needed, v (x, i, t) . It is assumed that v(x, i) = ~(x, i)~wx/E w~,
z~_S where ~(x, i) is the strength of the sensory evidence that element x belongs to category i,/~ is a perceptual decision bias associated with category i, S is the set of all elements in the visual field, and wx and wz are attentional weights of dements x and z, respectively. Possible values of/~ are dimensionless nonnegative real numbers. The range of/~ is assumed to be bounded, and no generality is lost in setting the least upper bound of the range to 1. Given that ~i is dimensionless, the dimension of ~(x, i) equals the dimension of v (x, i) . Because v(x, i ) is a time derivative of a dimensionless probability, the dimension of v(x, i) and ~(x, i) is time -1. Because v(x, i) is a probability density, v(x, i) and ~(x, i) must be nonnegative.
Every perceptual category is supposed to be associated with a template. The template associated with category i, template i, is a memory representation of sensory characteristics of members of category i, and ~(x, i) is regarded as a measure of a density of neural firing or a level of activation representing the momentary degree of match between element x and template i with a time lag due to the limited speed of neural conduction and computation. 2 However, the theory is neutral in regard to the exact representational format (in the sense of Kosslyn, 1980) of the templates.
Attentional weights are derived from pertinence values. Every perceptual category j is assigned a pertinence value ~rj, which is a nonnegative real number that measures the current importance of attending to elements that belong to category j (cf. Norman, 1968) . For every element x in the visual field, the attentional weight ofx is assumed to be given by wx = Z ~(x,j)~rj,
j~ where R is the set of all perceptual categories, ~(x, j) is the strength of the sensory evidence that element x belongs to category j, and ~rj is the pertinence value of category j.
By Equation 2, the current selection criterion is represented by the distribution of pertinence values over perceptual categoties: The pertinence of categoryj is the weight assigned to sensory evidence that x belongs toj in determining the attentional weight of dement x. Another way of viewing Equation 2 is that the attentional weight of an element corresponds to a weighted sum of pertinence values, the pertinence of a certain category entering the sum with a weight equal to the strength of the sensory evidence that the element belongs to that category.
By Equations I and 2, v(x, l) is a function of eta (strength of sensory evidence), beta (perceptual bias) and pi (pertinence) values. When these values are determined, processing times for individual perceptual categorizations are mutually independent random variables.
In analyses of experimental data, I assume that eta values are computed in parallel both across the set of experimenter-defined elements in the visual field and across a set of perceptual categories defined by color (e.g., red), shape (e.g., letter type A), or location (e.g., at fixation). The composition of this set may depend on the task. Equations 1 and 2 predict no observable effects of eta values for any categorizations into a category i for which the pertinence 0ri) and bias (/~i) parameters are both 0, and the present theory is neutral on whether such eta values are 0 (not really being computed).
In most applications to experimental paradigms, eta, beta, and pi values are supposed to be constant during stimulus exposure. When eta, beta, and pi values are constant, v values also are constant. In this case, processing times for perceptual categorizations are exponentially distributed, and v(x, t) is the exponential rate parameter associated with the categorization that x belongs to i. 3
In analyses of selection from multidement displays, a notion of processing capacity is useful. Define processing capacity C as the sum of v values across all perceptual categorizations of all elements in the visual field; that is, C= E ~_, v(x,i) x~q i~.R (cf. Townsend & Ashby, 1983) . By Equation 1, Ccan often be treated as a constant. Specifically, consider selection from a display belonging to a set of displays in which the elements are homogeneous in the sense that there is a constant k such that, for every element x in any one of the displays,
~(x, i)~ i = k.
2 The time lag between a change in a retinal image and a corresponding change in eta values is difficult to estimate. In reaction time predictions, it will be subsumed by a residual latency component. When the time lag can be treated as a constant, the value of which is immaterial, the presentation is simplified by ignoring the lag.
3 Three general properties of exponential distributions are used extensively in arguments and calculations. Let XI, )(2 ..... X~ be mutually independent, exponentially distributed random variables with rate parameters vi, v 2 ..... v,, respectively, and let i = 1, 2 ..... or n. First, the mean ofX~equals l/v~. Second, the minimum of the n random variables is exponentially distributed with rate parameter vl + v2 + • • • + v,. Third, the probability that X~ is the smallest among the n random variables equals v~/ (v~ + v2 + • • • + v,) .
Thus, across the set of displays considered, the processing capacity C is fixed at k. As an example, let every element x be a digit. Suppose that for every digit type i, the bias parameter ~ equals a positive constant ~ and that for all other perceptual categories, the bias parameters are 0. Suppose there are constants n~ and ~o such that for every element x and every digit type i, ~(x, i) = ~1 ifx is a digit of type i, but n(x, 0 = no ifx is a digit not of type i. In this case, processing capacity C --~t~l + 9~o~ regardless of the number of elements in the stimulus display. If discriminability is perfect in the sense that )70 = 0, then C = ~.
Mechanisms of Attention
The theory contains two mechanisms of attention: a mechanism for selection of elements and a mechanism for selection of categories. Following Broadbent (1971) , I refer to a selection of elements as filtering and to selection of categories as pigeonholing.
Filtering. The filtering mechanism is represented by attentional weights wx derived from pertinence values ~rj. To see how the mechanism works, suppose perceptual category i is a target category. Selection of elements in the visual field that belong to category i is favored by letting the pertinence value of category i, a'r, be high in relation to pertinence values of other categories. For, if ~r; is increased, then the attentional weight of any element x is increased by an amount proportional to n(x, 0, the strength of the sensory evidence that the element belongs to category i (of. Equation 2). The effect is to increase attentional weights of elements that belong to category i rather than to increase attentional weights of other elements and, accordingly, to favor selection of elements belonging to category i by speeding up processing of such elements at the expense of any other elements. The filtering mechanism increases the likelihood that elements belonging to a target category are perceived (selected) without biasing perception in favor of perceiving the elements as belonging to any particular category: A change in the pertinence value of a perceptual category causes a change in the distribution of attentional weights over elements in the visual field (cf. Equation 2), and a change in the relative attentional weight of an element x, w~/E w~, z~-S changes the v value for any categorization of element x (cf. Equation 1). However, for every perceptual category i, the ratio between the v value for the categorization that x belongs to i and the sum of all v values for categorizations of element x is invariant under this transformation. The ratio v (x, i)/ ~ v(x,j) j~.R determines the conditional probability that the first categorization that finishes processing is the categorization that x belongs to i, given that the first categorization that finishes processing is a categorization of element x, so conditional probabilities of this form are not affected by filtering. Having a filtering mechanism with this property--a mechanism that increases the probability that a target element is selected without changing the conditional probability that the element is classified into a particular category given that the element is selected--seems highly desirable for a system developed for veridical perception.
Pigeonholing. The pigeonholing mechanism is represented by perceptual decision bias parameters/~v To see how the mechanism works, suppose perceptual category i is relevant for action. Categorization of any element x as belonging to category i is favored by letting the bias associated with category i be high in relation to biases associated with other categories. For, if~ is increased, then for every element x in the visual field, the v value of the categorization that x belongs to i is increased (in direct proportion to ~, as expressed in Equation 1), but other v values are not affected.
Pigeonholing is a pure categorical bias mechanism, complementary to filtering. To be specific, consider the first selection of a categorization. That element x is selected means that for some category i, the categorization that x belongs to i is selected. By analogy, I shall say that category i is selected if, for some element x, the categorization that x belongs to i is selected. In these terms, filtering changes the probability that element x is selected, without affecting the conditional probability that category i is selected given that element x is selected. Conversely, pigeonholing changes the probability that a particular category i is selected, without affecting the conditional probability that element x is selected given that category i is selected.
Combined filtering and pigeonholing. Consider how filtering and pigeonholing may work in an experiment in which a target category and a number of report categories are specified, a display is presented, and the task is to assign every element in the display that belongs to the target category to one of the report categories. For example, let the task be to report the identity of every red digit in a mixed array of red and black digits. A plausible strategy for doing this task is as follows.
To select red rather than black elements, let the pertinence value of the perceptual category redbe high, and let other pertinence values be low; the effect is to increase the rate of processing for every categorization of a red element relative to rates of processing for categorizations of black elements. To recognize the identity of the red digits rather than other attributes of the elements, let each of 10 perceptual bias parameters, 1 for each type of digit, be high, and let other perceptual bias parameters be low; the effect is to increase the rate of processing for every categorization with respect to type of digit relative to rates of processing for categorizations with respect to other attributes. The combined effect of the adjustments of pertinence and bias parameters is to increase the rate of processing for every categorization of a red element with respect to type of digit relative to rates of processing for any other categorizations. A numerical illustration is in order. Suppose the pertinence of red is given a value of 1 and that all other pertinence values are 0. By Equation 2, the attentional weight of any element xin the visual field, w~, becomes equal to ))(x, red)--that is, the strength of the sensory evidence that the element is red. Suppose further that for each of the 10 types of digits, the percep- 
zES if/is 1 of the 10 digit categories, but otherwise v(x, i) = O.
By Equation 3, performance is limited by visual discriminability between red and black and between types of digits. In particular, if there are constants ~, and 7b such that ~(x, red) = 77, ifx is a red dement, and 7(x, red) = 7b ifx is a black dement, then the efficiency of selecting targets rather than distracters is determined by the ratio ~ffnr-To make filtering perfect, ~b should be 0; in this case, no categorizations of black elements would be selected. For optimal performance, discriminability between types of digits also should be perfect in the sense that for every digit type i, n(x, 0 should be 0 unless element x was a token of type i. In this case, only correct identifications of red digits would be selected. Broadbent (1970) introduced a widespread distinction between stimulus set and response set. Report of the identity of every red digit in a mixed array of red and black digits was his prime example of selection by stimulus set. His prime example of selection by response set was report of only the digits in a mixed array of letters and digits. A plausible strategy for that task is as follows.
To select digits rather than letters, let each of 10 pertinence values, 1 for each type of digit, be high, and let other pertinence values be low; the effect is to increase the rate of processing for every categorization of a digit element relative to rates of processing for categorizations of letter elements. To favor recognition of the identity (rather than other attributes) of the digits without biasing perception toward misclassifying letter elements as types of digits (e.g., misclassifying letter S as digit 5 in case filtering fails to prevent selection of letter S), let both the perceptual bias parameters associated with different types of digits and the perceptual bias parameters associated with different types ofletters be high, and let other perceptual bias parameters be low. The effect is to increase the rate of processing for every categorization with respect to type of digit or type of letter relative to rates of processing for categorizations with respect to other attributes. In combination, the adjustments of pertinence and bias parameters effect increase in the rate of processing for every categorization of a digit element with respect to identity (digit and letter types) relative to rates of processing for any other categorizations.
As a numerical illustration, suppose the pertinence of each of the 10 types of digits is given a value of 1, but all other pertinence values are 0. By Equation 2, the attentional weight of any element x in the visual field may be written as 9 X ,7(x, k), k~0 where n(x, k) is the strength of the sensory evidence that element x is a token of digit type k. Suppose further that for every type of digit and every type of letter, the perceptual bias parameter is given a value of 1, whereas for all other categories, perceptual bias parameters are 0. Then, by Equation 1, By Equation 4, performance is limited by visual discriminability between types of characters (types of letters and types of digits). For simplicity, suppose there are constants 71 and,lo such that for every character x and every letter or digit type i, n(x, i) = ni ifx is a token of type i, but otherwise 7(x, i) = To-If so, then the attentional weight ofx equals ~ + 9n0 ifx is a digit, but 1070 if x is a letter. Let a be the ratio of the attentional weight of a letter to the attentional weight of a digit, that is, a = 10no/(n~ + 9n0). For every letter or digit type i and every character x in a display with Tdigits and D letters, then, Equation 4 implies that Note that, ifdiscriminability were perfect in the sense that 70 = 0 (and, accordingly, a = 0), then v (x, i) would be 0 except for the case in which x was a digit of type i, so only correct identifications of digits would be selected. In general, whether selection is by stimulus or response set, both pertinence values of target categories and perceptual bias parameters of report categories should be high. When visual discriminability between targets and distracters is high, so that filtering is close to perfect, all other pertinence and bias parameters may be low. However, when visual discriminability between targets and distracters is relatively low, so that filtering is relatively inefficient, it seems reasonable to let perceptual bias parameters of both target and distracter categories be high to guard against intrusion errors in the report in case filtering fails to prevent selection of distracters. This point was illustrated in the analysis of selection by alphanumeric class, where both the perceptual bias parameters associated with different types of digits (target categories) and the perceptual bias parameters associated with different types of letters (distracter categories) were high to ensure that perception of selected characters was unbiased with respect to alphanumeric class.
The suggested analyses of Broadbent's (1970) paradigms of selection by stimulus set and by response set are simplified in at least two respects. First, any consequences of extraneous noise stimuli have been neglected by implicitly assuming the choice set to consist exclusively of experimenter-defined targets and distracters. It seems plausible that even when a simple attribute like color is sufficient to distinguish targets from experimenterdefined distracters, the subject must use a more complex selection criterion (including, for example, approximate size and spatial position) to distinguish the targets from extraneous noise elements (including groups of the experimenter-defined stimulus elements and parts of individual elements in addition to elements outside the experimenter-defined stimulus display).
Second, in the numerical examples an implicit assumption was that pertinence and perceptual bias parameters could be manipulated freely to optimize performance in the experimental task (thus, most parameters were set to 0). This assumption is useful in demonstrations of principles of selection, but as argued later, it appears to be a gross simplification.
Although the analyses presented in this section are idealized, they demonstrate the power of the mechanisms of attention contained in the unified theory of recognition and selection. Coupled to a front-end system that supplies measures of strength of sensory evidence concerning the nature of elements in its visual field, and given adequate settings of pertinence and perceptual bias parameters, the specified system will do the tasks of filtering (ie, selecting targets rather than distracters) and pigeonholing (i.e, classifying the selected elements with respect to those categories that are relevant for action) by elementary algebraic operations (summarized in Equations I and 2) that determine the rate parameters in a race. In this sense, the theory gives a computational account of selective attention.
Relation to Early-and Late-Selection Theories
Theories of attention are commonly classified on the basis of their assumptions concerning the relationship between attentional selection and pattern recognition. In early-selection theories, attentional selection takes place before pattern recognition. Early selection is based on simple physical features (e~, location, color, or length) extracted by prerecognition processes, and it affects the quality of perceptual processing. Traditionally, the recognition system was supposed to have a limited capacity, and selective attention was viewed as a way of distributing this capacity among several input channels (e.g, elements in the visual field). In serial models (e.g, Broadbent, 1958; Moray, 1969; also, see LaBerge & Brown, 1989; Treisman & Gelade, 1980) , only one input channel is treated by the recognition system at any moment. In parallel limited-capacity models (e.g, Broadbent, 1982; Kahneman, 1973; Neisser, 1967; Rumelhart, 1970; Treisman, 1964a Treisman, , 1964b , information on different channels can be processed at the same time, but the quality of the perceptual processing on the individual channels decreases as the number of channels increases.
In late-selection theories (e.g., Allport, 1977; Deutsch & Deutsch, 1963; Duncan, 1980; Hoffman, 1978; Keele, 1973; Norman, 1968; Posner, 1978; van der Heijden, 1981) , attentional selection takes place only after pattern recognition. It can be based on meaning or categorical information (e.g, alphanumeric class) as well as simpler stimulus characteristics (although see van der Heijden, 1981) , and it does not affect perceptual processing. Thus, except for sensory interactions such as masking, the quality of perceptual processing of information on a given input channel should be the same regardless of information presented on other input channels.
The theory developed in this article draws heavily on both early-and late-selection theories (in particular, Duncan, 1980; Rumelhart, 1970) . However, selection and recognition are viewed as two aspects of the same process rather than two different stages of processing. In agreement with late-selection theories, it is assumed that strengths of sensory evidence for perceptual categorizations of the form "x belongs to i" are computed before selection takes place; because i need not be defined by a simple physical feature, intelligent selection is possible. On the other hand, in agreement with early-selection theories, the recognition problem is resolved for no elements except those that are selected.
Applications
The unified theory of recognition and selection is broad in scope. In the following sections, the theory is applied to extant findings from several experimental paradigms. The findings include effects of visual discriminability and bias in singlestimulus recognition, object integrality in selective report, number and spatial position of targets in divided-attention paradigms, selection criterion and number ofdistracters in focusedattention paradigms, delay of selection cue in partial report, and consistent practice in search.
Single-Stimulus Recognition
Consider an identification experiment with n distinct stimuli and n appropriate responses, one for each stimulus. For i = 1,2, .... n, let category i be a perceptual category subsuming stimulus i but no other members of the stimulus set. On each trial, one of the n stimuli is exposed from Time 0 until the subject responds. With a single element k in the visual field, Equation 1 implies that, for any i,
Let eta and beta values be constant during the period of stimulus exposure, and let/3 I = 0 unless i = 1, 2 ..... or n. Then, for i = 1, 2 ..... n, the processing time of the categorization that k belongs to i is exponentially distributed with rate parameter v (k, i). Accordingly, the probability P that the categorization "k belongs to i" is the first categorization that completes processing is given by
Thus, assuming that the subject's response is based on the first categorization that completes processing, the basic representation of choice probabilities in the biased-choice model for single-stimulus recognition (Luce, 1963; Shepard, 1957 ) is obtained. 4 (See Luce & Suppes, 1965, p. 338 , for a similar proof that is credited to Eric Holman & A. A. J. Madey; also, see Townsend & Landon, 19833 4 The derivation amounts to a proof of the third-mentioned property in Footnote 3. In fact, the same property holds for any set ofn mutually independent random variables that have hazard functions that are all proportional to each other. For example, let v~(t) be the hazard function of random variable X~, and define a monotonic nondecreasing transformation of time
In transformed time t', the distribution of X, is exponential. By the assumed proportionality, the same is true of the other random vari-
CLAUS BUNDESEN
Additional assumptions in the biased-choice model for single-stimulus recognition are that for all k and i, )7 (k, i) = ~ (i, k), ,(k, i) < ~(k, k), and ~(k, k) = ~(i, i). Let template i be the template associated with category i (i.e, the template for stimulus i). Then the assumption that ~(k, i) = ~(i, k) means that the degree of match between stimulus k and template i equals the degree of match between stimulus i and template k, the assumption that )7 (k, i) < ~ (k, k) means that any stimulus matches its own template at least as well as it matches any other template, and the assumption that ~(k, k) = ~(i, i) means that the degree of match between a stimulus and its own template is the same for all stimuli. None of these assumptions are dictated by logic, but each one appears to be a plausible approximation.
The biased-choice model has been remarkably successful in predicting confusion matrices from identification experiments (Luce, 1963; Nosofsky, 1985a Nosofsky, , 1985b Shepard, 1958; Smith, 1980; Townsend, 1971; Townsend & Ashby, 1982; Townsend & Landon, 1982) . For example, in an extensive test ofl0 mathematical models of visual letter recognition against data from a letter confusion experiment, Townsend and Ashby (1982) found that the biased-choice model consistently provided the best fits. To quote Ashby and Perrin (1988) , such results have made the biased-choice model "the long-standing 'champion' identification model" (p. 124). s
Object Integrality
By Equation 1, the rate of processing a perceptual categorization of an element is directly related to the attentional weight of that element but inversely related to the attentional weight of any other element. Hence, increase in the attentional weight of an element facilitates recognition of any feature of that element but interferes with recognition of any other element. For this reason, interference should be found in the perception of simultaneous elements. On the other hand, there should be no interference in the perception of different features of the same element. Both predictions are supported by data provided by Duncan (1984) . Duncan (1984) presented subjects with small, foveal displays, each consisting of two overlapping objects (a box with a line struck through). The task was (a) to report one (prespecified) feature of(a prespecified) one of the objects (e.g, the tilt of the line), (b) to report two features of one of the objects (e.g, the tilt and texture of the line), or (c) to report one feature of one of the objects and one feature of the other object (e.g, the tilt of the line and the size of the box). Presentations were brief, and accuracy was the dependent variable. The study showed that for each feature, performance in Condition b was equal to performance in Condition a, but performance in Condition c was inferior to performance in Condition a. Thus, the results supported the hypothesis that "two judgments that concern the same object can be made simultaneously without loss ofaccuables. Effectively, by considering the process in transformed time t', the general case (proportional hazard functions) reduces to the exponential one (constant hazard functions). Thus, the basic representation of choice probabilities in the biased-choice model can be derived for responses based on first completing categorizations on the assumption that the v values are mutually proportional functions of time.
racy, whereas two judgments that concern different objects cannot" (Duncan, 1984, p. 501 ; for related results, see Treisman, Kahneman, & Burkell, 1983 ; also, see Kahneman, 1973; Kahneman & Henik, 1981) .
By Equation 1, probabilities of recognizing (selecting) different features of the same element should be positively correlated if the attentional weight of the element is varied. On the other hand, if all processing parameters (eta, beta, and pi values) are kept constant, processing times for different perceptual categorizations should be stochastically independent. Evidence for such stochastic independence has been provided by Treisman and Grabowecky.
In a partial-report experiment, Treisman and Grabowecky (see Treisman, 1988) presented subjects with a circular array of colored letters and a cue defining one of the letters as the target. In one condition, only the shape of the target should have been reported; in another, only the color should have been reported; and in a third, both features of the target should have been reported. Whether the cue was presented a few milliseconds before or up to I s after the presentation of the letter array, the probability of reporting both features of the target correctly was approximately the same as the product of the probability of reporting the color and the probability of reporting the shape when each was the only task required. Apparently, reports of conjunctions of color and shape were based on separate perceptual categorizations for the two features, and processing times for these perceptual categorizations were stochastically independent. (For closely related results, see Nissen, 1985 , Experiment 2.)
Number and Spatial Position of Targets
Number of targets in whole report. Sperling (1960, Experi- ment 1) measured the number of elements (letters) correct in whole report as a function of display size. Results obtained with an exposure duration of 50 ms and dark pre-and postexposare fields are shown in Figure 1 . As can be seen, the mean score (the mean number of letters correctly reported, averaged across 5 subjects) was close to the number of elements in the stimulus when the display contained four or fewer elements and averaged between four and five elements for displays containing five or more elements. The data were fitted by a theoretical function determined as follows.
Let the short-term-memory store be empty at the moment a stimulus display is presented. Assume that for any letter types i and j, the perceptual decision bias parameters ~ and/~j equal a positive constant/~m, but for any other perceptual categories, the bias parameters are 0. Assume that, for any token x of letter type i in a stimulus exposed for r ms, n(x,/)--that is, the 5 Nosofsky (1986 5 Nosofsky ( ,1989 accurately predicted performance in classification tasks (i.e., tasks in which the mapping of stimuli to responses is many-to-one) from identification performance with the same set of separable-dimension stimuli. The predictions were based on (a) an exemplar-similarity version of the biased-choice model and (b) use of selective attention weights that modified similarities between exemplars across the different classification tasks (cf. Shepard, 1964) . Although different in essential respects, Nosofsky's theoretical approach bears resemblance to mine. Assume that for any letter token x that is not of type i, effects of n(x, i) are negligible (ie, perceptual confusion errors can be neglected). Finally, assume that for any elements (letter tokens) x and z in the stimulus, the attentional weights wx and wz are positive and equally great, but for any other elements in the visual field, the attentional weights are zero.
Applying the assumptions to a display with T targets, Equation I implies that Tidentical v values must be considered, one for each target. Each of the v values is a function of time given by 0 for t-< 0
where C equals ~#1.
Because v(t) is the conditional probability density that the correct categorization of an individual target finishes processing at time t provided that the target has not finished processing before time t, the unconditional probability that the target finishes processing at or before time t is given by
(for an applicable proof, see Parzen, 1962, p. 168) . Taking the limit of F(t) as t tends toward infinity and solving the integral
where s is the probability that, sooner or later, the target finishes processing.
IfT(i.e, the number of targets in the stimulus) is less than or equal to K (i.e. the capacity of the short-term store), then the number of targets entering the short-term store obeys the binomial probability law for TBernoulli trials with probability s for success. In this case, the theoretical mean score (equal to the expected number of targets entering the short-term store) is given by E(score) = Ts.
(6) If T > K, the theoretical mean score is given by K E(score) = ~ jp(j),
In general, the theoretical mean score is a function of display size T, short-term storage capacity K, and the product C(r + t~). The meaning of parameter C(r + #) is clarified by noting that if storage capacity were unlimited, the expected score would approach an asymptotic value ofC(r + #) elements as display size increased (to see this, substitute the result from Equation 5 into Equation 6, and let T tend toward infinity). The theoretical mean scores shown in Figure 1 represent a least squares fit to the data; the fit was obtained with K= 4.34 elements and C(r + ~) = 9.85 elements. 6
Stimulus followed by mask. The results change dramatically if the target display is followed by a pattern mask rather than a dark field. The number of elements correct in whole report (the score) then becomes critically dependent on the stimulus-onset asynchrony (SPA) between the target display and the pattern mask. When the SPA is less than or equal to some critical value to (which may be 0 if the preexposure field is dark; cf. Sperling, 1963) , the score via nonguessing appears to be 0. As the SPA exceeds to, the mean score initially increases at a high rate and then levels offas it approaches the span of about four elements or the number of targets in the stimulus, whichever is smaller (cf. Allport, 1968; Merikle, Coltheart, & Lowe, 1971; Shibuya & Bundesen, 1988; Sperling~ 1963 Sperling~ , 1967 Townsend & Ashby, 1983, chap. 11) . Representative mean score functions for displays with two, four, and six targets terminated by pattern masks (group data for 2 subjects, replotted from Shibuya & Bundesen, 1988) are shown in Figure 2 .
A theoretical least squares fit to the data in Figure 2 is indicated by smooth curves. The fit was determined by the same assumptions as those used in fitting the data of Sperling (1960, Experiment 1) except for the following two modifications. First, parameter to (longest ineffective exposure duration) was introduced, and parameter r was interpreted as effective exposure duration: When the physical exposure duration of the target display (equal to the SPA between the target display and the pattern mask) was shorter than to, r was assumed to be 0; when the physical exposure duration was longer than to, r was equated with the physical exposure duration minus to.
Second, the pattern mask was assumed to interrupt processing: For any token x of character type i in a stimulus with an effective exposure duration oft ms, •(x, i) was assumed (a) to be 0 until Time 0, (b) to equal a positive constant n~ from Time 0 until time r, and (c) to be 0 after time z Mean score (number of targets correct in whole report) as a function of exposure duration, with display size Tas the parameter in the experiment of Shibuya and Bundesen (1988 Shibuya & Bundesen, 1988, Figure 1, p. 592.) With the two modifications to take account of the effect of the pattern mask, the theoretical predictions for whole-report performance become identical to predictions by the fixed-capacity independent race model of Shibuya and Bundesen (1988) . The account has three free parameters: longest ineffective exposure duration to, storage capacity K, and processing capacity C, which equals the product of~l and/~1. For any values of the three parameters, theoretical mean scores can be calculated by Equations 6-8 and a modified version of Equation 5:
The least squares fit to the data in Figure 2 was attained with processing capacity C at 51.8 elements per second, storage capacity Kat 3.20 elements, and longest ineffective exposure duration to at 19 ms. The fit accounted for 99.4% of the variance in the observed mean scores.
It is instructive to compare predictions by the present model (exponential race model with fixed processing capacity C and fixed storage capacity K) with predictions by otherwise similar exponential models that assume (a) unlimited processing capacity but fixed storage capacity, (b) fixed processing capacity but unlimited storage capacity, or (c) unlimited processing capacity and unlimited storage capacity. On Assumption a, theoretical mean scores can be calculated by Equations 6-8 and another modification of Equation 5:
A least squares fit to the Shibuya and Bundesen (1988) data is shown in the top panel of Figure 3 . (The fit was obtained with C [exponential processing rate per element] at 16.7 elements per second, storage capacity K at 2.84 elements, and longest ineffective exposure duration to at 25 ms.) Accounting for 93.3% of the variance in the data, the model captures the basic shape of the mean score functions (the functions mapping exposure durations onto mean scores), but the model overpredicts the effect of the parameter (the number of targets T) on the initial rate of increase as a mean score function rises from 0.
On Assumption b, theoretical mean scores can be calculated by Equations 6 (for any value of T) and 9. A least squares fit to the Shibuya and Bundesen (1988) Exposure Duration (ms) Figure 3 . Mean score (number of targets correct in whole report) as a function of exposure duration, with display size T as the parameter in the experiment of Shibuya and Bundesen (1988 Figure 2 .) sure duration to at 10 ms.) In this case, the theoretical mean score functions for four and six targets are size-scaled versions of the function for two targets; the four-and six-target functions are obtained from the two-target function by geometric multiplications with Factors 2 and 3, respectively, about the point (to, 0) on the time axis. The model accounts for 94.6% of the variance in the data. As can be seen, the model overpredicts the effect of the parameter (the number of targets T) at long exposure durations. On Assumption c, theoretical mean scores can be calculated by Equations 6 (for any value ofT) and 10. A least squares fit to the Shibuya and Bundesen 0988) data is shown in the bottom panel of Figure 3 . (The fit was obtained with C [exponential processing rate per element] at 6.7 elements per second and longest ineffective exposure duration to at 8 ms~ In this case, the theoretical mean score functions are constrained so that, for any given exposure duration, the mean scores for four and six targets are 2 and 3 times as high, respectively, as the mean score for two targets. The model accounts for 77% of the variance in the data. As would be expected from the previous fits, the model overpredicts the effects of the parameter (the number of targets T) at both short and long exposure durations.
Position of targets in whole report. The Shibuya and Bundesen (1988) data were obtained with circular arrays that yielded little effect of serial position (i.e, spatial position in the array). In whole report of linear arrays, however, strong serial position effects have been found (e.g, Merikle et al, 1971; Spefling, 1967; Townsend & Ashby, 1983, chap. 11 ). The results provided by Sperling (1967) are reproduced by the solid curves in Figure 4 , which shows the accuracy of report as a function of exposure duration for each location in a horizontal array of five letters terminated by a pattern mask (data for 1 typical subject). As noted by Sperling, all locations begin to be reported at betterthan-chance levels even at brief exposures, and the accuracy of report increases continuously as a function of exposure duration, but the rate of increase varies widely between locations. Exposure Duration (ms) Figure 4 . Probability correct in whole report as a function of exposure duration for each display location in a horizontal array of five letters (Sperling, 1967) . (Observed data for I typical subject are represented by five solid curves. A theoretical fit is indicated by dotted curves. If display locations are numbered from left to right and observed curves or theoretical curves are numbered from top to bottom, Curve 1 = Location 1, Curve 2 = Location 2, Curve 3 = Location 3, Curve 4 = Location 5, and Curve 5 = Location 4. NoW: Solid curves are from "Successive Approximations to a Model for Short-Term Memory" by G. Sperling, 1967 , Acta Psychologica, 27, p. 289. Copyright 1967 Elsevier. Adapted by permission.)
A close theoretical fit to the data in Figure 4 is indicated by dotted curves. The fit was based on the following assumptions. First, for any letter types i and j, the perceptual decision bias parameters B~ and Bj equal a positive constant 80, but for any other perceptual categories, the bias parameters are 0. Second, for any letter x of type i in stimulus location m (m = 1,2 ..... 5), the strength of the sensory evidence that x is a token of type i, n(x, i), (a) is 0 until Time 0, (b) equals a positive constant ~= from Time 0 until time ,, and (c) is 0 after time z (As before, r is the effective exposure duration of the target display: When the physical exposure duration is smaller than parameter to, then r is 0; otherwise, r equals the physical exposure duration minus to.) Third, for any letter token x that is not of type i, effects ofT(x, i) are negligible. Finally, for any letter in stimulus location m (m = 1, 2,..., 5), the attentional weight equals a positive constant win, but for any element that is not a stimulus letter, the attentional weight is 0.
Applying the assumptions to a display with five stimulus letters, Equation 1 implies that five different v values must be considered, one for each letter. For the letter in stimulus location m (m = 1, 2 ..... 5), the v value is a positive constant,
in the interval from Time 0 to time r, and the v value is 0 outside this interval. Both ~m and wm may vary with the stimulus location m. Variation in ~m may reflect sensory factors, such as differences in retinal acuity (see Eriksen & Schultz, 1978) or differences in strength of lateral masking (see Bouma, 1978; Wolford & Hollingsworth, 1974) . Variation in w m may reflect an attentional factor, namely, differences in the pertinence ascribed to different spatial locations (i.e, differences between pertinence values of perceptual location categories; cf. Merikle et al, 1971; Townsend & Ashby, 1983, chap. 11) . By Equation I 1, however, parameters ~m and Wm are not separately identifiable from the serial position curves in Figure 4 .
Effectively, the assumptions leave seven free parameters: the storage capacity K, the longest ineffective exposure duration to, and the v values v~, v2 ..... and v s. The theoretical fit to the data in Figure 4 was attained with Kat 4.00 elements, to at 10 ms, and v values 1) I through v s at 169, 43, 17, 6, and 10 elements per second, respectively, A procedure for constructing the five theo-• retical serial position curves from the seven parameters is described in Appendix A.
Position uncertainty in detection and recognition with singletarget displays. Several studies on covert spatial attention (selective attention to elements in particular spatial positions without the aid of eye movements) have investigated effects of position uncertainty in dete~tion and recognition with single-target displays. Facilitating effects of foreknowledge of the spatial position of the target have been found in analyses of latency of luminance detection (e.g., Posner, Nissen, & Ogden, 1978; Posner, Snyder, & Davidson, 1980) , accuracy of luminance detection (eg, Bashinsky & Bacharach, 1980) , latency of letter recognition (e.g, Eriksen & Hoffman, 1974) , and accuracy of letter recognition (see van der Heijden, Schreuder, & Wolters, 1985 , for positive findings and for a discussion of negative find-532 CLAUS BUNDESEN ings by Grindley & Townsend, 1968; also, see Downing, 1988 , for related results).
In the present theory, foreknowledge of the spatial position of a target can facilitate selection of the target whether the background contains experimenter-defined distracters or only extraneous noise elements (including areas of empty field in possible target locations; see Duncan, 198 l, 1985) . Thus, if the location of the target is precued, the subject can increase the attentional weight of any element in the cued location by increasing the pertinence value of the cued location (ie, by increasing the pertinence value of a perceptual location category, viz., the class of elements in the cued location). Increasing the attentional weight of an element (in relation to the weights of other elements in the visual field) speeds processing of that element at the expense of other elements. Accordingly, if the target appears in the cued location, performance should improve in both latency (the time taken to sample the required information) and accuracy (the probability that the information is sampled from the display). Otherwise, if the cue is misleading, performance should degrade in both latency and accuracy.
To be more specific, consider an experiment on luminance detection by Posner et al. 0978, Experiment 3) . In this study, the subject was provided with a single response key, and the task was to press the key as quickly as possible when a signal (an above-threshold luminance increment) was detected in an otherwise blank field. The signal appeared 7 ° to either the left or the right of a central fixation point. The subject was precued on whether the signal would appear to the left or right, but eye movements were not permitted. If the precue was an arrow pointing to the left or right, it was valid on 80% of the trials and invalid on 20%. If the cue was a neutral plus sign, the signal was equally likely to appear in either of the two locations. As shown in Figure reaction times) than did neutral cues (attentional benefit), and invalid cues yielded slower responses than did neutral cues (attentional cost; cf. Posner, 1978) .
In this experiment, I suppose, subjects prepare for the detection task by adjusting the pertinence values of Locations L (7 ° to the left) and R (7 ° to the right) on the basis of the information provided by the precue. With relatively high pertinence values of both Locations L and R and little pertinence of other locations, subjects sample (attend to) nothing but areas of blank screen in Locations L and R until the luminance increment is presented. At that point, sensory evidence is generated that one of the two areas shows a luminance increment, and once a categorization of the form "x shows a luminance increment" has been made (sampled), the response is evoked.
A theoretical least squares fit to the data in Figure 5 is indicated by unmarked points connected with straight lines. The fit was based on the following strong assumptions. First, under the conditions of the experiment, attention is purely spatial in the sense that the attentional weight of an element (signal or noise) is determined by the spatial location of the element. Specifically, for elements (signal or noise) in Locations L and R, attentional weights WE and wR, respectively, are positive, but for any other elements in the visual field, attentional weights are 0. Second, the sensory evidence 70 that a noise element (physically, a blank area) is a signal (i.e, an area with an above-threshold luminance increment) is vanishingly small in relation to the sensory evidence ~1 that a signal is a signal, and 7o and ~1 are constant across the three experimental conditions (valid, neutral, and invalid). Third, the perceptual decision bias ~ associated with the signal category also is constant across conditions. Fourth, reaction time is asum of two independent components; one component is the time taken to make (sample) at least one categorization that an element x in the visual field is a signal, and the other component is a residual latency with mean b. Fifth, the information provided by the precue is used for adjusting w L and w n (by adjusting the pertinence values of Locations L and R) so that expected reaction time is minimized.
As shown in Appendix B, Equation l and the five assumptions imply that expected reaction times (RTs) with valid (.8 probability), neutral (.5 probability), and invalid ~2 probability) cues are given by E(RTIvalid) = 1/(0.67 C) + b, E(RTIneutral) = 1/(0.5 C) + b, and E(RTlinvalid) = 1/(0.33 C) + b, where C stands for ~. The least squares fit to the data in Figure 5 was obtained with processing rate C at 24.7 s -1 and base reaction time b at 181 ms. Both estimates seem plausible.
Target redundancy in detection and recognition from displays without distracters. Suppose the experiment by Posner et al. (1978, Experiment 3) had included trials in which two signals (luminance increments) were presented simultaneously, one in Location L (7 ° to the left) and one in Location R (7 ° to the right). The mean time taken to detect at least one of the two signals on such trials is readily predicted from the theoretical analysis just described. Regardless of the values of the attentional weights WE and wR (i.e., regardless ofwbether the precue is neutral), the predicted simple reaction time to the redundant signals is E(RTI T= 2) = 1/C + b. Thus, compared to trials with a single signal in the neutral condition, the analysis predicts a substantial redundancy gain, namely a gain of l/C, or approximately 40 ms. VISUAL ATTENTION 533 I am not aware of studies extending the cost-benefit paradigm of Posner et al. 0978 ) by presentation of redundant signais, but clear redundancy gains have been found in closely related reaction time experiments with incomplete foreknowledge of the spatial positions of targets (e.g, Miller, 1982, Experiment 5; van der Heijden, La Heij, & Boer, 1983 ; a related experiment with accuracy as the dependent variable was reported by Eriksen & Lappin, 1965) . Consider the go-no-go experiment of van der Heijden et al. (1983) . Subjects were presented with displays showing one, two, or three identical letters. For one group of subjects (high-discriminability group), the letters were either Es or Os; for another group (low-discriminability group), the letters were Es or Fs. The task was to press a button if, and only if, one or more Es were shown. Positions of individual letters in a display were determined by drawing at random (without replacement) from a set of only three possible positions (found at 4, 8, and 12 o'clock on an imaginary circle centered on fixation). As shown for each group of subjects in Figure 6 , mean reaction time decreased as the number of targets (Es) increased. Analyses of reaction times to single-target displays showed no effect of spatial position.
Theoretical least squares fits to the data in Figure 6 are indicated by unmarked points connected with straight lines. For either group of subjects, the fit was based on essentially the same assumptions as those used in fitting the data of Posner et al. (1978, Experiment 3) . First, under the experimental conditions, attention is assumed to be purely spatial in the sense that the attentional weight of an element (a stimulus letter or a blank area) is determined by the spatial location of the element; specifically, for elements in Locations 1, 2, and 3 (the three possible Number of Targets stimulus positions), attentional weights wl, w2, and w 3, respectively, are positive, but for any other elements in the visual field, attentional weights are 0. Second, a response is presumed to be evoked if and when a perceptual categorization of the form"x is an E" has been made, and the sensory evidence To that a blank area is an E is supposed to be vanishingly small in relation to the sensory evidence ~1 that a letter token of type E belongs to this type. Third, like '70 and ~1, the perceptual decision bias/31 associated with letter type E is independent of the number of letters in the stimulus. Fourth, reaction time is a sum of two independent components: the time taken to make (sample) at least one categorization that an element x in the visual field is an E and a residual latency with mean b. Fifth, attentional weights w~, w 2, and w 3 are adjusted (by adjusting the pertinence values of Locations 1-3) so that expected reaction time is minimized. By Equation 1 and the five assumptions, expected reaction times to displays with one, two, and three targets are given by E(RTIT= 1)---1/(0.33C)+ b, E(RTIT= 2)= 1/(0.67C)+ b, and E(RTI T= 3)--I/C+ b, where C= ~/3~. For the high-discriminability group, the least squares fit to the data in Figure 6 was obtained with parameter C at 102.6 s -~ and base reaction time b at 292.8 ms. For the low-discriminability group, the fit was obtained with C at 94. (1983) had entirely eliminated position uncertainty by blockingstimulus presentations so that within blocks, both the number and the spatial positions of the stimulus letters were kept constant. Regardless of whether one, two, or three targets (Es) were presented, then, the expected reaction time would be exactly the same as the reaction time predicted for displays with three targets in the mixedpresentation conditions actually used by van der Heijden et al. (1983) .
Letter-recognition studies by Eriksen and Eriksen (1979, Experiment 2) and Krueger and Shapiro (1980) support the hypothesis that if position uncertainty is entirely eliminated, redundancy gains disappear. In both studies, position uncertainty was eliminated by blocking stimulus presentations so that within blocks, the number and spatial positions of stimulus letters were kept constant. And in both studies, the time taken to give a binary response to the type of the stimulus letter or letters was found to be the same in blocks of single-target displays as in blocks of displays consisting of multiple, redundant targets.
Selection Criterion and Number of Distracters
The whole-report, detection, and recognition experiments reviewed in the previous section may be referred to as studies of divided attention. They deal with limits on the ability to divide attention between multiple, simultaneous targets or between multiple channels to be monitored simultaneously for the presence of targets. The detection and search experiments to be treated in this section are studies of focused attention. They deal with limits on the ability to focus attention on targets rather than distracters. A study by Estes and Taylor (1964) formed an interesting link between the work on divided and focused attention.
Detection compared with whole report. Estes and Taylor (1964) presented subjects with brief displays of randomly selected consonants. Two letters (e.g, B and F) were predesignated as targets ("critical elements"), and the rest were designated as distracters. Each display contained exactly one of the two targets, and the subject's task was to report the target that appeared in the display, guessing whenever unsure. Exposure duration was 50 ms, and pre-and postexposure fields were dark. The data obtained with this detection method were compared with whole-report scores obtained with the same subjects in similar conditions. To facilitate the comparison, the observed detection probabilities were corrected for guessing, and the corrected probabilities were multiplied by the number of elements in the display to get an estimate of "the number of elements processed" for each display size. The results are shown in Figure 7 .
A theoretical least squares fit to the data in Figure 7 is indicated by unmarked points connected with straight lines. The theoretical whole-report scores were determined by assumptions identical to those used in fitting the data of Sperling (1960, Experiment 1). The detection scores were modeled by the same assumptions except as follows. First, detection (via nonguessing) was assumed to occur if, and only if, the target was among the elements selected from the display. Second, the attentional weight ofa distracter was supposed to be less than the attentional weight of a target, and the ratio between the attentional weight ofa distracter and the attentional weight of a target was assumed to be a constant (parameter a). 7 In addition to the detection parameter a, the assumptions leave only two free parameters, both of which are familiar from the fit to the whole-report data of Spoiling. One is the short-term storage capacity K. The other one is the product C(r + ~), where C = 7hBt. The fit to the data in Figure 7 was found with K = 4.70 elements, C(r +/z) = 6.90 elements, and a = 0.43. (Formulas for calculating the theoretical detection score as a function of display size for any values of the three parameters are given in Appendix C.)
One-view search. Visual search for a target among distracters varies greatly in efficiency. At one extreme, the target immediately calls attention to itself. Phenomenally, a single view suffices to make the target pop out from the background of distracters without any need to scan the display by saccadic eye movements or shifts of attention. At the other extreme, the display must be scrutinized to find the target. Phenomenally, the search process is effortful, and it appears to consist in serially scanning the display part by part, or even element by element. An instructive example of efficient search was provided by Treisman and Gelade (1980, Experiment 1, feature condition). Subjects were presented with displays showing one (probability = .5) or no targets among a number of distracters. The distracters were brown ~ and green Xs, and the target was equally likely to be a blue element (a blue Tor a blue X) or an S(a brown S or a green S). The task was to make a keypress with the dominant hand if a target was present and with the nondominant hand otherwise and to respond as quickly as possible without making any errors. Display size N (i.e, number of targets plus number of distracters) varied between trials, and each display was exposed until a response was made. Positive and negative mean reaction times as functions of display size are shown in Figure 8 . There were no systematic effects of display size on errors, and miss and false-alarm rates were nearly equal (.021 and .022, respectively).
A theoretical least squares fit to the data in Figure 8 is indicated by two straight lines, one for positive and one for negative reactions. The fit was based on a deadline model of one-view search, which was derived as follows: Let a positive categorization be a categorization of the form "x is blue" or"x is an S?.' Let the strength of the sensory evidence that x is blue be ~7~ ifx is blue, but 77o if x is brown or green, and let the strength of the sensory evidence that x is an S be ?h ifx is an S, but ~?o ifx is an X or a T. Let the perceptual decision bias parameters associated with blue and S be ~, and let all other perceptual bias parameters be/~o or less. Finally, let the pertinence values of blue and S be equally high, and let the ratio of the attentional weight of a distracter to the attentional weight of a target be a constant a.
Suppose target-distracter discriminability is high so that ~/t is high but ~7o is low. Strong pigeonholing is then warranted. In the deadline model of one-view search, positive (present) reactions are based on positive categorizations, whereas negative (absent) reactions are made by default when a preset temporal deadline d is reached, but no positive categorization has been made. For any deadline d, there is a certain probability rof missing a target, because the deadline may be reached before a positive categorization has been sampled even ira target is present in the display. With a display of one target and D = N-1 distracters, the probability is The expectation of the negative reaction time, E(RT_), is assumed to be a sum ofdand a residual component bo, which is a constant. Thus,
which can be rewritten as
The least squares fit shown in Figure 8 was made on the assumption that r (the probability that a target fails to be sampled before the deadline) was constant as display size N varied. The assumption implies that positive and negative mean reaction times are linear functions of N (cf. Equations 13 and 17). The assumption also implies that a~ and b~ are independent of N (cf. Equations 15 and 19)i which gives a model with only four free parameters (of. Equations 14 and 18): r, the ratio a/C, al (equal to the expected positive reaction time for displays consisting of a single target), and b~ (equal to the expected negative reaction time for displays consisting of a single distracter). The fit was obtained with r at .0002, a/C at 2.93 ms, a~ at 448 ms, and bl at 536 ms.
The assumption that r was constant as display size varied is consistent with the fact that Treisman and Gelade (1980) observed no systematic effects of display size on errors. The small value of the estimate for r is consistent with the finding that miss rates were no higher than false-alarm rates. The estimate for a/C also seems plausible; it is consistent with a hypothesis that, say, C = 45 samples per second (as in the partial-report experiment of Shibuya & Bundesen, 1988 ) and a = 0.13. 8 s Accounting for 97.8% of the variance in the observed mean reaction times, the least squares fit shown in Figure 8 is quite good, but not perfect. The fit could be improved by relaxing the assumption that parameter r (the probability that a target fails to be sampled before the deadline) is constant as display size varies. For example, if parameter r were allowed to be slightly higher for Display Size 30 than for Display Sizes 1, 5, and 15, the percentage of variance accounted for by the model would increase from 97.8% to 99.8%.
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The deadline model of one-view search makes several interesting predictions. Some predictions are generated by the way parameter r figures in Equations 13 and 17. As just noted, provided that r is kept constant as display size N varies, both positive and negative mean reaction times should be linear functions ofN. Ifa = 0, the predicted functions are fiat, regardless of r. Otherwise, the slopes of the functions increase as r is decreased (i.e, as the subject becomes more cautious in not missing any target). Specifically, as r approaches 0, the slope of the positive reaction time function tends toward a value ofa/C, but the slope of the negative reaction time function tends toward infinity. At the other extreme, as r approaches a value of 1, the slopes of the positive and negative reaction time functions both tend toward 0. These predictions seem plausible, but direct evidence is lacking. In particular, the suggested strong dependence between the slope of the negative reaction time function and the rate of misses should be worth testing.
Other predictions by the deadline model of one-view search are more general in nature. Presumably, they would follow from any reasonable model of efficient search based on Equations 1 and 2. One concerns the importance of target-distracter discriminability: As the visual discriminability between targets and distracters with respect to features defining the targets is increased, search efficiency also should increase. The prediction is highly plausible, and it is strongly supported by empirical evidence (e.g, Duncan & Humphreys, 1989; Farmer & Taylor, 1980; Treisman & Gormican, 1988; also, see Pashler, 1987b) .
Another general prediction concerns the importance of sensory factors determining the visibility of targets and distracters.
Iftarget-distracter discriminability is kept constant, increasing the visibility of a target (e.g, by increasing the luminance contrast of the target to the background) should make search more efficient by increasing the strength of the sensory evidence for a positive categorization of the target. For this reason, search for a dark gray target among light gray distracters on a white background should be more efficient than search for a light gray target among dark gray distracters on the white background (a search asymmetry reported by Treisman & Gormican, 1988, Experiment 2). For the same reason, search for an 8-mm line among 5-ram lines would be expected to be more efficient than search for a 5-mm line among 8-mm lines (another search asymmetry found by Treisman & Gormican, 1988 , Experiment 1). 9
One-view search with perceptual grouping Perceptual grouping of display elements (i.e., formation of higher level units) is an important determinant of search efficiency (e.g, see Banks & Prinzmetal, 1976; Bundesen & Pedersen, 1983; Duncan & Humphreys, 1989; Farmer & Taylor, 1980 ; also, see Harms & Bundesen, 1983) . As a first step toward a quantitative account, I fitted the deadline model of one-view search to the reaction time data of Bundesen and Pedersen (1983, Block A) by adding two general hypotheses concerning effects of grouping: First, groups compete for attention on a par with those individuals that make up the groups. Second, by being embedded in a group, an individual suffers a general loss in eta values, and the stronger the group, the greater the loss. By adjusting attentional weights in accordance with these hypotheses, the model accounted for effects of both the number of individual distracters (alphanumeric characters) and the number of groups of distracters (formed by same-colored characters). The fit was indistinguishable from that provided by Bundesen and Pedersen on the basis of a serial model with the same number of free parameters (see Bundesen & Pedersen, 1983 , Figure 2 ).
Many-view search. If target-distracter discriminability is
low, the deadline model of one-view search is inappropriate. Target-distracter discriminability may be low in either feature or conjunction search (cf. Treisman & Gelade, 1980) . In socalled feature search, the target differs from the distracters by possessing a simple "physical" feature not shared by any of the distracters. In conjunction search, the target differs from the distracters by showing a predefined conjunction of physical.
features (say, a particular color and a particular shape), but the target is not unique in any of the component features of the conjunction (i.e., in color or in shape). For example, in a study by Treisman and Gelade (1980, Experiment 1, conjunction condition), the task was to search for a green Tamong distracters that were brown 7~ and green Xs in (nearly) equal numbers. Because each distracter matched the target in one of the two defining features, target-distracter discriminability might be expected to be poor (cf. Duncan & Humphreys, 1989) .
Many-view models. When target-distracter discriminability is low, a plausible strategy for visual search consists in selecting and testing elements in the display until either (a) a target has been found or (b) every element in the display has been selected and tested, but no target has been found. The strategy can be applied with or without reallocation of attention. At one extreme, a multielement display is processed in one view, that is, without scanning the display by overt eye movements or covert reallocations of attention. At the other extreme, an N element display is processed in N views, one for each element in the display. Between the extremes, an N element display (with N > 2) may be processed in k views, where 1 < k < N. The processing may be done by first using a spatial selection criterion for sampling elements from one part of the display, then (with or without eye movements) shifting the selection criterion to sample elements from another part of the display, and so on, until a target has been found or the entire display has been searched exhaustively. Many experiments on conjunction search (e.g, see Treisman & Gelade, 1980) or feature search with low target-distracter discriminability (see Treisman & Gormican, 1988) have yielded positive and negative mean reaction times that are approximately linear functions of display size with fairly steep slopes and a positive-to-negative slope ratio of about 1: 2. Such data suggest search with reallocation of attention. Specifically, suppose attention is shifted once per element or shifted among small nonoverlapping groups (subsets) of elements, and suppose shifting is random with respect to the distinction between target and distracters. Then the total time taken by shifting and 9 In a supplementary study with "matched distracters," Treisman and Gormican (1988, Experiment la) found approximately the same efficiency of(a) search for a 10-mm line among 7.5-mm lines (size ratio = 1.33) as of(b) search for a 5-mm line among 7.5-mm lines (size ratio = 1.50). In my interpretation, this finding shows that effects of increase in target visibility (higher in Condition a) can be annulled by decrease in target-distracter discriminability (lower in Condition a).
sampling should approximately be linearly related to the number of views taken, and the mean number of views taken should approximately be linearly related to display size for both positive and negative displays with a slope ratio of1:2. (This sort of explanation is common. See, e.g, Pashler, 1987a; Treisman & Gelade, 1980; Treisman & Gormican, 1988 ; also, see Sternberg, 1969; Townsend & Ashby, 1983, chap. 4.) How many views? To determine the number of views taken to scan a display of N elements, the subject may consider a tradeoff between (a) time taken to shift (reallocate) attention between groups of elements and (b) gains in sampling rate once attention has been reallocated. For simplicity, suppose the time taken to shift attention to a group ofn elements in a display is a constant s, regardless ofn. Further suppose that once attention has been shifted to the group, the total processing capacity C distributed over the elements in the group is independent of n. C is the sum of the v values of the n elements. The mean time taken to sample the first element from the group equals C -~. Provided that the n v values are equal, the mean time taken to sample a second element from the group (measured from the moment the previous one was sampled) is C-ln/(n -l), the mean time taken to sample a third element is C-Jn/(n -2) .... , and the mean time taken to sample the nth element is C-~n.
Averaged over the n elements, the mean sampling time per element can be written as
The mean shifting time per element is s/n. Thus, the mean time taken by shifting and sampling is f(n) = C-' ~ (1/i) + s/n (20) per element. If the group size is increased from n to n + 1 elements, then mean sampling time per element increases, but mean shifting time per element decreases, and the sum of the two means, f(n), shows an increment of
This increment is negative (i.e, time is gained) ifn < Cs, zero if n = Cs, and positive (i.e, time is lost) ifn > Cs. Hence, to minimize the shifting and sampling time per element in a group, group size n should be equal to Cs or the smallest integer greater than Cs.
Extant data on the time taken to shift attention in response to a visual cue (cf. Colegate, Hoffman, & Eriksen, 1973; Remington & Pierce, 1984; Sperling & Reeves, 1980; Weichselgartner & Sperling, 1987) suggest that the process of reallocating attention by changing the pertinence value of a spatial location is fairly slow. As a numerical illustration, suppose the time taken to shift attention to a group ofn elements, s, is 100 ms, regardless of n. Further suppose that once attention has been shifted to the group, the total processing capacity C distributed over the n elements in the group (i.e, the sum of the v values of the elements) is 100 s -~ or 0. I ms -j. By Equation 20, the mean time taken by shifting and sampling is f(n) = (I0 ms) ~ (1//) + (100 ms)/n i~l per element. The smallest value of f(n) is 39 ms per element.
This value is attained if group size n equals the product of C and s, which is 10, or the smallest integer greater than Cs, which is 11. If n is somewhat smaller, f(n) is slightly greater. For instance, f(7) equals 40 ms per element, which corresponds to the highest mean rate of processing observed by Treisman and Gelade (1980, Experiment 2) for shape--color conjunction search.
Joint Effects of Numbers of Targets and Distracters
In the experiments on divided attention reviewed in the Number and Spatial Position of Targets section, no distracters were displayed. In the experiments on focused attention reviewed in the Selection Criterion and Number of Distracters section, the stimulus displays contained not more than one target. As argued by Duncan (1980 Duncan ( , 1983 Duncan ( , 1985 , stronger empirical constraints on theories of visual attention can be found by studying performance as a joint function of the numbers of targets and distracters in the stimulus.
In partial-report experiments, the subject is instructed to respond to a briefly exposed visual display showing a mixture of targets and distracters by reporting as many targets as possible while ignoring the distracters. Bundesen et al. (1984 Bundesen et al. ( ,1985 studied partial-report performance as a joint function of the numbers of targets and distracters with selection based on brightness (black vs. white), color (e.g, blue vs. green), shape (curved vs. straight), or alphanumeric class (letter vs. digit). Exposure time was kept constant, pre-and postexposure fields were dark, and the subject was informed about the selection criterion before the stimulus was presented. Under these conditions, variations in the number of correctly reported targets were accurately predicted by a Luce (1959) choice model developed for partial report.
In the choice model for partial report, processing is viewed as selection of elements from the stimulus display. The total number of selected elements is bounded by short-term storage capacity K, and selection occurs in accordance with a simple ratio rule: For a given selection criterion, there is a scale v such that if U is the set of all elements remaining after selection of k -1 elements (1 < k _< K), and x is a member of U, then the probability that element x is the kth to be selected is
In the studies of Bundesen et al. (1984 Bundesen et al. ( , 1985 , any target in a display was supposed to have the same v value as any other target, and any distracter was supposed to have the same v value as any other distracter. Parameter a was defined as the ratio of the v value ofa distracter to the v value of a target, and variation in this one parameter accounted for changes in performance with different selection criteria. Bundesen et al. (1985) showed that the choice rule expressed in Equation 21 is implied by race models in which elements are processed independently and processing times are exponentially distributed. Thus, the good fits of the choice model for partial report to the data ofBundesen et al. (1984, 1985) may be regarded as fits by exponential race models (see Bundesen, 538 CLAUS BUNDESEN 1987) . Evidence for a particular model of this type was provided by Shibuya and Bundesen (1988) .
Shibuya and Bundesen 0988) studied partial-report performance as a function of exposure duration by using stimulus displays terminated by pattern masks. Each display was a circular array of letters and digits, centered on fixation, and the task was to report the digits. Representative data are shown in Figure 9 . The figure is a cumulative frequency diagram for I subject showing the relative frequency of scores ofj or more (correctly reported targets) as a function of exposure duration with j, number of targets T, and number ofdistracters D as the parameters. A maximum likelihood fit to the data by the fixed-capacity independent race model of Shibuya and Bundesen is represented by smooth curves.
The fixed-capacity independent race model is a special case of the theory developed in this article. The model follows from the theory by adding a single assumption to the set of assumptions underlying the fit in Figure 2 to the whole-report data of Shibuya and Bundesen (1988) . The added assumption is that the attentional weight of a letter (distracter) is less than the attentional weight of a digit (target), and that the ratio between the two weights is a constant (parameter a). The fit to the data in Figure 9 was obtained with processing capacity C at 48.7 elements per second, a at 0.40, storage capacity K at 3.74 elements, and longest ineffective exposure duration to at 19 ms. (Formulas for calculating theoretical predictions for any values of the four parameters are given by Shibuya & Bundesen, 1988.) Considering the amount and complexity of the data and the small number of model parameters, the fit is remarkably good.
Delay of Selection Cue
Effects of delay of selection cue have been investigated in several partial-report experiments (e.g, see Coltheart, 1980 , for a review). Consider the classical studies of Sperling (1960, Experiments 3 and 4) . On each trial, the subject was presented with a matrix of letters and required to report a single row of the matrix. Exposure duration was 50 ms, and pre-and postexposure fields were dark. The row to be reported was indicated by one of several tones, each tone corresponding to one row of the matrix. The SOA between the selection cue (the tone) and the stimulus display varied from -50 ms (prestimulus cuing) to 1,050 ms (poststimulus cuing). The partial-report data were compared with whole-report scores obtained with the same subjects (Sperling, 1960, Experiment 1) . To facilitate the comparison, the proportion of letters correctly reported from a cued row was multiplied by the number of letters in the matrix to get an estimate of"the number of letters available" from the whole display.
In accordance with Rumelhart (1970) , the unified theory of recognition and selection was applied to the partial-report ex- periments of Sperling (1960) by assuming that "at the time the tone sounds the subject immediately assigns weights of zero to all but the indicated row of the matrix" (Rumelhart, 1970, p. 196 ). This assumption is strong, but it is broadly consistent with findings by Weichselgartner and Sperling (1987) on visual attention shifts in response to auditory signals. ]° From the new assumption and the assumptions previously made in fitting the whole-report data of Sperling (1960, Experiment 1) , theoretical predictions can be calculated for the number of letters available from an m x n matrix as a function of exposure duration, delay of selection cue, short-term storage capacity K, processing capacity C, and time constant #. (Formulas for the calculations are given in Appendix D.) Figure 10 shows observed and predicted values of the number of letters available as functions of display size for partial-and whole-report procedures with each of Sperling's (1960) 5 subjects. The lower curve in each panel shows the mean number of letters correct in whole report• The upper curve shows the mean number of letters available when a selection cue was presented at display offset (SOA = 50 ms). The jagged shape of the upper curve reflects the construction of the displays used by Sperling (matrices with 6, 8, 9 , and 12 elements were of orders 2 x 3, 2 x 4, 3 x 3, and 3 x 4, respectively). Figure 11 yields a more comprehensive picture of the results for Subject ROR. In addition to the whole-report scores, observed and predicted values of the number of letters available to Note that depending on the relative speed ofauditory versus visual processing, an auditory stimulus may have completed processing before perceptual testing of a visual stimulus is begun, even if the auditory stimulus is presented simultaneously with, or later than, the visual one. Figure 12 . Mean numbers of letters available for partial report as functions of delay of selection cue for 12-element displays in Experiment 4 of Sperling (1960) . (Individual data are shown for 5 subjects. Theoretical fits are indicated by solid curves. The observed data were read from Sperling, 1960, Figure 7, p. 11.) are shown as functions of display size with delay of selection cue (SOA= 50, 200, or 550 ms) as the parameter. The effect of delay of selection cue on the number of letters available is further illustrated in Figures 12 (for 12-element displays) and 13 (for 9-element displays). As shown for each subject, observed and predicted values of the number of letters available gradually decline with increasing delay of the selection cue. At the longest delay (SOA= 1,050 ms), the number of letters available is approximately the same as the number of letters correct in whole report.
The theoretical functions depicted in Figures 10-13 were computed from the (least squares) parameter estimates given in Table 1 . Across the 5 subjects, estimates for the parameters averaged 4.86 elements for storage capacity K, 16.2 elements per second for processing capacity C, and 533 ms for time constant ~." Table 1 Estimates of Parameters for Speding~ (1960) Note. K = storage capacity (number of elements); C = processing capacity (elements per second); # = time constant for decay of information (in milliseconds). Schneider and Shiffrin (1977) and Shiffrin and Schneider (1977) investigated effects of extended practice in visual search and detection tasks with either consistent or varied mapping of stimuli to responses. In consistent mapping conditions, each stimulus that required a response consistently required the same response whenever it appeared. Specifically, if a stimulus was a target on some trial, it never appeared as a distracter. In such conditions, performance improved dramatically with practice. With extended practice, effects of display size nearly vanished. In varied mapping conditions, stimuli that were targets on some trials appeared as distracters on other trials, and vice versa. In such conditions, performance showed little improvement even after thousands of trials. Effects of display size were virtually constant over time.
Consistent Practice
What is learned during consistent practice in search and detection tasks? Dumais (cited in also, see Schneider, Dumais, & Shiffrin, 1984; Shiffrin, Dumais, & Schneider, 1981) provided evidence that subjects learn both to attend to the targets and to ignore the distracters. After consistent practice in a visual search task, she found strong positive transfer to a new search task whether the new task used (a) the "I' , 
where C is the processing capacity, T is the effective exposure duration of the target letter, D is the number of distracters in the frame containing the target (i.e, D = 3), and a is the ratio of the attentional weight ofa distracter to the attentional weight of a target. Figure 13 . Mean numbers of letters available for partial report as functions of delay of selection cue for 9-element displays in Experiment 4 of Sperling (1960) . (Individual data are shown for 5 subjects. Theoretical fits are indicated by solid curves. The observed data were read from Sperling, 1960, Figure 8, p. i 1 .) old targets, but a new set of distracters, or (b) new targets, but the old set of distracters.
Delay of Selection Cue (ms)
To account for the data, and Shiffrin et al. (198 l) suggested that the "attention strength" (attentional weight) of individual stimuli is altered during training so that stimuli gradually gain in strength when serving as targets and lose in strength when serving as distracters. A quantitative formulation of this hypothesis is developed later (for related work, see Schneider, 1985; Shiffrin & Czerwinski, 1988) . The development is based on a parametric study by Schneider and Fisk (1982) on effects of practice with varying degrees of consistency.
On each trial in Experiment 1 of Schneider and Fisk (1982) , the subject was presented with a sequence ofl2 frames in rapid succession. Each frame consisted of a 2 × 2 matrix of letters presented for 80 ms followed by pattern masks presented for 30 ms. One of the frames contained a predesignated target letter, and the task was to indicate the spatial location (the quadrant) of the target, guessing whenever unsure. For a given trial, a set of only four distracter letters was used for all 12 frames so that, with the exception of the target frame, the same four letters appeared in different locations on each of the 12 frames.
The target and distracter letters were selected from a set of nine consonants representing five degrees of consistency: 10/0 (i.e, letter appearing as a target in 10 trials per training block and as a distracter in 0 trials), 10/5, 10/10, 10/20, and 9/61. Subjects received six cycles of (a) 12 training blocks (85 trials each) and (b) one test block ofl00 trials (20 for each degree of consistency). In the test blocks, only letters assigned to the 9/6 l condition appeared as distracters. Accuracy of detection (data from test blocks corrected for guessing) is shown in Figure 14 as a function of degree of consistency with level of practice as the parameter.
A fairly close theoretical fit to the data in Figure 14 is indicated by unmarked points connected with straight lines. The fit was generated by the following model: Detection (via nonguessing) occurs if, and only if, the target is sampled from the frame in which it appears. The probability of this event is Distroctor Trials per Block Figure 14 . Probability of detecting a letter (on test blocks) as a function of degree of consistency (indicated by the number of trials, per training block, in which the letter appears as a distracter) with level of practice as the parameter in Experiment 1 of Schneider and Fisk (1982) . (Group data are shown for 9 subjects. Every 12th training block was followed by a test block. 
CLAUS BUNDESEN
The attentional weight of a (target or distracter) letter x of type i is a sum of two components. One component is n(x, i)~ri, where n(x, i) is the strength of the sensory evidence that x is a token of type i, and 7ri is the current pertinence value of type i. The other component is a constant w* independent of whether x is a target or a distracter.
For any values ofx and i, n(x, i) equals a positive constant nl from Time 0 until time r (i.e, for the effective exposure duration). What changes with practice is the pertinence of letter types. Let ~rt(k) be the pertinence of letter type i on trial k. For any type i, the initial pertinence value rift) equals a positive constant 7r 1. But for each trial, the type of the letter serving as a target gains in pertinence, and the types of the letters serving as distracters lose in pertinence. Specifically, for any i,
where h is a constant greater than l, ifa letter of type i is a target in trial k, whereas
where c is a positive constant smaller than l, ifa letter of type i is a distracter in trial k. In summary, after having appeared as a target in m trials and as a distracter in n trials, letter x has an attentional weight of w x = rhhracnTrl + w*, which can be rewritten as
The model has only four free parameters: the product Cr, the two multiplicative constants h and c, and the ratio w*/ (n~r,) between the constant component ofattentional weights and the initial value of the variable component. The least squares fit to the data in Figure 14 was obtained with Cr at about 2.94 elements, h at about 1.004, c at about 0.998, and w*/(n~r~) at about 5.95.
The fit to the data of Schneider and Fisk (1982) represents a first step in accounting for the way in which pertinence values develop with practice. Further work is needed to determine the generality of the findings across experimental paradigms and selection criteria. ~2
Summary and Conclusion
In the theory presented in this article, visual recognition and attentional selection consist in making perceptual categorizations of elements in the visual field. A perceptual categorization is made (selected) if and when it enters a limited-capacity short-term-memory store. When the categorization is made, the element is said to be both selected and recognized as a member of a particular category.
Selection is determined by a processing race between possible perceptual categorizations toward the short-term store. By Equations 1 and 2, processing rates of categorizations depend on three types of parameters: eta (strength of sensory evidence), beta (perceptual decision bias), and pi (pertinence) values. When these values are kept constant over time, processing times are exponentially distributed.
The specified system contains a mechanism for filtering (selection of targets rather than distracters) and a mechanism for pigeonholing (classification of selected elements with respect to categories that are relevant for action). Coupled to a front-end system that supplies measures of strength of sensory evidence concerning the nature of elements in its visual field, and given adequate settings of pertinence and perceptual bias parameters, the specified system will do the tasks of filtering and pigeonholing by elementary algebraic operations (summarized in Equations I and 2) that determine the rate parameters in a race. In this sense, the theory gives a computational account of selective attention.
The theory was applied to experimental findings from a broad range of paradigms stemming from several different research traditions. Thus, the theory provided a simple derivation of a successful model of effects of visual discriminability and bias in single-stimulus recognition (the biased-choice model of Luce, 1963, and Shepard, 1957) . The theory correctly predicted effects of object integrality in selective report (e.g, Duncan, 1984) . It provided a coherent account of diverse findings on effects of number and spatial position of targets in studies of divided attention. In particular, it yielded accurate fits to effects of number of targets in whole report with (Shibuya & Bundesen, 1988) or without (Speding, 1960) backward masking. It fitted the serial position curves of Sperling (1967) . It proved useful in analyzing the cost-benefit paradigm ofPosner et al. (1978) , and it correctly predicted effects of target redundancy in related experiments (e.g, van der Heijden et al, 1983) .
The theory formed the basis of special models for analyzing effects of selection criterion and number of distracters in studies of focused attention. The detection paradigm of Estes and Taylor (1964) was readily analyzed. A deadline model of oneview search (search without reallocation of attention) fitted data on fast feature search (Treisman & Gelade, 1980) and data on fast search with perceptual grouping (Bundesen & Pedersen, 1983) . Data on slow feature (Treisman & Gormican, 1988) and conjunction (Treisman & Gelade, 1980) search were explained by attention shifting among groups of display elements (many-view search). In this way, findings on attention reaction times (e.g, Colegate et al, 1973) were accommodated.
By providing a derivation of the fixed-capacity independent race model of Shibuya and Bundesen (1988) , the theory yielded a detailed account of joint effects of numbers of targets and distracters in partial report (Bundesen et al., 1984 (Bundesen et al., , 1985 Shibuya & Bundesen, 1988) . Effects of delay of selection cue were explained in an analysis of Speding's (1960) experiments on partial report with poststimulus cuing. Finally, the theory proved useful in understanding effects of practice in visual search. It formed the basis of a simple model that accounted for data on effects of practice with varying degrees of consistency in the mapping of stimuli to responses (Schneider & Fisk, 1982) .
In conclusion, the unified theory of visual recognition and attentional selection has substantial explanatory power. Mathematically, the theory is tractable, and it organizes a large body of established findings on human performance in visual recognition and attention tasks.
Serial Position Curves
Let element m be the letter in stimulus location m (m = 1, 2 ..... 5). The conditional probability density that the correct categorization of element m finishes processing at time t, provided that the element has not finished processing before time t, is a constant 1)m if0 < t < r, but 0 if t < 0 or t > r. Hence, for 0 < t < r, the unconditional probability density of the event that the element finishes processing at time t is given by fro(t) = vm exp(-1)mt), (A i ) and the probability that the element finishes processing at or before time t is given by
F,.(t) = 1 -exp(-1),.t). (A2)
If short-term storage capacity K is 5 or more, the probability Pm that element m is correctly reported via nonguessing (i.e., the probability that the element enters the short-term store) is F,,(0. If K < 5, P,. is smaller than Fm(O. A procedure for calculating P~ for K = 4 (the value estimated for the data ofSperling, 1967) is developed next. Of course, from the formula given for P~, formulas for P2 through P5 can be found by permuting the indices.
For K = 4, Element I enters the short-term store if, and only if, there is a time t such that (a) 0 < t < r, (b) Element 1 finishes processing at time t, and (c) at least one element among Elements 2-5 does not finish processing at or before time t. Thus, the probability that Element l enters the short-term store is Pi = f" ft(t) ]dt. 
Appendix B Attentional Cost and Benefit
Suppose the signal is presented in Location L. If so, then by Equation I and the stated assumptions, the v value of the categorization that the signal element is a signal equals ~II~JWL/(WL + WR), which can be written as wC, where w = WL/(W L + W R) and C= ~lB1. Thus, provided that the signal is presented in Location L, the expected reaction time is given by I/(wC) + b. (Because no is assumed to be vanishingly small in relation to hi, the v value of the categorization that the noise element in Location R is a signal need not be considered.) By similar reasoning, in case the signal is presented in Location R, the expected reaction time is 1/[(1 -w)C] + b. Therefore, given that the signal is presented in Location L with probability p (0 < p < 1) and in Location R with probability 1 -p, the expected reaction time, E(RT), is E(RT) = p~ (wC) + (1 -p)/[(l -w)C] + b.
By analyzing E(RT) as a function of w for 0 < w < 1, one finds an absolute minimum of E(RT) at a value of w such that w/(l -w) = ~ -p).
Thus, for p = .5, E(RT) has an absolute minimum at w = 0.5. The absolute minimum is given by E(RTlneutml) = 1/(0.5C) + b.
For p = .8, E(RT) has an absolute minimum at w = 0.67. This minimum equals 
(Remember that C stands for n~/~. For any token x of lctter type i, the strength of the sensory evidence that x belongs to i is assumed to be zero until Time 0, to equal ~ from Time 0 until time ~, and to decay exponentially with time constant # after time T. For any letter type i, the perceptual decision bias/~ is assumed to equal/31.) The probability that (the correct categorization of) the target finishes processing at or before time t (t >-0) is given by
[£ ]
and the corresponding density function dF(t)/dt is f(t) = o(t)[1 -
. Similarly, the probability that (the correct categorization of) a particular distracter finishes processing at or before time t is given by
and the corresponding density function dG(t)/dt is g(t) = u(t)[1 -G(t)].
Consider the probability P that the target is not selected from the display. P is a sum of two probabilities, P~ and P2-P, is the probability that the target is not selected and the number of selected distracters is less than the storage capacity K. It is given by is the probability that, sooner or later, a given distracter finishes processing.
P2 is the probability that the target is not selected and the number of 
P2 = (1)(K_ :) fl [l -F(t)]G(t)x-'[l -G(t)]°-Xg(t)dt. (C5)
A closed-form expression for P2 is obtained as follows. Given the probability P (i.e., P~ + P2) that the target is not selected from the display, the theoretical "number of elements processed" is found by multiplying I -P by the number of elements in the display.
Appendix D Partial Report With Delayed Selection Cue
For both whole report and partial report with prestimulus cuing, the expected number of letters correctly reported is a function of number of targets T, storage capacity K, and the product C(r + ~), where Cis the processing capacity (given by ~d30, r is the exposure duration, and ~t is the time constant for decay of eta and v values. The function is given by Equations 5-8. Note that for whole report, Tequals the total number of letters in the stimulus matrix, whereas for partial report, Tequals the number of letters in the cued row.
Consider partial report with poststimulus cuing. Let the stimulus be presented for r ms, beginning at Time 0, and let the cue be presented at time to, where tc >-r. The v value for a target (a letter in the cued row) is a function of time given by v(O = / where Tis the number of letters in the cued row and D is the number of letters outside the cued row. The v value for a distracter (a letter outside the cued row) is given by f v(t) for t < t~ U(t) l (0 for tc < t.
The probability that (the correct categorization of) a particular target finishes processing at or before time t (t >-0) is given by The probability that (the correct categorization of) a particular distracter finishes processing at or before time t is I F(t) for0 < t < tc G(t) = iF(to) for tc < t, and the corresponding density function is If(t) forO-< t < t~ g(t) = L0 for t~ < t.
Consider the probability P(j) that the number of selected targets equals j, where 0 < j < min(T, K). Let m be the number of selected distracters. P(j) is a sum of three probabilities, Pt(J), P2(J), and P3(J). P~(j) is the probability that the number of selected targets equals j and the total number of selected letters (i.e., j + m) is less than K. Ifj = K, is the probability that, sooner or later, a given distracter finishes processing. P2(J) is the probability that the number of selected targets equals j and the total number of selected letters equals K and the Kth letter selected is a target. Ifj = 0 or j < K -D, P2(J) = 0; otherwise,
P~(j)
=
TT-ID × G(t)m[l -G(t)]°-mf(t)dt,
where m = K-j. Finally, P3(J) is the probability that the number of selected targets equals j and the total number of selected letters equals K and the Kth letter selected is a distracter. Ifj = K or j < K-D, P3(J) = 0; otherwise,
