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I. INTRODUCTION
Let fp 1 ; . . . ; p n g be the probability distribution of a source, and let C be a prefix code for the source. The redundancy of a code C is defined as the difference between the average codeword length L of the code and H = 0 i p i log p i , the entropy of the source. (In this correspondence, all logarithms are of base 2.) We define R as the redundancy of a Huffman code. It is well known that 0 R < 1. These bounds on R are the tightest possible when nothing is known about the source distribution. However, when partial knowledge about the source distribution is available, these bounds can be improved. Gallager [5] proved that if p 1 , the probability of the most likely source symbol, is given, the upper bound on R can be improved. His result is summarized
where H b (x) = 0x log 2 x 0 (1 0 x) log 2 (1 0 x) and = 1 0 log 2 e + log 2 (log 2 e) 0:086: This upper bound is tight for p1 1 2 , but it is not tight for p1 < 1 2 .
terms of p1 with p1 < 1 2 have been obtained [1] - [4] , [6] - [9] . On the other hand, upper bounds on R in terms of p n , the probability of the least likely source symbol, have also been obtained [1] , [4] , [10] , [12] .
Johnsen [6] Such lower bounds were subsequently obtained by Montgomery and Abrahams in [8] . The lower bounds on R in [6] and [8] are for binary Huffman codes, and generalizations of these bounds to arbitrary code alphabets have been obtained in [3] and [7] . Furthermore, lower bounds on R in terms of p n and p n01 have also been obtained in [4] and [12] .
In some cases, the probability of a source symbol is given, but the "rank" of this source symbol in the source distribution is not known. In other words, there is no explicit information on how large the probability of this symbol is compared with those of other symbols. For example, if we are given that p1 = 0:2, we not only know that there is a source symbol whose probability of occurrence is 0:2, but we also know that the probability of any other source symbol is at most 0:2. However, if we are given that the probability of a source symbol is 0:2, we can only deduce that the probability of any other source symbol is less than 0:8 (one minus the probability of the given source symbol).
The main result in this correspondence is an upper bound on R in terms of the probability of any source symbol. This result is proved in Section III after the preliminaries are presented in Section II.
II. PRELIMINARIES
Much work [1] - [10] , [12] has been devoted to the study of better bounds on the redundancy when some partial knowledge about the source is available. In particular, it is obtained in [7] 
This upper bound is tight when p 1 1 6 . We note that upper bounds tighter than the one given in (2) for p1 < 1 6 have been reported in [7] , but we do not need to invoke this result in the current work. Fig. 1 shows the upper bound given by (2) . We can immediately obtain the following facts from this figure.
Fact 1:
The upper bound on R for a source approaches 1 if and only if the probability of the most likely source symbol, p1, tends to 1. If p1 tends to 1, the entropy of the source tends to 0 and the average codeword length of a Huffman code for this source tends to 1. Hence, R tends to 1. On the other hand, if p 1 does not tend to 1, from Fig. 1 , the upper bound on R for this source is bounded away from 1.
For a source with alphabet size n, Fact 1 asserts that f1 0 2 0 111 0 n ; 2 ; 3 ; . . . ; n g with 2 ; . . . ; n tending to zero, is the unique form for a sequence of source distributions for which the redundancy of a Huffman code approaches 1.
0018-9448/02$17.00 © 2002 IEEE Now we can easily obtain the following theorem.
Theorem 1: Let q be the probability of any source symbol. Then 
(3)
Proof: If q 0:5, then q must be equal to p 1 . It is obvious from (1) that
If q < 0:5, then q p1 1 0 q, which means that p1 can be any value between q and 1 0 q. We can then obtain an upper bound on R by (2) for each possible p 1 . Since no further information about p 1 is available, we take the maximum of all these upper bounds. Hence, For any given q with q < 0:18, consider the source distribution fq; 1 0 q 0 ; g, where tends to zero. The redundancy of a Huffman code for this source tends to 1 + q 0 H b (q). Hence, the upper bound on R in (3) with q < 0:18 is also tight. In next section, we will obtain a tighter upper bound on R for 0:18 q < 0:5.
III. MAIN RESULT
Lemma 1: For a source with at least two symbols, let q be the probability of any source symbol. Then R < 10H b (q)0(10q)log 102 0d0 log qe 0 q(10d0 log qe): (4) Proof: We prove this lemma by showing a particular prefix code C whose redundancy R c is upper-bounded by the right-hand side (RHS) of (4). This will establish the lemma since the redundancy of a Huffman code must be less than that of any prefix code, in particular that of C. 
We obtain the above definition of l i by using the Lagrange multipliers in order to minimize the upper bound on R. and the lemma is proved.
Note that unlike most other upper bounds on R which depends on partial knowledge of the source distribution, this upper bound does not result from exploitation of the structure of Huffman codes. The code defined in (5) can be regarded as a modified Shannon code. Fig. 3 shows this upper bound on R as a function of q. It is not difficult to prove that the RHS of (4) is not less than the RHS of (3), which implies the upper bound in Lemma 1 is looser than that in Theorem 1. This is not unexpected because the upper bound in (4) depends on less knowledge about the source distribution than the upper bound in (3). Although the upper bound in Lemma 1 is not the tightest possible, it can readily be generalized to the case when the probabilities of any k source symbols, k 2, are known. In the next lemma, we illustrate how this can be done for k = 2.
Lemma 2: For a source with at least three symbols, let q 1 and q 2 be the probabilities of any two source symbols. Then R < g(q1; q2), where g(q1; q2) = 1 0 (1 0 q1 0 q2) log 1 0 2 0d0log q e 0 2 0d0log q e 1 0 q 1 0 q 2 0 q 1 (1 0 log q 1 0 d0 log q 1 e) 0 q 2 (1 0 log q 2 0 d0 log q 2 e): (6) Proof: Let q1 = pj and q2 = p k for some j and k, where 1 j; k n; and j 6 = k. Define (7) as shown at the bottom of the next page. Following arguments, similar to those in Lemma 1, we see that there exists a prefix code with codeword lengths defined in (7) . Now the redundancy of this code is upper-bounded as 0d0log p e 02 0d0log p e 10pj 0p k 0 p j (10log p j 0d0log p j e)0p k (10log p k 0d0log p k e) = 10(10q 1 0q 2 ) log 102 0d0log q e 02 0d0log q e 10q1 0q2 0 q 1 (10log q 1 0d0log q 1 e)0q 2 (10log q 2 0d0log q 2 e): Hence, R < 10(10q10q2) log 102 0d0log q e 02 0d0log q e 10q 1 0q 2 0 q 1 (10log q 1 0d0log q 1 e)0q 2 (10log q 2 0d0log q 2 e) and the lemma is proved.
In the next lemma, we prove an alternative upper bound on R in terms of q 1 and q 2 .
Lemma 3: For a source with at least three symbols, let q 1 and q 2 be the probabilities of any two source symbols such that q1 q2 . Then Following arguments similar to those in Lemma 1, we see that there exists a prefix code with codeword lengths defined in (9) . Now the redundancy of this code is upper-bounded as 
+ q1 log q1 + q2(1 + log q2) = 3 + (1 0 q1 0 q2) log(1 0 q1 0 q2) + q1(log q1 0 2) + q2(log q2 0 1):
Hence, R < 3 + (1 0 q1 0 q2) log(1 0 q1 0 q2) +q 1 (log q 1 0 2) + q 2 (log q 2 0 1) and the lemma is proved.
We now compare g(q1; q2) in (6) and g 0 (q1; q2) in (8) . For some values of q 1 and q 2 , g(q 1 ; q 2 ) is greater than g 0 (q 1 ; q 2 ), while for other values of q1 and q2, g 0 (q1; q2) is greater than g(q1; q2). This can be seen from two examples. For q 1 = 0:5, q 2 = 0:2, g(q 1 ; q 2 ) = 0:339, and g 0 (q 1 ; q 2 ) = 0:3145. Hence, g(q 1 ; q 2 ) > g 0 (q 1 ; q 2 ). For q 1 = 0:3; q2 = 0:2, g(q1; q2) = 0:5536 and g 0 (q1; q2) = 0:7145. Hence, g(q 1 ; q 2 ) < g 0 (q 1 ; q 2 ).
We now prove an enhancement of Theorem 1, which is the main result in this correspondence. (10) where the functions f , g, and g 0 are defined in (2), (6), and (8), respectively.
Proof: We distinguish three mutually exclusive cases for which one of them must be true, but we do not know which one it is.
Case 1: If the source has only two symbols, then R is unambiguously determined as 1 0 H b (q).
Case 2:
If the source has at least three symbols and the given q is the probability of the most likely source symbol, then R is upper-bounded by (2) , where p 1 = q.
Case 3: If the source has at least three symbols and the given q is not the probability of the most likely source symbol, then we let p 1 be this probability, where p 1 > q. Now the redundancy of this code is upper-bounded by (6) and (8), where q1 = p1 and q2 = q, and it is also upper-bounded by (2) . Thus, it is upper-bounded by the minimum of these three upper bounds. However, p 1 can take any value between q and 1 0 q. Since we have no further information about p1, we take the maximum of these upper bounds over all q < p 1 < 1 0 q.
Finally, since we do not know which of the three cases is true, we take the maximum of the upper bounds given in all three cases. Hence, The remaining task is to simplify the RHS of (11), i.e., we will show that 1 0 H b (q) and f (q) do not contribute to the final upper bound on R(q).
For any given q between 0:18 and 0:5, we take p 1 = 10q 0, where tends to zero. Note that p1 is within the open set (q; 1 0 q). Hence, In the following, we will calculate f (1 0 q 0 ), g(1 0 q 0 ; q), and 
Since 0:18 q < 0:5, p1 = 1 0 q 0 > 0:5 and d0 log p1e = 1.
From ( 
Finally, from (12)- (14), we obtain is greater than f (q), where the function f is given by (2) .
Therefore, the terms 1 0 H b (q) and f (q) on the RHS of (11) do not contribute to the final upper bound on R(q), and thus the theorem is proved.
Using Theorem 2, we can improve the upper bound in Theorem 1 for 0:18 q < 0:5. The resulting upper bound is shown in Fig. 4 . From this figure, we can obtain the following fact which is readily seen to be equivalent to Fact 1.
Fact 4:
The upper bound on R for a source approaches 1 if and only if the probability of every source symbol tends to 1 or 0. 
IV. CONCLUSION
In this correspondence, we have obtained an upper bound on R in terms of the probability of any given source symbol. An upper bound on R in terms of the probabilities of any two given source symbols is also obtained. To obtain a lower bound on R in terms of the probability of any given symbol would be an interesting problem for further research.
We mention that the technique used in the proof of Lemma 1 has been modified in [11] to obtain upper bounds on the redundancy of an optimal fix-free code. APPENDIX OPTIMIZATION OF AN UPPER BOUND ON R FOR A GIVEN p j In this appendix, we show how to optimize an upper bound on R for a given p j . First, we let l j = d0 log p j e. Now suppose l i = d0 log(p i + x i )e; for i 6 = j where 0 x i < 1 0 p i . Here x i < 1 0 p i guarantees that l i 1, so that it is a valid length for a codeword. Then 
By the Kraft inequality, the RHS of (16) must be less than 1 in order to guarantee the existence of a prefix code. Hence, x i p j 0 2 0d0log p e :
Let us, for the time being, ignore the constraints 0 xi < 1 0 pi for i 6 = j. Hence we conclude that 0 x i < 1 0 p i , as required. Finally, for 1 i n and i 6 = j, x i 0 implies l i = d0 log(p i + x i )e d0 log p i e:
This explains why the code defined by fl i ; 1 i ng as above gives a tighter upper bound on R than the Shannon code.
