road accident data analysis used traditional statistical techniques [2, [5] [6] [7] [8] [9] and data mining techniques [3, [10] [11] [12] [13] [14] 18] .
Data mining techniques [15, 16] have certain advantages over traditional statistical techniques. Data mining techniques do not require certain assumptions between dependent and independent variables which are required in traditional statistical techniques [7] . Also, data mining techniques is capable of handling large dimensional data whereas statistical techniques have some limitations [3, 13] .
The road accidents may have different impact for different type of accidents at different locations [13] . Also, road accidents are also varying district wise and it may happen that certain districts have similar nature of road accidents.
Time series constitute a series of data points collected or sampled at fixed interval. Monthly road accident counts of road accident for a certain period of time also constitute a time series data. The time series data of road accidents is very important to study as it can reveal the future trend of road accidents. This future trend can help in identifying the different regions where the road accidents is tend to increase or decrease so that preventive measures can be taken. This study uses time series data of 39 districts of Gujrat and Uttarakhand states of India. This data is extracted from the road accident data provided by GVK_EMRI [17] . This data consists of 60 monthly counts of road accidents from 5 year duration from Jan-2010 to Dec-2014 . It is difficult to analyze all the time series data of 39 districts individually and also based on the assumption that nature and trend of road accidents can be similar in some districts.
In previous work [10] , authors tried to remove the heterogeneity in road accident data using data mining techniques and used a framework using clustering and association rule mining techniques that is capable to remove the heterogeneity from road accident data. Those techniques can certainly reveal the hidden factors behind road accidents; but they can not reveal the trend of the road accidents in different locations. In this manuscript, we are trying to elaborate road accident counts data to identify different districts where the trend of accident is increasing throughout the years. So that more focus would be on these districts to overcome the accident trend. In order to do this, we have proposed a framework to analyze road accident time series data that uses both data mining and traditional statistical techniques. This framework inputs the road accident counts for different time series and then normalizes the time series. Further, it performs agglomerative clustering (AGNES) algorithm on 26 districts of Gujrat and 13 districts of Uttarakhand. Further a time series merging algorithm is proposed to find the representative time series (RTS) for each cluster. Finally, trend analysis is performed on every RTS of different clusters.
Data set
The road accident time series data is formed from the road accident data of Gujrat and Uttarakhand districts obtained from GVK-EMRI for the period of 5 years from Jan-2010 to Dec-2014. The 26 time series data were formed for 26 districts of Gujrat state and 13 time series data were formed for 13 districts of Uttarakhand state. Each time series has 60 monthly counts of road accidents for 5 year duration.
Proposed framework
A framework is developed for trend analysis of road accident data which is illustrated in Fig. 1 . The different phases of framework are discussed below:
Data preprocessing
Data preprocessing is one of the important task to be done prior to analyzing data. Data preprocessing leads to data cleaning such as removing noise, handling missing values and applying various data transformations in order to get the data ready for the analysis. Time series data also requires data preprocessing in order to get it normalized prior to the analysis. Normalization of time series prior to analysis assists in handling certain difficulties [19] such as amplitude scaling, noise, offset translation etc. Therefore, preprocessing prior to the analysis helps in getting the correct results. In order to normalize the time series data, z-score normalization method is used. Z-score method normalize a time series T = {t 1 , t 2 , t 3 , …, t n } into a normalized time series NT = {Nt 1 , Nt 2 , Nt 3 ,…, Nt n } such that where µ(NT) and σ(NT) are the mean and standard deviation respectively of normalized time series NT. The z-score formula for normalizing time series is given by Eq. 1.
Similarity measure for time series
A variety of popular similarity measures [20] are exist such as Euclidean distance, dynamic time warping (DTW), correlation coefficient and triangle distance metric (TDM) similarity measure for time series data. Similarity measure is very useful and important component in clustering time series data. The outcome of similarity measure is a proximity square matrix of n dimension where n is the number of time series. In this 
Euclidean distance
Euclidean distance is one of the popular and classic similarity measure used in various clustering algorithms such as K-means and hierarchical clustering. Euclidean distance can be defined as the distance between two points or vectors in Euclidean norm. Euclidean distance between two time series of equal length can be computed using Eq. 2 as follows:
the above equation calculates distance between two time series T1 and T2 of equal length of time sequence n.
Dynamic time warping
Dynamic time warping is another similarity measure for time series data which can measure distance between two time series objects even if their length is not similar [21] . The advantage of DTW is that in order to minimize the distance between two time series s i = {s 1 , s 2 ,…, s n ) and t i = {t 1 , t 2 ,…, t m } of length n and m respectively, it optimally align s i and t j . The dynamic programming is used to find the similarity distance between two time series in matrix A. Matrix A is initialized to A[0,0] = 0 and A[i, j] = infinity, where i and j is not 0. The distance between two time series objects can be calculated by recursively applying Eq. 3 as given below:
where A is an n × m matrix in which Euclidean distance metric is used to find the distance between s i and t i . The value of last cell A[n, m] represents the distance between sequence s and t.
Triangle distance metric
Triangle distance metric [22] is another popular similarity measure for time series data which considers time series object as a vector in n dimensional space. Consider st i = {st i1 , st i2 , ..., st in } be an standardized time series object defined as follows:
The TDM between two vectors ti and tj can be calculated using Eq. 4.
st ik ·st jk TDM can be defined as the cosine of a triangle between two vectors and its value ranges between 0 and 2. The more different two time series objects are, the higher the value of TDM is. A low score represents more similar time series objects while higher score represents dissimilar time series objects.
Hierarchical cluster analysis
Cluster analysis mainly concerns with the grouping of data objects into one or more groups. In clustering, the objects with similar properties are assigned to same group while data objects with different properties are allotted to different groups. There are various clustering algorithms such as partition based clustering, density based clustering etc. ) and the second one is O(2 n ), hence agglomerative clustering is faster than divisive clustering. We used agglomerative hierarchical clustering algorithm (AGNES) in our study. The main requirement for a hierarchical clustering algorithm is the similarity measure which takes important part in clustering process. In this study, we compare AGNES algorithm using seven versions using CPCC with Euclidean, TDM and DTW similarity measures. CPCC can be defined as a measure of the correlation between the Cophenetic distance of two time series objects and the original distance matrix. Table 1 illustrates the results from monthly road accident time series of 26 districts from Gujrat and 13 districts of Uttarakhand of India, which indicates that the performance of average AGNES algorithm is better than others with DTW as a similarity measure.
Time series merging
Cluster analysis results in homogeneous segments of the time series data. Each cluster consists of various time series objects that are similar in nature. Hence there is a need to form a representative time series which can represent the entire time series. To find the time series that can represent the entire cluster, a time series merging algorithm is formed, that takes DTW distance to calculate the closest time series. We took DTW for merging time series objects because of the results obtained from Table 1 . Also, an example of time series merging algorithm is given in Fig. 2 .
Table 1 CPCC results for different versions of AGNES algorithm
The number in italics shows the highest CPCC value for DTW, TDM and Euclidean distances under average version. Hence, Average AGNES algorithm using DTW has been selected for clustering the data because it has highest CPCC value
AGNES algorithm
Cophenetic correlation coefficient (CPCC) 
DTW TDM Euclidean

Trend analysis
Least square regression technique [23] is used to fit a trend line on the RTS for each cluster. Least square simply states that it looks for an optimal solution for the overall fit of data such that sum of the squares error (SSE) is least.
Regression line which is also called trend line describes the linear relationship between x and y data points (in our case road accident count is y and month is x). Regression line can be defined as where, ŷ is the value to be predicted, a is the intercept and b is the slope.
The trend line is used to predict the changes in y with the changes in x. Another factor to validate the accuracy of this trend line is coefficient of determinations (CoD) indicated by r 2 or R 2 . CoD is a number between 0 and 1 that determines how well data fit a statistical model. It can be calculated as:
where, SSE = (y i −ŷ i ) 2 and total sum of squares (SST ) = (y i −ȳ i ) 2 .
Results and discussion
Cluster analysis
Initially, we performed cluster analysis using AGNES algorithm on normalized time series of 13 districts of Uttarakhand and 26 districts of Gujrat state. Cluster analysis provides the homogeneous groups from the data, in which each group contains data with Table 2 .
Trend analysis
After clustering of states, we formed representative time series for each of the clusters, which collectively represent all the time series in that cluster. In order to validate the representative time series, we compared the trend of each time series in the cluster with the representative time series of that cluster, which is further compared with the merged time series obtained from simple average method. This comparison is given in Table 3 which illustrates that representative time series obtained from our proposed merging algorithms preserves the trend and performs better than simple average method. Further, we performed trend analysis on each representative time series. We tried to identify the difference between the clusters formed by AGNES algorithm. One of the differences that were found for Gujrat state is that all the districts with industrial areas have similar accident trends and they all are found in same clusters. Other difference is that districts which have more number of villages are in same clusters, and also they have different accident trends. A district "The Dangs" from Gujrat state which is also the smallest district is the only district in its cluster. Similarly, "Haridwar" district which is a famous pilgrimage place in India is also an only cluster in its cluster. Other clusters of Uttarakhand districts can be differentiate on the basis of tourist's locations, Hilly districts and Industrial districts.
A trend line describes the tendency of some events such as road accidents in our case. A trend line using least square regression technique on representative time series obtained using our time series merging algorithm for every cluster of Gujrat and Uttarakhand state has been fitted. A trend line for Gujrat clusters is shown in Fig. 3a -c, while trend line for Uttarakhand clusters is shown in Fig. 4a-d. Figure 3a illustrates that districts of Gujrat state in C1 has slightly negative trend for road accidents, while districts in C2 has a positive trend for road accidents. The third cluster of Gujrat state which contains only one district has slightly positive trend for road accidents. Similarly, for Uttarakhand state cluster C1, there is a slight improvement in number of road accidents and trend line shows that this trend will sustain in future time also. The districts in C1 are the industrial districts, which indicates that people are coming to these locations to get the job and hence the population is growing year by year, which results in high traffic and increase in road accidents. Trend for C2 and C3 is almost similar. The districts in C2 and C3 are the hill districts. Most of the road accidents in these areas are vehicle fall from height accidents. It major difference in districts of C2 and C3 is the number of road accidents. C2 has slightly more number of road accidents than C3. The similarity found in road accident nature of C2 and C3 is that in rainy weather the accidents counts increases slightly for both clusters. Also, in summer time, most of the traffic moves to the hill stations. Districts in C2 have more famous hill stations than C3. This may be the reason for more accident counts in C2 than C3. The 4th cluster C4 consists of only one district Haridwar. Although the trend line in Fig. 4d shows slightly decreasing trend for C4 but it has the high peak in the beginning of time series (Jan 2010-Apr 2010). We have identified that reason for this sudden peak which is not available for later years was a famous "KUMBH festival" [24] , which is repeated after few years. In this duration, the people from all over India visited Haridwar district for a holy bath in river Ganga [25] . One can assume that a huge traffic coming to the district which certainly results in large number of accidents which has illustrated in Fig. 4d . This festival will again be repeated in Jan 2016-Apr 2016. This means that number of road accidents will definitely be increased for this duration and government should take appropriate preventive measures to overcome the accident rate. 
