Quantum computers could potentially simulate the dynamics of systems such as polyatomic molecules on a much larger scale than classical computers. One of the central unresolved problems in developing quantum simulation algorithms has been constructing the necessary time evolution operators in enough detail for implementation in a quantum computer. This work presents a complete and very general solution to this problem: namely, a quantum computational algorithm for simulating an arbitrary Coulombic many-body system acting under the three-dimensional Schrödinger equation. We use the simplest discretized model and discuss detailed constructions of the operators involved. The algorithm is also implemented in MAT-LAB and tested against both analytical solutions and classical methods. Our algorithm can determine an arbitrary system's dynamics rather than merely associated constants, as investigated in previous literature. It can hence be adapted for electronic structure calculations, chemical reaction simulations, etc.
Introduction
In a classic paper, Feynman proposed that computers based on quantum mechanical principles could provide the most powerful and natural technology for simulating actual quantum systems [1] . Simulating molecules, whether their electronic structure or their behavior in chemical reactions, is a many-body problem of central interest in condensedmatter physics and chemistry. Because a quantum register of k qubits in parallel stores an amount of data exponential in k, the quantum computational approach can potentially be exponentially faster and more memory-efficient than classical methods such as Hartree-Fock. Despite that quantum computers can greatly advance simulations, a large problem remains: how to formulate the operators (quantum gates) needed for such simulations. In this paper, we present detailed schemes for constructing the relevant operators as well as numerical tests of the algorithm described.
The current research in this area has mostly gone toward establishing a rough theory behind quantum computational simulations of physical systems, but has produced few concrete results. Wiesner [2] , Zalka [3] , and Lloyd [8] have supplied a general theory that includes discretization techniques and the form of the time evolution equations. Otherwise, most other work has focused on existence theorems and bounds on the time or space complexity of such algorithms without addressing the form of the requisite operators [6, 8, 9 ]. An exception is Lidar and Wang's quantum algorithm for calculating rate constants [13] . The closest to concrete numerical results are due to Ovrum [4] and Aspuru-Guzik et al. [7] , who have simulated quantum computation of ground-state energies of the one-dimensional Heisenberg model and simple molecules, respectively. Still, none have addressed the computation of position-dependent wavefunctions for the systems in question.
Rather than calculating energies, our goal is the following: given the initial wavefunction of some number of electrons around some number of non-stationary nuclei confined to a finite volume in three-dimensional space, compute the wavefunction of the system after an arbitrary period of time. Quantum computationally, we can model the evolution of the system using the time-dependent Schrödinger equation to determine how some initial many-particle state evolves. Using the result of Kassal et al. [6] that quantum computers can simulate the complete molecular Hamiltonian for sufficiently many electrons and nuclei more efficiently without using the classical Born-Oppenheimer approximation, we consider the complete molecular Hamiltonian here. However, to simplify the problem, we use only the non-relativistic Coulomb Hamiltonian, whose terms include kinetic energies and electric potentials, and neglect spin-orbit effects.
Physical Formulation
In the general form of the Schrödinger equation, the HamiltonianĤ is a unitary Hermitian operator acting on states in a Hilbert space:
H|ψ(r, t) = ih ∂ ∂t |ψ(r, t) .
For simulating a molecule, we will use the following physical parameters to determinê H: {N e , r i } and {N n , R i } for the number and positions of the electrons and nuclei, respectively, and {Z i , M i } for the atomic numbers and masses of the nuclei. We will also need the following simulation parameters to determine the dimension of the Hilbert space and the evolution of ψ: T (the total time interval over which to simulate), N t (the number of small time increments), L (the bound on the dimensions of the system), and n (a precision parameter). Finally, let m e be the electron rest mass and e the elementary charge.
The full Coulomb Hamiltonian for a molecule consists of five terms representing electron kinetic energies, nuclei kinetic energies, and the potential energy of electronelectron, electron-nucleus, and nucleus-nucleus interactions:
wherê
Recall thatK =p 2 /2m, wherep = −ih∇ is the single-particle momentum operator. One of our goals is to make such operators precise in the context of quantum computing -what does the Laplacian ∇ 2 mean as a unitary matrix and a quantum gate? Quantum computers, like all computers, deal with discrete bits of information and can only store a finite number of states. Simulating systems on a quantum computer thus necessarily entails loss of precision. All operators, or gates, in quantum computing are unitary matrices, while wavefunctions are represented discretely as unit state vectors in a finite-dimensional Hilbert space encoded in a register of qubits.
Quantum Computational Method

Overview
The standard quantum approach is much simpler conceptually than classical methods, which typically involve systems of differential equations, eigenvalue equations, or potential energy surfaces. Wiesner [2] and Zalka [3] have outlined algorithms for simulating quantum many-body systems with the common element of diagonalization using the quantum Fourier transform (QFT). We both build on and rework their basic model by explicitly constructing the operators needed to carry out simulations.
To make the computations viable for a quantum computer, and for any computational physics algorithm, we must discretize the continuous variables position and time. We will do so by extending the common encoding scheme to three dimensions [15] . To deal with position, assume that all particles are confined to a finite volume, or an infinite potential well, in some coordinate system (0 ≤ x, y, z ≤ L). We divide up the intervals along each coordinate axis into segments of length δ so that δ = L/2 n , making 2 n subintervals along each axis (recall that n is a parameter chosen to reflect our desired precision). We hence partition the volume into many subvolumes, so that each amplitude of the state vector of a particle in the system specifies the probability that it will be found in the Cartesian product of subintervals along the axes (a small "box"). To deal with time, we divide the time interval over which we wish to simulate the system into many small intervals. Therefore, we approximate a continuous single-particle wavefunction ψ(r, t) by the state vector
normalized by a factor of ( i,j,k |ψ(r ijk , t)| 2 ) −1/2 , where
The one-dimensional position basis states |i , |j , and |k range over discrete positions on the x, y, and z axes, respectively, while |ijk denotes the tensored state |i |j |k ≡ |i ⊗ |j ⊗ |k . To obtain the best approximation, we assign the amplitude associated with each box to be the amplitude of ψ at its center. The initial state vectors of the electrons and nuclei are encoded in a register of qubits and inputted into the circuit. The easiest way to initialize the electron qubits is probably as a uniform distribution of all states, while it seems more physically sensible to initialize the nuclei qubits such that each nucleus has unit probability of being found in a given box. Despite the unit probability, the limit on the precision of the quantum computer still introduces uncertainty in the position.
For each particle, we input a register with n qubits for each of the x, y, and z intervals. The algorithm thus requires 3n(N e + N n ) total qubits. We only consider spatial degrees of freedom for each electron, and not spin.
Integrating the Schrödinger equation (1) gives the time evolution
For very small time scales , we can use the Trotter decomposition for matrix exponentials [15] to construct gates for each term of the Hamiltonian separately and apply them sequentially as unitary time evolution operators: 
It is not hard to show by Taylor expanding that the accuracy of this decomposition increases with the number of terms in the Hamiltonian. In order to carry out the algorithm, we choose a time interval T over which we wish to simulate the system and divide it up N t times into very small intervals = T /N t . At each of the N t time steps, our algorithm takes input states representing the state vectors of each electron and nucleus in the position basis and passes them through the gates that simulate each term of the Hamiltonian. One can repeat the entire algorithm many times and make measurements in order to determine a probability distribution for the electron and nuclei configurations, thus allowing one to predict the most probable molecular structure.
The section of our overall quantum simulator circuit corresponding to one time step is shown in Figure 1 (/ x denotes x wires in parallel), and our entire simulator circuit is shown in Figure 2 . The gateX represents the operator e For our purposes, the time evolution generated by the operator e − ī hĤ works only if the Hamiltonian is not a diagonal matrix. Otherwise, it will generate only an evolution by phase, leaving the initial amplitudes of the states unaffected. We now discuss this issue further.
Construction ofK e andK n
It is commonly noted [2, 3, 5, 6, 15] that transforming the state vector of the system to the momentum basis when applying the kinetic energy operator further aids imple- Figure 2 : The quantum circuit for the entire simulation algorithm mentation. Specifically, since position and momentum are conjugate variables, and thus Fourier transform duals, the kinetic energy operators in the factorized Hamiltonian can be written as
is the QFT of appropriate dimension providing the change of basis andP is the momentum operator as a diagonal matrix. Decomposing the kinetic energy operator in this manner reduces the Hamiltonian to diagonal operators and the QFT, which is efficiently implemented in O((log N ) 2 ) time on a quantum computer as opposed to O(N log N ) for a classical FFT [15] . However, the real problem is determining the form of the kinetic energy operator, which it appears none have addressed. Boghosian and Taylor give a clever alternative "quantum lattice gas automaton" (QLGA) model, which involves additional qubits that keep track of particle velocities [11] . Nonetheless, we have taken a different approach here since we wish to employ a simpler model that uses qubits only to encode positions.
It turns out that to determine full molecular dynamics, no useful time evolution will take place if one strictly assumes that energy is conserved in the system. If so, the total energy of the initial configuration is the only possible eigenvalue of the resulting molecular Hamiltonian used in the time evolution. Eigenstates of the Hamiltonian will not evolve, but the initial state of a bound system is always an eigenstate of its own Hamiltonian; hence bound systems such as molecules will evolve only trivially (by phase) under this assumption. Moreover, the entries of the kinetic energy operator in the position basis are then simply computed as the difference between the total energy of the initial configuration and the total potential energy due to any given configuration. This does not generate a valid time evolution since the overall Hamiltonian becomes a multiple of the identity matrix. To circumvent this problem, we must construct the kinetic energy operator as a non-diagonal matrix in the position basis.
We will determine the form of the momentum operator matrixP in analogy to the quantized −ih∇ operator for continuous wavefunctions by seeking a matrixD x that replicates the action of differentiation. First, consider the operator for a single particle in one dimension: i.e., along an x-interval of length L divided into 2 n subintervals of length δ. To obtain approximations for the derivative of the discrete-valued wavefunction at each point k (0 ≤ k < 2 n ) corresponding to a position basis state, define:
For the best accuracy, take
However, for the basis states at either end of the interval, the best possible approximation is
The action of the "discrete" derivative operator is thus described by
or in matrix form asD
In addition, we require that the matrix − ī h
be skew-Hermitian so that its exponential is unitary, which allows the kinetic energy operator to be realized as a quantum gate array. HenceP 2 must be symmetric, and we can make it so by sacrificing the derivative approximations ofD x at the endpoints. The corresponding momentum operator isP
The form of the kinetic energy operator follows immediately, and extending the kinetic energy operator to three dimensions is as simple as applying it to the qubits encoding the x-, y-, and z-coordinates of each particle separately. Since this construction takes place in the position basis, its implementation does not require a QFT.
To implement the kinetic energy operator e
as a set of quantum gates, where M is either m e or one of the M i , first note that
6
We see that
Using the Trotter decomposition yet again gives
where e −ξ|0 0| and e −ξ|2 n −1 2 n −1| are both single-qubit phase rotation operators. Furthermore, since each of theP i is a very sparse matrix, the e ξP i are block diagonal matrices representing two-qubit operations:
and I N denotes the N × N identity matrix. Hence we have decomposed the kinetic energy operator entirely into controlled one-and two-qubit gates. Since 2 n such gates act on each n-qubit register representing a position basis state along one coordinate axis, 3(N e + N n )2 n one-and two-qubit gates are needed to simulate the kinetic energy operator of the entire system. Though it may seem that the kinetic energy operator cannot be implemented as some number of elementary quantum gates non-exponential in any of the simulation parameters, this space complexity is in fact only linear in the number of subintervals along each axis, or the "absolute" precision N = 2 n , and hence very reasonable. That is, we only need to choose relatively small n to obtain a high precision N . It may be desirable for the wavefunction to obey boundary conditions such as ψ(0) ≈ ψ(2 n − 1) ≈ 0 along any given axis. If these boundary conditions are enforced, then D 0,+ ≈ ψ(1)/δ and D 2 n −1,− ≈ −ψ(2 n −2)/δ, making the matrixP off by only a constant factor of 1/2 in the entries in the first and last rows. Enforcing these boundary conditions could thus result in a more accurate approximation. One downside to this construction of the kinetic energy operator is that its endpoint error potentially propagates over the course of the simulation. However, the error only affects at most a fixed small number of basis states in the particle state vectors at every time step. Hence, for sufficiently large systems for which the number of possible configurations (basis states) greatly exceeds the number of times steps over which to iterate, the error should not noticeably hinder the simulation.
We now make a theoretical remark about the momentum operator that leads to an even more useful form for the kinetic energy operator. In the continuum limit that the dimension of the Hilbert space for our system approaches infinity,P will be exactly diagonalized by the QFT and thus will exactly satisfy the dynamics described by the Schrödinger equation. We show this as follows: letting D be the dimension of the Hilbert space, F be the QFT of dimension D, and α = −ih/2δ, we can writê
whereupon equation (7) gives
using the orthogonality condition j|k = δ jk for further simplification. Similar reduction shows that
where
It is a property of the roots of unity that 1 + ω + · · · + ω D−1 = 0 for ω = e i2πa/D where a is an integer ≡ 0 (mod D). Therefore, for non-diagonal entries of the matrix
For diagonal entries (j = k), S 1 (j, k) = S 2 (j, k) = D − 1, so that as D → ∞, the k th diagonal entry becomes
Thus FP F † is a diagonal matrix with real eigenvalues in the continuum limit, as expected physically. Now that we have explicitly determined these eigenvalues, we can, alternatively, construct the kinetic energy operator from QFTs and a diagonalP matrix with entries of this form in the momentum basis. Because these eigenvalues have been derived by considering the continuum limit, such a construction is less prone to error than the approximation based solely on the discrete derivative matrix described above. In particular, this latter construction eliminates "endpoint error." We thus use this diagonal construction in our numerical tests.
To numerically demonstrate the accuracy of our approximation for e − ī hK , we use it to determine a time evolution for a one-dimensional "particle in a box" in MATLAB, an elementary problem with very familiar analytical solutions. For an initial input in a uniform superposition of all states, the resulting probability densities |ψ(x)| 2 correlate very well with those of the continuous sinusoidal eigenfunctions ψ a = 2/L sin(aπx/L) of corresponding energies E a = a 2 h 2 /8mL 2 , where a is a positive integer. We enforce the boundary conditions by introducing a potential energy operator that takes an arbitrarily large value at the endpoints and is zero elsewhere, thus replicating an infinite potential well. As n increases, the probability densities seem to correspond to eigenfunctions with larger a (higher energies), depending on the number of iterations. A possible explanation for this fact is that since the position uncertainty of the particle decreases with the quantum computer's precision n, its momentum uncertainty increases accordingly. Figure 3 shows the probability densities for a particle in a box evolved under the time evolution operator consisting ofK andÛ constructed as described above. To conclude, future algorithms could also employ statistical techniques such as the virial theorem to construct the kinetic energy operator for complicated systems.
Construction ofÛ ee ,Û nn , andÛ en
The potential energy factors of e − ī hĤ are more straightforward, but the Coulomb interactions considered are necessarily nonlocal. Constructing the relevant matrices consists simply of reformulating the Hamiltonian terms (2) for discretized position vectors and consistently assigning indices. We will use r p ≡ r ipjpkp (R p ≡ R IpJpKp ) as shorthand, where i p j p k p (I p J p K p ) is a bit string corresponding to the binary representation of some index describing a position basis state, or box, of the p th electron (nucleus). Recall that the position vector r ijk is defined in equation (4) . Also, let A[m] denote the m th diagonal entry of matrix A.
Û ee is most easily constructed as an operator on the state vector of the entire system of electrons, or as a 2 3nNe × 2 3nNe diagonal matrix whose entries give the total potential energy due to any of the 2 3nNe allowed configurations of electrons. If the "configuration basis state" (a tensor product of many position basis states)
represents one of the many possible electron configurations, then
We also need to deal with those diagonal entries that represent configurations of the electron system in which two or more electrons are found in the same "box" of volume (i.e., when |i p j p k p = |i q j q k q and hence r p = r q for some p, q). Since each box is the upper bound on the precision of our quantum computer, it cannot distinguish between the positions of two electrons in the same box. However, we are guaranteed by the Pauli Exclusion Principle that no two electrons will occupy the same state simultaneously, even if found within the same box, so we can set the potential between two such electrons to some approximate large, but finite, value. For example, we can replace the undefined term e 2 /4π 0 r p − r q with the approximation e 2 /4π 0 δ. Analogously,Û nn takes the form of a 2 3nNn × 2 3nNn diagonal matrix acting on the state vector of the entire system of nuclei such that
The operatorÛ en acts on the entire system of both electrons and nuclei, finding representation as a 2 3n(Ne+Nn) × 2 3n(Ne+Nn) diagonal matrix whose entries encode the total electron-nucleus potential for all possible configurations of all particles:
We can construct quantum circuits for any diagonal operator using sequences of multiple-controlled gates where the controls range over every combination of control qubits, but this system scales exponentially. Finding an implementation of the Coulombic potential energy operators that scales polynomially with the number of qubits is not as straightforward as with, for example, the harmonic oscillator potential, the latter case having been analyzed by Benenti and Strini [5] . Their argument is easily extended to power-law potentials of the form V (x) = ax r where r is a positive integer. The difficulty with the Coulomb potential lies in r being negative, which prevents easy factorization of the operators into products of phase-shift gates acting on a fixed number of qubits, even after introducing ancillary qubits.
Nonetheless, we can utilize redundancy to implement the potential energy operators more efficiently. As an example, consider the following three-qubit phase shift operator with "redundant" entries: 
The naïve method of constructing this diagonal operator is to use the first two qubits as controls for phase shift operators on the third qubit, resulting in four gates acting on the third qubit. A more efficient scheme is shown in Figure 4 , using the single-qubit gatesθ
Because there are many configurations of our molecular system with the same potential energy, the potential energy operators also have many redundant entries. In fact, let U be one ofÛ ee ,Û nn , andÛ en , and let the corresponding N be N e , N n , or N e + N n .
meaning that the potential energy operators are symmetric about the antidiagonal. This is easily seen by noting that the indices of the states |x and |2 3nN − 1 − x are simply bitwise complements, meaning that by symmetry, they represent reflected versions of the same molecular configuration, each of which has the same potential energy. This observation reduces the number of gates needed by a factor of two, and similar optimizations could lead to much more efficient implementations of the potential energy operators. It is unknown whether nonlocal potential energy operators such as these can be implemented in a polynomial number of resources; Lloyd demonstrated efficiently-scaling implementations for local interactions [8] . However, we next give a simple heuristic argument that such an implementation is not impossible. 
Complexity
Lastly, we examine the time complexity of our algorithm. Because we would like to simulate arbitrarily large systems, the following variables are expensive: N e , N n (in addition to the atomic numbers Z i ), and the desired "absolute" precision N , or the number of subintervals along each coordinate axis. The precision parameter n can be computed as log 2 N ; since n is not one of the variables that we directly adjust, it does not factor into the time complexity. We have already seen that the kinetic energy operators are linear in N , both the diagonal form with the QFT and the non-diagonal form without the QFT but after using the Trotter decomposition. Naïvely, the potential energy operators scale exponentially with N e and N n , but it may be possible to find a more efficient implementation. Specifically, the number of distinct values of the potential energy of the system scales polynomially if we restrict our calculations to some precision ∆U . Then, despite the exponential number of particle configurations, their potential energies only assume a polynomial number of values, allowing us to employ redundancy to implement the potential energy operators efficiently. To see how this might work, let e = e 2 /4π 0 . At most, the potential energy of the entire system will be
which would only arise if the electrons and nuclei each formed separate clusters to make the electron-nucleus interaction negligible. Likewise, assuming there are at least as many electrons as nuclei, the least potential energy of the system might go like
(the exact expression is not important). We would like to determine some increment ∆U so that the number of possible potential energies of the system between U min and U max , to a precision of ∆U , is (U max − U min )/∆U and becomes polynomial in the "expensive" variables. The smallest possible change in potential energy between two different configurations of the particles occurs when two electrons are separated by a large distance and one of them is very slightly displaced. The maximum distance between the two electrons is of order L, and the minimum displacement is of order δ. Let the initial r vector between the electrons have length L and let the final one have length L . The minimum change in distance L − L occurs when the displacement vector of length δ makes approximately a right angle with the initial r vector, so that
This assumption is justified because the angle θ between the initial r vector and the displacement vector for which L = L is such that cos θ = δ/2L 1, so the angle that minimizes L − L can be made arbitrarily close to π/2. Then the minimum change in potential energy due to this small displacement is
whence
where P (N e , Z 1 , . . . , Z Nn ) is some polynomial expression of the arguments with constant factors absorbed into it. Hence it may be possible, albeit difficult, to construct the potential energy operators in a number of gates polynomial in N e , the Z i , and N as long as we restrict the precision of the potential energy values to ∆U and utilize redundancy effectively.
We have now shown that it is possible to implement all the Coulomb Hamiltonian operators in polynomial time, even with nonlocal potentials, which compares favorably to the results obtained by Kassal et al. [6] .
Numerical Results
The algorithm described in this paper has been simulated in MATLAB, and its results have been compared with analytical solutions as well as those produced by classical computational methods. Though we use our algorithm to determine the electronic structure of molecules, it could also be used to model intermolecular interactions and various other dynamics. We refer to these electronic structure calculations as "dynamics" because they rely on letting the system evolve, thus using dynamics to predict the static properties of molecules.
To be precise, we have implemented a "semi-quantum" algorithm in MATLAB that uses fully quantum encoding and operators but the classical clamped-nucleus BornOppenheimer approximation, since we are lacking in computational resources to simulate the full quantum box model. We thus include only the termsK e ,Û ee , andÛ en in the Hamiltonian. Also, we carry out the simulation in two dimensions both to reduce the space complexity and for easier visualization. The results of the semi-quantum algorithm for four very simple molecules are displayed in Figure 5 . The scaling of the axes and the fundamental constants in atomic units have been adjusted to suit MATLAB's precision. In effect, these plots show cross-sections of three-dimensional orbitals, where each square represents an electron position basis state. The very limited precision of the classical computer does not provide a detailed picture of the orbitals, but the results corroborate well qualitatively with known results, as the plots all exhibit symmetry with respect to the nuclei. The simulated hydrogen orbital appears to represent an excited state, but the four lobes may either show the electron in the 3d subshell or reflect errors in the simulation. This brings up a question that we have not yet investigated: that of simulating both ground and excited states of molecules, which would ideally correspond to discrete energy values. The energy of the output state could depend on several variables such as the total energy of the system's initial configuration, the precision N , or the time interval and time increments over which we simulate the evolution of the system. By adjusting the input qubits to represent an initial configuration with a desired energy, we can possibly simulate states with arbitrary energies. An alternative approach is Zalka's proposed "energy drain" method, which might allow a simulated system to decay into its ground state by coupling it to an external "reservoir" [3] . Note that the simulated molecular orbital for H + 2 resembles a simple linear combination of hydrogen atom orbitals in the same excited state. In order to simulate H 2 and H + 3 efficiently, the precision was decreased by a factor of four. In these latter two plots, the greatest electron density appears to be in the center, where the atomic orbitals overlap. Compare the plots of Figure 5 to the classical results of Figure 6 . The first image shows the exact electron density of a hydrogen atom corresponding to a 3d orbital. In two dimensions, the wavefunction of the hydrogen atom with quantum numbers (n, , m) = (3, 2, 1) is ψ(r 0 , θ) = ηr 2 0 e −r 0 /3 sin 2θ where a 0 is the Bohr radius, r 0 = r/a 0 , and η is the normalization factor. For the hydrogen molecule ion, we have simply plotted a linear combination of the same exact 3d hydrogen orbitals. The last two plots are outputs of Hartree-Fock and variational methods.
Here is another possible explanation for why the simulated orbitals do not appear to be in the ground state. The high amount of discretization necessary for efficient implementation on a classical computer leads to crude approximate wavefunctions for which the expectation value ofĤ always exceeds or equals the ground state energy, by the variational principle. Increasing the precision may allow the output state to approach the ground state. We can observe this trend by solving the eigenvalue equation H|ψ = E|ψ , usingĤ as described in this paper, and finding the minimum eigenvalue in the spectrum {E i } to obtain an approximation for the ground-state energy of the hydrogen atom. Taking the continuum limit should give the exact value. In Figure 7 , we have plotted the minimum eigenvalues as a function of the precision parameter n, as determined in MATLAB. The energies seem to approach a ground-state energy, but due to the scaled units we have used, the exact values are uninformative.
This apparent convergence suggests that the quantum algorithm of Abrams and Lloyd for calculating eigenvalues of Hermitian operators [10] could be applied to our molecular Hamiltonian to determine ground-state energies. See also the extended discussion in [7] . 
Conclusion
In this paper, we have described and implemented a purely quantum algorithm for molecular dynamics simulation that is much more detailed than previous models. In particular, we have constructed the relevant operators for the non-relativistic Coulomb Hamiltonian for arbitrary many-body quantum systems and demonstrated their use in electronic structure calculations. These operators are fully quantum and rely on no classical approximations for implementation on an actual quantum computer. We have proposed efficient ways of realizing them as quantum gates (with polynomial time/space complexities) and proven the exactness of the kinetic energy operator in the continuum limit. Lastly, we have simulated the algorithm in MATLAB and compared its outputs to classical results. The simulation model investigated here (the "box" model) is perhaps the simplest and most intuitive; an alternative that requires more qubits is the QLGA discussed by Boghosian and Taylor in [11] and [12] .
There are some directions for further investigation. First, it would be worthwhile to find explicit polynomial-time implementations of the potential energy operators using the heuristic argument given here. In the worst case, if optimizations based on redundancy reduce the gate sizes by only a constant factor, one could use asymptotically optimal constructions for arbitrary diagonal operators [14] . Second, it should be possible to incorporate smaller terms into the Hamiltonian inĤψ = ih∂ t ψ, which we now sketch. Again, the general idea is to reformulate continuous operators as matrix operators. The Pauli Hamiltonian includes spin terms, while the Dirac Hamiltonian includes both relativistic and spin terms [16] . In the former case, one extra qubit is required for each electron's register to encode its spin; in the latter case, two extra qubits are required to represent positive-and negative-energy states as well as spin up or down. The electron wavefunctions thus reside in the tensor product Hilbert spaces H r ⊗ H s and H r ⊗ H ⊗2 s , respectively, where H r is 2 3n -dimensional and H s is two-dimensional. This results in two-or four-component spinor wavefunctions where each component is itself a position-dependent wavefunction. The Pauli Hamiltonian for a single electron iŝ
It includes spin-orbit effects by making the standard substitution P → P + e A/c ≡ π where σ = (σ x , σ y , σ z ), P = (P x ,P y ,P z ), A = (Â x ,Â y ,Â z ), and B = (B x ,B y ,B z ) are operator-valued vectors of Pauli matrices,P matrices, magnetic vector potential operators, and magnetic field operators. Recall that the magnetic vector potential is defined in the continuous sense by B = ∇ × A. The momentum operators in each of the three spatial dimensions act only on the qubits encoding the electron's position in that dimension. Namely,P x =P ⊗ I 2 2n ,P y = I 2 n ⊗P ⊗ I 2 n , andP z = I 2 2n ⊗P , withP defined in equation (13) . The potential energy operator is a 2 3n × 2 3n matrixÛ e ≡ −eφ.
Because the Pauli matrices act on the spinor components as if they were scalars, we need to make the matrix dimensions consistent for implementation in a quantum computer. We can do so by writing (using Einstein's summation convention)
The new time evolution operator is now e − ī hĤ spin . Similarly, the relativistic Dirac Hamiltonian for an electron in an electromagnetic field gives the full correction:
where γ µ are the gamma matrices with µ = 0. We can reformulate these operators in terms of matrices of the correct dimension aŝ H relativistic + spin = γ 0 mc 2 ⊗ I 2 3n + (γ 0 γ µ ⊗ I 2 3n )(I 4 ⊗π µ c) + I 4 ⊗Û e .
We have not discussed the construction of the components of A, of which both the interpretation and computation are challenging. UnlikeÛ , which specifies a value for each configuration of the system, A specifies the magnetic vector potential at every point in space (for every position-dependent electron wavefunction it acts on), which varies with the configuration of the entire system. Furthermore, both the position and the velocity of every particle in the system makes a nonlocal contribution to the magnetic vector potential at every point. Implementing A might therefore require an entirely new model that uses qubits to encode more than just position basis states, but if so, it could involve intractably large operators. Finally, these corrections we have described account only for electron spin -dealing with nuclear spin is more work. Using corrections like these, we hope that quantum computers can eventually analyze how atoms and molecules interact, as well as their electronic structures, bond lengths, and geometries.
