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Measuring External Shocks to the City
Economy: An Index of Export Prices and
Terms of Trade
Anthony Pennington-Cross

George Washington University, Washington, DC

Abstract
This paper details the construction of an index of export goods prices (the Export Price Index or EPI) for a panel
of 196 metropolitan areas from 1977 to 1992. The EPI is an indicator of external demand shocks to the city
economy which does not suffer from the causal ambiguity of the endogenous indicators such as income,
employment or output. The creation of an index of aggregate export prices, the EPI, for the panel of areas
provides both academicians and policy analysts with a new exogenous indicator that identifies demand price
innovations and the terms of trade shocks to cities.

The Export Price Index
The myriad of factors that affect economic activity in cities makes simple indicators such as output, employment
or income of limited use to either the practitioner or academician. It is difficult, if not impossible, to determine
why a city is growing or declining based upon these endogenous indicators because they simultaneously reflect
supply, demand, and external shocks and internal shocks. In contrast, exogenous indicators of shocks to the city
economy provide a clear picture of external forces on a city's economy and make it possible to separate internal
and external shocks.
This paper develops an indicator of external demand shocks to the city economy. With an exogenous indicator
of demand shocks to individual cities it is easier to determine whether a downturn or upturn is due to factors
within the city economy (internal factors such as taxes, expenditures, education, age, infrastructure, regulations,
crime, etc.) or factors outside the city (external factors such as the demand for tradeable goods and the price of
goods imported into the city).
One of the most important external causes of change in a city's economic activity is the terms of trade facing the
city. Terms of trade shifts can be measured through changes in (1) the price of tradeable goods produced in the
city and exported to other areas, and (2) the price of imported goods, particularly imports of intermediate
product. Projections of tradeable and imported goods prices can be used to forecast the future of a city. The
problem for research and statistical analysis of cities is that, while economic theory of the sizes and types of
cities suggests that changes in the terms of trade are important, there are no readily observable measures of
terms of trade for cities.1 This paper develops a measure of the terms of trade a city faces and tests for the
importance of terms of trade to city development and growth.
For economists the gap between theory and statistical work is illustrated in works by Henderson (1985, 1988)
and Glaeser, Kallal, Scheinkman and Schleifer (1992). They estimate single equation models of aggregate urban
production functions or the derived demand for labor. But capital, labor and wages are not exogenous, leading
to potential simultaneous equations bias. Without the existence of a demand shifter, Henderson is forced to
estimate cost functions for individual industries (two digit Standard Industrial Classification (SIC)) and cannot
unify his system into a simultaneous equation model. As Henderson (1985, p. 108) states, "Although obviously it
would be desirable to integrate the two sides (demand and supply) and estimate simultaneously, data
availability prohibits this, not to mention complexity."
For both the practitioner and academician the need for measures of key external factors that drive changes in
the urban economy is paramount. The price of tradeable goods is an ideal candidate because it is determined
outside the city and shifts demand for goods and services exported from the city. From the price of tradeable
goods the terms of trade can be generated by comparing the price of goods exported from a local area to the
price of all tradeable goods. As the terms of trade (i.e., relative export-import prices) for each city improve
(deteriorate) the city experiences positive (negative) shocks.
The following sections introduce a tradeable goods price index, detail the method used in construction of the
price index, illustrate some salient characteristics of the price index and suggest possible extensions to less
developed countries.

The Price of Tradeable Goods: The Export Price Index
The Export Price Index (EPI) proposed here is a weighted price index of goods exported from individual
Metropolitan Statistical Areas (MSAs). It identifies all goods and services (industries) that are exported from
each MSA and then weights each industry's national price by its share of city export employment to create a
unique price for export goods for each MSA. The EPI is defined as follows:

[𝑃𝑃𝑖𝑖′ ][𝑊𝑊𝑖𝑖𝑖𝑖 ] = [𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟 ] (1)

where vector 𝑃𝑃𝑖𝑖 is the national prices of output for industry 𝑖𝑖, matrix 𝑊𝑊𝑖𝑖𝑖𝑖 represents the export weight for
industry 𝑖𝑖 and area (MSA) 𝑟𝑟, and the vector 𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟 represents the export price index for each area 𝑟𝑟. The weights
(𝑊𝑊𝑖𝑖𝑖𝑖 ) for each industry price will vary by region and are determined by the industrial structure of the area. The
weights in 𝑊𝑊𝑖𝑖𝑖𝑖 identify the export industries for each area from a list of all (local and tradeable) four digit SIC
codes (industry detail level) and assign each export industry an importance determined by the industry's
estimated share of export employment in the area. The resultant product, 𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟 , provides an aggregate price
index of export goods from each region.

The 𝐸𝐸𝐸𝐸𝐸𝐸 has been computed for 196 areas from 1977 to 1992, yielding a 196 by 16 panel data set. With the use
of the EPI a major external factor affecting cities is identified and the accuracy and completeness of statistical
work can be enhanced by the existence of a tradeable goods demand shifter.

Construction of the EPI
The principles used to guide construction of the EPI are that it be simple, mechanically reproducible,
transparent, flexible enough to be implemented in other countries, and available in an extendible panel data set.
To create the export price index at the MSA level, three main ingredients are needed: (1) the national price for
each possible export industry; (2) the identity of the export industries for each MSA; and (3) the weight assigned
to each industry reflecting its relative importance in MSA exports. A unique aggregate export price for each MSA
is created with this information.

The National Prices of Export Goods

Annual values of the prices of possible tradeable export goods are collected from three sources: (1) Producer
Price Index (PPI); (2) Consumer Price Index (CPI); and (3) Sector Prices. All three are produced by the U.S.
Department of Labor, Bureau of Labor Statistics (BLS). The Sector Prices are prepared by the Office of
Employment Projections.2 Each of the sources for prices has its own unique product or service price codes to
organize the data. These price codes do not relate in a consistent, all inclusive, or mutually exclusive way to SIC
codes. The prices must be matched to the SIC codes because the weights (𝑊𝑊𝑖𝑖𝑖𝑖 ) are derived from SIC
employment levels to capture the importance of industrial structure. To aid in this process of matching PPI, CPI
and Sector Price codes to SIC codes, BLS provides a series of translation tables. Because the codes from each
price source may overlap or even not exist in the translation tables, the following search order is used: (1) match
in PPI/SIC translation table; (2) match in Sector Price/SIC translation table; (3) manual search through SIC
Manual 1987 and the PPI code descriptions for a match; and (4) manual search through SIC Manual 1987 and
the CPI code descriptions for a match. The manual searches become necessary when no match is found in the
translation tables themselves. If, after the manual searches, no relevant price is found, the industry is dropped
from the analysis. See Appendix A for a list of dropped industries and the subsequent section on caveats for an
overview of what types of industries are not included in the analysis. All prices are end of the year. Three
hundred twenty-six PPI, fifty-four Sector Price and forty-nine CPI price codes are used to create the industry
level prices (𝑃𝑃𝑖𝑖 ). If two or more price codes are associated with a single SIC, they are averaged.

The Identity of Export Industries

To identify export industries, location quotients (LQ) are used.3 The LQ is the share of employment of industry 𝑖𝑖
in region 𝑟𝑟 divided by the same industry employment share for the nation. Any LQ greater than one is taken to
identify an industry that exports at least part of its product out of the MSA. LQs are computed for the year 1987
using data collected from the U.S. Army Corps of Engineers Construction Engineering Research Laboratory
(CERL) and CERL's Economic Impact Forecast System (EIFS).4 All data used to calculate LQs are organized by SIC

code at the four digit level. This level of detail is desirable because it creates more homogeneous product
categories.

Industry Weights

After each export industry is identified and its national price is collected, a weight needs to be assigned to each
industry in each MSA. The ideal weight would be the fraction of all export value added in the industry but,
because this is not readily available, a technique using LQs is applied. The weight assigned to each identified
export industry in each MSA is the estimated export employment for industry 𝑖𝑖 divided by the total export
employment in the whole MSA or the industry's share of MSA export employment.
𝑥𝑥𝑖𝑖𝑖𝑖 = (1 − 1/𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 )𝑒𝑒𝑖𝑖𝑖𝑖 = (𝑒𝑒𝑖𝑖𝑖𝑖 /𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑟𝑟 /𝑒𝑒)𝑒𝑒𝑖𝑖 (2)
𝑤𝑤𝑖𝑖𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑖𝑖 ⁄𝑥𝑥𝑟𝑟 = 𝑥𝑥𝑖𝑖𝑖𝑖 / ∑𝑖𝑖 𝑥𝑥𝑖𝑖𝑖𝑖 (3)

where 𝑖𝑖 and 𝑟𝑟 are the industry and MSA, 𝑥𝑥 is the estimated export employment, 𝑤𝑤 is the weight, and 𝑒𝑒 is
employment. If 𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 is less or equal to one, 𝑤𝑤𝑖𝑖𝑖𝑖 and 𝑥𝑥𝑖𝑖𝑖𝑖 equal zero.5 The share of estimated export employment
will be very small for industries with very little identified export activity (small LQs) and very large for industries
with substantial export activity. Thus, the most important export industries affect the 𝐸𝐸𝐸𝐸𝐸𝐸 the most, while those
that produce goods and services mostly for local consumption have little effect.

Location Quotients
Location quotients are typically used to measure the economic base of a region when surveys or interregional
trade flow data arc not available. Richardson (1985) identifies the following assumptions needed to estimate
equation (2) accurately: productivity and consumption per employee in the region must be the same as national
levels for each industry 𝑖𝑖, the nation must be neither a net exporter nor a net importer of 𝑖𝑖, and if region 𝑟𝑟
exports 𝑖𝑖 then all of 𝑖𝑖 consumed locally must be produced locally. As a result of these stringent requirements
traditional estimates can greatly underestimate exports (Tiebout 1962; Greytak 1969; Leigh 1970; Isserman
1977; Gibson and Worden 1981; and Bloomquist 1988). Most of these studies have used extremely aggregated
definitions of industries (two digit SIC). This instantly creates cross hauling problems and violates the last
assumption noted above. Bloomquist uses four digit SIC data from EIFS to help alleviate the cross hauling
problem. In comparing the LQ technique to the Minimum Requirements (MR) technique, Bloomquist finds that
estimates of economic base multipliers differ on average by 6% for a sample of 315 MSAs.6
In the end, neither the MR nor LQ techniques have proved completely satisfactory for estimating export
employment or economic base multipliers. But in the EPI: (1) the four digit SIC is sufficiently disaggregated to
alleviate problems of cross hauling greatly; and (2) export employment for an industry is used only relative to
other export employment, and not in pure levels. Thus, any proportional element of bias common to all
industries will not change the weight used to form the EPI. In contrast, if the LQ technique chronically over
estimates exports for one industry and under estimates for another, the EPI will be overly responsive to the
former and under responsive to the latter industry. The availability of the LQ technique at such a detailed (four
digit SIC) level makes it an attractive mechanism to identify export industries, whether they be the traditional
export goods or more service/ entertainment goods like gambling establishments in Las Vegas, NV.

Caveats: Static Industrial Structure and Excluded Industries

The weights used are determined by a snapshot of the industrial structure of the MSAs provided by County
Business Patterns for 1987. The timing of this snapshot could bias results if industries are affected differently by
the stage of the business cycle in 1987. This will not be an issue for the larger MSAs that have a diverse industrial
structure. This problem should also be mitigated by the typically slow changes in industrial structure at the
aggregate level of the MSA.

Not all four digit SICs are included in the EPI even if 𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 > 1. One group of industries is excluded because they
involve locally produced and consumed goods. This includes court system activities, construction, and utilities.
Another group of industries is excluded because no price could be located or the price was reported for only a
portion of the time period. A rough grouping of most excluded four digit SICs includes: (1) mining services; (2)
military hardware; and (3) very vague categories of retail and second hand stores. In total, 84 four digit SICs are
not included but were identified as export industries. See Appendix A for a complete list of industties not
included in the analysis. Note that a few are listed as "BAD SIC." This indicates that the EIFS system identified the
codes but they are not listed in the SIC Manual 1987.

Descriptive Statistics
Simple descriptive analysis of the 𝐸𝐸𝐸𝐸𝐸𝐸 can be used to characterize the price index and inform recent debates on
metropolitan growth patterns. For example, Glaeser (1994) has observed that larger cities with higher income
per capita have had greater increases in income per capita than smaller cities. Table 1 and Figure 1 of this paper
show that larger cities consistently experience greater increases in export prices than smaller cities. Whether
this relationship shows the ability of larger cities to receive favorable shifts in the terms of trade or more
complex phenomena related to net agglomeration economies is left for further research,7 but it may be related
to Glaeser's observation. For the policy analyst and academician, these descriptive statistics or stylized facts help
to isolate the determining factors of the city economy and to characterize the uniqueness of different types of
cities.
Table 3 highlights the MSAs that experienced the largest and smallest increases in the 𝐸𝐸𝐸𝐸𝐸𝐸 and provides a link to
the analysis on industrial structure and size in the following sections.8 Three stylized facts emerge from Table 3
and are analyzed in the following sections: (1) MSAs containing agricultural or oil, petroleum and gas complexes
encounter a negative and permanent price shock and a worsening of the terms of trade in 1986; (2) MSAs
containing the gambling services complex experience large and persistent positive price innovations and an
improving terms of trade; and (3) larger MSAs have greater increases in the EPI than smaller MSAs. All of these
results are linked to the concept that the performance of an area is tied to its industrial structure, because the
EP1 itself is constructed from industry specific prices.
Figure 2 shows alternative price indexes that can be compared with the EPI. The EPI reported is the
𝐸𝐸𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 (𝐸𝐸𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 = [Σ, 𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟 ]/196), an unweighted average of all MSAs. The CPI and PPI are included because
they are components of the EPI. The Sector Prices are not shown because an aggregation technique is not
available from the Office of Employment Projections. The Employment Cost Index (ECI) for metropolitan areas
provides a benchmark for labor market conditions.9 In general, it is a series that includes wages, salaries and
employee benefits aggregated to create the cost index. The average ECI for metropolitan areas will wash out the
unique characteristics of each area and meld together both the internal forces on employment costs and the
external effects as measured by the EPI.
As expected the EPI lies between the CPI and PPI but it does not seem to be dominated by any of its contributing
factors. While all the price indexes follow an upward trend, employment cost shows the least variation in rate of
growth as it increases at a fairly constant rate.

Price Profiles by MSA Industrial Complex

MSA level indicators can be used to determine the extent to which demand shocks to metropolitan areas
deviate from the national average. If these shocks were the same across all MSAs, then MSAs would mimic the
rest of the nation and there would be little reason to study and collect city, MSA or regional indicators.

A significant source of differences across MSAs is industrial composition. These differences can be illustrated by
examining seven examples of types of complexes: (1) agricultural; (2) automobile, motorcycle and recreation
vehicles; (3) oil, petroleum and gas; (4) metals--primary and fabricated; (5) gambling; (6) paper; and (7)
computers and computer parts. Each industrial complex is defined by four digit SIC codes relating to the
complex. LQs are calculated for all four digit SIC codes for each MSA. For an MSA to contain an industrial
complex at least one of its LQs for a four digit SIC code included in the definition of the complex must be greater
than ten; simultaneously the same SIC must be responsible for at least 4% of the MSA's export employment. The
LQ requirement guarantees that the MSA exports the good, but it does not guarantee that it is an important part
of the local economy. The minimum employment requirement is added to make sure that a substantial
percentage of the value added in the MSA is related to the industrial complex.
Table 2 contains, by SIC code and industry, the definition of each sample industrial complex. For example, the
SIC 02 defines one of the industries included in the agricultural complex. This means that any area with a four
digit SIC under the umbrella of 02 from 0201 to 0299 with 𝐿𝐿𝐿𝐿 > 10 and share of export employment over 4%
contains the agricultural complex. Using these requirements, each complex contains an average of 16 MSAs,
varying from a low of three for gambling to a high of twenty-nine for agricultural. An MSA can contain more than
one complex. Gambling is included, even though it is not a traditional "industrial complex," because of its
increasing popularity (and legality) and the growing success of Las Vegas, Reno and Atlantic City as vacation and
tourist meccas. See Appendix B for a complete list of MSAs in each industrial complex.
Figures 3 through 5 compare export price profiles of the national average (𝐸𝐸𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 ) to the average for all areas in
an industrial complex. The price profiles vary greatly by industrial complex. MSAs that contain the gambling
complex experience a positive price deviation from the national average, while agricultural and oil experience a
negative price deviation and auto, metal and paper areas experience no significant price deviation.

Price Profiles by MSA Size

In addition to categorizing MSAs by industrial structure, MSAs have traditionally been identified by their size.
Table 1 and Figure 1 separate MSAs into five groups: (1) 𝑒𝑒 < 100,000; (2) 100,000 < 𝑒𝑒 < 200,000; (3)
200,000 < 𝑒𝑒 < 500,000; (4) 500,000 < 𝑒𝑒 < 1,000,000; and (5) 𝑒𝑒 > 1,000,000; where 𝑒𝑒 is employment
from EIFS.

Table 1 and Figure 1 illustrate that for each successively larger city size category, the average annual increase
and total increase in the EPI is progressively greater. It is important to note that these export prices are
exogenous to conditions in the city economy. Therefore, the price increases themselves cannot be caused by
any individual city, but may be related to the general characteristics of cities of particular types and sizes. For
every year except 1990 the EPI increased more for the larger areas. Price profiles of MSAs by industrial complex
and size help to identify determining factors of city economics and characterize the uniqueness of individual
MSAs. For instance, the largest cities have the fastest increasing export prices and MSAs with agricultural
complexes have suffered what appears to be a long term fall in relative export prices.

Reduced Form Model of Employment
To conduct a simple test of the explanatory power of the EPI and the terms of trade, the following pooled time
series cross section reduced form equation is estimated.
𝑒𝑒𝑟𝑟𝑟𝑟 = 𝛽𝛽𝑒𝑒,𝑡𝑡−1 𝑒𝑒𝑟𝑟𝑟𝑟−1 + 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟 + 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 + 𝛽𝛽𝑟𝑟 𝑖𝑖𝑡𝑡 + 𝛽𝛽𝑅𝑅 𝐼𝐼𝑡𝑡 + 𝛽𝛽𝑇𝑇 𝑇𝑇𝑡𝑡 + 𝐵𝐵ℎ ℎ𝑟𝑟𝑟𝑟 + 𝛽𝛽𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟 + 𝛽𝛽𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟 +
𝛽𝛽𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟 + 𝛽𝛽𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟 + 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 + Σ𝑟𝑟 𝛽𝛽𝑟𝑟 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑟𝑟 + 𝜀𝜀𝑟𝑟𝑟𝑟 (4)

where 𝑟𝑟 indexes the MSA, 𝑡𝑡 indexes time and 𝜀𝜀𝑟𝑟𝑟𝑟 is the error term; 𝑒𝑒𝑟𝑟𝑟𝑟 , 𝑒𝑒𝑟𝑟𝑟𝑟−1 , 𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟 , 𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 , ℎ𝑟𝑟𝑟𝑟 , and 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡 are in
natural logs. All other variables are in percentages or are dummy variables. (See the Glossary of Variables for a

complete description.) Generalized least squares is used on the pooled time series cross-MSA data set. The
pooling technique is described in Kmenta (1986, pp. 616-625) and uses the disturbance assumption that the
time series is autoregressive, cross MSA heteroskedastic and uncorrelated to create efficient and unbiased
estimates of the true coefficients. When the specification includes the lagged dependent variable the Hatanaka
two-step estimator (1974) is used, because the presence of both autocorrelation and a lagged dependent
variable causes inconsistent estimates of coefficients and 𝜌𝜌.

The 𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟 , 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟 , and 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 , reflect unique demand shifts to each MSA from demand changes for goods
produced locally, demand changes in competing MSAs with similar industrial structure and demand changes in
competing MSAs within a 100 mile radius; 𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 , 𝐼𝐼𝑡𝑡 , and 𝑖𝑖𝑡𝑡 measure national price shifts in intermediate products
and short and long term capital costs; ℎ𝑟𝑟𝑟𝑟 and 𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟 , are cost of living proxies used to shift the supply of
employment; 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟 , and 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟 help to characterize the MSA, estimate the economic effect of safety issues,
and likely shift supply; 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡 , measures the effect of nation wide changes in the cost of employment and is a
supply shifter; and 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑟𝑟 is a matrix of 195 area dummy variables designed to estimate fixed effects for each
MSA. The inclusion of these fixed effect area dummies is very important because data limitations make it
impossible to characterize accurately the unique characteristics of an MSA. The lagged dependent variable is
included to estimate the persistence of deviations in employment. This is expected to be positive because of
frictions slowing mobility of both firms and consumers.
Table 4 illustrates that, in the short run, 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 and 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝 are large, significant, approximately the same magnitude,
and of opposite sign. This result is fairly consistent across all specifications. In general, 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑖𝑖 + 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =
−𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝 . The fullest specification, long run with area interactions, shows that in both the short and long run the
sum of the demand shocks, whether they be for goods produced locally, competing areas, or nearby areas,
equals the effect of national level price changes. Since 𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝 controls for inflation of materials prices, 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 and the
interaction variables can be interpreted as the employment response to a real export price deviation or
innovation. A 10% positive deviation of real export prices increases employment in the MSA by 3%. But if the
price increase is a general one felt around the nation (it is a price shock to all industries, not to the specific
export goods produced by the MSA) then there is little employment change.
Hypotheses about the nature of interactions between MSAs provide strong and the anticipated results. The
positive proximity (𝛽𝛽𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ) results show that local demand shocks spread across the region to neighboring cities
and in fact increase other cities' employment in the region by up to 15%. The industry interaction (𝛽𝛽𝑖𝑖𝑖𝑖𝑖𝑖 ) results
have an even larger employment effect. The positive coefficient indicates strong localization economies for cities
with concentrated industrial complexes. When the interactions are added to the specification the local 𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟
shrinks in magnitude, showing that it was picking up the effects of other areas on the local area. Once the
interactions between areas is added the total magnitude of the short run effects doubles approximately from
3% to 6%.
The long run results estimate the speed and magnitude of long run adjustments to shocks to the MSAs by
including lagged employment on the right hand side. The magnitude of 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 is not greatly affected. The
interpretation of 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 is the same as in the short run results, but the long run effect can be calculated using the
measure of persistence (𝛽𝛽𝑒𝑒,𝑡𝑡−1 ). Employment adjusts fairly quickly in the first year (𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 = .18) to tradeable
goods price shocks, but in the long run employment reacts substantially (𝛴𝛴𝑟𝑟 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 = .30). This long run
magnitude is larger than the short run response because MSA employment cycles are moderately persistent. If
an MSA’s competing areas and nearby areas all experience a 10% increase in export prices in addition to the
area’s local 10% price shock, then total employment for the MSA will increase approximately 8.6%. This result
highlights the importance of other areas that have similar characteristics (structural and geographic). Each area
is unique due to its industrial structure, its competitors and its location. The effect of other areas is so strong

that in the long run employment responses to external demand shocks can become multiples of the original
local response.

Conclusion
This paper has detailed the construction of an index of export goods prices at the individual city level and has
derived in conjunction with this index the terms of trade for individual cities. This indicator of external demand
shocks to the city economy does not suffer from the ambiguity of the endogenous indicators such as income,
employment or output. To construct the index of export prices, the export industries in each MSA are identified,
and the national price of each industry is weighted by its share of export employment and then aggregated to
create a unique EPI for each MSA. The creation of an index of aggregate export prices, the EPI, for individual
MSAs provides both academicians and policy analysts with a new exogenous indicator which identifies demand
price innovations and the terms of trade shocks to MSAs.
The EPI can also be adapted to cities in other nations in a straightforward manner. Even when data on domestic
prices of tradeable goods are not available, the world competitive price can be substituted. In addition, the
industrial structures of cities in lesser developed countries may not be as complex as in the United States,
making it easier to identify and create the export index.
Without the EPI to shift demand and the terms of trade to measure relative price effects, both academicians and
policy analysts have difficulty identifying the most important shocks to a city’s economy. The EPI and the terms
of trade identify sources of external shocks to the economy. Empirical results show that the relative exportimport price, or the terms of trade, is a critical determinant of changes in city economic activity. If the terms of
trade improve (deteriorate), the city experiences positive (negative) shocks and employment increases
(decreases) significantly. There is also substantial evidence that the interaction between areas is an important
determinant of a particular area’s growth. Without considering similar and nearby areas, information regarding
a large portion of the external factors affecting the performance of an area is missing. The importance of area
interaction and local price shocks is also heightened by a moderate level of persistence.
This paper has been supported in part by a dissertation grant from the Department of Housing and Urban
Development. I’d like to thank Tony Yezer for his input and knowledge, Kevin McCool for his database expertise,
Dennis Robinson for providing access to the employment data, and Carla Pennington-Cross for her patience and
immeasurable editing skill.

Notes
[1] See the theories of Tiebout (1956), Henderson (1988) and Rauch (1989), which emphasize the uniqueness of
cities through their specialized production of goods for export.
[2] For an explanation of the construction of the Sector Prices, see Methodology for Time Series Data on Industry
Output, Price, and Employment, Fall 1991.
[3] The LQ is defined as follows: 𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 = (𝑒𝑒𝑖𝑖𝑖𝑖 /𝑒𝑒𝑟𝑟 )/(𝑒𝑒𝑖𝑖 /𝑒𝑒) where 𝑖𝑖 is the industry, 𝑟𝑟 is the region or MSA, 𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖 is
the location quotient for industry 𝑖𝑖 in region 𝑟𝑟, 𝑒𝑒𝑖𝑖𝑖𝑖 is employment in industry 𝑖𝑖 region 𝑟𝑟, 𝑒𝑒𝑟𝑟 is total
employment in region 𝑟𝑟, 𝑒𝑒𝑖𝑖 is national employment in industry 𝑖𝑖 and 𝑒𝑒 is national employment.
[4] For more information on the availability and use of the complete EIFS, see Robinson et al. (1985).
[5] See the subsequent section on caveats for a discussion of the static nature of industrial structure. See
Appendix C for the specifics on EIFS and how it relates to the use of LQs in the construction of the EPI.
[6] The MR approach is defined as follows:
𝑥𝑥𝑖𝑖𝑖𝑖 = (𝑒𝑒𝑖𝑖𝑖𝑖 /𝑒𝑒𝑟𝑟 − 𝑒𝑒𝑖𝑖𝑖𝑖 /𝑒𝑒𝑚𝑚 )𝑒𝑒𝑟𝑟 (2)
where 𝑚𝑚 is the minimum employment required to satisfy local demand in the region for the industry 𝑖𝑖.
This minimum is estimated in a simple regression determined by city size. The most important

assumption is that in the minimum region all production is for local consumption (no exporting from the
smallest region).
Minimum Requirements was introduced by Ullman and Dacey (1960), and later expanded by Ullman,
Dacey and Brodsky (1971). It was then used to estimate economic base multipliers by Moore (1975) and
updated to 1980 data by Moore and Jacobsen (1984).
[7] Work in progress by Pennington-Cross and Yezer indicate that larger areas experience worse net
agglomeration economies (worsening productivity).
[8] For definitions of industrial complexes and the members of each type of complex, see the following section
and Table 2. For definitions of size categories see Table 1.
[9] For detailed information on the ECI, see the BL$ Handbook of Methods, Chapter 8, "Employment Cost Index,"
Bulletin 2285 (1988).
Table 1 Average percentage increase in EPI by size category: 1979-1990.
Size Category Employment Range

Yearly Increase Total Increase (%)

Smallest
Small
Medium
Large
Largest

4.25
4.42
4.92
5.42
5.75

𝑒𝑒 < 100,000
100,000 < 𝑒𝑒 < 200,000
200,000 < 𝑒𝑒 < 500,000
500,000 < 𝑒𝑒 < 1,000,000
𝑒𝑒 > 1,000,000

51
53
59
65
69

Table 2 Industrial complex definitions.

Complex
Agricultural
Automobile, motorcycle and recreation vehicles
Oil, petroleum and gas
Metals-primary and fabricated
Gambling
Paper
Computers and computer parts

Standard Industrial Classifications
01, 02, 07, 20, 352
371, 375, 551 , 552, 553, 556, 557, 575
13, 29, 492, 554, 3533
33, 34
70, 79
26, 27
3573, 3674

Table 3 Top and bottom performers: 1979-1990.
EPI Size Category Industrial Complex Category

MSA
Grouping
All Areas
Top 7

MSA Name

EPI

Size
Category

Total %
Change
44
112
106
96
90
82

Smallest

Small Medium Large

Largest

Industrial
Complex
Category
Agricultural

Oil Gambling Metal Computer

(n.a.)
Atlantic City, NJ
X
X
Las Vegas, NV
X
X
Anchorage, AK
X
Washington, DC
X
RichmondX
Petersburg, VA
Denver, CO
83
X
San Francisco, CA
86
X
Bottom 7 Yakima, WA
8
X
X
Fresno, CA
23
X
X
X
Bakersfield, CA
34
X
X
X
Modesto, CA
33
X
X
Tuscaloosa, AL
34
X
Gadsden, AL
36
X
X
X
Rochester, MN
39
X
None of the top and bottom MSAs contain the paper or the automobile, motorcycle and recreation vehicles industrial complex categories.
n.a. Not available.

X

Table 4 Model results.
Short
Run
Simple

Area
Interaction
Coef
t-Stat

Long
Run
Simpl
Area
e
Interaction
Coef
t-Stat
Coef
t-Stat
.26*
8.2
.26*
8.2
.36*
14.0
.18*
6.5
- .45* -17.4 *
-.62
-19.4
- .07*
-7.7
- .10*
-9.9
.17*
15.0
.21 *
16.9
.07*
17.5
.08*
18.8
-.03*
-2.2
-.03*
-2.9
.00
-1.3
.00*
-2.4
- .01
-0.6
-.01
- .5
.06
1.6
.06
1.3
-.18*
-13.7
-1.40*
-15.5

Variables
Coef
t-Stat
𝑒𝑒𝑟𝑟𝑟𝑟−1
𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟
.29*
12.2
.18*
6.8
𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡
-.27*
-12.5
-.41 * - 14.4
𝑖𝑖𝑡𝑡
-.02*
-3.3
- .03*
-4.8
𝐼𝐼𝑡𝑡
.10*
11.2
.12**
12.6
𝑇𝑇𝑡𝑡
.06*
36.0
.06*
36.9
ℎ𝑟𝑟𝑟𝑟
.01
.7
.01
.7
𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟
.00
1.5
.00
1.3
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟
.01
.6
.01
.7
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟
.15*
3.3
.16*
3.2
-.85*
-22.5
- .94* -23.3
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡
EPI Interactions
𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟
.27*
8.6
.30*
8.2
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟
.04
1.4
.15*
4.4
Long Run Effects
𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟
.48*
.25*
.86*
𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟 + 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟
𝜌𝜌
.85
.84
.83
.82
Buse R2
.69
.70
.77
.77
𝑒𝑒𝑟𝑟𝑟𝑟 is the dependent variable. 𝑒𝑒𝑟𝑟𝑟𝑟 , 𝑒𝑒𝑟𝑟𝑟𝑟−1 , 𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 , ℎ𝑟𝑟𝑟𝑟 , 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡 , 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟 , and 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 , are natural logs. Summary
statistics are computed on a weighted basis. See Buse (1973) for Re computation. Long run results are calculated
using the Hatanaka (1974) two-step estimator.
* Significant at 95%. ** Significant at 90%.

Figure 1 Price by size. The unweighted average of the Export Price Index for all MSAs that fall within the size
categories (Smallest employment < 100,000, Small 100,000 < employment < 200,000, Medium 100,000 <
employment < 200,000, Large 500,000 < employment < 1,000,000, Largest employment > 1,000,000).

Figure 2 Price index comparison. 𝐸𝐸𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 is an unweighted average of the Export Price Index for all MSAs. The CPI,
PPI and ECI are the Consumer Price Index, the Producer Price Index and the Employment Cost Index for
metropolitan areas.

Figure 3 Positive price deviation. 𝐸𝐸𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 is an unweighted average of the Export Price Index for all MSAs.
Gambling is the average EPI for all areas that contain the Gambling complex.

Figure 4 Negative price deviation. 𝐸𝐸𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 is an unweighted average of the Export Price Index for all MSAs.
Agricultural and Oil & Petrol & Gas are the average EPI for all areas that contain the Agricultural complex or the
Oil, Petroleum and Gas Complex.

Figure 5 No price deviation. 𝐸𝐸𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 is an unweighted average of the Export Price Index for all MSAs. Autos,
Metals and Paper are the average EPI for all areas that contain the Automobile, Motorcycle, and Recreation
Vehicles complex or the Metals: Primary and Fabricated Complex or the Paper Complex.
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Appendix A
Dropped
Industries
SIC
0180

Description
horticultural specialties

SIC

metal mining services
coal mining services
drilling oil & gas wells
oil and gas field exploration services
oil and gas field exploration services, not elsewhere
classified (nee)
dimension stone
industrial sand
clay, ceramic and refractory minerals, nee
nonmetallic minerals services, except fuels
miscellaneous nonmetallic minerals services, except
fuels
general contractors-single family homes

1743
1751
1752
1761
177l

plastering, drywall, acoustical and
insulation work
terrazzo, tile, marble and mosaic work
carpentry work
floor laying and other floor work, nec
roofing, siding and sheet metal work
concrete work

1781
1791
1793
1794
1795

water well drilling
structural steel erection
glass and glazing work
excavation work
wrecking and demolition work

1796
1799

1621

general contractors-residential buildings, other than
single family
highway and street construction, except elevated
highways
BAD SIC

installation or erection of building
equipment, nee
special trade contractor, nee

1711

plumbing, heating and air-conditioning

2731

1721
1731
1741
2761
2771
2782
2789
2791
2796
2842

painting and paper hanging
electrical work
masonry, stone setting and other stone work
manifold business forms
greeting cards
blankbooks, looseleaf binders and devices
bookbinding and related work
typesetting
platemaking and related services
specialty cleaning, polishing, and sanitation
preparations

2732
2741
2752
2754
2759
3795
3799
3831
3993
4822

1081
1241
1381
1382
1389

1411

1446
1459

1481

1499
1521
1531

1611

1742

2711
2721

Description

newspapers: publishing, or publishing
and printing
periodicals: publishing, or publishing
and printing
books: publishing or publishing and
printing
book printing
miscellaneous publishing
commercial printing lithographic
commercial printing, gravure
commercial printing, nee
tanks and tank components
transportation equipment, nee
BAD SIC
signs and advertising specialties
telegraph and other message
communications

3071
3292
3295
3398
3471
3479
3716
3731
3732
3761
3764
3769
3792

BAD SIC
asbestos
minerals and earths, ground or otherwise treated
metal heat treating
electroplating, plating, polishing, anodizing and
coloring
coating, engraving, and allied services, nee
motor homes
ship building and repamng
boat building and repairing
guided missiles and space vehicles
guided missiles and space vehicle propulsion units
and propulsion unit parts
guided missiles and space vehicle parts and auxiliary
equipment, nee
travel trailers and campers

4911
4921
4931
4932
4939

electric services
BAD SIC
electric and other services combined
gas and other services combined
combination utilities, nee

4941
4951
4961
4971
5015
5331

water supply
BAD SIC
steam and air-conditioning supply
irrigation systems
motor vehicle parts used
variety stores

5551

boat dealers Avail 1981 on

5961
5962

catalog and mail order houses
automatic merchandising machine
operators
direct selling establishments
miscellaneous retail stores, nee
BAD SIC
justice public order and safety

5963
5999
8311
9200

Dropped Industries (continued): Percentage of employment excluded.
Percentage of Estimated Export
Percentage of Total Employment of Identified Export
Employment
Industries
Mean
6.5
5.3
Median
4.9
4.8
Standard
Deviation 5.9
3.3
Minimum .7 (Flint, MI)
1.0 (Fresno, CA)
Maximum 39.3 (Midland, TX)
25.7 (Midland, TX)
Export employment is the quantity estimated for 1987 only using the location quotient technique. Total
employment is local and export employment for each identified export industry (Location Quotient > I).

Appendix B
List of MSAs in Each Industrial Complex
Agricultural: Amarillo, TX; Bakersfield, CA; Battle Creek, MI; Bradenton, FL; Chattanooga, TN-GA; Eau Claire, WI;
Fargo-Moorehead, ND-MN; Fayetteville-Springdale, AR; Florence, AL; Fresno, CA; Gadsden, AL; Greeley,
CO; Grand Forks, ND; Johnson City-Kingsport-Bristol, TN-VA; Lima, OH; McAllen-Edinburg-Mission, TX;
Modesto, CA; Racine, WI; Richland Kennewick-Pasco, WA; Saginaw-Bay City-Midland, MI; SalinasSeaside Monterey, CA; Santa Cruz, CA; Sherman-Denison, TX; St. Cloud, MN; Stockton, CA; Sioux City, IANE; Sioux Falls, SD; Vallejo-Fairfield-Napa, CA; Yakima, WA.
Automobiles, motorcycle and recreation vehicles: Ann Arbor, MI; Detroit, MI; Flint, MI; Janesville-Beloit, WI;
Kenosha, WI; Lansing-East Lansing, MI; Lima, OH; Lorain-Elyria, OH; Odessa, TX; Saginaw-Bay CityMidland, MI; Wilmington, DE-NY-MD; Youngstown-Warren, OH.
Computers and computer parts: Eau Claire, WI; Fort Collins-Loveland, CO; Midland, TX; Phoenix, AZ;
Poughkeepsie, NY; Provo-Orem, UT; Rochester, MN; Reading, PA; Sherman-Denison, TX; San Jose, CA.

Gambling: Atlantic City, NJ; Las Vegas, NV; Reno, NV.
Metals-primary and fabricated: Allentown-Bethlehem, PA-NJ; Amarillo, TX; Anniston, AL; Biloxi-Gulfport, MISS;
Canton, OH; Detroit, MI; Florence, AL; Gadsden, AL; Grand Rapids, MI; Hamilton-Middletown, OH;
Huntington-Ashland, WV-KY-OH; Johnston, PA; Kalamazoo, MI; Longview-Marshall, TX; Lorain-Elyria, OH;
Mansfield, OH; Muskegon, MI; New London-Norwich, CT; Pueblo, CO; Reading, PA; Saginaw-Bay City
Midland, MI; Steubenville-Weirton, OH-WV; Texarkana, TX-AR; Tyler, TX, Youngstown-Warren, OH.
Oil, petroleum and gas: Abilene, TX; Bakersfield, CA; Beaumont-Port Arthur, TX; Corpus Christi, TX; Enid, OK;
Florence, AL; Fresno, CA; Galveston-Texas City, TX; Johnson City-Kingsport-Bristol, TN-VA; LaFayette, LA;
Laredo, TX; Lake Charles, LA; Longview-Marshall, TX; Lubbock, TX; Midland, TX, Odessa, TX; Oklahoma
City, OK; San Angelo, TX; Shreveport, LA; Tulsa, OK; Tyler, TX, Wichita Falls, TX.
Paper: Appleton-Oshkosh-Neenah, WI; Erie, PA; Green Bay, WI; Hamilton Middletown, OH; Kalamazoo, MI;
Lawrence, KA; Mobile, AL; Muskegon, MI; Pine Bluff, AR; Pittsfield, MA; Texarkana, TX-AR.

Appendix C
The Modified LQ and EIFS Approaches
For a more complete explanation of EIFS see the User Manual (Robinson, Hamilton, Webster and Olsen 1985)
and A Comparison of Alternative Methods for Generating Economic Base Multiplier by Bloomquist. EIFS collects
four digit SIC data from the Census Bureau's County Business Pattern's (CBP) "published and unpublished" data
file, which is available from the National Planning Data Corporation (NPDC). NPDC uses an estimation technique
to fill in data points that are not disclosed. Bureau of Economic Analysis (BEA) income data for farms is used to
disaggregate the employment figures. To adjust to seasonal variations the CBP data is adjusted to meet BEA
division employment.
Unlike in EIFS, in the EPI no sectors are assumed to produce goods for export only. Isserman (1977) has
suggested that hotels and motels are only export services, but it is believed here that at the MSA level of
aggregation a portion is locally consumed. Therefore, hotels and motels are weighted with the same technique
as all other goods and services.

Glossary of Variables
Name
𝑒𝑒𝑟𝑟𝑟𝑟

Description
MSA total employment from the Bureau of Economic Analysis. One year lagged
employment also included.
Export Price Index (EPI), constructed as discussed previously.

𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡
𝑖𝑖𝑡𝑡
𝐼𝐼𝑡𝑡
𝑤𝑤𝑡𝑡

Proximity: Average EPI for all MSAs within 100 miles of the MSA in question.
Industry: Average EPI for all other MSAs having concentrated employment in the same
industrial complex. Set equal to zero if the city does not have any industrial complexes
and averaged if more than one complex. Concentration based on > 4% of employment in
any one four-digit SIC industrial sector and Location Quotient > 10.
Producer Price Index.
Short-term interest rates (six-month Treasury).
Long-term interest rates (ten-year Treasury).
MSA Average Annual Wages from BLS. Includes all workers covered by state
unemployment insurance (UI) and derived from summaries of state submission of UI
payroll data to BLS

𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟
EPI Interactions:
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟
𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡
ℎ𝑟𝑟𝑟𝑟

𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟
𝑇𝑇𝑡𝑡

Mean of 𝑤𝑤𝑡𝑡 for all 196 cities.
"Fair market rents" for two bedroom apartments from U.S. Department of Housing and
Urban Development survey.
Household electricity rates in the MSA from Typical Electric Bills, Department of Energy.
MSA overall crime rate from the Uniform Crime Index, Federal Bureau of Investigations.
Central city crime rate, cities over 10,000 population within the local MSA. Crime rate
from the Uniform Crime Index, Federal Bureau of Investigations.
Time trend.

