Information theory can be used to analyze the cost-benefit of visualization processes. However, the current measure of benefit contains an unbounded term that is neither easy to estimate nor intuitive to interpret. In this work, we propose to revise the existing cost-benefit measure by replacing the unbounded term with a bounded one. We examine a number of bounded measures that include the Jenson-Shannon divergence and a new divergence measure formulated as part of this work. We use visual analysis to support the multi-criteria comparison, enabling the selection of the most logical and intuitive option. We applied the revised cost-benefit measure to two case studies, demonstrating its uses in practical scenarios, while the collected real world data further informs the selection of a bounded measure.
Introduction
It is now widely understood among visualization researchers and practitioners that the effectiveness of a visualization process depends on data, user, and task. One important aspect of user is a user's knowledge, which plays a critical role in reconstructing the information lost during visualization processes (e.g., data transformation and visual mapping). One major challenge in appreciating the significance of such knowledge is the difficulty to measure or estimate the knowledge used by a user during visualization.
Chen and Golan proposed an information-theoretic measure [CG16] for measuring the cost-benefit of a data intelligence process. The measure features a term based on the Kullback-Leibler (KL) divergence [KL51] for measuring the potential distortion of a user in reconstructing the information that may have been lost or distorted during a visualization process. The cost-benefit ratio instigates that a user with more knowledge about the source data and its visual representation is likely to suffer less distortion. While using KL-divergence is mathematically intrinsic for measuring the potential distortion, its unboundedness property has some undesirable consequences. Kijmongkolchai et al. applied the formula of Chen and Golan to the results of an empirical study for estimating users' knowledge used in visualization processes, and used a bounded approximation of the KL-divergence in their estimation [KARC17] .
In this work, we propose to replace the KL-divergence with a bounded term. We first confirm the boundedness is a necessary property. We then use visual analysis to compare a number of bounded measures, which include the JensenâȂŞShannon (JS) divergence [Lin91] and a new divergence measure, D k new , formulated as part of this work. Based on our multi-criteria analysis, we narrow down our selections to three most logical and intuitive options. We then apply the selected divergence measures, in conjunction with the revised cost-benefit measure, to the real world data collected in two case studies. The numerical calculation in the application further informs us about the relative merits of the selected measure, which enables us to the final selection while demonstrating its uses in practical scenarios.
Related Work
Claude Shannon's landmark article in 1948 [Sha48] signifies the birth of information theory. It has been underpinning the fields of data communication, compression, and encryption since. As a mathematical framework, information theory provides a collection of useful measures, many of which, such as Shannon entropy [Sha48] , cross entropy [CT06] , mutual information [CT06] , and Kullback-Leibler divergence [KL51] are widely used in applications such as physics, biology, neurology, psychology, and computer science (e.g., visualization, computer graphics, computer vision, data mining, and machine learning). In this work, we will also consider Jensen-Shannon divergence [Lin91] in detail.
Information theory has been used extensively in visualization [CFV * 16]. The theory has enabled many applications in visualization, including scene and shape complexity analysis by Feixas et al. [FdBS99] and Rigau et al. [RFS05] , light source placement by Gumhold [Gum02] , view selection in mesh rendering by Vázquez et al. [VFSH04] and Feixas et al. [FSG09] , attribute selection by Ng and Martin [NM04] , view selection in volume rendering by Bordoloi and Shen [BS05] , and Takahashi and Takeshima [TT05] , multi-resolution volume visualization by Wang and Shen [WS05] , focus of attention in volume rendering by Viola et al. [VFSG06] , feature highlighting by Jänicke and Scheuermann [JWSK07, JS10] , and Wang et al. [WYM08] Ward first suggested that information theory might be an underpinning theory for visualization [PAJKW08] . Chen and Jänicke [CJ10] outlined an information-theoretic framework for visualization, and it was further enriched by Xu et al. [XLS10] and Wang and Shen [WS11] in the context of scientific visualization. Chen and Golan proposed an information-theoretic measure for analyzing the cost-benefit of visualization processes and visual analytics workflows [CG16] . It was used to frame an observation study showing that human developers usually entered a huge amount of knowledge into a machine learning model [TKC17] . It motivated an empirical study confirming that knowledge could be detected and measured quantitatively via controlled experiments [KARC17] . It was used to analyze the cost-benefit of different virtual reality applications [CGJM19] . It formed the basis of a systematic methodology for improving the cost-benefit of visual analytics workflows [CE19] . This work continues the path of theoretical developments in visualization [CGJ * 17], and is intended to improve the original cost-benefit formula [CG16] , in order to make it more intuitive in practical applications.
Overview, Motivation, and Problem Statement
Visualization is useful in most data intelligence workflows, but it is not universally true because the effectiveness of visualization is usually data-, user-, and task-dependent. The cost-benefit ratio proposed by Chen and Golan [CG16] captures some essence of such dependency. Below is the qualitative expression of the measure:
Consider the scenario of viewing some data through a particular visual representation. The term Alphabet Compression (AC) measures the amount of information loss due to visual abstraction [VCI20] . Since the visual representation is fixed in the scenario, AC is thus largely data-dependent. AC is a positive measure reflecting the fact that visual abstraction must be useful in many cases though it may result in information loss. This apparently counter-intuitive term is essential for asserting why visualization is useful. (Note that the term also helps assert the usefulness of statistics, algorithms, and interaction since they all usually cause information loss [CE19] .)
The positive implication of the term AC is counterbalanced by the term Potential Distortion, while both being moderated by the term Cost. The term Cost encompasses all costs of the visualization process, including computational costs (e.g., visual mapping and rendering), cognitive costs (e.g., cognitive load), and consequential costs (e.g., impact of errors). The measure of cost (e.g., in terms of energy, time, or money) is thus data-, user-, and task-dependent.
The term Potential Distortion (PD) measures the informative divergence between viewing the data through visualization with information loss and viewing the data without any information loss.
Question 5: The image on the right depicts a computed tomography dataset (arteries) that was rendered using a maximum intensity projection (MIP) algorithm. Consider the section of the image inside the red circle (also in the inset of a zoomed-in view). Which of the following illustrations would be the closest to the real surface of this part of the artery? Figure 1 : A volume dataset was rendered using the MIP method. A question about a "flat area" in the image can be used to tease out a viewer's knowledge that is useful in a visualization process.
The latter might be ideal but is usually at an unattainable cost except for values in a very small data space (i.e., in a small alphabet as discussed in [CG16] ). PD is data-dependent or user-dependent. Given the same data visualization with the same amount of information loss, one can postulate that a user with more knowledge about the data or visual representation usually suffers less distortion. This postulation is the main focus of this paper. Figure 1 . The image was generated from a volume dataset using the maximum intensity projection (MIP) method. While it is known that MIP cannot convey depth information well, it has been widely used for observing some classes of medical imaging data, such as arteries. The highlighted area in Figure 1 shows an apparently flat area, which is a distortion from the actuality of a tubular surface likely with some small wrinkles and bumps. The doctors who deal with such medical data are expected to have sufficient knowledge to reconstruct the reality adequately from the "distorted" visualization, while being able to focus on more important task of making diagnostic decisions, e.g., about aneurysm.
Consider the visual representation of a network of arteries in
As shown in some recent works, it is possible for visualization designers to estimate AC, PD, and Cost qualitatively [CGJM19, CE19] and quantitatively [TKC17, KARC17] . It is highly desirable to advance the scientific methods for quantitative estimation, towards the eventual realization of computer-assisted analysis and optimization in designing visual representations. This work focuses on one challenge of quantitative estimation, i.e., how to estimate human knowledge that may be used in a visualization process.
Building on the methods of observational estimation in [TKC17] and controlled experiment in [KARC17] , one may reasonably anticipate a systematic method based on a short interview by asking potential viewers a few questions. For example, one may use the question in Figure 1 to estimate the knowledge of doctors, patients, and any other people who may view such a visualization. The question is intended to tease out two pieces of knowledge that may help reduce the potential distortion due to the "flat area" depiction. One piece is about the general knowledge that associates arteries with tube-like shapes. Another, which is more advanced, is about the surface texture of arteries and the limitations of the MIP method.
Let the binary options about whether the "flat area" is actually flat or curved be an alphabet A = {curved, flat}. The likelihood of the two options is represented by a probability distribu- Table 1 : Imaginary scenarios where probability data is collected for estimating knowledge related to alphabet A = {curved, flat}. The ground truth (G.T.) PMFs are defined with ε = 0.01 and 0.0001 respectively. The potential distortion (shown as "→ value") is computed using the KL-divergence.
{0.01, 0.99} → 6.50 {0.0001, 0.9999} → 13.28 
Since most arteries in the real world are of tubular shapes, one can imagine that a ground truth alphabet A G.T. might have a PMF P(A G.T. ) strongly in favor of the curved option. However, the visualization seems to suggest the opposite, implying a PMF P(A MIP ) strongly in favor of the flat option. It is not difficult to interview some potential viewers, enquiring how they would answer the question. One may estimate a PMF P(A doctors ) from doctors' answers, and another P(A patients ) from patients' answers. Table 1 shows two scenarios where different probability data is obtained. The values of PD are computed using the most wellknown divergence measure, KL-divergence [KL51] , and are of unit bit. In Scenario 1, without any knowledge, the visualization process would suffer 6.50 bits of PD. As doctors are not fooled by the "flat area" shown in the MIP visualization, their knowledge is worth 6.50 bits. Meanwhile, patients would suffer 1.12 bits of PD on average, their knowledge is worth 5.38 = 6.50 − 1.12 bits.
In Scenario 2, the PMFs of P(A G.T. ) and P(A MIP ) depart further away, while P(A doctors ) and P(A patients ) remain the same. Although doctors and patients would suffer more PD, their knowledge is worth more than that in Scenario 1 (i.e., 13.28−0.05 = 13.23 bits and 13.28 − 3.11 = 10.17 bits respectively).
Similarly, the binary options about whether the "flat area" is actually smooth or not can be defined by an alphabet A = {wrinkles-and-bumps, smooth}. Table 2 shows two scenarios about collected probability data. In these two scenarios, doctors exhibit much more knowledge than patients, indicating that the surface texture of arteries is of specialized knowledge.
The above example demonstrates that using the KL-divergence to estimate PD can differentiate the knowledge variation between doctors and patients regarding the two pieces of knowledge that may reduce the distortion due to the "flat area". When it is used in Eq. 1 in a relative or qualitative context (e.g., [CGJM19, CE19] ), the unboundedness of the KL-divergence does not pose an issue.
However, this does become an issue when the KL-divergence is used to measure PD in an absolute and quantitative context. From the two diverging PMFs P(A G.T. ) and P(A MIP ) in Table 1 , or P(B G.T. ) and P(B MIP ) in Table 2 , we can observe that the smaller ε is, the more divergent the two PMFs become and the higher value the PD has. Indeed, consider an arbitrary alphabet Z = {z 1 , z 2 }, and two PMFs defined upon Z:
Meanwhile, the Shannon entropy of Z, H(Z), has an upper bound of 1 bit. It is thus not intuitive or practical to relate the value of D KL (Q||P) to that of H(Z). Many applications of information theory do not relate these two types of values explicitly. When reasoning such relations is required, the common approach is to impose a lower-bound threshold for ε (e.g., [KARC17] ). However, there is yet a consistent method for defining such a threshold for various alphabets in different applications, while preventing a range of small or large values (i.e., [0, ε) or (1 − ε, 1]) in a PMF is often inconvenient in practice. In the following section, we discuss several approaches to defining a bounded measure for PD.
Note: for an information-theoretic measure, we use an alphabet Z and its PMF P interchangeably, e.g., H(P(Z)) = H(P) = H(Z).
Bounded Measures for Potential Distortion (PD)
Let P i be a process in a data intelligence workflow, Z i be its input alphabet, and Z i+1 be its output alphabet. P i can be a humancentric process (e.g., visualization and interaction) or a machinecentric process (e.g., statistics and algorithms). In the original proposal [CG16] , the value of Benefit in Eq. 1 is measured using:
where H() is the Shannon entropy of an alphabet and D KL () is KL-divergence of an alphabet from a reference alphabet. Because the Shannon entropy of an alphabet with a finite number of letters is bounded, AC, which is the entropic difference between the input and output alphabets, is also bounded. On the other hand, as discussed in the previous section, PD is unbounded. Although Eq. 2 can be used for relative comparison, it is not quite intuitive in an absolute context, and it is difficult to imagine that the amount of informative distortion can be more than the maximum amount of information available.
In this section, we present the unpublished work by Chen and Sbert [CS19] , which shows mathematically that for alphabets of a finite size, the KL-divergence used in Eq. 2 should ideally be bounded. In their arXiv report, they also outlined a new divergence metric and compare it with a few other bounded divergence measures. Building on initial comparison in [CS19] , we use visualization in Section 4.2 and real world data in Section 5 to assist the multi-criteria analysis and selection of a bounded divergence measure to replace the KL-divergence used in Eq. 2.
A Mathematical Proof of Boundedness
Let Z be an alphabet with a finite number of letters, {z 1 , z 2 , . . . , zn}, and Z is associated with a PMF, Q, such that:
(3)
When we encode this alphabet using an entropy binary coding scheme [Mos12] , we can be assured to achieve an optimal code with the lowest average length for codewords. One example of such a code for the above probability is:
· · · z n−1 : 111 . . . 10 (with n − 2 "1"s and one "0") zn : 111 . . . 11 (with n − 1 "1"s and no "0") (4)
In this way, zn, which has the smallest probability, will always be assigned a codeword with the maximal length of n − 1. Entropy coding is designed to minimize the average number of bits per letter when one transmits a "very long" sequence of letters in the alphabet over a communication channel. Here the phrase "very long" implies that the string exhibits the above PMF Q (Eq. 3).
Suppose that Z is actually of PMF P, but is encoded as Eq. 4 based on Q. The transmission of Z using this code will have inefficiency. The inefficiency is usually measured using cross entropy H CE (P, Q), such that:
Clearly, the worst case is that the letter, zn, which was encoded using n − 1 bits, turns out to be the most frequently used letter in P (instead of the least in Q). It is so frequent that all letters in the long string are of zn. So the average codeword length per letter of this string is n − 1. The situation cannot be worse. Therefore, n − 1 is the upper bound of the cross entropy. From Eq. 5, we can also observe that D KL (P||Q) must also be bounded since H CE (P, Q) and H(P) are both bounded as long as Z has a finite number of letters. Let CE be the upper bound of H CE (P, Q). The upper bound for D KL (P||Q), KL , is thus:
There is a special case worth noting. In practice, it is common to assume that Q is a uniform distribution, i.e., q i = 1/n, ∀q i ∈ Q, typically because Q is unknown or varies frequently. Hence the assumption leads to a code with an average length equaling log 2 n (or in practice, the smallest integer ≥ log 2 n). Under this special (but rather common) condition, all letters in a very long string have codewords of the same length. The worst case is that all letters in the string turn out to the same letter. Since there is no informative variation in the PMF P for this very long string, i.e., H(P) = 0, in principle, the transmission of this string is unnecessary. The maximal amount of inefficiency is thus log 2 n. This is indeed much lower than the upper bound CE = n − 1, justifying the assumption or use of a uniform Q in many situations.
Bounded Measures and Their Visual Analysis
While numerical approximation may provide a bounded KLdivergence, it is not easy to determine the value of ε and it is difficult to ensure everyone to use the same ε for the same alphabet or comparable alphabets. It is therefore desirable to consider bounded measures that may be used in place of D KL .
Jensen-Shannon divergence is such a measure:
where P and Q are two PMFs associated with the same alphabet Z and M is the average distribution of P and Q. With the base 2 logarithm as in Eq. 7, D JS (P||Q) is bounded by 0 and 1.
Another bounded measure is the conditional entropy H(P|Q):
where r i, j is the joint probability of the two conditions of z i , z j ∈ Z that are associated with P and Q. H(P|Q) is bounded by 0 and H(P).
The third bounded measure was proposed as part of this work, which is referred as D k new and is defined as follows:
where k > 0. D k new (P||Q) is bounded by 0 and 1.
In this work, we focus on two options of D k new , i.e., when k = 1 and k = 2. Since the KL-divergence is non-commutative, we can also have a non-commutative version of D k new (P||Q), i.e.,
As D JS , D k new , and D k ncm are bounded by [0, 1], if any of them is selected to replace D KL , Eq. 2 can be rewritten as
where Hmax denotes maximum entropy, while D is a placeholder for D JS , D k new , or D k ncm .
The four measures in Eqs. 7, 8, 9, 10 all consist of logarithmic scaling of probability values, in the same form of Shannon entropy. They are entropic measures. In addition, we also considered a set of 
non-entropic measures in the form of Minkowski distances, which have the following general form:
To evaluate the suitability of the above measures, we can first consider three criteria. It is essential for the selected divergence measure to be bounded. Otherwise we can just use the KLdivergence. Another important criterion is the number of PMFs that the measure depends on. While all measures considered depend on two PMFs, the conditional entropy H(P|Q) depends on three. Because it requires some effort to obtain a PMF, especially a joint probability distribution, this makes H(P|Q) less favourable. In addition, we also prefer to have an entropic measure as it is more compatible with the measure of alphabet compression. With these three criteria, we can start our multi-criteria analysis as summarized in Table 3 , where we score each divergence measure against a criterion using an integer between 0 and 5, with 5 being the best. We will draw our conclusion about the multi-criteria in Section 6.
We now consider several criteria using visualization. One desirable property is for a bounded measure to have a geometric behaviour similar to the KL-divergence. Since the KL-divergence is unbounded, we make use of a scaled version, 0.3D KL , which does not rise up too quickly, though it is still unbounded.
Let us consider a simple alphabet Z = {z 1 , z 2 }, which is associ- 1] , such that when α = 1, Q is most divergent away from P. We can visualize how different measures numerically convey the divergence between P and Q by observing their relationship with 0.3D KL . Figure From Figure 2 , we can observe that D JS has almost a perfect match when α = 0.5, while D k new (k = 2) is also fairly close. They thus score 5 and 4 respectively in Table 3 . Meanwhile, the lines of H(P|Q) curve in the opposite direction of 0.3D KL . We score it 1. D k new (k = 1) and D k M (k = 2, k = 200) are of similar shapes, with D k M correlating with 0.3D KL slightly better. We thus score D k new (k = 1) 2 and D k M (k = 2, k = 200) 3. Note that for the above PMFs P and Q, D k ncm has the same curves as D k new . Hence D k ncm has the same score as D k new in Table 3 . With H(P|Q) scored poorly, we focus on the other candidate measures in the rest of the analysis. Let us consider a few numerical examples that may represent some practical scenarios. We use these scenarios to see if the values returned by different divergence measures make sense. Let Z be an alphabet with two letters, good and bad, for describing a scenario (e.g., an object or an event), which has the probability of good is p 1 = 0.8, and that of bad is p 2 = 0.2. In other words, P = {0.8, 0.2}. Imagine that a biased process (e.g., a distorted visualization, an incorrect algorithm, or a misleading communication) conveys the information about the scenario always bad, i.e., a PMF R biased = {0, 1}. Users at the receiving end of the process may have different knowledge about the actual scenario, and they will make a decision after receiving the output of the process. For example, we have five users and we have obtained the probability of their decisions as follows: We can use different candidate measures to compute the divergence between P and Q. Figure 4 shows different divergence values returned by these measures. Each value is decomposed into two parts, one for good and one for bad. All these measures can order these five users reasonably well. The users UC (under-compensate) and OC (over-compensate) have the same values with D k new and D k ncm , while D JS considers OC has slightly more divergence than UC (0.014 vs. 0.010). D JS returns relatively low values than other measures. For UC and OC, D JS , D k ncm (k = 2), and D k new (k = 2) return small values (< 0.02), which are a bit difficult to estimate. D k ncm (k = 1) and D k ncm (k = 2) show strong asymmetric patterns between good and bad, reflecting the probability values in Q. In other words, the more decisions on good, the more good-related divergence. This asymmetric pattern is not in anyway incorrect, as the KL-divergence is also non-commutative and would also produce much stronger asymmetric patterns. Meanwhile an argument for supporting commutative measures would point out that the higher probability of good in P should also influence the balance between the good-related divergence.
We decide to score D JS 3 because of its lower valuation and its non-equal comparison of OU and OC. We score D k ncm (k = 1) and D k new (k = 1) 5; and D k ncm (k = 2) and D k new (k = 2) 4 as the values returned by D k ncm and D k new (k = 1) are slightly more intuitive.
We now consider a slightly more complicated scenario with four pieces of data, A, B, C, and D, which can be defined as an alphabet Z with four letters. The ground truth PMF is P = {0.1, 0.4, 0.2, 0.3}. Consider two processes that combine these into two classes AB and CD. These typify clustering algorithms, downsampling processes, discretization in visual mapping, and so on. One process is considered to be correct, which has a PMF for AB and CD as Rcorrect = {0.5, 0.5}, and another biased process with R biased = {0, 1}. Let CG, CU, and CH be three users at the receiving end of the correct process, and BG, BS, and BM be three other users at the receiving end of the biased process. The users with different knowledge exhibit different abilities to reconstruct the original scenario featuring A, B, C, D from aggregated information about AB and CD. Similar to the good-bad scenario, such abilities can be captured by a PMF Q. For example, we have: With the major shortcomings of D k ncm (k = 1, k = 2) in this scenario, we can now focus on three commutative measures D JS and D k new (k = 1, k = 2) in conjunction with two case studies.
Case Studies
To complement the visual analysis in Section 4.2, we conducted two surveys to collect some realistic examples that feature the use of knowledge in visualization. In addition to supporting the selection of a bounded measure for potential distortion, the surveys were also designed to demonstrate that one could use a few simple questions to estimate the cost-benefit of visualization in relation to individual users. Built on the visual analysis in the previous section, we focus on three divergence measures, namely the JS divergence D JS and two versions of the new divergence, i.e., D k new with k = 1 and k = 2. We denote D k new (k = 1) as D 1 , and D k new (k = 2) as D 2 .
Volume Visualization
This survey, which involved ten surveyees, was designed to collect some real-world data that reflects the use of knowledge in viewing volume visualization images. The full set of questions were presented to surveyees in the form of slides, which are included in the supplementary materials. The full set of survey results is given in Appendix C. The featured volume datasets were from "The Volume Library" [Roe19] , and visualization images were either rendered by the authors or from one of the four publications [NSW02, CSC06, WQ07, Jun19].
The transformation from a volumetric dataset to a volumerendered image typically features a noticeable amount of alphabet compression. Some major algorithmic functions in volume visualization, e.g., iso-surfacing, transfer function, and rendering integral, all facilitate alphabet compression, hence information loss.
In terms of rendering integral, maximum intensity projection (MIP) incurs a huge amount of information loss in comparison with the commonly-used emission-and-absorption integral [MC10] . As shown in Figure 1 , the surface of arteries are depicted more or less in the same color. The accompanying question intends to tease out two pieces of knowledge, "curved surface" and "with wrinkles and bumps". Among the ten surveyees, one selected the correct answer B, while seven selected the relatively plausible answer A and one selected the less plausible answer D. Without any knowledge, a surveyee would select answer C, leading to the highest value of divergence in terms of any of the three measures. Based PMF Q, we expect to have divergence values in the order of C > A > D B. Both D JS and D 2 have produced values in that order, while D 1 indicates an order A > D > C B, which cannot be interpreted easily. We thus score D k new (k = 1) 1 in Table  3 , and leave it out in the following discussions.
Together with the alphabet compression H(Q) − H(F) = 0.225 and the maximum entropy of 2 bits, we can also calculate the informative benefit using Eq. 11. For surveyees with different answers, the lossy depiction of the surface of arteries brought about different Because the ground truth PMF Q would be less certain, the knowledge of "curved surface" and "with wrinkles and bumps" would become more useful. Further, because the probability of flat and smooth surfaces would have also increased, an answer C would not be as bad as when it is with the original PMF Q.
The above example of MIP rendering shows that to those users with the appropriate knowledge, the missing information in a visualization image is not really "lost". Using the categorization of visual multiplexing [CWB * 14], the information about "curved surface" and "with wrinkles and bumps" is conveyed using a hollow visual channel. Volume visualization features some other forms of visual multiplexing. The viewers' ability to de-multiplex depends on their knowledge, which can now be estimated quantitatively. Figure 6 shows another volume-rendered image used in the survey. Two iso-surfaces of a head dataset are depicted with translucent occlusion, which is a type of visual multiplexing [CWB * 14]. Meanwhile, the voxels for soft tissue and muscle are not depicted at all, which can also been regarded as using a hollow visual channel. The visual representation has been widely used, and the viewers are expected to use their knowledge to infer the 3D relationships between the two iso-surfaces as well as the missing information about soft tissue and muscle. The question that accompanies the figure is for estimating such knowledge.
Although the survey offers only four options, it could in fact of-fer many other configurations as optional answers. Let us consider four color-coded segments similar to the configurations in answers C and D. Each segment could be one of four types: bone, skin, soft tissue and muscle, or background. There are a total of 4 4 = 256 configurations. If one had to consider the variation of segment thickness, there would be many more options. Because it would not be appropriate to ask a surveyee to select an answer from 256 options, a typical assumption is that the selected four options are representative. In other words, considering that the 256 options are letters of an alphabet, any unselected letter has a probability similar to one of the four selected options.
For example, we can estimate a ground truth PMF Q such that among the 256 letters, Because both D JS and D 2 have returned some sensible values, we give a score of 5 to each of them in Table 3 .
London Underground Map
This survey was designed to collect some real-world data that reflects the use of some knowledge in viewing different London underground maps. It involved sixteen surveyees, twelve at King's College London (KCL) and four at University of Oxford. Surveyees were interviewed individually in a setup as shown in Figure 7 . Each surveyee was asked to answer 12 questions using either map, followed by two further questions about their familiarity of a metro system and London. A £5 Amazon voucher was offered to each surveyee as an appreciation of their effort and time. The survey sheets and the full set of survey results are given in Appendix D.
Harry Beck first introduced geographically-deformed design of the London underground maps in 1931. Today almost all metro maps around the world adopt this design concept. Informationtheoretically, the transformation of a geographically-faithful map to such a geographically-deformed map causes a significant loss of information. Naturally, this affects some tasks more than others.
For example, the distances between stations on a deformed map are not as useful as in a faithful map. The first four questions in the survey asked surveyees to estimate how long it would take to walk (i) from Charing Cross to Oxford Circus, (ii) from Temple and Leicester Square, (iii) from Stanmore to Edgware, and (iv) from South Rulslip to South Harrow. On the deformed map, the distances between the four pairs of the stations are all about 50mm. On the faithful map, the distances are (i) 21mm, (ii) 14mm, (iii) 31mm, and (iv) 53mm respectively. According to the Google map, the estimated walk distance and time are (i) 0.9 miles, 20 minutes; (ii) 0.8 miles, 17 minutes; (iii) 1.6 miles, 32 minutes; and (iv) 2.2 miles, 45 minutes respectively. Let Z be an alphabet of integers between 1 and 256. The range is chosen partly to cover the range of the answers in the survey, and partly to round up the maximum entropy Z to 8 bits. For each pair of stations, we can define a PMF using a skew normal distribution peaked at the Google estimation ξ. As an illustration, we coarsely approximate the PMF as
Using the same way in the previous case study, we can estimate the divergence for an answer in range, resulting in: With the entropy of the alphabet as H(Q) = 3.592 bits and the maximum entropy being 8 bits, we can estimate the amounts of informative benefit for different answers as:
with D JS , spot on : −1.765, close : −3.266, wild guess : −3.963 with D 2 , spot on : 0.287, close : 0.033, wild guess : −0.017 For instance, surveyee P9, who has lived in a city with a metro system for a period of 1-5 years and lived in London for several months, made similarly good estimations about the walking time with both types of underground maps. With one spot on answer and one close answer under each condition, the estimated benefit on average is −2.516 bits if one uses D JS or 0.160 bits if one uses D 2 . Meanwhile, surveyee P3, who has lived in a city with a metro system for two months, provided all four answers in the wild guess category, leading to negative benefit with both D JS and D 2 .
Among the first set of four questions, Questions 1 and 2 are about stations near KCL, and Questions 3 and 4 are about stations more than 10 miles away from KCL. The local knowledge of the surveyees from KCL clearly helped their answers. Among the answers given by the twelve surveyees from KCL, Figure 7 : A survey for collecting data that reflects the use of some knowledge in viewing two types of London underground maps.
• For Question 1, four spot on, five close, and three wild guessthe average benefit is −2.940 with D JS or 0.105 with D 2 . • For Question 2, two spot on, nine close, and one wild guessthe average benefit is −3.074 with D JS or 0.071 with D 2 . • For Question 3, three close, and nine wild guess -the average benefit is −3.789 with D JS or −0.005 with D 2 . • For Question 4, two spot on, one close, and nine wild guessthe average benefit is with −3.539 D JS or 0.038 with D 2 .
From the above calculation, we also notice that D JS tends to produce higher divergence values, and seems a bit "too eager" to give negative benefit values. With the above real world data, D 2 produces measures that can be interpreted more intuitively. We therefore give D 2 (i.e., D k new (k = 2)) a 5 score and D JS a 3 score.
When we consider answering each of Questions 1∼4 as performing a visualization task, we can estimate the cost-benefit ratio of each process. As the survey also collected the time used by each surveyee in answering each question, the cost in Eq. 1 can be approximated with the mean response time. For Questions 1∼4, the mean response times by the surveyees at KCL are 9.27, 9.48, 14.65, and 11.40 seconds respectively. Using the benefit values based on D 2 , the cost-benefit ratios are thus 0.0113, 0.0075, -0.0003, and 0.0033 bits/second respectively. While these values indicate the benefits of the local knowledge used in answering Questions 1 and 2, they also indicate that when the local knowledge is absent in the case of Questions 3 and 4, the deformed map (i.e., Question 3) is less cost-beneficial.
Conclusions
In this paper, we have considered the need to improve the mathematical formulation of an information-theoretic measure for analyzing the cost-benefit of visualization as well as other processes in a data intelligence workflow [CG16] . The concern about the original measure is its unbounded term based on the KL-divergence. We have obtained a proof that as long as the input and output alphabets of a process have a finite number of letters, the divergence measure used in the cost-benefit formula should be bounded.
We have considered a number of bounded measures to replace the unbounded term, including a new divergence measure D k new and its variation D k ncm . We have conducted multi-criteria analysis to select the best measure among these candidates. In particular, we have used visualization to aid the observation of different properties of the candidate measures, assisting in the analysis of four criteria. We have conducted two case studies, both in the form of surveys. One consists of questions about volume visualizations, while the other features visualization tasks performed in conjunction with two types of London Underground maps. The case studies allowed us to test some most promising candidate measures with the real world data collected in the two surveys, providing important evidence to two important aspects of the multi-criteria analysis.
From Table 3 , we can observe the process of narrowing down from eight candidate measures to two measures. Taking the importance of the criteria into account, we consider that candidate D k new (k = 2) is slightly ahead of D JS . We therefore propose to revise the original cost-benefit ratio in [CG16] to the following:
This cost-benefit measure was developed in the field of visualization, for optimizing visualization processes and visual analytics workflows. It is now being improved by using visual analysis and with the survey data collected in the context of visualization applications. We would like to continue our theoretical investigation into the mathematical properties of the new divergence measure. Meanwhile, having a bounded cost-benefit measure offers many new opportunities of using it in practical applications, especially in visualization and visual analytics. This appendix contains an extraction from a previous publication [CE19] , which provides a relatively concise but informative description of the cost-benefit ratio proposed in [CG16] . The inclusion is to minimize the readers' effort to locate such an explanation. The extraction has been slightly modified.
Chen and Golan introduced an information-theoretic metric for measuring the cost-benefit ratio of a visual analytics (VA) workflow or any of its component processes [CG16] . The metric consists of three fundamental measures that are abstract representations of a variety of qualitative and quantitative criteria used in practice, including operational requirements (e.g., accuracy, speed, errors, uncertainty, provenance, automation), analytical capability (e.g., filtering, clustering, classification, summarization), cognitive capabilities (e.g., memorization, learning, context-awareness, confidence), and so on. The abstraction results in a metric with the desirable mathematical simplicity [CG16] . The qualitative form of the metric is as follows:
The metric describes the trade-off among the three measures:
• Alphabet Compression (AC) measures the amount of entropy reduction (or information loss) achieved by a process. As it was noticed in [CG16] , most visual analytics processes (e.g., statistical aggregation, sorting, clustering, visual mapping, and interaction), feature many-to-one mappings from input to output, hence losing information. Although information loss is commonly regarded harmful, it cannot be all bad if it is a general trend of VA workflows. Thus the cost-benefit metric makes AC a positive component. • Potential Distortion (PD) balances the positive nature of AC by measuring the errors typically due to information loss. Instead of measuring mapping errors using some third party metrics, PD measures the potential distortion when one reconstructs inputs from outputs. The measurement takes into account humans' knowledge that can be used to improve the reconstruction processes. For example, given an average mark of 62%, the teacher who taught the class can normally guess the distribution of the marks among the students better than an arbitrary person. • Cost (Ct) of the forward transformation from input to output and the inverse transformation of reconstruction provides a further balancing factor in the cost-benefit metric in addition to the trade-off between AC and PD. In practice, one may measure the cost using time or a monetary measurement. In Section 5.2, we have discussed Questions 1∼4 in some detail. In the survey, Questions 5∼8 constitute the second set. Each question asks surveyees to first identify two stations along a given underground line, and then determine how many stops between the two stations. All surveyees identified the stations correctly for all four questions, and most have also counted the stops correctly. In general, for each of these cases, one can establish an alphabet of all possible answers in a way similar to the example of walking distances. However, we have not observed any interesting correlation between the correctness and the surveyees' knowledge about metro systems or London. With the third set of four questions, each questions asks surveyees to identify the closest station for changing between two given stations on different lines. All surveyees identified the changing stations correctly for all questions.
The design of Questions 5∼12 was also intended to collect data that might differentiate the deformed map from the faithful map in terms of the time required for answering questions. As shown in Figure 11 , the questions were paired, such that the two ques- tions feature the same level of difficulties. Although the comparison seems to suggest that the faithful map might have some advantage in the setting of this survey, we cannot be certain about this observation as the sample size is not large enough. In general, we cannot draw any meaningful conclusion about the cost in terms of time. We hope to collect more real world data about the timing cost of visualization processes for making further advances in applying information theory to visualization.
Meanwhile, we consider that the space cost is valid consideration. While both maps have a similar size (i.e., deformed map: 850mm×580mm, faithful map: 840mm×595mm, their font sizes for station labels are very different. For long station names, "High Street Kensington" and "Totteridge & Whetstone", the labels on the deformed map are of 35mm and 37mm in length, while those on the faithful map are of 17mm and 18mm long. Taking the height into account, the space used for station labels in the deformed map is about four times of that in the faithful map. In other worlds, if the faithful map were to display its labels with the same font size, the cost of the space would be four times of that of the deformed map. 
