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Abstract
The object of the present paper is to investigate a family of integral operators defined on the space of normalized meromorphic
functions. By making use of these novel integral operators, we introduce and investigate several new subclasses of starlike, convex,
close-to-convex, and quasi-convex meromorphic functions. In particular, we establish some inclusion relationships associated with
the aforementioned integral operators. Several interesting integral-preserving properties are also considered.
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1. Introduction, definitions and preliminaries
Let Σ denote the class of functions of the form:
f (z) = 1
z
+
∞∑
k=0
akz
k, (1.1)
which are analytic in the punctured open unit disk
U
∗ = {z: z ∈ C and 0 < |z| < 1}= U \ {0}.
A function f ∈ Σ is said to be in the class S∗(α) of meromorphic starlike functions of order α in U if and only if
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(
zf ′(z)
f (z)
)
< −α (z ∈ U; 0 α < 1). (1.2)
A function f ∈ Σ is said to be in the class C(α) of meromorphic convex functions of order α in U if and only if

(
1 + zf
′′(z)
f ′(z)
)
< −α (z ∈ U; 0 α < 1). (1.3)
It is easy to observe from (1.2) and (1.3) that
f ∈ C(α) ⇐⇒ −zf ′(z) ∈ S∗(α). (1.4)
For a function f ∈ Σ , we say that f ∈K(β,α) if there exists a function g ∈ S∗(α) such that

(
zf ′(z)
g(z)
)
< −β (z ∈ U; 0 α < 1; 0 β < 1). (1.5)
Functions in the class K(β,α) are called meromorphic close-to-convex functions of order β and type α. We also say
that a function f ∈ Σ is in the class K∗(β,α) of meromorphic quasi-convex functions of order β and type α if there
exists a function g ∈ C(α) such that

((
zf ′(z)
)′
g′(z)
)
< −β (z ∈ U; 0 α < 1; 0 β < 1). (1.6)
It follows easily from (1.5) and (1.6) that
f ∈K∗(β,α) ⇐⇒ −zf ′(z) ∈K(β,α). (1.7)
The above-defined function classes as well as their multivalent generalizations were extensively investigated by
many authors (see, for example, [1] and [2]; see also [3] and [4]). In recent years, several families of integral operators
and derivative operators which are closely related with the Hadamard product (or convolution) were introduced and
investigated in the context of Geometric Function Theory. For instance, we choose to mention the Ruscheweyh deriv-
ative operator (see, for details, [5]; see also [6,7] and [8]), the Carlson–Shaffer operator (see [9] and [10]; see also [3]),
Jung–Kim–Srivastava integral operator (see, for details, [11]; see also [12] and [13]), the Dziok–Srivastava operator
(see, for details, [14–17]), the Noor integral operator (see, for details, [18–22]), and so on. Motivated essentially by
Noor’s work (see [18] and [19]) and by the work of Jung et al. [11], we introduce here a novel family of integral
operators defined on the space of meromorphic functions in the class Σ . By using these integral operators, we define
several subclasses of meromorphic functions and investigate various inclusion relationships and integral-preserving
properties for the meromorphic function classes introduced here.
As usual, we denote the Hadamard product (or convolution) of two functions f and g in Σ by f ∗ g. We then
define a differential operator Dn as follows:
Dnf (z) := 1
z(1 − z)n+1 ∗ f (z) (n > −1; f ∈ Σ)
= 1
z
(
zn+1f (z)
n!
)(n) (
n ∈ N0 := {0,1,2, . . .} = N ∪ {0}
)
= 1
z
+
∞∑
k=0
c(n, k)akz
k, (1.8)
where, for convenience,
c(n, k) :=
(
n + k + 1
n
)
= (n + 1)(n + 2) · · · (n + k + 1)
(k + 1)! (k ∈ N0). (1.9)
Some interesting developments involving the differential operator Dn for functions belonging to the class Σ can
be found in the recent works by Uralegaddi and Somanatha [23] and Cho [24]. Here, in our present investigation, we
define a family of integral operators In,μ :Σ → Σ as follows. We first set
S.-M. Yuan et al. / J. Math. Anal. Appl. 337 (2008) 505–515 507fn(z) = 1
z(1 − z)n+1 (n > −1) (1.10)
and let f †n,μ be so defined that
fn(z) ∗ f †n,μ(z) =
1
z(1 − z)μ (μ > 0). (1.11)
Then
In,μf (z) := f †n,μ(z) ∗ f (z) (f ∈ Σ). (1.12)
Using (1.10) to (1.12), we have
In,μf (z) = 1
z
+
∞∑
k=0
(μ)k+1
(n + 1)k+1 akz
k, (1.13)
where f ∈ Σ is in the form of (1.1) and (κ)n denotes the Pochhammer symbol given by
(κ)0 := 1 and (κ)n := (κ + n)
(κ)
= κ(κ + 1) · · · (κ + n − 1) (n ∈ N).
Furthermore, we have
z
(
In+1,μf (z)
)′ = (n + 1)In,μf (z) − (n + 2)In+1,μf (z) (1.14)
and
z
(
In,μf (z)
)′ = μIn,μ+1f (z) − (μ + 1)In,μf (z). (1.15)
We now define the following subclasses of the meromorphic function class Σ by means of the integral operator
In,μ given by (1.12).
Definition 1. In conjunction with (1.2) and (1.13),
S∗n,μ(α) :=
{
f : f ∈ Σ and In,μf ∈ S∗(α) (0 α < 1)
}
. (1.16)
Definition 2. In conjunction with (1.3) and (1.13),
Cn,μ(α) :=
{
f : f ∈ Σ and In,μf ∈ C(α) (0 α < 1)
}
. (1.17)
Definition 3. In conjunction with (1.5) and (1.13),
Kn,μ(β,α) :=
{
f : f ∈ Σ and In,μf ∈K(β,α) (0 α < 1; 0 β < 1)
}
. (1.18)
Definition 4. In conjunction with (1.6) and (1.13),
K∗n,μ(β,α) :=
{
f : f ∈ Σ and In,μf ∈K∗(β,α) (0 α < 1; 0 β < 1)
}
. (1.19)
It should be remarked here that many of the function classes introduced above, especially the function classes
K∗(β,α) and K∗n,μ(β,α), are analogous to the class Q of analytic and univalent functions studied by Noor and
Thomas [25] as well as to the class C∗ of quasi-convex functions studied subsequently by Noor [26]. These and the
aforementioned other close connections with many earlier investigations would obviously highlight the importance of
the results obtained in this paper.
In order to establish our main results, we need the following lemma which is popularly known as the Miller–
Mocanu Lemma.
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Θ : D → C (D ⊂ C × C),
C being (as usual) the complex plane, and let
u = u1 + iu2 and v = v1 + iv2.
Suppose also that the function Θ(u,v) satisfies each of the following conditions:
(i) Θ(u,v) is continuous in D;
(ii) (1,0) ∈ D and (Θ(1,0)) > 0;
(iii) (Θ(iu2, v1)) 0 for all (iu2, v1) ∈ D such that
v1 −12
(
1 + u22
)
.
Let
p(z) = 1 + p1z + p2z2 + p3z3 + · · · (1.20)
be analytic in U such that(
p(z), zp′(z)
) ∈ D (z ∈ U).
If

(
Θ
(
p(z), zp′(z)
))
> 0 (z ∈ U),
then
(p(z))> 0 (z ∈ U).
2. The main inclusion relationships
In this section, we give several inclusion relationships for meromorphic function classes, which are associated with
the integral operator In,μ.
Theorem 1. Let n > −1, μ > 0 and 0 α < 1. Then
S∗n,μ+1(α) ⊂ S∗n,μ(α) ⊂ S∗n+1,μ(α).
Proof. We first show that
S∗n,μ+1(α) ⊂ S∗n,μ(α)
(
n > −1; μ ∈ R+; 0 α < 1). (2.1)
Let f (z) ∈ S∗n,μ+1(α) and set
z
(
In,μf (z)
)′
In,μf (z)
+ α = −(1 − α)p(z), (2.2)
where p(z) is given by (1.20). By applying the identity (1.15), we obtain
μ
In,μ+1f (z)
In,μf (z)
= z
(
In,μf (z)
)′
In,μf (z)
+ (μ + 1) = −(1 − α)p(z) − α + (μ + 1).
By using logarithmic differentiation on both sides of the above equation, we have
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(
In,μ+1f (z)
)′
In,μ+1f (z)
= z
(
In,μf (z)
)′
In,μf (z)
+ (1 − α)zp
′(z)
(1 − α)p(z) + α − (μ + 1)
= −α − (1 − α)p(z) + (1 − α)zp
′(z)
(1 − α)p(z) + α − (μ + 1) .
We now choose
u = p(z) = u1 + iu2 and v = zp′(z) = v1 + iv2,
and define the function Θ(u,v) by
Θ(u,v) = (1 − α)u − (1 − α)v
(1 − α)u + α − (μ + 1) . (2.3)
Then, clearly, Θ(u,v) is continuous in
D =
(
C
∖{μ + 1 − α
1 − α
})
×C
and
(1,0) ∈ D with (Θ(1,0))> 0.
Moreover, for all (iu2, v1) ∈ D such that
v1 −12
(
1 + u22
)
,
we have
(Θ(iu2, v1))= 
( −(1 − α)v1
(1 − α)iu2 + α − (μ + 1)
)
= (1 − α)(μ + 1 − α)v1
(1 − α)2u22 + (α − μ − 1)2
− (1 − α)(1 + u
2
2)(μ + 1 − α)
2
([(1 − α)u2]2 + (α − μ − 1)2)
< 0,
which shows that Θ(u,v) satisfies the hypotheses of the Miller–Mocanu Lemma. Consequently, we easily obtain the
inclusion relationship (2.1).
By using arguments similar to those detailed above, together with (1.14), we can also prove the left part of
Theorem 1, that is, that
S∗n,μ(α) ⊂ S∗n+1,μ(α)
(
n > −1; μ ∈ R+; 0 α < 1). (2.4)
Combining the inclusion relationships (2.1) and (2.4), we completes the proof of Theorem 1. 
Theorem 2. Let n > −1, μ > 0 and 0 α < 1. Then
Cn,μ+1(α) ⊂ Cn,μ(α) ⊂ Cn+1,μ(α).
Proof. Let f ∈ Cn,μ+1(α). Then, by Definition 2, we have
In,μ+1f (z) ∈ C(α)
(
n > −1; μ ∈ R+; 0 α < 1).
Furthermore, in view of the relationship (1.4), we find that
−z(In,μ+1f (z))′ ∈ S∗(α),
that is, that
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(−zf ′(z)) ∈ S∗(α).
Thus, by Definition 1 and Theorem 1, we have
−zf ′(z) ∈ S∗n,μ+1(α) ⊂ S∗n,μ(α),
which implies that
Cn,μ+1(α) ⊂ Cn,μ(α).
The right part of Theorem 2 can be proved by using similar arguments. The proof of Theorem 2 is thus completed. 
Theorem 3. Let n > −1, μ > 0 and 0 α < 1 and 0 β < 1. Then
Kn,μ+1(β,α) ⊂Kn,μ(β,α) ⊂Kn+1,μ(β,α).
Proof. Let us begin by proving that
Kn,μ+1(β,α) ⊂Kn,μ(β,α)
(
n > −1; μ ∈ R+; 0 α < 1; 0 β < 1). (2.5)
Let f (z) ∈Kn,μ+1(β,α). Then there exists a function ψ(z) ∈ S∗(α) such that

(
z
(
In,μ+1f (z)
)′
ψ(z)
)
< −β (z ∈ U).
We set
In,μ+1g(z) = ψ(z),
so that we have
g(z) ∈ S∗n,μ+1(α) and 
(
z
(
In,μ+1f (z)
)′
In,μ+1g(z)
)
< −β (z ∈ U).
We next put
z
(
In,μf (z)
)′
In,μg(z)
+ β = −(1 − β)p(z), (2.6)
where p(z) is given, as before, by (1.20). Thus, by using the identity (1.15), we have
z
(
In,μ+1f (z)
)′
In,μ+1g(z)
= In,μ+1
(
zf ′(z)
)
In,μ+1g(z)
= z
[
In,μ
(
zf ′(z)
)]′ + (μ + 1)In,μ(zf ′(z))
z(In,μg(z))′ + (μ + 1)In,μg(z)
=
z[In,μ(zf ′(z))]′
In,μg(z)
+ (μ + 1) In,μ(zf ′(z))
In,μg(z)
z(In,μg(z))′
In,μg(z)
+ (μ + 1)
.
Since g(z) ∈ S∗n,μ+1(α), by Theorem 1, we can set
z
(
In,μg(z)
)′
In,μg(z)
+ α = −(1 − α)G(z),
where
G(z) = g1(x, y) + ig2(x, y) and 
(
G(z)
)= g1(x, y) > 0 (z ∈ U).
Then
z
(
In,μ+1f (z)
)′
=
z[In,μ(zf ′(z))]′
In,μg(z)
− (μ + 1)[β + (1 − β)p(z)]
. (2.7)In,μ+1g(z) −α − (1 − α)G(z) + (μ + 1)
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z
(
In,μf (z)
)′ = −In,μg(z)[β + (1 − β)p(z)]. (2.8)
Upon differentiating both sides of (2.8) with respect to z, we have
z
[
z
(
In,μf (z)
)′]′
In,μg(z)
= −(1 − β)zp′(z) + [α + (1 − α)G(z)][β + (1 − β)p(z)]. (2.9)
By substituting (2.9) into (2.7), we obtain
z
(
In,μ+1f (z)
)′
In,μ+1g(z)
+ β = −
{
(1 − β)p(z) − (1 − β)zp
′(z)
(1 − α)G(z) + α − (μ + 1)
}
.
We now choose
u = p(z) = u1 + iu2 and v = zp′(z) = v1 + iv2.
If we define the function Θ(u,v) by
Θ(u,v) = (1 − β)u − (1 − β)v
(1 − α)G(z) + α − (μ + 1) , (2.10)
where
(u, v) ∈ D = (C \ D∗)×C
and
D
∗ :=
{
z: z ∈ C and (G(z))= g1(x, y) 1 + μ1 − α
}
,
it is easy to see that Θ(u,v) is continuous in D and (1,0) ∈ D with
(Θ(1,0))> 0.
Moreover, for all (iu2, v1) ∈ D such that
v1 −12
(
1 + u22
)
,
we have
(Θ(iu2, v1))= 
(
− (1 − β)v1
(1 − α)G(z) + α − μ − 1
)
= (1 − β)v1[μ + 1 − α − (1 − α)g1(x, y)][(1 − α)g1(x, y) + α − μ − 1]2 + [(1 − α)g2(x, y)]2
− (1 − β)(1 + u
2
2)[μ + 1 − α − (1 − α)g1(x, y)]
2[(1 − α)g1(x, y) + α − μ − 1]2 + 2[(1 − α)g2(x, y)]2
< 0,
which shows that Θ(u,v) satisfies the hypotheses of the Miller–Mocanu Lemma. Thus, in light of (2.6), we easily
deduce the inclusion relationship (2.5).
The remainder of our proof of Theorem 3 would make use of the identity (1.14) in an analogous manner. We,
therefore, choose to omit the details involved. 
Theorem 4. Let n > −1, μ > 0, 0 α < 1 and 0 β < 1. Then
K∗n,μ+1(β,α) ⊂K∗n,μ(β,α) ⊂K∗n+1,μ(β,α).
Proof. Just as we derived Theorem 2 as a consequence of Theorem 1 by using the equivalence (1.4), we can also
prove Theorem 4 by using Theorem 3 in conjunction with the equivalence (1.7). 
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In this section, we present several integral-preserving properties of the meromorphic function classes introduced
here. We first recall a familiar integral operator Jc defined by
Jc(f )(z) := c
zc+1
z∫
0
tcf (t) dt (c > 0; f ∈ Σ), (3.1)
which satisfies the following relationship:
cIn,μf (z) = (c + 1)In,μJc(f )(z) + z
(
In,μJc(f )(z)
)′
. (3.2)
In order to obtain the integral-preserving properties involving the integral operator Jc, we also need the following
lemma which is popularly known as Jack’s Lemma.
Lemma 2. (See Jack [28].) Let ω(z) be a nonconstant function analytic in U with ω(0) = 0. If |ω(z)| attains its
maximum value on the circle |z| = r < 1 at z0, then
z0ω
′(z0) = kω(z0),
where k is a real number and k  1.
Theorem 5. Let c > 0, n > −1, μ > 0, and 0 α < 1. If f (z) ∈ S∗n,μ(α), then
Jc(f )(z) ∈ S∗n,μ(α).
Proof. Suppose that f (z) ∈ S∗n,μ(α) and let
z
(
In,μJc(f )(z)
)′
In,μJc(f )(z)
= −1 + (1 − 2α)ω(z)
1 − ω(z) , (3.3)
where ω(0) = 0. Then, by using (3.2) and (3.3), we have
In,μf (z)
In,μJc(f )(z)
= c − (c + 2 − 2α)ω(z)
c[1 − ω(z)] , (3.4)
which, upon logarithmic differentiation, yields
z
(
In,μf (z)
)′
In,μf (z)
= −1 + (1 − 2α)ω(z)
1 − ω(z) +
zω′(z)
1 − ω(z) −
(c + 2 − 2α)zω′(z)
c − (c + 2 − 2α)ω(z) , (3.5)
so that
z
(
In,μf (z)
)′
In,μf (z)
+ α = (α − 1)[1 + ω(z)]
1 − ω(z) +
zω′(z)
1 − ω(z) −
(c + 2 − 2α)zω′(z)
c − (c + 2 − 2α)ω(z) . (3.6)
Now, assuming that
max
|z||z0|
∣∣ω(z)∣∣= ∣∣ω(z0)∣∣= 1 (z0 ∈ U) (3.7)
and applying Jack’s Lemma, we have
z0ω
′(z0) = kω(z0) (k  1). (3.8)
If we set
ω(z0) = eiθ (θ ∈ R)
in (3.6) and observe that
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(
(α − 1)[1 + ω(z0)]
1 − ω(z0)
)
= 0,
then we obtain

(
z0
(
In,μf (z0)
)′
In,μf (z0)
+ α
)
= 
(
z0ω′(z0)
1 − ω(z0) −
(c + 2 − 2α)z0ω′(z0)
c − (c + 2 − 2α)ω(z0)
)
= 
(
− 2(1 − α)ke
iθ
(1 − eiθ )[c − (c + 2 − 2α)eiθ ]
)
= 2k(1 − α)(c + 1 − α)
c2 − 2c(c + 2 − 2α) cos θ + (c + 2 − 2α)2
 0,
which obviously contradicts the hypothesis:
f (z) ∈ S∗n,μ(α).
Consequently, we can deduce that∣∣ω(z)∣∣< 1 (z ∈ U),
which, in view of (3.3), proves the integral-preserving property asserted by Theorem 5. 
Theorem 6. Let c > 0, n > −1, μ > 0, and 0 α < 1. If f (z) ∈ Cn,μ(α), then
Jc(f )(z) ∈ Cn,μ(α).
Proof. By applying Theorem 5, it follows that
f (z) ∈ Cn,μ(α) ⇐⇒ −zf ′(z) ∈ S∗n,μ(α)
⇒ Jc
(−zf ′(z)) ∈ S∗n,μ(α)
⇐⇒ −z(Jcf (z))′ ∈ S∗n,μ(α)
⇒ Jc(f )(z) ∈ Cn,μ(α),
which proves Theorem 6. 
Theorem 7. Let c > 0, n > −1, μ > 0, 0 α < 1, and 0 β < 1. If f (z) ∈Kn,μ(β,α), then
Jc(f )(z) ∈Kn,μ(β,α).
Proof. Suppose that f (z) ∈Kn,μ(β,α). Then, by definition, there exists a function g(z) ∈ S∗n,μ(α) such that

(
z
(
In,μf (z)
)′
In,μg(z)
)
< −β (z ∈ U).
Thus, upon setting
z
(
In,μJcf (z)
)′
In,μJcg(z)
+ β = −(1 − β)p(z), (3.9)
where p(z) is given by (1.20), we find from (3.2) that
z
(
In,μf (z)
)′
In,μg(z)
= −In,μ
(−zf ′(z))
In,μg(z)
= − (c + 1)In,μJc
(−zf ′(z))+ z(In,μJc(−zf ′(z)))′
(c + 1)In,μJcg(z) + z
(
In,μJc
(
g(z)
))′
= −
z(In,μJc(−zf ′(z)))′
In,μJcg(z)
+ (c + 1) In,μJc(−zf ′(z))
In,μJcg(z)
z(In,μJcg(z))′ + (c + 1)
.In,μJcg(z)
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z
(
In,μJcg(z)
)′
In,μJcg(z)
+ α = −(1 − α)G(z), (3.10)
where
G(z) = g1(x, y) + ig2(x, y) and 
(
G(z)
)= g1(x, y) > 0 (z ∈ U).
Then we have
z
(
In,μf (z)
)′
In,μg(z)
=
z(In,μJc(−zf ′(z)))′
In,μJcg(z)
+ (c + 1)[β + (1 − β)p(z)]
α + (1 − α)G(z) − (c + 1) . (3.11)
We also find from (3.9) that
z
(
In,μJcf (z)
)′ = (−In,μJcg(z))[β + (1 − β)p(z)]. (3.12)
Upon differentiating both sides of (3.12) with respect to z, we obtain
z
[
z
(
In,μJcf (z)
)′]′ = −z(In,μJcg(z))′[β + (1 − β)p(z)]− (1 − β)zp′(z)In,μJcg(z), (3.13)
that is,
z
[
z
(
In,μJcf (z)
)′]′
In,μJcg(z)
= −(1 − β)zp′(z) + [α + (1 − α)G(z)][β + (1 − β)p(z)]. (3.14)
Substituting (3.14) into (3.11), we find that
z
(
In,μf (z)
)′
In,μg(z)
+ β = −(1 − β)p(z) + (1 − β)zp
′(z)
(1 − α)G(z) + α − (c + 1) . (3.15)
Thus, by setting
u = p(z) = u1 + iu2 and v = zp′(z) = v1 + iv2,
we can define the function Θ(u,v) by
Θ(u,v) = (1 − β)u − (1 − β)v
(1 − α)G(z) + α − (c + 1) .
The remainder of our proof of Theorem 7 is similar to that of Theorem 3, so we choose to omit the analogous details
involved. 
Theorem 8. Let c > 0, n > −1, μ > 0, 0 α < 1, and 0 β < 1. If f (z) ∈K∗n,μ(β,α), then
Jc(f )(z) ∈K∗n,μ(β,α).
Proof. Just as we derived Theorem 6 from Theorem 5, we easily deduce the integral-preserving property asserted by
Theorem 8 from Theorem 7. 
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