Abstract. We calculate the Jacobi Eisenstein series of weight k ≥ 3 for a certain representation of the Jacobi group, and evaluate these at z = 0 to give coefficient formulas for a family of modular forms Q k,m,β of weight k ≥ 5/2 for the (dual) Weil representation on an even lattice. The forms we construct always contain all cusp forms within their span. We explain how to compute the representation numbers in the coefficient formulas for Q k,m,β and the Eisenstein series of Bruinier and Kuss p-adically to get an efficient algorithm. The main application is in constructing automorphic products.
Introduction
Let (V, −, − ) be a vector space of finite dimension e = dim V , with nondegenerate bilinear form of signature (b + , b − ). We denote by q(x) := 1 2 x, x , x ∈ V the associated quadratic form. Let Λ ⊆ V be a lattice with q(v) ∈ Z for all v ∈ Λ. Recall that the Weil representation associated to the discriminant group Λ /Λ is a unitary representation where e γ , γ ∈ Λ /Λ is the natural basis of the group ring C[Λ /Λ], and S, T are the usual generators ofΓ; and e(x) = e 2πix . We will mainly consider the dual representation ρ * .
Several constructions of modular forms for ρ * are known. The oldest and best-known is the theta function
which is a modular form for ρ * of weight e/2 = b − /2 when q is negative definite. (We use a negative definite form q to get modular forms for the dual representation.) The theta function is fundamental in the analytic theory of quadratic forms and is the motivating example for the Weil representation above. Various generalizations (for example using harmonic, homogeneous polynomials) can be used to construct other modular forms; all of these are straightforward applications of Poisson summation.
In [5] , Bruinier and Kuss describe a formula for the coefficients of the Eisenstein series (Note that this differs slightly from the definition in [5] , whereΓ ∞ is the subgroup generated by only T . In particular, E k,0 will always have constant term e 0 in this note, rather than 2e 0 .) H denotes the Heisenberg group;Γ denotes the metaplectic group; and J denotes the meta-Jacobi group. σ β is the Schrödinger representation; ρ is the Weil representation; and ρ β is a representation of J that arises as a semidirect product of σ β and ρ. The representations σ
are given special names.
E k = E k,0 denotes the Eisenstein series (as in [5] , but normalized to have constant coefficient 1); more generally, E k,β denotes the Eisenstein series with constant term e β +e −β 2
. With three arguments in the subscript, E k,m,β denotes the Jacobi Eisenstein series of weight k and index m for the representation ρ β . P k,m,β denotes the Poincaré series of weight k that extracts the coefficient of q m e β from cusp forms. Finally, Q k,m,β denotes the Poincaré square series. Round brackets (−, −) denote the Petersson scalar product of cusp forms. The symbols | k,ρ * and | k,m,ρ * β denote Petersson slash operators.
We will commonly use the abbreviation e(x) = e 2πix . Complex numbers restricted to the upper half-plane are denoted by τ = x + iy; other complex numbers are denoted by z = u + iv.
The Weil and Schrödinger representations
The metaplectic groupΓ = M p 2 (Z) is the double cover of SL 2 (Z) consisting of pairs (M, φ), where M is a matrix M = a b c d ∈ SL 2 (Z) and φ is a branch of √ cτ + d on the upper half-plane H = {τ = x + iy ∈ C : y > 0}.
We will typically suppress φ and denote pairs (M, φ) by simply giving the matrix M .
Recall thatΓ is presented by the generators
(where √ τ is the "positive" square root Im( √ τ ) > 0, τ ∈ H), subject to the relations S 8 = id and S 2 = (ST ) 3 = Z = (−I, i).
We will also consider the integer Heisenberg group H, which is the set Z 3 with group operation (λ 1 , µ 1 , t 1 ) · (λ 2 , µ 2 , t 2 ) = (λ 1 + λ 2 , µ 1 + µ 2 , t 1 + t 2 + λ 1 µ 2 − λ 2 µ 1 ).
There is a natural action ofΓ on H (from the right) by (λ, µ, t) · a b c d = (aλ + cµ, bλ + dµ, t),
and we call the semidirect product J = H Γ by this action the meta-Jacobi group. It can be identified with a subgroup of M p 4 (Z) through the embedding
under which the suppressed square root φ(τ ) of cτ + d is sent toφ
The action of M p 4 (Z) on the Siegel upper half-space H 2 restricts to an action of J on H × C:
It can also be shown directly that this defines a group action.
Recall that a discriminant form is a finite abelian group A together with a quadratic form q : A → Q/Z, i.e. a function with the properties (i) q(λx) = λ 2 q(x) for all λ ∈ Z and x ∈ A; (ii) x, y = q(x + y) − q(x) − q(y) is bilinear. The typical example is the discriminant group of an even lattice Λ ⊆ V in a finite-dimensional space with bilinear form; "even" meaning that x, x ∈ 2Z for all x ∈ Λ. Here, we define the dual lattice Λ = {y ∈ V : x, y ∈ Z for all x ∈ Λ} and take A to be the quotient A = Λ /Λ, and set q(y) = y,y 2 mod 1 for y ∈ A. Conversely, every discriminant form arises in this way.
We will review the important representations of H,Γ and J on the group ring C[A] of any discriminant form. C[A] is a complex vector space for which a canonical basis is given by e γ , γ ∈ A. (We will not need the ring structure.) It has a scalar product 
It is straightforward to check that this actually defines a representation. Definition 2. Let (A, q) be a discriminant form. The Weil representation ofΓ on C[A] is the unitary representation ρ defined on the generators S and T by
Here, (b + , b − ) is the signature of any lattice with A as its discriminant group; the numbers b + , b − are themselves not well-defined, but the difference b − − b + mod 8 depends only on A.
In particular, ρ(Z)e γ = i
Shintani gave in [13] an expression for ρ(M ), for any M ∈Γ. We will need this later. 
Suppose that A is the discriminant group of an even lattice Λ of signature (b
δ β,aγ e abq(β) .
(ii) If c = 0, then
(Here, δ β,aγ = 1 if β = aγ and 0 otherwise.) Note in particular that ρ factors through a finite-index subgroup ofΓ.
The following lemma describes the interaction between the Schrödinger and Weil representations:
Lemma 4. Let (A, q) be a discriminant form and fix β ∈ A. For any M ∈Γ and ζ = (λ, µ, t) ∈ H,
Proof. It is enough to verify this when M is one of the standard generators S or T . When M = T , this is easy to check directly. When M = S, ρ(S) is essentially the discrete Fourier transform and this statement is the convolution theorem.
This implies that σ β and ρ can be combined to give a unitary representation of the meta-Jacobi group, which we denote by ρ β :
for M ∈Γ and ζ ∈ H.
We will more often be interested in the dual representations σ * β , ρ * and ρ * β . Since all the representations considered here are unitary, we obtain the dual representations essentially by taking complex conjugates everywhere possible.
Modular forms and Jacobi forms
Fix a lattice Λ. 
where if k is half-integer then the branch of the square root is prescribed by M as an element ofΓ. Using the Petersson slash operator, this can be abbreviated as
(ii) f is holomorphic in ∞. This means in the Fourier expansion of f ,
all coefficients c(n, γ) are zero for n < 0.
(That such a Fourier expansion exists follows from the fact that f (τ + 1) = ρ * (T )f (τ ).)
The vector space of modular forms will be denoted M k (ρ * ), and the subspace of cusp forms (those f for which c(0, γ) = 0 for all γ ∈ Λ /Λ) is denoted S k (ρ * ). Both spaces are always finite-dimensional and their dimension (at least for k ≥ 2) can be calculated with the Riemann-Roch formula. A fast formula for computing this under the assumption that 2k + b . Let d = #(Λ /Λ)/ ± I be the number of pairs ±γ, γ ∈ Λ /Λ. Define
Note that f (τ ), g(τ ) y k−2 dx dy is invariant underΓ. (ii) Let γ ∈ Λ /Λ. The (n, γ)-th Poincaré series (of exponential type) is the cusp form P k,n,γ defined by
It is clear that the Poincaré series span all of S k (ρ * ).
Proposition 8. For k ≥ 5/2, γ ∈ Λ /Λ and n ∈ Z−q(γ) the Poincaré series P k,n,γ is given by the compactly convergent series
whereΓ ∞ is the subgroup ofΓ generated by T and Z, and c, d run through all pairs of coprime integers.
Proof. The series converges compactly since it is majorized by the Eisenstein series; and its definition makes clear that it transforms as a modular form. It is a cusp form because the limit of each term in the series is zero as y → ∞. To show that it satisfies the characterization by the Petersson scalar product, define P k,n,γ by the series above for now; then, for any f (τ ) = γ j∈Q c(n, γ)q j e γ ∈ S k (ρ * ), using the fact that
c(j, γ)
Now we define Poincaré square series:
Definition 9. The Poincaré square series Q k,m,β is the series
Here, we set P k.0,0 to be the Eisenstein series E k,0 . In other words, Q k,m,β is the unique modular form such that Q k,m,β − E k,0 is a cusp form and
for all cusp forms f (τ ) = γ,n c(n, γ)q n e γ . The name "Poincaré square series" appears to be due to Ziegler in [15] , where he refers to a scalar-valued Siegel modular form with an analogous definition by that name.
Remark 10. The components of any cusp form f = n,γ c(n, γ)e γ can be considered as scalar-valued modular forms of higher level. Although the Ramanujan-Petersson conjecture is still open in half-integer weight, nontrivial bounds on the growth of c(n, γ) are known. For example, Bykovskii ( [6] ) gives the bound c(n, γ) = O(n k/2−5/16+ε ) for all n and any ε > 0. This implies that the series
is finite-dimensional, the weak convergence of λ =0 P k,λ 2 m,λβ actually implies its uniform convergence on compact subsets of H. On the other hand, the estimate
implies that as a triple series,
converges absolutely only when k > 3.
Proposition 11. The span of all Poincaré square series Q k,m,β , m ∈ N, β ∈ Λ /Λ contains all of S k (ρ * ).
Proof. Since Span(Q k,m,β ) is finite-dimensional, it is enough to find all Poincaré series as weakly convergent infinite linear combinations of Q k,m,β . Möbius inversion implies the formal identity
The series on the right converges (weakly) in S k (ρ * ) because we can bound
for an appropriate constant C and all cusp forms f (τ ) = γ n c(n, γ)q n e γ , where we again use the bound
Finally, we will need to define Jacobi forms. We will consider Jacobi forms for the representation ρ * β defined in section 3. The book [9] remains the standard reference for (scalar-valued) Jacobi forms, and much of the following work is based on the calculations there.
Definition 12.
A Jacobi form for ρ * β of weight k and index m is a holomorphic function Φ :
with the following properties:
(ii) For any ζ = (λ, µ, t) ∈ H,
(iii) If we write out the Fourier series of Φ as
then c(n, r, γ) = 0 whenever n < r 2 /4m.
We define a Petersson slash operator in this setting as follows: for M ∈Γ and ζ ∈ H,
Then conditions (i),(ii) of being a Jacobi form can be summarized as
Remark 13. We will consider some basic consequences of the transformation law under J for a Jacobi form Φ(τ, z) = γ,n,r c(n, r, γ)q n ζ r e γ . First, letting ζ = (0, 0, 1) ∈ H, we see that
so there are no nonzero Jacobi forms unless m ∈ Z − q(β). Also,
implies that c(n, r, γ) = 0 unless n ∈ Z − q(γ). Similarly,
implies that c(n, r, γ) = 0 unless r ∈ Z − γ, β . The transformation under Z implies
so there are no nonzero Jacobi forms unless 2k + b
(We will always make the assumption
since the e 0 -component of any Jacobi form will otherwise vanish identically. In this case c(n, r, γ) = c(n, −r, −γ) for all n, r, γ.) Finally, we remark that the transformation under ζ = (λ, 0, 0) implies
and therefore c(n, r, γ) = c(n + rλ + mλ 2 , r + 2mλ, γ + λβ) for all λ ∈ Z.
The Jacobi Eisenstein series
Fix a lattice Λ. Let J ∞ denote the subgroup of J that fixes the constant function e 0 under the action
. This is independent of β and it is the group generated by T, Z ∈Γ and the elements of the form (0, µ, t) ∈ H in the Heisenberg group. Definition 14. The Jacobi Eisenstein series twisted at β ∈ Λ of weight k and index m ∈ Z − q(β) is
It is clear that this is a Jacobi form of weight k and index m for the representation ρ * β . More explicitly, we can write it in the form
Remark 15. This series converges absolutely when k > 3. In that case the zero-value E k,m,β (τ, 0) is the Poincaré square series Q k,m,β (τ ), as one can see by swapping the order of the sum over (c, d) and the sum over λ. E k,m,β has a Fourier expansion of the form
We will calculate its coefficients. The contribution from c = 0 and d = ±1 is λ∈Z e mλ 2 τ + 2mλz e λβ .
We denote the contribution from all other terms by c (n, r, γ); so
Write τ = x + iy and z = u + iv. Then c (n, r, γ) is given by the integral c (n, r, γ)
Here, the notation d (c) * implies that the sum is taken over representatives of Z/cZ
The inner integral over u is easiest to evaluate within the sum over λ. Namely,
depends only on the remainder of λ mod c, because m + q(β) and r + β, γ are integers. Continuing, we see that
The Gaussian integral is well-known:
We are left with
where K c (β, m, γ, n, r) is a Kloosterman sum:
(In the second equality we have replaced v and λ by d · v and d · λ.)
The integral
of y = Im(τ ) and tends to 0 as y → ∞. When r 2 /4m − n < 0, we deform the contour to a keyhole and use Hankel's integral
and therefore
We can use √ i
and the fact that K c (β, m, γ, n, r) = K −c (β, m, γ, n, r) to write this as c (n, r, γ) = (−1)
Remark 16. Using the evaluation of the Ramanujan sum,
where µ is the Möbius function, it follows that
where we define
and we use the fact that this congruence depends only on the remainder of v and λ mod a (rather than c).
Remark 17. If we identify Λ = Z n and write q as q(v) = 1 2 v T Sv with a symmetric integer matrix S with even diagonal (its Gram matrix), then we can rewrite
4(m+q(β))
. Therefore, N(a) equals the representation number Nγ ,ñ (a) in the notation of [5] . The analysis there does not seem to apply to this situation becauseγ has no reason to be in the dual lattice of this larger quadratic form, and becauseñ can be negative or even zero.
In the particular case β = 0, the coefficient c(n, r, γ) does in fact occur as the coefficient of
in the Eisenstein series E k,0 attached to the lattice with Gram matrix S 0 0 2m . This can be seen as a case of the theta decomposition, which gives more generally an isomorphism between Jacobi forms for a trivial action of the Heisenberg group and vector-valued modular forms, and identifies Jacobi Eisenstein series with vector-valued Eisenstein series.
Remark 18. We consider the Dirichlet series
Since K c is c e+1 times the convolution of µ(a) and a −e N(a), it follows formally that
where we have defined
Since N(a) is multiplicative (for coprime a 1 , a 2 , a pair (v, λ) solves the congruence modulo a 1 a 2 if and only if it does so modulo both a 1 and a 2 ), L(s) can be written as an Euler product
The functions L p (s) are always rational functions in p −s and in particular they have a meromorphic extension to C; and it follows that c (n, r, γ) is the value of the analytic continuation of (−1)
In this section we review the calculation of Igusa zeta functions of quadratic polynomials due to Cowan, Katz and White in [7] and apply it to calculate the Euler factors L p (k + e/2 − 1).
In other words,
where Vol denotes the Haar measure on Z e p normalized such that Vol(Z e p ) = 1.
Igusa proved ( [10] ) that ζ Ig (f ; p; s), which is a priori only a formal power series in p −s , is in fact a rational function of p −s . In particular, it has a meromorphic continuation to all of C.
Our interest in the Igusa zeta function is due to the identity of generating functions
where N f (p ν ) denotes the number of solutions
In particular,
1 − p −s+e+1 for the polynomial of (e + 1) variables
The calculation of ζ Ig (f ; p; s) will be stated for quadratic polynomials in the form
where Q i are unimodular quadratic forms, L is a linear form involving at most one variable, and c ∈ Z p . The notation implies that no two terms in this sum contain any variables in common. To any quadratic polynomial g, there exists a polynomial f as above that is "isospectral" to g at p, in the sense that N f (p ν ) = N g (p ν ) for all ν ∈ N 0 . Consult section 4.9 of [7] for an algorithm to compute f . We will say that polynomials f as above are in normal form.
Proposition 20. Let p be an odd prime. Let f (X) = i∈N0 p i Q i (X) ⊕ L(X) + c be a Z p -integral quadratic polynomial in normal form, and fix ω ∈ N such that Q i = 0 for i > ω. Define
and also define p (j) = p 0≤i<j r (i) , j ∈ N 0 . Define the helper functions I a (r, d)(s) by
r odd, p|a;
: r odd, p a;
r even, p|a; is the quadratic reciprocity symbol on Z p . Then:
(i) If L = 0 and c = 0, let r = i∈N0 r i ; then
Proof. This is theorem 2.1 of [7] . We have replaced the variable t there by p −s .
Remark 21. Since the constant term here is never 0, we are always in either case (ii) or case (iii). It follows that the only possible pole of ζ Ig (f ; p; s) is at s = −1, and therefore the only possible poles of L p (s) are at e or e + 1. Therefore, the value k + e/2 − 1 is not a pole of L p , with the weights k = e/2 + 1 or k = e/2 + 2 as the only possible exceptions. In fact, k = e/2 + 1 can occur as a pole but this is ultimately cancelled out by the prescence of ζ(k − e/2 − 1) in the denominator of c (n, r, γ), and k = e/2 + 2 never occurs as a pole (as one can show by bounding N).
An easy, if unsatisfying, proof that e/2 + 2 could not occur as a pole is that the problem can be avoided entirely by appending hyperbolic planes (or other unimodular lattices) to Λ, which does not change the discriminant group and therefore does not change the coefficients of E k,m,β , but makes e arbitrarily large. 
Here, d by λ, we see that
The polynomial f (v, λ) = v T Sv + 2d 2 β mλ 2 + 2ñ is p-integral and in isospectral normal form so proposition 20 (specifically, case 3) applies. The Igusa zeta function is
|det(S)|)(s).
For even e, this is
e/2+1ñ det(S), and after some algebraic manipulation we find that
For odd e, it is
(e+1)/2 det(S), and it follows that
Proposition 23. Define the constant α k,m (n, r) = (−1)
Define the set of "bad primes" to be
(ii) If e is odd, then define
where
is the Kronecker symbol. define Dirichlet characters of a modulo |D| resp. |D|.
Proof. This follows immediately from the Euler products
In particular, c(n, r, γ) is always rational.
The factors L p (k + e/2 − 1) are easy to evaluate for bad primes p = 2 using proposition 20. To calculate the factor at p = 2, we need a longer formula. This is described in the appendix.
Poincaré square series of weight 5/2
An application of the Hecke trick shows that the Poincaré square series of weight 3 is still the zero-value of the Jacobi Eisenstein series of weight 3. This result is not surprising and the derivation is essentially the same as the weight 5/2 case below, so we omit the details. However, the result in the case k = 5/2 is somewhat more complicated.
Definition 24. For k = 5/2, we define the nonholomorphic Jacobi Eisenstein series of weight 5/2, twisted at β ∈ Λ /Λ, of index m ∈ Z − q(β), by
This defines a holomorphic function of s in the half-plane Re[s] > 0.
We write the Fourier series of E * 5/2,m,β in the form
c(n, r, γ, s, y)q n ζ r e γ .
As before, the contribution from c = 0 and d = ±1 is λ∈Z e mλ 2 τ + 2mλz e λβ .
(Here, the coefficients depend on y, since E * 5/2,m,β is not holomorphic in τ .) We denote the contribution from all other terms by c (n, r, γ, s, y), so E * 5/2,m,β (τ, z, s) = λ∈Z e mλ 2 τ + 2mλz e λβ + n,r,γ c (n, r, γ, s, y)q n ζ r e γ .
A derivation similar to section 5 gives
Substituting τ = y(t + i) in the integral yields
We use √ i
and conclude that c (n, r, γ, s, y) = (−1)
2m|Λ /Λ| I(y, r 2 /4m − n, s)
where I(y, N, s) denotes the integral
as before.
Remark 25. When r 2 = 4mn, we were able to expressL(s) up to finitely many holomorphic factors as 
and c (n, r, γ, 0, y) = 0 if 4mn − r 2 < 0, just as for k ≥ 3. This analysis does not apply when r 2 = 4mn and indeedL may have a (simple) pole in 5/2 + e/2 in that case.
We will study the coefficients c (n, r, γ, 0, y) when 4mn = r 2 . The integral I(y, 0, s) is zero at s = 0, and its derivative there is ∂ ∂s s=0 I(y, 0, s) = −y
This cancels the possible pole ofL(5/2 + e/2 + 2s) at 0, and therefore we need to know the residue of L(5/2 + e/2 + 2s) there. As before,L factors as
where L(s) has an Euler product
and N(p ν ) is the number of zeros of the polynomial f (v, λ) = q(v + λβ − γ) + mλ 2 − rλ + n mod p ν .
Remark 26. Identify Λ = Z n and q(v) = 
We are in case (i) of proposition 20 and it follows that
(e+1)/2 det(S). After some algebraic manipulation, we find that
.
This immediately implies the following lemma:
Lemma 27. In the situation treated in this section, define
Notice that L D (2s + 1) is holomorphic in s = 0 unless D is a square, in which case it is the Riemann zeta function with finitely many Euler factors missing. 
Proof. Assume that D is a square. As s → 0, lim s→0 c (n, r, γ, s, y) = (−1)
We calculated ∂ ∂s s=0 I(y, 0, s) = − π y earlier. The residue ofL(5/2 + e/2 + 2s) at 0 is 1
and using L D (2s + 1) = ζ(2s + 1)
and the fact that ζ(s) has residue 1 at s = 1, it follows that
We write
Since the "bad primes" are exactly the primes dividing D (by construction of D), we find
Res L (5/2 + e/2 + 2s);
which gives the formula.
Denote the constant in proposition 28 by
A n = (−1)
y ϑ is holomorphic, where ϑ is the theta function
Even when D is not square, this becomes true after defining A n = 0 for all n.
Lemma 29.
is a Jacobi form of weight 1/2 and index m for the representation ρ * β . Proof. We give a proof relying on the transformation law of E * 5/2,m,β . Denote by
In particular, 1
is holomorphic. Differentiating twice with respect to τ , we get
which implies the modularity of ϑ under M . It is easy to verify the transformation law under the Heisenberg group by a similar argument.
We can now compute Q 5/2,m,β . Let ϑ(τ ) denote the zero-value ϑ(τ, 0).
Proposition 30. The Poincaré square series of weight 5/2 is
Proof. Using the modularity of E * 5/2,m,β and ϑ, we find that E 5/2,m,β (τ, 0) transforms underΓ by
gives the similar equation
This implies that E 5/2,m,β (τ, 0) + 4iϑ (τ ) is a modular form of weight 5/2. Now we prove that it equals Q 5/2,m,β by showing that it satisfies the characterization of Q 5/2,m,β with respect to the Petersson scalar product. First, we remark that E * 5/2,m,β (τ, 0, 0), although not holomorphic, satisfies that characterization: for any cusp form f (τ ) = γ n c(n, γ)q n , and any Re[s] > 0,
is invariant underΓ, and we integrate:
Taking the limit as s → 0, we get
The difference
is orthogonal to all cusp forms, because: when we integrate against a Poincaré series
we find that 4iϑ + 1 y ϑ, P 5/2,n,γ = 4i Finally, the fact that E 5/2,m,β (τ, 0) + 4iϑ (τ ) and Q 5/2,m,β both have constant term 1 · e 0 implies that their difference is a cusp form that is orthogonal to all Poincaré series and therefore zero.
Example 31. Consider the quadratic form with Gram matrix S = −2 . The space of weight 5/2 modular forms is 1-dimensional, spanned by the Eisenstein series
The nonmodular Jacobi Eisenstein series of index 1 and weight 5/2 is
and setting z = 0, we find
This differs from E 5/2 by exactly
For comparison, the Jacobi Eisenstein series of index 2 (which is a true Jacobi form) is
and we see that E 5/2,2 (τ, 0) = Q 5/2,2 (τ ) = E 5/2 (τ ) as predicted.
Coefficient formula for Q k,m,β
For convenience, the results of the previous sections are summarized here. 
if e is even, and
if e is odd. Here, for each r, we define the set of "bad primes" to be
and we define D = 2md
if e is even and
Finally, δ = 2 : n = mλ 2 for some λ ∈ Z, and γ = λβ; 0 : otherwise;
and ε 5/2 = 0 unless k = 5/2, in which case
24n·(−1)
otherwise;
where D = means that D is a rational square.
, we get the coefficients of Q k,m,β by summing the coefficients of E k,m,β over r. δ accounts for the contribution from the term λ∈Z e mλ 2 τ + 2mλz e λβ .
When k = 5/2, ε 5/2 accounts for 4i times the derivative of the theta series
A n q n e γ .
Example -calculating an automorphic product
The notation in this section is taken from [1] .
Since Q k,m,β can be calculated efficiently, we can automate the process of searching for automorphic products. The level of the lattice is irrelevant for this method, which seems to be an advantage over other ways of constructing automorphic products.
Let Λ be an even lattice of signature (2, n). Recall that Borcherds' singular theta correspondence ( 2 , and Ψ is holomorphic when c(n, γ) is nonnegative for all γ and n < 0.
Automorphic products Ψ of singular weight n/2 − 1 are particularly interesting, since in this case most of the Fourier coefficients of Ψ must vanish: the nonzero Fourier coefficients correspond to vectors of norm zero.
Tensoring nearly-holomorphic modular forms of weight k for ρ and weight 2 − k for ρ * gives a scalarvalued (nearly-holomorphic) modular form of weight 2, or equivalently an invariant differential form on H, whose residue in ∞ must be 0. This implies that the constant term in the Fourier expansion must be zero. Also, the coefficients c(n, γ) of a nearly-holomorphic modular form must satisfy c(n, γ) = c(n, −γ) for all n and γ, due to the transformation law under Z. As shown in [2] and [3] , this is the only obstruction for a sum n<0 γ c(n, γ)e γ + c(0, 0)e 0 to occur as the principal part of a nearly-holomorphic modular form.
The lattice A 1 (−2) + A 1 (−2) + II 1,1 + II 1,1 produces an automorphic product of singular weight. This product also arises through an Atkin-Lehner involution from an automorphic product attached to the lattice (8) , found by Scheithauer in [12] .
Using the dimension formula (proposition 6), for the lattice Λ = Z 2 with Gram matrix
The Eisenstein series of weight 3 is 
We find two linearly independent cusp forms as differences between E 3 and particular Poincaré square series: for example, The other Eisenstein series E 3,(1/2,1/2) can be easily computed by averaging E 3,(0,0) over the Schrödinger representation (as in the appendix), but Eisenstein series other than E k,0 never represent new obstructions so we do not need them.
We see that the sum q occurs as the principal part of a nearly-holomorphic modular form, and the corresponding automorphic product has weight 1 (which is the singular weight for the lattice Λ ⊕ II 1,1 ⊕ II 1,1 of signature (2, 4)).
A brute-force way to calculate the nearly-holomorphic modular form F is to search for ∆ · F among cusp forms of weight 11 for ρ. Since ρ is also the dual Weil representation We will calculate the automorphic product using theorem 13.3 of [1] , following the pattern of the examples of [8] . Fix the primitive isotropic vector z = (1, 0, 0, 0, 0, 0) and z = (0, 0, 0, 0, 0, 1) and the lattice K = Λ ⊕ II 1,1 . We fix as positive cone the component of positive-norm vectors containing those of the form (+, * , * , +). This is split into Weyl chambers by the hyperplanes α ⊥ with α ∈ {±(0, 1/4, 0, 0), ±(0, 0, 1/4, 0)}. These are all essentially the same so we will fix the Weyl chamber has singular weight, and therefore its Fourier expansion has the form
where a(λ) = 0 unless λ + ρ has norm 0. Since Ψ z (w(Z)) = det(w)Ψ z (w) for all elements of the Weyl group w ∈ G, we can write this as
a(λ)e w(λ + ρ), Z .
As in [8] , any such λ must be a positive integer multiple of ρ; and in fact to be in K it must be a multiple of 4ρ. Also, the only terms in the product that contribute to a(λ) come from other positive multiples of 4ρ; i.e. Note that the product on the right is an eta product
so we can write this in the more indicative form
Example -computing Petersson scalar products
One side effect of the computation of Poincaré square series is another way to compute the Petersson scalar product of (vector-valued) cusp forms numerically. This is rather easy so we will only give an example, rather than state a general theorem. Consider the weight 3 cusp form 
which is the theta series with respect to a harmonic polynomial for the lattice with Gram matrix −4 −2 −2 −4 .
The component functions are
To compute the Petersson scalar product (Θ, Θ), we write Θ as a linear combination of Eisenstein series and Poincaré square series; for example, Θ = E 3,0 − Q 3,1/6,(1/6,1/6) .
It follows that where a(n) is the coefficient of n in η(τ ) 3 η(3τ ) 3 . This series converges rather slowly but summing the first 150 terms seems to give the value (Θ, Θ) ≈ 0.24. We get far better convergence for larger weights. This identity is equivalent to the case s = 22 of equation (29) n 22 , which can be proved directly using the fact that ∆ is a Hecke eigenform.
Appendix -averaging operators
For applications to automorphic products, we do not need the Eisenstein series E k,β for any nonzero β ∈ Λ /Λ with q(β) ∈ Z. This is essentially because the constant terms e β , β = 0 are not counted towards the principal part of the input function F in Borcherds' lift. However, the E k,β are still necessary in order to span the full space of modular forms.
It seems difficult to apply the formula for E k,β in [5] directly since the Kloosterman sums there do not reduce to Ramanujan sums. A brute-force way to find E k,β is to search for ∆ · E k,β as a linear combination of Poincaré square series, but this is usually messy. Instead, we mention here that averaging over Schrödinger representations allows one in many (but not all) cases to read off the coefficients of all E k,β from those of E k,0 .
Definition 33. Let β ∈ Λ /Λ have denominator d β . The averaging operator attached to β is
This is well-defined because σ * β (λ, µ, 0) depends only on the remainder of λ and µ mod d e − µ β, γ + λµ · q(β) f γ (τ )e γ−λβ .
The sum over µ is nonzero exactly when β, γ − λq(β) ∈ Z, in which case it becomes d In the special case that q(β) ∈ Z, this is a constant multiple of the modified averaging operator 12. Appendix -calculating the Euler factors at p = 2
We will summarize the calculations of Appendix B in [7] as they apply to our situation.
Proposition 35. Let f (X) = i∈N0 2 i Q i (X) ⊕ L + c be a Z 2 -integral quadratic polynomial in normal form, and assume that all Q i are given by Q i (v) = v T S i v for a symmetric (not necessarily even) Z 2 -integral matrix S i . For any j ∈ N 0 , define
Q i , r (j) = rank(Q (j) ), p (j) = 2 0≤i<j r (i) .
