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IRREDUCIBLE INFEASIBLE SUBSYSTEMS OF
SEMIDEFINITE SYSTEMS
KAI KELLNER, MARC E. PFETSCH, AND THORSTEN THEOBALD
Abstract. Farkas’ lemma for semidefinite programming characterizes semidefinite fea-
sibility of linear matrix pencils in terms of an alternative spectrahedron. In the well-
studied special case of linear programming, a theorem by Gleeson and Ryan states that
the index sets of irreducible infeasible subsystems are exactly the supports of the vertices
of the corresponding alternative polyhedron.
We show that one direction of this theorem can be generalized to the nonlinear situ-
ation of extreme points of general spectrahedra. The reverse direction, however, is not
true in general, which we show by means of counterexamples. On the positive side, an
irreducible infeasible block subsystem is obtained whenever the extreme point has mini-
mal block support. Motivated by results from sparse recovery, we provide a criterion for
the uniqueness of solutions of semidefinite block systems.
1. Introduction
The structure of infeasible linear inequality systems is quite well understood. In partic-
ular, Farkas’ Lemma, also called Theorem of the Alternative, gives a characterization of
infeasibility (see, e.g., [1]). Moreover, the basic building blocks are so-called Irreducible
Infeasible Systems (IISs, also called Irreducible Inconsistent Systems), i.e., infeasible sub-
systems such that every proper subsystem is feasible. An extension of the Theorem of
the Alternative, due to Gleeson and Ryan [2], states that the IISs of an infeasible linear
inequality system correspond exactly to the vertices of a so-called alternative polyhedron
(see Theorem 3.4). These IISs provide a means to analyze infeasibilities of a system,
see, e.g., [3, 4, 5] and the book [6]. Today, standard optimization software can compute
(hopefully) small IISs. Further investigations include the mixed-integer case [7] and the
application within Benders’ decomposition [8].
In this article, we consider infeasible systems in semidefinite form. There are well-known
generalizations of the Theorem of the Alternative to this setting (see, e.g., [9]), although
one has to be more careful, since feasibility might only be attained in the limit – see
Proposition 2.1 for a more precise statement. As in the linear case, solutions of certain
alternative systems give a certificate of the (weak) infeasibility of a semidefinite system.
In this context, the following natural questions arise: How can infeasible semidefinite
systems be analyzed? What can be said about the structure of irreducible infeasible
semidefinite systems? Moreover, is there a generalization of the theorem of Gleeson and
Ryan to this setting?
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These questions are motivated by solving mixed-integer semidefinite programs using
branch-and-bound in which an SDP is solved in every node (see, e.g., [10]). Then, it often
happens that these SDPs turn out to be infeasible. One would now like to learn from
this infeasibility in order to strengthen the relaxations of other nodes. This is done in
mixed-integer and SAT solvers, see, e.g., [11, 12].
To come up with an appropriate definition of an IIS for a semidefinite system it appears
to be very natural to consider block systems. Then, an IIS is given by an inclusion
minimal set of infeasible block subsystems (see Definition 2.6). We will show in Section 3
that one direction of the above mentioned connection can be generalized: there always
exists an extreme point of the alternative system that corresponds to a given IIS, see
Theorem 3.5. The reverse direction, however, is not true in general, which we show and
discuss via two counterexamples, see Examples 3.6 and 3.7. On the positive side, whenever
an extreme point has (inclusionwise) minimal block support, the corresponding subsystem
forms indeed an IIS. This leads to the general task to compute such points.
In the particular case in which the alternative semidefinite system has a unique solution,
this algorithmic challenge simplifies to solving one semidefinite program. Motivated by
results from sparse recovery, we provide a criterion for the uniqueness of solutions of
semidefinite block systems. In Section 4, we generalize the results in [13, 14, 15, 16] to
give unique recovery characterizations for a block semidefinite system in Theorem 4.1.
Further perspectives and open questions are given in Section 5.
2. Infeasible Systems and Block Structure
We use the following notation. Let Sn be the set of all (real) symmetric n×n matrices,
and “” denotes that a symmetric matrix is positive semidefinite (psd). For a matrix
A ∈ Sn and I ⊆ [n] := {1, . . . , n}, let AI be the submatrix containing the rows and
columns of A indexed by I. For A, B ∈ Sn, we denote the inner product by
A •B = tr(A>B) =
n∑
i,j=1
Aij Bij,
where tr(·) denotes the trace. ‖A‖2 denotes the operator norm ‖A‖2 = max1≤j≤n |λj(A)|,
where λ1(A), . . . , λn(A) are the eigenvalues of A.
Throughout the paper, let A0, . . . , Am ∈ Sn. For y ∈ Rm, we consider the linear
(matrix) pencil
A(y) := A0 −
m∑
i=1
yiAi
and the linear matrix inequality (LMI) A(y)  0. With respect to infeasibility, we will
use the following result, where I denotes the identity matrix.
Proposition 2.1. Either A(y) + εI  0 is feasible for every ε > 0 or there exists X  0
with Ai •X = 0, i ∈ [m], and A0 •X = −1.
This statement is equivalent to Sturm’s Farkas’ Lemma for semidefinite programming
(see Lemmas 3.1.1 and 3.1.2 in [17]) and a variation of Theorem 2.21 in [9], and its proof
is provided for completeness.
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Proof. Consider the following dual pair of semidefinite programs (SDPs):
inf {η : A(y) + η I  0, η ≥ 0},(2.1)
sup {−A0 •X : Ai •X = 0, i ∈ [m], tr(X) ≤ 1, X  0}.(2.2)
Setting y = 0, η = ‖A0‖2 + 1 shows that (2.1) has a Slater point. Moreover, X = 0
is feasible for (2.2). The strong duality theorem (see, e.g., Theorem 2.14 in [9]) implies
that (2.2) attains its optimal value and the objective values are the same.
Suppose that no X  0 with Ai • X = 0, i ∈ [m], A0 • X = −1 exists. By scaling,
this implies that no such X exists with A0 •X < 0. And since the zero matrix is feasible
for (2.2), the optimal value of (2.2) is 0. By the strong duality theorem, the optimal
value of (2.1) is also 0. Either (2.1) attains this value and we are done, or there exists a
sequence (yk, ηk) such that A(yk) + ηk I  0 and ηk ↘ 0. This implies the theorem. 
Remark 2.2. In slight deviation from parts of the literature, we call A(y)  0 weakly
feasible, if for every ε > 0 the system A(y) + εI  0 is feasible; compare this, for instance,
to the definition in [9], which requires A˜0−
∑m
i=1 yiAi  0 to be feasible for some A˜0 such
that ‖A0 − A˜0‖2 < ε. Moreover, A(y)  0 is weakly infeasible if it is not weakly feasible.
Note the slight inaccuracy of this naming convention, which should, however, not lead to
confusion in the present paper.
Corollary 2.3. Assume that there exists X¯  0 with Ai • X¯ = 0, i ∈ [m]. Then, either
A(y)  0 is feasible or there exists X  0 with Ai •X = 0, i ∈ [m], and A0 •X = −1.
Proof. By scaling X¯ to satisfy tr(X¯) ≤ 1, the assumption guarantees that (2.2) above has
a Slater point and therefore that the optimal value of (2.1) is attained, see, e.g., Corollary
2.17 in [9]. The remaining part of the proof is as for the one of Proposition 2.1. 
Our subsequent definition of an alternative spectrahedron will allow to handle struc-
tured semidefinite systems. To motivate this viewpoint, consider a simple example where
the goal is to check whether two given halfplanes Hi = {y ∈ R2 : αiy1 + βiy2 + γi ≥ 0}
(i ∈ [2]) and a given disc D = {y ∈ R2 : ‖y − c‖22 ≤ r2} in the Euclidean plane R2 with
center c ∈ R2 have a common point. The smallest LMI-representation (w.r.t. matrix size)
of D is
K(r, c; y) :=
(
r + c1 − y1 y2 − c2
y2 − c2 r − c1 + y1
)
 0,
and thus the existence of a point in H1∩H2∩D is equivalent to the feasibility of the LMI
A(y) =
α1y1 + β1y2 + γ1 α2y1 + β2y2 + γ2
K(r, c; y)
  0.(2.3)
In order to capture such natural structure within semidefinite systems, one arrives at
block systems. In particular, already in the simple example this allows then to consider
the 2× 2-subsystem of the disc as an entity. Formally, this yields the following.
Definition 2.4. Let k ≥ 1 and B1, . . . , Bk 6= ∅ a partition of the set [n]. A linear pencil
A(y) is in block-diagonal form with blocks B1, . . . , Bk if and only if each Ai is 0 outside
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of the blocks B1, . . . , Bk, i.e., (Ai)st = 0 for all (s, t) /∈ (B1 × B1) ∪ · · · ∪ (Bk × Bk) and
all i ∈ [m]. Note that the blocks might be decomposable, i.e., at least one block consists
of blocks of smaller size while still retaining the block structure of A(y).
Assumption 2.5. To avoid trivial infeasibilities, we will assume that for each block Bi,
i ∈ [k], there exists y ∈ Rm such that A(y)Bi  0 is weakly feasible.
Definition 2.6. Let A(y) be in block-diagonal form with blocks B1, . . . , Bk.
(a) For I ⊆ [k], the block subsystem of A(y) with respect to I is given by A(y)B(I) for the
index set B(I) :=
⋃
i∈I Bi. By convention, B(∅) = ∅ and A(y)∅ is a feasible system.
(b) A block subsystem with respect to some I ⊆ [k] is an irreducible infeasible subsystem
(IIS) iff A(y)B(I)  0 is weakly infeasible, but A(y)B(I′)  0 is weakly feasible for all
I ′ ( I.
(c) Given a matrix X ∈ Sn, its block support BS(X) is defined as
BS(X) := {i ∈ [k] : XBi 6= 0}.
Remark 2.7. Linear inequality systems arise if all matrices A0, . . . , Am of A(y) are diag-
onal. In this case, each inequality is of the form
(A0)jj −
m∑
i=1
yi (Ai)jj ≥ 0, j ∈ [n].
If this system is written as Dx ≤ d, then IISs correspond to infeasible subsystems of
Dx ≤ d such that each proper subsystem is feasible.
The linear case arises, in particular, if the block system satisfies k = n (and hence
|Bi| = 1); then the blocks are not decomposable. However, it is also possible that the
blocks are decomposable. In this case, the system consists of k linear inequality systems
D1x ≤ d1, . . . ,Dkx ≤ dk, each defining a polyhedron. If the intersection of these polyhedra
is empty, the original LMI is infeasible; see Example 3.6 below.
Remark 2.8. An alternative way to define IISs would be to consider subsets S ⊆ [n] such
that A(y)S  0 is (weakly) infeasible, but A(y)Sˆ  0 is (weakly) feasible for every proper
subset Sˆ of S. However, this definition would not retain the structure within semidefinite
systems such as (2.3). As a consequence, we currently do not know to which extent our
subsequent investigations can be transferred to that model.
3. Alternative Systems
In view of Proposition 2.1, we define the following, where the abbreviation Σ for the LMI
A(y)  0 will allow for a convenient notation. For general background on spectrahedra,
we refer to [18, 19].
Definition 3.1. The alternative spectrahedron for Σ : A(y)  0 is
S(Σ) := {X  0 : Ai •X = 0, i ∈ [m], A0 •X = −1}.
Assumption 3.2. By standard polarity theory, a block structure of the system can also
be assumed for X ∈ S(Σ). Thus, we only consider matrices X ∈ S(Σ) in block-diagonal
form, where the blocks are indexed by BS(X).
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The definition of the alternative spectrahedron immediately implies:
Lemma 3.3. Let Σ : A(y)  0 be a weakly infeasible semidefinite system with blocks
B1, . . . , Bk.
(a) For any X ∈ S(Σ), there exists an infeasible subsystem of Σ with block support con-
tained in BS(X).
(b) For any X ∈ S(Σ) with inclusion-minimal block support, the index set BS(X) defines
an IIS of Σ.
As mentioned in the introduction, in the linear case there exists a characterization of
IISs:
Theorem 3.4 (Gleeson and Ryan [2]). Consider an infeasible system Σ : Ax ≤ b, where
A ∈ Rm×n, b ∈ Rm. The index sets of the IISs of Σ are exactly the support sets of the
vertices of the alternative polyhedron
P (Σ) = {y ∈ Rm : y>A = 0, y>b = −1, y ≥ 0}.
A proof can be found in [2] and [20]. Note that in the non decomposable linear case,
P (Σ) is equivalent to the alternative spectrahedron S(Σ).
One goal of this paper is to investigate whether/how far Theorem 3.4 generalizes to the
spectrahedral situation. We can show that one of the directions can be generalized.
Theorem 3.5. Let Σ : A(y)  0 be a weakly infeasible LMI with blocks B1, . . . , Bk. For
each index set I of an IIS, there exists an extremal point of S(Σ) with block support I.
The following proof proceeds by revealing the convex-geometric structure of the alter-
native spectrahedron.
Proof. Without any loss of generality, we can assume that I = {1, . . . , t} for some t ∈
[k]. By Proposition 2.1, the alternative spectrahedron S(Σ) contains a feasible point
X supported exactly on the blocks B1, . . . , Bt. In order to show that the alternative
spectrahedron contains an extremal point with block support {1, . . . , t}, we first observe
that S(Σ) has at least one extremal point. This follows from the fact that the positive
semidefinite cone is pointed and thus any slice of a subspace with this cone cannot have
a nontrivial lineality space either.
By Theorem 18.5 in [21], the alternative spectrahedron can be written in the form
S(Σ) = conv(E ∪ F ),
where E is the set of its extremal points and F is the set of extremal directions of S(Σ).
Hence, by a general version of Carathéodory’s Theorem (see Theorem 17.1 in [21]), there
exist r ≥ 1, s ≥ 0, extremal points V (1), . . . , V (r) and extremal rays W (1), . . . ,W (s) of the
alternative spectrahedron such that
X =
r∑
i=1
λi V
(i) +
s∑
j=1
µjW
(j)
with λi, µj > 0 and
∑r
i=1 λi = 1. Since V
(i),W (j) are positive semidefinite and λi, µj > 0,
the block support of each V (i), W (j) must be contained in the block support of X. Due to
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Figure 1. Illustration for Example 3.6.
the minimality of I, all V (i) must have the same block support. Hence, the block support
of V (1) is exactly I, so that it is an extremal point with the desired property. 
We also provide the following shorter proof, which, however, reveals less structural
insights.
Alternative proof. Consider the intersection
S ′ := S(Σ) ∩ {X : XBi = 0, i /∈ I}.
Then, S ′ has an extreme point X ′ ∈ S ′, since it is the intersection of the pointed positive
semidefinite cone with an affine space and therefore also pointed. Now let I ′ := BS(X ′)
be the block support of X ′. Then, I ′ ⊆ I by construction. If I ′ = I, then we are done,
since X ′ is an extreme point of S(Σ) as well: Assume X ′ = λZ + (1 − λ)Y , 0 < λ < 1,
would be the strict convex combination of two other feasible points Y and Z, such that
w.l.o.g. Z has a support in a block B outside of I ′. Then,
tr(X ′B)︸ ︷︷ ︸
=0
= λ tr(ZB)︸ ︷︷ ︸
>0
+(1− λ) tr(YB)︸ ︷︷ ︸
≥0
,
would give a contradiction.
Moreover, if I ′ ( I, then X ′ shows that A(y)B(I′)  0 is infeasible. Thus, I would not
be minimal. 
The converse of this theorem is, however, not true in general. This direction may already
fail in the presence of blocks of size 2. We will demonstrate this by two counterexamples.
The first one is linear, but decomposable. The second one is not decomposable, but
nonlinear.
Example 3.6. Let m = 2, k = 3 and
A0 =

0
−1
−1 0
0 −2
 , A1 =

1
−1
−1 0
0 −1
 , A2 =

0
−1
1 0
0 0
 .
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Figure 2. Deformation of Example 3.6, ε = 1. For ε = 0, the quadratic
curve degenerates to Figure 1, as illustrated by the dashed blue lines.
The blocks are B1 = {1}, B2 = {2}, B3 = {3, 4}, and this example corresponds to the
three polyhedra
P1 := {y ∈ R2 : y1 ≤ 0}, P2 := {y ∈ R2 : y1 + y2 ≥ 1},
P3 := {y ∈ R2 : −y1 + y2 ≤ −1, y1 ≥ 2},
see Figure 1 for an illustration. In this case, only the diagonal elements of the points X
in the alternative spectrahedron are relevant, which can be formulated as the polyhedron
S(Σ) :=
x ∈ R1+1+2 :
0 −1 −1 −21 −1 −1 −1
0 −1 1 0
x =
−10
0
 , x ≥ 0
 .
S(Σ) is a one-dimensional polytope with the two vertices
(1, 1
2
, 1
2
, 0)> and (1
2
, 0, 0, 1
2
)>.
For the vertex x˜ = (1, 1
2
, 1
2
, 0)> of S(Σ), we have BS(x˜) = {1, 2, 3}. However, this does
not correspond to an IIS, since {1, 3} gives a proper subsystem that is infeasible.
To come up with non-decomposable blocks, the next counterexample deals with a de-
formed version.
Example 3.7. For ε ≥ 0, consider the linear matrix pencil given by
A0 =

0
−1
−1 ε
ε −2

and the matrices A1 and A2 of Example 3.6. For ε = 0, the system Σ : A(y)  0
specializes to Example 3.6. For ε > 0 the two lines in Figure 1 indexed by 3 and 4 deform
to a quadratic curve; see Figure 2. Note that the quadratic curve has a second component
corresponding to the lower right block being negative definite.
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-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
(a) ε = 1.
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
(b) ε = 0.
Figure 3. Alternative spectrahedron for Example 3.7 in (X44, X34)-
coordinates: X44 is on the horizontal axis and X34 on the vertical axis.
The straight lines in green, red and blue correspond to to (3.1), (3.2) and
(3.3), respectively.
The alternative spectrahedron S(Σ) is given by the set of symmetric block matrices
X = diag
( [
X11
]
,
[
X22
]
,
[
X33 X34
X34 X44
])
satisfying
X11 = 1−X44 + 2 εX34 ≥ 0,(3.1)
X22 = X33 =
1
2
−X44 + εX34 ≥ 0,(3.2)
X44 ≥ 0,(3.3)
(1
2
−X44 + εX34) ·X44 −X234 ≥ 0.(3.4)
In (X44, X34)-coordinates, S(Σ) is the set bounded by the ellipse in Figure 3 (for ε = 1).
For ε = 0, the ellipse becomes a circle. Independent of ε, i.e., for any ε ≥ 0, there are
two distinguished extreme points, namely (X44, X34) = (0, 0) and (X44, X34) = (12 , 0),
corresponding to the matrices
1
1
2
1
2
0
0 0
 and

1
2
0
0 0
0 1
2

in S(Σ). The diagonals of these matrices are exactly the two vertices of the alternative
polyhedron as in Example 3.6. While the right matrix corresponds to an IIS, the left
matrix does not.
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These two examples motivate the question of how to compute IISs. By Lemma 3.3 it
would suffice to compute a solution with minimal block support. This can be obtained by
a greedy approach in which one iteratively solves semidefinite programs and fixes blocks
to 0. Note, however, that computing an IIS with minimal cardinality block support is
NP-hard already in the linear case, see [22].
In the particular case in which the alternative semidefinite system has a unique solution,
this algorithmic challenge simplifies to solving one semidefinite program. In the next
section we discuss universal conditions under which the alternative semidefinite system
has a unique solution.
4. Universal Unique Solutions of Alternative Semidefinite Systems
For a block matrix X ∈ Sn with blocks B1, . . . , Bk, denote by σB+(X) the number of
blocks with at least one positive eigenvalue of X and by σB−(X) the number of blocks with
at least one negative eigenvalue. Note that in case of a positive semidefinite matrix X,
the value σB+(X) coincides with |BS(X)|.
The following statement is a generalization of Theorem 1 in [15] to the case of block
semidefinite systems. Our proof employs a block semidefinite generalization of standard
techniques from linear systems. See also [14] for a variant for linear systems and Theorem 5
in [16] for a different (and non-block) generalization of that theorem to the semidefinite
case.
Theorem 4.1. For all psd block matrices X0 ∈ Sn with σB+(X0) ≤ t, the set
{X  0 : Ai •X = Ai •X0, i ∈ [m]}
is a singleton if and only if for all symmetric V 6= 0, with Ai • V = 0, i ∈ [m], we have
σB+(V ) > t and σB−(V ) > t.
Proof. Assume w.l.o.g. that there exists a symmetric V 6= 0 with Ai • V = 0, i ∈ [m], and
σB−(V ) ≤ t. The proof of the case σB+(V ) ≤ t is analogous, since the mapping V 7→ −V
exchanges positive and negative eigenvalues and we have Ai • (−V ) = 0, i ∈ [m], as well.
For simplicity we further assume σB−(V ) = t. Then, there exists a decomposition
V = S>DS,
where S is a regular block matrix (with respect to the blocks B1, . . . , Bk) and D =
diag(λ1, . . . , λn) where λi are the eigenvalues of V . In fact S can be assumed to be
orthonormal (S> = S−1) by performing a principal axis transformation for each block
and combining the parts.
By reordering we can assume that the negative eigenvalues appear in the first t blocks.
We then define the diagonal matrices D1, D2 ∈ Rn×n with
D1ii :=
{
−λi if λi < 0,
0 otherwise,
D2ii :=
{
λi if λi > 0,
0 otherwise,
i ∈ [n] .
Then, D2 −D1 = D. We now obtain the block matrices
X1 = S>D1S, X2 = S>D2S,
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with X1 6= X2, X1  0, X2  0, and σB+(X1) = t. By construction X1Bi = 0 for all
i = t+ 1, . . . , k. Moreover, for i ∈ [m], we have
Ai •X1 = Ai • (S>D1S) = Ai • (S>(D2 −D)S).
Since Ai • (S>DS) = Ai • V = 0, this implies
Ai •X1 = Ai • (S>D2S) = Ai •X2.
Hence, the set {X  0 : Ai •X = Ai •X1, i ∈ [m]} also contains X2 and is thus not a
singleton.
Conversely, assume that there exists a psd matrix X0 with σB+(X0) ≤ t such that
{X  0 : Ai •X = Ai •X0, i ∈ [m]}
is not a singleton. That is, there exists a matrix X¯  0 with
Ai • X¯ = Ai •X0, i ∈ [m]
and X¯ 6= X0. By the principal axis transformation, X0 can be written as
X0 = S>D0S
with an orthonormal block matrix S (w.r.t. the blocks B1, . . . , Bk) and D0Bi ≥ 0, D0Bi 6= 0
for i = 1, . . . , t and D0Bi = 0 for i = t+ 1, . . . , k. Setting Y¯ = SX¯S
>, we have Y¯  0 and
X¯ = S>Y¯ S.
The block matrix V = X¯ −X0 then satisfies Ai • V = 0 and
V = S>(Y¯ −D0)S.
Then, in Y¯ −D0 only the first t blocks can have negative eigenvalues. Since the transfor-
mation matrix S respects the block structure, we have σB−(V ) ≤ t. 
Remark 4.2. In the special case in which all blocks have size 1, Theorem 4.1 can be
stated as follows: In this case all matrices Ai, i = 0, . . . ,m are diagonal. Let ai =
((A1)ii, . . . , (Am)ii), and let A be the matrix formed by the rows ai. Then, Ai•X = A0•X0
is equivalent to Ax = Ax0. The condition states that for all v 6= 0 with Av = 0 we have
|{i : vi < 0}| > t and |{i : vi > 0}| > t, which is Theorem 1 in [15].
Example 4.3. Consider again the matrices A0, A1, A2 from Example 3.6. Setting
X0 =

1
2
0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
2

yields A0 • X0 = −1 and A1 • X0 = A2 • X0 = 0. In this case σB+(X0) = 2. For the
corresponding system of equations to have X0 as the unique solution, we would need
σB+(V ) > 2 and σB−(V ) > 2 for all symmetric V 6= 0 with A0 • V = A1 • V = A2 • V = 0.
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However,
V =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

satisfies the equality constraints, but has σB−(V ) = 1, which is in accordance with Exam-
ple 3.6, in which two extreme point solutions arise.
Example 4.4. Let n be even and consider the (n− 1)× n linear system of equations
(4.1) Dv :=

1 1 0 0 · · · 0
0 1 1 0 · · · 0
... . . . . . .
...
0 · · · 0 1 1 0
0 · · · 0 0 1 1
 v = 0.
Then, form a symmetric matrix V = diag(v). Let Ai, i = 1, . . . , n − 1, be appropriate
symmetric n× n matrices such that
Ai • V = 0, i = 1, . . . , n− 1,
is equivalent to Dv = 0. Without any loss of generality, these are block matrices with
respect to the blocks B1 = {1}, . . . , Bn = {n}. In the notation of Theorem 4.1, m := n−1
and V 6= 0 with Ai • V = 0 for all i ∈ [m] is equivalent to v 6= 0 with Dv = 0.
Then, v1 = −v2 = v3 = −v4 = · · · = vn−1 = −vn. We can assume w.l.o.g. (by
possible multiplication with −1) that v1 > 0. Then, v1, v3, . . . , vn−1 will be positive, while
v2, v4, . . . , vn will be negative. Thus, any solution V 6= 0 to Ai • V = 0, i ∈ [m], satisfies
σB+(V ) = σ
B
−(V ) = n/2. By Theorem 4.1, the system Ai • X = Ai • X0, i ∈ [m], has
the unique (symmetric) solution X0  0 if σB+(X0) < n/2. Note that the rank of the
matrix D is n− 1, which shows that the system has infinitely many solutions if X0 is an
arbitrary matrix.
Remark 4.5. Consider the condition on V in Theorem 4.1. The total number of blocks
is at most n, and if a block contributes both to σB+(V ) and σB−(V ), the block has to have
at least size 2. Therefore, σB+(V ) + σB−(V ) ≤ n. This implies that the largest t for which
σB+(V ) > t and σB−(V ) > t can hold is bn/2c − 1. Example 4.4 shows that this bound is
tight (if n is odd, one can ignore a single variable in v and use the construction on the
remaining part). Note that for even n this bound can only be attained in the LP-case,
i.e., if all matrices are diagonal.
Example 4.6. Let n be divisible by 3, define k := n/3, and consider the 2 × 2 blocks
B1 = {1, 2}, . . . , Bk = {2k− 1, 2k}. Take the same (n− 1)×n linear system of equations
as in Example 4.4 and fill in the variables of a solution v into the symmetric 2k×2k block
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matrix V as follows:
V =

v1 v3
v3 v2
v4 v6
v6 v5
. . .
v3k−2 v3k
v3k v3k−1

.
Let Ai, i = 1, . . . ,m := n− 1, be symmetric n× n matrices such that
Ai • V = 0, i = 1, . . . , n− 1
is equivalent to Dv = 0 from (4.1). We can assume that the Ai are block matrices for
the above blocks. As in Example 4.4, assuming that v1 > 0, the equations imply that
v1 = v3 = · · · = vn−1 > 0, while v2 = v4 = · · · = vn < 0. Thus, denoting λ = v1, each
2× 2 block has the following structure:(
λ λ
λ −λ
)
or
(−λ −λ
−λ λ
)
.
In both cases, the eigenvalues are ±√2λ. Therefore, each block is counted both in
σB+(V ) and in σB−(V ). Thus, any solution V 6= 0 to Ai • V = 0, i ∈ [m], will satisfy
σB+(V ) = σ
B
−(V ) = k = n/3. By Theorem 4.1, the system Ai •X = Ai •X0, i ∈ [m], has
the unique (symmetric) solution X0  0 if σB+(X0) < n/3.
Remark 4.7. Note that the uniqueness conditions of Example 4.6 include matrices X0
with negative entries, which would not be allowed in the LP-case (as in Example 4.4); for
example, if k − 1 blocks of X0 consist of the positive definite matrices(
2 −1
−1 2
)
and 0-blocks otherwise. This shows that while the size of t is possibly smaller than in the
LP-case, the general spectrahedron case allows for a wider range of cases of X0 in which
uniqueness appears.
5. Perspectives and Open Problems
In Section 4, we have provided a criterion for particular semidefinite block systems to
have a unique feasible solution. If this particular situation does not arise, it is an open
question whether one can obtain an IIS by solving a single semidefinite program.
By Lemma 3.3 it would suffice to find solutions of minimal block support. For a ma-
trix X the number of nonzero blocks can be written as
‖X‖2,0 :=
∥∥(‖XB1‖2, . . . , ‖XBk‖2)∥∥0,
where ‖x‖0 denotes the number of nonzeros in a vector x. Thus, it would suffice to solve
the following problem to find an IIS:
(5.1) min
{‖X‖2,0 : X ∈ S(Σ)}.
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Unfortunately, the ‖·‖2,0 “norm” is nonconvex and thus hard to handle, for instance, (5.1)
is NP-hard. However, for linear systems recent developments, see, e.g., [23, 13, 24], suggest
to replace ‖X‖2,0 by
‖X‖2,1 :=
∥∥(‖XB1‖2, . . . , ‖XBk‖2)∥∥1 = k∑
i=1
‖XBi‖2,
which leads to the following convex optimization problem:
(5.2) min
{ k∑
i=1
‖XBi‖2 : X ∈ S(Σ)
}
.
Lemma 5.1. Problem (5.2) can be formulated as SDP.
Proof. Use the second order-cone condition{
(x, t) :
(∑
x2i
)1/2 ≤ t}
to represent ‖XBi‖2 ≤ ti with new variables ti and minimize the objective function
∑k
i=1 ti.
It is well-known that second order conditions are special cases of semidefinite conditions
(see, e.g., [9]). Since X ∈ S(Σ) is already a positive semidefinite condition, this concludes
the proof. 
An interesting line of future research would investigate conditions under which (5.2)
provides an optimal solution for (5.1), which would try to generalize the above mentioned
results from the linear to the block semidefinite case.
As pointed out by an anonymous referee, it would also be interesting to understand
properties, under which an infeasible semidefinite system satisfies the converse of Theo-
rem 3.5, as well as properties, under which every extreme point of the alternative spec-
trahedron has minimal block support.
Finally, it remains as a natural question to study the combination of our methods with
exact duality theory versions for semidefinite programming, such as the reformulation
technique of [25].
6. Conclusions
We have shown that one direction of the Gleeson-Ryan-Theorem for infeasible linear
systems generalizes to infeasible block semidefinite systems, but the other direction does
not. To overcome the situation to identify IISs, we have given a unique recovery charac-
terization. Both the algorithmic question touched in Section 5 and the practical question
of how to effectively exploit IISs of semidefinite systems within semidefinite integer pro-
gramming solvers deserve further study.
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