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The hydro-meteorological simulations elaborated by EXAR’s AP2 are an important basis for all 
following steps taken and assessments made in the project. Due to this is importance, the simulations 
need to be provided with comprehensive background, in order to assess their plausibility and to reveal 
relevant meteorological and hydrological patterns. Such background is especially important for large 
floods, as the simulated discharge peaks of very rare and extremely rare events (probability of less 
than 10-4 per year) are higher than could be expected from statistical analyses of observed discharge 
peaks. In particular, the increase of peak discharge with decreasing probability does not level off for 
very rare and extremely rare events when plotted as an exceedance curve. This behaviour is neither 
implausible nor surprising, but it still calls for a thorough analysis to strengthen confidence in the 
results. It has to be mentioned that an assessment of plausibility is challenging due to the lack of 
sufficiently long records of observational data. Therefore, analyses in this direction rather focus on 
plausibility of patterns and sensitivities of the model components involved. 
In this sense, Chapter 2 contains further background on the GWEX weather generator, introduces an 
alternative weather generator SCAMP along with similar background, and discusses the generation of 
large precipitation events. Chapter 3 contains sensitivity and plausibility analyses of the hydrological 
simulations (HBV and RS Minerve). As noted in the main report, none of the comprehensive analyses 
done has revealed significant shortcomings of methods or results. The analyses show that major critical 
processes and patterns are represented adequately, and that the flood events simulated are a suitable 
basis for the risk and hazard assessments made in EXAR. 
Further, this detail report contains several additional chapters that serve to discuss important details 
of the simulations or, regarding the appendices, provide full sets of figures that could not be placed in 
the main report: 
• Chapter 4 provides background on an inconsistency in the hydrological simulations and how this 
was amended. 
• Chapter 5 discusses the possibility of an overflow of the Rhine River into the Aare River in the 
region of Mels. 
• Chapter 6 shows details about rating curve uncertainty for all sites where such analyses were 
feasible. 
• Chapter 7 describes in more detail how the Jura Lakes and the weir at Port were implemented in 
RS Minerve 
• Chapter 8 finally contains the exceedance curves for all transfer points, where available with 
information on observations, extrapolated observations, and historical floods. 




2 Weather Generators: GWEX and SCAMP 
Jérémy Chardon, Guillaume Evin, Anne-Catherine Favre, Benoit Hingray, Gilles Nicolet, Damien 
Raynaud 
Two distinctly different weather generators have been developed to provide very long time series of 
hourly precipitation and temperature for multiple sites. GWEX is a multisite, multivariate two-part 
stochastic weather generator (as introduced in the main report) and the alternative weather generator 
SCAMP is a hybrid weather generator based on atmospheric and weather analogs. Both weather 
generators were applied to create precipitation and temperature time series at hourly resolution for 
105 sites and for very long time periods (30 x 10’000 years each). Note that a number of different 
parameterisations havexcee been developed and compared for each weather generator. In the 
following, we only describe the ones finally retained for the generation of the weather scenarios 
further used by AP2 and AP3 partners within EXAR. 
2.1 GWEX weather generator 
GWEX is a multi-site precipitation and temperature model aiming at reproducing the statistical 
behaviour of weather events, with a focus on extremes, at different temporal (n-day amounts) and 
spatial scales (e.g. at the stations and for different sub-catchments). It relies strongly on the structure 
proposed by Wilks (1998), for which daily precipitation amounts 𝑌𝑌𝑡𝑡(𝑘𝑘) are generated independently 
of daily precipitation occurrences 𝑋𝑋𝑡𝑡(k), with several major improvements (Evin et al., 2018). To 
improve the simulation of 3-day precipitation amounts, GWEX is applied first to 3 days precipitation 
amounts and then disaggregated to hourly scenarios using meteorological analogs. Here, we further 
describe the first module of GWEX, related to the generation of 3-days multisite precipitation amounts. 
Details on the model and especially on the disaggregation step are described in Evin et al. (2018) and 
Appendix 10.3.1. 
2.1.1 Precipitation occurrence process 
As proposed by Wilks (1998), the occurrence process is represented for each station by a two-state 
first order Markov chain (as 3-day precipitation amounts are considered, the temporal dependence is 
taken into account over 6 days), representing 'dry' and 'wet' states (a state referring to a 3-days 
sequence) so that: 
𝑋𝑋𝑡𝑡(𝑘𝑘) = �0, if dry conditions at location k at time step 𝑡𝑡.1, if wet conditions at location k at time step 𝑡𝑡. 
For any given rainfall station, a dry/wet state corresponds to a precipitation amount smaller/greater 
than a threshold equal to 0.5 mm. The seasonality of the occurrence process is taken into account by 
estimating model parameters at a monthly scale. 
Parameter Estimation. At each station, the probability of a wet state at time step t is given by the 
transition probability directly estimated by the proportion of wet time steps (e.g.; time steps for 
which 𝑋𝑋𝑡𝑡(𝑘𝑘) = 1) following the current observed wet or dry state (𝑋𝑋𝑡𝑡−1(𝑘𝑘)). 
Inter-site correlation. Following Wilks (1998), inter-site correlations between precipitation 
occurrences are introduced using a multivariate Gaussian distribution. For two sites k and l, a bivariate 
normal distribution with mean 0, variance 1 and a correlation parameter 𝜔𝜔(𝑋𝑋𝑡𝑡(𝑘𝑘),𝑋𝑋𝑡𝑡(𝑙𝑙)) is used to 




reproduce the empirical (i.e. observed) correlation 𝜌𝜌�(𝑋𝑋𝑡𝑡(𝑘𝑘),𝑋𝑋𝑡𝑡(𝑙𝑙)). The relationship between 𝜔𝜔 and 𝜌𝜌� 
is not direct since the at-site occurrence process also influences 𝜌𝜌� (Wilks, 1998). In practice, 𝜔𝜔 is found 
iteratively, stochastic simulations being generated for different values of 𝜔𝜔 and given transition 
probabilities, until the evaluation of the correlation between the simulated precipitation occurrences 𝜌𝜌 
matches 𝜌𝜌� . The cross-correlations, ω, are estimated for all possible pairs of stations using the non-
parametric Kendall's correlation coefficient 𝜏𝜏, which can be directly related to the Pearson correlation 
coefficient 𝜌𝜌 (McNeil et al., 2005, p.97). 
2.1.2 Precipitation intensity process 
Similar to the occurrence process, the seasonal aspect of the precipitation intensity is taken into 
account by fitting the model for each month, accounting for a 3-months moving window for each 
month. 
For each station within the region, the distribution used to model and generate 3 days precipitation 
amounts is the Extended Generalized Pareto-Type III Distribution (E-GPD, Papastathopoulos and Tawn, 
2013) which has been shown to model precipitation intensities adequately (Naveau et al., 2016). This 
distribution can be described by a smooth transition between a gamma-like distribution and a heavy-
tail Generalized Pareto distribution (GPD). The transition is obtained via a transformation function 𝐺𝐺(𝜈𝜈) = 𝜈𝜈𝜅𝜅 such that the whole range of precipitation intensities is modelled without a threshold 
selection (Naveau et al., 2016). 
Parameter estimation. The shape parameter of the E-GPD distribution (𝜉𝜉) was estimated using a 
robust advanced regionalization method (Evin et al., 2016). Bootstrap analyses were carried to 
demonstrate the fairness of this procedure (see Appendix 10.3.5). For each station, the method 
introduced all precipitation data available from the neighbouring stations with a similar statistical 
behaviour of their maximum values. The shape parameter is also estimated on a seasonal basis. The 
two remaining parameters, the scale parameter 𝜎𝜎 and the parameter of the transformation 𝜅𝜅, are 
estimated at each station using the method of probability weighted moments (Naveau et al., 2016). 
Space-Time Correlations. Let 𝑍𝑍𝑡𝑡  denote a vector of K Gaussian variables with mean 0 defined as 𝑍𝑍𝑡𝑡(𝑘𝑘) = 𝛷𝛷−1�𝐹𝐹�{𝑌𝑌𝑡𝑡(𝑘𝑘)}� where 𝐹𝐹� is the empirical distribution function and 𝛷𝛷 indicates the standard 
normal cumulative distribution function. Spatial and temporal dependence of precipitation amounts 
is represented using a Multivariate Autoregressive model of order 1, MAR(1), described as follows: 𝑍𝑍𝑡𝑡 = 𝐴𝐴𝑍𝑍𝑡𝑡−1 + 𝜀𝜀𝑡𝑡 
where 𝐴𝐴 is a 𝐾𝐾 × 𝐾𝐾 matrix and 𝜀𝜀𝑡𝑡 is a random 𝐾𝐾 × 1 noise vector. The elements of 𝜀𝜀𝑡𝑡 have zero means 
and are independent of the elements of 𝑍𝑍𝑡𝑡−1. The covariance matrix of 𝜀𝜀𝑡𝑡 noted 𝛺𝛺𝑍𝑍 can be expressed 
as 𝛺𝛺𝑍𝑍 = 𝑀𝑀0 − 𝐴𝐴𝑀𝑀0′𝐴𝐴 where 𝑀𝑀0 is the covariance matrix of 𝑍𝑍𝑡𝑡  and 𝑀𝑀0′  denotes its transpose. Following 
Bárdossy and Pegram (2009), A is taken to be a diagonal matrix, the diagonal elements being the lag-
1 serial correlation coefficients of the intensity process Yt(k). Direct estimates of 𝑀𝑀0 and 𝐴𝐴 cannot be 
obtained since non-zero precipitation amounts 𝑌𝑌𝑡𝑡(𝑘𝑘) are not observed. Following the methodology 
proposed by Wilks (1998) and Keller et al. (2015), for each pair of stations (𝑘𝑘, 𝑙𝑙), long sequences of 
precipitation amounts were generated using the estimated parameters of the occurrence process. 
Each element 𝑚𝑚�0(𝑘𝑘, 𝑙𝑙) of the matrix 𝑀𝑀 was then found iteratively by matching the correlation between 
these long random streams with the observed correlation. The estimates of the coefficient of the 
matrix 𝐴𝐴 were obtained using the same simulation approach (Evin et al., 2018). 




Innovations 𝜀𝜀𝑡𝑡 are often assumed to follow a standard multivariate normal distribution. This is 
equivalent to assume that extreme precipitation realizations generated for the different sites are 
spatially independent, which is not realistic. In GWEX, the spatial dependence structure of 𝜀𝜀𝑡𝑡 is 
modelled with a Student copula. The additional copula parameter 𝜈𝜈 (describing the tail dependence) 
is estimated by likelihood-maximization, as described in McNeil et al. (2005, Section 5.5.3.). The Fisher 
copula (Favre et al., 2018, Appendix 10.3.3) was also evaluated to represent the spatial dependence 
(it allows to account for an asymmetry between lower and upper tail dependence which can be 
observed for precipitation data). Since the Fisher copula did not improve simulations (Appendix 10.3.4) 
it was not further considered. Note that neither Student copula nor Fisher copula allow asymptotic 
independence (Coles et al., 2000; Davison et al., 2013) of extreme precipitations, i.e. the spatial 
dependence does not decrease with the level of extreme values. 
Our analyses, carried out for all calendar months separately, suggest that precipitation extremes may 
have some asymptotic dependence for some months (e.g. December, January, February) and some 
independence for others (e.g. June, July, September). The asymptotic dependence or independence of 
extremes is however very difficult if not rather impossible to estimate from short times series: The 85 
years of daily precipitation data available for EXAR at different station are not long enough for a robust 
estimation. In lack of better information, we thus considered that the spatial co-variability behaviour 
of extremes is the same than that estimated for all other precipitation values. This simplification is thus 
conservative allowing for the generation of concomitant extreme precipitation at different 
neighbouring sites. The approach thus allows to explore critical situations where extremes occurs at 
multiple sites. It is important to note that the generation process does not necessary lead to the 
concomitancy of extremes at different sites. It also allows the generation of localised extremes. The 
probability that extremes are generated at all sites at the same time is in fact almost zero. The 
asymptotic independence hypothesis is hard to evaluate from the available time series. For the Aare 
catchment, it was found to be only valid for June, July and September (see Appendix 10.3.6). 
2.1.3 Multi-site temperature model 
At each station, daily data of standardized temperature are modelled with a skew normal distribution; 
standardization is based on a calendar basis and involves both the calendar mean and the standard 
deviation of the current simulation day. The spatial and temporal dependence of daily temperature at 
multiple sites are modelled by a MAR(1) process. The sub-daily structure of temperature is finally 
obtained by disaggregation of daily temperatures. Temperature simulations were conditioned on 
precipitation. The model is described in detail in Evin et al. (2019) (paper available in Appendix 10.3.2). 
2.1.4 Weather simulations 
GWEX has been applied for the generation of weather scenarios at 105 precipitation stations and 26 
temperature stations available within the basin (Figure 1). For both variables, 30 time series of 10’000 
years have been generated and disaggregated at an hourly scale. Mean areal estimates for the 89 sub-
catchments and/or for larger spatial units (mean areal precipitation (MAP) and mean areal 
temperature (MAT) in the following) are computed using Thiessen’s polygon method. 
2.2 SCAMP weather generator 
The alternative weather generator, SCAMP, is made of a suite of models that aim at generating long 
hourly time series of MAP and MAT for each of the 89 sub-catchments considered in the HBV-model 
of the Aare basin. 




2.2.1 Atmospheric analogs for generating long atmospheric trajectories 
The first step of SCAMP is to generate long series of synoptic weather over Europe. We used for this 
the ERA20C atmospheric reanalysis (Poli et al., 2016) available for the period 1900-2010. For the 
current simulation day, the K-nearest atmospheric analog days are identified in the 110 years covered 
by the ERA20C reanalyses. The analogs are identified within the days included in a moving temporal 
window of +/-2months centered on the simulation day (e.g. if the simulation day is April 1st, 1997, 
within all days between March, 1st and April, 30th of all 110 years). One of the K-nearest analogs is 
then randomly selected and its following day is used as large scale atmospheric scenario for the day 
following the current simulation day (e.g. for April 2nd, 1997). This model allows to generate very long 
time series of atmospheric trajectories. It allows also for the creation of new atmospheric trajectories 
by rearranging the atmospheric sequences observed in the last 110 years. A detailed description of the 
simulation process is given in Appendix 10.4.1 and in Raynaud et al. (2019). A 30x 10’000-year-long 
sequence of synoptic weather was generated with the model. 
 
Figure 1 Aare basin with the 105 precipitation stations, the 26 temperature stations, the 89 small sub-catchments and the 
5 large sub-catchments. 
2.2.2 Atmospheric analogs for regional weather scenarios 
In a second step, each of the 10’000-year-long time series of synoptic weather was used to generate a 
10’000- year-long time series of regional daily weather, namely MAP and MAT for the Aare catchment. 
For this a standard model based on atmospheric analogs is used that is typically applied for 
downscaling purposes (Chardon et al. 2016, Raynaud et al. 2017). For each day of the 10’000-year-long 
time series of synoptic weather, the K-nearest atmospheric analogs are identified in the period 1930-
2010, the period for which both large scale atmospheric reanalyses (ERA20C) and local scale weather 
observations (ANETZ) are available. The regional weather scenario for the day is then built from the 
statistical distribution of the regional weather observed for those K- analogs (see step 3 above). The 
model applied for the identification of atmospheric analogs is hierarchical: 2 different analogy levels 




are considered in turn based on different analogy predictors respectively. This parameterisation was 
adapted from that presented in Raynaud et al. (2017), which guarantees both inter-variable physical 
consistency and good predictive skills for four predictors 
(precipitation, temperature, solar radiation and wind). 
For the first level of analogy, large scale predictors are 
geopotential heights at 1000 hPa and 500 hPa (HGT1000, HGT500) 
(Raynaud et al. 2017). From June to August, the analogy is 
evaluated with fields available at 12UTC. From September to May, 
the analogy uses the geopotential fields at both the current day D 
and its following day (D+1) at 12UTC. This allows to better catch 
the motions of low pressure systems and fronts and improves the 
prediction skill for precipitation. The 100 nearest analogs of each 
simulation day are retained for the second analogy step (each day 
of the long time series of synoptic weather generated in previous 
step). 
For the second level of analogy, predictors are the vertical 
velocities at 600 hPa and the large scale temperature at 2 m from 
September to May. In summer, a large part of the precipitation is 
due to convective storms. Vertical velocities or other more 
relevant predictors such as the Convective Available Potential 
Energy (CAPE) fail to predict convective phenomena due to the 
coarse resolution of the reanalysis data. Consequently, a most 
straightforward predictor, namely large scale precipitation, is 
used instead of vertical velocities. This choice has been proven to 
largely improve the predictive skills of the method during summer 
months and it allows achieving summer skill scores comparable to 
the ones of the rest of the year. This second analogy proceeds a 
sub-selection of 30 analogs within the 100 obtained from the first 
analogy level. The dimensions and the localisation of the different 
spatial windows used to evaluate the analogy between days 
follow the recommendations of Raynaud et al. (2017).  
After this 2 step downscaling the analog model produces finally 30 
values of daily MAP and MAT for each day of each 10’000-year-
long time series of large scales atmospheric situations. 
2.2.3 Distribution sampling to generate non-observed regional weather scenarios 
To produce a time series of daily MAP and MAT, the standard analog method simply uses for each 
simulation day the MAP and MAT values observed for one of the 30 analogs identified in the previous 
step. Weather scenarios are then obtained by resampling observations from analog days. 
Consequently, it is impossible to produce daily weather time series with values out of the ranges of 
MAP and MAT observations. To overcome this issue, a stochastic generation process was plugged to 
the MAP and MAT values obtained each day with the analog model of the previous step. Practically, a 
Gamma (respectively Gaussian) statistical distribution is fitted to the 30 observed precipitation 
Figure 2 Steps of the SCAMP weather 
generator. 




(respectively temperature) values available for the 30 analog days of the current simulation day (see 
Chardon et al. 2017; for details). The fitted distribution (its parameters vary from one day to the other) 
is then used to generate n non-observed values of precipitation and temperature from random draws. 
In the present case, n is fixed to 30. 
The result of the stochastic generation step is 30 non-observed values of daily MAP and MAT for each 
day of the simulation. Finally, for the development of the time series the temporal organisation of 
those values, from one time step to the other, had to be chosen. In this step MAP and MAT time series 
were produced independently with temporal relevance for each variable and relevant co-variability 
between variables. Part of the temporal/physical consistency between two consecutive days or 
between temperature and precipitation time series was derived from conditioning the scenarios on 
the large scale atmospheric situation and then on the trajectory. Additional consistency between days 
and variables was obtained with the Schaake Shuffle method (Clark et al., 2004). This method uses 
both the inter-variable physical and the intra-variable temporal consistency in the observations to 
combine the outputs of the analog method. In practice, we applied the method hierarchically: first the 
temporal consistency of precipitation was forced and then temperature scenarios conditioned on 
obtained precipitation scenarios were generated. 
2.2.4 Weather analogs for the generation of high resolution scenarios 
To go from daily regional MAP and MAT scenarios to sub-daily scenarios for the 89 sub-catchments of 
the Aare system, a non-parametric disaggregation approach was applied, following the methodology 
developed by Mezghani and Hingray (2009) for the upper Rhone River. In the approach, observed 
spatial structures of weather analogs were identified within the 1930-2014 period. Sub-daily 
observations were only available for a limited set of stations and on a short time period (from 1990 to 
2014). A 1930-2014 time series of pseudo-observations has been reconstructed at an hourly time step 
for the 89 sub-catchments and for the entire period (1930-2014) using the information from the recent 
period (1990-2014). The sub-daily data for all stations are obtained from the nearest meteorological 
analog, where the analogy is again evaluated from a meteorological point of view (based on the daily 
spatial patterns). The sub-daily structure for stations without sub-daily data was derived from the 
closest neighbouring station with sub-daily data. More details on this procedure can be found in 
Appendix 10.2. 
For each day, the 30 MAP values issued from the distribution fitting and sampling were compared to 
the 30 initial MAP values of the analogs. For each MAP scenario 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠, the closest analog MAP  𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 was 
identified in the 30 initial analog days. The spatial/temporal structure of this analog day was used for 
the disaggregation of the MAP scenario 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠. Local values of the analog day observed for each time 
step of each of the 89 sub-catchments were then scaled with the 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠/𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 coefficient and further 
used as local scenarios for the 89 sub-catchments. Note that a set of observed reference structures 
were applied instead of the structure of the analog days when the 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠/𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 ratio of all the 30 analog 
days was higher than a given threshold. This safeguard prevented applying very large 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠/𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 scaling 
factors and thus generating large and unrealistic local precipitation values. The spatial structure used 
for temperature is the observation from the same day as the selected precipitation structure. This 
structure is also adapted by adding the 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 coefficient to all local daily temperature values. 
More details on the functioning of the spatial disaggregation are described in Appendix 10.4.2. 




2.3 Weather scenarios from GWEX and SCAMP  
For each weather generator, 30 times series of high resolution (multisite/hourly) MAP and MAT 
scenarios were produced. Each scenario covered a time period of 10‘000 years.  
In a first step, the generated time series were evaluated on their ability to reproduce a number of key 
characteristics and statistical behaviours of observations available for the period of 1930-2014. For 
precipitation, this includes the probability of wet/dry days for each month, the statistical distribution 
of the length of dry and wet spells, the statistical distribution of all-days and extreme precipitation 
amounts, the spatial correlation between sites and the dependence of those characteristics to the 
season. For temperature, this includes the statistical distribution of heat waves, and length of cold 
spells, the spatial correlations between sites, the distribution of daily maxima and minima. Most 
evaluations were carried out for multiple temporal and spatial scales: from daily to multiple days and 
monthly scales, for individual meteorological stations (105 precipitation stations, 26 temperature 
stations), for the 89 elementary catchments of the HBV-model of the Aare catchment, for the 5 main 
sub-catchments of the Aare catchment and for the whole Aare catchment. They were evaluated for 
each weather variable independently, as well as for derivative variables, which account for the co-
variance structure between precipitation and temperature. For the latter, the capacity of each weather 
generator to simulate relevant correlations between precipitation and temperature was assessed with 
the hydrological filter of the Aare system. A rainfall-snowfall model was then applied using the 
observed and the simulated weather as input. The statistical characteristics of the liquid/solid 
precipitation time series from simulated weather inputs were then evaluated against those obtained 
from the observed weather (Gallou, 2018). From all our analyses and checks, the performances of 
GWEX and SCAMP were satisfying (see for instance Figure 4). Part of these evaluations are presented 
in peer reviewed publications and the reader is referred to these for further details (see Evin et al., 
2018, 2019 for GWEX precipitation and temperature respectively; Chardon et al.,2017 and Raynaud et 
al., 2017 for SCAMP). 
In the following, only the return levels of maximal precipitation for different spatial/temporal scales 
obtained from the 30x10’000 year time series for large return periods are presented. More results are 
in Appendix 10.5.1, Appendix 10.5.2 and Appendix 10.5.4. Moreover, Appendix 10.5.3 and Appendix 
10.5.3 present the precipitation events that led to the ten largest simulated floods in detail. 
2.4 Meteorological simulations with GWEX 
As shown in Evin et al. (2018 and 2019) and mentioned above, GWEX was able to reproduce the major 
characteristics of precipitation and temperature observations at all spatial and temporal scales. 
The empirical return levels of maximal MAP1d and MAP3d obtained from the 30 x10’000-year-long 
time series (according to the Gringorten plotting position formula), for the whole Aare catchment and 
for its 5 main sub-catchments, namely Neuchatel, Thun, Aare-Emme, Reuss and Limmat, the left side 
of Figure 3 and Figure 5.For the short return periods, for which return levels can be also estimated 
from observed MAP (with the same Gringorten formula), the return levels of the simulations are very 
close to the empirical ones and highlight the good performance of the model for those variables. For 
the whole catchment and for the Neuchatel, Thun and Aare Emme sub-catchments, most of the 18’000 
years return levels were between 130 mm and 160 mm for MAP1d (respectively 190 mm and 225 mm 
for MAP3d). For the two most eastern sub-catchments (Reuss and Limmat), the values are slightly 
higher, between 160 mm and 205 mm for MAP1d (respectively 230 mm and 270 mm for MAP3d). 




The bottom-left part of Figure 3 and Figure 5 maps the mean largest value for the 89 sub-catchments 
for MAP1d (Figure 3) and MAP3d (Figure 5), i.e. the average value of the 30 different 18’000 years 
return levels obtained respectively for the 30 time-series. Similar spatial patterns were found for 
MAP1d and MAP3d. The largest return levels are again located in the Southeast of the Aare basin (200 
mm to 280 mm for MAP1d and 280 mm to 350 mm for MAP3d). Large return levels were also obtained 
in a sub-catchment in Canton of Fribourg, towards Jaun and La Valsainte (220 mm for MAP1d and 297 
mm for MAP3d). In the West, close to the Jura Mountains, the return levels are slightly smaller (160 
mm to 200 mm for MAP1d and between 210 mm and 270 mm for MAP3d). Similar results are obtained 
for the central part of the Aare system. The lowest return levels are situated in the North (between 
120 mm and 150 mm for MAP1d and between 160 mm and 210 mm for MAP3d). 
The performance of GWEX with regard to additional characteristics to extreme MAP1d and MAP3d are 
presented in Figure 4. Figure 4 also presents the very good performance of GWEX for the simulation 
of the statistical distribution of wet/dry spells and of the monthly amounts at different spatial scales 
(whole Aare, main sub-catchments, and stations). 
2.5 Meteorological simulations with SCAMP 
As shown in Chardon et al. (2018), Raynaud et al. (2018) and mentioned above, the SCAMP weather 
generator also allows reproducing the characteristics of precipitation and temperature observations 
at all spatial and temporal scales. The 30x10’000-year-long weather time series also present long-term 
meteorological situations that cannot be found in the observations, whatever the time scale under 
consideration. For all four seasons, the ranges of simulated seasonal temperature and precipitations 
exceed the observed ones. For instance, the minimum and maximum observed winter precipitation 
amounts are 60 and 490 mm respectively. In the simulations, these values reached 40 mm and 690 
mm. Such characteristics are particularly interesting for hydrological purposes as they will allow 
simulating extreme discharge events with non-observed initial conditions in terms of soil moisture and 
snow pack. 
The results on precipitation maxima are presented in the right side of Figure 4 and Figure 6, for the 
same spatial and temporal scales as before. Good agreement is obtained between observations and 
simulations for return periods up to 150 years (maximum return period that can be estimated with the 
Gringorten formula with 85 years of observed data). For the entire catchment, the 18000 years MAP1d 
was 140 mm on average but it reached almost 200 mm for some scenarios. These values reached 190 
mm and 250 mm for MAP3d respectively, showing that for high precipitation events 75% of the total 
amount fell within 24h. For both MAP1d and MAP3d, the Limmat and the Neuchatel catchments 
appeared to get slightly larger precipitation events with additional 20 to 40 mm compared to the other 
sub-catchments. This is even more visible from the return level maps associated to the maximum 
return periods for the 89 sub-catchments. Similar to the results from GWEX, the higher precipitation 
values are located on the extreme South-East of the Aare catchment and on the Western part of the 
area, close to the Jura mountain range. Noticeable are the large differences from one catchment to 
the other with return levels ranging from 150 to 350 mm for the MAP1d and 200 to 450 mm for the 
MAP3d. This uneven spatial structure is also visible in the observations for the 150 year return period. 
All in all, SCAMP provides relevant meteorological time series that efficiently reflect the climatology of 
both precipitation and temperature.




Figure 3 Empirical return levels obtained for MAP1d (1day Mean Areal Precipitation) from the 30 generated time series of 10’000 years for GWEX (left) and SCAMP (right) : Graphs (upper panel) : return levels 
for the whole catchment and the five main sub-catchments for several return periods (for each return period, mean (middle of the dark grey band) and percentiles of the distribution obtained from the 30 time 
series scenarios; bounds of shaded areas correspond respectively to 0.5/99.5th, 5/95th and 25/75th percentiles of the 30 time series); Maps (bottom panel): mean maximum simulated value from the 30 x 
10’000 year time series for the 89 sub-catchments. Note that the largest simulated MAP value in one 10’000-year-long simulation correspond to a return period of 18’000 years according to the Gringorten 
empirical plotting position formula. Note that extreme MAP value do not necessarily occur at the same time. Maps of MAP do thus no correspond to ONE extreme event. If locally, for a given subbasin, SCAMP 
extremes are larger than GWEX extremes, note that MAP value for the whole Aare Catchment are almost the same for the 2 weather generators (see Figure 3 and 5).  
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Figure 4 Multiscale evaluation of return levels for 1-day and 3-day precipitation, dry spell lengths, monthly mean precipitation and wet spell lengths. The 6 selected representative stations are Andermatt 
(ANT), Muri (MUR), Lauterbrunnen (LTB), Courtelary (COY), Glarus (GLA) and Valeyres-sous-Rances (VAR). 
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2.6 Large Precipitation Events in GWEX and SCAMP 
At the scale of the whole Aare catchment, MAP extremes are roughly the same for the two weather 
generators (Figure 3 for MAP1d and Figure 5 for MAP3d). At the sub-catchment scale, SCAMP extremes 
are slightly larger than GWEX ones for the western part of the system. The largest difference, found 
for the Neuchatel subbasin, is however moderate (+10% for MAP3d and +20% for MAP1d). An 
important result is thus that the two weather generators produced similar large/extreme precipitation 
amounts at all temporal/spatial aggregation scales, despite the very different modelling approaches. 
Precipitation time series generated with both models were further evaluated on their severity maps 
and on their spatial/temporal dynamic and their meteorological relevance. The GWEX precipitation 
event that led to the largest simulated flood of the Aare is illustrated in Figure 7 and Figure 8. Similar 
figures are presented for other large events in Appendices 10.5.2 and 10.5.3 for GWEX and Appendices 
10.5.4 and 0 for SCAMP. The severity map of the event for the full Aare catchment, i.e. the severity of 
the event in terms of return period of cumulated precipitation amounts for different locations, spatial 
and temporal scales as well as its spatial/temporal dynamics over the 10 days preceding the flood peak 
are shown in Figure 7. 
For both GWEX and SCAMP, a large variety of severity maps and of spatial/temporal dynamics were 
generated in accordance with the large variety of events present in the observation period. The largest 
floods from the generated time series came from very different hydro-meteorological configurations. 
Some of them corresponded to very large precipitation amount at the whole catchment scale for one 
or two days previous to the flood peak; some of them conversely corresponded to very large 
precipitation amounts falling in a small part of the whole catchment or to configurations with large 
precipitation amounts that fell during a few days preceding the flood. These different configurations 
have been estimated to be plausible by MeteoSwiss (personal communication with Sophie Fukutome 
and Andreas Fischer). 
Note that the largest generated values obtained with GWEX and SCAMP were compared to 
precipitation values estimated in a former project with the Probable maximum Precipitation (PMP) 
method (Hertig and Fallot, 2009; Appendix 10.6). GWEX and SCAMP maximum precipitation values are 
smaller than PMP values. Note that this comparison was carried out for information only. PMP 
estimates are local and cannot be provided for medium size to large size catchments (i.e. for scales 
relevant for the Aare catchments and for its main sub-catchments). The PMP method is also based on 
a meteorological model which is uncertain itself and based on a set of different hypotheses and sub-
grid parametrizations. PMP estimates were also made for a small sub-set of possible large scale 
atmospheric configurations. This makes the PMP estimates obtained within this project rather 
uncertain and in all cases dependent of the modelling and parametrization choices made for the 
application of the method. As no uncertainty analysis was provided within this PMP work, any 
quantitative comparison of PMP estimates with maximum precipitation amounts obtained from GWEX 
and SCAMP scenarios is therefore neither possible nor relevant. 
 






Figure 5 Same as Figure 3. Precipitation maxima for MAP3d. 
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Figure 6 Same as Figure 4. Precipitation maxima for SCAMP weather scenarios 
 




Figure 7 Severity map of precipitation during the largest hydrological event. The title shows the rank (in descending order) 
of the precipitation events at the whole catchment scale for several accumulation periods (e.g., P0[299743]: the 
precipitation during the day of the hydrological peak is the 299743 th1-day precipitation amount (i.e., a very frequent 
precipitation amount); P1[1]: the precipitation during the day before the hydrological peak is the first 1-day precipitation 
amount (i.e., the largest 1-day amount simulated with GWEX over the 300’000 years of simulation); P1,2[1]: the cumulative 
precipitation during the two days before the hydrological peak is the largest simulated 2-day precipitation amount). The 
severity of the simulated event is then represented with a set of severity-board. Each severity-board gives the return period 
of precipitation simulated for this event when cumulated over several durations (all ending the day before the hydrological 
peak): 1 day (center of the severity-board), 2 days, 3 days, 7 days and 30 days (edge of the severity-board). The color scale 
for the severity-boards is given in the right hand side of the figure. Severity-boards are given for precipitation simulated 
over different spatial scales: local precipitation at each of the 105 simulation stations (small circles), mean areal 
precipitation over each of the 5 main sub-catchments (medium circles) and the whole catchment (large circle). 
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Figure 8 Space-time dynamic of 1-day precipitation during the largest hydrological event. “Day 0” is the day of the 
hydrological peak. 
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Note: Absence of plateau in the tail of the distribution of peak discharges. As a result of the EXAR 
methodology, there is no reason why we should have a plateau. Except in some specific configurations 
(which we do not have in EXAR), it is expected that the peak values keep getting larger for small 
probabilities of exceedance, and it is also expected to have some “super events”. We would even have 
larger super events if we would generate scenarios over longer time periods (>>300'000yrs). This 
directly derives 1) from the basic principles of the simulation chain we choose to develop for the 
project (weather generator + hydrological model) and 2) from the statistical behavior of precipitation 
in the Aare region. 
As already mentioned, GWEX weather scenarios are generated to reproduce the statistical behavior of 
precipitation data observed over 105 Aare stations for the last 85 years. The behavior of observed 
precipitation maxima in our Aare basin does not show any plateau or any asymptotic trend for a 
plateau. Therefore, there is no plateau in precipitation scenarios. Even if the rainfall-runoff 
transformation is not linear, it is also not surprising that there is also no plateau in hydrological 
scenarios. 
The uncertainty on the precipitation maxima values for the lowest probabilities is very high (due to 
extrapolation for a 300'000 year return period from distributions obtained with observations covering 
only 85 years). A critical issue here is that of the estimation of the shape parameter of the distribution 
used to model the statistical behavior of observations. The value obtained for this parameter defines 
the behavior of the largest precipitation discharge generated values. As we used advanced 
regionalisation techniques for this estimation, we are rather confident in the robustness of those 
estimates.  
It is important to put the outputs of GWEX simulations in perspective with those obtained with SCAMP, 
a fully alternative modelling approach we chose for weather scenario generation. Concerning the 
plateau, the same applies for weather scenarios generated with SCAMP as for GWEX. Even if the basic 
principles are different from those of GWEX, SCAMP weather scenarios are generated to reproduce 
the statistical behavior of observed precipitations. And, as no plateau is found in the observed data, 
no plateau is expected in generations. 
3 Sensitivity and plausibility of hydrological simulations 
Martina Kauzlaric, Luise Keller, Matthias Pfäffli, Anna Sikorska-Senoner, Maria Staudinger, Daniel 
Viviroli 
This chapter provides background to the hydrological simulations, covering both the HBV model and 
RS Minerve model. Focus of the analyses is the sensitivity of the hydrological models to the input from 
the weather generators as well as to the parameters used for regionalization, model performance with 
regard to discharge observations as well as the plausibility of the simulations in terms of spatial 
patterns, seasonality and temporal development. The IDs for the analyzed catchments as well as the 
transfer points are listed in Appendix 10.1. 
3.1 Sensitivity of the hydrological models (HBV and RS Minerve) 
The sensitivity of the catchments simulated with HBV was assessed by two tests regarding two 
different aspects: 
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1) Uniform precipitation input was used as model input, and the resulting specific runoff peaks were 
evaluated. This analysis served to assess the realism of the runoff yield HBV model and its 
sensitivity towards precipitation inputs. This analysis allows an insight into the impacts of 
meteorological versus hydrological simulations on the generated extreme runoff peak values. 
2) Different spatial discretization in the floodplains was used to assess the influence of the spatial 
discretization of large ungauged sub-catchments located in the floodplains of the major rivers 
(Aare, Reuss, Emme and Limmat) on the peaks. The corresponding catchment areas were divided 
into smaller units, and in separate parameter sets for each of these units were used. 
 
For the first sensitivity test, the results of each individual catchment as well as at important transfer 
points (TPs) were compared; for the second test the results were compared only for the TPs, as the 
higher spatial discretization concerned only the floodplains and not the headwater catchments. 
3.1.1 Simulations with uniform precipitation 
To assess the sensitivity of the simulations to the hydrological model rather than the differences in 
meteorological input, uniform precipitation was used as model input, i.e. for each catchment the same 
amount of precipitation was applied at the same time. The uniform precipitation was derived from the 
sum of precipitation inputs from individual catchments that were then averaged over the entire Aare 
system. The temperature input remained unchanged. These uniform simulations with uniform 
precipitation were computed for two variants: 
- Using 85 years (1930–2014) of pseudo-observations, i.e. disaggregated precipitation values 
- Using the 10 largest events extracted from 289’000 years of simulations based on GWEX 
weather generator input. 
 
Both simulations were done using the parametrization resulting from all three clusters of the HBV 
model calibration. However, here the results are shown and discussed for one cluster only. 
For the pseudo-observations, annual runoff maxima were extracted from uniform simulations in each 
catchment, and the three events with the largest precipitation peaks, which were most frequently 
classified across all sub-catchments, were further analysed in detail. The three largest precipitation 
events in the pseudo-observations occurred in 1954 (simulation year 25), 1978 (simulation year 49) 
and 1990 (simulation year 61). Further, simulations were done for the six largest events in terms of 
discharge peaks and another six based on the largest events in terms of discharge volumes. For these 
events all catchments were analysed. 
For the GWEX simulations, the 10 largest events were analysed in detail. For this purpose input data 
covering the time span of 1.5 years before the flood event and an additional 10 years period for model 
warm-up were extracted from the input time series and averaged over the entire Aare system. This 
average formed the uniform precipitation inputs for the GWEX simulations. These data were then used 
as input for the hydrological model and simulations were done for the three parameterizations (lower, 
median upper): For the 10 largest events HBV simulations were run using a 10 years warming-up period 
prior to the year when the largest event occurred and 1.5 year of simulations for the largest event. 
For both the pseudo-observations and the GWEX simulations metrics were computed for the selected 
events (Table 1). For the pseudo-observations, the metrics were computed for each catchment 
independently, i.e., in accordance to the time of the annual peak occurrence. Despite the uniform 
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precipitation input, the runoff peaks may still occur at different times because of the reaction time of 
the catchment caused by different storage behaviour in each catchment. With these metrics the events 
can be characterized and the catchments can be compared in a spatial context. 
Table 1 Metrics to analyse the pseudo-observations and GWEX simulations for the uniform precipitation simulation 
experiment. 
Variable  Metric Unit 
Discharge Runoff peak of the event  (mm/h) 
Precipitation Maximum amount of precipitation 
preceding the event peak 
(mm/h) 
Discharge Maximum annual sums of runoff over a 
moving window of 72h and 144 h  
(mm) 
Precipitation 1, 3, 5 and 10 days sums of preceding 
precipitation to the 72 and 144 runoff 
peak events 
(mm) 
Discharge and Precipitation Runoff ratios (runoff/precipitation) of 
the 72 and 144 h runoff sums to 1, 3, 5, 




Pseudo-observations largest events 
Figure 9 shows the preceding precipitation for an aggregation window of 120 h for the three analysed 
years as selected from the largest precipitation events. While in 1954 and 1978 mainly different 
storage characteristics led to different antecedent precipitation periods taken into account for the 
analysis, in 1990 there is a clear difference between the high alpine catchments and the rest of the 
Aare system, which points at a strong influence of snow melt on the highest peak runoff in this year. 
 
 
Figure 9 Precipitation sums for a window of 120 h preceding the largest runoff peak in the respective year (upper panel) 
and the month of occurrence of the peak runoff per catchment (lower panel). All values are given in [mm]. 
The runoff ratios of both 72 h and 144 h time windows are larger than 1 for some catchments (Figure 
10), which indicates that there was more runoff than preceding precipitation. This can occur when 
other sources than precipitation contribute to runoff, for instance snow melt as a delayed contribution. 
In 1990 the peaks occur in the spring and early summer months and hence snow melt can indeed 
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explain the high runoff ratios. For other years the reason for runoff ratios above 1 might be that the 
catchments concerned are located in karstic areas, where the model might not be adequately 
parameterized (see also Section 3.6.2 about the performance of hydrological models for each 
catchment). Most of the karstic catchments were parameterized by regionalization, which had to make 
use of donor catchments that are not karstic. The donor catchments do not account for the loss of 







Figure 10 72 hours runoff sums (uppermost panel) and the runoff ratios resulting from the preceding precipitation and this 
runoff for different aggregation periods for the precipitation. The grey colored catchments have a runoff ratio larger than 
1, meaning that there was more runoff than precipitation. All values are given in mm. 
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The longer the aggregation window for the antecedent precipitation sums were chosen the fewer 
catchments had runoff ratios above 1. The spatial distribution of runoff ratios is not changing much for 
increased aggregation windows of precipitation, which indicates that the events of precipitation were 
really intense and happened mainly right before the highest peak of the runoff. 
Very similar spatial patterns were also found for the event aggregation of 144 h for runoff. For the 
longer aggregation period, the runoff ratios are above 1 also for longer precipitation aggregations for 
some catchments, simply because the runoff sums are naturally larger over the longer aggregation 
time of the runoff time series for 144 h compared to 72 h. 
For some events, rain-on-snow processes might contribute to large floods. Such a rain-on-snow event 
could have been induced in the simulations with uniform precipitation (Figure 9) for the year 1990. 
Here, the Alpine catchments behave differently to the rest of the catchments, which indicates the 
influence of snow, maybe also rain-on-snow. The hydrological model has not been designed to 
reproduce the physical processes occurring during rain-on-snow events, and snow melt floods that 
occurred during such an event might be larger than simulated without explicitly accounting for the 
processes during rain-on-snow. The duration of the considered extreme events, however, is long 
enough (72 hours) to allow for a high snowmelt contribution even in absence of a special “rain-on-
snow” parametrization. Furthermore, the largest events that we found in the GWEX simulations (not 
in the sensitivity analysis using uniform precipitation) occurred in seasons where we do not expect 
rain-on-snow events (see Figure 65), and they have very large 72h precipitation sums (Figure 64) that 
reach 400 mm and more for some catchments. 
From this analysis can be concluded that the largest precipitation events in the sub-catchments 
demonstrated consistent spatial characteristics, although slight differences were observed between 
individual sub-catchments. Although all sub-catchments received exactly the same amount of 
precipitation at the same time, runoff peaks did not occur at the same time. Thus, time responses were 
different in these sub-catchments. Also, runoff peaks and sums were different. Sub-catchments 
located close to each other or with the same properties generated similar runoff amounts during the 
flood event. Such spatial coherence was observed in runoff sums and ratios at larger aggregation 
windows, while short aggregation windows lead to a more heterogeneous pattern of the responses of 
the sub-catchments. The effect of the temperature that was kept unchanged for each catchment for 
the sensitivity analysis is still visible since there are some peaks that were created from snow melt and 
not precipitation alone. The snow melt contribution to peak flow resulted in runoff peaks that did not 
occur at the same time of the year for the entire system but forced a seasonal separation in the spatial 
patterns. 
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Figure 11  Pseudo-observations: Discharge sum over 72 hours for the largest peak events for uniform precipitation inputs. 
 
 
Figure 12 Pseudo-observations: Discharge sum over 72 hours for the largest volume events for uniform precipitation inputs. 
The largest events in the pseudo-observations with respect to the entire Aare system were selected in 
terms of peak flow (six events) and discharge volume (six events). For these largest events we 
calculated the runoff peaks and sums (72 and 144 h) and antecedent precipitation sums (1, 3, 5, 10 
and 28 days). 
The largest volume and largest peak events from the pseudo-observations reached very similar sums 
over aggregation periods of 72h for some catchments (Figure 11 and Figure 12). For the largest peak 
events however, the largest sums are found distinctly in the alpine catchments, whereas for the largest 
volume events this is more distributed over the entire system. Neighbouring and similar catchments 
have a similar reaction on the precipitation input. The same patterns were also found for an 
aggregation period of 144h. 
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Figure 13 Pseudo-observations: Antecedent precipitation at different aggregation windows and 3 days (72h) runoff sum 
for largest peak runoff events. 
The runoff response of the catchments is relatively diverse compared to the very similar precipitation 
input (Figure 13). The largest differences are visible in the one day aggregations, and, less pronounced, 
in the three day aggregations. The difference, which is basically due to the timing of the peak runoff, 
is then only visible for a few catchments for longer aggregations. The runoff reactions of neighbouring 
catchments are similar and most of the diversity observed is found in the alpine catchments. 
GWEX simulations largest events 
The uniform precipitation inputs derived from the GWEX simulations for the largest ten events are 
summarized in Table 2. For most of these largest events the major part of precipitation is already falling 
on the first day before the event. This is less pronounced for the precipitation derived from data series 
58, 111 and 253. There, the distribution of the precipitation event is more spread over the days. 
Table 2 Characteristics of the precipitation sums for the largest events, sorted from the largest simulated data series (#96) 
to the smallest (#253). 
Data 
series  
Precipitation uniform input 








96 161.8 177.5 188.0 300.4 
271 69.4 77.0 114.3 185.7 
138 138.1 142.9 146.8 329.0 
286 164.6 185.3 195.6 280.1 
38 137.2 160.6 190.4 257.7 
291 48.5 73.1 86.0 189.3 
58 127.5 175.6 191.6 314.0 
111 60.0 63.0 85.3 135.6 
158 58.3 58.3 63.9 212.7 
253 84.3 114.3 128.0 210.8 
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The simulations for 3 largest events (data series 96, 271 and 138) and the median cluster are presented 
in more detail (Figure 14). To assess the effect of antecedent precipitations sums, these largest events 
are set in relation to their antecedent precipitation and with increasing aggregation windows. A spatial 
smoothing can be found, i.e. antecedent precipitation patterns become more uniform the longer the 
aggregation time is. 
Despite the uniform precipitation input that was applied over the catchment models the variability in 
the runoff response is large. For the two largest events (data series 96 and 271) the variability of the 
runoff response is even higher than for the third largest event (data series 138), which is because many 
of the alpine catchments react stronger to the large uniform input. With less overall precipitation input 
also the response became more uniform. 
 
Figure 14 AMFs for a 3 days window compared to the amounts of antecedent precipitation for different aggregation 
periods. 
The discharge obtained by HBV with spatially uniform precipitation time series for the 10 largest GWEX 
events was further fed to RS Minerve, in order to see the overall effect on the TPs. No general pattern 
across all TPs was found: e.g. while at the outlet of lake Lucerne there is a decrease of 15 to 40% of 
peak discharge for most events with 2 exceptions, at the outlet of the lake of Thun all but three events 
show an increase in peak discharge, however the differences are smaller than those observed in the 
first case. The results obtained for the outlet of the catchment are shown in Figure 15, where positive 
deviations are usually slightly higher than negative deviations from the original results. It is worth to 
note that differences among different parametrizations are often higher than the differences obtained 
by applying different precipitation time series. 
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Figure 15 Peak discharge of the 10 largest events at the outlet of the catchment (SSIOut) applying a uniform precipitation 
distribution (squares) compared to the original GWEX results (circles). The median parameter set highlighted by a darker 
colour. At the top of graph the percentage change for each event and parameter set is indicated. 
3.1.2 Spatial discretization in the floodplains 
In the original GWEX simulations a pragmatic approach was taken to model the ungauged floodplains 
of the major rivers (Aare, Emme, Reuss and Limmat) that consisted of modelling them as one big entity 
in the HBV model, and feeding it to the system as a whole at the outlet of the floodplain. E.g. the 
floodplain of the Aare between Thun and Hagneck (inlet to Lake Biel) was fed into the total system 
directly in Lake Biel. To test the effect of a different approach, we divided these large floodplain sub-
catchments into smaller sub-units. The total floodplain discharge was first area-weighted to obtain 
discharge for these sub-units, then it was diverted and fed in the total system at appropriate locations 
along the main river. 
We performed simulations applying this approach for the ten largest events. Accordingly, larger 
differences are simulated for TPs which did not receive floodplain discharge before (e.g. SSASSB, 
SSBSSC), showing a systematic increase of peak discharge. The magnitude of this effect depends on 
the event, on the discharge contribution of other tributaries along the main river as well as on the 
presence of retention areas in the floodplain. The overall effect at the outlet of the catchment is rather 
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Figure 16 Peak discharge of the 10 largest events at the outlet of the catchment (SSIOut) simulated by diverting discharge 
of the floodplains (squares) compared to the original GWEX results (circles). The median parameter set highlighted by a 
darker colour. At the top of graph the percentage change for each event and parameter set is indicated. 
By regionalizing and implicitly re-parametrizing the floodplains’ sub-units the differences compared to 
the second more simple approach diverting discharge are negligible (see Figure 17). 
 
Figure 17 Peak discharge of the 10 largest events at the outlet of the catchment (SSIOut) simulated by re-parametrizing 
the subunits of the floodplains (squares) compared to the original GWEX results (circles). The median parameter set is 
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3.1.3 Conclusion on sensitivity of hydrological models 
Concerning the pseudo-observations, the runoff response of the catchments is relatively diverse 
compared to the very similar precipitation input (Figure 13). Regarding aggregation time, the largest 
spatial differences are visible in the aggregation over one day, and less pronounced in the aggregation 
over three days. For longer aggregation times, the difference, which is basically due to the exact timing 
of the peak runoff, is visible only for very few catchments. The runoff reaction for neighbouring 
catchments is similar and the main largest diversity is present in the alpine catchments. 
Concerning the GWEX simulations, despite the same inputs (precipitation) the sub-catchments 
demonstrated different behaviour regarding the magnitude of the runoff events and runoff ratios. 
Neighbouring sub-catchments or sub-catchments with similar properties (catchments with glacier 
cover, catchments in the Jura region, and lake tributaries) demonstrated similar behaviour. 
Aggregating runoff sums over longer periods led to more uniform runoff sums and runoff ratios in the 
Aare River basin, while aggregations over a short period (1 day or peak) resulted in more 
heterogeneous patterns. 
It can be concluded that even for the largest events, assuming that the precipitation time series has a 
uniform spatial distribution, heterogeneity in the sub-catchment responses can be observed. This is 
particularly pronounced for instantaneous values (peaks) or aggregations over a short period (one 
day). This means that the catchments’ storages were never completely filled, so that any uniform 
precipitation event would have led to the same reaction time and runoff amount. See also the analysis 
concerning the initial soil moisture status before large events (3.7.5). 
3.1.4 Conclusion on different spatial discretization 
While the effect of a refinement of the representation of the floodplains can play a role for single TPs, 
with differences that are in the order of magnitude similar to those simulated with different 
precipitation time series (heterogeneous versus homogeneous), this is less distinct at the outlet of the 
catchment. Applying a new parametrization to the sub-units affects only to a very small extent the 
overall result compared to the diversion-approach. However, it is questionable if this would still be the 
case if a different regionalization method was applied and if a larger pool of gauged sub-catchments 
with lower mean altitudes was used. 
3.2 Further analyses on regionalization 
As noted in the main report, a number of approaches was tested for finding a suitable regionalization 
scheme. The basis for the approaches tested were 
• metrics of hydrological similarity, both defined in physical space (nearest neighbor) as well as in 
catchment attribute space (Euclidean distance), 
• clustering (k means), and 
• random forests. 
The number of donors varied between 2 and 5 depending on the application of these methods, 
selecting parameter sets randomly or selecting only the best ones according to the model efficiency 
criteria, as well as considering further attributes, such as the climatic region or the runoff regime. 
We tested all approaches by declaring sub-catchments where the calibration was poor to average (i.e. 
multi-objective efficiency criterion <0.4 and 0.4–0.5, respectively) as pseudo-ungauged, in order to 
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evaluate their performance, and treated glacierized basins separately. Of the 84 non-glacierized sub-
catchments, 52 are gauged; 28 of these were retained as potential donors, 4 were removed because 
of very short or questionable time series of observations, and 20 were used as pseudo-ungauged. 
Unfortunately, no method in particular lead to promising results. It appears that some (few) donors 
are repeatedly selected as being the most similar for many catchments even if those are far away, 
what is probably because many of the target catchments are small and thus are most similar to the 
few small donor catchments. Additionally, most sub-catchments where the calibration was not 
successful are not pluvial, conversely to the donors, which are mainly nivo-pluvial to nival sub-
catchments. We ran simulations for all pseudo-ungauged catchments, selecting 20 parameter sets 
(evenly distributed between the best and the worst parameter set) from all 28 donors, and found that 
for some catchments only 1 donor could produce results comparable to the calibration, that generally 
2 donors are sufficient and even the best option, and that for some of the sub-catchments the best 
donors were simply never selected by any of the methods tested. From these results we derived what 
would have been the “ideal” clustering, i.e. with 2 donors per cluster, and tried different algorithms to 
train the classification, without success. Figure 19 shows results for most of the applied methods, 
including those we assumed capable of deriving the “ideal” clustering. 
 
Figure 18 a) Simulated (grey) and observed (black) discharge of the Aare at Untersiggenthal; b) zoom of the peak on the 
22nd August of 2005; c) zoom of the peak on the 9th August of 2007. 
Following the expert meeting of 24th November 2017, B. Schaefli recommended to pursue a more 
physical regionalization in the HBV model (similar to that proposed by Bárdossy 2007), as trying to 
regionalize heuristic ensembles of parameter sets very likely cannot give good results. Furthermore, 
she suggested that the influence of the ungauged catchments on the discharge maximum at the Aare 
catchment scale should be tested. This can be tested by assigning any randomly drawn parameter set 
(from the pool of available parameter sets) to the ungauged catchments and testing the sensitivity of 
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the peak flows to these choices. If the sensitivity is small, then even a regionalisation method which is 
not entirely satisfying can be retained. 
Hence, for the sub-catchments to be regionalized we picked first 5 parameter sets (evenly distributed 
between the best and the worst parameter set) from each of the donor sub-catchments, randomly 
shuffled these, and run simulations for 24 years (between 1.1.1991 and 31.12.2014). 
Generally, we found no wide spread or a consistent bias in the simulations, and the spread of the two 
major floods of 2005 and 2007 varies depending on the flood (Figure 18) and is in the same order of 
magnitude of the uncertainty resulting from the rating curve uncertainty (see section 4 discharge 
uncertainty). 
Subsequently we tested the regionalization method proposed by Bárdossy (2007), where in a first step 
mean discharge (MQ) and standard deviation of discharge (SQ) are regionalized, and then parameter 
sets are selected that are able to reproduce MQ and SQ. This method conveys the importance of 
selecting donors that have similar water balance and reactivity as the receiver – both characteristics 
which are not necessarily reflected in the hydrological similarity, and not explicitly measured by this- 
and it allows to consider parameter sets coming from any other gauged sub-catchment and test it on 
any other sub-catchment, increasing on one side the pool of considered parameter sets, and on the 
other side the pool of sub-catchments on which the method can be tested. 
Also here we tried different regionalization methods for MQ and SQ, fitting linear and potential 
functions, and performing a stepwise model selection by the Akaike information criterion, as well as 
applying a random forest regression. We compared the different methods with already existing 
datasets, such as the gridded mean annual runoff made available from the CCHydro project for the 
present day (1980-2009) by the FOEN, the mean annual runoff for the river network data set MQ-
GWN-CH for the reference period of 1981-2000 by the FOEN and finally with data available from Plate 
5.6 Flood Discharge- Analysis of long-standing measurement series of the Hydrological Atlas of 
Switzerland (in the latter both MQ and SQ were available for some sub-catchments). We found the 
random forest regression to have the best overall performance, with maximum deviations of ±20% 
from the observations for the period 1981-2014. Comparing our results with the CCHydro data set 
show a fairly good agreement (median of deviation 12%), and comparing the two datasets by the FOEN 
resulted in generally significantly higher differences. 
We modified the definition of good parameter vectors defining those as the ones with model 
efficiencies Nash-Sutcliffe (NSE), Kling-Gupta (KGE) and the weighted multi-objective function >= 0.5, 
ending up with 1772 parameter sets as potential candidates to be transferred to another sub-
catchment. We defined a parameter set as a reasonable candidate and transferred it in case the 
absolute deviation of MQ and SQ simulated didn’t exceed 30% from the regionalized MQ and SQ. We 
stress again that according to this procedure, only those parameter sets that provide a reasonable 
water balance and variability of discharge for the target ungauged sub-catchment are considered for 
transfer (Bárdossy, 2007). 
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Figure 19 Simulated weighted multi-objective of different tested regionalization methods for the catchments Chandon-
Avenges (ChaAve) and Sense-Thörishaus (SenTho). regio_eucl_205perc: Euclidean distance from 5 donor catchments with 
20 parameter sets each selected uniformly between worst and best set; regio_eucl _uncorr_205perc: uncorrelated 
Euclidean distance, from 5 donor catchments and 20 parameter sets each; regio_eucl_Klima_205perc: Euclidean distance 
with climatic regions, from 5 catchments and 20 parameter sets each; regio_eucl_Abflreg_205perc: Euclidean distance with 
discharge regimes, from 5 catchments and 20 parameter sets each; regio_nn_205perc: Nearest Neighbours, from 5 
catchments and 20 parameter sets each; regio_clustering_205perc: Clustering with k-means, from 5 catchments and 20 
parameter sets each; regio_clusAbflreg_502perc: Clustering with discharge regime, from 2 donor catchments with 50 
parameter sets each selected uniformly between worst and best set; regio_clustrain_502perc: „Ideal“ clustering, from 2 
donor catchments 50 parameter sets each; regio_clusAbflreg_2don_50best: Clustering with discharge regimes, from 2 
donor catchments 50 best parameter sets each; regio_clusAbflreg_3don_best: Clustering with discharge regimes, from 2 
donor catchments for each 33 best parameter sets and from a third donor catchment 34 best parameter sets; 
regio_regioMQ_SQ_Bardossy: regionalization after Bárdossy (2007). 
Generally, the application of this method is beneficial, especially better KGE values were found 
compared to the other methods. In very few cases –mainly for small sub-catchments located around 
the Jura lakes- it was even able to outperform the calibration (see results for the sub-catchment 
ChaAve (Figure 19, left) while for others it resulted in a deterioration of the model performance (see 
results for the sub-catchment SenTho (Figure 19, right). While for some sub-catchments a large 
number of parameter sets was selected (e.g. for SarBro more than half of the 1772 parameter sets was 
transferred), for some ungauged sub-catchments, not a single parameter set was selected from the 
1772 parameter sets. While this method seems promising, it would still need more analysis, fine-tuning 
and an eventual extension, what would have caused a time schedule issue in the project. Therefore 
and considering the results of the sensitivity analysis, we finalized the regionalization by choosing the 
version producing the overall best results: clustering using discharge regime as discriminant, with 2 
donors selecting the 50 best parameter sets. 
3.3 Calibration and plausibility checks of the flood routing model RS 
Minerve with the hydraulic 2D model BASEMENT 
3.3.1 Calibration data from the hydraulic 2D model 
The flood routing in RS Minerve was calibrated with results from the hydraulic 2D model BASEMENT 
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were read out section by section and transferred to RS Minerve. In addition, the capacities and flow 
times resulting from the 2D hydraulic simulations were transferred to RS Minerve. The different 
retention areas along the channel were determined from the flood areas of the simulations. The 
retention areas were implemented in RS Minerve by means of artificial, very wide and slowly flowing 
channels. 
With the basic data from the hydraulic model, the interactions of tributaries and retention areas was 
calibrated based on the flood event 2005 and validated with the flood event 2007. 
3.3.2 Plausibility checks for very large events 
Since simulated hydrological hydrographs are of interest for events with much higher discharges than 
those measured in 2005 and 2007, RS Minerve also had to represent the interactions of floods for 
events that activate much larger flood areas than contained in the data. 
For such high discharges the event simulation with RS Minerve was compared with the calculation of 
the floods with BASEMENT. The comparison was carried out under the assumption that BASEMENT 
models the flow processes in the surrounding area realistically. 
Characteristic scenarios for comparative calculation 
For the comparison between the two models RS Minerve and BASEMENT, a total of six scenarios were 
selected. Whereby a range of outflows as wide as possible at the Stilli transfer point (SSHSSI) was 
chosen as the selection criterion. The following scenarios were selected from the extreme value 
analysis (see Figure 20): 
• Peak-1-scen-96: Top Event of the 289’000-year long simulation 
• Peak-1-scen-38: Second major event in the order of FL4 (probability roughly 10-4 in Stilli) 
• FL4-med-scen-215: Scenario in the order of magnitude of a FL4 in Stilli 
• FL4-med-scen-129: Scenario in the order of magnitude of a FL4 in Stilli 
• FL3-med-scen-44: Scenario in the order of FL3 (probability roughly 10-3 in Stilli) 
• FL3-med-scen-232: Scenario in the order of magnitude of a FL3 in Stilli 
The hydrographs at the various transfer points in the total system along the Aare River and the main 
tributaries of the Saane, Emme, Reuss and Limmat Rivers were compared. The shape of the 
hydrographs was visually assessed and deviations in peak discharge values were determined. The most 
important transfer points are those near the assessment sites: 
• Assessment site Mühleberg: Aare Halen (SSASSB) and Saane Gümmenen (SSJSSB) 
• Assessment site Olten and assessment site BP Gösgen: Aare Aarburg (SSESSF) 
• Assessment site PSI and assessment site Beznau: Aare Stilli (SSHSSI) 
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Figure 20 Extreme value analysis at Transfer point Stilli (SSHSSI) with indication of the selected hydrological scenarios for 
the comparison of RS Minerve and BASEMENT (marked in blue). 
Hydrograph deviations at different transfer points 
Overall, the comparison shows that the discharge hydrographs of the two models have a good to very 
good fit. The hydrographs above Lake Neuchâtel, Lake Biel and Lake Murten (SSASSB, SSBSSC, SSBSSJ) 
and the hydrographs of the remaining tributaries (SSKSSD, SSLSSH, SSMSSH) are almost identical. 
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Below Lake Neuchâtel, Lake Biel and Lake Murten some differences between the two models are 
noted: 
- At transfer point SSCSSD (Solothurn), the differently implemented regulation of the Port Weir 
is evident. 
o In BASEMENT, less water flows through the weir at the start of the hydrological 
scenario, which increases the retention volume. 
o Both models switch from normal to flood mode at about the same time. 
o The maximum discharge through the Port Weir as well as the flow time in the 
discharge corridor of the Old Aare takes longer in BASEMENT than in RS Minerve in all 
scenarios. The time lag between the two runoff peaks is usually between 10–12h but 
can also be as much as 24h (FL4-med-scen-215 and FL3-med-scen-44). 
o The peak discharge achieved at the transfer point SSCSSD (Solothurn) is higher for the 
largest hydrological events (Peak1-scen-96 and Peak1-scen-38) in RS Minerve than in 
BASEMENT (200–400 m³/s). In the remaining scenarios the peak discharge of 
BASEMENT is about 100–150 m³/s higher than that of RS Minerve. 
- At transfer point SSDSSE (Walliswil), the two hydrographs approach a uniform shape again by 
the superposition of the flood hydrograph of the Aare River with that of the Emme River. 
o The relatively short and pronounced flood hydrograph of the Emme River leads to a 
new flood peak in the already strongly attenuated Aare River flood hydrograph. In 
both models, the inflow of the Emme River has a similar effect on the discharge 
hydrograph at transfer point SSDSSE. 
o The measured peak discharge at transfer point SSDSSE in RS Minerve is about 100 m³/s 
higher in all scenarios than in BASEMENT. 
- At transfer point SSESSF (Aarburg), the peak discharge timing is the same for both models in 
almost all scenarios. In the very large scenarios (Peak1-scen-96 and Peak1-scen-38) peak 
runoff is also very similar in both models. For the remaining scenarios (FL4 and FL3) the peak 
runoff of the RS Minerve hydrograph is continuously higher by 100–400 m³/s. 
Below the confluence of the Reuss and Limmat Rivers (transfer point SSHSSI, Stilli), the hydrographs 
are almost identical in shape, peak discharge value and time of peak discharge.  
Changes in flood volume 
In addition to the hydrograph, we compared the volume of the flood event (Figure 27Figure 27). To 
ensure comparability of the volumes and to avoid distortions due to possible initial differences, the 
hydrographs of the two models were cut to the same range (200’000–1’296’000 s). The change in 
volume allows statements about the retention volumes in the individual subsystems, since the input 
hydrographs in both models are the same (inflows to the POI + diffuse inflows).  
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Figure 27 Comparison of the hydrograph volumes for the selected hydrological scenarios. 
The change in volume per subsystem shows that the two models represent the retention in a similar 
way. For example, the volume curves in subsystem B shift parallel to each other, which indicates that 
flood volumes and retention behave identically in this subsystem. 
In subsystem C the retention in BASEMENT is larger than in RS Minerve in most scenarios, but in 
subsystems D and E the retention in RS Minerve is slightly larger. 
In all scenarios, the difference in retention volume in subsystem E behaves more or less similar. In 
subsystem F, the retention is modeled similarly in both models (the volume curves shift parallel to each 
other). In subsystem G, the retention in BASEMENT is somewhat larger than in RS Minerve, which is 
compensated by a reverse behavior in subsystem H. In subsystem G, the retention in BASEMENT is 
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Overall, the volume curves and the relative changes are similar in both models. There are subsystems 
in which the retention in BASEMENT is greater, but also subsystems in which RS Minerve shows a 
stronger attenuation. These two effects balance each other out over the entire system. 
3.3.3 Conclusions 
Overall, the model results from RS Minerve can be used at the important transfer points Halen 
(SSASSB), Gümmenen (SSBSSJ), Aarburg (SSESSF) and Stilli (SSHSSI) without adjustments for extreme 
value statistics and for modelling in risk assessment. 
3.4 Seasonality of flood events 
For both precipitation and discharge, the seasonality of the simulated events was evaluated by 
comparing the pseudo-observations to the GWEX simulations. In addition, the seasonality of 
precipitation events was compared to the seasonality of discharge events. 
The seasonality the GWEX simulations and pseudo-observations were computed for precipitation 
events and peak flow events using an annual maximum approach. Thus, for each simulation year a 
maximum value of runoff (AMF, mm/h) and a maximum value of precipitation (mm/h) were extracted 
and the respective date of occurrence was saved. To derive the event discharge, the event discharge 
sums of 72 and 144 h were extracted and the maximum value for every year and every catchment 
selected. Note that in this approach the maximum precipitation event might occur at a different time 
than the maximum runoff event. The time of occurrence of maximum precipitation and maximum peak 
flow may differ since precipitation is not necessarily the only factor triggering floods in the catchment 
but there might be large snow melt contributions that lead to large events. Note further that these 
analyses are done for each catchment independently and thus there is no spatial consistency between 
different catchments, meaning that in each sub-catchment a different event may be classified as the 
annual maximum event. The extracted series of annual precipitation maxima and AMFs were then 
analysed for their seasonality and magnitudes. As the three parameter clusters affect only the 
magnitude of the peak floods but not their seasonality or the time of the occurrence, the seasonality 
was analysed using only the median cluster. 
3.4.1 Comparison of discharge events from pseudo-observations and GWEX simulations 
The seasonality of the simulations with pseudo-observations was similar to the seasonality of the 
GWEX simulations for most of the catchments (Figure 28), which is apparent from the distribution of 
the AMFs per catchment in the year, meaning in which month how many AMFs occurred. 
The differences between the seasonality of the GWEX simulations and the pseudo observations that 
are apparent in some catchments should not be over-interpreted, since the sample sizes of GWEX (n = 
289000) and the pseudo-observations (n = 85) are very different. This means that we could find events 
sampled form the longer GWEX series that could have also occurred in the shorter pseudo-observation 
series but were not observed in the short time of the observations given. As a consequence of the 
different sample sizes, the seasonality of GWEX simulations and pseudo-observations cannot be 
compared one to one. Rather, the tendency of the seasonality has to be assessed. 
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Figure 28 Seasonality of the largest 72 h annual discharge events of the GWEX-simulations compared to the pseudo-
observations. The seasonality of the pseudo-observations is shown in turquoise, the seasonality of the GWEX simulations 
in red. 
For the total system we looked at the month of occurrence of the AMF, at the mean date of occurrence 
across all years (as day of the year DoY) and at the strength of the seasonality (it varies between 0 and 
1 – the higher, the stronger the seasonality). All TPs generally show a rather nice and regular 
distribution, which is either positively skewed or almost Gaussian for most TPs, and mainly 
concentrated around the spring and summer months (see Figure 29). The strength of seasonality is 
indeed medium to high (above 0.5 for most TPs), besides for the Lorze (LorReu) and the Emme 
(SSKSSD). The mean date of occurrence varies between early June (e.g. outlet Lake Biel) and mid-
August (e.g. outlet Lorze). 
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Figure 29 Histograms of the month of AMF occurrence of the GWEX 289’000 simulated years. Numbers in blue are circular 
summary statistics indicating the mean date of occurrence across all years and the strength of seasonality. 
By doing the same kind of analysis for the analysis for the pseudo-observations we can see that the 
histograms are more spread out, with more events occurring also in winter for some TPs (see Figure 
30). The mean difference in seasonality between both data sets for a given TP measures 0.17, with a 
maximum difference of 0.37. For GWEX we find a slightly earlier mean date of AMF occurrence (except 
for VieSee), with the mean difference of -12 days, and a maximum difference of -33 days. The 
distribution resulting at the TPs is resulting from a mix of different regimes and largely affected by the 
lake regulations, however it can be said that the main imprint and characteristics found in the pseudo-














































SSLSSH SSMSSH ThuSee ThuSeein VieSee
SSGSSH SSHSSI SSIOut SSJSSB SSKSSD
SSBSSC SSCSSD SSDSSE SSESSF SSFSSG
BieSee BieSeein LacGru LorReu SSASSB
1 2 3 4 5 6 7 8 9 101112 1 2 3 4 5 6 7 8 9 101112



































 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
49 
 
Figure 30 Histograms of the month of AMF occurrence of simulations based on 85 years of pseudo-observations. Numbers 
in blue are circular summary statistics indicating the mean date of occurrence across all years and the strength of 
seasonality. 
3.4.2 Comparison between precipitation and discharge events 
For most catchments, the spatial pattern of the seasonality corresponded to the flood regime of the 
catchment (Figure 31). The probability of an event to occur was taken from the 289 000 years of 
simulations of GWEX and counted in which month of the year the annual maximum discharge 
occurred. For the glacio-nival catchments that are influenced by glacier melt as well as snowmelt there 
is a clear pattern that most AMFs occur in June, July and August, while the maximum annual 
precipitation is less pronounced but also occurs during these summer months. For the nival 
catchments, for which snow melt is dominating the streamflow regime, we also found that peak 
discharges mainly occurred during the summer months, however starting in May already and 
stretching to September, i.e. with less pronounced seasonality. Regarding the precipitation in these 
catchments, here the maximum annual precipitation has a pronounced seasonality with the most 
frequent occurrence in the months of June, July and August. For the pluvial catchments there is no 
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Figure 31 Frequency of 
occurrence of peak events 
for each month for the 
GWEX simulations 
discharge on the left 
panel, precipitation on the 
right panel. 
 
The main difference between the different sub-types of streamflow regimes is however in the 
occurrence of maximum annual precipitation, where the seasonality is relatively distinct for the pluvial-
inférieur regime with events occurring in June, July and August. In the pluvial jurassien regime type, 
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the highest precipitation events are more stretched over June to September and occur up to 
November. 
3.4.3 Conclusion 
From the comparison of the seasonality between pseudo-observations and GWEX simulations, while 
accounting for the different sample size, we can conclude that the GWEX seasonality is similar to the 
one we find in the observations. 
The seasonality of the highest precipitation and the highest discharge events is similar for the snow 
and glacier influenced catchments, indicating that snowmelt and precipitation both contribute to the 
highest discharges. Snow could occur the month preceding the highest discharge events and increase 
the antecedent wetness of the catchments. For the pluvial catchments, the seasonality of the largest 
precipitation events is surprisingly large compared to that of the largest discharge events, with the 
discharge events occurring at the beginning and the end of a calendar year, while the precipitation 
events are in summer. 
3.5 Development of flood events 
The development of large events in both the pseudo-observations as well as the GWEX simulations 
(see 3.7.7) was studied by completing the hydrographs with precipitation data. Furthermore, the zero-
degree line was included as indicator of the occurrence of snow fall or melt. In the 85-year pseudo-
observation series, there is further the possibility to compare simulated runoff to measurements. The 
antecedent precipitation sum of large events was computed and plotted with hourly discharge, 
precipitation and the zero-degree line for both pseudo-observations and GWEX simulations. 
The development of events was studied by selecting the largest discharge events and comparing them 
to the accumulated antecedent precipitation. Snow conditions and possible contributions of snow melt 
as indicated by the position of the zero-degree isotherm were tracked and related to the largest 
discharge events. In the following two large historic flood events (spring snowmelt flood 1999 and 
summer flood 2005) are presented for three example catchments to compare the different 
development over time in the same spatial setting. 
Example catchment Dünnern: In the spring flood event 1999, the accumulated antecedent 
precipitation is around 100mm, the discharge peak of the event 70 m3/s simulated and 210 m3/s 
observed. During the month before the event there is snowmelt possible as indicated by the zero 
degree isotherm (Figure 32) and at the beginning of this period snow accumulation could have 
happened as indicated by the isotherm reaching into the range of the catchment area (horizontal 
dashed lines). In the summer flood event in 2005 the accumulated antecedent precipitation is around 
200mm, the discharge peak of the event 14 m3/s simulated and around 30 m3/s observed. During the 
month before the event, no snowmelt is indicated by the zero degree isotherm (Figure 33). For the 
Dünnern catchment, the snow melt flood was larger than the summer flood even though the summer 
event had around double the amount of antecedent precipitation compared to the snow melt flood in 
1999. Here, snow melt must have contributed considerably to the antecedent wetness and to 
discharge during the event. 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
52 
 
Figure 32 Historical spring flood 1999 at Dünnern. Hourly precipitation as well as accumulated precipitation in the upper 
panel, observed and simulated hydrographs as well as the zero degree isotherm (in light orange) and its 7-day moving 
average (dark orange) in the lower panel. For context on potential snow melt/accumulation, the catchment’s elevation 
range is indicated with the horizontal dashed orange lines. 
 
Figure 33 Historical summer flood 2005 at Dünnern. Hourly precipitation as well as accumulated precipitation in the upper 
panel, observed and simulated hydrographs as well as the zero degree isotherm (in light orange) and its 7-day moving 
average (dark orange) in the lower panel. For context on potential snow melt/accumulation, the catchment’s elevation 
range is indicated with the horizontal dashed orange lines. 
Example catchment Kander: In the spring flood 1999, the accumulated antecedent precipitation is 
around 100mm at the first peak and 150 mm at the second peak, the first simulated discharge peak of 
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the event is 140 m3/s, the second 160 m3/s. During the month before the event, the zero degree 
isotherm indicates that snow melt is possible (Figure 34). 
 
Figure 34 Historical event spring flood 1999 at Kander. Hourly precipitation as well as accumulated precipitation in the 
upper panel, observed and simulated hydrographs as well as the zero degree isotherm (in light orange) and its 7-day 
moving average (dark orange) in the lower panel. For context on potential snow melt/accumulation, the catchment’s 
elevation range is indicated with the horizontal dashed orange lines. 
 
Figure 35 Historical event summer flood 20015 at Kander. Hourly precipitation as well as accumulated precipitation in the 
upper panel, observed and simulated hydrographs as well as the zero degree isotherm (in light orange) and its 7-day 
moving average (dark orange) in the lower panel. For context on potential snow melt/accumulation, the catchment’s 
elevation range is indicated with the horizontal dashed orange lines. 
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At the beginning of this period, snow accumulation has likely occurred as indicated by the isotherm 
reaching into the catchment’s elevation range. In the summer flood event in 2005, the accumulated 
antecedent precipitation is around 200 mm, the discharge peak of the event almost 300 m3/s. During 
end of July, before the event, some snow accumulation and melt is likely, but not anymore during the 
days before the event in August. Different to the Dünnern catchment, for the Kander the spring melt 
event (1999) was smaller than the summer flood (2005), which developed from large amounts of 
precipitation in the preceding period, with potentially some addition of snowmelt pre-wetting the 
catchment (Figure 35). 
Example catchment Kleine Emme: In the spring flood event 1999, the accumulated antecedent 
precipitation is around 120mm, the first simulated discharge peaks of the event are almost 300 m3/s 
(both for simulated and observed discharge). During about two weeks before the event, is snowmelt 
likely (Figure 36Figure 34Figure 32), and at the beginning (first two weeks) of this period, snow 
accumulation might have occurred.  
 
Figure 36 Historical spring flood 1999 at Kleine Emme. Hourly precipitation as well as accumulated precipitation in the 
upper panel, observed and simulated hydrographs as well as the zero degree isotherm (in light orange) and its 7-day 
moving average (dark orange) in the lower panel. For context on potential snow melt/accumulation, the catchment’s 
elevation range is indicated with the horizontal dashed orange lines. 
In the summer flood event in 2005, the cumulated antecedent precipitation is around 250 mm, the 
discharge peak of the event almost 650 m3/s. There is no snow melt or snow accumulation during and 
before the event (Figure 37). For the Kleine Emme catchment, the spring melt event was about half 
the magnitude of the summer flood. The latter developed only from large amounts of precipitation in 
the preceding period. 
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Figure 37 Historical summer flood 2005 at Kleine Emme. Hourly precipitation as well as accumulated precipitation in the 
upper panel, observed and simulated hydrographs as well as the zero degree isotherm (in light orange) and its 7-day 
moving average (dark orange) in the lower panel. For context on potential snow melt/accumulation, the catchment’s 
elevation range is indicated with the horizontal dashed orange lines. 
Example catchment Lütschine: In the spring flood 1999, the accumulated antecedent precipitation is 
around 50 mm, the first simulated discharge peaks of the event were about 140 m3/s (both for 
simulated and observed discharge). During two weeks before the event there is snowmelt possible as 
indicated by the zero degree isotherm (Figure 38Figure 32). 
In the summer flood event in 2005 the accumulated antecedent precipitation is around 200 mm, the 
discharge peak of the event almost 300 m3/s. During and before the event there is no particular snow 
accumulation and melt evident as indicated by the zero degree isotherm (Figure 39). For the Lütschine 
catchment the spring melt event was about half of the summer flood, which developed only from large 
amounts of precipitation in the preceding period. 
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Figure 38 Historical spring snow melt flood 1999 at Lütschine. Hourly precipitation as well as accumulated precipitation in 
the upper panel, observed and simulated hydrographs as well as the zero degree isotherm (in light orange) and its 7-day 
moving average (dark orange) in the lower panel. For context on potential snow melt/accumulation, the catchment’s 
elevation range is indicated with the horizontal dashed orange lines. 
 
Figure 39 Historical event summer flood 2005 at Lütschine. The Upper panel shows hourly precipitation as well as 
accumulated precipitation, the lower panel shows the observed and simulated hydrographs as well as the zero degree 
isotherm (in light orange) and its 7-day moving average (dark orange). For context on potential snow melt/accumulation, 
the catchment’s elevation range is indicated with the horizontal dashed orange lines. 
Hence, measurements and simulations compare well for the events studied, and the temporal 
development of the simulated variables is reasonable. The behaviour of the zero degree isotherm 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
57 
indicated that the processes leading to snow melt floods are captured in the simulations and 
accumulated precipitation is considerably higher for summer floods than for snow melt floods. 
3.6 Disaggregated weather input: spatial pattern and validation with 
observations 
The quality and plausibility of the disaggregated weather inputs (pseudo-observations 1930–2014) 
were assessed by looking at 1) spatial patterns of precipitation events compared to historically 
observed events, 2) the performance of hydrological model simulations, i.e. verifying whether HBV 
was able to translate the given precipitation input into plausible runoff simulations. 
3.6.1 Spatial pattern of disaggregated weather inputs and runoff response 
The spatial pattern of observed historical flood events were compared to both the precipitation 
patterns and the resulting runoff patterns. For this three major historical runoff events were selected: 
May 1999, August 2005 and August 2007. The event of 1999 was a typical snow melt event, while the 
events of 2005 and 2007 were flood events caused by long and intense precipitation. The resulting 
patterns are described in more detail in the following, the plausibility of these patterns was confirmed 
by MeteoSwiss (personal communication with Sophie Fukutome and Andreas Fischer). 
Event 05-1999: Most precipitation in the 1999 event fell in the area around Lake Zurich and the 
accumulated precipitation increases for all catchments when summing over a larger aggregation 
window (Figure 40 and Figure 41). However, only a few catchments respond with high specific 
discharge to large precipitation (Figure 42). Specific discharge is rather relatively homogenous in space 
and more guided by the mean elevation of the catchments. Snow melt occurred mainly in the transient 
zones, where there was still snow, but not in the higher alpine catchments. The specific discharge at 
the TPs is only little influenced by the catchments with the highest specific discharges. 
 
Figure 40 Antecedent accumulated precipitation 24 hours prior to the runoff event of 05-1999. The numbers in the 
catchment shapes indicate the exact precipitation sums (mm) over 24h. 
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Figure 41 Antecedent accumulated precipitation 72 hours prior to the runoff event of 05-1999. The numbers in the 
catchment shapes indicate the exact precipitation sums (mm) over 72h. 
 
Figure 42 Specific peak discharge for the event of 05-1999 for all catchments and TP points (dots in map). 
Event 08-2005: The accumulated precipitation for 72 h reached values of more than 200mm for some 
catchments. Generally, this event is the largest of the three selected events. The focus area of the 
summer event in 2005 was in the alpine region and in the central part of Switzerland, when looking at 
the precipitation patterns for the cumulated precipitation 24 h and 72h (Figure 43 and Figure 44). For 
this event, the runoff response followed the pattern of the antecedent precipitation. 
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Figure 43 Antecedent accumulated precipitation 24 h prior to the runoff event of 08-2005. The numbers in the catchment 
shapes indicate the exact precipitation sum (mm) over 24 h. 
 
Figure 44 Antecedent accumulated precipitation 72 h prior to the runoff event of 08-2005. The numbers in the catchment 
shapes indicate the exact precipitation sums (mm) over 72 h. 
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Figure 45  Specific peak discharge for the event of 08-2005 for all catchments and TP points (dots in map). 
Event 08-2007: The focus of the event is more in the western and north eastern part of the Aare River 
basin, while the alpine parts received less precipitation for the aggregation period of 24 hours. Instead 
for 72 hours, the full Aare basin receives almost uniformly precipitation with slightly lower values in 
the high alpine catchments (Linth, Aare-Brienz and Reuss). The specific discharge at the TPs is only little 
influenced by the catchments with the highest specific peak discharges, which can be explained with 
the regulation of the lakes in the upper catchments. 
 
Figure 46 Antecedent accumulated precipitation 24 h prior to the runoff event of 08-2007. The numbers in the catchment 
shapes indicate the exact precipitation sum (mm) over 24 h. 
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Figure 47 Antecedent accumulated precipitation 72 h prior to the runoff event of 08-2007. The numbers in the catchment 
shapes indicate the exact precipitation sums (mm) over 72 h. 
 
Figure 48 Specific peak discharge for the event of 08-2007 for all catchments and TPs (dots in map). 
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3.6.2 Performance of hydrological model simulations 
Performance of both the HBV (individual catchments) and RS Minerve (total system of the Aare River 
basin) models was tested using the 1930–2014 pseudo-observations as input data. The resulting runoff 
simulations were then compared to runoff observations at hourly and daily resolution, which are 
available for 44 HBV catchments and 10 RS Minerve nodes. 
 
Figure 49 Location of discharge gauges used for validation of discharge simulations for the total system (blue diamonds); 
in light blue are indicated the 9 simulated lakes (see section 3.7.6). 
The performance of the hydrological model was evaluated both for the entire observation period as 
well as for individual events. Flow duration curves (FDCs) from the real observations and the pseudo- 
observations as well as efficiency criteria (Table 3). FDC were calculated to examine whether the 
models can sufficiently well represent the occurrence of flows of different magnitude. The efficiency 
criteria evaluate the simulations from a slightly different perspective, each criterion putting different 
emphasis on certain parts of the hydrograph. 
Model performance was also evaluated based on the annual maximum floods (AMFs), i.e. event based. 
Here, no efficiency scores were applied but simulated peak runoff was compared to observed peak 
runoff, once in absolute terms (mm/h) and once in relative terms (AMFi,sim –AMFi,obs/AMFi,obs), where 
the latter allows better for comparing the catchments to each other. 
  
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
63 
Table 3 Performance evaluation for the entire observation period using different efficiency criteria. All efficiency criteria 
shown have a range of ]-∞, 1], with a perfect match at 1. 
Flow duration curves 
Looking at the entire observation period, the FDCs derived from the simulations were very similar to 
the ones from the observations for most catchments (Figure 50). Larger differences were found for the 
catchments Simme (SimLat) and Chise (ChiFre), where for the Simme catchment this could be 
explained by the observations that are not entirely credible (discharge needs to be summed up from 
two stations) while the difference at the Chise catchment can be explained with karst. The differences 
between the three parameterizations were very small. 
Efficiency criterion Equation Interpretation 
Nash-Sutcliffe (NSE) 
Nash & Sutcliffe, 
1970 
𝟏𝟏 −� (𝑸𝑸𝒐𝒐𝒐𝒐𝒐𝒐 − 𝑸𝑸𝒐𝒐𝒔𝒔𝒔𝒔)𝟐𝟐
(𝑸𝑸𝒐𝒐𝒐𝒐𝒐𝒐 − 𝑸𝑸�𝒐𝒐𝒐𝒐𝒐𝒐)𝟐𝟐  Evaluates water balance and dynamic of the 
hydrograph with 
emphasis on the high 
flows. 
Kling-Gupta (KGE) 
Gupta et al., 2009 
 𝛽𝛽 =  𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠𝜇𝜇𝑜𝑜𝑜𝑜𝑠𝑠  
 𝛼𝛼 =  𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝜎𝜎𝑜𝑜𝑜𝑜𝑠𝑠  
 𝑟𝑟𝑝𝑝 =  ∑ (𝑄𝑄𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖) − 𝜇𝜇𝑜𝑜𝑜𝑜𝑠𝑠)(𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠(𝑖𝑖) − 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠)𝑎𝑎𝑠𝑠=1∑ �(𝑄𝑄𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖) − 𝜇𝜇𝑜𝑜𝑜𝑜𝑠𝑠)2 (𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠(𝑖𝑖) − 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠)2𝑎𝑎𝑠𝑠=1  
 𝟏𝟏 − �(𝜷𝜷 − 𝟏𝟏)𝟐𝟐 + (𝜶𝜶𝑲𝑲𝑲𝑲 − 𝟏𝟏)𝟐𝟐 + (𝒓𝒓𝒑𝒑 − 𝟏𝟏)𝟐𝟐 
 
Evaluates water balance 
and dynamic of the 
hydrograph considering 




Pool et al., 2018 
𝛼𝛼𝑁𝑁𝑁𝑁 =  1 − 1
2
��𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠(𝐼𝐼(𝑘𝑘))𝑛𝑛𝑄𝑄�𝑠𝑠𝑠𝑠𝑠𝑠 −𝑄𝑄𝑜𝑜𝑜𝑜𝑠𝑠(𝐽𝐽(𝑘𝑘))𝑛𝑛𝑄𝑄�𝑜𝑜𝑜𝑜𝑠𝑠 �𝑎𝑎𝑘𝑘=1  
 𝑟𝑟𝑠𝑠 =  ∑ (𝑅𝑅𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖) − 𝑅𝑅�𝑜𝑜𝑜𝑜𝑠𝑠)(𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑅𝑅�𝑠𝑠𝑠𝑠𝑠𝑠)𝑎𝑎𝑠𝑠=1�(∑ (𝑅𝑅𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖) − 𝑅𝑅�𝑜𝑜𝑜𝑜𝑠𝑠)2)  − (∑ (𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠(𝑖𝑖) − 𝑅𝑅�𝑠𝑠𝑠𝑠𝑠𝑠)2)𝑎𝑎𝑠𝑠=1  𝑎𝑎𝑠𝑠=1  
 𝟏𝟏 − �(𝜷𝜷 − 𝟏𝟏)𝟐𝟐 + (𝜶𝜶𝑵𝑵𝑵𝑵 − 𝟏𝟏)𝟐𝟐 + (𝒓𝒓𝒐𝒐 − 𝟏𝟏)𝟐𝟐 
 
Evaluates water balance 
and dynamic of the 
hydrograph considering 
the entire hydrograph in a 
non-parametric manner. 
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Figure 50 FDCs for the simulations based on pseudo-observations compared to real observations (hourly data) for all 
parameterizations (LOWER, MEDIAN, UPPER) of the hydrological model. The catchments are sorted by catchment size 
starting with the smallest in the upper left corner and ending with the largest in the lower right corner of the plot. 
 
Figure 51 FDCs for simulated discharge based on pseudo-observations compared to real observations (hourly data) for all 
parameterizations (lower, median, and upper) of the hydrological model at the ten gauged points of the total system. 
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FDCs curves of hourly discharge for the 10 nodes used for validating the total system, i.e. for about 30 
to 40 years depending on the corresponding gauging station, were derived from the simulations and 
were found to be very similar to the ones derived from observations (Figure 51). Larger differences were 
found for the Lorze (LorReu), with a systematic overestimation of more frequent flows, and an 
underestimation of the high flows. For LorReu the best fit was found applying the upper parameter 
set, and the biggest differences between the three parameterizations are found, while generally these 
are very small for all other analyzed points. 
 
Figure 52 FDCs of the top 10% of simulated flows based on pseudo-observations compared to real observations (hourly 
data) for all parameterizations (lower, median, and upper) of the hydrological model at the ten gauged points of the total 
system. Model performance for entire observation period. 
Plotting FDCs curves of the top 10% of the simulated flows (Figure 52) allowed to see a general 
tendency to overestimate discharge for the Aare up to Aegerten (AarAeg) and again downstream for 
the Aare up to and including Brugg (AarBru), reflecting the propagation of the overestimation found 
for the Saane (SaaLau) and the Emme (EmmWil) respectively. 
All efficiency criteria reached acceptable ranges for the catchments examined (Figure 53). For some 
catchments the simulations were poor, however, i.e. lower than 0. A closer look revealed that many 
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of them are karstic and some contain regulated lakes. The HBV model was not set up explicitly for any 
of these two cases, hence here the poor model performance can be explained by HBV’s model 
structure rather than by the disaggregated weather inputs. The different parameterizations (lower, 
median, upper) had no major effect on model performance apart from the upper parameterization, 
which showed a tendency to a larger spread than the other two. However, there was no difference in 
the median of the distributions (boxes in plot) for the different parameterizations (Figure 53). 
 
Figure 53  Efficiency criteria for all catchments for the median, lower and upper parameterizations. The dots show 
the efficiency criteria for each catchment. The dashed line at zero indicates the efficiency measure’s specific benchmark, 
for NSE for instance using mean flow as predictor. 
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Efficiency criteria total system 
 
Figure 54 Model efficiency for simulated hourly discharge. Top to bottom: Nash-Sutcliffe-Efficiency (NSE), Kling-Gupta-
Efficiency (KGE), and a non-parametric version of the Kling-Gupta-Efficiency (KGE_MOD). Different symbols indicate the 
HBV parameterizations (lower, median, upper). 
For the period in which discharge observations are available at high temporal resolution (roughly 
1974–2014), efficiency criteria were calculated using hourly data. Resulting efficiencies showed good 
to very good agreement between observations and simulations (efficiency criteria between 0.72 and 
0.93) for all gauges at the Aare, Reuss and Limmat Rivers (Figure 54). 
Three gauges show poorer performance, namely these at the Emme, Lorze, and Saane Rivers. For 
validation of the entire period (1930–2014) simulated discharge was aggregated to daily mean values. 
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Figure 55 Model efficiency for simulated daily discharge. Top to bottom: Nash-Sutcliffe-Efficiency (NSE), Kling-Gupta-
Efficiency (KGE), and a non-parametric version of the Kling-Gupta-Efficiency (KGE_MOD). Different symbols indicate the 
HBV parameter set. 
Event based evaluation of model performance 
The event based analysis the absolute differences of most of peaks were in a range +/- 1mm (Figure 
57) for both the largest peak and the largest volume events. For some of the catchments there were 
no observations available for all events, which is visible in the gaps in the plots. The differences were 
smaller for the larger catchments and greater for the smaller catchments. The largest difference could 
be found for the Steinenbach (SteKal) catchment ([-3mm, +2mm]), which is the smallest catchment 
considered in the Aare the system and hence contributes only little. Hence, for the full system the 
absolute errors are in an acceptable range and the simulations based on the pseudo-observations were 
close to the real observations. Looking at the different events there was no systematic pattern 
apparent that one event was particularly worse of better than the other events simulated, which 
means that the model performed equally well for each event. 
The events that were analyzed are shown for all catchments in Figure 56. Here we expect the median 
parameterization of the HBV model to be the one that represents the observation closest, hence the 
analysis of peak volumes is focused on the comparison between the simulations of the median 
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The response of the individual catchments varies for the same event, both in time of occurrence as 
well as amount. Events for which there are no data were not included in the summary statistics over 
all catchments. For the events the peak volumes were compared in absolute amounts (mm) and 
relative to the peak volume of the observation ((Qpeak sim – Qpeak obs)/Qpeak obs) (-). 
 
Figure 56 Hydrographs of one of the evaluated events (1986-05). The black line is observed discharge, the orange line 
simulation using the median parameter set, the grey lines simulations using the upper and lower parameter sets, 
respectively. 
The relative volume errors between simulations with median parameterization are shown for both the 
largest volume events and the largest peak events (Figure 57). For both kinds of events, the error is 
decreasing with increasing catchment size. In the highest peak events, the simulation error of the Chise 
(ChiFre) catchment appears very large, but the box for this catchment is only made from two points 
(two events) and hence the large span of the box is misleading. For the largest volume events, the error 
is even smaller for all catchments than the error for the largest peak events, however the focus of the 
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evaluation was on the difference of discharge volumes at the flow peak rather than on the volume of 
the full event. 
 
Figure 57 Absolute volume errors of the peak (mm/h) for each catchment and for each event (largest peak and volume 
events). The catchments are sorted by catchment size and the colors match with the map in Figure 58. 
 
Figure 58 Catchments available 
to compare the results from 
pseudo-observation-based to 
simulations based on real 
observations. 
The color indicates the 
catchment size, with bluer hues 
for smaller and more yellow 
hues for larger catchments. 
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Figure 59 Comparison of the absolute volume error of the events for the different parameterizations of the HBV model. 
The absolute errors were not significantly different within the events for different model 
parameterizations, which can be seen from boxplots and the outliers when comparing the 
parameterizations for the different events including all catchments (Figure 59). Note, that here some 
catchments are not included in all the events due to missing data. 
 
Figure 60 Relative volume error for the selected events with the largest peaks. The catchments are sorted by catchment 
size small (left) to large (right), the colors are according to the catchments in the map in Figure 58. 
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Figure 61  Relative volume error for the selected events with the largest volume. The catchments are sorted by catchment 
size small (left) to large (right). The colors are according to the catchments in the map in Figure 58. 
 
Figure 62 Difference between simulated and observed peak discharge for selected historical and large-volume events at 
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For the gauge points that were simulated with RS Minerve, the observed flood peak magnitudes were 
matched well for the Aare, Reuss, and Limmat Rivers for most events (Appendix 10.1, Table 2).Larger 
deviations in peak discharge resulted for the Emme, Lorze, and Saane Rivers. The effect of the HBV 
parameter set aggregated over all events is low, and no parameter set seems superior. 
3.7 Simulations based on GWEX generated time series 
3.7.1 Spatial patterns of the top nine events GWEX 
The spatial patterns of the largest events of the GWEX simulations for 24 h show different focus areas 
over the entire system, i.e. these largest events are driven by input from different regions. The largest 
event has the most precipitation falling around the Western part of Switzerland, around the Jura lakes. 
Most of the events have major contributions from the alpine catchments as well as the plains in the 
central part (Figure 63). 
The spatial patterns of the largest events of the GWEX simulations for an aggregation window of 72 h 
(Figure 64) are less diverse than these of the aggregation window of 24 h. For many of the largest 
events, the spatial patterns of 72 h aggregation show strong contributions from the alpine part and in 
particular the eastern part of the Aare system. The runoff response to these events is more 
homogenous for the different precipitation inputs, however the spatial variability between the 
catchments in their response is very high. For the largest GWEX simulation events we found mainly the 
alpine catchments contributing with a large specific discharge. 
 
Figure 63 Precipitation patterns of the largest 9 GWEX events (24 h sums). Note that the scale at each plot is different and 
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Figure 64 Precipitation patterns of the largest 9 GWEX events (72 h sums). Note that the scale at each plot is different and 
only the relative distribution can be compared. 
 
Figure 65 Specific peak discharge patterns of the largest 9 GWEX events. Note that the scale at 
each plot is different and only the relative distribution can be compared.  
3.7.2 Plausibility of GWEX discharge distributions using FDC 
The evaluation of the hydro-meteorological model chain was done at the level of each chain segment, 
and additionally we have evaluated the final GWEX simulations as far as feasible. For this, we tested 
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observations. We randomly sampled 300 periods from the GWEX simulation that have about the 
length of the observations that were used to calculate the observed FDC and constructed 300 GWEX 
FDCs. This evaluation of the plausibility of the model chain is shown for four HBV example catchments 
(Figure 66). The resulting GWEX FDCs are very similar to the observed ones, with the Lütschine being 





Figure 66  Comparison of the FDCs of the a random GWEX sample (reddish colours) and the historical observation (black) 
for four HBV example catchments (Dünnern Olten, Kander Hondrich, Kleine Emme, Lütschine). Left panel: full FDC; right 
panel: zoom-in to the upper 10%).  
While the plausibility of the GEWX FDCs can be evaluated for all catchments with streamflow 
observations, it has to be stressed that the full system and the set-up of the hydro-meteorological 
model chain has a focus on large catchments. In the context of this premise and the goals of EXAR, it 
is also there where the question whether the model chain does a good overall job is most relevant. 
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3.7.3 Exceedance probabilities of discharge and precipitation events 
For two different aggregation windows of the discharge (72 and 144 h) the Annual Maximum Floods 
(AMF) as well as their preceding precipitation of 1, 3, 5 and 10 days were extracted for all years of the 
GWEX simulations (= 289 000 years). From the samples of AMF and preceding precipitation sums their 
empirical exceedance probabilities were calculated using the Weibull plotting position. 
The exceedance plots have larger antecedent precipitation sums compared to the discharge for the 
different aggregation windows. For the lower elevation catchments when looking at discharge sums 
of 72 and 144 h that are smaller than 50mm the discharge is larger for some catchments compared to 
the antecedent precipitation. This could in most cases be explained by snow contribution to discharge 
which can cause the runoff ration larger than one. 
Because the underlying time series is very long, the exceedance probabilities assigned to discharge and 
precipitation sums reached very low values (almost 1e-05), i.e. very long return periods. The 
exceedance probabilities of the pseudo-observations, by contrast, reached only much larger values, 
i.e. shorter return periods (about 1e-02) (Figure 68). 
The precipitation sums were larger than the discharge sums for the large events (Figure 67). For the 
largest (i.e., rarest) events, increasing scatter is visible for all catchments. Comparing the exceedance 
probabilities from the pseudo-observations to the GWEX simulations shows that this scattering occurs 
at much more common events, which demonstrates the potential of the GWEX simulations to estimate 
rare flood events compared to the pseudo-observations (Figure 68).  
 
Figure 67 Examples of the exceedance plots for the catchments Dünnern (DueOlt), Kleine Emme (KEmEmm), Kander 
(KanHon), Lütschine (LueGst). The orange colors indicate the annual precipitation sums over different aggregation windows 
(1, 3, 5, 10 days), the black dots are discharge sums over 72 hours. The scale of the y-axis is the Gumbel variate (ln(ln(y)). 
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Figure 68 Comparison of the exceedances to the amounts of discharge sums for an aggregation window of 72 hours from 
the pseudo-observations and the GWEX simulations for the catchments Dünnern (DueOlt), Kleine Emme (KEmEmm), Kander 
(KanHon), and Lütschine (LueGst). 
The exceedance plots from the GWEX simulations were also compared to the ones from the pseudo-
observations. For some catchments the fringing of the pseudo-observations occurs at relatively large 
probabilities, for other catchments the shape of the exceedance curve is very similar to the ones from 
the GWEX simulations, though much shorter (larger probabilities) than the GWEX simulations (Figure 
68). 
The plausibility of the ratio between maximum event discharge sums and corresponding precipitation 
sums was also evaluated for all transfer points (TP). To this end, annual maximum discharge sums over 
72h and 144h were identified for each TP using 289000 years of simulated discharge. Subsequently, 
corresponding precipitation sums were determined by aggregating areal precipitation of each TP 
during the event as well as 1, 3, 5, and 10 days prior to the event. Areal precipitation for each TP was 
aggregated from HBV catchment precipitation data. 
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Figure 69 Example exceedance plot of annual maximum 72 hour discharge sums (right) and corresponding 1, 3, 5, and 
10 day precipitation sums (left) for TP SSJSSB (Saane). Data for simulations with GWEX data (circles) as well as pseudo-
observations (triangles) are shown. 
Exceedance plots were made to compare the increase rate of maximum discharge sums with the 
increase rate of corresponding precipitation sums. Figure 69 shows an example exceedance plot for 
the Saane system. Data from simulations based on GWEX as well as on pseudo-observations are 
shown. For the GWEX data, some knees in the probability curve of aggregated discharge can be 
observed for low probability events (right). Similar patterns are visible in the upper tail of the 
accumulated precipitation curve (left). However, not all TPs show this behaviour in the probability 
curves of accumulated discharge (Figure 70), particularly also when they are located below large lakes 
that tend to level out this kind of knees with their buffering effect. 
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Figure 70 Same as in Figure 69 but for TP SSDSSE 
Saane River and its tributaries 
Comparing the annual maximum flood we found that for high return periods there is a fringing visible 
for some catchments. For the Saane river the tributaries and their annual maximum flood are plotted 
to assess where the fringing starts and from where it is derived. We found the fringing behavior already 
in the simulations of the HBV model for the Sarine, Sense and Jogne Rivers as well as in the Saane flood 
plain. However, it becomes strongest in the Sarine catchment for return periods of 50’000 years and 
more. 
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Figure 71 Tributaries to the Saane River and annual maximum floods plotted against corresponding return periods. 
How catchment storage could influence this fringing behavior was assessed by looking at the HBV 
storage of the Sarine River (Figure 71) that has a storage that reacts very quickly to a precipitation 
event. These small storages can explain the fringing behavior at large return periods, because after 
some point the storage is filled. Any rain that is then falling on the catchment will quickly contribute 
to river runoff and increase peak discharge. 
 
Figure 72 Comparison of relative storage state before a large discharge (Q) event. Relative storage above 1 indicates wet 
conditions, relative storage below one dry conditions. 
3.7.4 Runoff ratios comparison GWEX and pseudo-observations 
The runoff ratios were analyzed by season and for aggregation windows of 1, 3, 5 and 10 days to see 
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and Figure 74). The median of the distribution of runoff ratios is below 1 for all seasons in rainfall 
dominated catchments (Figure 73). However, snowmelt can be expected in March, April and May in 
snowmelt dominated catchments located at lower to intermediate elevations. Here, snowmelt runoff 
events with very little precipitation involved can lead to runoff ratios largely exceeding 1 (Figure 74). 
Nevertheless, runoff ratios were considerably higher than one for some events as can be seen in the 
outliers (black dots). Of course, larger aggregation windows show smaller runoff ratios since we 
compare larger sums of precipitation to the same sum of discharge. 
 
Figure 73 Runoff ratios for the Aabach catchment grouped into seasons for four different aggregation periods. Note that 
ratios clearly above one can occur when other sources than precipitation such as snow melt contribute to runoff. 
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Figure 74 Runoff ratios for the Kander catchment grouped in seasons for four different aggregation periods. Note that 
ratios clearly above one can occur when other sources than precipitation such as snow melt contribute to runoff. 
3.7.5 Initial soil moisture conditions of the largest events 
Since the storage state of the catchments before the event can make a difference in the magnitude of 
the resulting peak discharge, we analysed the antecedent period, i.e. the initial states of the 
catchments before the event takes place. The initial state was derived by looking at the state of the 
simulated soil storage five days prior to the runoff event. This runoff was set in relation to the 
maximum simulated storage for this catchment to get an idea of what the relative storage filling of the 
catchment was before the event. The relative storage filling was then compared to the runoff ratio of 
the event and the 5 days prior to the event (excluding the precipitation that fell before the point where 
we checked the soil moisture status, i.e. prior to the five days before the event). This way it is possible 
to examine how much the soil moisture storage filling state was influencing the AMFs (selection: Figure 
75, all catchments: Figure 76). 
The relationships between relative soil moisture filling and runoff ratio are linear and positive for all 
catchments. This means that the more the soil storage is filled before the event, the more precipitation 
is turned directly into runoff. Interestingly, the soil moisture storage filling before the events varies 
strongly between the catchments. For instance, the large catchments of the rivers Reuss and Linth 
(ReuSee, LinWee) have very high storage fillings for all events. For some smaller catchments (Reppisch, 
RepDie; Arbogne, ArbAve), but also some larger ones (e.g., Emme, EmmBurg), the range of storage 
fillings before the events ranges from about 60% to more than 90%. 
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Figure 75 Relative soil moisture storage to runoff ratio for some selected catchments, sorted by size top left to bottom 
right. The colors of the dots correspond to the color in which the catchment is marked on the map (left panel). 
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Figure 76 Relative soil moisture storage to runoff ratio for all catchments, sorted by size top left to bottom right. Color code 
is by catchment size as in the map in Figure 58. 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
85 
3.7.6 Antecedent lake volumes 
For the total system one way to assess at the storage state upstream of a certain point, as well as at 
the promptness to generate a flood is to look at the lake volumes before a certain flood occurs. For 
this purpose for the ten largest events we looked at the anomaly of lake volumes during the event year 
for each day of year expressed as fraction of the long-term mean value, where the long-term mean is 
computed averaging over the 100 years of the selected time series. Lake volumes preceding the events 
are generally found to be close to the average conditions, besides for data series #138 where some 
positive anomalies are found for the Jura Lakes and the Lake Zug (Figure 77). 
 
Figure 77 Antecedent lake volumes.  
We further looked at the lake volume anomaly 14 days before the maximum lake volume is reached 
for each of the 10 events relative to the annual mean volume. For some events, pre-event lake volumes 
above average conditions are found, in particular for event # 138, but the derived values are rather 
low and plausible. The high value for Lake Murten for event # 286 is an artefact caused by the time 
window defined for estimating the anomaly, as for Lake Murten for this specific event a second higher 
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Figure 78 Lake volume anomaly 14 days before the maximum lake level for the 10 largest discharge events (x-axis) and 
selected lakes (colours). The red bar shows the median anomaly across lakes. 
3.7.7 Snow melt contribution and antecedent precipitation during the largest events 
Specific events were analyzed for different catchments in view of snow contribution and antecedent 
precipitation. Two different example events are discussed here. They have a different evolution in 
terms of antecedent precipitation and snow development (Figure 79 and Figure 80). In event #96 for 
the Kander (Hondrich) catchment, there is a large amount of antecedent precipitation (about 200 mm) 
and the wetting up of the catchment starts already about a month before the peak discharge occurs 
(Figure 79). Snow melt was not important as direct contribution to the event, since the zero-degree 
line is not raising directly before the peak discharge event. However, snow melt might have occurred 
at the beginning of June. In event #142 (Figure 80), accumulated precipitation is smaller (about 100 
mm) than in event #96, but here snow melt can contribute directly before the event, which can be 
seen from the sharply rising zero-degree line before the discharge event. Event #96 has a discharge 
peak of 1000mm while the snowmelt event #142 has a discharge peak of only 200mm which 
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Figure 79 Zero degree isotherm and antecedent precipitation sums for the largest event (96), in example catchment Kander 
(Hondrich). 
The antecedent precipitation sums vary among the largest events, meaning that in some cases the 
large event precipitation amounts did not fall on a thoroughly saturated area. For some catchments 
(e.g., Broye) we found AMFs often occurring in spring or mid-December, which points at snow melt as 
major driver for these floods. An example of this kind of event for the Kander catchment is shown in 
Figure 80. From the behaviour of the zero-degree line it is evident that snow melt occurred, while the 
precipitation amounts were not as large as noted for some of the major summer events.  
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Figure 80 Zero degree isotherm and antecedent precipitation sums for a snow melt influenced runoff event (#142), in 
example catchment Kander (Hondrich). 
To assess the realism of accumulated discharge in relation to corresponding precipitation sums on the 
event level, runoff ratios were calculated for each TP (Figure 81). While runoff ratios for many TPs lie 
in the range between 0 and 1, values above 1 occur for most TPs for selected seasons and precipitation 
sums. One group of such TPs are the lake outlets where runoff ratios for the 1-day precipitation sums 
are often larger than unity (e.g. Lake Biel, Lake Thun, Lake Lucerne, and Lake Zurich). This can be 
explained with the relatively longer reaction time of the lakes, i.e. longer accumulation periods are 
necessary to capture all precipitation contributing to the runoff event. Another reason for high runoff 
ratios are contributions of snowmelt to discharge in spring and possibly also in winter. Such behaviour 
can be observed for the Emme River (SSKSSD), and Lake Gruyère. 
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Figure 81 Runoff ratios for the 85 largest out of 289000 annual maximum discharge sums accumulated over 72 hours. Each 
panel shows the runoff ratios of one TP stratified by season and for the different precipitation sums (colours). Logarithmic 
y-axis. Horizontal line indicated a runoff ratio of 1. Note that ratios clearly above one can occur when other sources than 
precipitation such as snow melt contribute to runoff. 
3.7.8 Plausibility of GWEX-based simulations against PMP-PMF values 
In many countries, the design of dams and critical infrastructure is done with the help of the so-called 
PMP-PMF method. In this method, the estimated probable maximum precipitation (PMP) for a certain 
duration and season serves to estimate the associated probable maximum flood (PMF) (Kienzler et al. 
2005, Felder & Weingartner 2017). There are several different methods that can be used to do this but 
there is no scientific consensus about a method to be preferred. Because of the large uncertainties 
that are inherent in PMP and PMF estimations, it is generally recommended to compare the results 
with estimations from other methods and thus to evaluate their plausibility. The WMO (2009) states 
that “it should not be a requirement that PMP/PMF should be larger than or smaller than a storm/flood 
with a defined frequency, as long as the estimations are undertaken in a reasonable manner “. In recent 
publications the PMP/PMF method was applied with varying degrees of complexity to Swiss 
catchments of different size and characteristics, e.g. to the Aare River catchment down to Bern (Felder 
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& Weingartner, 2016; Felder & Weingartner,2017; Zischg et al. ,2018), to the Kander River at Hondrich 
and to the Emme River at Wiler (Felder et al. ,2019) as well as to the Sihl River down to Zürich (Kienzler 
et al., 2015). As a first step, the PMPs were estimated considering physical plausibility criteria as well 
as relationships between depth, area, and duration of precipitation. In a second step, these were re-
distributed in time and space, either deterministically with the help of prescribed simplified 
distribution patterns (Kienzler et al.2015), or probabilistically using a Monte-Carlo approach (Felder & 
Weingartner, 2016; Felder & Weingartner, 2017; Zischg et al., 2018; Felder et al., 2019). In all 
mentioned studies PREVAH was used (Viviroli et al., 2009) as hydrological model. In addition, a 1D 
hydrodynamical model was coupled with PREVAH in Felder & Weingartner (2017), Zischg et al. (2018) 
and Felder et al. (2019) to account for effects of overbank flow and to assure a better routing. It is 
possible to put the simulations done in EXAR into context by comparing them to the studies mentioned 
(Table 4). 
Table 4 Overview of PMF-values from literature and the simulations based on the outputs of the weather generator GWEX. 
 
The highest peak values resulting from simulations with GWEX input are either very similar or in the 
same order of magnitude as the ones reported in the literature. The largest deviations are found in 
smaller catchments such as the Kander or Sihl Rivers, in which the variability of the distribution of 
precipitation is more relevant for runoff generation. Overall, it can thus be concluded that the 
simulated maximum peak values in EXAR seem plausible. Given the different methods applied and the 
uncertainties inherent in each of these methods, this strengthens the confidence in the EXAR results.  
3.8 Comparison of simulation from GWEX and SCAMP for the 10 largest 
events 
To examine whether using a different weather generator would lead to different runoff peaks, the 
analog-type weather generator SCAMP was used as an input to HBV. Simulations were done with over 
3000 of SCAMP’s largest precipitation events, and the largest 10 resulting runoff events were 
compared with the largest 10 runoff events produced with the standard weather generator, GWEX. 
3.8.1 Annual maximum floods 
Comparing the discharge sums over 72 hours derived from the two different weather generators 
(GWEX and SCAMP), we found that the SCAMP weather generator results in higher amounts, 
particularly for smaller catchments (Figure 82). For the larger catchments this difference became 
smaller, however also here it was apparent. For some catchments there is a greater difference 
between the two weather generator simulations. Only for very few catchments the GWEX simulations 
resulted in higher 3-day discharge sums than the SCAMP simulations, namely Aabach (AabLen), Sionge 
(SioVui), Worble (WorItt), Lake Gruyère tributaries (XGRXXX), Jogne (JogBro), Sarner Aa (SaASar), 
Sarine (SarBro) and Emme-Burgdorf (EmmBur), of which most are among the smaller catchments. 




Aare, Bern Felder&Weingartner2016,2017, 
Zischg et al.2018 
SSASSB 1296 1250  
Emme, Wiler Felder et al.2019 SSKSSD 1388 1356 
Kander, Hondrich Felder et al. 2019 KanHon 830 1050 
Sihl, Zürich Kienzler et al.2015 SihZue 975 772 
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Figure 82 Comparison of the 3-days-sums of the ten largest events for the GWEX and the alternative SCAMP weather 
generator based simulations. 
In order to compare GWEX and SCAMP simulations for the total system we extracted the ten events 
that lead to largest AMFs at the outlet. The two weather generators lead to comparable results: for 
many TPs the largest events are higher for SCAMP, whereas the median is similar or even higher for 
GWEX. In a few cases GWEX leads to the highest values, namely for the outlet of three lakes at ThuSee, 
VieSee, ZueSee. This is partly due to the interplay of differences in the seasonality (see next chapter) 
and the monthly lake regulations, and is overturned at the following transfer points depending on the 
influence of the tributaries downstream. 
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Figure 83 Flood discharge simulated with GWEX at all TPs for the ten largest events at the outlet, for each of the three 
parameter sets (red), compared to simulations performed with the alternative weather generator SCAMP (blue). 
3.8.2 Seasonality 
The ten largest discharge events produced with GWEX input occur in the late spring or summer 
seasons, i.e. between May and September (Figure 85). Thus, snow-melt processes do not play a major 
role in the flood generation in most of the sub-catchments for these largest events, even though in 
May snowmelt might be still possible. Snow processes still could be of local importance in headwater 
sub-catchments located at high elevations with snow or glacier covers, but these processes become 
less relevant at the larger scale of the entire Aare River. 
For the SCAMP simulations we found that the 10 largest discharge events occurred also in the summer 
months. However, interpretation has to be done carefully here since the first selection of GWEX events 
to run through HBV already favoured the selection of summer events. This selection bias might be 
responsible for the occurrence of summer AMFs. 
The seasonality of the then largest events defined by the 72 hour sums of discharge are the same for 
many catchments comparing GWEX and SCAMP simulations; for others there is a distinct difference 
between the two (Figure 84). We have to keep in mind again that the events for the alternative 
weather generator (SCAMP) were selected based on precipitation. Therefore, the sample of events is 
already biased to heavy rainfall events, and floods with significant contribution of snow melt are largely 
removed. In the GWEX simulations, however, the 10 largest floods were selected from the entire 
simulation period of 289 000 years, meaning that snowmelt floods are included as well. 
SSMSSH ThuSee VieSee ZueSee
SSHSSI SSIOut SSJSSB SSKSSD SSLSSH
SSCSSD SSDSSE SSESSF SSFSSG SSGSSH
BieSee LacGru LorReu SSASSB SSBSSC
lower medianupper lower medianupper lower medianupper lower medianupper
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Figure 84 Seasonality spider plots comparing the AMF discharge sums over 72 hours. The circles count the events that occur 
in a certain month. The months are indicated with the numbers 1 to 12. 
Catchments with a nival flow regime (Figure 85) appear to have a strong sampling bias towards the 
summer months for the SCAMP simulations, while we found the expected snow melt floods for the 
GWEX simulations. 
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Figure 85 Comparison of the seasonality between GWEX and SCAMP simulations for catchments with a nival flow regime. 
As we already did before for the pseudo-observations and the GWEX simulations, we looked at the 
seasonal distribution of all available AMF for all TPs of the total system, which for SCAMP amounts to 
3425 events in total (Figure 86). Again here applies the same as for the hydrological simulations: we 
must pay attention at the sample size, which for SCAMP is significantly lower than for GWEX, as well 
as at the event extraction method. Generally we see a more uniform and spread distribution with the 
alternative weather generator SCAMP, also reflected in a medium seasonality (between 0.42 and 0.64) 
and a rather similar mean date of AMF occurred across the TPs, occurring mostly in August or early 
September, i.e. later compared to GWEX. 
The same characteristics become even more evident extracting the month of occurrence of the ten 
largest events at the outlet of the catchment (Figure 87). 
3.8.3 Conclusions 
Overall, the GWEX and the SCAMP weather generators lead to simulations that are comparable in 
seasonality, keeping the sample bias in mind. The SCAMP simulations resulted in AMFs in a similar 
range as the GWEX for most catchments, with a tendency to higher AMFs for most catchments. 
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Figure 86 Histograms of the month of AMF occurrence of the SCAMP 3425 simulated events. Numbers in blue are circular 
summary statistics indicating the mean date of occurrence across all years and the strength of seasonality. 
 
Figure 87 Frequency of the month of occurrence of the ten largest events at the outlet of the catchment for GWEX (left, 
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4 Correction of inconsistency in AP2 hydrological model runs 
Daniel Viviroli, Calvin Whealton 
In fall 2018, an anomaly was discovered in a small fraction (3.5%) of the hydrological simulations of 
AP2. In detail, 11 out of the 300 scenario blocks with a length of 1 000 years each showed lower values 
for annual maximum floods (AMFs) than the other 289 scenario blocks (Figure 88). This anomaly was 
not visible in the results of the individual catchments as simulated by HBV, but only for sites at the 
Aare River as simulated by the total system runs in RS Minerve. An analysis with data resampled from 
the 289 scenario blocks confirmed that it is highly unlikely that the deviation observed in these 11 
blocks is due to stochastic variability. After intensive search, the source of the anomaly could be 
narrowed down to the HBV runs of scenario blocks 2–12. Most likely, the problem was caused by a file 
transfer problem, i.e., a silent crash of a copy process. In consequence, the simulations for the affected 
scenario blocks 2–12 used as input the results from an outdated version of the weather generator 
(G-WEX), while the G-WEX results on AP2’s local storage were indeed the correct, most recent version. 
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Figure 88 Anomaly found in simulations, shown at four selected sites (SSJSSB = Saane River, SSKSSD = Emme 
River, SSASSB = Aare River at Halen, SSHSSI = Aare River at Untersiggenthal, Stilli). The plots show all simulated 
annual maximum floods (AMFs), and the 50% and 90% intervals of the AMFs for blocks of 1000 years. 
AP2 then ran a re-simulation of blocks 2–12 with the most recent G-WEX results in HBV and 
subsequently also in RS Minerve. Results were available in January 2019, and it became evident that 
the AMFs of blocks 2–12 are still not statistically consistent to that of the other 289 blocks, although 
differences were much smaller. The most marked deviating behaviour was found at SSJSSB (Saane 
River, Figure 89). Further minor differences were identified visually in the Reuss and Limmat Rivers, 
and statistically at other transfer points, many of which are likely influenced by the upstream 
differences. The cause for this inconsistency was identified in details of the simulation set-up (model 
parameters) that was not fully identical in the original simulations made 2018 and the re-simulations 
of 2019. A large part of the inconsistency can be explained by an update made for the parameter set 
in HBV’s representation of the Sense River catchment (share in total catchment area of Aare River 
~2.5%). For this catchment, the BETA model parameter was changed after the 2018 simulations 
because it was set at its lower physically plausible limit. BETA defines the relative contribution of rain 
and snow melt to runoff. The simulations for the Sense River were not updated after the 2018 model 
runs, however, because these runs were made ahead of schedule to furnish APs 3 and 4 with 
preliminary results. However, because there appeared to be no major issues in these preliminary runs, 
these served as final results, saving 2–3 months of computing time, and leaving more time for 
scrutinising the extreme values found. The updated parameters for the Sense River thus did not come 
into effect until AP2’s re-simulation of 11 blocks in 2019, where they became main responsible for the 
emerging inconsistency. Another difference emerged in RS Minerve via a similar course of events: 
There, minor adjustments were made after the 2018 simulations with the goal of improving simulation 
stability of RS in the Reuss River subsystem. These adjustments have impact on SSLSSH (Reuss River), 
SSHSSI (Aare River at Untersiggenthal, Stilli) and SSIOut (confluence of Aare River with Rhine River). 
Further small differences are finally found in the HBV simulations for the Glâne, Jogne and Rotache 
River basins, the Lake Murtensee and northwestern Lake Lucerne small tributaries, and the Emme 
River floodplain. The source of these differences is most likely found in the parameter set-up of HBV. 
Numerical problems (triggered by different hardware or parallelisation) can be ruled out almost 
certainly because the theoretical formulations behind HBV are not demanding in this respect. 
 
 
Figure 89 Inconsistency found in January 2019 
re-simulations, shown at SSJSSB (Saane River) 
for the median parameter cluster. Blocks 2–12 
are now slightly higher, whereas they were 
substantially lower before. The plot shows all 
simulated annual maximum floods (AMFs, 
black dots), and the 50% and 90% intervals 
(blue and light blue, respectively) of the AMFs 
for blocks of 1000 years. 
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The differences between the simulations of May 2018 and January 2019 are small, and impacts on 
large floods are mainly found downstream of the Saane River. For assessing these impacts, the 1 000 
year flood was estimated from 289 000 AMFs of the 2018 simulation (no simulation error, but slightly 
different model set-up) and 11 000 AMFs of the 2019 re-simulation. Differences are largest at SSJSSB, 
where the 2019 simulations show a value 9% higher than that the 2018 simulations. Differences 
decrease further downstream, with +5% at SSBSSC (Aare River at Golaten), 0% at SSESSF (Aare River at 
Aarburg) and -2% at SSHSSI (Aare River at Untersiggenthal, Stilli) (Table 5). 
Table 5 HQ1000 estimated from 2018 simulations (289 000 years unaffected by simulation error) and 2019 re-
simulations (11 000 years). 
Site 2018 simulations, 
289 000 years 
2019 simulations, 
11 000 years 
SSJSSB (Saane River) 1367 m³/s 1496 m³/s 
SSBSSC (Aare River at Golaten) 2040 m³/s 2156 m³/s 
SSESSF (Aare River at Aarburg) 1625 m³/s 1624 m³/s 
SSHSSI (Aare River at Untersiggenthal, Stilli) 3760 m³/s 3679 m³/s 
 
A full run of the remaining 289 000 years in the 2019 simulation environment would have taken an 
excessive amount of time (an estimated 2–3 months). In view of the small differences between 2018 
and 2019 results and the need to move forward, it was decided to discard the affected 11 000 years 
and to continue with 289 000 years at hand. Also, the events selected from the 2018 simulations were 
retained and not replaced with a new selection of events from the 2019 simulations. However, the 
return periods of the events selected from the 2018 simulations were adjusted to correspond to the 
return periods these events would likely have attained in the 2019 simulations. As a basis for this 
correction, a reduced amount of simulations was still done with the 2019 set-up, covering the first 100 
years of each 1000 year simulation block, for a total of 289 unaffected scenario blocks. Thanks to this, 
a paired dataset covering 28 900 years with both 2018 and 2019 parameter set simulations was 
available (see Chapter 4.1). 
4.1 Details of adjustment 
In the following, the adjustments applied to the 2018 simulations are presented. The general algorithm 
is provided along with some diagnostic plots.  
4.1.1 Data 
There are several data series that must be considered in the adjustment: 
1. 289,000 years of simulated values from 2018 (preliminary simulations) with median, low, and 
high parameter sets. The original series had an additional component of 11,000 years, which 
had to be discarded because a previous version of weather generator inputs was used. 
2. 28,900 years of simulations from 2019 (definitive simulations) composed of the first 100 
years of each 1000-yr block for the median parameter set only. The “definitive” refers to 
modified parameters in HBV and RS Minerve. These can be compared to the same floods 
from the “preliminary” series to look for differences. Only 28,900 years are available because 
the remaining 1,100 years are in the period using previous weather generator inputs and 
cannot be paired to a “preliminary” simulation of the same years. 
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3. 11,000 years of “definitive” simulations that were intended to replace the missing values in 
the “preliminary” simulation. These are not paired to any valid “old” floods. 
4.1.2 Method 
There are several possible ways to adjust the floods. The method selected is essentially a moving 
window average correction, where the window size and location is defined based on the return period 
of the flood. Because of higher noise for smaller floods, the average includes more points in that range 
(ca. 4000) than at the very extreme flows (ca. 3). Figure 90 outlines the general algorithm used in the 
correction.
 
Figure 90 Illustration of the adjustment algorithm. Flood 2 would be in the re-simulated, definitive series. Flood 13602 
would not be represented in the re-simulated series, so the average correction is applied. 
The first step in the process is to find the multiplicative correction in flow based on the pairs of median 
parameter set data (dataset 2 of 28 900 years of definitive data and the corresponding floods in dataset 
1 of preliminary data). A multiplicative correction was estimated, not an additive one, although over 
small ranges in the flow the result should be similar. Because it is multiplicative, it would be equivalent 
to a percentage increase after a small transformation of the computed correction. 
Next, the mean value of the multiplier was calculated as a function of the return period of the flood 
from the preliminary dataset. The number of points used in the correction, n, depended on the return 
period in years, T, as follows 𝑛𝑛(𝑇𝑇) = 46−log10 𝑇𝑇 
For a 1-year flood, the number of points is 4096, but for a 10,000-yr flood the number of points is 16. 
The window is defined as the floods with the closest logarithm of the return period to that being 
evaluated. This will tend to include more floods with return periods below the nominal return period 
being adjusted, but due to the shape of the data using the closest points in the flow dimension will 
have a similar tendency. 
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Assigning the return periods based on the old dataset essentially stretched them to range from 1 to 
289,000 years because there was regularly a “top event” in the re-simulated series of 28,900 years 
(dataset 2). Several examples of the generated correction functions for transfer points of interest are 
provided in Figure 91. 
The average correction is not guaranteed to be monotonic because it is tracking the average behavior. 
SSASSB shows some regions of flows where the similar floods increased, and some where they 
decreased. This can lead to a reordering of the series in terms of peak flow. 
For floods that were included in the re-simulated series, the re-simulated flood was given as the re-
simulated value and not estimated. This should provide more information than the average correction 





Figure 91 Example correction functions as a function of flow in the preliminary parameter set for SSASSB, SSBSSC, SSESSF, 
and SSHSSI (Aare Halen, Aare Golaten, Aare Aarburg, Aare Stilli). 
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Also, there is no correction when the distributions are identical after rounding. This is indicative that 
there was no change in the parameters that resulted in a difference in the floods, so any changes are 
presumably negligible. The sites where the distributions are the same to within rounding are LorReu 
(a small watershed that feeds into the Reuss), SSMSSH (outlet of the Limmat River), and nearly ZueSee 
(outlet of lake Zurich, only 4 cases with different values). At the other transfer points, the number of 
cases with the same values between the preliminary and definitive parameter sets within rounding 
was lowest for SSJSSB (132 cases). 
There are two major confluences in the system. At these locations, the flow at the transfer point 
downstream of the confluence could be infeasible. There is no constraint in the correction algorithm 
that limits the peak flow downstream to less than or equal to the sum of the upstream peaks. 
Therefore, this constraint was implemented. The maximum “overestimation” at the Saane-Aare 
confluence was about 60 m³/s before the correction, which is not very large given the range of flows 
considered in EXAR. This does imply that any diffuse inflows between the upstream transfer points and 
the post-confluence transfer point may be underestimated. 
4.1.3 Results 
The adjustment algorithm was applied to the median data. The K-S test was used to compare the 
11,000 years of definitive data to the original 289,000 years of preliminary data and 289,000 years of 
adjusted data. The 11,000 years series is independent of the other two series because it was not used 
to develop the correction and there is no correlation in the simulations over this time scale. The results 
are summarized in Figure 3, which includes points that were estimated to be the same within rounding. 
Generally, the correction increases the similarity of the distributions of the 289,000 years to the 11,000 
years of definitive parameter set data, as is shown by most points lying below the diagonal line, which 
indicates the p-value of the difference in distributions is reduced. Additionally, 11 of the 19 Transfer 
Points are not statistically different at the 1% level including SSHSSI and SSASSB. SSESSF moved closer 
to similarity, although it is still not passing the 1% test.  
The algorithm does not seem to capture the behavior at the outflow of lakes in many cases (BieSee, 
VieSee, LacGru). Lake regulation could be one reason for the reduced performance at lakes and 
possibly the non-monotonicity of transfer points downstream of lakes. The lake regulation might 
include the flow downstream (e.g., Lake Biel, Lake Thun), which is difficult to account for in this 
correction. 
Note that with this number of observations, 1% statistical significance is equivalent to a difference in 
the cumulative distribution functions of 0.0147. This does not indicate where in the distribution the 
maximum difference occurs. It could be for the small floods and there is no difference in the upper tail, 
or vice versa. 
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Figure 92 Comparison of K-S tests of similarity of distributions before and after the adjustment. Points below the diagonal 
line indicate adjustment increased the similarly of the 289,000 year series to the 11,000 years of definite simulations. The 
blue line represents the threshold for 1% significance. 
One example of where the adjustment method does not work well is VieSee (outlet of Lake Lucerne). 
This location shows some unusual behavior around 250 m³/s, which was possibly translated into the 
cumulative distribution function. In this case, the adjustment should be applicable to the high floods 
because there is no correction there, but there would be questions of applicability for events less than 
the 10-yr flood. 
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Figure 93 Example of multiplier correction function and cumulative distribution function for VieSee (outflow of Lake 
Lucerne). The nearly vertical line at around 250 m³/s on the left plot could correspond to the “kink” at around 250 m³/s on 
the right plot, the likely location of the maximum difference. 
4.1.4 Adjustments to Low and High Parameters 
There are two other hydrologic parameter sets considered in EXAR. The algorithm proceeded as 
previously, except the average correction as a function of the return period was used throughout. 
There were no simulations of the same flood events with a definitive low or high parameter set, so a 
specific adjustment to those floods could not be estimated. 
4.1.5 Impact of Reference Floods and Frequencies 
Changes to the floods will naturally have an impact on the frequencies of given floods. Tables 1 and 2 
summarize the impact of the adjustment on frequencies of simulated flows (Table 1) and the changes 
to flows that would have the same exceedance frequency (Table 2). Generally, the flows are increasing 
with the largest changes at SSJSSB and SSBSSC. SSHSSI shows slight decreases in the extreme, largely 
because the flow from the Reuss decreased for extremes. A summary for all TPs can be found in Table 
9. 
Table 6 Frequency increases as a factor of the nominal floods based on the 2018 preliminary series. Values greater than 1 
indicate increased exceedance frequency. Values are based on the median parameter set only. For example, 1.1 indicates 
10% relative increase in the nominal frequency (1E-3/a before, 1.1E-3/a after) 
TP HQ1k HQ10k HQ100k 
SSASSB 1.1 1.0 0.5 
SSJSSB 2.3 2.6 3.5 
SSBSSC 2.0 2.3 3.0 
SSESSF 1.1 1.2 1.5 
SSHSSI 0.7 0.8 1.0 
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Table 7 Percentage increases of flows based on the 2019 adjusted data compared to the 2018 preliminary series. A value 
of 10 would indicate the reference 2018 flow value would increase by 10% to have the same exceedance frequency as in 
the 2019 series (new frequency = 1.1*old frequency). 
TP 1E-3/a 1E-4/a 1E-5/a 
SSASSB 0.4 0.1 -0.8 
SSJSSB 13.1 11.7 12.9 
SSBSSC 8.8 8.9 10.2 
SSESSF 1.2 1.3 4.7 
SSHSSI -2.4 -2.6 0.9 
5 Overflow of Rhine River into Aare River at Mels 
Daniel Viviroli 
A critical question for the entire project is whether the Rhine River, in an extreme scenario, can 
overflow towards the Seez River and Lake Walensee in the region of Mels. If this was possible, 
significant amounts of additional flow could enter the Aare River system and thus change the 
assessments made in this report. As a basis for answering this question, elevation profiles were 
extracted from the 2 m resolution land surface model SwissALTI3D. They were drawn following the 
direction of a possible overflow, with a spacing of 50 m (see Figure 94). 
 
Figure 94 Location of profiles shown with orange lines. 
Results show that the rise separating the Rhine and Aare River basins has an effective elevation 
difference of roughly 6 meters (minimum elevation on Rhine River side: ~480.5 m a.s.l., maximum 
elevation around Mels: ~486.5 m a.s.l.; see Figure 95). Given the morphological situation of the Rhine 
River valley floor, the only kind of flood that could possibly surmount such an elevation difference 
would be a massive flood wave. This would require multiple dam breaks further upstream in the Rhine 
River, e.g. due to an earthquake. Even in this unlikely case, it can be assumed that additional flow is 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
105 
rather splashing over towards the Seez River, rather than continuously overflowing with important 
volumes of water. Lakes Walensee and Zurich would buffer this spill over strongly before they reach 
the Aare River. It can thus be concluded that an overflow is not relevant within EXAR. 
 
Figure 95 Elevation of profiles shown in Figure 94, cutting from the Northwest (Aare River basin, left) to the Southeast 
(Rhine River basin, right). The grey lines refer to individual profiles, the black line represents the lowest point of all profiles. 
6 Discharge uncertainty (rating curve) 
Ida Westerberg 
Measurements at the gauges are streamflow levels rather than discharge volumes. Hence to use them 
for hydrological modeling in calibration and validation the levels are first transformed into volumes by 
means of rating curves. These rating curve bear uncertainties, which were estimated in this chapter 
for several streamflow gauges. The analyses give an idea of how much the uncertainty of the rating 
curve can affect the results for the flood events that are generated in the project. 
A general description of the methods and an overview of the results is given below in Chapter 6.1 using 
the Orbe River as an example. Detailed results for the further gauges examined follow in Chapters 6.2-
6.17. 
6.1 Methods and overall results, with example of Orbe River 
The rating curve and gauging data for the BAFU stations for the period 1980–2014 were analysed with 
respect to temporal variability, number of gaugings, amount of extrapolation, bankfull levels, etc. At 
all analysed stations there were a large number of rating curves that had been used historically, 
typically around 40–60 rating curves per station. Since it was not feasible to estimate uncertainty for 
so many curves individually, they were for each station grouped into time periods that could be 
considered to have stable stage-discharge relationships (with particular focus on the stability at high 
and medium flows). Some stations and time periods for which there was large temporal variability, or 
not enough gaugings for reliable uncertainty estimation, were excluded from the uncertainty analysis. 
In total the estimates were made for 16 of the BAFU stations. For 11 of the stations a single rating 
curve was used, two periods were used for three of the stations, and three periods for two of the 
stations. Discharge uncertainty was estimated for the period 1980–2014, or if there was temporal 
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variability in the earlier period only for 1990–2014, which was the time period for which the data are 
used in the calibration of the HBV hydrological model.  
Manning estimates of high flows for the highest stage were made to constrain high-flow uncertainty 
at stations with large rating curve extrapolations, where sufficient cross-section information was 
available. The uncertainty in the Manning discharge values was estimated by assuming an uncertainty 
of +/- 4% for the discharge measurement, and +/- 2 cm for the stage measurement. These uncertainty 
distributions were normally distributed and were incorporated into the estimation as an additional 
flow gauging for the highest stage (with the estimated discharge uncertainty). 
Rating curve uncertainty was estimated in a Monte Carlo uncertainty analysis using the Voting Point 
likelihood method (VPM; McMillan and Westerberg, 2015; Westerberg et al., 2016). The method 
essentially consists of estimating multiple feasible rating curve parameter sets that are compatible 
with the gauging data. The measurement uncertainty in stage and discharge gaugings was taken into 
account in the estimation. These error magnitudes were set after discussion with BAFU: using a 
uniform error of ±5mm for stage for low to medium flows and ±20mm for high flows. For discharge we 
used a normally distributed error with 95% bounds at ±4% for current meters, ±15% for float gaugings, 
±6% for ADCP, salt dilution and other techniques. Many of the official rating curves were polynomial 
curves, but to be able to apply the VPM method it was necessary to estimate power-law rating curves. 
Single or multi-section initial rating curves were therefore estimated from the gauging data, using 
information about river cross-sections and transition stages for the latest official rating curves to set 
the section breakpoints. These initial rating curves were then used to initialise the estimation of the 
uncertainty in the rating curve parameters with the VPM method. In total we estimated 40 000 
different rating curves. 
The results show that in general the uncertainty is low in the gauged range with well constrained 
distributions and the uncertainty increases for high flows (Figure 96, results for all stations are shown 
in the following subchapters). For low flows the absolute uncertainty values are small, but the relative 
uncertainty (i.e. percent uncertainty) is higher at stations with more spread in the low-flow gauging 
data. There is greater uncertainty at high flows for the stations where there is spread in the high flow 
gauging data and those where there is larger extrapolation. The uncertainty in the extrapolated part is 
constrained by the rating-curve parameter priors in combination with the constraints provided by the 
gaugings at lower stages. For the stations were Manning estimates were made, these constrained the 
uncertainty in the extrapolated curve further. The parameter priors were set to standardised ranges, 
similarly to Westerberg et al. (2016), and adjusted for each station if necessary. The propagation of 
rating curve uncertainty to the hourly discharge time series is illustrated for the large flow event in 
January 2004 at the Orbe station (Figure 96, right). The figure shows how the discharge uncertainty is 
well constrained for low and medium flows and increases in the extrapolated part above the maximum 
gauged flow (note that the rating curve shows the instantaneous discharge and the time series the 
hourly discharge). 
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Figure 96 Rating curve with estimated uncertainty for the Orbe station on the river Orbe (left) and the propagated 
uncertainty in the hourly time series for the maximum flow event (right). The black dots show the gauging data and the 
black lines the 95% bounds of the discharge measurement uncertainty. The blue bands show the uncertainty distribution 
of discharge from all of the 40 000 estimated rating curves at each stage value, from the 5th to 95th percentiles. Narrower 
blue bands means that there is a higher probability density for the discharge. 
The average uncertainty for the maximum hourly flow was ±24% (half-width of the 95% uncertainty 
bound, i.e. the 2.5–97.5th percentile interval), varying in the range ±13–40% between the stations 
(Table 8). Several stations had heavy-tailed uncertainty distributions for the maximum flow with an up 
to 7% smaller 90% uncertainty bound. The uncertainty was highest for stations and rating-curve 
periods with large extrapolations where it had not been possible to make Manning estimates. The 
uncertainty in high-flow signature values generally increased with flow and was on average ±15% for 
Q1 (i.e. the hourly flow exceeded 1% of the time), ±16% for Q0.1 and ±21% for Q0.01. 
Table 8 Uncertainty in hourly maximum flow and high-flow signatures, where e.g. Q1 is the hourly flow exceeded 1% of 
the time. The uncertainty is calculated as half-widths of the uncertainty interval for the 95% bound (2.5th– 97.5th 
percentiles) or the 90% bound (5th– 95th percentiles). The maximum flow uncertainty is calculated for the whole time period 
using all the 40 000 realisations, the signature uncertainties are calculated for 1000 realisations for the period 1990–2014 

















Broye-Payerne 19 13 14 10 15 
Sarner Aa-Sarnen 13 11 12 7 8 
Linth-Weesen 23 16 14 24 24 
Gürbe-Belp 40 33 22 30 36 
Sarine-Broc 40 36 10 13 22 
Sihl-Zürich 22 19 17 17 23 
Sense-Thörishaus 17 16 13 11 12 
Mentue-Yvonand 21 17 14 9 15 
Orbe-Orbe 24 19 11 17 24 
Kleine Emme-Littau 20 19 16 13 17 
Dünnern-Olten 13 11 12 5 9 
Emme, Burgdorf 26 21 23 21 22 
Wigger-Zofingen 24 22 17 16 22 
Kander-Hondrich 33 26 17 26 32 
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6.2 Broye, Payerne 
Discharge uncertainty was estimated for 1980–2014. All the gauging data 1978–2016 were used for 
this station as there was no conclusive evidence about temporal change. A two-section power-law 
curve was fitted to the data using information about the transition stage interval. The estimated rating 
curve uncertainty was in general small, with higher values in the middle of the stage interval where 
there was a larger spread in the gaugings (Figure 97). The estimated uncertainty aligned well with the 
variability in the historical official rating curves. 
 
Figure 97 Discharge uncertainty Broye, Payerne. 
6.3 Sarner Aa, Sarnen 
Discharge uncertainty was estimated for 1980–2014 using all the gauging data for 1974–2016. A two-
section power-law curve was fitted to the data using information about the transition stage interval. 
The estimation was not made for water levels higher than the out-of-bank stage of 470.5 m. An 
additional flow that bypassed the station was added to the recession of the 2005 flood event, similarly 
to the official discharge time series. 
 
Figure 98 Rating curve Sarner Aa (left) and 2005 flood event (right). 
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6.4 Linth, Weesen 
Discharge uncertainty was estimated for 1980–2014. All the gauging data 1979–2016 were used for 
this station. A one-section power-law curve was fitted to the data, the estimation was divided into two 
periods to reflect the change in the stage-discharge relation around 26 April 1999. 
 
Figure 99 Rating curve Weesen, Linth Aa (left) and results for the first period before 26 April 1999 (right). 
 
Figure 100 Rating curve Weesen Linth (left) and period for the second period after 26 April 1999 (right). 
6.5  Gürbe, Belp 
Discharge uncertainty was estimated for 1991–2014. All the gauging data 1991–2016 were used for 
this station. The data had different stage base levels but it was possible to adjust them to the same 
stage scale so that they followed the same rating relation. Gaugings in the early part of the period that 
were recorded in an older stage scale were adjusted to the new scale using the new stage time series 
data. A one section power-law curve was fitted to the data. Time series uncertainty results are shown 
for the highest event in the official discharge time series (Figure 101). 
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Figure 101 Rating curve Gürbe, Belp (left) and the highest event in the official discharge time series (right). 
6.6 Sarine, Broc 
There was a large change in the rating in March 1995, and the years before and after 1995 there were 
differences between the stage time series and the gauging stage values. Therefore, the period 1993–
2004 was excluded from the uncertainty estimations. Three different rating curve periods were used: 
1980-01-01–1993-10-08, 2004-01-11–2004-10-20, and 2004-10-21–2016-06-06. For the last two 
periods a Manning estimate was used to constrain the high flows. The estimates were only made up 
to bank-full stage of 683.8 m, for the earlier period the estimates were only made up to 682.8 m as the 
rating base level had shifted one meter in-between the periods and the bank-full level of the earlier 
period was not known. The rating curve for the latest period is shown in Figure 102 together with the 
discharge time series for the 2007 July flood event. 
 
Figure 102 Rating curve Sarine (2004-10-21–2016-06-06) and the July 2007 flood event. 
The rating curves for the periods 1980-01-01–1993-10-08 and 2004-01-11–2004-10-20 are shown in 
Figure 103. For the 2004 curve the Manning estimate constrained the high flow uncertainty. 
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Figure 103 Rating curves Sarine for the periods 1980-01-01–1993-10-08 (right) and 2004-01-11–2004-10-20 (left). 
6.7 Sihl, Zürich 
Discharge uncertainty was estimated for 1981–2014. All the gauging data 1981–2016 were used for 
this station (besides two low-flow outliers that fitted the earlier stage-discharge relation). Additional 
cantonal float gauging was used to constrain the high flows with an estimated uncertainty of ±15% of 
each gauging. A one section power-law curve was fitted to the data. 
 
Figure 104 Rating curve and August 2005 flood event for the Sihl at Zurich. 
6.8 Sense, Thörishaus 
All the gauging data 1979–2016 were used for this station, but the data from 2003-06-04 to 2007-08-
08 that had more variability in the gauging data than the official rating curves. Discharge uncertainty 
was estimated from 1980 to 2014. A three section power-law curve was fitted to the data. A Manning 
estimate was used to constrain the rating curve in the upper part. The rating curve and the highest 
flow event in the time series are shown in Figure 105. 
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Figure 105 Rating curve for the Sense at Thörishaus (left) and July 1990 flood event (right). 
Note that the highest hourly average value (i.e. in the time series) is significantly lower than the highest 
instantaneous discharge (seen in the rating curve). 
6.9 Mentue, Yvonand, La Mauguettaz 
Discharge uncertainty was estimated for the period 1980–2014. All the gauging data 1974–2016 were 
used for this station. A two-section power-law curve was fitted to the data using information about 
the cross-section to fit the breakpoint. Two periods with suspect flat-line data (2012-02-02–2012-02-
24 and 2011-10-26–2011-11-09) were excluded. The rating curve results and the discharge time series 
for the highest event in the period 1990–2014 are shown in Figure 106 (an even higher event occurred 
in the 1980s). 
 
Figure 106 Rating curve for Mentue, la Mauguettaz at Yvonand (right) and flood event of November 2012. 
6.10 Orbe, Orbe 
Discharge uncertainty was estimated for 1980–2014. All the gauging data 1979–2016 (except one large 
outlier) were used for this station as there was no evidence about temporal change at the station. A 
two-section power-law curve was fitted to the data using information about the cross-section from 
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the Swiss terrain model to set the breakpoint. Results for the rating curve uncertainty and for the 
highest event in the official hourly time series are shown in Figure 107. 
 
Figure 107  Rating curve at Orbe, Orbe (left) and flood event of January 2004 (right). 
6.11 Kleine Emme, Littau, Reussbühl 
Discharge uncertainty was estimated for 1980–2012. All the gauging data March 1979–December 2012 
were used for this station, and the data were divided into two periods as there was a different rating 
curve during the period 1999-01-15–1999-04-09. Discharge was not calculated for the transition period 
9 April to 17 April, when there was a difference to the official discharge data. A two-section power-law 
curve was fitted to the data using information about the transition stages. The estimations were only 
made up to bank full stage of 434.3 m. A Manning estimate was used to constrain the rating curve in 
the upper part. Results for the main rating curve period, with the highest event in the official hourly 
time series are shown below.  
 
Figure 108 Rating curve at Kleine Emme, Littau (left) and flood event of August 2005 (right). 
The results for the period 1999-01-15–1999-04-09 with the highest event in the hourly time series are 
shown in Figure 109. 
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Figure 109 Rating curve for the period 1999-01-15–1999-04-09 at Kleine Emme, Littau (left) and flood event of August 2005 
(right). 
6.12 Dünnern, Olten 
Discharge uncertainty was estimated for 1990–2014, using the gauging data from February 1990–May 
2015. A two-section power-law curve was fitted to the data using information about the transition 
stages. 
 
Figure 110 Rating curve for Dünnern, Olten (left) and flood event of August 2007 (right). 
6.13 Emme, Burgdorf 
Discharge uncertainty was estimated for 1980–1990, using the gauging data for the same period. The 
station was discontinued at the end of 1990. A Manning estimate was used to constrain the rating 
curve in the upper part. A one-section power-law curve was fitted to the data and the stage base level 
was adjusted so that the whole period had the same base level. 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
115 
 
Figure 111 Rating curve for Emme, Burgdorf (left) and flood event of August 2005 (right). 
6.14 Wigger, Zofingen 
All the gauging data for the period 1979–2013 were used as there was no conclusive evidence about 
temporal change at the station; there were some spread in the high flow gaugings, however, all the 
last three high flow gaugings come from the same flow peak and a previous hydraulic hazard study 
with HEC-RAS (Schälchli, Abegg + Hunzinger AG, 2007) reports a higher rating curve than the current 
official one. The discharge time series is affected by short-term river regulation and these periods were 
manually removed from the water level record before calculating the discharge. 
There was an extrapolation of the rating curve of over 1 m during the analysed period, therefore 
Manning estimates of the discharge for the maximum stage was made and included in the rating curve 
uncertainty estimation. 
 
Figure 112 Rating curve for Wigger at Zofigen (left) and flood event of August 2007 (right). 
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6.15 Kander, Hondrich 
Discharge uncertainty was estimated for 1980–2014. All the gauging data 1980–2016 were used for 
this station, there was no evidence about temporal change and the gaugings showed relatively little 
spread. There were several high flow gaugings and little extrapolation. A one section power law curve 
showed a good fit to the data (Figure 113).  
 
Figure 113 Rating curve for Kander at Hondrich (left) and flood event of August 2005 (right). 
6.16 Murg, Murgenthal 
Discharge uncertainty was estimated for 1980–2014. All the gauging data until May 2015 were used. 
There was a large change to the rating at the 2007 flood event where the river bed was lowered about 
30 cm. The gauging data were divided into three estimation periods: 1980-06-26–2006-04-11, 2006-
04-11–2007-08-29, and 2007-08-29 to 2015-05-03. A two-section power law curve was used in each 
period. The estimations were only made up to the bank-full level of 419.9 m. The rating curve for the 
latest period and the flood peak for the August 2007 event are shown below.  
 
Figure 114 Rating curve for Murg, Murgenthal (left) and flood event of August 2007 (right). 
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The rating curve changed during the 2007 flood event so that the first part of the flood event is 
estimated with the rating curve for the first period (Figure 115, left), and the second part with the 
latest rating curve period (Figure 114, left). The rating curve for the earliest period is show in Figure 
115 (right). 
 
Figure 115 Rating curves resulting from data of the period 1980-06-26 to 2006-04-11 (left) and data of the period 2007-08-
29 to 2015-05-03 (right). 
6.17 Simme, Latterbach 
There was a large change in the rating during the 2005 floods at this station. Therefore two different 
rating curves were used, for the periods 1990-01-01 to 2005-08-22 and 2007-04-07 to 2014-12-31. For 
the period in-between the 2005 and 2007 floods (2005-08-22 to 2007-04-07) there were large changes 
in the rating relation and not enough data for reliable estimation of uncertainty, this period was 
therefore excluded. A two-section power law curve was used for both periods. The rating curve for the 
earlier period and the 2005 flood event are shown below. 
 
Figure 116 Rating curve for the Simmer at Latterbach and the flood event of August 2005. 
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The rating curve uncertainty estimated for the later period is shown in Figure 117. 
 
Figure 117 Rating curve for Simme, Latterbach 
using the period 2007-04-07 to 2014-12-31. 
7 Jura lakes and the operation of the weir Port in RS Minerve 
Martina Kauzlaric 
In RS Minerve’s representation of the total Aare River system, the most complex and most important 
lake is probably Lake Biel. This is due to its strong interaction with the two neighboring lakes upstream, 
namely Lake Neuchâtel and Lake Morat, in combination with its regulation at the weir in Port. Owing 
to this particular set-up, Lake Biel can have a strong attenuating effect on floods in the Aare River. For 
this reason, and for a better understanding of the results shown in the main report, this chapter 
explains in more detail how the interactions between the three Jura lakes and the Port Weir were 
implemented in RS Minerve. 
Lake Morat and Lake Neuchâtel are connected by the Broye Canal, while Lake Neuchâtel and Lake Biel 
are connected further downstream by the Zihl Canal. In both of these canals, water can flow in both 
directions, depending on the stages of the lakes. The discharge in the canals is determined by the 
magnitude of stage differences. Relationships between stage, stage difference and discharge were 
initially implemented in RS Minerve by digitizing data from a report on extreme floods in the Aare River 
by geo7 et al. (2007). The data in this report were in turn extrapolated by means of 1D stationary 
hydraulic simulations. The digitized relationships were refined with help of linear interpolation, in 
order to have a rules with an interval of 6.25 cm stage. This resulted in 26 rules for the Broye Canal 
and 49 for the Zihl Canal, for both in each flow direction. The outflow of Lake Biel is regulated at the 
Port Weir in Nidau, and the rules for this regulation depend on the water level in the lake as well as on 
the day of the year. These rules were summarized at a monthly time-step, as shown in Figure 118. 
Additional rules have been implemented taking into account the so-called “Murgenthaler Bedingung” 
(Murgenthal constraint), according to which discharge at Murgenthal mustn’t exceed 850 m3/s, as well 
as considering the possibility of either curbing lake outflow in case of retention potential left in the 
lake (stage 429.6–429.8 m a.s.l., discharge at Murgenthal 500–850 m3/s), or increasing outflow in case 
of a high lake stage (stage 429.6–430.35 m a.s.l., discharge at Murgenthal 400–700 m3/s). Between 
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lake stages of 430.2 m a.s.l. and 431.0 m a.s.l., all monthly rules linearly converge towards the capacity 
of the fully open weir, while between 431 and 432 m a.s.l., the water releases coincide with the fully 
open capacity of the Port Weir (see Figure 118). The flood routing in RS Minerve was calibrated with 
results from the hydraulic 2D modelling with BASEMENT v3, as was the discharge flowing downstream 
of the Port Weir with lake stages above 432 m a.s.l. (see red dashed line Figure 118 ). The threshold at 
which the water level reaches the elevation of the surroundings of the weir (around 434 m a.s.l.) is 
reflected in the change from a linear relathionship to an exponential one. 
Figure 118 Operating rules applied at the outlet of Lake Biel in RS Minerve: twelve monthly rules for operation under normal 
to high-water conditions (colored lines), and under flood conditions (dashed red line). 
The interaction of the three lakes and the weir has potentially a quite strong attenuating effect. This 
has been observed in 2005, when more than 450 m3/s flowed back towards Lake Neuchâtel. The 
brilliant engineering of the system is also effective for extreme events, as can be seen in the plateau 
apparent for the outflow of Lake Biel in the simulation results of EXAR. 
8 Exceedance curves for all transfer points 
Daniel Viviroli, Calvin Whealton 
The following Figure 119 shows exceedance curves for all transfer points (Appendix 10.1, Table 2) as 
well as for additional important points represented in the model for the total Aare River system. In 
addition to the simulated annual maximum floods (semi-transparent points), the figures contain the 
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• „BAFU Intervalle“: Estimates of 2-, 10-, 30-, 100-, and 300-yr floods and associated intervals, based 
on gauged discharge and the methods described in Baumgartner et al. (2013). These values 
correspond to extrapolations done by the Federal Office for Environment (FOEN). 
• „BAFU 5 grösste Spitzen“: Top 5 floods on record (FOEN measurement network) with intervals 
estimated from the uncertainty of the fitted distribution displayed in the plot. The green diamonds 
represent a bound of 300 yr return period, beyond which an extrapolation was not feasible. 
• „EPFL Intervalle“: Estimates of the 100-, 1,000-, and 10,000-yr floods with prediction intervals 
according to Asadi et al. (2018). 
• Estimates for historical floods where available. 
The uncertainty bands of simulated annual maximum floods were generated by bootstrap resampling 
with replacement and are intended to be interpreted as a 95% interval. Because bootstrap resampling 
cannot generate values beyond the original series, the narrowing of the interval towards the high 
floods is somewhat artificial. 
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Figure 119 Exceedance plots for all transfer points and additional important points in the total system model. 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
   
124 
Table 9 Summary of all return periods for all TPs. 
 Return Period Floods 
Mean (2.5%-97.5%) [m3/s] 
TP 100-year 1000-year 10000-year 
LacGru 643 (615-660) 953 (905-993) 1354 (1258-1469) 
LorReu 33 (31-34) 50 (47-51) 64 (61-66) 
SSASSB 657 (649-664) 736 (714-762) 862 (816-888) 
SSBSSC 1666 (1592-1729) 2226 (2137-2323) 2826 (2694-2983) 
SSCSSD 859 (851-864) 981 (961-998) 1328 (1243-1409) 
SSDSSE 1267 (1216-1358) 1628 (1540-1793) 1991 (1826-2263) 
SSESSF 1321 (1263-1409) 1703 (1601-1864) 2086 (1905-2374) 
SSFSSG 1381 (1323-1471) 1777 (1684-1932) 2181 (2015-2456) 
SSGSSH 1630 (1575-1710) 2107 (2012-2222) 2522 (2378-2747) 
SSHSSI 2946 (2849-3061) 3708 (3546-3911) 4392 (4164-4763) 
SSIOut 2956 (2886-3043) 3714 (3553-3918) 4404 (4175-4754) 
SSJSSB 1116 (1050-1173) 1566 (1517-1641) 2106 (1989-2291) 
SSKSSD 604 (550-692) 812 (720-958) 1028 (874-1268) 
SSLSSH 891 (866-908) 1035 (998-1062) 1219 (1163-1282) 
SSMSSH 588 (556-617) 753 (688-812) 924 (831-1036) 
ThuSee 583 (579-589) 690 (671-711) 802 (775-826) 
VieSee 424 (418-429) 567 (554-579) 739 (722-762) 
ZueSee 337 (333-344) 435 (416-460) 530 (493-566) 
BieSee 911 (897-924) 1005 (987-1019) 1094 (1083-1106) 
 
Table 10 Details for the data represented in the exceedance plots (Figure 119). 
Site FOEN gauge FOEN gauge 
area [km²] 
Years of historical 
floods considered 
Notes 
SSASSB 2135: Aare-Bern, Schönau 2‘941 -  
SSBSSC 2085: Aare-Hagneck 5‘112 -  
SSCSSD - - 1480; 1852  
SSDSSE - - -  
SSESSF 2063: Aare-Murgenthal 10‘059 1852  
SSFSSG - - -  
SSGSSH 2016: Aare-Brugg 11‘681 1480; 1507; 1852; 1876  
SSHSSI 2205: Aare-Untersiggenthal, Stilli 17‘553 -  
SSIOut 2205: Aare-Untersiggenthal, Stilli 17‘553 - 1 
SSJSSB 2215: Saane-Laupen 1‘862 -  
SSKSSD 155: Emme-Wiler, Limpachmünd. 937 -  
SSLSSH 2018: Reuss-Mellingen 3‘386 -  
SSMSSH 2043: Limmat-Baden, Limmatpr. 2‘394 -  
BieSee 2029: Aare-Bruegg, Aergerten 8‘249 -  
LacGru 2119: Saane-Freiburg 




LorReu 2125: Lorze-Frauenthal 262 -  
ZueSee -- - - 3 
VieSee 2152: Reuss-Luzern, Geissmattbr. 2‘254 -  
ThuSee 2030: Aare-Thun 2‘459 -  
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1 No major tributaries between SSHSSI and SSIOut, so the same gauge is used. 
2 EPFL estimates are for lake outflow. FOEN gauges are directly upstream or substantially 
downstream of the lake outlet, so they can only be compared on the specific discharge axis. Series 
1 is Gauge 2119 and Series 2 is 2160 in the figure. The area for LacGru is 954 km². 
3 Only 5 peak floods calculated as difference of 2099 and 2176 gauges [area = 2174 -343 km²] 
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10.1 IDs of catchments and transfer points 
Table 11 Explanation of IDs for HBV catchments  














EBABuo Engelberger Aa-Buochs 
EmmBur Emme-Burgdorf 
FurWue Furtbach-Würenlos 










































XBRXNW Brienzersee-Zuflüsse Nordwest 
XBRXSE Brienzersee-Zuflüsse Südost 
XGRXXX Greyerzersee-Zuflüsse 
XMUXXX Murtensee-Zuflüsse 
XNEXNW Neuenburgersee-Zuflüsse Nordwest 
XNEXSE Neuenburgersee-Zuflüsse Südost 
XTHXNE Thunersee-Zuflüsse Nordost 
XTHXSW Thunersee-Zuflüsse Südwest 
XVWXNE Vierwaldstättersee-Zuflüsse Nordost 
XVWXSW Vierwaldstättersee-Zuflüsse Südwest 
XZGXXX Zugersee, Zuflüsse 
XZHXNE Zürichsee-Zuflüsse Nordost 
XZHXNW Zürichsee-Zuflüsse Nordwest 
XZHXSE Zürichsee-Zuflüsse Südost und Linthebene 
XZHXSW Zürichsee-Zuflüsse Südwest 
YAAYY1 Aare Restgebiet 1 (Thun bis Bielersee) 
YAAYY2 Aare Restgebiet 2 (Bielersee bis Emme) 
YAAYY3 Aare Restgebiet 3 (Emme bis Rhein) 
YEMYYY Emme Restgebiet 
YLIYYY Limmat Restgebiet 
YREYYY Reuss Restgebiet 
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Table 12 Explanation of IDs for RS nodes.  
 
ID Transfer point and station 
AarAeg Aare at Aegerten 
AarBru Aare at Brugg 
AarThu Aare at Thun 
AarUnt Aare at Untersiggenthal 
BieSee Lake Biel (Total System) 
EmmWil Emme at Wiler 
LacGru Lake Gruyère (Total System) 
LimBad Limmat at Baden 
LorReu Lorze at confluence to Reuss 
ReuLuz Reuss at Luzern 
ReuMel Reuss at Mellingen 
SaaLau Saane at Laupen 
ThuSee Lake Thun (Total System) 
VieSee Lake Lucerne (Total System) 
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Disaggregation of daily observations to an
hourly resolution
Guillaume Evin, Jérémy Chardon,
Benoit Hingray and Anne-Catherine Favre
1 Introduction
Since the fine time scale resolution is absolutely necessary for the application of the hydraulic
models, the meteorological scenarios – and consequently the hydrological scenarios – must
be delivered at an hourly resolution. Daily weather scenarios (precipitation and tempera-
ture) generated by SCAMP and G-Wex must then be disaggregated to an hourly resolution.
This report describes a first version of a disaggregation model which is based on an analog
approach: for each target day and each site, the daily generated weather variables are dis-
aggregated according to the temporal structure of this variable observed for an analogous
day. Analog dates are identified using a distance criterion (e.g. the Root Mean Square Er-
ror, RMSE) which aims to measure the similarity between the observed and generated daily
precipitation fields.
The disaggregation method can also be applied to daily observations and we present a short
evaluation of the precipitation and temperature measurements disaggregated at an hourly
scale.
2 Data
Predictors used to identify the analog dates correspond here to the daily precipitation field
known over a set of Sd sites. Three datasets are used in the following, namely for any given
day d:
• the simulated (possibly observed) daily precipitation fields P̃24d = {P̃
24
s,d}, s ∈ Sd from
SCAMP or G-Wex over a set Sd of daily gauges. These simulated (or observed) weather
variables are available on long periods (e.g. more than 100 years) and have to be disag-
gregated to an hourly resolution,
• The observed daily precipitation fields P24d = {P
24
s,d}, s ∈ Sd at the same set Sd of daily
gauges. We restrict the archive to the time period where observed weather variables at
an hourly resolution have been recorded, d is in the period 1990/01/01 - 31/12/2014,
• The observed hourly precipitation fields P1h = {P
1
s,h}, s ∈ Sh at a set Sh of hourly gauges.
After application of the disaggregation approach, simulated (possibly observed) hourly pre-
cipitation fields P̃1h = {P̃
1
s,h, . . . , P̃
1
s,h}, s ∈ Sd at a set Sd of daily gauges will be obtained.
Similarly to the precipitation fields P, T will denote the temperature fields.
3 Description of the disaggregation method
3.1 Meteorological analog
Let note d, the target day to be disaggregated. The disaggregation of the daily precipitation
amounts available for this day follows two steps:
1
1. A similarity criterion between the target day d and each candidate day d′ is computed.
Analog dates are selected using a distance between P̃24d and P
24
d′ (observed and simu-
lated daily precipitation fields for days d and d′). As a first approach, this distance is
the RMSE (a small RMSE value indicating a strong similarity).
2. The best analog date is then selected.
3.2 Closest hourly stations as a proxy
For a simulated day d, let assume that an analog date d′ has been found in the period 1990-
01-01 to 2014-12-31. The simulated and observed precipitation fields at the daily gauges Sd
are thus considered to be similar. For a given gauge s in Sd, we use the hourly temporal
structure observed for the analog day d′ at this station in order to disaggregate the daily
amount of the target day at this station. When no hourly data is available at a given station
in the analog day d′, we use the temporal structure observed at the closest gauge s′ in Sh
(according to a crossing distance which penalizes the crossing of crests and valleys) where
hourly data are available.
3.3 Temporal structure at an hourly scale
In case of precipitation, the temporal sub-daily structure is taken as the sequence of 24
ratios between the hourly amounts and the corresponding daily amount. The temporal







where h and h′ are the 24 hours that compose days d and d′, respectively. The proportions
πs,h vary between 0 and 1 and
∑
h πs,h = 1.







between the hourly and the corresponding daily average temperatures.
3.4 Disaggregation of the generated scenarios
Finally, the hourly simulated scenarios are simply obtained as:
P̃ 1s,h = πs,h × P̃
24
s,d, (3)
in the case of precipitation, and as:
2
T̃ 1s,h = πs,h + T̃
24
s,d, (4)
in the case of temperature. Figure 1 provides a summary of the whole procedure.
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Figure 1: Illustration of the disaggregation method.
3
4 Application
In this section, we evaluate the properties of the daily observations disaggregated to an hourly
scale using the method described above (i.e. P̃24d are observed daily fields of precipitation
and temperature). The disaggregated values are compared to hourly observations.
4.1 Locations of the closest hourly stations
Because hourly data are usually not available at a given station where daily data has been
measured, we use the temporal structure observed at the closest gauge s′ in Sh (according
to a crossing distance which penalizes the crossing of crests and valleys), where hourly data
are available.
Figure 2 represents the 105 daily gauges in Sd and the 65 hourly gauges Sh selected for
the disaggregation of precipitation data. For each daily gauge, a segment shows the closest
hourly gauge according to the crossing distance. Since there are less hourly gauges than
daily gauges in the study area, the same hourly gauge is often linked to several daily gauges,
which means that the same sub-daily temporal structures will be attributed to these daily
gauges.
Figure 3 represents the 26 daily gauges in Sd and the 67 hourly gauges Sh selected for the
disaggregation of temperature data. Compared to precipitation data, less time series area
are available during long periods (e.g. 1930-2014) and the density of hourly gauges is higher
than daily gauges. Furthermore, for most of the daily gauges, hourly gauges are available at
the same location.
4.2 Comparison of the daily observations disaggregated
at an hourly scale and hourly observations
For the period 1930-1989, the observed daily fields have been disaggregated according to the
method described above. An analog day is searched in the period 1990-2014 according to
the meteorological analogy, and we retrieve the temporal structure from the closest hourly
gauge.
For some stations, hourly precipitation data are available before 1990 at the same stations
than the daily gauges. The differences between hourly observations and disaggregated values
can thus be used to evaluate the effect of the meteorological analogy only.
Figure 4 represents the distributions of the non-zero differences of hourly precipitation values
during the period 1970-1989. The boxes indicate that 50% of these differences lie between
-0.5mm and 0.5mm, approximately, and the whiskers show that 95% of the differences are
between -3mm and 3mm. Figure 5 shows the distributions of the differences for the temper-
ature during the same period. We see that 50% of the differences are in the interval [−2, 2]
degrees, approximately, and that 95% of the differences are in the interval [−4, 4] degrees.
Obviously, these differences can be larger, and can reach 40 mm for the precipitation and
15 degrees for the temperature. For the period 1990-2014, the meteorological analogy is not
























































































































































































































































































































































Figure 2: Hourly gauges taken as a proxy for the disaggregation of the precipitation simulated
at the daily gauges.
the both precipitation and temperature, we select one station for which the differences are
the largest, mainly due to the distance between the station where we apply the disaggregation
method and the closest hourly gauge. The difference between the temporal structures thus
indicate the impact of this distance.
Figure 6 shows the sub-daily temporal structures of observed hourly precipitation at the
stations ’THU’ at Thun (’Obs. 1H’), where daily observations are disaggregated, and ’BER’
at Bern where hourly observations provide the temporal structure for the disaggregation
(’Disag. 1H’). The two stations are located at a distance of approximately 28km. We can
see that the largest differences often occur when there is an intense and short precipitation
event. There is usually a lag of 1-2 hours between the peaks of these events at the two
stations (e.g. on the 2013-07-18). Less frequently, the maximum intensities of this event are
very different at the two locations (e.g. on the 2014-07-26).
Figure 7 shows the sub-daily temporal structures of temperature for stations ’LAG’ at Lang-
nau (’Obs. 1H’) and ’NAP’ at Napf (’Disag. 1H’), which are located at a distance of
approximately 12km and at elevations of 745m and 1403m, respectively. For some days (e.g.
’2013-12-02’, ’2012-02-08’), the temperatures have increased at Napf during the evening,
which contrasts with the colder temperatures at Langnau. These higher temperatures at
a higher elevation are explained by anticyclones over Switzerland which result in a stable
weather. Warm air coming from North-East produces a sharp increase of the temperature




























































































































































































Figure 3: Hourly gauges taken as a proxy for the disaggregation of the temperature simulated
at the daily gauges.











Figure 4: Boxplots of non-zero differences between disaggregated precipitation values and
hourly observations for the period 1970-1989.
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Figure 5: Boxplots of differences between disaggregated temperature values and hourly ob-
servations for the period 1970-1989.
the daily cycle of temperatures is very pronounced at Langnau, which is typical of stable
atmospheric situations at the beginning of the spring. At higher elevations, this large dif-
ferences of temperature between nights and days are not present, which explain why the
temperatures are almost constant at Napf.
These differences in the sub-daily temporal structures at close locations clearly highlight
the large spatial variations of precipitation and temperature for these fine time scale. The
performances of the disaggregation method are thus inherently limited by the density of
gauge networks.
7


































































































































































































Figure 6: Examples of different sub-daily temporal structures of precipitation during the
period 1990-2014, at the stations ’THU’ (Obs. 1H) and ’BER’ (Disag. 1H).
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Figure 7: Examples of different sub-daily temporal structures of temperature during the
period 1990-2014, at the station ’LAG’ (Obs. 1H) and ’NAP’ (Disag. 1H).
9
4.3 Comparison between areal observations and areal
values obtained from disaggregated observations
For each sub-catchment, areal estimates are computed with the Thiessen Polygon method.
Here we denoted areal precipitation and temperature values at an hourly scale, obtained
from the disaggregated observations, by P̃1h and T̃
1
h , respectively.
For the sake of comparison, we also compute areal estimates directly from observed data,
using all the available stations during the period 2009-2013. As can be seen in Figures 8 and 9,
the gauge networks are dense during this period, although the number of stations in operation
vary. In comparison, the density of daily gauges where the disaggregated observations are
computed is not as dense, especially for temperature.
Figures 10 and 11 compare these two products:
• areal estimates directly computed from hourly observations P1h and T
1
h ,
• areal estimates computed from daily observations disaggregated at an hourly scale P̃1h
and T̃ 1h .
Both products are computed from a limited number of stations and the differences between
the two products mainly indicate the difference between the daily and hourly gauge networks.
Figure 10 shows that the 90th percentile of absolute deviations between P1h and P̃
1
h do not
exceed 0.2mm/h for most of the catchments. For a few catchments, either daily or hourly
gauges are distant and explain these discrepancies. For temperature, Figure 10 shows that
the 90th percentile of absolute deviations between T 1h and T̃
1
h are below 4 degrees for most
of the catchments.
5 Refinements of the disaggregation method
The disaggregation method presented is a first benchmark model and several options could
be investigated to improve this version. For temperature, the selection of the closest hourly
gauge could be modified, for example by penalizing strongly difference of elevations between
the stations. The inclusion of other predictors such as the daily temperature field or a pre-
selection of the analog dates based on a seasonal filter or an atmospheric circulation models
could also be considered.
10

























































































































































































































































































































Figure 8: Complete network of hourly gauges for precipitation data (red dots) to be compared
to the daily gauges where observations have been disaggregated (black dots).





























































































































































Figure 9: Complete network of hourly gauges for temperature data (red dots) to be compared
to the daily gauges where observations have been disaggregated (black dots).
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Figure 10: 90th percentile of absolute deviations between hourly areal precipitation obser-
vations computed from the daily gauges (disaggregated at an hourly scale) and the hourly
gauges.



























Figure 11: 90th percentile of absolute deviations between hourly areal temperature obser-
vations computed from the daily gauges (disaggregated at an hourly scale) and the hourly
gauges.
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Stochastic generation of multi-site daily precipitation focusing on
extreme events
Guillaume Evin1, Anne-Catherine Favre1, and Benoit Hingray1
1Univ. Grenoble Alpes, CNRS, IRD, Grenoble INP*, IGE, F-38000 Grenoble, France
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Abstract. Many multi-site stochastic models have been proposed for the generation of daily precipitation, but they generally
focus on the reproduction of low to high precipitation amounts at the concerned stations. This paper proposes significant
extensions to the multi-site daily precipitation model introduced by Wilks in the aim of reproducing the statistical features of
extremely rare events (in terms of frequency and magnitude) at different temporal and spatial scales. In particular, the first
extended version integrates heavy-tailed distributions, spatial tail dependence, and temporal dependence in order to obtain a5
robust and appropriate representation of the most extreme precipitation fields. A second version enhances the first version
using a disaggregation method. The performance of these models is compared at different temporal and spatial scales on a
large region covering approximately half of Switzerland. While daily extremes are adequately reproduced at the stations by all
models, including the benchmark Wilks version, extreme precipitation amounts at larger temporal scales (e.g. 3-day amounts)
are clearly underestimated when temporal dependence is ignored.10
1 Introduction
Stochastic precipitation generators are often employed in risk assessment studies to estimate the return periods of very rare
flooding events (e.g. 10,000-year events). The observed series of streamflows are too short to produce reliable estimations of
very rare and large floods. Typically, extreme hydrological events can be reproduced using long series of simulated precipitation
data as input to hydrological models (Lamb et al., 2016).15
In the last two decades, a number of precipitation models have been proposed to deal with the temporal and spatial properties
of daily precipitation, for both intermittency and amount, and all have different strengths and weaknesses. Many of these
models use exogenous variables to predict the statistical properties of precipitation using generalized linear models (Chandler
and Wheater, 2002; Mezghani and Hingray, 2009; Serinaldi and Kilsby, 2014b), atmospheric analogs (Lafaysse et al., 2014),
or modified Markov models (Mehrotra and Sharma, 2010). Introducing a link between exogenous atmospheric variables can20
be used to reconstruct past events, make predictions, or downscale GCM-based simulations of future climate. Such models
are classically referred to as statistical downscaling models (see Maraun et al., 2010, for a review). Closely related to this
approach, weather ‘types’ or ‘regimes’ (Ailliot et al., 2015) can be used to specifically account for different atmospheric
*Institute of Engineering Univ. Grenoble Alpes
1
circulation patterns. Using Hidden Markov Model (HMM) with transitions between these weather states, stochastic weather
generators can then simulate various aspects of the precipitation process (Rayner et al., 2016).
Alternatively, purely stochastic precipitation models can be used. These can be broadly classified into three main types:
– Resampling methods: The stochastic generation of precipitation fields can be performed using resampling techniques
such as the K-nearest neighbors (Buishand, 1991; Yates et al., 2003). Unobserved precipitation amounts can be obtained5
using perturbation techniques (Sharif and Burn, 2007).
– Random fields: Spatio-temporal precipitation models can simulate precipitation fields over a regular grid. This approach
is particularly useful for hydrological applications, since areal precipitation values over a basin are obtained directly.
Poisson cluster-based models (Burton et al., 2008, 2010; Leonard et al., 2008; McRobie et al., 2013) randomly simulate
rain disk cells, with random centers, radius and intensity, over the study area. Meta-Gaussian models (Vischel et al.,10
2009; Kleiber et al., 2012; Allard and Bourotte, 2015; Baxevani and Lennartsson, 2015; Bennett et al., 2017) are based
on truncated and transformed random Gaussian fields. Closely related, the turning band method can be used to simulate
intermittent precipitation fields with different type of advection (Leblois and Creutin, 2013). These model structures are
appealing since they are able to simulate realistic precipitation fields at fine spatial scales. However, their complexity
leads to numerous technical issues during parameter estimation and simulation, notably in terms of computational cost.15
Moreover, they are usually unable to represent large regions comprising very distinct precipitation regimes.
– Statistical multi-site models: In this last type of weather generator, the properties of precipitation are directly fitted at a
limited number of stations using different statistical structures. This type of generator preserves the inter-dependency be-
tween all pairs of stations, even when the area under study exhibits different precipitation regimes. Bárdossy and Pegram
(2009) and Rasmussen (2013) combine a multivariate autoregressive process and transformations (V-transform, power20
transformation) to simultaneously model precipitation occurrence and amount. More precisely, with these models, trans-
formed precipitation amounts follow truncated distributions. Alternatively, Wilks (1998) proposes a multi-site model
in which precipitation occurrence and amount are handled separately. Several extensions to this popular structure have
been proposed in the literature. Thompson et al. (2007) reformulate the Wilks model as a hidden Markov model, inferring
three precipitation states (’dry’, ’light’ and ’heavy’). Mehrotra and Sharma (2007b) apply semi-parametric techniques25
to add more flexibility to the spatial structure of precipitation occurrence and amount. Srikanthan and Pegram (2009)
propose a modified version in which daily, monthly and annual amounts are nested such that precipitation statistics are
preserved for all these levels of aggregation.
Mehrotra et al. (2006) compare three different precipitation models, the Wilks model, a HMM and a resampling approach,
and provide strong arguments in favor of the Wilks model in terms of performance, computation time, model, and level of30
complexity of the model structure. Furthermore, as indicated above, this model offers a flexible structure which can be applied
to a large number of stations with very different precipitation regimes (like in mountainous areas). This paper presents several
significant extensions of the Wilks precipitation model, referred to as GWEX versions, which will be used to generate long sce-
narios. These extensions aim at fitting the most extreme precipitation amounts at different temporal (1-day and 3-day amounts)
2
and spatial scales. Novel components are thus introduced in GWEX, including robust estimation methods (regionalization
methods) for critical parameters impacting directly on the behavior of extreme precipitation at each station. Also included are
recent advances in the choice of the marginal distributions for daily precipitation amounts. Using 15,029 long daily precipita-
tion records (> 50 years) from around the world, Papalexiou et al. (2013) conclude that heavy-tailed distributions are generally
in better agreement with observed precipitation extremes. Follow-up studies (Papalexiou and Koutsoyiannis, 2013; Serinaldi5
and Kilsby, 2014a) apply extreme value theory to annual maxima and “peaks over threshold" (POTs) of a large subset of these
records and confirm that extreme daily precipitation is not adequately represented by light-tailed distributions. Based on sta-
tistical tests on 90,000 station records of daily precipitation, Cavanaugh et al. (2015) also come to the same conclusion. These
findings have important implications for precipitation models:
– Light-tailed distributions such as exponential, Gamma, and Weibull distributions, which are applied in the vast majority10
of the existing precipitation models, often lead to an underestimation of extreme daily precipitation amounts.
– While non-parametric densities with Gaussian kernels (Mehrotra and Sharma, 2007a, 2010) offer the flexibility to fit the
observed range of precipitation amounts, their tail also belongs to the domain of attraction of the Gumbel distribution
and suffers from the same drawbacks.
Alternatively, current statistical procedures consisting in fitting a flexible distribution to the bulk of the observations and15
using it for extrapolation are highly questionable, as major assumptions are usually violated (Klemeš, 2000a, b). Since the tail
of the distribution on precipitation amounts at each station will dictate the generation of the most extreme precipitation events,
important features of GWEX are:
– application of a heavy-tailed distribution to precipitation amounts at each station (Naveau et al., 2016),
– determination of robust estimates of the shape parameter of this distribution, which indicates the heaviness of the tail,20
using a regionalization approach, as in Evin et al. (2016).
Furthermore, following Bárdossy and Pegram (2009), GWEX also employs the copula theory to introduce a tail dependence
between the precipitation amounts simulated at the different stations. The second version of the GWEX model includes a
disaggregation method, the observed precipitation amounts being fitted at a 3-day scale in a first step. This paper compares the
performance of the different model versions and assesses the impact of the different statistical components (e.g. heavy-tailed25
distribution, tail dependence, etc.).
We first describe the study area in Section 2. The features of different multi-site precipitation models are then described in
Section 3. The evaluation framework, presented in Section 4, aims at assessing the performance of these models at different
spatial and temporal scales. Section 5 presents an application of these daily precipitation models to 105 stations located in
Switzerland, with a summary of the results focusing on the reproduction of extreme events. Finally Section 6 presents our30
conclusions.
3
2 Data and study area
The Aare River basin covers the northern part of the Swiss Alps and has an area of 17,700 km2. Basin elevations approximately
range from 310 m.a.s.l. in Koblenz (entrance to Germany in the north) to 4270 m.a.s.l. at the Finsteraarhorn summit (in the
south of the basin). The mean annual precipitation for the basin as a whole is 1300 mm. The basin can be divided into five
main sub-basins with different hydrometeorological regimes highly governed by regional terrain features (Jura mountains in5
the north-west; Northern Alps in the south of the basin and lowlands in the middle).
Figure 1 shows the location of the 105 precipitation stations used for the development and evaluation of weather generators.
Located within or close to the Aare River basin, they correspond to the stations for which long daily time series of observations
with less than 3 years of missing data are available over the period 1930-2014. The 105 precipitation stations cover relatively
well the Aare River basin.10
The proposed precipitation models are designed to simulate, via a conceptual hydrological model, flood scenarios for the
whole Aare River basin and for its different sub-basins. For Switzerland, Froidevaux et al. (2015) show that the generation of
floods is mainly influenced by areal precipitation amounts accumulated over short periods (e.g. 1 to 3 days). These results are
obtained by analyzing a wide variety of basins, their areas ranging from 10 km2 to 12,000 km2. Therefore, the properties of the
weather scenarios must be evaluated at different spatial and temporal scales, from the high resolutions required to simulate the15
hydrological behavior of the system (e.g. sub-daily, 100 km2) to lower resolutions relevant at the scale of the entire basin (e.g.
n-days, 17,700 km2). In this study, the performance of the different precipitation models is evaluated at the station scale, at the
scale of 15 and 5 sub-basins partitioning the Aare River basin, and at the scale of the entire study area (see Section 5). Note
that for those evaluations, areal estimates of precipitation are obtained from the precipitation amounts at the stations using the
Thiessen polygon method.20
3 Multi-site precipitation model
As indicated above, GWEX refers to multi-site precipitation models that rely strongly on the structure proposed by Wilks
(1998). At each location k, let Pt(k) be a random variable representing the accumulated precipitation over day t. The structure








0, if day t is dry at location k.
1, if day t is wet at location k.
(1)
Precipitation amount Pt(k) is then defined as:
Pt(k) = Yt(k)Xt(k) (2)
where Yt(k) is a random variable describing the non-zero precipitation amounts. Non-zero precipitation amounts Yt(k) are
thus modeled independently of precipitation occurrences Xt(k), which act as a mask.30
4
Figure 1. Location of the 105 precipitation stations in Switzerland. Different partitions of the Aare River basin into 5 and 15 sub-basins are
shown.
3.1 Precipitation occurrence process
3.1.1 At-site occurrence process
At each location, the temporal persistence of dry and wet events is introduced with a p-order Markov chain model for Xt(k)
so that:
Pr{Xt(k) = 1|Xt−1(k), . . . ,X1(k)}= Pr{Xt(k) = 1|Xt−1(k), . . . ,Xt−p(k)}, (3)5
i.e. the probability of having a wet day at time t depends only on the p previous states, for days t− 1, . . . , t− p. While many
authors suppose that a first-order Markov is sufficient (e.g. Wilks, 1998; Keller et al., 2015), Srikanthan and Pegram (2009)
apply a 4-order Markov chain and show that it improves the reproduction of dry/wet period lengths. In this study, different
orders for this Markov chain are considered.
5
At each site, the probability of having a wet day at day t is given by the transition probability Pr{Xt(k) = 1|Xt−1(k) =
i1, . . . ,Xt−p(k) = ip}, where i1, . . . , ip are equal to 0 or 1. This Markov chain is thus fully characterized by a transition matrix
Π with dimension 2p.
3.1.2 Spatial occurrence process
The spatial dependence of the precipitation states Xt(k) is modeled using an unobserved Gaussian stochastic process Ut =5
{Ut(1), . . . ,Ut(K)}, where K is the number of stations. Here, Gaussian random variables Ut(k),k = 1, . . . ,K, are temporally
independent and Ut follows a multivariate normal distribution:
Ut ∼N(0,ΩX), (4)
where ΩX = {ωkl} is a positive-definite correlation matrix. At any location k, the precipitation state Xt(k) is assumed to be
completely determined by Ut(k) and the previous p states at the same location. Specifically, if Xt−1(k) = i1,. . . ,Xt−p(k) = ip,10











where Φ[.] indicates the standard Gaussian cumulative distribution function.
Let ρkl = Corr(Xt(k),Xt(l)) denote the inter-site correlation between the states Xt(k) and Xt(l). Following Srikanthan








where π0(s) = Pr{Xt(s) = 0} and π1(s) = Pr{Xt(s) = 1} denote the probabilities of having dry and wet states at location
s, respectively, and π00(k, l) = Pr{Xt(k) = 0,Xt(l) = 0} denotes the joint probability of having dry states at both locations k
and l.
The relationship between ωkl and ρkl is not direct since the temporal persistence of dry and wet events introduced at each20
station with a Markov chain also influences ρkl (Wilks, 1998). Figure 2 illustrates this relationship, obtained for the month of
July via Monte-Carlo simulations, for two close stations, GOS and ANT. In a first step, transition probabilities with a Markov
chain of order 4 are estimated for these two stations. Given these transition probabilities, stochastic simulations of occurrence
are then generated for different values of ωkl, leading to different values of ρkl. Since this relationship is monotonic (see Fig.
2), it can be used to identify the value ωkl leading to a specific ρ̂kl, namely the empirical value obtained from the observed25
time series of occurrence. The estimate of ωkl is found by iterating until the evaluation of the correlation between the simulated
precipitation states, ρkl, matches ρ̂kl. Note that a very high value for ρ̂kl cannot always be reached, even if ωkl = 1. This is
however a situation which rarely occurs in practice.
6


















Figure 2. Illustration of the relationship between ωkl and ρkl for the month of July and for stations GOS and ANT. A Markov chain of order
4 is considered in this example. The correlation between the observed states is ρ̂kl = 0.81 and can be reproduced using a bivariate Gaussian
distribution with a correlation parameter of ωkl = 0.98. The maximum correlation ρ which can be obtained if ωkl = 1 is ρMAX = 0.87.
3.2 Precipitation intensity process
Given the occurrence of precipitation Xt(k) at different locations k, GWEX models generate the amounts of precipitation
Yt(k) using:
– marginal heavy-tailed distributions,
– a tail-dependent spatial distribution,5
– an autocorrelated temporal process.
3.2.1 Marginal distributions
At a given location k, daily precipitation has often been modeled by light-tailed distributions: exponential and Weibull dis-
tributions (Bárdossy and Pegram, 2009); gamma distributions (Srikanthan and Pegram, 2009; Mezghani and Hingray, 2009);
mixture of exponential distributions (Wilks, 1998; Keller et al., 2015); mixture of gamma distributions (Chen et al., 2014).10
7
However, as shown by many recent studies on a very large number of daily precipitation series (Papalexiou et al., 2013; Seri-
naldi and Kilsby, 2014a; Cavanaugh et al., 2015), exponentially decaying tails often result in a severe underestimation of
extreme event probabilities. The introduction of a heavy-tailed distribution is thus crucial for the reproduction of the most
extreme precipitation events (Hundecha et al., 2009).
In this work, the distribution representing the precipitation intensity at each location, Yt(k), is the E-GPD distribution. This5
distribution was first proposed by Papastathopoulos and Tawn (2013) who referred to it as an extended GP-Type III distribution
and has since been shown to adequately model the whole range of precipitation intensities (Naveau et al., 2016). Compared to
other heavy-tailed distributions applied to daily precipitation amounts (e.g. mixtures of GPD and gamma distribution, see Vrac
and Naveau, 2007), the E-GPD is parsimonious and provides a very good compromise between flexibility and stability, which
is an essential feature for extrapolation.10
This distribution can be described by a smooth transition between a gamma-like distribution and a heavy-tailed General-
ized Pareto distribution (GPD). This transition is obtained via a transformation function, G(ν), such that the whole range of



















if ξ 6= 0,
1− e−z if ξ = 0,
(8)
with a+ =max(a,0), is the standard cumulative distribution function of the GPD, σ > 0 is a scale parameter and G(ν) =
νκ,κ > 0. Thus, a 3-parameter set {σ,κ,ξ} needs to be estimated at each station.
3.2.2 Spatial and temporal dependence of precipitation amounts
Spatial and temporal dependence of precipitation amounts is represented using a Multivariate Autoregressive model of order 120
(MAR(1)). A MAR(1) process has been used by different authors (Bárdossy and Pegram, 2009; Rasmussen, 2013) to simul-








The stochastic Gaussian process Zt is assumed to follow a MAR(1) process defined as follows:25
Zt =AZt−1 + ǫt, (10)
where A is a K ×K matrix and ǫt is an innovation term described by a random K × 1 noise vector. The elements of ǫt have
zero means and are independent of the elements of Zt−1. The covariance matrix of ǫt is denoted by ΩZ . Following Bárdossy
8
and Pegram (2009), A is taken to be a diagonal matrix with diagonal elements that are the lag-1 serial correlation coefficients




where M0 is the covariance matrix of Zt, which indicates the degree of spatial dependence between each pair of stations, and
M
′
0 is its transpose.5
Innovations ǫt are often assumed to follow a standard multivariate normal distribution. However, the upper tail dependence
of the multivariate normal distribution is 0, which means that extreme precipitation amounts simulated at the different sites are
not spatially dependent. To introduce a tail dependence between at-site extremes, a possibility is to use a Student copula to
represent the dependence structure of ǫt, providing an additional parameter, ν, related to the tail dependence. Both dependence
structures will be considered in the following.10
3.3 Parameter estimation
3.3.1 Occurrence process
Following Wilks (1998), parameters related to the occurrence process Xt(k) are estimated using the method of moments,
i.e. using the empirical counterparts of the parameters. Observed states are first obtained using a low precipitation threshold
(e.g. 0.2 mm). The matrix Π of transition probabilities are then estimated directly by the proportion of wet days Xt(k) = 115
following observed sequences {Xt−1(k), . . . ,Xt−p(k)}. Concerning the spatial occurrence process, ρ̂kl estimates are obtained
using the empirical counterparts of π00, π0 and π1 (see Eq. 6), which correspond respectively to the proportion of days for
which dry states are observed simultaneously at two locations (π̂00) and to the proportions of dry days π̂0 and wet days π̂1.
The correlation matrix Ω̂X is then composed of the cross-correlations ω̂kl obtained for all possible pairs of stations. If Ω̂X
is not positive-definite, the closest positive-definite matrix is considered (Rousseeuw and Molenberghs, 1993; Rebonato and20
Jaeckel, 2011). Furthermore, the seasonality of the occurrence process is taken into account by estimating these parameters on
a monthly basis.
3.3.2 Intensity process
E-GPD distributions are first fitted to precipitation amounts available at each location k. Local estimations of the GPD tail
exhibiting a lack of robustness, we propose to estimate the ξ parameter of the E-GPD (see Eq. 8) using a regionalization25
method similar to that of Evin et al. (2016), which can be summarized as follows:
1. Following Burn (1990), for each station, a region-of-influence (RoI) is delimited by a circle around the site, the radius
being determined using homogeneity tests. All the stations inside this RoI are then considered homogeneous up to a
scale factor.
2. The ξ parameters are then estimated with the maximum likelihood method using the precipitation observations from all30
the stations inside the RoI.
9
This regionalization method is applied to the precipitation data available from 666 stations in Switzerland, for 4 different
seasons:
– Winter: December, January and February,
– Spring: March, April and May,
– Summer: June, July and August,5
– Autumn: September, October and November.
In this work, the estimation of the ξ parameter is bounded below by 0. When ξ < 0, the E-GPD distribution has an upper
bound. As shown by many recent studies (e.g. Serinaldi and Kilsby, 2014a), negative estimates of ξ are usually due to parameter
uncertainty and are not realistic. The two remaining parameters of the E-GPD, the scale parameter σ and the parameter of the
transformation κ, are estimated from the observations available at that station. Here, we use a method of moments based on10
probability weighted moments (see Naveau et al., 2016, for further details).
Concerning the spatial and temporal dependence of precipitation amounts, direct estimates of M0 and A cannot be obtained
since non-zero precipitation amounts Yt(k) are not observed. Here, we follow the methodology proposed by Wilks (1998) and
Keller et al. (2015). For each pair of stations, we generate long sequences of precipitation amounts Pt(k) using the estimated
parameters of the occurrence process (Π̂ and ω̂kl), the parameters of the marginal distributions and a correlation coefficient15
m0(k, l) indicating the degree of spatial dependence. Similarly to the occurrence process, m̂0(k, l) is then found iteratively
by matching the correlation between these long random streams with the observed correlation Corr(Pt(k),Pt(l)) (see Wilks,
1998; Keller et al., 2015, for further details). The correlation matrix M̂0 is then composed of the cross-correlations m̂0(k, l)
obtained for all possible pairs of stations. For each station, the estimates of the lag-1 serial correlation coefficients of the matrix
A are obtained using the same simulation approach.20
The matrix Ω̂Z , i.e. the estimate of the covariance matrix of the innovations ǫt, is then obtained using Eq. 11. Since Ω̂Z
is not necessarily positive-definite (see Eq. 11), the closest positive-definite matrix is taken as the covariance matrix of ǫt if
necessary. Given Ω̂Z , the parameter ν is estimated by maximizing the likelihood, as described in McNeil et al. (2005, Section
5.5.3.).
Similarly to the occurrence process, the seasonal aspect of the precipitation intensity is taken into account by performing the25
parameter estimation for each month, on a 3-month moving window.
3.4 Model versions
Different versions of the proposed multi-site precipitation model are considered in this paper, each corresponding to different
extensions of the Wilks model. A flowchart summarizing the increasing complexity of these models is presented in Figure 3.
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3.4.1 Wilks
A first benchmark version of the multi-site model, referred to here as ‘Wilks’, is considered. It closely matches the multi-site
model proposed by Wilks (1998). In particular:
– The at-site occurrence process is a Markov chain of order 1.





















The parameters w, β1 and β2 are estimated using the Expectation-Maximization (EM) method (Dempster et al., 1977).
– Precipitation amounts are not considered to be temporally correlated, i.e. the matrix A in Eq. (10) is a zero matrix.
Furthermore, innovations ǫt follow a standard multivariate normal distribution and represent the spatial correlations.10
3.4.2 Wilks_EGPD
A modified Wilks version is considered, for which the at-site occurrence process is a Markov chain of order 4 and the mixture
of exponential distributions is replaced by the E-GPD distribution. As indicated above, Srikanthan and Pegram (2009) show
that a 4-order Markov chain improves the reproduction of dry/wet period lengths. This direct extension of the Wilks model is
used to illustrate the impact of using a Markov chain of order 4 compared to order 1. Differences in performance between a15
heavy-tailed distribution (E-GPD) and a low-tailed distribution (mixture of exponentials) will be highlighted.
3.4.3 GWEX
The initial GWEX model has the following characteristics:
– The at-site occurrence process is a Markov chain of order 4.
– The marginal distribution for precipitation amounts is the E-GPD distribution.20
– Precipitation amounts follow a MAR(1) process with innovations modeled by a Student copula.
3.4.4 GWEX_Disag
In this paper, an alternative version, referred to as GWEX_Disag, is also proposed. GWEX_Disag is applied to 3-day precipi-
tation amounts and has the same characteristics as GWEX, except that:
– The at-site occurrence process is a Markov chain of order 1.25
– A threshold of 0.5 mm separates dry and wet states.
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With GWEX_Disag, daily scenarios are first generated at a 3-day scale and then disaggregated at a daily scale using a method
of fragments (e.g. Wójcik and Buishand, 2003). Simulated 3-day amounts are disaggregated using the temporal structures of
the closest observed 3-day amounts, in terms of similarity of the spatial fields. The same observed 3-day sequence is thus used
to disaggregate the 3-day amounts simulated at the 105 stations, which ensures the spatial coherence of these disaggregated
amounts. Details of the disaggregation method are provided in Appendix A. Compared to GWEX, GWEX_Disag offers the5
following advantages:
– 3-day precipitation amounts are directly modeled and have a better chance to be adequately reproduced,
– the disaggregation of 3-day precipitation amounts creates an inherent link between the occurrence and the intensity
processes. For very extreme precipitation events, we can expect these processes to be dependent (higher chance to be in





.Markov chain of order 4 for the 
transitions between dry & wet states
.The E-GPD is the marginal distrib.
of precipitation amounts
Temporal dependence is introduced
with a MAR(1) process. Innovations
are modeled with a Student copula
. GWEX is applied to 3-day prec.
amounts
. Simulated 3-day amounts are
disaggregated at a daily scale
Figure 3. Flowchart of the different model versions. The differences between the models are summarized inside green boxes.
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4 Multi-scale evaluation
The proposed stochastic models intend to preserve the most critical properties of precipitation at different spatial and temporal
scales, especially extreme precipitation amounts. For hydrological applications, it can be assumed that a precipitation model
preserving these properties has a better chance of adequately reproducing flood properties for small sub-basins as well as
for large basins. This statement is supported by empirical evidence provided by Froidevaux (2014) and Froidevaux et al.5
(2015) for our study area (i.e. Switzerland). Using 60 years of gridded precipitation data, Froidevaux et al. (2015) show that,
in Switzerland, high discharge events are usually triggered by meteorological events with a duration of several days, in late
summer and autumn. Typically, the 2-day precipitation sum before floods is most correlated with flood frequency and flood
magnitude.
The performance of the different multi-site precipitation models is thus assessed for multiple spatial and temporal scales. We10
investigate whether or not the statistical properties of precipitation data are adequately reproduced at the scale of the stations
and for different partitions of the Aare River basin (see Figure 1). In order to achieve this, 100 daily precipitation scenarios are
generated, each scenario having a length of 100 years.
For the different evaluated statistics, performance is categorized according to the comprehensive and systematic evaluation
(CASE) framework proposed by Bennett et al. (2017). The CASE framework enables a systematic comparison of stochastic15
models and offers a consistent way of computing the performance metrics, which is important in order to obtain a fair assess-
ment of the strengths/weaknesses of the different model versions. This approach consists in assigning one of three categories:
‘good’, ‘fair’ and ‘poor’ performance, to each metric, according to the agreement between the observed metric and the sim-
ulated metrics computed from the 100 scenarios. Table 1 summarizes the tests leading to each performance category. ‘Good’
performance is obtained when the observed metric is inside the 90% probability limits of the 100 simulated metrics (case 1). It20
indicates that simulated metrics are in good agreement with the observed metric. However, an observed metric can obviously
lie outside these limits without necessarily indicating a failure of the model. In this case, ‘fair’ performance may assigned if
either of the following two rules is satisfied:
1. Case 2: The observed metric is outside the 90% probability limits but within three standard deviations of the simulated
mean, which corresponds to the 99.7% probability limits if we assume that the uncertainty in the statistics is normally25
distributed. This case covers the situation where we could expect that the observed metric is outside the 90% limits due
to sampling uncertainty.
2. Case 3: The absolute relative difference |(Sobs − S̄sim)/Sobs| between the observed metric Sobs and the mean of the
simulated metrics S̄sim is 5% or less. If the variability of the simulated metrics is very small, it can happen that the
observed metric lie outside the 99.7% limits without being too far from the simulated mean in terms of relative difference.30
Otherwise, we consider that performance is ‘poor’, indicating that the model fails to reproduce this particular statistical
property.
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In summary, ‘good’ performance represents cases for which the observed metric is clearly well reproduced by the model,
whereas ‘fair’ performance indicates a reasonable match between the observed and the simulated metrics. The number of
metrics for which ‘poor’ performance is obtained is thus the first criteria indicating the overall performance of a model.




‘good’ Observed metric inside 90% limits (case 1)
‘fair’
Observed metric outside 90% limits but within the 99.7%
limits (case 2) OR absolute relative difference between the
observed metric and the average simulated metrics is 5% or
less (case 3)
‘poor’ Otherwise (case 4)
For illustration purposes, we also present the results of the evaluation for three precipitation stations corresponding to
different hydrological regimes (see Table 2). Figure 1 shows the 3 (out of 105) selected precipitation stations. Station ANT (at5
Andermatt) is located in a glacial basin, station GLA (at Glarus) in a nival basin and station MUR (at Muri) in a pluvial basin.






Glacial > 1900 summer
showers + snow
melt
Nival 1200− 1900 summer, spring
showers, long
rain
Pluvial < 1200 summer long rain
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5 Results
This section presents the results of the multi-scale evaluation framework (see Section 4) for several metrics related to the
occurrence process of the precipitation events, daily amounts, and precipitation extremes. Summary assessments are provided,
with several statistics provided for all the spatial scales of interest.
The precipitation observations are split into two sets: (1) 45 years randomly chosen among the period 1930-2014 are used5
to estimate the parameters and (2) the 40 remaining years are used to evaluate the performance of the models. This separation
between an estimation set and a validation set is crucial to test the ability of the model to adequately represent the statistical
properties of events which have not been used during the fitting procedure. In this study, the multi-scale evaluation is only
applied to the 40-year validation set.
5.1 Parameter estimation and generation of scenarios10
The different model parameters are estimated with the 45-year estimation set of observations, following the methodology
described in section 3.3, except for the ξ parameter of the E-GPD which is estimated using all available precipitation data in
Switzerland. This approach ensures that robust estimates are obtained for this parameter, which is crucial in our context since
extreme simulated precipitation amounts are highly sensitive to the ξ parameter.
For GWEX, the estimation of the ξ parameter is performed at a daily scale. In order to highlight spatial patterns of ξ over15
Switzerland, we show the maps of the interpolated parameter estimates in Figure 4. Fat tails are obtained in the southern and
eastern parts of the Aare River basin, particularly during spring and summer seasons. In the south of Switzerland, a region
with high estimates (ξ ∼ 0.2), highlighted in red, is obtained for the summer and autumn seasons. These high ξ estimates are
consistent with the presence of strong convective storms in this mountainous region during this period of the year (Rudolph
and Friedrich, 2012).20
For GWEX_Disag, the regionalization method is applied at a 3-day scale (see Figure 5). The resulting estimates are similar
to the ones obtained at a daily scale. However, note that the very high estimates obtained during the summer season at a daily
scale are lower at a 3-day scale. This seems to confirm the interpretation of these high ξ estimates, i.e. the relationship between
summer convective storms and high ξ estimates is not as strong at a 3-day scale, since storms of this type usually have a shorter
duration. Note that non-zero ξ estimates in Figures 4 and 5 (in green, yellow and red) indicate that low-tailed distributions lead25
to an underestimation of extreme precipitation in these regions.
Figure 6 compares empirical and fitted distributions (mixture of exponentials and E-GPD) at a daily scale, for three il-
lustrative stations and for the months of January, April, July and October. Both distributions fit the observed precipitation
amounts reasonably well. Concerning the highest precipitation intensities, it is hard to draw conclusions on a significant
over/underestimation. Indeed, local assessments of precipitation extremes are often inconclusive due to insufficient information30
on the distribution tails (Papalexiou and Koutsoyiannis, 2013).
15
Season 1: DEC, JAN, FEB Season 2: MAR, APR, MAY








Figure 4. Regionalized ξ parameters at a daily scale, for the different seasons. Here, we present the spatial interpolation of at-site estimates
for a better readability of their variability.
For each multi-site precipitation model investigated in this paper (Wilks, Wilks_EGPD, GWEX and GWEX_Disag), we
generate 100 daily precipitation scenarios with these parameter estimates, each scenario having a length of 100 years. These
scenarios are compared to the precipitation observed for the 40-year validation period.
5.2 Occurrence process
The monthly number of wet days obtained from observed and simulated precipitation data are compared in Figure 7. The5
average number of wet days is adequately reproduced by all models, with approximately 30% of cases with ‘poor’ perfor-
mance. These ‘poor’ performance cases seem to occur mainly during the winter and spring seasons. The standard deviation
of the monthly number of wet days indicates the inter-annual variability of this metric. While the magnitudes of the standard
deviations from the simulated precipitation roughly match the corresponding observed standard deviations, it seems that the
highest observed variabilities are underestimated by all the models, most markedly by the Wilks model.10
16
Season 1: DEC, JAN, FEB Season 2: MAR, APR, MAY








Figure 5. Regionalized ξ parameters at a 3-day scale, for the different seasons. Here, we present the spatial interpolation of at-site estimates
for a better readability of their variability.
Figures 8 and 9 show the distributions of observed and simulated dry and wet spells, respectively, for the three illustra-
tive stations. Concerning the distributions of dry spell lengths, the Wilks_EGPD, GWEX and GWEX_Disag models lead to
adequate performance, the performance being classified as ‘good’ in 48%, 48% and 49% of the cases, respectively. The per-
formance of the Wilks model is slightly lower because of an imprecise reproduction of the frequency of the shortest dry spells.
This difference in performance is explained by the order of the Markov chain used to simulate the transitions between dry and5
wet states, which is the only difference between the occurrence processes of Wilks and Wilks_EGPD or GWEX. The 4-order
Markov chain of the Wilks_EGPD and GWEX models seems to provide a more adequate representation of these transitions
than the first-order Markov chain of the Wilks model, confirming previous findings (Srikanthan and Pegram, 2009).
The frequencies of wet spell lengths are adequately reproduced by the Wilks, Wilks_EGPD and GWEX models, with more
than 50% of ‘good’ performance. The lower overall performance of GWEX_Disag for this metric is due to a slight underesti-10
mation of the longest wet spells for some stations (which is however not the case for the stations shown in Fig. 9).
17
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Figure 6. Empirical and fitted distributions (dashed curves for mixture of exponentials and solid curves for E-GPD) at a daily scale, for the
three illustrative stations and for the months of January, April, July and October.
5.3 Inter-site correlations of precipitation amounts
Figure 10 compares observed and simulated inter-site correlations for the different model versions. Unlagged cross-correlations,
which represent the spatial dependence, are close to the 1:1 diagonal line, as expected given that these correlations are explicitly
taken into account by all model versions. However, a slight underestimation can be observed, especially concerning correla-
tions above 0.8. This underestimation is a side-effect of the transformation applied to obtain a positive-definite matrix (see5
section 3.3).
An adequate reproduction of lag-1 inter-site correlations is important for the reproduction of persistent precipitation events.
Simulated lag-1 cross-correlations are close to 0 for the Wilks and Wilks_EGPD models, as expected given that these versions
ignore the temporal dependence. Consequently, these two model versions significantly underestimate observed lag-1 cross-
correlations, which range between 0 and 0.4. Concerning GWEX, lag-1 serial autocorrelations at the stations (black points in10
the bottom plots) are perfectly aligned along the 1:1 line, as expected given that they are explicitly fitted by the MAR(1) process.
Simulated and observed lag-1 cross-correlations are roughly in agreement, though the largest observed cross-correlations are
underestimated. This is also the case to a lesser extent for GWEX_Disag. However, the agreement between observed and
simulated cross-correlations is much stronger.
18
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Figure 7. At-site number of wet days for all sites and months: inter-annual mean and standard deviation (sd). The 90% probability limits are
shown for the different seasons. Overall performance is represented by the indicated percentages of ‘good’, ‘fair’ and ‘poor’ performance for
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Figure 8. Distribution of dry spell lengths at the stations: The 90% probability limits are shown. Overall performance is represented by the







































































































































































































































































































































































































































0 25 50 75 100
58% 26% 16%
0 25 50 75 100
59% 28% 12%
0 25 50 75 100
59% 28% 12%
0 25 50 75 100
43% 27% 30%
Wilks Wilks_EGPD GWEX GWEX_Disag









Figure 9. Distribution of wet spell lengths at the stations: The 90% probability limits are shown. Overall performance is represented by the



























Figure 10. Comparison of unlagged inter-site correlations (M0) and lag-1 inter-site correlations (M1) in observed and simulated precipitation
series, for the winter (DJF) and summer (JJA) seasons and for the different model versions considered. Black points indicate lag-1 serial
autocorrelations at the stations.
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5.4 Daily amounts
The reproduction of precipitation amounts at a daily scale is assessed in Figure 11, for all spatial scales and months. For all
models, we obtain a reasonable agreement between observed and simulated average daily amounts (90% limits close to the 1:1
line), with more than 40% of ‘good’ cases and less than 30% of ‘poor’ cases. The standard deviations of these daily amounts
are also adequately reproduced (Fig. 11, bottom plots).
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Figure 11. Daily amounts for all spatial scales and months: inter-annual mean (top) and standard deviation (sd, bottom). The 90% probability




5.5 Extreme precipitation amounts
Figures 12 and 13 show the relative differences, expressed as a percentage, between observed and simulated 10-year and
50-year return periods, at daily and 3-day scales, respectively, for all spatial scales. The percentiles corresponding to these
return periods are estimated empirically using the Gringorten formula (Gringorten, 1963). These figures provide an overview
of model performance regarding extreme precipitation amounts.5
At the daily scale (Figure 12), there is no major difference in performance between the four models. For the 10 years and 50-
year return periods, the number of ‘poor’ performance cases is below 20% for all models. The relative differences are globally
centered around zero, which means that the mixture of exponentials (Wilks model) and the E-GPD (Wilks_EGPD, GWEX and
GWEX_Disag models) all produce reasonable performance at this temporal scale. However, if we compare the 50-year return
periods simulated by the Wilks and Wilks_EGPD models, we note an increase of 10% of ‘good’ performance cases (from 65%10
to 75%), which can be explained by a slight underestimation of the largest maxima with Wilks, for some stations.
Comparing Wilks_EGPD and GWEX, the scores are almost identical, which suggests that the tail dependence introduced
by the Student copula in GWEX does not produce a significant improvement for the reproduction of extremes. However, if we
focus on the largest spatial scales (at the basins), and in particular on the entire Aare River basin (orange lines), it seems that
the slight underestimation of the 50-year return periods obtained with Wilks_EGPD is reduced thanks to this tail dependence.15
GWEX_Disag also reproduces adequately the largest precipitation amounts at all spatial scales, even if a slight overestimation
of the maxima at the largest spatial scales can be suspected. Nevertheless, this performance shows that the disaggregation
process leads to an adequate reproduction of the daily maxima.
At the 3-day scale (Figure 13), the underestimation of the maxima by Wilks and Wilks_EGPD is clear at all spatial scales.
GWEX does not suffer from the same shortcomings, which means that the MAR(1) process (Eq. 10) improves the temporal20
structure of the largest 3-day precipitation amounts. GWEX_Disag being fitted at a 3-day scale, this model logically leads to
an adequate reproduction of extreme 3-day precipitation amounts. The strategy consisting in simulating 3-day precipitation
amounts, which are then disaggregated at a daily scale, presents several advantages:
– The model being fitted at a 3-day scale, 3-day maxima are adequately reproduced.
– As the method of fragments uses observed 3-day temporal structures to disaggregate 3-day amounts, the daily amounts25
resulting from a generated 3-day maxima are physically plausible. In particular, the temporal and spatial structures of
large and persistent observed precipitation events are used, which ensures consistency between the generated extreme
events at the daily and 3-day scales.
GWEX and GWEX_Disag both adequately reproduce extreme precipitation amounts at daily and 3-day scales, as well as
at all spatial scales. As indicated above, these models will be used to generate long precipitation scenarios, which will feed a30
hydrological model in order to produce flood scenarios. Ultimately, the reproduction of the flood properties using GWEX and
GWEX_Disag will indicate which model is the most adequate. Since they correspond to the same model version fitted at daily
and 3-day scale, respectively, we can expect that resulting floods will have slightly different properties.
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Figure 12. Daily annual maxima for all spatial scales: Relative differences, expressed as a percentage, between observed and simulated
10-year (top plots) and 50-year (bottom plots) return periods. The 90% probability limits are shown. Overall performance is represented by
the indicated percentages of ‘good’, ‘fair’ and ‘poor’ performance for all spatial scales.
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Figure 13. 3-day annual maxima for all spatial scales: Relative differences, expressed as a percentage, between observed and simulated
10-year (top plots) and 50-year (bottom plots) return periods. The 90% probability limits are shown. Overall performance is represented by
the indicated percentages of ‘good’, ‘fair’ and ‘poor’ performance for all spatial scales.
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6 Conclusions and outlook
Precipitation models are usually developed for the purpose of risk assessment in relation to natural hazards (e.g. droughts,
floods). Most existing precipitation models aim at reproducing a wide range of statistical properties of precipitation, at different
scales, in order to be used as a general tool in different contexts. In this study, our main objective was to provide a precipitation
generator that could be used together with a hydrological model for the evaluation of extreme flooding events in a region5
covering approximately half of Switzerland. As a consequence, we were especially interested in the reproduction of extreme
precipitation amounts at medium to large spatial scales. As the daily and 3-day precipitation amounts are a major determinant
of flood magnitudes in large Swiss basins (Froidevaux et al., 2015), an adequate reproduction of precipitation at these time
scales was also required.
In this paper, we considered different multi-site precipitation models targeting the reproduction of extreme amounts at10
multiple temporal (daily, 3-day) and spatial scales. Different extended versions of the model introduced by Wilks (Wilks,
1998) have been proposed. A first direct extension, Wilks_EGPD, considers a Markov chain of order 4 instead of order 1)
for the at-site occurrence process. Furthermore, taking advantage of recent advances regarding extreme precipitation, a heavy-
tailed distribution (instead of a mixture of exponential distributions), the E-GPD, is applied to the precipitation intensities at
each station. Two important extensions of Wilks_EGPD, named GWEX and GWEX_Disag, are then considered. In GWEX15
model, temporal and spatial dependencies of the occurrence and intensity process are introduced using the copula theory and a
multivariate autoregressive process. A second version, GWEX_Disag, applies the same model, but at a 3-day scale. The 3-day
simulated amounts are then disaggregated using an adaptation of the method of fragments (Wójcik and Buishand, 2003).
In this study, we support the use of a systematic evaluation framework. The CASE framework proposed by Bennett et al.
(2017) provides a useful tool in this respect, making it possible to fairly compare performance between precipitation models.20
Regarding the reproduction of extreme precipitation, evaluations until now have usually been qualitative (e.g. interpretations
based on one or two examples) and limited in terms of spatial scales (often only at the stations). The evaluation of extreme
precipitation amounts proposed in this paper is multi-scale in time (daily and 3-day scale) and space (at the stations, for two
different divisions of the study area into sub-basins, and for the entire Aare River basin).
The different multi-site precipitation models have been applied to 105 stations located in Switzerland. A multi-scale evalua-25
tion led to the following conclusions:
– A fourth-order Markov chain outperforms a first-order Markov chain for the transitions between dry and wet states,
notably for the reproduction of dry spell lengths.
– At the scale of the stations, daily amounts (average, standard deviations and extremes) are reasonably well reproduced
by all the models.30
– With only three parameters, the E-GPD provides a parsimonious and flexible representation of the whole of precipitation
amounts. Its GPD tail is in agreement with recent results showing that extreme precipitation amounts must be modeled
by heavy-tailed distributions (Papalexiou and Koutsoyiannis, 2013; Serinaldi and Kilsby, 2014a). Furthermore, robust
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estimates of the parameter controlling the heaviness of the distribution tail are obtained using a regionalization method.
In our study area, the E-GPD does not bring a significant improvement of the performance compared to the mixture
of exponential distributions. However, the general framework proposed in this paper can be applied to very distinct
precipitation regimes and the possible heavy tail of the E-GPD might be valuable in other areas.
– At a 3-day scale, precipitation extremes are severely underestimated by Wilks and Wilks_EGPD. This underestimation5
can be explained by an incorrect representation of the persistence by these models.
– GWEX and GWEX_Disag adequately reproduce extreme precipitation amounts at daily and 3-day scales, and at all
spatial scales. These models are deemed adequate for the evaluation of extreme flood events.
Future research will investigate if the floods simulated by a hydrological model using the generated precipitation scenarios
have statistical properties in agreement with observed floods. An extensive investigation is currently underway with a dis-10
tributed version of the HBV hydrological model, applied to 87 sub-basins of the whole study area and using precipitation
scenarios produced by GWEX as inputs. This hydrological evaluation of our weather scenarios will be presented in future
publications.
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Appendix A: Temporal disaggregation from a 3-day scale to a daily scale
For a 3-day period D= {d,d+1,d+2} starting on a day d, the observed and simulated precipitation amounts at a station
k are denoted by YD(k) and ỸD(k), respectively. We want to disaggregate the simulated 3-day amount for the period D̃=
{d̃, d̃+1, d̃+2}. This disaggregation is achieved in the following steps:
1. A set of observed 3-day sequences are retained as candidate periods D according to two criteria:5
– Season: Periods D̃ and D must belong to the same season, as defined in Section 3.3.
– Mean intensity: Simulated and observed precipitation fields must have the same order of magnitude. Let q0.5, q0.75,
q0.9 and q0.99 denote the quantiles of the mean observed precipitation intensities over all the stations associated
with probabilities 0.5, 0.75, 0.9, and 0.99, respectively. Observed and simulated 3-day periods are classified in
5 groups according to their mean intensity Ȳ = 1n
∑
k YD(k): dry periods (Ȳ < q0.5), moderately wet periods10
(q0.5 ≤ Ȳ < q0.75), wet periods (q0.75 ≤ Ȳ < q0.9), very wet periods (q0.9 ≤ Ȳ < q0.99) and extremely wet periods
(q0.99 ≥ Ȳ).
This first selection of candidate periods aims at increasing the chance of retaining periods corresponding to similar
meteorological events.








































This score measures the similarity between the simulated spatial field for the period ỸD(k) and the observed spatial field
for the period D̃ and also takes into account the similarity between the spatial fields for the previous days d̃−1 and d−1.
Absolute differences between relative precipitation intensities are computed (the lowest scores are therefore obtained for20
spatial fields with similar shapes), among the observed periods corresponding to the same season and order of magnitude
selected in the previous step.
3. For each simulated period D̃, the observed precipitation fields corresponding to the 10 lowest scores are retained. For
each station k, if a positive precipitation amount has been simulated (Ỹ
D̃
(k)> 0), we look at the corresponding observed
amount YD(k). If YD(k) = 0, this observed period cannot be used to disaggregate ỸD̃(k) and we look at the next best25
observed field among the 10 selected fields. If the observed field contains a positive precipitation amount at this station








with similar expressions for days d̃+1 and d̃+2. Simulated daily amounts correspond to the observed daily amounts,
rescaled by the ratio between the simulated and observed 3-day amounts. The 3-day simulated amounts and observed
temporal structures are thus preserved.
4. While the 3-day spatio-temporal consistency is generally conserved by applying the preceding steps, it can happen that
the simulated 3-day amount is positive even though there is no positive precipitation among the 10 best 3-day observed5
fields. In this case, we seek similar observed amounts at this station only and randomly choose one 3-day period among
the 10 best 3-day periods.
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We present a multi-site stochastic model for the generation of av-
erage daily temperature, which includes a flexible parametric distri-
bution and a multivariate autoregressive process. Different versions of
this model are applied on a set of 26 stations located in Switzerland.
The importance of specific statistical characteristics of the model (sea-
sonality, marginal distributions of standardized temperature, spatial
and temporal dependence) is discussed. In particular, the proposed
marginal distribution is shown to improve the reproduction of extreme
temperatures (minima and maxima). We also demonstrate that the
frequency and duration of cold spells and heat waves are dramati-
cally underestimated when the autocorrelation of temperature is not
taken into account in the model. An adequate representation of these
characteristics can be crucial depending of the field of application and
we discuss potential implications in different contexts (agriculture,
forestry, hydrology, human health).
∗Institute of Engineering Univ. Grenoble Alpes
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1 Introduction
Risk assessment studies often apply stochastic generators in order
to generate long series of different meteorological variables, such as
precipitation, temperature, solar radiation or wind (e.g., Richardson,
1981; Wilks and Wilby, 1999; Apipattanavis et al., 2007; Leander and
Buishand, 2009; Steinschneider and Brown, 2013; Chen et al., 2014; Li,
2014; Breinl et al., 2015). These long scenarios are then used as inputs
of environmental models. This type of applications can be found in
various fields, for example in agriculture (Stöckle et al., 2003; Romero
et al., 2009; Deryng et al., 2014; Yang et al., 2014), in biogeochemistry
(Kucharik et al., 2000; Krinner et al., 2005; Guenet et al., 2013), for
studies on human health (Boumans et al., 2014) or for the impact of
climate change (Wilks, 1992; Deryng et al., 2014).
This paper focus on the stochastic generation of temperature, which
can have environmental impacts at several levels, as illustrated by the
following examples:
• Extreme temperatures can be directly responsible of natural dis-
asters (wildfires), economical loss (crop loss) and human loss
(heat wave).
• Evapo-transpiration is directly related to temperature and af-
fects the availability of water resources.
• When temperature becomes negative, precipitation is accumu-
lated as snow. The proportion of precipitation falling as snow
instead of rainfall is crucial in some environmental applications,
for example in hydrology. Indeed, in many catchments, a num-
ber of floods are directly related to the snow cover (spring floods,
rain-on-snow).
A popular structure, originally proposed by Wilks (1998) to model
precipitation at multiple sites, is applied to minimum and maximum
daily temperatures by Wilks and Wilby (1999). Several models adopt
this approach to generate simultaneously precipitation and tempera-
ture time series (Chen et al., 2014; Baigorria, 2014). Alternatively,
Generalized Linear Model (GLM) can be applied to link temperature
or other meteorological variables to climatic covariates (Chandler and
Wheater, 2002; Mezghani and Hingray, 2009; Asong et al., 2016; Chan-
dler, 2016). Resampling methods (e.g. K-nearest neighbors) is also
an option which has been investigated by King et al. (2014, 2015). In
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a recent paper, Erhardt et al. (2015) model the spatial structure of
daily mean temperature using vine copulas.
In this study, we extend the structure proposed by Wilks (1999).
In particular, we introduce a flexible parametric distribution, the Skew
Exponential Power (SEP) distribution, which can reproduce various
levels of asymmetry and flatness. A multivariate autoregressive pro-
cess represents simultaneously temporal and spatial inter-site correla-
tions. Using Wilks’ structure, this multi-site stochastic model is able
to represent both spatial and temporal dependences over large areas,
possibly with high differences of elevation. It is designed to offer a
flexible and robust framework which can adapt very different types of
climate and reproduce various temperature features. The four main
components of this model can be quickly described as:
• Non-stationarity: As temperature data exhibit a clear increase
of the average temperature in Switzerland, a seasonal linear
trend is introduced.
• Seasonality: The seasonal cycles of temperature (mean and
standard deviations) are modeled by non-parametric functions.
• Marginal distributions: At each station, the distribution mod-
eling standardized temperature data is the SEP distribution.
This flexible 4-parameter distribution can describe different shapes
and levels of asymmetry (skewness) and flatness (kurtosis).
• Multivariate temporal and spatial dependence: The de-
pendence between the temperature data at different stations,
as well as the correlation between temperature at days d and
(d + 1), is modelled by a Multivariate Autoregressive Process
(MAR) process of order one.
This paper intends to demonstrate the importance of specific com-
ponents of the temperature model for the reproduction of different sta-
tistical features (e.g. seasonal cycles, inter-station dependence, etc.).
We discuss how these statistical properties are crucial in specific appli-
cations (agriculture, forestry, hydrology, human health). For example,
while most of the past studies generally focus on spatial aspects of
temperature (e.g. inter-site correlations), this paper also appraise the
reproduction of extreme temperature events. The SEP distribution is
shown to improve the reproductions of extreme temperatures (minima
and maxima). We also demonstrate that the frequency and duration
of cold spells and heat waves are dramatically underestimated when
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the autocorrelation of temperature is not taken into account in the
model.
The global methodology is first described in Section 2, with a pre-
sentation of the data and study area and the features of the multi-site
temperature model. Section 3 presents an application of this daily
temperature model to 26 stations located in the Aare river catchment,
in Switzerland. Section 4 concludes.
2 Material and methods
2.1 Data and study area
Figure 1 shows a map of Switzerland, with the location of 26 tempera-
ture stations. For these stations, long daily time series of observations
are available during the period 1930-2014, with less than 3 years of
missing data. In this study, weather scenarios are generated at these
stations using a multi-site stochastic model.
For the sake of illustration, 6 temperature stations are selected
among these 26 stations. Table 1 provides some characteristics for
these stations (elevation, winter temperature mean, winter tempera-
ture minimum, summer temperature mean and summer temperature
maximum). Stations in the Swiss plateau (NEU at Neuchâtel, BAS at
Basel and SMA at Zürich) have average temperatures just above 0◦C
during the winter, and between 15◦C and 20◦C during the summer.
The other stations (JUN at Jungfraujoch, ANT at Andermatt and
GLA at Glarus) are located in the Swiss Alps, and at higher eleva-
tions for stations JUN and ANT (respectively 3580 m and 1438 m).
Temperatures are obviously lower for these stations. Station JUN is
representative of highly mountainous areas. Station GLA is located
in a valley and its average temperatures correspond more or less to
the stations of the Swiss Plateau.
2.2 Multi-site temperature model
Let Tt(k) denote the daily average temperature at location k = 1, . . . ,K
and time t, where K = 26 is the number of stations. This section
presents a multi-site model reproducing several statistical properties of
Tt(k): long-term trends (non-stationarity), the annual cycle (season-
ality), the statistical distribution modeling standardized temperature
data at each station and inter-site dependence structures.
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Figure 1: Location of the 26 temperature stations in Switzerland. The brown
line indicates the limits of the Aare river catchment. A selection of 6 repre-
sentative stations is highlighted in red.
Table 1: Description of 6 illustrative stations: Code, full name; elevation,
winter temperature means (December, January and February), winter tem-
perature minima, summer temperature means (June, July and August) and
summer temperature maxima. The temperature statistics are in ◦C and
















NEU Neuchâtel 485 1.4 -7.1 18.0 24.7
BAS Basel / Binningen 316 1.8 -8.3 17.9 25.2
SMA Zürich / Fluntern 555 0.4 -9.0 17.0 24.2
JUN Jungfraujoch 3580 -13.5 -25.8 -1.4 5.4
ANT Andermatt 1438 -4.7 -16.9 11.7 18.7
GLA Glarus 516 -0.4 -10.6 16.6 23.4
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2.2.1 Non-stationarity
Let T̄m(y) denote the average regional temperature for the month m
and the year y, i.e. the average temperature for all the stations. Figure
2 shows the time series of T̄m(y) for the month of July. These regional
temperatures clearly increase as a function of time, even if there is a
high variability of the signal from one year to another (for example
the very hot European summer in 2003 clearly stands out as atypical).
This increase is directly related to the global warming identified by the
scientific community (IPCC, 2014) and is thus important to consider
in our model.
In this work, we propose to model this increase by a simple linear
model:
T̄m(y) = α+ β × y + ǫ. (1)






























Figure 2: Time series of average regional temperatures for the month of July
(dashed line) and fitted linear model (plain line).
This linear model is applied for each month and parameters α
and β are estimated using the linear least squares method (see Fig.
2 for an illustration). Figure 3 shows the parameter estimates β̂,
which indicate the temperature increases per year, as a function of
the month. These estimates are all significantly different from 0 at
the 0.05 level. The increase of temperature is clearly higher for winter
6
months than for summer months, which means that the difference
between winter and summer temperatures tends to decrease.
Differences between estimates β̂ are large from one month to an-
other. The jumps are most likely due to the uncertainty related to
the parameter estimation. In order to obtain a more regular annual
cycle of these estimates, a local polynomial model (loess) is applied to
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Figure 3: Estimates temperature increase per year (β̂) for each month (dots)
and fitted local polynomial model (plain line).
Linear trends are then removed from temperature data Tt(k) using
the smooth estimates α̂ and β̂. These “stationary” temperature data
are denoted by T̃t(k).
2.2.2 Seasonality
Annual cycles of temperature are often modeled by periodic functions,
with sine and cosine curves (i.e. using a Fourier transform, see, e.g.,
Erhardt et al., 2015). In this model, for each location k, we use a more
direct representation of the annual cycle:
• daily mean temperature: For each calendar day d = 1, . . . , 365
of the year, we compute the mean of the “stationary” tempera-
ture data T̃t(k) corresponding to this day d. A loess smoothing
is then applied to the average temperature in order to obtain the
seasonal cycle of the daily mean temperature µT̃d (k).
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• standard deviation of daily mean temperature: Similarly,
we compute standard deviations of the daily ”stationary” tem-
perature data for each day d, which are smoothed using a loess
regression. This seasonal cycle of standard deviation of daily
mean temperature is denoted by σT̃d (k).
Figure 4 shows the seasonal cycles of µT̃d (k) (left plot) and σ
T̃
d (k)
(right plot) for the 6 illustrative stations. Concerning the mean tem-
perature µT̃d (k), the lower temperatures at stations ANT and JUN
clearly stand out. For the mean temperature, we compare the sea-
sonal cycles obtained using a non-parametric method (plain lines) and
a periodic function, i.e. using a Fourier transform (dash lines). The
non-parametric method and periodic functions lead to similar results.
The seasonal cycles of the standard deviation σT̃d (k) indicate that the
dispersion of temperatures are more important during winter than




























































































Figure 4: Seasonal cycles for the mean µT̃d (k) (left) and for the standard
deviation σT̃d (k) (right) of the “stationary” temperature data (T̃t(k)), for the
6 illustrative stations.
These annual cycles are then repeated to match the period covered
by the observations. For each location, these time series of annual
cycles for the daily mean and standard deviation of temperature data
are denoted by µT̃t (k) and σ
T̃
t (k), respectively. Standardized time
series of temperature are then obtained as:
8






For each station k, the Skew Exponential Power (SEP) distribution,
also known as the skew generalized error distribution (Fernandez and
Steel, 1998), is fitted to standardized temperature data Zt(k), for each
month. The SEP distribution is a generalization of the normal dis-
tribution and is defined in Appendix A. Very different shapes can be
obtained according to the values taken by two additional parameters
ξ and ν:
1. The parameter ξ > 0 introduces different levels of asymmetry
(skewness). When ξ = 1, the distribution is symmetric and
corresponds to the Gaussian case. When ξ < 1 (respectively
ξ > 1), the distribution is skewed to the left (respectively to the
right).
2. The parameter ν > 0 is related to the flatness (kurtosis). When
ν = 2, the distribution corresponds to the Gaussian case. When
ν < 2 (respectively ν > 2), the distribution has heavier (respec-
tively lighter) tails than the normal distribution.
This distribution has been applied in various fields for its flexibility,
for example in hydrology for residual errors, i.e. differences between
observed and simulated streamflows (Schoups and Vrugt, 2010). Due
to the standardization process (2), the mean and standard deviation of
standardized temperature data can be considered to be equal to 0 and
1, respectively (see Eq. 2). Parameters ξ and ν of the SEP distribution
are estimated monthly using the maximum likelihood method.
Figure 5 shows four examples of fitted SEP distributions and il-
lustrates how this distribution can strongly depart from the Gaussian
distribution depending on the month and on the station. Figure 6
shows the parameter estimates of ξ (left) and ν (right) for each month
and for the 6 illustrative stations. Standardized temperatures Zt(k)
are left-skewed in winter, particularly at high elevations (stations ANT
and JUN). Obtained tails are particularly light during spring and sum-
mer months, at the exception of station JUN.
9












































































































Figure 5: Examples of SEP densities (plain line) and Gaussian densities
(dashed line) fitted to standardized temperatures Zt(k), for different stations
and months. (a) Left-skewed. (b) Right-skewed. (c) Heavy tails. (d) Light
tails.
2.2.4 Inter-site dependence
For each station, the probability integral transform is first applied
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Figure 6: Parameter estimates of ξ (left) and ν (right) for the 6 illustrative
stations.
where FZ denotes the cumulative distribution function of the marginal
distribution, i.e. the SEP distribution. Random variables Ut(k) thus
follow uniform distributions.
The spatial dependence of temperature is usually represented using
multivariate Gaussian distributions (see, e.g. Baigorria, 2014; Chen
et al., 2014). “Gaussianized” temperature variates are defined as
Xt(k) = Φ
−1{Ut(k)}, (4)
where Φ denotes the cumulative distribution function of the Gaussian
distribution. Xt = {Xt(1), . . . , Xt(K)} is assumed to be a vector of
K Gaussian variates with mean 0.
In this study, a Multivariate Autoregressive model of order 1,
MAR(1) (Bárdossy and Pegram, 2009; Rasmussen, 2013) represents
simultaneously spatial and temporal inter-sites dependences. The
MAR(1) process can be applied to “gaussianized” temperature vari-
ates (4) as follows:
Xt = AXt−1 + ǫt, (5)
where A is a K × K matrix and ǫt is a random K × 1 noise vector.
Innovations ǫt are assumed to follow a standard multivariate normal
distribution, its elements being independent of the elements of Zt−1.
The covariance matrix of ǫt is denoted by ΩX . Matalas (1967) shows
11










whereM0 andM1 are the covariance matrices ofXt at lag-0 and lag-1,
respectively. The matrices M0 and M1 are estimated by the corre-
sponding cross-correlations for all possible pairs of stations using the
Pearson correlation coefficient ρ. Since M0 and M1 are not necessar-
ily positive-definite, they are replaced by the closest positive-definite
matrices if necessary (Rousseeuw and Molenberghs, 1993; Rebonato
and Jaeckel, 2011). Similarly than for the marginal distributions, the
seasonality of the multivariate dependence is taken into account by
estimating A and ΩX for each month.
3 Case study
3.1 Model versions
In this section, we evaluate the performances of three different versions
of the temperature model described above:
1. GAU: The first model has Gaussian marginal distributions at
each station and a Gaussian spatial dependence. The tempo-
ral dependence is ignored, i.e. A is a zero matrix in Eq. (5).
This version can be considered as a benchmark, most stochastic
temperature models adopting this structure (see, e.g. Baigorria,
2014; Chen et al., 2014).
2. SEP: The second version is a modification of the model GAU
where the SEP distribution is the marginal distribution applied
at each station.
3. MAR1: The last version evaluated in this study applies the
SEP distribution to margins and a MAR(1) process (see Eq. 5)
to model inter-site spatial and temporal dependences.
The characteristics of these three different versions are summarized
in Table 2. The impact of the different statistical components can thus
be assessed with cross-comparisons of these models.
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Table 2: Summary of the characteristics of the temperature models.
Model Marginal Spatial Temporal
name distribution dependence dependence
GAU Gaussian X X
SEP SEP X X
MAR1 SEP X X
For each of these three temperature models, 100 synthetic temper-
ature scenarios are compared to the observed temperature series at
the 26 stations, each scenario having the same length as the observed
series (i.e. 85 years). These scenarios are generated under a stationary
climate and are compared to the “stationary” temperature data T̃t(k)
(see Section 2.2.1).
3.2 Inter-site correlations
Figure 7 confronts observed and synthetic inter-site unlagged and lag-
1 correlations for the winter and summer seasons and for the different
model versions. Unlagged correlations, which represent the spatial
dependence, are close to the 1:1 line, which is expected as these corre-
lations are explicitly taken into account by all model versions. Inter-
site correlations are higher during the summer than during the winter.
Since spatial correlations are adequately reproduced by this stochas-
tic generator, we can assume that realistic daily temperature fields
are simulated, which can be important in many applications. For ex-
ample, in hydrological applications, areal temperature estimates are
used to force conceptual hydrological models. Areal temperature data
impacts, among other things, the proportion of precipitation falling
as snow and rainfall in a catchment, and snowmelt runoff, which can
be of crucial importance for the reproduction of flood characteristics
(peak, duration, etc.).
An adequate reproduction of crossed lag-1 correlations is impor-
tant for the reproduction of persistent temperature properties, such as
cold spells and heat waves (see below). Simulated lag-1 correlations
are close to 0 for models GAU and SEP, which is expected since these
versions ignore the temporal dependence. Consequently, the model
versions significantly underestimate observed lag-1 correlations, which
range between 0.2 and 0.8 in the winter and between 0.6 and 0.8 in
the summer. This under-estimation is not present for MAR1, thanks






































































Figure 7: Comparison of unlagged (M0) and lagged (M1) correlations in ob-
served and synthetic temperature series, for the winter and summer seasons,
and for the different model versions considered.
3.3 Temperature lapse rate
Figure 8 represents the probability densities of the temperature gra-
dients between stations BAS and JUN for the winter and summer
seasons and for the different model versions. In this study, stations
BAS and JUN are the stations corresponding to the lowest (316 m)
14
and highest (3580 m) elevations, respectively. The difference of tem-
peratures, expressed as a temperature lapse rate in ◦C/100m (tem-
perature decrease with an increase of 100m in altitude) between these
two stations is an interesting indicator of the elevation-temperature
relationship, which can vary from day to day according to the meteo-
rological situation.
The probability densities of observed and synthetic lapse rates are
in good agreement for all model versions, for both winter and summer
seasons. The temperature lapse rates vary in a wide range during win-
ter (between 0◦C/100m and 0.8◦C/100m), while these lapse rates are
concentrated between 0.4◦C/100m and 0.75◦C/100m during summer.
Low temperature lapse rates are thus more frequent during the win-
ter. Such temperature lapse rates are unusual and can be interpreted
as ”temperature inversions”, which a well-known phenomenon. Under
this meteorological conditions, there is very few exchanges of air be-
tween the Swiss Plateau and the rest of the atmosphere, cold air being
trapped at low elevations. Figure 8 demonstrates that the stochastic
generators presented in this study provide a reasonable representation
of this meteorological configuration, in terms of frequency, thanks to
an adequate and flexible structure of spatial dependence.
3.4 Temperature extremes
Extreme temperature events affect the physiology, development, ecol-
ogy and evolution of plants (Gutschick and BassiriRad, 2003). For
example, extreme temperatures impact plant productivity, especially
after the pollination (Hatfield and Prueger, 2015). They can also
lead to early bud breaks (Luedeling, 2012) or late frosts (Augspurger,
2013), which are critical phenomena in different branches of agricul-
ture (forestry, horticulture). Here, we focus on the analysis on winter
maxima and spring minima, assuming that winter maxima can be re-
lated to the chances of breaking winter dormancy, and that spring
minima is a good indicator of late frosts. Figure 9 compares observed
and simulated extremes of daily temperature associated to a return
period of T = 20 years, for the different model versions. Observed
extremes are clearly underestimated by model GAU. This underes-
timation is greatly reduced for model SEP, which indicates that the
SEP distribution provides a more adequate fit of the marginal dis-
tribution tails (see Section 2.2.3). Model MAR1 seems to yield to




































































































Figure 8: Probability densities of the temperature gradients between stations
BAS and JUN, for the winter and summer seasons, and the different model
versions considered. Observed probability densities (in black) can be com-
pared to the 99% confidence intervals of simulated probability densities (in
gray).
The temporal autocorrelation also plays a role in the reproduction of
temperature extremes, which could be explained by the persistence of
extreme temperature events (e.g. cold spells and heat waves).
3.5 Heat waves
Heat waves directly impact the economic activity (e.g. crop failures),
transport infrastructure (buckling of rail tracks, damage to roads),
electricity demand and human health (Zuo et al., 2015). A striking
example is the 2003 European heat wave which has been directly re-
sponsible of more than 70,000 deaths in Europe (Robine et al., 2008).
In this study, heat waves are detected according to the methodology
proposed by Ouzeau et al. (2016) and are defined as periods of consec-
utive days with a daily average temperature above the 97.5% quantile.
The 97.5% quantiles are computed at each station using observed “sta-
tionary” temperature data T̃t(k). To be recorded as an heat wave, this
period must exceed 2 days and include a temperature peak above the
16
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Figure 9: Observed and simulated extremes of daily temperature associated
to a return period of T = 20 years: maxima during the winter season (DJF,
top plots) and minima during the spring season (MAM, bottom plots), for
the different models considered. The confidence intervals indicate 95% prob-
ability limits.
99.5% quantile. Figure 10 presents the frequencies of observed and
simulated heat waves, according to their lengths, for three illustrative
stations and for the different models considered. Models GAU and
SEP rarely generate heat waves, and, as a consequence, underesti-
mate dramatically the frequencies of observed heat waves. This is not
the case for model MAR1, for which the MAR(1) process (see Eq. 5)
provides an adequate representation of the persistence of high daily
temperatures.
3.6 Cold spells
Cold spells are also associated with increased mortality rates (see,
e.g., Analitis et al., 2008, for a study in Europe). Moreover, extreme
17









































































































































Figure 10: Frequency of simulated and observed heat waves, as a function
of their lengths, for three illustrative stations and for the different models
considered: 50% and 90% probability limits are shown. Heat waves are
selected as the periods of consecutive days with a daily average temperature
above the 97.5% quantile.
winter cold cause significant damages to infrastructures (gas and water
pipeline disruptions), as well as a dramatic increase of the demand for
electrical power during such these periods.
In this study, cold spells are defined as periods of consecutive days
with a daily average temperature below the 2.5% quantile, computed
at each station using observed temperature. Cold spells are retained
if their duration exceeds 4 days and include a temperature peak below
the 0.5% quantile. Figure 11 presents the frequencies of observed and
simulated cold spells, according to their lengths, for three illustrative
stations and for the different models considered. Models GAU and
SEP almost never generate persistent cold spells. Long cold spells
can only be simulated using model MAR1, which explicitly takes into
account the persistence of low daily temperatures.
18



















































































Figure 11: Frequency of simulated and observed cold spells, as a function of
their lengths, for three illustrative stations and for the different models con-
sidered: 50% and 90% probability limits are shown. Cold spells are selected
as the periods of consecutive days with a daily average temperature below
the 2.5% quantile.
19
4 Conclusions and outlook
This paper presents a flexible and robust multi-site daily temperature
model which can be applied to a high number of stations and various
climates. The main novelties of this temperature model are:
• the representation of seasonal cycles with non-parametric func-
tions,
• the application of the SEP distribution to the standardized tem-
perature at each station. This 4-parameter distribution gen-
eralizes the Gaussian distribution and can reproduce different
skewness and kurtosis,
• the introduction of a Multivariate Autoregressive (MAR) model
to represent the spatial and temporal dependence structures si-
multaneously.
This study demonstrates how these statistical features are impor-
tant components of stochastic temperature generators. The SEP dis-
tribution leads to a better representation of daily temperature ex-
tremes (e.g. winter maxima, spring minima). Inter-site lagged cor-
relations must be explicitly taken into account in order to reproduce
persistent temperature phenomena (e.g. heat waves and cold spells).
Depending on the application (agriculture, forestry, hydrology), we
discuss the importance of these statistical components in regard to
the reproduction of specific temperature events.
Future developments will be devoted to the introduction of a link
between synthetic precipitation and temperature series. Indeed, the
relationship between precipitation and temperature can be of first
importance. For example, in the context of flood risk assessment,
how temperature impacts the phase of precipitation falls (proportion
of precipitation falling as snow or rain) has direct consequences on
floods. Different strategies can be considered to introduce such a link:
• The temperature model can be parameterized differently accord-
ing to precipitation states (e.g. dry and wet states, see Wilks,
2009).
• Atmospheric predictors can be used to drive the different mete-
orological variables (Mezghani and Hingray, 2009; Asong et al.,
2016; Chandler, 2016).
Furthermore, for some applications (for example in forestry), fine
spatial resolutions are needed (e.g. on a 30m x 30m grid). The multi-
20
site temperature generators presented in this study could be combined
to interpolators dedicated to temperature fields (Frei, 2014).
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A Skew Exponential distribution
The Exponential Power distribution, also known as the generalized
error distribution, is a generalization of the normal distribution. A
shape parameter, ν > 0, leads to tails that are either heavier than
normal if ν < 2 and lighter if ν > 2, ν = 2 corresponds to the normal
case. For a standardized variate z (with a mean of 0 and a standard
deviation of 1), its probability density is defined as:
fEP (z|ν) =
ν
























The Skew Exponential Power (SEP) distribution is a generalization
of the Skew Exponential distribution. An additional shape parame-
ter, ξ, can lead to different skewness when it differs from 1. For a
normalized variate z and parameters ν > 0 and ξ > 0, the probability
density of the SEP distribution is defined as:






z̃ = µz + σz × z,




2 + 1/ξ2) + 2γ2ν − 1,
γν = 2
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Two semi-parametric strategies for parameter estimation in this class of copulas are proposed and their
efficiency in small and moderate sample sizes is investigated with the help of simulations. The usefulness of
the parametric Fisher copula family is then illustrated on the modeling of precipitation data observed at 105
stations within or close to the Aare river catchment in Switzerland.
Keywords: High-dimensional models, pairwise likelihood, precipitation data, semi-parametric inference
✶✳ ■◆❚❘❖❉❯❈❚■❖◆
▲♦♥❣ t✐♠❡ s❡r✐❡s ♦❢ ♣r❡❝✐♣✐t❛t✐♦♥ ❛♥❞ t❡♠♣❡r❛t✉r❡ ❛r❡ r❡q✉✐r❡❞ ❛s ✐♥♣✉t ❢♦r ❤②❞r♦❧♦❣✐❝❛❧ ♠♦❞❡❧s✳ ❙✐♥❝❡ t❤❡ s❛♠♣❧❡s ♦❢ ♠❡❛s✉r❡❞
♣r❡❝✐♣✐t❛t✐♦♥ ❛r❡ ♦❢t❡♥ t♦♦ s♠❛❧❧ ❢♦r ❤②❞r♦❧♦❣✐❝❛❧ ♣✉r♣♦s❡s✱ s②♥t❤❡t✐❝ s❡r✐❡s ♦❢ ♣r❡❝✐♣✐t❛t✐♦♥ ❣❡♥❡r❛t❡❞ ❜② st♦❝❤❛st✐❝ ♠♦❞❡❧s
❛r❡ ♦❢t❡♥ r❡q✉✐r❡❞ ✭s❡❡ ❙✉♥ ❛♥❞ ❙t❡✐♥ ✭✷✵✶✺✮ ❛♥❞ ▲❡❤♠❛♥♥ ❡t ❛❧✳ ✭✷✵✶✻✮✱ ❢♦r ✐♥st❛♥❝❡✮✳ ■♥ t❤❡ ❝♦♥t❡①t ♦❢ r✐s❦ ♠❛♥❛❣❡♠❡♥t✱
✐t ✐s ✐♠♣♦rt❛♥t t♦ ❜❡ ❛❜❧❡ t♦ r❡♣r♦❞✉❝❡ ❥♦✐♥t ♣r❡❝✐♣✐t❛t✐♦♥ ❡①tr❡♠❡s ❛t s❡✈❡r❛❧ ♠❡t❡♦r♦❧♦❣✐❝❛❧ st❛t✐♦♥s ✐♥ ♦r❞❡r t♦ ❜❡ ❛❜❧❡ t♦
♠✐♠✐❝ t❤❡ ❜❡❤❛✈✐♦r ♦❢ ❞✐s❝❤❛r❣❡ ❡①tr❡♠❡s ❛t s❡✈❡r❛❧ s♣❛t✐❛❧ s❝❛❧❡s ✭❝❛t❝❤♠❡♥ts ♦r s✉❜✲❝❛t❝❤♠❡♥ts✮✳ ❆ ♣♦ss✐❜❧❡ ♠❡❛s✉r❡ ♦❢ t❤❡
❥♦✐♥t ♣r♦❜❛❜✐❧✐t② ♦❢ ♦❝❝✉rr❡♥❝❡ ♦❢ ❡①tr❡♠❡ ❡✈❡♥ts ✐s ♣r♦✈✐❞❡❞ ❜② t❤❡ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t✳ ❙♣❡❝✐✜❝❛❧❧②✱ t❤❡ ✉♣♣❡r
t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t ♦❢ ❛ r❛♥❞♦♠ ♣❛✐r (X1, X2) ✇✐t❤ ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s F1 ❛♥❞ F2 ✐s t❤❡ ❝♦♥❞✐t✐♦♥❛❧ ♣r♦❜❛❜✐❧✐t②







∣∣X2 > F−12 (u)
}
.
❚❤❡ r❛♥❞♦♠ ✈❛r✐❛❜❧❡s X1 ❛♥❞ X2 ❛r❡ s❛✐❞ t♦ ❜❡ ❛s②♠♣t♦t✐❝❛❧❧② ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥t ✐❢ λU (X1, X2) > 0✱ ❛♥❞ ✉♣♣❡r
t❛✐❧ ✐♥❞❡♣❡♥❞❡♥t ♦t❤❡r✇✐s❡✳ ❆ ♠❡❛s✉r❡ t❤❛t ✐s s✐♠✐❧❛r ✐♥ ♥❛t✉r❡ t♦ λU ✐s t❤❡ ❧♦✇❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t✱ ♥❛♠❡❧②
λL(X1, X2) = limu↓0 P{X1 ≤ F−11 (u)|X2 ≤ F−12 (u)}✳
Pr❡❝✐♣✐t❛t✐♦♥ ❞❛t❛ ❣❡♥❡r❛❧❧② ❝♦♥s✐st ♦❢ t✐♠❡ s❡r✐❡s✱ ❢♦r ❡①❛♠♣❧❡ ❞❛✐❧② ♦❜s❡r✈❛t✐♦♥s ♠❡❛s✉r❡❞ ❛t ❛ ❧❛r❣❡ ♥✉♠❜❡r ♦❢ ❧♦❝❛t✐♦♥s✱
s✉❝❤ ❛s ♠❡t❡♦r♦❧♦❣✐❝❛❧ st❛t✐♦♥s✳ ■♥ t❤❛t ❝♦♥t❡①t✱ t❤❡ ✉s❡ ♦❢ ♠✉❧t✐✈❛r✐❛t❡ ❝♦♣✉❧❛s ✐s ✈❡r② ❛ttr❛❝t✐✈❡✿ ♦♥ ♦♥❡ s✐❞❡✱ ✐t ❛❧❧♦✇s
❢♦r t❤❡ ❝♦♥str✉❝t✐♦♥ ♦❢ ✢❡①✐❜❧❡ ♠♦❞❡❧s ❛♣♣❡❛r✐♥❣ ❛s ❛❧t❡r♥❛t✐✈❡s t♦ tr❛❞✐t✐♦♥❛❧ ♦♥❡s✱ ❛♥❞ ♦♥ t❤❡ ♦t❤❡r s✐❞❡✱ ❞❡♣❡♥❞❡♥❝❡ ✐♥
t❤❡s❡ ♠♦❞❡❧s ❝❛♥ ❜❡ ✐♥t❡r♣r❡t❡❞ ✐♥❞❡♣❡♥❞❡♥t❧② ♦❢ t❤❡ ♠❛r❣✐♥❛❧ ❜❡❤❛✈✐♦rs✳ ❈♦♣✉❧❛ t❤❡♦r② ♦r✐❣✐♥❛t❡s ❢r♦♠ ❙❦❧❛r✬s ❚❤❡♦r❡♠
t❤❛t st❛t❡s t❤❛t ❢♦r ❛♥② r❛♥❞♦♠ ✈❡❝t♦r X = (X1, . . . , Xd) ✇✐t❤ ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s F1, . . . , Fd✱ t❤❡r❡ ❡①✐sts ❛ ❢✉♥❝t✐♦♥
C : [0, 1]d → [0, 1] s✉❝❤ t❤❛t
P(X1 ≤ x1, . . . , Xd ≤ xd) = C {F1(x1), . . . , Fd(xd)} .
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■❢ F1, . . . , Fd ❛r❡ ❝♦♥t✐♥✉♦✉s✱ C ✐s ✉♥✐q✉❡ ❛♥❞ ✐s ❝❛❧❧❡❞ t❤❡ ❝♦♣✉❧❛ ♦❢ X✳ ■♥ t❤❛t ❝❛s❡✱ C ❝❤❛r❛❝t❡r✐③❡s t❤❡ ❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡
♦❢ X ❛♥❞ ❝♦rr❡s♣♦♥❞s t♦ t❤❡ ❥♦✐♥t ❞✐str✐❜✉t✐♦♥ ♦❢ (U1, . . . , Ud)✱ ✇❤❡r❡ Uℓ = Fℓ(Xℓ)✳ ■♥ ♣❛rt✐❝✉❧❛r✱ t❤❡ ❧♦✇❡r ❛♥❞ ✉♣♣❡r t❛✐❧
❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts ♦❢ ❛ ❝♦♥t✐♥✉♦✉s r❛♥❞♦♠ ♣❛✐r (X1, X2) ✇✐t❤ ❝♦♣✉❧❛ C ❝❛♥ ❜❡ ❡①♣r❡ss❡❞ ❛s









✇❤❡r❡ C̄(u, v) = u+ v − 1 + C(1− u, 1− v) ✐s t❤❡ s✉r✈✐✈❛❧ ❝♦♣✉❧❛✳ ▼❛♥② ♦t❤❡r ❞❡♣❡♥❞❡♥❝❡ ♠❡❛s✉r❡s ❛r❡ ♠❛r❣✐♥❛❧✲❢r❡❡ ✐♥
t❤❡ s❡♥s❡ t❤❛t t❤❡② ❝❛♥ ❜❡ ❞❡✜♥❡❞ ✐♥ t❡r♠s ♦❢ C✱ ✐♥❞❡♣❡♥❞❡♥t❧② ♦❢ t❤❡ ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s✳ ■t ✐s t❤❡ ❝❛s❡ ❢♦r t❤❡
♣♦♣✉❧❛t✐♦♥ ✈❡rs✐♦♥ ♦❢ ❑❡♥❞❛❧❧✬s ♠❡❛s✉r❡ ♦❢ ❛ss♦❝✐❛t✐♦♥✱ ✐♥✐t✐❛❧❧② ❞❡✜♥❡❞ ❛s ❛ ❞✐✛❡r❡♥❝❡ ❜❡t✇❡❡♥ ♣r♦❜❛❜✐❧✐t✐❡s ♦❢ ❝♦♥❝♦r❞❛♥❝❡
❛♥❞ ❞✐s❝♦r❞❛♥❝❡✳ ■♥ ❢❛❝t✱ t❤❡ ❧❛tt❡r ❝❛♥ ❜❡ ✇r✐tt❡♥ ❛s





C(u1, u2) dC(u1, u2)− 1.
❚❤❡ r❡❛❞❡r ✐s r❡❢❡rr❡❞ t♦ t❤❡ ♠♦♥♦❣r❛♣❤s ❜② ◆❡❧s❡♥ ✭✷✵✵✻✮✱ ▼❛✐ ❛♥❞ ❙❝❤❡r❡r ✭✷✵✶✷✮ ❛♥❞ ❏♦❡ ✭✷✵✶✺✮ ❢♦r ❢✉rt❤❡r ❞❡t❛✐❧s ♦♥
❝♦♣✉❧❛s ❛♥❞ r❡❧❛t❡❞ ♥♦t✐♦♥s ♦❢ ❞❡♣❡♥❞❡♥❝❡✳
❍♦✇❡✈❡r✱ t❤❡ ♠✉❧t✐✈❛r✐❛t❡ ❝♦♣✉❧❛ ❢❛♠✐❧✐❡s t❤❛t ❛r❡ ❝✉rr❡♥t❧② ❛✈❛✐❧❛❜❧❡ ❢♦r ❤✐❣❤✲❞✐♠❡♥s✐♦♥❛❧ ♠♦❞❡❧✐♥❣ s✉✛❡r ❢r♦♠ s♦♠❡
❧✐♠✐t❛t✐♦♥s✳ ❋♦r ❡①❛♠♣❧❡✱ ❡✈❡♥ t❤♦✉❣❤ t❤❡ ◆♦r♠❛❧ ❝♦♣✉❧❛ ❤❛s ✇❡❧❧ ❡st❛❜❧✐s❤❡❞ t❤❡♦r❡t✐❝❛❧ ♣r♦♣❡rt✐❡s ❛♥❞ ✐s ❡❛s② t♦ ✐♥t❡r♣r❡t✱
t❤❡ ❦✐♥❞ ♦❢ ❞❡♣❡♥❞❡♥❝❡ t❤❛t ✐t ❝❛♥ ❛❝❝♦♠♠♦❞❛t❡ ✐s ❧✐♠✐t❡❞ t♦ ❝❛s❡s ✇❤❡r❡ t❤❡ str✉❝t✉r❡ ✐s r❛❞✐❛❧❧② s②♠♠❡tr✐❝ ❛♥❞ t❛✐❧
❞❡♣❡♥❞❡♥❝❡ ✈❛♥✐s❤❡s✳ ❆♥ ❛❧t❡r♥❛t✐✈❡ t♦ t❤❡ ◆♦r♠❛❧ ✐s t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛ ✇❤✐❝❤ ❛❧❧♦✇s ❢♦r ♥♦♥✲♥✉❧❧ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡✱ ❜✉t
❧✐❦❡ t❤❡ ♥♦r♠❛❧✱ ✐s r❛❞✐❛❧❧② s②♠♠❡tr✐❝❀ ❛ s✐♠✐❧❛r ❝♦♠♠❡♥t ❛♣♣❧✐❡s t♦ t❤❡ ❡❧❧✐♣t✐❝❛❧ ❝❧❛ss ♦❢ ❝♦♣✉❧❛s✳ ❚❤❡ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛s
✐♥tr♦❞✉❝❡❞ ❜② ❇àr❞♦ss② ✭✷✵✵✻✮ ❛♥❞ ✐♥✈❡st✐❣❛t❡❞ ❜② ◗✉❡ss② ❡t ❛❧✳ ✭✷✵✶✻✮ ❛r❡ r❛❞✐❛❧❧② ❛s②♠♠❡tr✐❝✱ ❤♦✇❡✈❡r t❤❡✐r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡
❝♦❡✣❝✐❡♥ts ❛r❡ ♥✉❧❧✳ ❆♥♦t❤❡r ♣♦ss✐❜✐❧✐t② ✐s t♦ ✉s❡ t❤❡ ✈✐♥❡ ❝♦♣✉❧❛s ♣♦♣✉❧❛r✐③❡❞ ❜② ❆❛s ❡t ❛❧✳ ✭✷✵✵✾✮✱ ❜✉t t❤✐s ❛♣♣r♦❛❝❤
♥❡❝❡ss✐t❛t❡s s✐♠♣❧✐❢②✐♥❣ ❛ss✉♠♣t✐♦♥s ❧✐❦❡ ❝♦♥❞✐t✐♦♥❛❧ ✐♥❞❡♣❡♥❞❡♥❝❡ ❛♥❞ t❤❡ ❝♦♠♣✉t❛t✐♦♥❛❧ t✐♠❡ ❡①♣❧♦❞❡s ✇❤❡♥ t❤❡ ❞✐♠❡♥s✐♦♥
✐♥❝r❡❛s❡s ❜❡❝❛✉s❡ t❤❡ ♥✉♠❜❡r ♦❢ ♣♦ss✐❜❧❡ ❝♦♥✜❣✉r❛t✐♦♥s ❜❡❝♦♠❡s ✈❡r② ❤✐❣❤✳ ❚❤❡ r❡❛❞❡r ✐s r❡❢❡rr❡❞ t♦ ▼ü❧❧❡r ❛♥❞ ❈③❛❞♦ ✭✷✵✶✼✮
❢♦r ❛♥ ❡①❛♠♣❧❡ ♦❢ t❤❡ ✉s❡ ♦❢ ✈✐♥❡ ❝♦♣✉❧❛s ✐♥ ❤✐❣❤ ❞✐♠❡♥s✐♦♥s✳
❚❤✐s ♣❛♣❡r ✐♥tr♦❞✉❝❡s t❤❡ ❢❛♠✐❧② ♦❢ ❋✐s❤❡r ❝♦♣✉❧❛s ✐♥ ♦r❞❡r t♦ ♦✈❡r❝♦♠❡ t❤❡ ❛❜♦✈❡✲♠❡♥t✐♦♥❡❞ ❧✐♠✐t❛t✐♦♥s ♦❢ t❤❡ ❛✈❛✐❧❛❜❧❡
♠♦❞❡❧s❀ t❤❡s❡ ❧✐♠✐t❛t✐♦♥s ❛r❡ ❡s♣❡❝✐❛❧❧② ♣r♦❜❧❡♠❛t✐❝ ✇❤❡♥ t❤❡ ❣♦❛❧ ✐s t♦ r❡♣r♦❞✉❝❡ ❥♦✐♥t ❡①tr❡♠❡ ♣r❡❝✐♣✐t❛t✐♦♥ ❡✈❡♥ts✳ ❆s
✇✐❧❧ ❜❡ s❤♦✇♥✱ t❤✐s ♥❡✇ ❝♦♣✉❧❛ ❢❛♠✐❧② ❛❧❧♦✇s ✐♥ ♣❛rt✐❝✉❧❛r ❢♦r ✭✐✮ ❤✐❣❤✲❞✐♠❡♥s✐♦♥❛❧ ♠♦❞❡❧✐♥❣✱ ✭✐✐✮ ♥♦♥✲✈❛♥✐s❤✐♥❣ ✉♣♣❡r t❛✐❧
❞❡♣❡♥❞❡♥❝❡✱ ✭✐✐✐✮ r❛❞✐❛❧ ❛s②♠♠❡tr② ❛♥❞ ✭✐✈✮ ❛ ♣❛✐r✇✐s❡ str✉❝t✉r❡ t❤❛t ❤❡❧♣s t♦ ✐♥t❡r♣r❡t r❡s✉❧ts✳ ❚❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❢❛♠✐❧② ❝❛♥
t❤✉s ❜❡ s❡❡♥ ❛s ❛ ✈❡r② ✐♥t❡r❡st✐♥❣ ❛❧t❡r♥❛t✐✈❡ t♦ t❤❡ ◆♦r♠❛❧✱ ❙t✉❞❡♥t ❛♥❞ ❝❤✐✲sq✉❛r❡ ❝❧❛ss❡s ♦❢ ❝♦♣✉❧❛s✱ s✐♥❝❡ ♥♦♥❡ ♦❢ t❤❡s❡
♠♦❞❡❧s ♣♦ss❡ss❡s ❛❧❧ t❤❡s❡ ♣r♦♣❡rt✐❡s✳ ❍❡♥❝❡✱ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛s ❛r❡ ✇❡❧❧ ❛❞❛♣t❡❞ ❢♦r t❤❡ ❛♥❛❧②s✐s ♦❢ ♠✉❧t✐✲s✐t❡ ♣r❡❝✐♣✐t❛t✐♦♥
❞❛t❛✱ s✐♥❝❡ s✉❝❤ ♦❜s❡r✈❛t✐♦♥s ❛r❡ t②♣✐❝❛❧❧② t❛✐❧ ❛s②♠♠❡tr✐❝ ❛♥❞ s❤♦✇ s✐❣♥✐✜❝❛♥t ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡✳ ■♥ ❛❞❞✐t✐♦♥✱ ✐t ❝♦✉❧❞
❡✈❡♥t✉❛❧❧② ❜❡ ✉s❡❞ ✐♥ ❛ s♣❛t✐❛❧ ❝♦♥t❡①t s✐♥❝❡ ♣❛✐r✇✐s❡ ❞✐st❛♥❝❡s ❜❡t✇❡❡♥ st❛t✐♦♥s ❝❛♥ ❡❛s✐❧② ❜❡ ✐♥❝♦r♣♦r❛t❡❞ ✐♥t♦ t❤❡ ♠♦❞❡❧✳
❚❤❡ r❡♠❛✐♥✐♥❣ ♦❢ t❤❡ ♣❛♣❡r ✐s str✉❝t✉r❡❞ ❛s ❢♦❧❧♦✇s✳ ■♥ ❙❡❝t✐♦♥ ✷✱ t❤❡ ❝♦♥str✉❝t✐♦♥ ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✐s ❞❡t❛✐❧❡❞ ❛♥❞
t❤❡♦r❡t✐❝❛❧ ♣r♦♣❡rt✐❡s ❛r❡ ❡st❛❜❧✐s❤❡❞✳ ❚✇♦ str❛t❡❣✐❡s ❢♦r ♣❛r❛♠❡t❡r ❡st✐♠❛t✐♦♥ ❛r❡ ♣r♦♣♦s❡❞ ✐♥ ❙❡❝t✐♦♥ ✸ ❛♥❞ t❤❡✐r ❡✣❝✐❡♥❝②
✐♥ ♠♦❞❡r❛t❡ s❛♠♣❧❡ s✐③❡s ✐s ✐♥✈❡st✐❣❛t❡❞ ✐♥ ❛ s✐♠✉❧❛t✐♦♥ st✉❞②✳ ❚❤❡ ✉s❡❢✉❧♥❡ss ♦❢ t❤❡ ♥❡✇❧② ✐♥tr♦❞✉❝❡❞ ❋✐s❤❡r ❝♦♣✉❧❛s ✐s
✐❧❧✉str❛t❡❞ ✐♥ ❙❡❝t✐♦♥ ✹ ♦♥ ♣r❡❝✐♣✐t❛t✐♦♥ ❞❛t❛ ♠❡❛s✉r❡❞ ❛t ✶✵✺ st❛t✐♦♥s ✐♥ t❤❡ ❆❛r❡ r✐✈❡r ❝❛t❝❤♠❡♥t ✐♥ ❙✇✐t③❡r❧❛♥❞❀ t❤❡ r❡s✉❧ts
❛r❡ ❝♦♠♣❛r❡❞ t♦ t❤♦s❡ ♦❜t❛✐♥❡❞ ❜② ❊✈✐♥ ❡t ❛❧✳ ✭✷✵✶✼✮ ✉s✐♥❣ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳ ❚❡❝❤♥✐❝❛❧ ❞❡t❛✐❧s ❛r❡ r❡❧❡❣❛t❡❞ t♦ ❛♥ ❛♣♣❡♥❞✐①✳
✷✳ ❈❖◆❙❚❘❯❈❚■❖◆ ❆◆❉ P❘❖P❊❘❚■❊❙ ❖❋ ❚❍❊ ❋■❙❍❊❘ ❈❖P❯▲❆
✷✳✶✳ ❙♦♠❡ ♥♦t❡s ♦♥ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛
❆s ✇✐❧❧ ❜❡ s❡❡♥✱ t❤❡ ♥❡✇ ❋✐s❤❡r ❝♦♣✉❧❛ t❤❛t ✇✐❧❧ ❜❡ ✐♥tr♦❞✉❝❡❞ ✐s ✐♥t✐♠❛t❡❧② r❡❧❛t❡❞ t♦ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳ ❘❡❝❛❧❧ t❤❛t
❛ r❛♥❞♦♠ ✈❡❝t♦r X = (X1, . . . , Xd) ✐s s❛✐❞ t♦ ❢♦❧❧♦✇ ❛ d✲✈❛r✐❛t❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥ ✇✐t❤ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① Σ ❛♥❞ ν ∈ N





✇❤❡r❡ Z ❢♦❧❧♦✇s ❛ d✲✈❛r✐❛t❡ ◆♦r♠❛❧ ✇✐t❤ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① Σ ❛♥❞ W ✱ ✇❤✐❝❤ ✐s ✐♥❞❡♣❡♥❞❡♥t ♦❢ Z✱ ✐s ❞✐str✐❜✉t❡❞ ❢r♦♠ t❤❡























xs−1e−xdx ✐s t❤❡ ●❛♠♠❛ ❢✉♥❝t✐♦♥✳ ●❡♥❡r❛❧❧② s♣❡❛❦✐♥❣✱ t❤❡ ✉♥✐q✉❡ ❝♦♣✉❧❛ ♦❢ ❛ ❝♦♥t✐♥✉♦✉s r❛♥❞♦♠ ✈❡❝t♦r
X ❝❛♥ ❜❡ ❡①tr❛❝t❡❞ ❢r♦♠ t❤❡ ❢♦r♠✉❧❛ C(u1, . . . , ud) = P{X1 ≤ F−11 (u1), . . . , Xd ≤ F−1d (ud)}✱ ✇❤❡r❡ (u1, . . . , ud) ∈ [0, 1]d✳ ❆s
❛ ♣❛rt✐❝✉❧❛r ❝❛s❡✱ ♦♥❡ ❞❡❞✉❝❡s t❤❛t t❤❡ ❝♦♣✉❧❛ ❛ss♦❝✐❛t❡❞ t♦ t❤❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥ ❝❛♥ ❜❡ ✐♠♣❧✐❝✐t❧② ❡①♣r❡ss❡❞ ❛s






htΣ,ν(x1, . . . , xd) dxd · · · dx1,
2 Copyright c© 2012 John Wiley & Sons, Ltd. Environmetrics 2012, 00 1–15
Prepared using envauth.cls
Modeling upper tail dependence with the Fisher copula Environmetrics
✇❤❡r❡ Fν ✐s t❤❡ ❝✉♠✉❧❛t✐✈❡ ❞✐str✐❜✉t✐♦♥ ❢✉♥❝t✐♦♥ ♦❢ t❤❡ ✉♥✐✈❛r✐❛t❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥ ✇✐t❤ ν ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠✳ ▲❡tt✐♥❣ fν
❜❡ t❤❡ ✉♥✐✈❛r✐❛t❡ ❙t✉❞❡♥t ❞❡♥s✐t②✱ t❤❡ ❞❡♥s✐t② ♦❢ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛ ❝❛♥ ❜❡ ❡①♣r❡ss❡❞ ❛s
















❇② ❝♦♥str✉❝t✐♦♥✱ ❛♥② ♠❛r❣✐♥❛❧ ♦❢ ❞✐♠❡♥s✐♦♥ p ∈ {2, . . . , d− 1} ♦❢ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛ ✐s ❛ p✲✈❛r✐❛t❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳ ❙♣❡❝✐✜❝❛❧❧②✱
t❤❡ ❝♦♣✉❧❛ ♦❢ t❤❡ s✉❜✈❡❝t♦r X̃ = (Xi1 , . . . , Xip) ✐s C
t
Σ̃,ν
✱ ✇❤❡r❡ Σ̃ ✐s t❤❡ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① ♦❢ X̃✳ ■♥ ♣❛rt✐❝✉❧❛r✱ t❤❡ ❝♦♣✉❧❛ ♦❢




❆s ♠❡♥t✐♦♥❡❞ ✐♥ t❤❡ ■♥tr♦❞✉❝t✐♦♥✱ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛ ✐s r❛❞✐❛❧❧② s②♠♠❡tr✐❝✳ ❋♦r♠❛❧❧②✱ ✐t ♠❡❛♥s t❤❛t ✐❢ (U1, . . . , Ud) ∼ CtΣ,ν ✱
t❤❡♥ (1− U1, . . . , 1− Ud) ∼ CtΣ,ν ❀ ❞❡t❛✐❧s ❛r❡ ❣✐✈❡♥ ✐♥ ❆♣♣❡♥❞✐① ❆✳✶✳ ❆ ❞✐r❡❝t ❝♦♥s❡q✉❡♥❝❡ ✐s t❤❛t ctΣ,ν(u1, . . . , ud) =
ctΣ,ν(1− u1, . . . , 1− ud) ❢♦r ❛❧❧ (u1, . . . , ud) ∈ [0, 1]d✳ ❍❡♥❝❡✱ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛ ✐s t❛✐❧ s②♠♠❡tr✐❝ ✐♥ t❤❡ s❡♥s❡ t❤❛t t❤❡ ❧♦✇❡r
❛♥❞ ✉♣♣❡r t❛✐❧s ♦❢ ✐ts ❞✐str✐❜✉t✐♦♥ ❛r❡ ✐❞❡♥t✐❝❛❧✳ ❚❤✐s ❢❡❛t✉r❡ ♦❢ t❤❡ ❙t✉❞❡♥t ❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡ ❝❛♥ ❜❡ r❡str✐❝t✐✈❡ ✐♥



























✷✳✷✳ ❋r♦♠ t❤❡ ❙t✉❞❡♥t t♦ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛
❆s ✐♥✐t✐❛❧❧② s✉❣❣❡st❡❞ ❜② ❇àr❞♦ss② ✭✷✵✵✻✮✱ t❤❡ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛ ❢❛♠✐❧② ❛r✐s❡s ✇❤❡♥ ♦♥❡ sq✉❛r❡s t❤❡ ❝♦♠♣♦♥❡♥ts ♦❢ ❛ ◆♦r♠❛❧
r❛♥❞♦♠ ✈❡❝t♦r✳ ❙♣❡❝✐✜❝❛❧❧②✱ st❛rt✐♥❣ ✇✐t❤ ❛ r❛♥❞♦♠ ✈❡❝t♦r (Z1, . . . , Zd) ❢r♦♠ t❤❡ st❛♥❞❛r❞ d✲✈❛r✐❛t❡ ♥♦r♠❛❧ ❞✐str✐❜✉t✐♦♥ ✇✐t❤
❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① Σ✱ t❤❡ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛ ✇✐t❤ ♥♦♥✲❝❡♥tr❛❧✐t② ♣❛r❛♠❡t❡r a ≥ 0 ❛♥❞ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① Σ ✐s ❞❡✜♥❡❞ ❛s t❤❡
❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡ ♦❢ ((Z1 + a)
2, . . . , (Zd + a)
2)✳ ❚❤❡ ♣r♦♣❡rt✐❡s ♦❢ t❤✐s ❢❛♠✐❧② ♦❢ ❝♦♣✉❧❛s ❤❛✈❡ ❜❡❡♥ ✐♥✈❡st✐❣❛t❡❞ ❜② ◗✉❡ss②
❡t ❛❧✳ ✭✷✵✶✻✮✳ ■♥ ♣❛rt✐❝✉❧❛r✱ ♦♥❡ r❡❝♦✈❡rs t❤❡ ♥♦r♠❛❧ ❝♦♣✉❧❛ ✇❤❡♥ a → ∞✱ ✇❤✐❧❡ ❢♦r ❛♥② a ∈ [0,∞)✱ t❤❡ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛s ❛r❡
r❛❞✐❛❧❧② ❛s②♠♠❡tr✐❝✳ ❍♦✇❡✈❡r✱ t❤❡ ❧♦✇❡r ❛♥❞ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts ✈❛♥✐s❤✳
❋♦❧❧♦✇✐♥❣ ❛ s✐♠✐❧❛r ✐❞❡❛✱ ❛ ♥❡✇ ❝♦♣✉❧❛ ❢❛♠✐❧② ✇✐❧❧ ❜❡ ❜✉✐❧❞ ✉♣♦♥ ❝♦♥s✐❞❡r✐♥❣ ❙t✉❞❡♥t r❛♥❞♦♠ ✈❡❝t♦rs ✐♥st❡❛❞ ♦❢ ♥♦r♠❛❧
✈❡❝t♦rs✳ ❙♣❡❝✐✜❝❛❧❧②✱ ❧❡t X = (X1, . . . , Xd) ❜❡ ❛ r❛♥❞♦♠ ✈❡❝t♦r ❞✐str✐❜✉t❡❞ ❛❝❝♦r❞✐♥❣ t♦ t❤❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥ ✇✐t❤
❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① Σ ❛♥❞ ν ∈ N ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠✳ ❚❤❡♥✱ ❧❡t CFΣ,ν ❜❡ t❤❡ ♠✉❧t✐✈❛r✐❛t❡ ❝♦♣✉❧❛ t❤❛t ❝♦rr❡s♣♦♥❞s t♦ t❤❡
❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡ ♦❢ Y = (X21 , . . . , X
2
d)✳ ❇❡❝❛✉s❡ ❛❧❧ t❤❡ ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s ♦❢ Y ❛r❡ ❋✐s❤❡r ✇✐t❤ ✶ ❛♥❞ ν ❞❡❣r❡❡s
♦❢ ❢r❡❡❞♦♠✱ t❤✐s ❞❡♣❡♥❞❡♥❝❡ ♠♦❞❡❧ ✇✐❧❧ ❜❡ r❡❢❡rr❡❞ t♦ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✐♥ t❤❡ s❡q✉❡❧✳ ❚❤✐s ❢❛♠✐❧② ❣❡♥❡r❛❧✐③❡s t❤❡ ❝❧❛ss ♦❢
❝❡♥t❡r❡❞ ❝❤✐✲sq✉❛r❡ ❞❡♣❡♥❞❡♥❝❡ ♠♦❞❡❧s s✐♥❝❡ CFΣ,ν t❡♥❞s t♦ t❤❡ ❝❡♥t❡r❡❞ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛ ❛s ν → ∞✳
❋r♦♠ s✐♠✐❧❛r ❛r❣✉♠❡♥ts t❤❛♥ t❤♦s❡ ✐♥ ◗✉❡ss② ❡t ❛❧✳ ✭✷✵✶✻✮✱ ♦♥❡ ❝❛♥ ❞❡r✐✈❡ ❛♥ ❡①♣r❡ss✐♦♥ ❢♦r t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❛♥❞ ✐ts
❛ss♦❝✐❛t❡❞ ❞❡♥s✐t②❀ t❤✐s ✐s ❣✐✈❡♥ ✐♥ ▲❡♠♠❛ ✶✳
▲❡♠♠❛ ✶ ❋♦r ǫ = (ǫ1, . . . , ǫd)✱ t❤❡ d✲❞✐♠❡♥s✐♦♥❛❧ ❋✐s❤❡r ❝♦♣✉❧❛ ❝❛♥ ❜❡ ❡①♣r❡ss❡❞ ❜②

















✇❤❡r❡ CtΣ,ν ✐s t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳ ■ts ❝♦rr❡s♣♦♥❞✐♥❣ ❞❡♥s✐t② ❝❛♥ t❤❡r❡❢♦r❡ ❜❡ ❣✐✈❡♥ ❜②














✇❤❡r❡ ctΣ,ν ✐s t❤❡ ❞❡♥s✐t② ♦❢ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳
❆♥ ❛❧t❡r♥❛t✐✈❡ ❡①♣r❡ss✐♦♥ ❢♦r t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❞❡♥s✐t② ❝❛♥ ❜❡ ❞❡r✐✈❡❞ ✉♣♦♥ ♥♦t✐♥❣ t❤❛t F−1ν {(1− u)/2} = −F−1ν {(1 +
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❚❤✐s ❧❛st ❢♦r♠✉❧❛ ✇✐❧❧ ♣r♦✈❡ ✉s❡❢✉❧ ❧❛t❡r ✐♥ t❤❡ ❝♦♥t❡①t ♦❢ ♣❛r❛♠❡t❡r ❡st✐♠❛t✐♦♥✳
✷✳✸✳ ❙♦♠❡ ♣r♦♣❡rt✐❡s ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛
❯s✐♥❣ ❛r❣✉♠❡♥ts s✐♠✐❧❛r ❛s t❤♦s❡ ❣✐✈❡♥ ❢♦r t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✱ ♦♥❡ ❝❛♥ ❝♦♥❝❧✉❞❡ t❤❛t t❤❡ p✲✈❛r✐❛t❡ ♠❛r❣✐♥❛❧s ♦❢ ❛ ❋✐s❤❡r
❝♦♣✉❧❛ ❛❧s♦ ❜❡❧♦♥❣ t♦ t❤❡ ❋✐s❤❡r ❢❛♠✐❧②✳ ■♥ ♣❛rt✐❝✉❧❛r✱ t❤❡ ❝♦♣✉❧❛ ♦❢ t❤❡ ♣❛✐r (j, j′) ✐s t❤❡ ❜✐✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✇✐t❤ ♣❛r❛♠❡t❡r




❙✐♥❝❡ t❤❡ ❝♦♠♣♦♥❡♥ts ♦❢ (X1, . . . , Xd) ❝❛♥ ♥❡✈❡r ❜❡ ✐♥❞❡♣❡♥❞❡♥t ✐♥ t❤❡ ❝❛s❡ ♦❢ t❤❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥✱ ❡✈❡♥ ✇❤❡♥ Σ = I✱
t❤❡ ✐♥❞❡♣❡♥❞❡♥❝❡ ❝♦♣✉❧❛ Π ✐s ♥♦t ❛ ♠❡♠❜❡r ♦❢ t❤❡ ❋✐s❤❡r ❝❧❛ss ♦❢ ❝♦♣✉❧❛s✳ ❚❤❡ ♦♥❧② ❡①❝❡♣t✐♦♥ ♦❝❝✉rs ✇❤❡♥ ν → ∞✱ ✐♥ ✇❤✐❝❤
❝❛s❡ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ t❡♥❞s t♦ t❤❡ ❝❡♥t❡r❡❞ ❝❤✐✲sq✉❛r❡ ❛♥❞ limν→∞ C
F
I,ν = Π✳ ❖♥ t❤❡ ♦t❤❡r s✐❞❡✱ ❧❡tt✐♥❣ Σ ❜❡ s✉❝❤ t❤❛t
Σjj′ = 1 ❢♦r ❛❧❧ j, j
′ ∈ {1, . . . , d} ❝♦rr❡s♣♦♥❞s t♦ t❤❡ s✐t✉❛t✐♦♥ ✇❤❡r❡X1 = · · · = Xd ❛❧♠♦st s✉r❡❧②✱ ❛♥❞ t❤❡♥ ❛❧s♦X21 = · · · = X2d
❛❧♠♦st s✉r❡❧②✳ ❆s ❛ ❝♦♥s❡q✉❡♥❝❡✱ CFΣ,ν = M ✐s t❤❡ ❋ré❝❤❡t✕❍♦❡✛❞✐♥❣ ✉♣♣❡r ❜♦✉♥❞ ❛ss♦❝✐❛t❡❞ t♦ t❤❡ d✲✈❛r✐❛t❡ ♣❡r❢❡❝t ♣♦s✐t✐✈❡
❞❡♣❡♥❞❡♥❝❡✳
■t ❞♦❡s ♥♦t s❡❡♠ ♣♦ss✐❜❧❡ t♦ ❞❡r✐✈❡ ❛ ❝❧♦s❡❞✲❢♦r♠ ❡①♣r❡ss✐♦♥ ❢♦r ❑❡♥❞❛❧❧✬s t❛✉ ❛ss♦❝✐❛t❡❞ t♦ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛✳ ◆❡✈❡rt❤❡❧❡ss✱
t❤❡ ❧❛tt❡r ❝❛♥ ❜❡ ❛♣♣r♦①✐♠❛t❡❞ ❜② ❛ ▼♦♥t❡✕❈❛r❧♦ s✐♠✉❧❛t✐♦♥ ❜❛s❡❞ ♦♥ t❤❡ ❡♠♣✐r✐❝❛❧ ✈❡rs✐♦♥ ♦❢ ❑❡♥❞❛❧❧✬s t❛✉✱ ✇❤✐❝❤ ❢r♦♠ ❛
s❛♠♣❧❡ ♦❢ ♣❛✐rs (X11, X12), . . . , (Xn1, Xn2) ✐s ❞❡✜♥❡❞ ❜②




I {(Xi1 −Xi′1)(Xi2 −Xi′2) > 0} . ✭✹✮
❈✉r✈❡s ♦❢ τ(CFρ,ν) ❛s ❛ ❢✉♥❝t✐♦♥ ♦❢ ρ✱ ❛s ❡st✐♠❛t❡❞ ✇✐t❤ t❤❡ ❤❡❧♣ ♦❢ ✶✱✵✵✵ s❛♠♣❧❡s ♦❢ s✐③❡ n = 500 ❢r♦♠ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛✱
❛r❡ ❣✐✈❡♥ ✐♥ ❋✐❣✉r❡ ✶ ❢♦r ν ∈ {1, 2, 3, 4, 10}✳ ◆♦t❡ t❤❛t ❛s ν ✐♥❝r❡❛s❡s✱ τ(CFρ,ν) ✇✐❧❧ t❡♥❞ t♦ t❤❡ s✐♠♣❧❡ ❡①♣r❡ss✐♦♥ ❞❡r✐✈❡❞ ❜②
◗✉❡ss② ❡t ❛❧✳ ✭✷✵✶✻✮ ✐♥ t❤❡ ❝❛s❡ ♦❢ t❤❡ ✭❝❡♥t❡r❡❞✮ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛✱ ♥❛♠❡❧② limν→∞ τ(C
F
ρ,ν) = {(2/π) sin−1 ρ}2✳ ❖t❤❡r✇✐s❡✱
s♦♠❡✇❤❛t ❛s ❛ ❝♦♥s❡q✉❡♥❝❡ ♦❢ t❤❡ ❢❛❝t t❤❛t ρ = 0 ❞♦❡s ♥♦t ❝♦rr❡s♣♦♥❞ t♦ ✐♥❞❡♣❡♥❞❡♥❝❡✱ ❑❡♥❞❛❧❧✬s t❛✉ ❛t t❤❡ ♦r✐❣✐♥ ❞♦❡s ♥♦t
✈❛♥✐s❤✳


















❋✐❣✉r❡ ✶✳❈✉r✈❡s ♦❢ ❑❡♥❞❛❧❧✬s t❛✉ ❛s ❛ ❢✉♥❝t✐♦♥ ♦❢ ρ ∈ [0, 1] ❢♦r t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ CFρ,ν ✇✐t❤ ν = 1 ✭s♦❧✐❞ ❧✐♥❡ ✇✐t❤ ❞♦ts✮✱ ν = 2 ✭❞♦tt❡❞ ❧✐♥❡✮✱
ν = 3 ✭❞♦ts✮✱ ν = 4 ✭❞❛s❤❡❞ ❧✐♥❡✮ ❛♥❞ ν = 10 ✭s♦❧✐❞ ❧✐♥❡✮
❖♥❡ ❦❡② ❢❡❛t✉r❡ ♦❢ t❤❡ ♠❡♠❜❡rs ♦❢ t❤❡ ❋✐s❤❡r ❢❛♠✐❧② ✐s t❤❛t ✉♥❧✐❦❡ t❤♦s❡ ✐♥ t❤❡ ❙t✉❞❡♥t ❢❛♠✐❧②✱ t❤❡② ❛r❡ r❛❞✐❛❧❧② ❛s②♠♠❡tr✐❝✳
❚❤✐s ❝❤❛r❛❝t❡r✐st✐❝ ❝❛♥ ❜❡ ♥♦t✐❝❡❞ ✐♥ ❋✐❣✉r❡ ✷✱ ✇❤❡r❡ ♦♥❡ ❝❛♥ ✜♥❞ ♣❛✐r ♣❧♦ts ❢r♦♠ ✶✱✵✵✵ ✐♥❞❡♣❡♥❞❡♥t ❝♦♣✐❡s ♦❢ ❛ tr✐♣❧❡t
(X1, X2, X3) ✇❤♦s❡ ❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡ ✐s t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✇✐t❤ ν = 3 ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠ ❛♥❞ ✇❤❡r❡ ❑❡♥❞❛❧❧✬s t❛✉ ♦❢ t❤❡
♣❛✐rs ❤❛✈❡ ❜❡❡♥ s❡t t♦ τ(X1, X2) = 0.25✱ τ(X1, X3) = 0.50 ❛♥❞ τ(X2, X3) = 0.75❀ t❤❡s❡ ✈❛❧✉❡s ❝♦rr❡s♣♦♥❞ ❛♣♣r♦①✐♠❛t❡❧② t♦
Σ12 = 0.58✱ Σ13 = 0.88 ❛♥❞ Σ23 = 0.98✳ ❆ ❢♦r♠❛❧ st❛t❡♠❡♥t ♦❢ t❤✐s ♣r♦♣❡rt② ✐s ❣✐✈❡♥ ❧❛t❡r ✐♥ Pr♦♣♦s✐t✐♦♥ ✷✳
❚❤❡ ❢♦❧❧♦✇✐♥❣ r❡s✉❧t✱ ✇❤♦s❡ ♣r♦♦❢ ✐s ❣✐✈❡♥ ✐♥ ❆♣♣❡♥❞✐① ❆✳✸✱ ♣r♦✈✐❞❡s ❡①♣r❡ss✐♦♥s ❢♦r t❤❡ ❧♦✇❡r ❛♥❞ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡
❝♦❡✣❝✐❡♥ts ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛✳
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Modeling upper tail dependence with the Fisher copula Environmetrics
❋✐❣✉r❡ ✷✳P❛✐r ♣❧♦ts ♦❢ ✶✱✵✵✵ ✐♥❞❡♣❡♥❞❡♥t ❝♦♣✐❡s ♦❢ ❛ tr✐♣❧❡t (X1, X2, X3) ✇❤♦s❡ ❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡ ✐s t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✇✐t❤ ν = 3 ❞❡❣r❡❡s ♦❢
❢r❡❡❞♦♠ ❛♥❞ τ(X1, X2) = 0.25✱ τ(X1, X3) = 0.50 ❛♥❞ τ(X2, X3) = 0.75✱ ❛♥❞ ✇❤♦s❡ ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s ✐s ✉♥✐❢♦r♠ ♦♥ [0, 1] ✭✉♣♣❡r tr✐❛♥❣❧❡✮
❛♥❞ t❤❡ ♥♦r♠❛❧✐③❡❞ ❝♦♥t♦✉r ♣❧♦ts ♦❢ t❤❡s❡ ❞❛t❛ ✭❧♦✇❡r tr✐❛♥❣❧❡✮
Pr♦♣♦s✐t✐♦♥ ✶ ❚❤❡ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ CFΣ,ν ❛r❡ ❣✐✈❡♥ ❢♦r ❡❛❝❤ j < j


































■♥ ♣❛rt✐❝✉❧❛r✱ limν→∞ λL(C
F
Σjj′ ,ν
) = limν→∞ λU (C
F
Σjj′ ,ν
) = 0✱ r❡❝♦✈❡r✐♥❣ ❛ r❡s✉❧t ♦❜t❛✐♥❡❞ ❜② ◗✉❡ss② ❡t ❛❧✳ ✭✷✵✶✻✮ ❢♦r t❤❡
❝❡♥t❡r❡❞ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛✳
Pr♦♣♦s✐t✐♦♥ ✶ ❡♥s✉r❡s t❤❛t t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛s ❛❧❧♦✇ ❢♦r ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡❀ t❤✐s ✐s ❛♥ ✐♥t❡r❡st✐♥❣ ❝❤❛r❛❝t❡r✐st✐❝ ✇❤❡♥
❝♦♠♣❛r❡❞✱ ❢♦r ✐♥st❛♥❝❡✱ t♦ t❤❡ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛s✳ ❱❛❧✉❡s ♦❢ λU (C
F
ρ,ν) ❛r❡ ♣r♦✈✐❞❡❞ ✐♥ ❚❛❜❧❡ ✶ ❢♦r s♦♠❡ s❡❧❡❝t✐♦♥s ♦❢ ρ ∈ [0, 1]
❛♥❞ ν ∈ N✳ ◆♦t❡ t❤❛t s✐♥❝❡ t❤❡ ♥✉♠❜❡r ♦❢ ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠ ✐s t❤❡ s❛♠❡ ❢♦r ❛❧❧ t❤❡ ♣❛✐rs ✐♥ t❤❡ ♠✉❧t✐✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛✱
❛ ❝♦♥s❡q✉❡♥❝❡ ♦❢ Pr♦♣♦s✐t✐♦♥ ✶ ✐s t❤❛t t❤❡ ❧❡✈❡❧ ♦❢ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❢♦r ❛ ❣✐✈❡♥ ♣❛✐r ✐s ♠❛♥❛❣❡❞ ❜② t❤❡ ❝♦rr❡s♣♦♥❞✐♥❣
❡♥tr② ♦❢ t❤❡ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐①✳
❆♥♦t❤❡r ❝♦♥s❡q✉❡♥❝❡ ♦❢ Pr♦♣♦s✐t✐♦♥ ✶ ✐s t❤❛t ✉♥❧✐❦❡ t❤❡ ◆♦r♠❛❧✱ ❙t✉❞❡♥t ❛♥❞ ♦t❤❡r ❡❧❧✐♣t✐❝❛❧ ❝♦♣✉❧❛s✱ t❤❡ d✲❞✐♠❡♥s✐♦♥❛❧
❋✐s❤❡r ❝♦♣✉❧❛ ✐s r❛❞✐❛❧❧② ❛s②♠♠❡tr✐❝❀ t❤✐s ✐s ❢♦r♠❛❧❧② st❛t❡❞ ✐♥ Pr♦♣♦s✐t✐♦♥ ✷✳
Pr♦♣♦s✐t✐♦♥ ✷ ❋♦r ❛♥② ♣♦s✐t✐✈❡ ❞❡✜♥✐t❡ ♠❛tr✐① Σ ∈ Rd×d ❛♥❞ ν < ∞✱ t❤❡ d✲✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛ CFΣ,ν ✐s r❛❞✐❛❧❧②
❛s②♠♠❡tr✐❝✳
✸✳ P❆❘❆▼❊❚❊❘ ❊❙❚■▼❆❚■❖◆
❈♦♥s✐❞❡r n ✐♥❞❡♣❡♥❞❡♥t ❝♦♣✐❡s X1, . . . ,Xn ♦❢ ❛ r❛♥❞♦♠ ✈❡❝t♦r X = (X1, . . . , Xd) ✇❤♦s❡ ❞✐str✐❜✉t✐♦♥ ✐s ❛ss✉♠❡❞ t♦ ❤❛✈❡
❝♦♥t✐♥✉♦✉s ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s F1, . . . , Fd ❛♥❞ ❛ ❝♦♣✉❧❛ t❤❛t ❜❡❧♦♥❣s t♦ t❤❡ ❢❛♠✐❧② ♦❢ d✲✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛s {CFΣ,ν ; Σ, ν}✳
❚❤❡ ❣♦❛❧ ♦❢ t❤✐s s❡❝t✐♦♥ ✐s t♦ ❞❡✈❡❧♦♣ ❡✣❝✐❡♥t str❛t❡❣✐❡s ❢♦r t❤❡ ❡st✐♠❛t✐♦♥ ♦❢ t❤❡ ✉♥❦♥♦✇♥ ♣❛r❛♠❡t❡rs Σ ❛♥❞ ν ✐♥ ❛ ❝♦♥t❡①t
✇❤❡r❡ t❤❡ ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s ❛r❡ ✉♥❦♥♦✇♥❀ t♦ t❤✐s ❡♥❞✱ s❡♠✐✲♣❛r❛♠❡tr✐❝ ✐♥❢❡r❡♥❝❡ ♠❡t❤♦❞s ✇✐❧❧ ❜❡ ❛❞♦♣t❡❞ ✐♥ t❤❡ s❡q✉❡❧✳
✸✳✶✳ ❚❤❡ ❝❛s❡ ✇❤❡♥ ν ✐s ✜①❡❞✿ ✐♥✈❡rs✐♦♥ ♦❢ ❑❡♥❞❛❧❧✬s t❛✉
❆s ♥♦t❡❞ ✐♥ ❙❡❝t✐♦♥ ✷✳✸✱ ❡❛❝❤ ❡♥tr② ♦❢ t❤❡ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① Σ ❝❛♥ ❜❡ r❡❧❛t❡❞ ✐♠♣❧✐❝✐t❧② t♦ t❤❡ ✈❛❧✉❡ ♦❢ ❑❡♥❞❛❧❧✬s t❛✉ ♦❢
t❤❡ ❝♦rr❡s♣♦♥❞✐♥❣ ♣❛✐r✳ ■♥ ♦t❤❡r ✇♦r❞s✱ t❤❡r❡ ✐s ❛ ❢✉♥❝t✐♦♥ gν : [0, 1] → [0, 1] s✉❝❤ t❤❛t Σjj′ = gν{τ(Xj , Xj′)} ❢♦r ❡❛❝❤ j 6= j′✳
■❢ t❤❡ ✈❛❧✉❡ ♦❢ ν ∈ N ✐s ❛ss✉♠❡❞ t♦ ❜❡ ❦♥♦✇♥✱ ♦♥❡ ❝❛♥ t❤❡♥ ❡st✐♠❛t❡ t❤❡ ❡♥tr✐❡s ♦❢ Σ ✇✐t❤ Σ̂jj′(ν) = gν(τ̂jj′)✱ ✇❤❡r❡ τ̂jj′ ✐s
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t❤❡ ❡♠♣✐r✐❝❛❧ ❑❡♥❞❛❧❧✬s t❛✉ ❞❡✜♥❡❞ ✐♥ ✭✹✮ ❝♦♠♣✉t❡❞ ❢r♦♠ t❤❡ s❛♠♣❧❡ ♦❢ ♣❛✐rs (X1j , X1j′), . . . , (Xnj , Xnj′)✳ ❙✐♥❝❡ gν ❤❛s ♥♦
❡①♣❧✐❝✐t ❡①♣r❡ss✐♦♥✱ t❤❡ ❧❛tt❡r ✐s ❛♣♣r♦①✐♠❛t❡❞ ❢r♦♠ ✶✱✵✵✵ s❛♠♣❧❡s ♦❢ s✐③❡ n = 500✱ ❛s ✇❛s t❤❡ ❝❛s❡ ❢♦r t❤❡ ❝✉r✈❡s ✐♥ ❋✐❣✉r❡ ✶✳
❚❤❡ r❡s✉❧ts ♦❢ ❛♥ ✐♥✈❡st✐❣❛t✐♦♥ ♦♥ t❤❡ ♣❡r❢♦r♠❛♥❝❡ ♦❢ t❤✐s ❡st✐♠❛t♦r ✐♥ t❤❡ ❧✐❣❤t ♦❢ ❡st✐♠❛t❡❞ r❡❧❛t✐✈❡ r♦♦t ♠❡❛♥✲sq✉❛r❡❞
❡rr♦r ❛♥❞ r❡❧❛t✐✈❡ ❜✐❛s ❛r❡ t♦ ❜❡ ❢♦✉♥❞ ✐♥ ❚❛❜❧❡ ✷✳ ❘❡❝❛❧❧ t❤❛t ❢♦r ❛♥ ❡st✐♠❛t♦r θ̂ ♦❢ ❛ r❡❛❧✲✈❛❧✉❡❞ ♣❛r❛♠❡t❡r θ > 0✱ t❤❡ r❡❧❛t✐✈❡















■♥ ♦r❞❡r t♦ ❡❛s❡ t❤❡ ✐♥t❡r♣r❡t❛t✐♦♥ ♦❢ t❤❡ r❡s✉❧ts✱ t❤❡ ♠♦❞❡❧ ❤❛s ❜❡❡♥ ♣❛r❛♠❡tr✐③❡❞ ✐♥ t❡r♠s ♦❢ τ(CFρ,ν) ∈ {.25, .50, .75}
❝♦rr❡s♣♦♥❞✐♥❣ t♦ ❧♦✇✱ ♠♦❞❡r❛t❡ ❛♥❞ ❤✐❣❤ ❧❡✈❡❧s ♦❢ ❞❡♣❡♥❞❡♥❝❡✳ ▲♦♦❦✐♥❣ ❛t ❚❛❜❧❡ ✷✱ ♦♥❡ ♦❜s❡r✈❡s t❤❛t t❤❡ ❛❝❝✉r❛❝② ♦❢ ρ̂
✐♥❝r❡❛s❡s ❛s t❤❡ s❛♠♣❧❡ s✐③❡ ✐♥❝r❡❛s❡s✱ ❛s ❡①♣❡❝t❡❞✳ ●❡♥❡r❛❧❧② s♣❡❛❦✐♥❣✱ ❘❇✭ρ̂✮ ❛♥❞ ❘❘▼❙❊✭ρ̂✮ ❞❡❝r❡❛s❡ ❛s τ(CFρ,ν) ✭♦r
s✐♠✐❧❛r❧② ρ✮ ✐♥❝r❡❛s❡s✳ ❚❤❡ ❡st✐♠❛t♦r t❡♥❞s t♦ ❜❡ ❜❡tt❡r ❛s t❤❡ ♥✉♠❜❡r ♦❢ ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠ ✐♥❝r❡❛s❡s✱ ❜✉t t❤❡ r❡s✉❧ts ❛r❡
♥❡✈❡rt❤❡❧❡ss q✉✐t❡ s✐♠✐❧❛r ❢♦r ν ∈ {6, 9, 12, 15, 18}✳ ❖✈❡r❛❧❧✱ t❤❡ ✐♥✈❡rs✐♦♥ ♦❢ ❑❡♥❞❛❧❧✬s t❛✉ ❡st✐♠❛t♦r ρ̂ ♣❡r❢♦r♠s ✇❡❧❧✳
✸✳✷✳ ❚❤❡ ♣s❡✉❞♦ ♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞ ❡st✐♠❛t♦r ❛♥❞ ✐ts ❧✐♠✐t❛t✐♦♥s
■♥ ♠❛♥② ❛♣♣❧✐❝❛t✐♦♥s✱ t❤❡ ♥✉♠❜❡r ♦❢ ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠ ν ∈ N ✐s ✉♥❦♥♦✇♥✳ ■♥ t❤❛t ❝❛s❡✱ ❛♥ ❛❧t❡r♥❛t✐✈❡ t♦ t❤❡ ✐♥✈❡rs✐♦♥
♦❢ ❑❡♥❞❛❧❧✬s t❛✉ ✐s t❤❡ ♣s❡✉❞♦ ♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞ ❡st✐♠❛t♦r ♣r♦♣♦s❡❞ ❛♥❞ ✐♥✈❡st✐❣❛t❡❞ ❜② ●❡♥❡st ❡t ❛❧✳ ✭✶✾✾✺✮✳ ❚❤❡
❧❛tt❡r ✐s ❛ ♥❛t✉r❛❧ r❛♥❦✲❜❛s❡❞ ✈❡rs✐♦♥ ♦❢ t❤❡ ♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞ ❡st✐♠❛t♦r ✐♥ ✇❤✐❝❤ t❤❡ ✉♥❦♥♦✇♥ ✉♥✐✈❛r✐❛t❡ ❞✐str✐❜✉t✐♦♥s
F1, . . . , Fd ❛r❡ ❡st✐♠❛t❡❞ ❜② t❤❡✐r ♥❛t✉r❛❧ ♥♦♥♣❛r❛♠❡tr✐❝ ❝♦✉♥t❡r♣❛rts ♣r♦✈✐❞❡❞ ❜② t❤❡ ✭r❡✲s❝❛❧❡❞✮ ❡♠♣✐r✐❝❛❧ ❞✐str✐❜✉t✐♦♥







◆♦t❡ t❤❛t ❞✐✈✐❞✐♥❣ ❜② n+ 1 ✐♥st❡❛❞ ♦❢ n ❛✈♦✐❞s ♣♦t❡♥t✐❛❧ ♥✉♠❡r✐❝❛❧ ♣r♦❜❧❡♠s ✇❤❡♥ ❡✈❛❧✉❛t✐♥❣ ❝♦♣✉❧❛ ❞❡♥s✐t✐❡s ✇❤❡♥ ♦♥❡ ♦r
♠♦r❡ ❝♦♠♣♦♥❡♥ts ✐s ✶✳ ■♥ t❤❡ ❝❛s❡ ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛✱ ❧❡tt✐♥❣ A20 = {1, . . . , 20} ❜❡ t❤❡ s❡t ♦❢ t❤❡ ✜rst t✇❡♥t② ✐♥t❡❣❡rs ❛♥❞
Md t❤❡ s❡t ♦❢ d✲❞✐♠❡♥s✐♦♥❛❧ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐❝❡s✱ t❤❡ ♣s❡✉❞♦ ♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞ ✭P▼▲✮ ❡st✐♠❛t♦r ✐s ❞❡✜♥❡❞ ❜②




ln cFΣ,ν {Fn1(Xi1), . . . , Fnd(Xid)} . ✭✺✮
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Modeling upper tail dependence with the Fisher copula Environmetrics
❚❛❜❧❡ ✷✳ ❊st✐♠❛t✐♦♥✱ ❜❛s❡❞ ♦♥ ✶✱✵✵✵ r❡♣❧✐❝❛t❡s✱ ♦❢ t❤❡ r❡❧❛t✐✈❡ r♦♦t ♠❡❛♥✲sq✉❛r❡❞ ❡rr♦r ✭❘❘▼❙❊✮ ❛♥❞ r❡❧❛t✐✈❡ ❜✐❛s ✭❘❇✮ ✭✐♥
✪✮ ♦❢ t❤❡ ✐♥✈❡rs✐♦♥ ♦❢ t❤❡ ❑❡♥❞❛❧❧✬s t❛✉ ❡st✐♠❛t♦r ♦❢ ρ ❢♦r t❤❡ ❜✐✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛ CFρ,ν
n = 100 n = 200 n = 400
ν τ(CFρ,ν) ρ ❘❇✭ρ̂✮ ❘❘▼❙❊✭ρ̂✮ ❘❇✭ρ̂✮ ❘❘▼❙❊✭ρ̂✮ ❘❇✭ρ̂✮ ❘❘▼❙❊✭ρ̂✮
✵✳✷✺ ✳✺✽✷ ✲✽✳✾✾ ✸✺✳✽✻ ✲✺✳✶✶ ✷✹✳✺✵ ✲✸✳✻✹ ✶✺✳✷✼
✸ ✵✳✺✵ ✳✽✼✻ ✲✵✳✻✾ ✹✳✽✺ ✲✵✳✸✻ ✸✳✷✽ ✲✵✳✸✷ ✷✳✷✹
✵✳✼✺ ✳✾✼✻ ✲✵✳✵✵ ✵✳✼✶ ✵✳✵✷ ✵✳✹✾ ✵✳✵✶ ✵✳✸✽
✵✳✷✺ ✳✻✺✾ ✲✷✳✽✸ ✶✼✳✾✶ ✲✶✳✻✵ ✶✷✳✶✺ ✲✵✳✼✽ ✼✳✹✺
✻ ✵✳✺✵ ✳✽✽✽ ✲✵✳✹✵ ✸✳✼✷ ✲✵✳✷✵ ✷✳✹✻ ✲✵✳✶✹ ✶✳✼✶
✵✳✼✺ ✳✾✼✼ ✲✵✳✵✹ ✵✳✺✼ ✲✵✳✵✷ ✵✳✹✵ ✲✵✳✵✶ ✵✳✷✹
✵✳✷✺ ✳✻✼✾ ✲✸✳✷✶ ✶✻✳✾✶ ✲✶✳✽✵ ✶✵✳✺✷ ✲✵✳✾✵ ✼✳✷✵
✾ ✵✳✺✵ ✳✽✾✶ ✲✵✳✵✾ ✸✳✷✶ ✲✵✳✶✽ ✷✳✷✻ ✲✵✳✵✺ ✶✳✺✼
✵✳✼✺ ✳✾✼✼ ✲✵✳✶✷ ✵✳✻✷ ✲✵✳✵✼ ✵✳✸✾ ✲✵✳✵✾ ✵✳✷✽
✵✳✷✺ ✳✻✽✺ ✲✶✳✾✷ ✶✹✳✻✷ ✲✵✳✽✼ ✾✳✶✵ ✲✵✳✽✸ ✻✳✾✾
✶✷ ✵✳✺✵ ✳✽✾✷ ✲✵✳✹✹ ✸✳✷✼ ✲✵✳✷✻ ✷✳✷✸ ✲✵✳✶✸ ✶✳✻✶
✵✳✼✺ ✳✾✼✼ ✲✵✳✵✺ ✵✳✻✵ ✲✵✳✵✷ ✵✳✸✽ ✲✵✳✵✷ ✵✳✷✾
✵✳✷✺ ✳✻✾✶ ✲✷✳✸✻ ✶✹✳✹✹ ✲✶✳✸✹ ✾✳✵✼ ✲✵✳✻✷ ✺✳✻✼
✶✺ ✵✳✺✵ ✳✽✾✸ ✲✵✳✷✾ ✸✳✶✷ ✲✵✳✷✶ ✷✳✷✵ ✲✵✳✶✸ ✶✳✹✸
✵✳✼✺ ✳✾✼✼ ✵✳✵✷ ✵✳✺✺ ✵✳✵✽ ✵✳✸✼ ✵✳✵✾ ✵✳✷✻
✵✳✷✺ ✳✻✾✹ ✲✶✳✻✽ ✶✷✳✾✼ ✲✶✳✷✾ ✽✳✼✵ ✲✵✳✹✷ ✺✳✻✼
✶✽ ✵✳✺✵ ✳✽✾✹ ✲✵✳✵✼ ✷✳✾✵ ✲✵✳✶✷ ✷✳✵✶ ✵✳✵✷ ✶✳✸✾
✵✳✼✺ ✳✾✼✼ ✲✵✳✶✸ ✵✳✻✺ ✲✵✳✵✽ ✵✳✹✷ ✲✵✳✵✾ ✵✳✸✶
♦♥❡ ❝❛♥ ✇r✐t❡ ❛❧t❡r♥❛t✐✈❡❧② t❤❛t












































❈♦♠♣✉t✐♥❣ (Σ̂, ν̂) ❛❜♦✈❡ ✐s ❤♦✇❡✈❡r q✉✐t❡ ✉♥r❡❛❧✐st✐❝ ✐♥ ♣r❛❝t✐❝❡✱ ❡s♣❡❝✐❛❧❧② ✇❤❡♥ d ✐s ❧❛r❣❡✱ s✐♥❝❡ t❤❡ ❡①♣r❡ss✐♦♥ ✐♥s✐❞❡
t❤❡ ❜r❛❝❦❡ts ♦❢ t❤❡ ❧❛st ❡q✉❛t✐♦♥ ✐♥✈♦❧✈❡s 2d s✉♠♠❛♥❞s✳ ▼♦r❡♦✈❡r✱ t❤❡ ♠❛①✐♠✐③❛t✐♦♥ ♦✈❡r t❤❡ ♣r♦❞✉❝t✲s❡t Md ×A20 ✐s ✈❡r②
t✐♠❡✲❝♦♥s✉♠✐♥❣✳ ❋♦r t❤❡s❡ r❡❛s♦♥s✱ ♠♦r❡ ❝♦♠♣✉t❛t✐♦♥❛❧❧② ❡✣❝✐❡♥t str❛t❡❣✐❡s ❜❛s❡❞ ♦♥ ❛ t✇♦✲st❡♣ ❛♣♣r♦❛❝❤ ✇✐❧❧ ❜❡ ❝♦♥s✐❞❡r❡❞✳
✸✳✸✳ ❚✇♦✲st❡♣ ♣s❡✉❞♦ ♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞ ❡st✐♠❛t♦rs
❚❤❡ ❝♦♠♣✉t❛t✐♦♥❛❧ ❡✣❝✐❡♥❝② ♦❢ (Σ̂, ν̂) ❞❡✜♥❡❞ ✐♥ ✭✺✮ ❝❛♥ ❜❡ s✐❣♥✐✜❝❛♥t❧② ✐♠♣r♦✈❡❞ ❜② ✉s✐♥❣ ❛ t✇♦✲st❡♣ ♣r♦❝❡❞✉r❡ ❜❛s❡❞ ♦♥
t❤❡ r❡❧❛t✐♦♥s❤✐♣ ❜❡t✇❡❡♥ ❡❛❝❤ ❡♥tr② ♦❢ Σ ❛♥❞ t❤❡ ♣❛✐r✇✐s❡ ✈❛❧✉❡s ♦❢ ❑❡♥❞❛❧❧✬s t❛✉✳ ❙♣❡❝✐✜❝❛❧❧②✱ ♦♥❡ ❝❛♥ ✜rst ❝♦♥❞✐t✐♦♥ ♦♥
























❚❤❡♥✱ ❡❛❝❤ ❡♥tr② Σjj′ ♦❢ Σ ✐s ❡st✐♠❛t❡❞ ✇✐t❤ (Σ̂1)jj′ = gν̂1(τ̂jj′)✳ ◆♦t❡ t❤❛t s✐♠✐❧❛r❧② ❛s ❢♦r t❤❡ ✐♥✈❡rs✐♦♥ ♦❢ ❑❡♥❞❛❧❧✬s t❛✉
❡st✐♠❛t♦r✱ gν ✐s r❡♣❧❛❝❡❞ ❜② ❛♥ ❡st✐♠❛t❡❞ ✈❡rs✐♦♥✳
❚❤❡ ❝♦♠♣✉t❛t✐♦♥ ♦❢ ν̂1 ✐s ❜❛s❡❞ ♦♥ t❤❡ ❢✉❧❧ d✲❞✐♠❡♥s✐♦♥❛❧ ❞❡♥s✐t② ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛✳ ❙✐♠✐❧❛r❧② ❛s t❤❡ P▼▲ ❡st✐♠❛t♦r✱
t❤❡ ❧❛tt❡r ✐♥✈♦❧✈❡s s✉♠♠✐♥❣ 2d ♠✉❧t✐✈❛r✐❛t❡ ❞❡♥s✐t✐❡s ❛♥❞ t❤✉s ❝❛♥ ❜❡❝♦♠❡ ✈❡r② ❤❡❛✈② t♦ ❝♦♠♣✉t❡ ❛s d ✐♥❝r❡❛s❡s✳ ■♥ ♦r❞❡r
t♦ ♦✈❡r❝♦♠❡ t❤✐s ✐ss✉❡✱ ❛♥ ❛❧t❡r♥❛t✐✈❡ ❛♣♣r♦❛❝❤ ❝♦♥s✐sts ✐♥ ❜❛s✐♥❣ t❤❡ ❡st✐♠❛t♦r ♦♥ t❤❡ ♣❛✐r✇✐s❡ ❧✐❦❡❧✐❤♦♦❞❀ s❡❡ ❱❛r✐♥ ❡t ❛❧✳
✭✷✵✶✶✮ ❢♦r ♠♦r❡ ❞❡t❛✐❧s ♦♥ t❤✐s ❦✐♥❞ ♦❢ ❡st✐♠❛t♦rs✱ ❛♥❞ ♠♦r❡ ❣❡♥❡r❛❧❧② ♦♥ ❝♦♠♣♦s✐t❡ ❧✐❦❡❧✐❤♦♦❞s✳ ❙♣❡❝✐✜❝❛❧❧②✱ ✐♥st❡❛❞ ♦❢ ✉s✐♥❣





















− ln fν(X̂ij(ν))− ln fν(X̂ij′(ν))
]
, ✭✼✮
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Environmetrics A.-C. Favre, J.-F. Quessy & M.-H. Toupin
✇❤❡r❡ htρ,ν ✐s t❤❡ ❜✐✈❛r✐❛t❡ ❙t✉❞❡♥t ❞❡♥s✐t② ✇✐t❤ ν ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠ ❛♥❞ ❝♦rr❡❧❛t✐♦♥ ρ✳ ❙✐♠✐❧❛r❧② ❛s ❢♦r ν̂1✱ ❡❛❝❤ ❡♥tr② Σjj′
♦❢ Σ ✐s ❡st✐♠❛t❡❞ ✇✐t❤ (Σ̂2)jj′ = gν̂2(τ̂jj′)✳ ❲❤✐❧❡ t❤❡ ❝♦♠♣✉t❛t✐♦♥ ♦❢ ν̂2 ✐♥✈♦❧✈❡s 2
d s✉♠♠❛♥❞s✱ ❝♦♠♣✉t✐♥❣ ν̂1 ♦♥❧② r❡q✉✐r❡s
t❤❡ s✉♠♠❛t✐♦♥ ♦❢ d(d− 1)/2 ❜✐✈❛r✐❛t❡ ❋✐s❤❡r ❞❡♥s✐t✐❡s✳ ❚❤✐s ♣r♦✈✐❞❡s ❛ ✈❡r② s✐❣♥✐✜❝❛♥t ❝♦♠♣✉t❛t✐♦♥❛❧ ❛❞✈❛♥t❛❣❡✱ ❡s♣❡❝✐❛❧❧②
✇❤❡♥ d ❜❡❝♦♠❡s ❧❛r❣❡❀ ✐♥ ❢❛❝t✱ ν̂1 ✐s ❥✉st ✐♠♣r❛❝t✐❝❛❜❧❡ ✇❤❡♥ d ≥ 10✳
❆ ✜rst ♥✉♠❡r✐❝❛❧ ✐♥✈❡st✐❣❛t✐♦♥ ♦♥ t❤❡ ♣❡r❢♦r♠❛♥❝❡ ♦❢ t❤❡s❡ ❡st✐♠❛t♦rs ❤❛s ❜❡❡♥ ♠❛❞❡ ❢♦r t❤❡ ❜✐✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛ CFρ,ν ❀
✐♥ t❤❛t ❝❛s❡✱ t❤❡ t✇♦ ♣r♦♣♦s❡❞ str❛t❡❣✐❡s ②✐❡❧❞ t❤❡ s❛♠❡ ❡st✐♠❛t♦rs✱ ✐✳❡✳ ρ̂1 = ρ̂2 = ρ̂ ❛♥❞ ν̂1 = ν̂2 = ν̂✳ ❚❤❡ r❡s✉❧ts r❡♣♦rt❡❞ ✐♥
❚❛❜❧❡ ✸ ❝♦♥❝❡r♥ RRMSE(ρ̂) ❛♥❞ RB(ρ̂)✱ ❛s ✇❡❧❧ ❛s RRMSE(ν̂) ❛♥❞ RB(ν̂)✱ ❛s ❡st✐♠❛t❡❞ ❢r♦♠ ✶✱✵✵✵ s❛♠♣❧❡s ❢r♦♠ t❤❡ ❋✐s❤❡r
❝♦♣✉❧❛✳ ❍❡r❡ ❛❣❛✐♥✱ t❤❡ ❧❛tt❡r ❤❛s ❜❡❡♥ ♣❛r❛♠❡tr✐③❡❞ ✐♥ t❡r♠s ♦❢ τ(CFρ,ν) ∈ {.25, .50, .75} ❝♦rr❡s♣♦♥❞✐♥❣ t♦ ❧♦✇✱ ♠♦❞❡r❛t❡ ❛♥❞
❤✐❣❤ ❧❡✈❡❧s ♦❢ ❞❡♣❡♥❞❡♥❝❡✳ ❆s ❝♦✉❧❞ ❤❛✈❡ ❜❡❡♥ ❡①♣❡❝t❡❞✱ t❤❡ ✈❛❧✉❡s ♦❢ t❤❡ r❡❧❛t✐✈❡ r♦♦t ♠❡❛♥✲sq✉❛r❡❞ ❡rr♦r ✭❘❘▼❙❊✮ ❛♥❞
r❡❧❛t✐✈❡ ❜✐❛s ✭❘❇✮ ❢♦r ❜♦t❤ ρ̂ ❛♥❞ ν̂ t❡♥❞ t♦ ❞❡❝r❡❛s❡ ❛s t❤❡ s❛♠♣❧❡ s✐③❡ ✐♥❝r❡❛s❡s✳ ●❡♥❡r❛❧❧② s♣❡❛❦✐♥❣✱ t❤❡ ❘❘▼❙❊ ❛♥❞ ❘❇
❞❡❝r❡❛s❡ s✐❣♥✐✜❝❛♥t❧② ❛s t❤❡ ✈❛❧✉❡ ♦❢ ❑❡♥❞❛❧❧✬s t❛✉ ✐♥❝r❡❛s❡s✳ ◆♦t❡ ❛❧s♦ t❤❛t t❤❡ ❛❝❝✉r❛❝② ♦❢ ν̂ ❛♥❞ ρ̂ ✐s ❜❡tt❡r ✇❤❡♥ ν = 10
❝♦♠♣❛r❡❞ t♦ ν = 5✱ ❜♦t❤ ✐♥ t❡r♠s ♦❢ ❘❘▼❙❊ ❛♥❞ ❘❇✱ ❡①❝❡♣t ❢♦r ρ̂ ✇❤❡♥ τ(CFρ,ν) = 0.25✳ ●❧♦❜❛❧❧②✱ t❤❡ ❡st✐♠❛t✐♦♥ ♦❢ ν ✐s
❝♦♠♣❛r❛t✐✈❡❧② ❧❡ss ❛❝❝✉r❛t❡ t❤❛♥ t❤❡ ❡st✐♠❛t✐♦♥ ♦❢ ρ✳
❚❛❜❧❡ ✸✳ ❊st✐♠❛t✐♦♥✱ ❜❛s❡❞ ♦♥ ✶✱✵✵✵ r❡♣❧✐❝❛t❡s✱ ♦❢ t❤❡ r❡❧❛t✐✈❡ r♦♦t ♠❡❛♥✲sq✉❛r❡❞ ❡rr♦r ✭❘❘▼❙❊✮ ❛♥❞ r❡❧❛t✐✈❡ ❜✐❛s ✭❘❇✮ ✭✐♥
✪✮ ♦❢ t❤❡ t✇♦✲st❡♣ ♣s❡✉❞♦✲♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞ ❡st✐♠❛t♦rs ♦❢ ρ ❛♥❞ ν ❢♦r t❤❡ ❜✐✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛ CFρ,ν
❊st✐♠❛t✐♦♥ ♦❢ ρ ❊st✐♠❛t✐♦♥ ♦❢ ν
❙❛♠♣❧❡ s✐③❡ ν τ(CFρ,ν) ρ ❘❘▼❙❊✭ρ̂✮ ❘❇✭ρ̂✮ ❘❘▼❙❊✭ν̂✮ ❘❇✭ν̂✮
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❆ s❡❝♦♥❞ ♥✉♠❡r✐❝❛❧ ✐♥✈❡st✐❣❛t✐♦♥ ❝♦♥❝❡r♥s t❤❡ t✇♦✲st❡♣ ❡st✐♠❛t♦rs ν̂1 ❛♥❞ ν̂2 ♦❢ t❤❡ ❞❡❣r❡❡ ♦❢ ❢r❡❡❞♦♠ ✐♥ t❤❡ d✲❞✐♠❡♥s✐♦♥❛❧
❋✐s❤❡r ❝♦♣✉❧❛ ❞❡✜♥❡❞ ✐♥ ❊q✉❛t✐♦♥ ✭✻✮ ❛♥❞ ❊q✉❛t✐♦♥ ✭✼✮✱ r❡s♣❡❝t✐✈❡❧②❀ t❤❡ r❡s✉❧ts ❝❛♥ ❜❡ ❢♦✉♥❞ ✐♥ ❚❛❜❧❡ ✹ ✇❤❡♥ d ∈ {3, 4, 5, 10}✳
❚❤❡ ❡♥tr✐❡s ♦❢ t❤❡ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐① Σ ❤❛✈❡ ❜❡❡♥ ❝❤♦s❡♥ ✐♥ s✉❝❤ ❛ ✇❛② t❤❛t t❤❡K = d(d− 1)/2 ✈❛❧✉❡s ♦❢ t❤❡ ♣❛✐r✇✐s❡ ❑❡♥❞❛❧❧✬s
t❛✉ ❝♦✈❡r t❤❡ s❡t {(k − 1)/K; k = 1, . . . ,K}✳ ❙♣❡❝✐✜❝❛❧❧②✱ ❢♦r gν : [0, 1] → [0, 1] s✉❝❤ t❤❛t Σjj′ = gν{τ(Xj , Xj′)}✱











❚❤✐s ❝♦♥str✉❝t✐♦♥ ❛❧❧♦✇s t♦ ❝♦✈❡r ❛ ❧❛r❣❡ s♣❡❝tr✉♠ ♦❢ ❧❡✈❡❧s ♦❢ ♣❛✐r✇✐s❡ ❞❡♣❡♥❞❡♥❝❡✳ ❋♦r ❡①❛♠♣❧❡✱ ✇❤❡♥ d = 3✱ ♦♥❡ ❤❛s Σ12 = 0✱
Σ13 = gν(1/3) ❛♥❞ Σ23 = gν(2/3)✳ ❲❤❡♥ t❤❡ r❡s✉❧t✐♥❣ ♠❛tr✐① Σ ✐s ♥♦t ♣♦s✐t✐✈❡ ❞❡✜♥✐t❡✱ ❛s r❡q✉✐r❡❞✱ ❛ s❧✐❣❤t❧② ♠♦❞✐✜❡❞ ✈❡rs✐♦♥
Σ̃ ✐s ✉s❡❞ ✐♥st❡❛❞✱ ❢♦❧❧♦✇✐♥❣ t❤❡ ✐❞❡❛ ♦❢ ❍✐❣❤❛♠ ✭✷✵✵✷✮ t❤❛t ❝♦♥s✐sts ✐♥ r❡♣❧❛❝✐♥❣ ♥❡❣❛t✐✈❡ ❡✐❣❡♥✈❛❧✉❡s ✐♥ t❤❡ ❞✐❛❣♦♥❛❧ ♠❛tr✐①
❜② s♦♠❡ s♠❛❧❧ ✈❛❧✉❡✳ ▲♦♦❦✐♥❣ ❛t ❚❛❜❧❡ ✹✱ ♦♥❡ ♦❜s❡r✈❡s t❤❛t ❛s ❡①♣❡❝t❡❞✱ RRMSE(ν̂1)✱ RB(ν̂1)✱ RRMSE(ν̂2) ❛♥❞ RB(ν̂2)
❞❡❝r❡❛s❡ ❛s t❤❡ s❛♠♣❧❡ s✐③❡ n ✐♥❝r❡❛s❡s✳ ❆❧s♦✱ s✐♠✐❧❛r❧② ❛s ✐♥ t❤❡ ❜✐✈❛r✐❛t❡ ❝❛s❡ ✭s❡❡ r❡s✉❧ts ✐♥ ❚❛❜❧❡ ✸✮✱ t❤❡ ❡st✐♠❛t✐♦♥ ♦❢ ν
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Modeling upper tail dependence with the Fisher copula Environmetrics
✐s ♠♦r❡ ❛❝❝✉r❛t❡ ✇❤❡♥ ν = 10 ❝♦♠♣❛r❡❞ t♦ ν = 5✱ ♣❛rt✐❝✉❧❛r❧② ✐♥ t❡r♠s ♦❢ r❡❧❛t✐✈❡ ❜✐❛s❡s❀ t❤✐s ❜❡❤❛✈✐♦r ✐s ♠♦r❡ ♥♦t✐❝❡❛❜❧❡
❢♦r ν̂2✳ ■♥ ❛❞❞✐t✐♦♥✱ ♥♦t❡ t❤❛t RRMSE(ν̂1) ❛♥❞ RB(ν̂1) ✐♥❝r❡❛s❡ ❛s t❤❡ ❞✐♠❡♥s✐♦♥ d ✐♥❝r❡❛s❡s✳ ❚❤❡ ♣❡r❢♦r♠❛♥❝❡ ♦❢ ν̂2 ❛s ❛
❢✉♥❝t✐♦♥ ♦❢ d ✐s ❧❡ss ❝❧❡❛r❀ ✐♥❞❡❡❞✱ ✐ts ❜❡❤❛✈✐♦r ❝♦✉❧❞ ♣r♦❜❛❜❧② ❜❡ ❡①♣❧❛✐♥❡❞ ❜② t❤❡ ❢❛❝t t❤❛t t❤❡ ❧♦ss ♦❢ ✐♥❢♦r♠❛t✐♦♥ ❞✉❡ t♦ t❤❡
✉s❡ ♦❢ t❤❡ ♣❛✐rs ✐♥st❡❛❞ ♦❢ t❤❡ ✇❤♦❧❡ d✲❞✐♠❡♥s✐♦♥❛❧ ❞✐str✐❜✉t✐♦♥ ✐s s♦♠❡✇❤❛t ❝♦✉♥t❡r❜❛❧❛♥❝❡❞ ❜② t❤❡ ✐♥❝r❡❛s❡ ♦❢ ✐♥❢♦r♠❛t✐♦♥
♣r♦✈✐❞❡❞ ❜② t❤❡ ❞✐♠❡♥s✐♦♥✳ ❋✐♥❛❧❧② ♦❜s❡r✈❡ t❤❛t t❤❡ r❡❧❛t✐✈❡ ❜✐❛s❡s ♦❢ ν̂2 ❛r❡ ❤✐❣❤ ❝♦♠♣❛r❡❞ t♦ t❤♦s❡ ♦❢ ν̂1✳
●❧♦❜❛❧❧②✱ t❤❡ ❛❝❝✉r❛❝② ♦❢ ν̂2 ✐♥ t❡r♠s ♦❢ ❘❘▼❙❊ ✐s r❛t❤❡r ❝♦♠♣❛r❛❜❧❡ t♦ t❤❛t ♦❢ ν̂1✱ ❡①❝❡♣t ♠❛②❜❡ ✇❤❡♥ ν = 5 ❛♥❞ d = 3✳
❈♦♥s✐❞❡r✐♥❣ t❤❛t t❤❡ ❢♦r♠❡r ✐s ♠♦r❡ ❝♦♠♣✉t❛t✐♦♥❛❧❧② ❡✣❝✐❡♥t✱ ❡s♣❡❝✐❛❧❧② ❛s d ❜❡❝♦♠❡s ❧❛r❣❡✱ t❤❡ ✉s❡ ♦❢ ν̂2 ❝❛♥ ❜❡ r❡❝♦♠♠❡♥❞❡❞
❛s ❧♦♥❣ ❛s t❤❡ ❞✐♠❡♥s✐♦♥ d ✐s r❡❧❛t✐✈❡❧② ❤✐❣❤✱ ❡✳❣✳ d ≥ 5✳ ■♥❞❡❡❞✱ t❤❡ ✉s❡ ♦❢ ν̂1 ❜❡❝♦♠❡s ✉♥r❡❛❧✐st✐❝ ✇❤❡♥ d ≥ 10❀ t❤✐s ✐s t❤❡
r❡❛s♦♥ ✇❤② ✐♥ ❚❛❜❧❡ ✹✱ t❤❡ r❡s✉❧ts ❢♦r ν̂1 ✇❤❡♥ d = 10 ❛r❡ ♥♦t ❛✈❛✐❧❛❜❧❡✳
❚❛❜❧❡ ✹✳ ❊st✐♠❛t✐♦♥✱ ❜❛s❡❞ ♦♥ ✶✱✵✵✵ r❡♣❧✐❝❛t❡s✱ ♦❢ t❤❡ r❡❧❛t✐✈❡ r♦♦t ♠❡❛♥✲sq✉❛r❡❞ ❡rr♦r ✭❘❘▼❙❊✮ ❛♥❞ r❡❧❛t✐✈❡ ❜✐❛s ✭❘❇✮
✭✐♥ ✪✮ ♦❢ t❤❡ t✇♦✲st❡♣ ♣s❡✉❞♦✲♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞ ❡st✐♠❛t♦rs ν̂1 ❛♥❞ ν̂2 ♦❢ t❤❡ ❞❡❣r❡❡ ♦❢ ❢r❡❡❞♦♠ ❢♦r t❤❡ ♠✉❧t✐✈❛r✐❛t❡ ❋✐s❤❡r
❝♦♣✉❧❛
❘❘▼❙❊ ❘❇
❙❛♠♣❧❡ s✐③❡ ν d ν̂1 ν̂2 ν̂1 ν̂2
✸ ✻✼✳✽✵ ✶✵✵✳✻✽ ✶✶✳✾✵ ✸✼✳✽✷
✺ ✹ ✼✸✳✷✶ ✼✽✳✸✽ ✶✾✳✶✻ ✷✽✳✹✽
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✷✺✵
✸ ✺✵✳✼✷ ✺✼✳✶✹ ✲✷✳✻✵ ✶✷✳✽✶
✶✵ ✹ ✺✵✳✼✹ ✹✾✳✾✶ ✶✳✹✹ ✻✳✹✷
✺ ✺✷✳✼✺ ✺✸✳✼✹ ✲✶✳✶✾ ✶✷✳✹✸
✶✵ ✖ ✺✷✳✸✹ ✖ ✺✳✹✽
✸ ✹✹✳✻✻ ✽✷✳✸✵ ✺✳✾✹ ✸✵✳✵✵
✺ ✹ ✺✸✳✷✾ ✺✷✳✼✷ ✾✳✶✵ ✶✼✳✻✵
✺ ✺✻✳✷✹ ✺✹✳✹✶ ✶✻✳✺✻ ✷✶✳✵✹
✶✵ ✖ ✼✸✳✶✺ ✖ ✸✻✳✷✷
✺✵✵
✸ ✹✹✳✹✶ ✹✾✳✷✾ ✵✳✻✻ ✶✶✳✾✽
✶✵ ✹ ✹✹✳✾✹ ✹✸✳✼✷ ✵✳✹✾ ✻✳✵✹
✺ ✹✼✳✶✶ ✹✼✳✷✾ ✸✳✶✸ ✶✺✳✽✹
✶✵ ✖ ✺✶✳✼✽ ✖ ✶✾✳✼✻
✹✳ ■▲▲❯❙❚❘❆❚■❖◆ ❖◆ ▼❯▲❚■✲❙■❚❊ P❘❊❈■P■❚❆❚■❖◆ ❉❆❚❆
❚❤❡ ✉s❡❢✉❧♥❡ss ♦❢ t❤❡ ♠✉❧t✐✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✇✐❧❧ ❜❡ ✐❧❧✉str❛t❡❞ ❤❡r❡ ♦♥ ♣r❡❝✐♣✐t❛t✐♦♥ ♠❡❛s✉r❡♠❡♥ts ♠❛❞❡ ❛t d = 105
st❛t✐♦♥s ❧♦❝❛t❡❞ ✇✐t❤✐♥ ♦r ❝❧♦s❡ t♦ t❤❡ ❆❛r❡ r✐✈❡r ❝❛t❝❤♠❡♥t ✐♥ ❙✇✐t③❡r❧❛♥❞✳ ❚❤❡s❡ st❛t✐♦♥s ❝♦✈❡r r❡❧❛t✐✈❡❧② ✇❡❧❧ t❤❡ ❆❛r❡
r✐✈❡r ❝❛t❝❤♠❡♥t✱ ❛s ❝❛♥ ❜❡ s❡❡♥ ❢r♦♠ ❋✐❣✉r❡ ✶ ✐♥ ❊✈✐♥ ❡t ❛❧✳ ✭✷✵✶✼✮✳ ▼♦r❡ ♣r❡❝✐s❡❧②✱ st❛t✐♦♥s ❛t ❞❛✐❧② t✐♠❡ st❡♣ ❤❛✈✐♥❣ ❧❡ss
t❤❛♥ t❤r❡❡ ②❡❛rs ♦❢ ♠✐ss✐♥❣ ❞❛t❛ ❞✉r✐♥❣ t❤❡ ♣❡r✐♦❞ ✶✾✸✵✕✷✵✶✹ ❤❛✈❡ ❜❡❡♥ ✐♥❝❧✉❞❡❞ ✐♥ t❤❡ ❞❛t❛❜❛s❡ ❛♥❞ t❤❡ ✸✲❞❛② ♣r❡❝✐♣✐t❛t✐♦♥
❛♠♦✉♥ts ❢♦r t❤❡ ♠♦♥t❤ ♦❢ ❙❡♣t❡♠❜❡r ❢r♦♠ t❤❡ ②❡❛rs ✶✾✸✵ t♦ ✷✵✶✹ ❤❛✈❡ ❜❡❡♥ ❝♦♥s✐❞❡r❡❞✱ ❢♦r ❛ t♦t❛❧ ♦❢ n = 849 ♦❜s❡r✈❛t✐♦♥s✳ ■t
✐s ✇♦rt❤ ♥♦t✐♥❣ t❤❛t t❤❡r❡ ✐s ♥♦ ❝❧❡❛r ♣❛tt❡r♥ ♦❢ s♣❛t✐❛❧ ❞❡♣❡♥❞❡♥❝❡ ✐♥ t❤❡s❡ ❞❛t❛✱ ❛s ✉♥❞❡rst♦♦❞ ✐♥ t❤❡ ❝❧❛ss✐❝❛❧ s❡♥s❡ ✇❤❡r❡
t❤❡ str❡♥❣t❤ ♦❢ t❤❡ ❞❡♣❡♥❞❡♥❝❡ ❜❡t✇❡❡♥ t✇♦ st❛t✐♦♥s ✐s ❛ ♠♦♥♦t♦♥❡ ❞❡❝r❡❛s✐♥❣ ❢✉♥❝t✐♦♥ ♦❢ t❤❡✐r ❞✐st❛♥❝❡✳ ❚❤✐s ✐s t❤❡r❡❢♦r❡ ❛
❝❛s❡ ♦❢ ❛ ♣✉r❡ ♠♦❞❡❧✐♥❣ ♦❢ ❤✐❣❤✲❞✐♠❡♥s✐♦♥❛❧ ❞❛t❛✳
❚❤❡s❡ ❞❛t❛ ✇✐❧❧ ✜rst ❜❡ ✜❧t❡r❡❞ ❢♦❧❧♦✇✐♥❣ t❤❡ ❛♣♣r♦❛❝❤ ♦❢ ❊✈✐♥ ❡t ❛❧✳ ✭✷✵✶✼✮✳ ❙♣❡❝✐✜❝❛❧❧②✱ ❞❡✜♥❡ t❤❡ ✈❡❝t♦r Yt =
(Yt(1), . . . , Yt(d)) ♦❢ t❤❡ ✸✲❞❛② ♣r❡❝✐♣✐t❛t✐♦♥ ❛♠♦✉♥t ❢♦r t❤❡ d st❛t✐♦♥s ❛t t✐♠❡ t ∈ Z✳ ❚❤❡ ♣r♦❝❡ss (Yt)t∈Z ✐s t❤❡♥ ♠♦❞❡❧❡❞
✇✐t❤ t❤❡ ❤❡❧♣ ♦❢ ❛♥ ❛✉①✐❧✐❛r② ✈❡❝t♦r ❛✉t♦r❡❣r❡ss✐✈❡ ♠♦❞❡❧ ♦❢ ♦r❞❡r ✶ ❣✐✈❡♥ ❜② Zt = AZt−1 + ǫt✱ ✇❤❡r❡ Zt = (Zt(1), . . . , Zt(d))
✐s st❛♥❞❛r❞ ♠✉❧t✐✈❛r✐❛t❡ ◆♦r♠❛❧✱ ǫt ✐s ❛ d✲❞✐♠❡♥s✐♦♥❛❧ ✈❡❝t♦r ♦❢ ③❡r♦✲♠❡❛♥ ✐♥♥♦✈❛t✐♦♥s t❤❛t ✐s ✐♥❞❡♣❡♥❞❡♥t ♦❢ Zt−1✱ ❛♥❞
A ∈ Rd×d ✐s ❛ ❞✐❛❣♦♥❛❧ ♠❛tr✐① ✇❤♦s❡ ❡❧❡♠❡♥ts ❛r❡ t❤❡ ❧❛❣✲✶ s❡r✐❛❧ ❝♦rr❡❧❛t✐♦♥ ❝♦❡✣❝✐❡♥ts✳ ❚❤❡ ❝♦♠♣♦♥❡♥ts ♦❢ Yt ❛r❡ t❤❡♥
❞❡✜♥❡❞ ❜② Yt(k) = F
−1
k ◦ Φ{Zt(k)}✱ s♦ t❤❛t ❢♦r ❡❛❝❤ t ∈ Z✱ Yt ❤❛s ♠❛r❣✐♥❛❧ ❞✐str✐❜✉t✐♦♥s F1, . . . , Fd ❛♥❞ ❛ ❝♦♣✉❧❛ t❤❛t ❜❡❧♦♥❣s
t♦ t❤❡ ◆♦r♠❛❧ ❢❛♠✐❧②✳ ❋✐♥❛❧❧②✱ ❝♦♥s✐❞❡r ❢♦r ❡❛❝❤ t ∈ Z t❤❡ r❡s✐❞✉❛❧ et = Ẑt − Â Ẑt−1✱ ✇❤❡r❡ Â ✐s ❛♥ ❡st✐♠❛t✐♦♥ ♦❢ t❤❡ ✉♥❦♥♦✇♥
♠❛tr✐① A ❛♥❞ t❤❡ ❝♦♠♣♦♥❡♥ts ♦❢ Ẑt ❛r❡ Ẑt(k) = Φ
−1 ◦ Fnk{Yt(k)}✱ ✇✐t❤ Fnk ❜❡✐♥❣ t❤❡ ♠❛r❣✐♥❛❧ ❡♠♣✐r✐❝❛❧ ❞✐str✐❜✉t✐♦♥ ♦❢
❝♦♠♣♦♥❡♥t k ∈ {1, . . . , d}✳
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❚❤❡ ❣♦❛❧ ♦❢ ❊✈✐♥ ❡t ❛❧✳ ✭✷✵✶✼✮ ✇❛s t♦ ♠♦❞❡❧ t❤❡ ❝♦♣✉❧❛ ♦❢ t❤❡ ♣r♦❝❡ss ♦❢ ✐♥♥♦✈❛t✐♦♥s (ǫt)t∈Z ❢r♦♠ t❤❡ s❛♠♣❧❡ e2, . . . , en ♦❢
r❡s✐❞✉❛❧s✳ ❚♦ t❤✐s ❡♥❞✱ t❤❡② ❛ss✉♠❡❞ ❛ ❙t✉❞❡♥t ❝♦♣✉❧❛ ❢♦r t❤❡ ❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡ ❛♥❞ ♦❜t❛✐♥❡❞ ν̂ = 20 ❢r♦♠ t❤❡ ♣s❡✉❞♦✲
❧✐❦❡❧✐❤♦♦❞ ♠❡t❤♦❞✳ ❍♦✇❡✈❡r✱ ❛s ❝❛♥ ❜❡ s❡❡♥ ❢r♦♠ t❤❡ ♣❧♦ts ♦❢ st❛♥❞❛r❞✐③❡❞ r❛♥❦s ✐♥ ❋✐❣✉r❡ ✸ ❢♦r t❤r❡❡ ♣❛✐rs ♦❢ st❛t✐♦♥s t❤❛t
❛r❡ r❡♣r❡s❡♥t❛t✐✈❡ ♦❢ t❤❡ ✇❤♦❧❡ ❞❛t❛ s❡t✱ t❤❡s❡ r❡s✐❞✉❛❧s s❤♦✇ ❝❧❡❛r ❡✈✐❞❡♥❝❡ ♦❢ t❛✐❧ ❛s②♠♠❡tr②✱ ✇❤✐❝❤ ❞✐s❝❛r❞s t❤❡ ❙t✉❞❡♥t
❝♦♣✉❧❛ ❛s ❛♥ ❛♣♣r♦♣r✐❛t❡ ♠♦❞❡❧ ❢♦r t❤❡s❡ ❞❛t❛✳ ■♥ ❛❞❞✐t✐♦♥✱ t❤❡ ❜♦①♣❧♦t ♦❢ t❤❡ ♣❛✐r✇✐s❡ ♥♦♥♣❛r❛♠❡tr✐❝ ❡st✐♠❛t♦rs ♦❢ t❤❡ ❧♦✇❡r
t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t ✐♥ ❋✐❣✉r❡ ✹✱ ✉s✐♥❣ t❤❡ ❡st✐♠❛t♦r ♦❢ ❙❝❤♠✐❞t ❛♥❞ ❙t❛❞t♠ü❧❧❡r ✭✷✵✵✻✮✱ s✉❣❣❡sts t❤❛t ♠♦st ♦❢ t❤❡
♣❛✐rs ❤❛✈❡ ❛ ❧♦✇❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t t❤❛t ✐s ❝❧♦s❡ t♦ ③❡r♦✳ ◆♦t❡ t❤❛t t❤✐s ❝♦♥❝❧✉s✐♦♥ t♦♦❦ ✐♥t♦ ❛❝❝♦✉♥t t❤❡ s✐❣♥✐✜❝❛♥t
❜✐❛s ♦❢ t❤✐s ❡st✐♠❛t♦r ✇❤❡♥ t❤❡r❡ ✐s ♥♦ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡✱ ❛s ✇❡❧❧ ❞♦❝✉♠❡♥t❡❞ ❜② ❙❡r✐♥❛❧❞✐ ❡t ❛❧✳ ✭✷✵✶✺✮✳ ❖♥ t❤❡ ♦t❤❡r s✐❞❡✱
t❤❡ ❜♦①♣❧♦t ♦❢ t❤❡ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts s✉❣❣❡sts t❤❛t ♠♦st ♦❢ t❤❡ ♣❛✐rs ❤❛✈❡ s✐❣♥✐✜❝❛♥t ♣♦s✐t✐✈❡ ✉♣♣❡r t❛✐❧
❞❡♣❡♥❞❡♥❝❡✳ ❚❤❡s❡ ❢❡❛t✉r❡s ♦❢ t❤❡ ❞❛t❛ s❡t ❛r❡ ❛r❣✉♠❡♥ts ✐♥ ❢❛✈♦✉r ♦❢ t❤❡ ✉s❡ ♦❢ t❤❡ ❋✐s❤❡r ❢❛♠✐❧② ✐♥st❡❛❞ ♦❢ t❤❡ ❙t✉❞❡♥t ♦r
❝❤✐✲sq✉❛r❡ ❝❧❛ss❡s ♦❢ ❝♦♣✉❧❛s✱ ❢♦r ❡①❛♠♣❧❡✳ ❉❡t❛✐❧s ♦♥ t❤❡ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts ❡st✐♠❛t♦rs ♦❢ ❙❝❤♠✐❞t ❛♥❞ ❙t❛❞t♠ü❧❧❡r
✭✷✵✵✻✮ ❛r❡ t♦ ❜❡ ❢♦✉♥❞ ✐♥ ❆♣♣❡♥❞✐① ❆✳✺✳































































❋✐❣✉r❡ ✹✳❇♦①♣❧♦ts ♦❢ t❤❡ ♥♦♥♣❛r❛♠❡tr✐❝ ❡st✐♠❛t✐♦♥s ♦❢ t❤❡ ❧♦✇❡r ❛♥❞ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts ❢♦r t❤❡ ✺ ✹✻✵ ♣❛✐rs ✐♥ t❤❡ ❆❛r❡ r✐✈❡r
♣r❡❝✐♣✐t❛t✐♦♥ ❞❛t❛
❯♥❞❡r ❛♥ ❛ss✉♠❡❞ ♠✉❧t✐✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛✱ t❤❡ t✇♦✲st❡♣ ♣❛✐r✇✐s❡ ❡st✐♠❛t♦r ②✐❡❧❞s ν̂2 = 15 ❢♦r t❤❡ ❞❡❣r❡❡ ♦❢ ❢r❡❡❞♦♠✳ ◆♦t❡
t❤❛t t❤❡ ❝♦♠♣✉t❛t✐♦♥ ♦❢ ν̂1 ✇♦✉❧❞ ❤❛✈❡ ❜❡❡♥ t♦t❛❧❧② ✉♥r❡❛❧✐st✐❝ ❤❡r❡✱ s✐♥❝❡ t❤❡ ❧✐❦❡❧✐❤♦♦❞ ❢✉♥❝t✐♦♥ ✇♦✉❧❞ ✐♥✈♦❧✈❡ s✉♠♠✐♥❣
2105 ≈ 4× 1031 ♠✉❧t✐✈❛r✐❛t❡ ❙t✉❞❡♥t ❞❡♥s✐t✐❡s❀ ❝♦♠♣❛r❛t✐✈❡❧②✱ t❤❡ ❝♦♠♣✉t❛t✐♦♥ ♦❢ ν̂2 r❡q✉✐r❡❞ s✉♠♠✐♥❣ 105(104)/2 = 5, 460
❜✐✈❛r✐❛t❡ ❋✐s❤❡r ❞❡♥s✐t✐❡s✳ ■t ❝❛♥ ❜❡ s❡❡♥ ✐♥ ❋✐❣✉r❡ ✺ t❤❛t ✜tt✐♥❣ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ s✉❝❝❡❡❞s ✐♥ r❡♣r♦❞✉❝✐♥❣ t❤❡ t❛✐❧ ❜❡❤❛✈✐♦r
♦❢ t❤❡ r❡s✐❞✉❛❧s ✇❤❡♥ ❝♦♠♣❛r❡❞ t♦ t❤❡ ✜t ♣r♦✈✐❞❡❞ ❜② t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳ ■♥❞❡❡❞✱ t❤❡s❡ ✜❣✉r❡s s❤♦✇ t❤❡ ❜♦①♣❧♦ts ♦❢ t❤❡
❞✐✛❡r❡♥❝❡ ❜❡t✇❡❡♥ t❤❡ ♥♦♥♣❛r❛♠❡tr✐❝ ❡st✐♠❛t♦r ♦❢ t❤❡ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts ❛♥❞ ✐ts s❡♠✐✲♣❛r❛♠❡tr✐❝ ✈❡rs✐♦♥ ✭✐✳❡✳ ✇✐t❤
❡st✐♠❛t❡❞ ♣❛r❛♠❡t❡rs✮ ✉♥❞❡r ❛♥ ❛ss✉♠❡❞ ❙t✉❞❡♥t ♦r ❋✐s❤❡r ❝♦♣✉❧❛✳ ■t s❡❡♠s ❝❧❡❛r t❤❛t t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✐s ♠✉❝❤ ♠♦r❡
❛❝❝✉r❛t❡ ❛t ♣r❡❞✐❝t✐♥❣ t❤❡ ✈❛❧✉❡s ♦❢ t❤❡ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t ❢♦r t❤❡ ♣❛✐rs ❝♦♠♣❛r❡❞ t♦ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛❀
✐♥❞❡❡❞✱ t❤❡ ♠❡❛♥ ❞✐✛❡r❡♥❝❡ ✐s ✵✳✵✶✸ ❢♦r t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❛♥❞ ✵✳✷✶✵ ❢♦r t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳ ❋♦r t❤❡ ❧♦✇❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡✱
t❤❡ ♠❡❛♥ ❞✐✛❡r❡♥❝❡ ✐s ✵✳✵✹✷ ❢♦r t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❛♥❞ ✲✵✳✵✵✽ ❢♦r t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳
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❋✐❣✉r❡ ✺✳❇♦①♣❧♦ts ♦❢ t❤❡ ❞✐✛❡r❡♥❝❡ ❜❡t✇❡❡♥ ❢✉❧❧② ♥♦♥♣❛r❛♠❡tr✐❝ ❡st✐♠❛t✐♦♥s ♦❢ t❤❡ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts ❛♥❞ s❡♠✐✲♣❛r❛♠❡tr✐❝ ❡st✐♠❛t✐♦♥s
✉♥❞❡r ❛♥ ❛ss✉♠❡❞ ♠✉❧t✐✈❛r✐❛t❡ ❙t✉❞❡♥t ♦r ❋✐s❤❡r ❝♦♣✉❧❛ ❢♦r t❤❡ ✺ ✹✻✵ ♣❛✐rs ✐♥ t❤❡ ❆❛r❡ r✐✈❡r ♣r❡❝✐♣✐t❛t✐♦♥ ❞❛t❛❀ ❧❡❢t ♣❛♥❡❧✿ ❧♦✇❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡❀
r✐❣❤t ♣❛♥❡❧✿ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡
✺✳ ❈❖◆❈▲❯❙■❖◆ ❆◆❉ ❋❯❚❯❘❊ ■◆❱❊❙❚■●❆❚■❖◆❙
❆ ♥❡✇ ❢❛♠✐❧② ♦❢ ♠✉❧t✐❞✐♠❡♥s✐♦♥❛❧ ❞❡♣❡♥❞❡♥❝❡ ♠♦❞❡❧s✱ ❝❛❧❧❡❞ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛s✱ ❤❛s ❜❡❡♥ ✐♥tr♦❞✉❝❡❞ ✐♥ t❤✐s ✇♦r❦✳ ❚❤✐s ❝❧❛ss
♦❢ ❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡s ❛r✐s❡s ❛s t❤❡ s❡t ♦❢ ❝♦♣✉❧❛s t❤❛t ❝❛♥ ❜❡ ❡①tr❛❝t❡❞ ❢r♦♠ t❤❡ ❞✐str✐❜✉t✐♦♥ ♦❢ ❙t✉❞❡♥t r❛♥❞♦♠ ✈❡❝t♦rs
✇❤♦s❡ ❝♦♠♣♦♥❡♥ts ❛r❡ sq✉❛r❡❞❀ t❤❡ ✐❞❡❛ ✐s s✐♠✐❧❛r t♦ ❇àr❞♦ss② ✭✷✵✵✻✮ ❢♦r t❤❡ ❝♦♥str✉❝t✐♦♥ ♦❢ t❤❡ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛ ❢❛♠✐❧②✳
■♥❞❡❡❞✱ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❢❛♠✐❧② ❣❡♥❡r❛❧✐③❡s t❤❡ ❝❧❛ss ♦❢ ❝❡♥t❡r❡❞ ❝❤✐✲sq✉❛r❡ ❝♦♣✉❧❛s✳ ❖♥❡ ♦❢ t❤❡ ♠❛✐♥ ❢❡❛t✉r❡s ♦❢ t❤❡ ❋✐s❤❡r
❝♦♣✉❧❛s ✐s t❤❡✐r r❛❞✐❛❧ ❛s②♠♠❡tr②✱ ✐✳❡✳ ✉♥❧✐❦❡ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛s✱ t❤❡✐r ❧♦✇❡r ❛♥❞ ✉♣♣❡r t❛✐❧s ❛r❡ ♥♦t ✐❞❡♥t✐❝❛❧✳ ■♥ ❛❞❞✐t✐♦♥✱
❡①♣❧✐❝✐t ❡①♣r❡ss✐♦♥s ❤❛✈❡ ❜❡❡♥ ❞❡r✐✈❡❞ ❢♦r t❤❡ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts✱ s❤♦✇✐♥❣ t❤❛t t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛s ❤❛✈❡ ♥♦ ❧♦✇❡r t❛✐❧
❞❡♣❡♥❞❡♥❝❡✱ ❜✉t ♣♦s✐t✐✈❡ ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡✳ ❚❤❡s❡ ❦❡② ❝❤❛r❛❝t❡r✐st✐❝s ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❢❛♠✐❧② ❛r❡ ✈❡r② ✐♥t❡r❡st✐♥❣
❢r♦♠ ❛ ♣r❛❝t✐❝❛❧ ♣♦✐♥t✲♦❢✲✈✐❡✇✳
❆ ❝r✉❝✐❛❧ ♣♦✐♥t ❢♦r t❤❡ ❛♣♣❧✐❝❛❜✐❧✐t② ♦❢ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛s ✐s t♦ ❜❡ ❛❜❧❡ t♦ ❡✣❝✐❡♥t❧② ❡st✐♠❛t❡ t❤❡✐r ♣❛r❛♠❡t❡rs❀ t❤✐s t❛s❦
✐s r❛t❤❡r ❝❤❛❧❧❡♥❣✐♥❣✱ ❡s♣❡❝✐❛❧❧② ✇❤❡♥ t❤❡ ❞✐♠❡♥s✐♦♥ d ✐s ❧❛r❣❡✳ ■♥❞❡❡❞✱ t❤❡ ♣♦♣✉❧❛r ❛♥❞ ♥❛t✉r❛❧ ♣s❡✉❞♦ ♠❛①✐♠✉♠ ❧✐❦❡❧✐❤♦♦❞
✭P▼▲✮ ❡st✐♠❛t♦r ✐s ❝♦♠♣✉t❛t✐♦♥❛❧❧② ✐♥❡✣❝✐❡♥t ❢♦r t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛s✱ s✐♥❝❡ ✐ts ❝♦♠♣✉t❛t✐♦♥ r❡q✉✐r❡s ❛♥ ♦♣t✐♠✐③❛t✐♦♥ ♦✈❡r
t❤❡ ✇❤♦❧❡ s❡t ♦❢ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐❝❡s✱ ✇❤✐❧❡ ✐♥✈♦❧✈✐♥❣ 2d t❡r♠s ❢♦r t❤❡ ❝♦♠♣✉t❛t✐♦♥ ♦❢ t❤❡ ❞❡♥s✐t②✳ ❋♦r t❤❡s❡ r❡❛s♦♥s✱ t✇♦✲st❡♣
♣r♦❝❡❞✉r❡s ❤❛✈❡ ❜❡❡♥ ♣r♦♣♦s❡❞ ❛s ♠♦r❡ ❝♦♠♣✉t❛t✐♦♥❛❧❧② ❡✣❝✐❡♥t ❛❧t❡r♥❛t✐✈❡s t♦ t❤❡ P▼▲ ❡st✐♠❛t♦r✳ ❚❤❡ ✐❞❡❛ ✐s t♦ ❡①♣❧♦✐t ❛
r❡❧❛t✐♦♥s❤✐♣ t❤❛t ❡①✐sts ❜❡t✇❡❡♥ t❤❡ ♣❛✐r✇✐s❡ ❑❡♥❞❛❧❧✬s t❛✉ ❛♥❞ t❤❡ ❡♥tr✐❡s ♦❢ t❤❡ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐①✱ s♦ t❤❛t t❤❡ ❧❛tt❡r ✐s ✜rst
❡st✐♠❛t❡❞ ❢r♦♠ t❤❡ ❡♠♣✐r✐❝❛❧ ❑❡♥❞❛❧❧✬s t❛✉ ♦❢ ❛❧❧ ♣❛✐rs ❛♥❞ t❤❡♥✱ ❝♦♥❞✐t✐♦♥❛❧❧② ♦♥ t❤✐s ❡st✐♠❛t✐♦♥✱ t❤❡ ❞❡❣r❡❡ ♦❢ ❢r❡❡❞♦♠ ✐s
❡st✐♠❛t❡❞ ❢r♦♠ ❛ s✐♠♣❧❡ ♦♣t✐♠✐③❛t✐♦♥ ♦♥ N✳ ❚✇♦ ✈❛r✐❛♥ts ❤❛✈❡ ❜❡❡♥ ❝♦♥s✐❞❡r❡❞✱ ♥❛♠❡❧② ♦♥❡ ✉s✐♥❣ t❤❡ ✇❤♦❧❡ ❝♦♣✉❧❛ ❞❡♥s✐t②
❛♥❞ ❛♥♦t❤❡r ❜❛s❡❞ ♦♥ ❛ ♣❛✐r✇✐s❡ ❧✐❦❡❧✐❤♦♦❞✳ ❲✐t❤ t❤❡ ❤❡❧♣ ♦❢ s✐♠✉❧❛t✐♦♥s✱ ✐t ❤❛s ❜❡❡♥ ❡st❛❜❧✐s❤❡❞ t❤❛t t❤❡ ❧❛tt❡r ✐s ❢❛r ♠♦r❡
❝♦♠♣✉t❛t✐♦♥❛❧❧② ❡✣❝✐❡♥t ✇❤❡♥ d ❜❡❝♦♠❡s ❧❛r❣❡✱ ✇❤✐❧❡ ❜❡✐♥❣ ❣❡♥❡r❛❧❧② ❝♦♠♣❛r❛❜❧❡ t♦ t❤❡ ❢♦r♠❡r ✐♥ ❧♦✇❡r ❞✐♠❡♥s✐♦♥s✳
❚❤❡ ✉s❡❢✉❧♥❡ss ♦❢ t❤❡ ♥❡✇❧② ✐♥tr♦❞✉❝❡❞ ❋✐s❤❡r ❝♦♣✉❧❛ ❢❛♠✐❧② ❤❛s t❤❡♥ ❜❡❡♥ ✐❧❧✉str❛t❡❞ ♦♥ t❤❡ ♠♦❞❡❧✐♥❣ ♦❢ ♣r❡❝✐♣✐t❛t✐♦♥ ❞❛t❛
♦❜s❡r✈❡❞ ❛t d = 105 st❛t✐♦♥s ✇✐t❤✐♥ ♦r ❝❧♦s❡ t♦ t❤❡ ❆❛r❡ r✐✈❡r ❝❛t❝❤♠❡♥t ✐♥ ❙✇✐t③❡r❧❛♥❞✳ ❚❤❡ ❣♦❛❧ ✇❛s t♦ ❝❛♣t✉r❡ t❤❡ ♦❜s❡r✈❡❞
❛s②♠♠❡tr✐❡s ✐♥ t❤❡ t❛✐❧s ❛♥❞ t❤❡ s✐❣♥✐✜❝❛♥t ✉♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❢❡❛t✉r❡❞ ❜② t❤❡ r❡s✐❞✉❛❧s ❡①tr❛❝t❡❞ ❢r♦♠ ❛ s❡♠✐✲♣❛r❛♠❡tr✐❝
❧✐♥❡❛r ♠♦❞❡❧ ❝♦♥s✐❞❡r❡❞ ❜② ❊✈✐♥ ❡t ❛❧✳ ✭✷✵✶✼✮✳ ❲❤✐❧❡ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛ ❢❛♠✐❧② s♦♠❡✇❤❛t ❢❛✐❧s ❛t ❝❛♣t✉r✐♥❣ t❤❡s❡ ✐♠♣♦rt❛♥t
❢❡❛t✉r❡s✱ t❤❡ ♥❡✇❧② ✐♥tr♦❞✉❝❡❞ ❋✐s❤❡r ❢❛♠✐❧② ♣r♦✈❡s ❡s♣❡❝✐❛❧❧② s✉✐t❛❜❧❡ ✐♥ t❤❛t ❝❛s❡✳ ■t ✐s t❤✉s ❡①♣❡❝t❡❞ t❤❛t t❤✐s ♠♦❞❡❧✐♥❣
t❛❦✐♥❣ ✐♥t♦ ❝♦♥s✐❞❡r❛t✐♦♥ t❛✐❧ ❛s②♠♠❡tr② ❛♥❞ ♣♦s✐t✐✈❡ ✉♣♣❡r✲t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ✇✐❧❧ ❧❡❛❞ t♦ ❛ ❜❡tt❡r r❡♣r♦❞✉❝t✐♦♥ ♦❢ ❡①tr❡♠❡s
✉s✐♥❣ t❤❡ st♦❝❤❛st✐❝ ♣r❡❝✐♣✐t❛t✐♦♥ ♠♦❞❡❧ ♦❢ ❊✈✐♥ ❡t ❛❧✳ ✭✷✵✶✼✮✳ ❚❤✐s ❡①♣❡❝t❡❞ ✐♠♣r♦✈❡♠❡♥t ♦✈❡r t❤❡ ✉s❡ ♦❢ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛
❢❛♠✐❧② ❝♦✉❧❞ ❜❡ ♠♦r❡ ❢♦r♠❛❧❧② ❡st❛❜❧✐s❤❡❞ ✉s✐♥❣ t❤❡ ❝♦♠♣r❡❤❡♥s✐✈❡ ❛♥❞ s②st❡♠❛t✐❝ ❡✈❛❧✉❛t✐♦♥ ❢r❛♠❡✇♦r❦ ♦❢ ❇❡♥♥❡tt ✭✷✵✶✼✮✳
■♥ ❢✉t✉r❡ ✐♥✈❡st✐❣❛t✐♦♥s✱ ✐t ❝♦✉❧❞ ❜❡ ✐♥t❡r❡st✐♥❣ t♦ ❛❞❞ ❡✈❡♥ ♠♦r❡ ✢❡①✐❜✐❧✐t② t♦ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❢❛♠✐❧②✳ ❙♣❡❝✐✜❝❛❧❧②✱ ❧❡tt✐♥❣
X = (X1, . . . , Xd) ❜❡ ❛ r❛♥❞♦♠ ✈❡❝t♦r ❢r♦♠ t❤❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥ ✇✐t❤ ν ∈ N ❞❡❣r❡❡s ♦❢ ❢r❡❡❞♦♠ ❛♥❞ ❝♦rr❡❧❛t✐♦♥ ♠❛tr✐①
Σ✱ ♦♥❡ ❝♦✉❧❞ ❝♦♥s✐❞❡r t❤❡ ❝♦♣✉❧❛ CFΣ,ν,a ♦❢ Y = ((X1 + a)
2, . . . , (Xd + a)
2)✱ ✇❤❡r❡ a ≥ 0 ✐s ❛ ♥♦♥✲❝❡♥tr❛❧✐t② ♣❛r❛♠❡t❡r✳ ❚❤✐s
❝♦♥str✉❝t✐♦♥ ✇♦✉❧❞ ❝r❡❛t❡ ❛ ❝♦♥t✐♥✉✉♠ ❜❡t✇❡❡♥ t❤❡ ❋✐s❤❡r ❛♥❞ ❙t✉❞❡♥t ❢❛♠✐❧✐❡s✱ s✐♥❝❡ ♦♥ ♦♥❡ s✐❞❡✱ a = 0 ❝♦rr❡s♣♦♥❞s t♦ t❤❡
❋✐s❤❡r ❝♦♣✉❧❛s✱ ❛♥❞ ♦♥ t❤❡ ♦t❤❡r s✐❞❡✱ ❧❡tt✐♥❣ a → ∞ ❛❧❧♦✇s t♦ r❡❝♦✈❡r t❤❡ ❙t✉❞❡♥t ❞❡♣❡♥❞❡♥❝❡ str✉❝t✉r❡s✳ ❍♦✇❡✈❡r✱ t❤✐s ❣❛✐♥
✐♥ ✢❡①✐❜✐❧✐t② ✇♦✉❧❞ r❛✐s❡ ❛t t❤❡ s❛♠❡ t✐♠❡ t❤❡ ✐ss✉❡ ♦❢ ❡st✐♠❛t✐♥❣ a✱ ✇❤✐❝❤ ✐s ❢❛r ❢r♦♠ ❜❡✐♥❣ str❛✐❣❤t❢♦r✇❛r❞✳ ❋✐♥❛❧❧② ♥♦t❡
t❤❛t ♦t❤❡r ♠✉❧t✐✈❛r✐❛t❡ ❝♦♣✉❧❛ ♠♦❞❡❧s ❝♦✉❧❞ ❜❡ ❜✉✐❧❞ ❜② sq✉❛r✐♥❣ t❤❡ ❝♦♠♣♦♥❡♥ts ♦❢ ❡❧❧✐♣t✐❝❛❧ r❛♥❞♦♠ ✈❡❝t♦rs ♦t❤❡r t❤❛♥ t❤❡
❙t✉❞❡♥t✱ ❡✳❣✳ ▲❛♣❧❛❝❡ ♦r ❧♦❣✐st✐❝✳
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❆PP❊◆❉■❳
❆✳ ❚❊❈❍◆■❈❆▲ ❉❊❚❆■▲❙
❆✳✶✳ ❘❛❞✐❛❧ s②♠♠❡tr② ♦❢ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛
❋♦r ❛ r❛♥❞♦♠ ✈❡❝t♦r X ❞✐str✐❜✉t❡❞ ❢r♦♠ t❤❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥✱ ❧❡t (U1, . . . , Ud) = (Fν(X1), . . . , Fν(Xd)) ∼ CtΣ,ν ✳ ❇❡❝❛✉s❡
X
d
= −X ❛♥❞ Fν(−x) = 1− Fν(x)✱
(U1, . . . , Ud)
d
= (Fν(−X1), . . . , Fν(−Xd))
= (1− Fν(X1), . . . , 1− Fν(Xd))
d
= (1− U1, . . . , 1− Ud).
■♥ ♦t❤❡r ✇♦r❞s✱ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛ ✐s r❛❞✐❛❧❧② s②♠♠❡tr✐❝✳
❆✳✷✳ Pr♦♦❢ ♦❢ ▲❡♠♠❛ ✶
❙✐♥❝❡ F̃ν(x) = P(X
2
j ≤ x) = 2Fν(
√
x)− 1✱ t❤❡ ❋✐s❤❡r ❝♦♣✉❧❛ ❝♦rr❡s♣♦♥❞s t♦ t❤❡ ❥♦✐♥t ❞✐str✐❜✉t✐♦♥ ♦❢ (F̃ν(X21 ), . . . , F̃ν(X2d)) =
(2Fν(|X1|)− 1, . . . , 2Fν(|Xd|)− 1)✳ ❍❡♥❝❡✱ ✉s✐♥❣ t❤❡ ❢❛❝t t❤❛t −F−1ν (x) = F−1ν (1− x) ❜❡❝❛✉s❡ Fν ✐s s②♠♠❡tr✐❝ ❛r♦✉♥❞ ③❡r♦✱








































































❙✐♥❝❡ ❜② ❝♦♥str✉❝t✐♦♥ (X1, . . . , Xd) ❢♦❧❧♦✇s ❛ d✲✈❛r✐❛t❡ ❙t✉❞❡♥t ❞✐str✐❜✉t✐♦♥✱ t❤❡ ✈❡❝t♦r (U1, . . . , Ud) = (Fν(X1), . . . , Fν(Xd))
✐s ❞✐str✐❜✉t❡❞ ❢r♦♠ t❤❡ ❙t✉❞❡♥t ❝♦♣✉❧❛✳ ❚❤❡r❡❢♦r❡✱ ♦♥❡ ❝❛♥ ✇r✐t❡












◆♦✇ ✐t ✇✐❧❧ ❜❡ s❤♦✇♥ ❜② ✐♥❞✉❝t✐♦♥ t❤❛t ❢♦r ❛♥ ❛r❜✐tr❛r② ❝♦♥t✐♥✉♦✉s r❛♥❞♦♠ ✈❡❝t♦r X = (X1, . . . , Xd)✱ ♦♥❡ ❤❛s ❢♦r










































= P(X1 ≤ b1)− P(X1 ≤ a1) = P(a1 ≤ X1 ≤ b1).
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Modeling upper tail dependence with the Fisher copula Environmetrics




















1 + ǫj uj
2
,
♦♥❡ ❞❡❞✉❝❡s ❢r♦♠ ✭❆✳✶✮ ❛♥❞ ✭❆✳✷✮ t❤❛t


































❚❤❡ ❡①♣r❡ss✐♦♥ ❢♦r t❤❡ ❞❡♥s✐t② ❢♦❧❧♦✇s ❡❛s✐❧② ❢r♦♠
cFΣ,ν(u1, . . . , ud) =
∂d
∂u1 · · · ∂ud






















































❆✳✸✳ Pr♦♦❢ ♦❢ Pr♦♣♦s✐t✐♦♥ ✶
❆✳✸✳✶✳ ❯♣♣❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t



















































|X1| > F−1ν (s)













−X1 > F−1ν (s)
∣∣ |X2| > F−1ν (s)
}
. ✭❆✳✸✮






















































































∣∣−X2 > F−1ν (s)
}]
,
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❙✐♠✐❧❛r❧②✱ ❢♦r t❤❡ s❡❝♦♥❞ s✉♠♠❛♥❞✱ ♦♥❡ ❝❛♥ ✇r✐t❡
P
{
−X1 > F−1ν (s)








−X1 > F−1ν (s)




−X1 > F−1ν (s)
∣∣−X2 > F−1ν (s)
}]
.































−X1 > F−1ν (s)




−X1 > F−1ν (s)





















ρ,ν) + λU (C
t
−ρ,ν),
✇❤❡r❡ t❤❡ ❧❛st t✇♦ ❡q✉❛❧✐t✐❡s ❢♦❧❧♦✇ ❢r♦♠ t❤❡ ❢❛❝t t❤❛t (−X1,−X2) d= (X1, X2) ∼ Tρ,ν ❛♥❞ (−X1, X2) d= (X1,−X2) ∼ T−ρ,ν ✳
❆✳✸✳✷✳ ▲♦✇❡r t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥t
❇② ❞❡✜♥✐t✐♦♥✱ ❢♦r (X1, X2) ∼ Tρ,ν ❛♥❞ Fℓ(x) = 2Fν(
√
















































Htρ,ν(s, s)−Htρ,ν(−s, s)−Htρ,ν(s,−s) +Htρ,ν(−s,−s)
2Fν(s)− 1
.










































❆✳✹✳ Pr♦♦❢ ♦❢ Pr♦♣♦s✐t✐♦♥ ✷
❚❤❡ ♣r♦♦❢ ✐s str❛✐❣❤t❢♦r✇❛r❞✳ ■❢ t❤❡ d✲✈❛r✐❛t❡ ❋✐s❤❡r ❝♦♣✉❧❛ ✇❛s r❛❞✐❛❧❧② s②♠♠❡tr✐❝✱ t❤❡♥ ❛❧❧ t❤❡ ♠❛r❣✐♥❛❧ ❜✐✈❛r✐❛t❡ ❝♦♣✉❧❛s
✇♦✉❧❞ ❜❡ r❛❞✐❛❧❧② s②♠♠❡tr✐❝ ❛s ✇❡❧❧✳ ❆s ❛ ❝♦♥s❡q✉❡♥❝❡✱ ♦♥❡ ✇♦✉❧❞ ❤❛✈❡ ✐♥ ♣❛rt✐❝✉❧❛r t❤❛t λL(C
F
Σjj′ ,ν




j < j′ ∈ {1, . . . , d}✳ ❇✉t ❛s ❧♦♥❣ ❛s ν < ∞✱ t❤✐s ❝♦♥tr❛❞✐❝ts Pr♦♣♦s✐t✐♦♥ ✶ ✇❤❛t❡✈❡r t❤❡ ✈❛❧✉❡ ♦❢ Σjj′ ❀ t❤❡r❡❢♦r❡ t❤❡ ❋✐s❤❡r
❝♦♣✉❧❛ ♠✉st ❜❡ r❛❞✐❛❧❧② ❛s②♠♠❡tr✐❝✳
❆✳✺✳ ❊st✐♠❛t✐♦♥ ♦❢ t❤❡ t❛✐❧ ❞❡♣❡♥❞❡♥❝❡ ❝♦❡✣❝✐❡♥ts
▲❡t (X11, X12), . . . , (Xn1, Xn2) ❜❡ ✐♥❞❡♣❡♥❞❡♥t ❝♦♣✐❡s ♦❢ ❛ ♣❛✐r (X1, X2)✳ ❆s ♣r♦♣♦s❡❞ ❜② ❙❝❤♠✐❞t ❛♥❞ ❙t❛❞t♠ü❧❧❡r ✭✷✵✵✻✮✱
















✇❤❡r❡ (R11, R12), . . . , (Rn1, Rn2) ✐s t❤❡ s❛♠♣❧❡ ♦❢ t❤❡ ♣❛✐rs ♦❢ r❛♥❦s✳ ❙♣❡❝✐✜❝❛❧❧②✱ ❢r♦♠ t❤❡ ❞❡✜♥✐t✐♦♥s ♦❢ λL(X1, X2) ❛♥❞
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10.3.4 Student versus Fisher copulas: results for 1000yrs simulations  
There are four models in competition from the combination of precipitation two disaggregation 
schemes and two copulas: 
• ‘1D’ indicates that the fit is done directly on 1-day precipitation while ‘3D’ means that the fit 
is done on 3-day precipitation with then a temporal disaggregation at daily scale (Evin et al., 
2018a). 
• ‘Student’ or ‘Fisher’ (Favre et al., 2018) indicates the copula used in the model. 
This comparison was done on 100 scenarios of 100 years for each model by using performance 
categorization criteria used by Bennett et al. (2017) (Table A. 1)  
Table A. 1 Performance categorization criteria from Bennett et al. (2017). 
 
The models that were fitted on 1-day precipitation are slightly better concerning simulation of the 
number of wet days (Figure A. 1 At site number of wet days for all sites and months: inter-annual and 
standard deviation. The 90% probability limits are shown for the different seasons. Overall 
performance is represented by the percentage of ‘good’, ‘fair’ and ‘poor’ performance for all sites and 
months.(Figure A. 1), the distribution of the length of dry (Figure A. 2) and wet spells (Figure A. 3). The 
performance between the four models are very similar regarding daily amounts (Figure A. 4) and 1-
day annual maxima (Figure A. 5). However, the models fitted on 3-day precipitation clearly outperform 
those fitted on 1-day precipitation for the simulation of 3-day extreme events (Figure A. 6). With 
respect to latter characteristic the GWEX-3D-Student and the GWEX-3D-Fisher models appear to be 
the most suitable for hydrological purpose for which 3-day extreme events are crucial. The choice of 
the copula affects the results only little and both copulas can be retained. 
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Figure A. 1 At site number of wet days for all sites and months: inter-annual and standard deviation. The 90% probability 
limits are shown for the different seasons. Overall performance is represented by the percentage of ‘good’, ‘fair’ and ‘poor’ 
performance for all sites and months. 
 
Figure A. 2 Distribution of dry spell lengths at the stations. The 90% probability limits are shown. Overall performance is 
represented by the percentage of ‘good’, ‘fair’ and ‘poor’ performance for all sites. Inset plots provide a zoom for durations 
of 1 to 5 days. 
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Figure A. 3 Distribution of wet spell lengths at the stations. The 90% probability limits are shown. Overall performance is 
represented by the indicated percentage of ‘good’, ‘fair’ and ‘poor’ performance for all sites. Inset plots provide a zoom for 
durations of 1 to 5 days. 
 
 
Figure A. 4 Daily amounts or all spatial scales and months: inter-annual mean (top) and standard deviation (bottom). The 
90% probability limits are shown. Overall performance is represented by the percentage of ‘good’, ‘fair’ and ‘poor’ 
performance for all spatial scales and months. 
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Figure A. 5 Daily annual maxima for all spatial scales: 20-year (top plots), 50-year (middle plots) and 100-years (bottom 
plots) return periods. The 90% probability limits are shown. The overall performance is represented by the percentage of 
‘good’, ‘fair’ and ‘poor’ performance for all spatial scales. 
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Figure A. 6 3-day annual maxima for all spatial scales: 20-year (top plots), 50-year (middle plots) and 100-years (bottom 
plots) return periods. The 90% probability limits are shown. Overall performance is represented by the indicated percentage 
of ‘good’, ‘fair’ and ‘poor’ performance for all spatial scales. 
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Sensitivity analysis on the parameter ξ of the
EGPD model
Gilles Nicolet, Damien Raynaud, Guillaume Evin, Jérémy Chardon,
Anne-Catherine Favre (Pr.) and Benoit Hingray (Res. Sc.)
1 Introduction
The first step to fit the GWEX model is the estimation of the shape parameter (noted ξ) of
the extended Genalized Pareto Distribution (E-GPD, Papastathopoulos and Tawn (2013)).
For the estimation of the GWEX, we have selected a dataset of 105 stations (called here
the GWEX stations) for the period from 1930 to 2015 from a larger dataset (Figure 1(a)).
The availability of precipitation observations is very different depending on the years (Figure
1(b)). Howevern the estimation of the shape parameter of the distributions used in extreme
value statistic is a very tricky problem whose a poor estimation may have major consequences.
That is why for the step of the ξ estimation, we use all the data at our disposal, that is to
say 666 stations from 1864 to 2015. The ξ estimation is done by a regional approach (Evin
et al., 2016) for each season (DJF, MAM, JJA and SON). The importance and the difficulty
to estimate the shape parameter is also the reason why the estimation is done seasonally,
whereas it is done monthly for the other steps of the GWEX fitting. This importance and
this difficulty to deal with this issue is our main motivation to investigate here the sensitivity
in the estimation of the parameter ξ in the GWEX fitting and its impact in the estimation
of high return levels.
Figure 1: (a) The 666 stations used in the shape parameter ξ estimation. The 105 selected
stations used in all the other steps of GWEX fitting (the GWEX stations) are in red. (b)
The number of available stations from 1864 to 2015.
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2 Bootstrap procedure
As the shape parameter estimation in the GWEX fitting, the bootstrap procedure is applied
using all the data at our disposal (666 stations from 1864 to 2015), including stations and
years with few observations. The bootstrap procedure is described as follow:
1. 152 years are randomly chosen with replacement among the period from 1864 to
2015; in order to approximately keep the same number of observation in the boot-
strap dataset, a probability weight proportional to the number of available stations
(Figure 1(b)) is given to each year in the random selection;
2. the regional estimation of the ξ parameter used in the GWEX fitting is applied to this
new dataset;
3. this procedure is replicated until we have 30 new estimations of the parameter ξ for
the 666 stations.
A part of the obtained ξ maps are shown in the Figure 2 and the others in the appendix B.
We may observe that, even if some maps are very different from the original maps (appendix






Figure 2: Maps of bootstrap ξ estimates (Winter, sample 1 to sample 12). The other maps are shown in the
appendix B.
3
3 Effect of the sensitivity of the parameter ξ
on the estimation of the 10’000-year return
levels
In order to assess the impact of the sensitivity of the estimation of the parameter ξ in the
computation of high return levels, we estimate, for each of the 30 boostrap datasets and
at each station the two remaining parameters of the E-GPD, the scale parameter σ and
the parameter κ of the transformation, by using the probability weighted moment method
(Naveau et al., 2016) at each station (similarly as that is done in the GWEX estimation).
In order to reproduce the procedure done in the GWEX fitting, these estimations are made
monthly. Then, we use these estimates of the E-GPD at each station and for the 30+1
datasets to compute the 10’000-year return levels for the 105 GWEX stations.
Figure 3 and 4 present the boxplots of the ratios of these 10’000-year return levels relatively
to the those estimated using the entire dataset. These boxplots are very similar in a same
season, due to the fact that the shape parameter ξ is estimated for each season and the two
other E-GPD parameters are estimated conditionally to ξ, confirming the strong impact of
this parameter on the estimation of high return levels.
The deviation of ratios is rather limited because the seasonal first and third quartiles are
all between 90% and 120% (Table 1), showing that most of ratios range between these
two values. In addition, the seasonal medians are close to 100% (between 96% and 104%),
indicating a absence of bias in the original estimation of the return levels. However, one may
observe very large ratios in the Spring with 52 ratios above 200% and 541 ratios (i.e. 5.7%
of the total number of ratios in the Spring) above 150%.
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Figure 3: Boxplots of the 30 bootstrap 10’000 year return level ratios relatively to those
estimated using the entire dataset for the 105 selected stations (from January to June).
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Figure 4: Boxplots of the 30 bootstrap 10’000 year return level ratios relatively to those
estimated using the entire dataset for the 105 selected stations (from July to December).
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Winter Spring Summer Autumn
Max 185.63 304.15 181.74 244.89
Q3 100 119.25 110.59 105.63
Median 96.47 103.42 102.36 100
Q1 90.39 97.26 99.63 90.82
Min 62.20 57.44 63.20 47.11
Table 1: Maximum, third quartile, median, first quartile and minimum for each season. The
three months of the season, the 105 stations and the 30 replications are considered together
(i.e., 9450 ratios considered for each season).
Winter Spring Summer Autumn
≥ 200 0 52 0 7
[150, 200) 43 489 65 127
[125, 150) 275 1267 554 504
[75, 125) 9005 7387 8782 8589
[50, 75) 127 255 49 219
< 50 0 0 0 4
Table 2: Number of ratios in each interval for each season. The three months of the season,
the 105 stations and the 30 replications are considered together (i.e., 9450 ratios considered
for each season).
4 Conclusion
The results of this bootstrap procedure show that the estimation of the parameter ξ can be
considered reasonably robust comparing to the difficulty of the task, 89% of the return level
estimates show a deviation less than 25%, while 4% only show a deviation more than 50%.
In addition, one should precise that, as GWEX provides areal values of precipitation at the
end of the procedure, the influence of potential very large pointwise simulated precipitations
is mitigated by the spatial aggregation step.
However, the differences which appear in the bootstrap ξ maps and the large ratios of return
levels in Spring suggest that the study of the possibility of more robust procedures could be
very useful.
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A Original ξ maps
Winter (DJF) Spring (MAM)
Summer (JJA) Autumn (SON)
Figure 5: Original maps of bootstrap ξ estimates for Winter (DJF), Spring (MAM), Summer
(JJA) and Autumn (SON).
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Figure 23: Maps of bootstrap ξ estimates (Autumn, sample 25 to sample 30)
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Asymptotical dependence of rainfall extremes
in Aare basin
Gilles Nicolet, Damien Raynaud, Guillaume Evin, Jérémy Chardon,
Anne-Catherine Favre (Pr.) and Benoit Hingray (Res. Sc.)
1 Introduction
The issue of asymptotical dependence/independence of extreme precipitation is crucial when
one deals with events with very large return periods. In the case of asymptotical dependence,
the dependence strength does not change with the degree of extremeness. On the contrary,
in the case of asymptotical independence, the dependence decreases as the events become
more extreme. A false assumption of asymptotical dependence may lead to overestimated
the probability of occurrence of a extreme event and, symmetrically, a incorrect hypothesis
of asymptotical independence may lead to underestimated the risk.
Several studies suggest that extreme precipitations in Switzerland would be asymptotically
independent. Davison et al. (2012, 2013) investigated extreme precipitation in the Swiss
Plateau and Thibaud et al. (2013) applied threshold-based model to extreme precipitation in
the Swiss Alps. These three articles came to the conclusion to the asymptotically independent
models outperform asymptotically dependent models to represent extreme precipitation data.
Nevertheless, one should note that all these studies deal with extreme precipitation during
Summer.
We discuss here the issue of asymptotical dependence/independence of precipitation in
Switzerland, and how it is dealt in GWEX. Firte, we define in Section 2 the asymptoti-
cal dependence/independence and presents the diagnostic tools to try to distinguish these
two cases. Then, we apply these dianostic tools in Section 3 with the aim to determine the
type of asympotical dependence of extreme precipitations in Switerland. Then, we draw
conclusions for the GWEX model in Section 4.
2 Diagnostic tools for asymptotical dependence/in-
dependence
Coles et al. (1999) proposes diagnostic tools to determine if a dataset should be consider
as asymptotically independent or not. These diagnostic tools are not easy to use, and to
identify asymptotic dependence/independence is generally a tricky problem due to the length
of the samples at our disposal comparing to the asymptotic nature of this issue.
Let (U, V ) be two uniform random variables (eventually, transformed into uniform variables
if necessary). A classical measure of the extremal dependence between U and V is
χ = lim
u→1
P (V > u|U > u) . (1)
which is the probability of one variable to be extreme when the other is extreme. If χ = 0,
U and V are asymptotically independent.
We define
χ(u) = 2 −
logP (U < u, V < u)
logP (U < u)
for 0 ≤ u ≤ 1. (2)
Asymptotically,
χ(u) ∼ P (V > u|U > u) (3)
1




The function χ(u) can be interpreted as a measure of dependence dependent of the threshold
u. The sign of χ(u) indicates whether U and V are positively or negatively associated. Thus,
χ(u) = 0 signifies independent variables and χ(u) = 1 means perfect dependence.
Coles et al. (1999) recommends to use the measure χ(u) together with a second measure
noted χ̄(u) and defined by
χ̄(u) =
2 logP (U > u)
logP (U > u, V > u)
− 1 for 0 ≤ u ≤ 1. (5)




χ̄ = 1 signifies asymptotically dependent variables. In the case of asymptotically independent
variables (χ̄ < 1), χ̄ measure the strength of the dependence.
Coles et al. (1999) suggests to use the two measures (χ, χ̄) together for asymptotical de-
pendence/independence diagnostics: (χ > 0, χ̄ = 1) means asymptotic dependence while
(χ = 0, χ̄ < 1) means asymptotic independence.
3 Asymptotical dependence/independence of
extreme precipitation in Switzerland
As we consider 105 stations in the Aare basin and that the GWEX model is apply for each
month, we have to consider
105 × 104
2
= 5460 pairs of stations for each month. Figure 1
shows that one may observes very different cases amoung these 5460 pairs of stations:
• pairs of stations with weak or no tail dependence (e.g., GOS and KUE);
• pairs of stations with strong tail dependence but this tail dependence decreases with
extremeness (asymptotically independent) (e.g., ALT and ENT);
• pairs of stations with strong tail dependence and asymptotically dependent (e.g., AIE
and BER).
2
Figure 1: Scatterplots (up), χ(u) measure (middle) and χ̄(u) measure (bottom) for three
pairs of stations: Göchenen (GOS) and Küsnacht (KUE) (left), Altdorf (ALT) and Entlebuch
(ENT) (middle), and Affoltern im Emmental (AIE) and Bern/Zollikofen(BER) (right).
In order to have an overall view of asymptotical dependence/independence, we arbitrarily
choose a criteria (χ(0.99) > 0.1 and χ̄(0.99) > 0.9) to determine asymptotical dependence.
Figures 2 and 3 show the asymptotically dependent pairs of stations according this criteria.
We observe a strong seasonality in asymptotic dependence with many asymptotical depen-
dent relations from November to March, and with a lesser degree, in May, in August (in
the Plateau) and in October (in the Alps). Extreme precipitations seem to be asymptoti-
cally independent during the summer, which is consistent with Davison et al. (2012, 2013);
Thibaud et al. (2013).
3
Figure 2: Asymptotically dependent pairs of stations (from January to June). Two stations
are linked if we have χ(0.99) > 0.1 and χ̄(0.99) > 0.9.
4
Figure 3: Asymptotically dependent pairs of stations (from July to December). Two stations
are linked if we have χ(0.99) > 0.1 and χ̄(0.99) > 0.9.
4 Asymptotical dependence/independence in
GWEX model
The GWEX model (Evin et al., 2018) decomposes the precipitation process Pt(k) into two
independent processes: an occurrence process Xt(k) and an intensity process Yt(k)
Pt(k) = Yt(k)Xt(k) (7)
for each station k at each day t. A extended generalized Pareto distribution (Papastathopou-
los and Tawn, 2013) FY is fitted to Yt(k) at each station k. Then, the gaussianized process
Zt defined by
Zt(k) = Φ
−1 [FY {Yt(k)}] (8)
with Φ the cumulative distribution function of the standard normal distribution, is modeled
through a MAR(1) process
Zt = AZt−1 + ǫt (9)
5
with ǫt an innovation term modeled by a copula. The innovation term ǫt is the one which
control the spatial dependence of precipitation intensity in GWEX. We have investigated
three copula for GWEX:
• the Gaussian copula for which extremes are independent
• the Student copula which models tail dependence between stations
• the Fisher copula (Favre et al., 2018) which models tail dependence between stations
and allows asymmetry between lower tail and upper tail.
We have selected the Student copula which is able to model spatial dependence between
extremes with asymptotical dependence (the Fisher copula gives very similar results). The
use of the Gaussian copula is not suitable because it is necessary to model spatial dependence
in extreme precipitation to avoid underestimation of spatially large extreme events. To the
best of our knowledge, we do not have at our disposal in the literature copulas able to
modeling dependence of extremes with asymptotical independence.
According to the two maps in Figures 2 and 3, except for specific months like June, July and
September, extreme precipitations in the Aare basin seem to be asymptotical independence.
Thus, the use of Student copula (or Fisher copulas) is justified from a risk mitigation point
of view.
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10.4 SCAMP weather generator 
10.4.1 Generating new atmospheric trajectories  
One of the limitations of the analogue method is the length of the synoptic weather information that 
is used to generate time series of local predictors. Without any additional adaption of the method, the 
length of the weather time series generated with SCAMP would be limited to 110 years (length of the 
ERA20C reanalysis). We propose here a method that extends the length of the large scale information 
by rearranging the synoptic weather sequences and creating new atmospheric trajectories. This 
method has first been proposed by (Yiou et al. 2014) to build a weather generator able to reproduce 
relevant characteristics for winter and summer temperature. The method we describe here relies on 
an analogy criterion. The only predictor involved is the geopotential height field at 1000 hPa. The 
analogy window is presented in Figure A. 7and corresponds to the domain used in Philipp et al., (2010) 
for the identification of Swiss weather time. 
 
Figure A. 7 Position and dimension of the analogy window used for the construction of atmospherics trajectories. Z1000 
Geopotential at 1000hPa. 
The main hypothesis of atmospheric trajectories is that if two days are close analogues and if the 
weather patterns are heading in the same direction, then their “future” is equi-probable and one can 
jump for one trajectory to the other. This concept is presented on Figure A. 9 Decision tree and the 
different tests taking part in the construction of a new atmospheric trajectory. Day D-1 is already 
defined and we here explain the different option for the choice of day D. “An” stands for the analogue 
days.. The first line presents an observed atmospherics trajectory in HGT1000 from February 8th to 
February 12th in 1934. To change trajectory from February 9th, we look for analogue of the current day 
and its following day D+1. This is done to ensure that the two initial states are similar (high pressure 
system located over France on February 9th 1934 and on its analogue, January 28th 1921) and that the 
main features move in similar directions (high pressure system heading South-East on both February 
10th 1934 and January 29th 1921). The same method is applied to jump from January 30th in 1921 to 
February 12th in 1925. One can then compare the large differences between the synoptic weather 
situation of the last day of the observed atmospheric sequence (February 12th 1934) and the one of 
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the “constructed atmospheric trajectory” (February 12th 1925). Two additional criteria are necessary 
to guarantee relevant and correct sequences of days. First, the reconstructed series must rest on a 
given calendar sequence and the analogue to change trajectory must no move too far from it or the 
method might quickly mix summer and winter days. To ensure this condition, we look for the 5 best 
HGT1000 analogues on a +/-15 days seasonal window and we allow a jump in trajectories only if the 
difference between the target calendar day and the one used analogue date is lower than 15 days. The 
combination of the two constraints gives a maximum lag time of 30 days between the target calendar 
day and the analogue used in the reconstructed series. The decision tree applied every day and used 
to decide whether to change trajectory or not is presented in Figure A. 9.  
The frequency of trajectory change has also been calibrated in order to guarantee a good climatology 
of the weather situations. To do so, we analysed the frequency and durations of each of the 9 weather 
types proposed by Philipp et al. (2010) in the observed synoptic situations and in the reconstructed 
one for different probability of trajectory change (from 1 to 10 days). The results showed that this 
probability does not impact the frequency of weather types but that a minimum probability of 7 days 
is necessary to generate weather types that exhibit the wide and relevant range of persistency (Figure 
A. 10). Thus, our methods used a probability of 1/7 to decide whether to change trajectory or not. 
 
Figure A. 8 Construction of a new atmospheric trajectory from an observed synoptic weather sequence. Each sub-figure 
presents the geopotential at 1000hPa on the domain of interest. The black squares and arrows give the new atmospheric 
trajectory and the blue shading highlight the two-day analogue that help “changing of atmospheric direction”. 
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Figure A. 9 Decision tree and the different tests taking part in the construction of a new atmospheric trajectory. Day D-1 is 
already defined and we here explain the different option for the choice of day D. “An” stands for the analogue days.  
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Figure A. 10 Persistency (in days) of each of the 9 weather types defined for Switzerland (Philipp et al., 2010) in observations 
(black) and in 1000-yr long time series of atmospheric trajectories for jump probabilities of 1day (blue), 3 days (green), 7 
days (red) and 10 days (orange). 
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10.4.2 Spatial downscaling from regional precipitation to local scenarios on the sub-
catchments  
We present here the functioning of the spatial disaggregation model that converts the regional 
precipitation and temperature scenarios into local scenarios over the 89 sub-catchments. To do so, we 
use daily observed spatial structures available from 1930 to 2014.  
Two main conditions need to be fulfilled to get a satisfactory spatial downscaling:  
• The local scenarios for precipitation must be physically realistic, meaning that extremely large 
values must not be generated unless the daily regional precipitation also corresponds to an 
extreme event. 
 
• As the final time series will be at hourly time step, we want to avoid temperature jumps from 
D-1 at 11pm to D 0am that would be too large and unrealistic too. 
For each target day and regional scenario, we always give priority to the spatial structures associated 
to the 30 analogue dates. However, it happens that no analogue fulfils the two conditions mentioned 
previously. In this case, we use a set of reference structures that take over the spatial downscaling. 
This set of structures is made of observed structures that present a large diversity precipitation and 
temperature characteristics. For each month, and each precipitation class such as: 𝑃𝑃𝑠𝑠𝑐𝑐𝑎𝑎𝑠𝑠𝑠𝑠  1.5⁄ ≤𝑃𝑃𝑟𝑟𝑠𝑠𝑟𝑟𝑠𝑠𝑜𝑜𝑎𝑎𝑎𝑎𝑐𝑐 ≤  𝑃𝑃𝑠𝑠𝑐𝑐𝑎𝑎𝑠𝑠𝑠𝑠  × 1.5 | 𝑃𝑃𝑠𝑠𝑐𝑐𝑎𝑎𝑠𝑠𝑠𝑠 ∈  [0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1, 1.5, 2, 3, 5, 10, 15, 20], we randomly 
selected 100 days and their associated precipitation and temperature spatial structures. In addition, a 
last regional precipitation class containing to the 50 maximum observed precipitation events for each 
month has been added to help downscaling extreme regional precipitation.  
The first condition, preventing from generating unrealistic local precipitation is guaranteed by defining 
and using a threshold depending on the regional precipitation value of each scenario: 𝜇𝜇(𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠) = 1.5 × 10−4 × 𝑃𝑃𝑆𝑆𝑠𝑠𝑠𝑠2 . 
An observed spatial structure for precipitation is considered suitable if its regional precipitation value 
is such as 𝑃𝑃𝐼𝐼 = 𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝜇𝜇(𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠). 
Similarly, for the condition focusing on temperature jump, a threshold of 6°C from D-1 at 11pm to D at 
0am is used. This value corresponds to the maximum change in regional temperature at this time of 
the day existing in the observed time series. 
The decision tree and the different tests taking part in the choice of a suitable spatial structure for both 
local predictors are presented in Figure A. 11. The 30 analogue scenarios are first tested on the regional 
precipitation condition and then on the temperature jump one. If there is more than one analogue 
fulfilling the two conditions, the analogue leading to the minimum temperature jump to the previous 
day is selected.  
When there is no suitable analogue, the reference structures set is used. We allow looking for spatial 
structure that belongs to a 3-month seasonal window centered on the month of the current target 
day. The condition on the temperature jumps is only applied if there are some reference structures 
fulfilling the condition of the PI coefficient, i.e. if we do not deal with an extreme precipitation event. 
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Indeed, as these events are the main target of the EXAR project, we do not want to introduce too many 
constraints and we only focus on picking the most suitable spatial structure. 
 
Figure A. 11 Decision tree and the different tests for the choice of a suitable spatial structure for the downscaling on the 
regional precipitation and temperature scenarios. 𝑵𝑵𝑷𝑷 = 𝑵𝑵𝑺𝑺𝑺𝑺𝑺𝑺𝑵𝑵𝒐𝒐𝒐𝒐𝒐𝒐 where 𝑵𝑵𝒐𝒐𝑺𝑺𝑺𝑺 is the regional precipitation scenarios to be 
downscaled, and 𝑵𝑵𝒐𝒐𝒐𝒐𝒐𝒐 =𝑵𝑵𝑨𝑨𝑨𝑨𝑨𝑨 regional precipitation of an analogue or = 𝑵𝑵𝑹𝑹𝑺𝑺𝑹𝑹 regional precipitation associated to a 
reference structure. 𝝁𝝁(𝑵𝑵𝒐𝒐𝑺𝑺𝑺𝑺) = 𝟏𝟏.𝟓𝟓 × 𝟏𝟏𝟏𝟏−𝟒𝟒 × 𝑵𝑵𝑺𝑺𝑺𝑺𝑺𝑺𝟐𝟐  moving threshold for the PI coefficient. 𝑻𝑻𝒋𝒋𝒋𝒋𝒔𝒔𝒑𝒑 temperature jump from 
D-1 at 11pm to D 0am. 
An additional and final test is applied when using the reference structure. Indeed, the conditions on PI 
and 𝑇𝑇𝑗𝑗𝑢𝑢𝑠𝑠𝑝𝑝 do not guarantee that the spatial structure of precipitation agrees well with the synoptic 
meteorological situation. To prevent our downscaling method to lead to irrelevant structure, we 
compute the RSME score between the remaining candidates from the reference precipitation 
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structures and the one of the analogues having the closest PI coefficient to 1. By doing so, we avoid 
picking a precipitation structures that are completely inverted compared to the ones of the analogues 
(e.g. precipitation on the western part of the test region in the reference structure versus precipitation 
on the eastern part on for the analogues). 
References 
Philipp, A., Bartholy, J., Beck, C., Erpicum, M., Esteban, P., Fettweis, X., Huth, R., James, P., Jourdain, S., 
Kreienkamp, F. and Krennert, T., 2010. Cost733cat–A database of weather and circulation type 
classifications. Physics and Chemistry of the Earth, Parts A/B/C, 35(9-12), pp.360-373. 
Yiou, P., 2014. Anawege: a weather generator based on analogues of atmospheric circulation. 
Geoscientific Model Development, 7(2), pp.531-543. 
 
  
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
  
10.5 Weather scenarios – Evaluations  
10.5.1 SCAMP versus GWEX 
 
Figure A. 12 SCAMP-GWEX ratio (in percentage) for MAP1d  
 
Figure A. 13 Figure B: SCAMP-GWEX ratio (in percentage) for MAP3d 
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10.5.2 Largest precipitation events with GWEX: Severity maps and space/time dynamics  
The precipitation space-time patterns during the largest precipitation events are shown in the 
following figures: for each event first the severity map is show, then the space/time dynamics of 
precipitation. The severity map represents the severity of this event at several spatial scales and for 
several accumulation periods; the space/time dynamics of precipitation during 10 days are composed 
of 10 maps ("Day 0" is the day of the precipitation peak). 
The title of the severity map shows the rank (in descending order) of the precipitation events at the 
whole catchment scale for several accumulation durations (all ending the day of the precipitation 
peak): 
• P1[]: rank of the 1-day precipitation during the day of the precipitation peak (“Day 0”) 
• P2[]: rank of the 1-day precipitation during the day before the precipitation peak 
• P3[]: rank of the 1-day precipitation 2 days before the precipitation peak 
• P1,2[]: rank of the 2-day precipitation 
• P1,2,3[]: rank of the 3-day precipitation 
• P1-7[]: rank of the 7-day precipitation 
• P1-30[]: rank of the 30-day precipitation 
• In addition, the fictive date of the precipitation peak is indicated on the third line 
The severity of the simulated event is then represented with a set of severity-board. Each severity-
board gives the return period of precipitation simulated for this event when cumulated over several 
durations (all ending the day of the precipitation peak):  
• 1 day (center of the severity-board) 
• 2 days 
• 3 days 
• 7 days 
• 30 days (edge of the severity-board) 
For instance, if T1, T1,2, T1,2,3, T1-7, and T1-30 are the return periods associated with the precipitation P1, 
P1,2, P1,2,3, P1-7, and P1-30, respectively 
 
The color scale for the severity-boards is given in the right hand side of the figure. Severity-boards are 
given for precipitation simulated over different spatial scales:  
• local precipitation at each of the 105 simulation stations (small circles) 
• mean areal precipitation over each of the 5 main sub-catchments (medium circles) 
• whole catchment (large circle) 
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Figure A. 14 Severity map representing the severity at several spatial scales and for several accumulation periods for the first 1-day precipitation event.
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Figure A. 15 Space/time dynamics of precipitation during 10 days for the first precipitation event. 
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Figure A. 16 Severity map representing the severity at several spatial scales and for several accumulation periods for the 2nd 1-day precipitation event
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Figure A. 17 Space/time dynamics of precipitation during 10 days for the 2nd 1-day-precipitation event. 
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Figure A. 18 Severity map representing the severity at several spatial scales and for several accumulation periods for the 3rd 1-day precipitation event
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Figure A. 19 Space/time dynamics of precipitation during 10 days for the 3rd 1-day-precipitation event 
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Figure A. 20 Severity map representing the severity at several spatial scales and for several accumulation periods for the 4th 1-day precipitation event
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Figure A. 21 Space/time dynamics of precipitation during 10 days for the 4th 1-day-precipitation event 
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Figure A. 22 Severity map representing the severity at several spatial scales and for several accumulation periods for the 5th 1-day precipitation event
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Figure A. 23 Space/time dynamics of precipitation during 10 days for the 5th 1-day-precipitation event. 
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Figure A. 24 Severity map representing the severity at several spatial scales and for several accumulation periods for the 1st 3-day precipitation event. 
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Figure A. 25 Space/time dynamics of precipitation during 10 days for the 1st 3-day-precipitation event. 
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Figure A. 26 Severity map representing the severity at several spatial scales and for several accumulation periods for the 2nd 3-day precipitation event.
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Figure A. 27 Space/time dynamics of precipitation during 10 days for the 2nd 3-day-precipitation event. 
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Figure A. 28 Severity map representing the severity at several spatial scales and for several accumulation periods for the 3rd 3-day precipitation event.
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Figure A. 29 Space/time dynamics of precipitation during 10 days for the 3rd 3-day-precipitation event. 
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Figure A. 30 S Severity map representing the severity at several spatial scales and for several accumulation periods for the 4th 3-day precipitation event.
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Figure A. 31 Space/time dynamics of precipitation during 10 days for the 4th 3-day-precipitation event. 
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Figure A. 32 Severity map representing the severity at several spatial scales and for several accumulation periods for the 5th 3-day precipitation event.
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Figure A. 33 Space/time dynamics of precipitation during 10 days for the 5th 3-day-precipitation event. 
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10.5.3 Largest hydrological events with GWEX: Severity maps and space/time dynamics 
The precipitation space-time patterns during the largest hydrological events are shown in the following 
figures: for each event first the severity map is shown, then the space/time dynamics of precipitation. 
The severity map represents the severity of this event at several spatial scales and for several 
accumulation periods; the space/time dynamics of precipitation for 10 days are composed of 10 maps 
("Day 0" is the day of the discharge peak). 
The title of the severity map shows the rank (in descending order) of the precipitation events at the 
whole catchment scale for several accumulation durations: 
• H[]: rank of the hydrological event 
• P0[]: rank of the 1-day precipitation during the day of the hydrological peak (“Day 0”) 
• P1[]: rank of the 1-day precipitation during the day before the hydrological peak (“Day -1”) 
• P2[]: rank of the 1-day precipitation 2 days before the hydrological peak (“Day -2”) 
• P3[]: rank of the 1-day precipitation 3 days before the hydrological peak (“Day -3”) 
• P1,2[]: rank of the 2-day precipitation from “Day -1” to “Day -2” 
• P1,2,3[]: rank of the 3-day precipitation from “Day -1” to “Day -3” 
• P1-7[]: rank of the 7-day precipitation from “Day -1” to “Day -7” 
• P1-30[]: rank of the 30-day precipitation from “Day -1” to “Day -30” 
• In addition, the fictive date of the hydrological peak is indicated on the third line 
The severity of the simulated event is then represented with a set of severity-boards. Each severity-
board gives the return period of precipitation simulated for this event when cumulated over several 
durations (all ending the day before the hydrological peak):  
• 1 day (center of the severity-board) 
• 2 days 
• 3 days 
• 7 days 
• 30 days (edge of the severity-board) 
For instance, if T1, T1,2, T1,2,3, T1-7, and T1-30 are the return periods associated with the precipitation P1, 
P1,2, P1,2,3, P1-7, and P1-30, respectively 
 
The color scale for the severity-boards is given in the right-hand side of the figure. Severity-boards are 
given for precipitation simulated over different spatial scales:  
• local precipitation at each of the 105 simulation stations (small circles) 
• mean areal precipitation over each of the 5 main sub-catchments (medium circles) 
• whole catchment (large circle) 
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Figure A. 34 Severity map representing the severity at several spatial scales and for several accumulation periods for the 1st hydrological event
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Figure A. 35 Space/time dynamics of precipitation during 10 days for the 1st hydrological event. 
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Figure A. 36 Severity map representing the severity at several spatial scales and for several accumulation periods for the 2nd hydrological event. 
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Figure A. 37 Space/time dynamics of precipitation during 10 days for the 2nd hydrological event. 
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Figure A. 38 Severity map representing the severity at several spatial scales and for several accumulation periods for the 3rd hydrological event. 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
  
 
Figure A. 39 Space/time dynamics of precipitation during 10 days for the 3rd hydrological event. 
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Figure A. 40 Severity map representing the severity at several spatial scales and for several accumulation periods for the 4th hydrological event. 
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Figure A. 41 Space/time dynamics of precipitation during 10 days for the 4th hydrological event. 
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Figure A. 42 Severity map representing the severity at several spatial scales and for several accumulation periods for the 5th hydrological event 
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Figure A. 43 Space/time dynamics of precipitation during 10 days for the 5th hydrological event. 
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Figure A. 44 Severity map representing the severity at several spatial scales and for several accumulation periods for the 6th hydrological event. 
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Figure A. 45 Space/time dynamics of precipitation during 10 days for the 6th hydrological event. 
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Figure A. 46 Severity map representing the severity at several spatial scales and for several accumulation periods for the 7th hydrological event. 
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Figure A. 47 Space/time dynamics of precipitation during 10 days for the 7th hydrological event. 
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Figure A. 48 Severity map representing the severity at several spatial scales and for several accumulation periods for the 8th hydrological event. 
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Figure A. 49 Space/time dynamics of precipitation during 10 days for the 8th hydrological event.  
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Figure A. 50 Severity map representing the severity at several spatial scales and for several accumulation periods for the 9th hydrological event. 
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Figure A. 51 Space/time dynamics of precipitation during 10 days for the 9th hydrological event. 
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Figure A. 52 Severity map representing the severity at several spatial scales and for several accumulation periods for the 10th hydrological event.
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Figure A. 53 Space/time dynamics of precipitation during 10 days for the 10th hydrological event. 
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10.5.4 Largest precipitation events with SCAMP: Severity maps and space/time dynamics 
The precipitation space-time patterns during the largest precipitation events with SCAMP are shown 
in the following figures: for each event first the severity map is shown, then the space/time dynamics 
of precipitation. The severity map represents the severity of this event at several spatial scales and for 
several accumulation periods; the space/time dynamics of precipitation for 10 days are composed of 
10 maps ("Day 0" is the day of the discharge peak). 
The title of the severity map shows the rank (in descending order) of the precipitation events at the 
whole catchment scale for several accumulation durations (all ending the day of the precipitation 
peak): 
• P1[]: rank of the 1-day precipitation during the day of the precipitation peak (“Day 0”) 
• P2[]: rank of the 1-day precipitation during the day before the precipitation peak 
• P3[]: rank of the 1-day precipitation 2 days before the precipitation peak 
• P1,2[]: rank of the 2-day precipitation 
• P1,2,3[]: rank of the 3-day precipitation 
• P1-7[]: rank of the 7-day precipitation 
• P1-30[]: rank of the 30-day precipitation 
• In addition, the fictive date of the precipitation peak is indicated on the third line 
The severity of the simulated event is then represented with a set of severity-boards. Each severity-
board gives the return period of precipitation simulated for this event when cumulated over several 
durations (all ending the day of the precipitation peak):  
• 1 day (center of the severity-board) 
• 2 days 
• 3 days 
• 7 days 
• 30 days (edge of the severity-board) 
For instance, if T1, T1,2, T1,2,3, T1-7, and T1-30 are the return periods associated with the precipitation P1, 
P1,2, P1,2,3, P1-7, and P1-30, respectively 
 
The color scale for the severity-boards is given in the right-hand side of the figure. Severity-boards are 
given for precipitation simulated over different spatial scales:  
• local precipitation at each of the 89 simulation sub-catchments (small circles) 
• mean areal precipitation over each of the 5 main sub-catchments (medium circles) 
• whole catchment (large circle) 
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Figure A. 54 Severity map representing the severity at several spatial scales and for several accumulation periods for the 1st 1-day-precipitation event. 
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Figure A. 55 Space/time dynamics of precipitation during 10 days for the 1st 1-day-precipitation event. 
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Figure A. 56 Severity map representing the severity at several spatial scales and for several accumulation periods for the 2nd 1-day-precipitation event.
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Figure A. 57 Space/time dynamics of precipitation during 10 days for the 2nd 1-day-precipitation event. 
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Figure A. 58 Severity map representing the severity at several spatial scales and for several accumulation periods for the 3rd 1-day-precipitation event.
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Figure A. 59 Space/time dynamics of precipitation during 10 days for the 3rd 1-day-precipitation event. 
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Figure A. 60 Severity map representing the severity at several spatial scales and for several accumulation periods for the 4th1-day-precipitation event




Figure A. 61 Space/time dynamics of precipitation during 10 days for the 4th 1-day-precipitation event. 
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Figure A. 62 Severity map representing the severity at several spatial scales and for several accumulation periods for the 5th1-day-precipitation event.
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Figure A. 63 Space/time dynamics of precipitation during 10 days for the 5th 1-day-precipitation event. 
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Figure A. 64 Severity map representing the severity at several spatial scales and for several accumulation periods for the 1st 3-day-precipitation event.




Figure A. 65 Space/time dynamics of precipitation during 10 days for the 1st 3-day-precipitation event. 
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Figure A. 66 Severity map representing the severity at several spatial scales and for several accumulation periods for the 2nd 3-day-precipitation event.




Figure A. 67 Space/time dynamics of precipitation during 10 days for the 2nd 3-day-precipitation event. 
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Figure A. 68 Severity map representing the severity at several spatial scales and for several accumulation periods for the 3rd 3-day-precipitation event.




Figure A. 69 Space/time dynamics of precipitation during 10 days for the3rd 3-day-precipitation event. 
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Figure A. 70 Severity map representing the severity at several spatial scales and for several accumulation periods for the 4th 3-day-precipitation event.




Figure A. 71 Space/time dynamics of precipitation during 10 days for the 4th 3-day-precipitation event. 
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Figure A. 72 Severity map representing the severity at several spatial scales and for several accumulation periods for the 5th 3-day-precipitation event.
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Figure A. 73 Space/time dynamics of precipitation during 10 days for the 5th 3-day-precipitation event. 
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Largest hydrological events with SCAMP: Severity maps and space/time dynamics The precipitation 
space-time patterns during the largest hydrological events are shown in the following figures: for each 
event first the severity map is shown, then the space/time dynamics of precipitation. The severity map 
represents the severity of this event at several spatial scales and for several accumulation periods; the 
space/time dynamics of precipitation for 10 days are composed of 10 maps ("Day 0" is the day of the 
discharge peak). 
The title of the severity map shows the rank (in descending order) of the precipitation events at the 
whole catchment scale for several accumulation durations: 
• H[]: rank of the hydrological event 
• P0[]: rank of the 1-day precipitation during the day of the hydrological peak (“Day 0”) 
• P1[]: rank of the 1-day precipitation during the day before the hydrological peak (“Day -1”) 
• P2[]: rank of the 1-day precipitation 2 days before the hydrological peak (“Day -2”) 
• P3[]: rank of the 1-day precipitation 3 days before the hydrological peak (“Day -3”) 
• P1,2[]: rank of the 2-day precipitation from “Day -1” to “Day -2” 
• P1,2,3[]: rank of the 3-day precipitation from “Day -1” to “Day -3” 
• P1-7[]: rank of the 7-day precipitation from “Day -1” to “Day -7” 
• P1-30[]: rank of the 30-day precipitation from “Day -1” to “Day -30” 
• In addition, the fictive date of the hydrological peak is indicated on the third line 
The severity of the simulated event is then represented with a set of severity-board. Each severity-
board gives the return period of precipitation simulated for this event when cumulated over several 
durations (all ending the day before the hydrological peak):  
• 1 day (center of the severity-board) 
• 2 days 
• 3 days 
• 7 days 
• 30 days (edge of the severity-board) 
For instance, if T1, T1,2, T1,2,3, T1-7, and T1-30 are the return periods associated with the precipitation P1, 
P1,2, P1,2,3, P1-7, and P1-30, respectively 
 
The color scale for the severity-boards is given in the right-hand side of the figure. Severity-boards are 
given for precipitation simulated over different spatial scales:  
• local precipitation at each of the 89 simulation sub-catchments (small circles) 
• mean areal precipitation over each of the 5 main sub-catchments (medium circles) 
• whole catchment (large circle)
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Figure A. 74 Severity map representing the severity at several spatial scales and for several accumulation periods for the 1st hydrological event 
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Figure A. 75 Space/time dynamics of precipitation during 10 days for the1st hydrological event 
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Figure A. 76 Severity map representing the severity at several spatial scales and for several accumulation periods for the 2nd hydrological event 
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Figure A. 77 Space/time dynamics of precipitation during 10 days for the 2nd hydrological event 
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Figure A. 78 Severity map representing the severity at several spatial scales and for several accumulation periods for the 3rd hydrological event 
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Figure A. 79 Space/time dynamics of precipitation during 10 days for the 3rdhydrological event 
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Figure A. 80 Severity map representing the severity at several spatial scales and for several accumulation periods for the 4th hydrological event 
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Figure A. 81 Space/time dynamics of precipitation during 10 days for the 4th t hydrological event 
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Figure A. 82 Severity map representing the severity at several spatial scales and for several accumulation periods for the 5th hydrological event 
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Figure A. 83 Space/time dynamics of precipitation during 10 days for the 5th hydrological event 
 
 Detailbericht A Projekt EXAR – Hydrometeorologische Grundlagen  
  
 
Figure A. 84 Severity map representing the severity at several spatial scales and for several accumulation periods for the 6thhydrological event 
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Figure A. 85 Space/time dynamics of precipitation during 10 days for the 6th hydrological event 
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Figure A. 86 Severity map representing the severity at several spatial scales and for several accumulation periods for the 7th hydrological event 
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Figure A. 87 Space/time dynamics of precipitation during 10 days for the 7thhydrological event 
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Figure A. 88 Severity map representing the severity at several spatial scales and for several accumulation periods for the 8th hydrological event 
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Figure A. 89 Space/time dynamics of precipitation during 10 days for the 8thhydrological event. 
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Figure A. 90 Severity map representing the severity at several spatial scales and for several accumulation periods for the 9thhydrological event 
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Figure A. 91 Space/time dynamics of precipitation during 10 days for the 9thhydrological event  
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Figure A. 92 Severity map representing the severity at several spatial scales and for several accumulation periods for the 10th 1st hydrological event 
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Figure A. 93 Space/time dynamics of precipitation during 10 days for the 10th hydrological event 
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10.5.5 Largest hydrological events with SCAMP: Severity maps and space/time dynamics  
The precipitation space-time patterns during the largest hydrological events are shown in the following 
figures: for each event first the severity map is shown, then the space/time dynamics of precipitation. 
The severity map represents the severity of this event at several spatial scales and for several 
accumulation periods; the space/time dynamics of precipitation for 10 days are composed of 10 maps 
("Day 0" is the day of the discharge peak). 
The title of the severity map shows the rank (in descending order) of the precipitation events at the 
whole catchment scale for several accumulation durations: 
• H[]: rank of the hydrological event 
• P0[]: rank of the 1-day precipitation during the day of the hydrological peak (“Day 0”) 
• P1[]: rank of the 1-day precipitation during the day before the hydrological peak (“Day -1”) 
• P2[]: rank of the 1-day precipitation 2 days before the hydrological peak (“Day -2”) 
• P3[]: rank of the 1-day precipitation 3 days before the hydrological peak (“Day -3”) 
• P1,2[]: rank of the 2-day precipitation from “Day -1” to “Day -2” 
• P1,2,3[]: rank of the 3-day precipitation from “Day -1” to “Day -3” 
• P1-7[]: rank of the 7-day precipitation from “Day -1” to “Day -7” 
• P1-30[]: rank of the 30-day precipitation from “Day -1” to “Day -30” 
• In addition, the fictive date of the hydrological peak is indicated on the third line 
The severity of the simulated event is then represented with a set of severity-board. Each severity-
board gives the return period of precipitation simulated for this event when cumulated over several 
durations (all ending the day before the hydrological peak):  
• 1 day (center of the severity-board) 
• 2 days 
• 3 days 
• 7 days 
• 30 days (edge of the severity-board) 
For instance, if T1, T1,2, T1,2,3, T1-7, and T1-30 are the return periods associated with the precipitation P1, 
P1,2, P1,2,3, P1-7, and P1-30, respectively 
 
The color scale for the severity-boards is given in the right-hand side of the figure. Severity-boards are 
given for precipitation simulated over different spatial scales:  
• local precipitation at each of the 89 simulation sub-catchments (small circles) 
• mean areal precipitation over each of the 5 main sub-catchments (medium circles) 
• whole catchment (large circle)
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Figure A. 94 Severity map representing the severity at several spatial scales and for several accumulation periods for the 1st hydrological event 
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Figure A. 95 Space/time dynamics of precipitation during 10 days for the1st hydrological event 
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Figure A. 96 Severity map representing the severity at several spatial scales and for several accumulation periods for the 2nd hydrological event 
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Figure A. 97 Space/time dynamics of precipitation during 10 days for the 2nd hydrological event 
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Figure A. 98 Severity map representing the severity at several spatial scales and for several accumulation periods for the 3rd hydrological event 
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Figure A. 99 Space/time dynamics of precipitation during 10 days for the 3rdhydrological event 
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Figure A. 100 Severity map representing the severity at several spatial scales and for several accumulation periods for the 4th hydrological event 
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Figure A. 101 Space/time dynamics of precipitation during 10 days for the 4th t hydrological event 
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Figure A. 102 Severity map representing the severity at several spatial scales and for several accumulation periods for the 5th hydrological event 
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Figure A. 103 Space/time dynamics of precipitation during 10 days for the 5th hydrological event 
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Figure A. 104 Severity map representing the severity at several spatial scales and for several accumulation periods for the 6thhydrological event 
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Figure A. 105 Space/time dynamics of precipitation during 10 days for the 6th hydrological event 
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Figure A. 106 Severity map representing the severity at several spatial scales and for several accumulation periods for the 7th hydrological event 
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Figure A. 107 Space/time dynamics of precipitation during 10 days for the 7thhydrological event 
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Figure A. 108 Severity map representing the severity at several spatial scales and for several accumulation periods for the 8th hydrological event 
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Figure A. 109 Space/time dynamics of precipitation during 10 days for the 8thhydrological event. 
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Figure A. 110 Severity map representing the severity at several spatial scales and for several accumulation periods for the 9thhydrological event 
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Figure A. 111 Space/time dynamics of precipitation during 10 days for the 9thhydrological event  
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Figure A. 112 Severity map representing the severity at several spatial scales and for several accumulation periods for the 10th 1st hydrological event 
 




Figure A. 113 Space/time dynamics of precipitation during 10 days for the 10th hydrological event 
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10.6 PMP estimates and extremes generated with GWEX 
JM. Fallot presented “PMP (Probable Maximum Precipitation) Maps for Switzerland” during 
the CRUEX workshop in March 2017. In this work, 3 and 24-hour PMP (Figure A. 114) are 
calculated by an Atmospheric model with horizontal resolution of 2 km for a number of 
different large-scale atmospheric configurations (wind speed / wind direction / atmosphere 
humidity…). For each pixel of the model, final PMP correspond to the highest value calculated 
for orographic and convergence PMP for the 12 wind directions. We have also to keep in mind 
that: 
• According to Prof. Schleiss’ assessment, they represent a return period somewhere in 
the range of 100’000–300’000 years > we have thus no clear estimate of their return 
period.  
• These PMP estimates are uncertain as a result of the possible limitations of the 
atmospheric model and of its parametrization. 
• Results of the GWEX and PMP approaches are not comparable. 
 
 
Figure A. 114 PMP estimate for each 2km pixel (Fallot, 2017). 
Figure A. 115 and Figure A. 116 represent for the 105 stations the 300,000 year GWEX maxima 
and the GWEX maxima/PMP ratio, respectively. We observe that the spatial pattern of station 
maxima is similar to PMP with local differences. We find that several station maxima are above 
or below the PMP. In most cases the larger values seem to be not critical when PMP values in 
the neighbourhood are considered. However, the exceeding are very large for 4 stations 
(points surounded by red circles in figures). The impact of these very large values on basin 
precipitation are attenuated by a strong areal reduction factor effect (Figure A. 116). 
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Figure A. 115 300’000 year GWEX maxima (colored circles) with PMP (background colors) 
 
Figure A. 116 Ratio GWEX maxima/PMP in percentage. 
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Figure A. 117 Basin maximum precipitation vs. station maximum precipitation. 
At the catchment scale, the comparison between PMP and GWEX estimates is not possible 
anymore. 
• The PMP maps map for Switzerland the PMP for each pixel as they could be observed 
based on the estimations from the model. It was mentioned in previous meetings that 
the maps should only be used for catchments with an area of up to 230 km² since a 
simultaneous PMP in a larger area were out of the question physically. PMP maps give 
thus no information on the mean areal precipitation amounts that could be obtained 
over some medium to large scale surface area. The pixel values of PMP that are shown 
on the PMP maps indeed often correspond to different large-scale atmospheric 
configurations (depending for instance on the orientation of hillslopes under 
consideration). Each of such configurations has no chance to give the PMP everywhere 
at the same time (or within a same meteorological event). This is clear in the 
presentation of JM Fallot: the 24-PMP in the southern part of the Swiss alps are 
obtained for SW to SE winds. In the northern part of the Swiss Alps, precipitation 
amounts obtained for those configurations are much lower whereas PMP are obtained 
for W, NW, NE or E winds (Figure A. 117Figure A. 116).  
• Conversely, the EXAR weather generators were developed to produce weather 
scenarios that are statistically consistent in space. The spatial covariance structure of 
at site precipitation was identified from observations and used for the generation. The 
mean areal precipitation amounts obtained for any surface area / river basin / sub-
catchment of the Aare are thus statistically realistic in the scenarios obtained with the 
weather generators. In the weather generators, the spatial covariance structure was 
even improved to account for different covariability characteristics for extremes.  
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We know from Figure A. 116 that the maximum precipitations simulated with GWEX for the 
89 sub-catchments of the Aare are mostly significantly lower than the maximum 
precipitations obtained at each individual station.  
  
 
Figure A. 118 PMP obtained for different wind directions (Fallot, 2017). 
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