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The theory of prototypes provides a new semantic interpretation of vague concepts. In par-
ticular, the calculus derived from this interpretation results in the same calculus as label
semantics proposed by Lawry. In the theory of prototypes, each basic linguistic label L
has the form ‘about P’, where P is a set of prototypes of L and the neighborhood size of
the underlying concept is described by the word ‘about’ which represents a probability
density function d on ½0;þ1Þ. In this paper we propose an approach to vague information
coarsening based on the theory of prototypes. Moreover, we propose a framework for lin-
guistic modelling within the theory of prototypes, in which the rules are concise and trans-
parent. We then present a linguistic rule induction method from training data based on
information coarsening and data clustering. Finally, we apply this linguistic modelling
method to some benchmark time series prediction problems, which show that our linguis-
tic modelling and information coarsening methods are potentially powerful tools for lin-
guistic modelling and uncertain reasoning.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Using words rather than numbers to convey vague information as part of uncertain reasoning is a sophisticated hu-
man activity. The theory of fuzzy sets is now a popular tool for computing with words [1,2] which attempts to formally
capture this human reasoning process [3–5]. Furthermore, linguistic modelling based on fuzzy IF–THEN rules [6–8] has
achieved promising results in many application areas. However, the currently proposed interpretations of membership
function in fuzzy set theory are not consistent with the truth-functional calculus of fuzzy logic [9]. Alternatively, from
the philosophical viewpoint of the epistemic stance, Lawry proposed a functional (but non-truth-functional) calculus, la-
bel semantics, for computing with words [10–13]. In this framework, the meaning of linguistic labels is encoded by mass
functions which represent the subjective probabilities that a given set of labels is appropriate to describe a given in-
stance. Label semantics is a powerful new tool for modelling with vague concepts, the possible applications of which
include knowledge fusion [14], decision tree learning [15], linguistic rule induction [16], and collective decision making
[17,18].. All rights reserved.
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label semantics framework [19,20]. In this work, the meaning of linguistic labels can also be captured by the similarity
between the underlying instances and the prototypes for linguistic labels. The calculus derived from this semantic interpre-
tation results in the same calculus as label semantics. This paper further explores the prototype theory interpretation of label
semantics and introduces new methods for vague information coarsening and rule learning from data sets. We show that
appropriateness measures of linguistic expressions for describing underlying instances can also be interpreted as probabil-
ities that these instances are contained within uncertain neighborhoods as determined by the given linguistic expressions.
Moreover, we show that in prototype theory vague information can be coarsened in a natural way. We then introduced lin-
guistic inference systems in prototype theory, which have a similar structure to fuzzy inference systems, but which have a
different way of modelling the vagueness of linguistic labels. Using the information coarsening process, we propose a linguis-
tic rule induction method from data sets, where each linguistic IF–THEN rule has the following transparent structure: IF X is
about DBXi THEN Y is about DBYi, where DBXi and DBYi are the prototype sets of the rule antecedent and consequence labels,
respectively. More importantly, we show that the approximation and generalization capability of the rule base are controlled
by the information granularity which is represented by the rule number and the size of prototype set associated with each
linguistic label in the rule base.
The proposed approach to linguistic modelling and reasoning is distinct from that of fuzzy set theory. The fundamental
difference lies in the semantic interpretation and uncertainty measurement of the linguistic expressions. Given an expres-
sion h and element x, the membership lhðxÞ has no clear interpretation in the theory of fuzzy sets, although the intuitive idea
is that lhðxÞ represents the membership degree of x belonging to the extensions of linguistic expression h. In label semantics,
lhðxÞ quantiﬁes the appropriateness measure of linguistic expression h for describing the instance x. In the prototype model
this further reduces to the probability that x belongs to the uncertain neighborhood determined by h. The second difference
is the calculus for the combination of linguistic expressions. In the theory of fuzzy sets, the calculus is truth-functional, but in
the theory of prototypes (label semantics), the calculus is not truth-functional, although it may be functional in a weaker
sense [11,12].
Compared with fuzzy inference systems, the proposed linguistic inference systems have the following prominent advan-
tages: The ﬁrst is the high level of transparency of the proposed rule structure as discussed above. The second advantage is
the efﬁciency of the rule induction algorithm. For each training data pair ðx; yÞ 2 DB, we can derive a linguistic IF–THEN rule
of the form: IF X is about x then Y is about y. Our experiments shows that this induction method is very efﬁcient and has very
high accuracy. Another advantage is the adjustable generalization capability. We can improve the generalization capability
of rule base by ﬁrstly partitioning the training data set and then coarsening the rule base. Our experiments show that the
balance between the prediction accuracy for the training data set and the generalization capability for the test data set
can be easily achieved using clustering and the information coarsening method.
This paper is organized as follows. Section 2 outlines the prototype semantics for vague concepts together with its asso-
ciated calculus for linguistic expressions. Based on prototype semantics, Section 3 presents a vague information coarsening
method in the prototype theory. Then in Section 4 we propose a linguistic inference system in which the reasoning process is
similar to that of fuzzy inference system. In Section 5 a linguistic rule induction method is proposed. All linguistic labels in-
duced from the training data set have the forms ‘about DBi’ where DBi is a subset representing the prototypes for the asso-
ciated linguistic label. We also give a rule coarsening method based on the clustering of training data set in this section. In
Section 6 we illustrate the proposed linguistic modelling method by applying it to two benchmark time series prediction
problems. The ﬁrst example is the Mackey–Glass time series prediction which shows that our proposed linguistic modelling
method has potentially high prediction accuracy. The second example on sunspots prediction shows that the proposed infor-
mation coarsening method is very efﬁcient for improving the generalization capability of rule base. We give some conclusion
and discuss future work in the ﬁnal section.2. Prototype semantics for vague concepts
In this section we review a new semantic interpretation for the vague concepts based on the theory of prototypes which
has recently been proposed by Lawry and Tang [19,20]. This theory attempts to answer the following questions:
(1) How do we measure the vagueness of concept L ¼ about P where P is a set of prototypes for linguistic label L? In other
words, to what extent can we say that x is similar to the prototypes for L?
(2) Moreover, how do we measure the vagueness of complex linguistic expression h which is a logical combination of
basic linguistic labels?
The proposed theory of prototypes attempts to answer these questions by quantifying the uncertain boundaries of sim-
ilarity neighborhoods determined by basic labels. In the following we ﬁrstly outline the calculus for evaluating the linguistic
expressions within the prototype theory in Section 2.1, and then discuss the relationship between the prototype theory and
label semantics in Section 2.2. More detailed discussions on prototype theory are given in [19,20]. For practical applications
such as the linguistic modelling in Sections 4 and 5 we then introduce a Gaussian-type density function dðc;rÞ which describes
the uncertainty of the word ‘about’ in Section 2.3.
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We assume that LA ¼ fL1; . . . ; Lng is the set of labels for elements from X, the underlying universe (in the sequel X will
typically correspond to some convex subset of Rk), and d is a mapping from XX to ½0;þ1Þ such that dðx; xÞ ¼ 0 and
dðx; yÞ ¼ dðy; xÞ for all x; y 2 X (in this paper, we take the Euclidean distance d). Moreover we deﬁne dðx; PÞ ¼ infy2Pdðx; yÞ
for any x 2 X; P#X. For each label Li we suppose that Li can be described as ‘about Pi’, where Pi#X is a set of prototypical
cases of concept Li. Then one natural question is: which elements are sufﬁciently similar to the prototypes of Li for it to be
appropriate to describe them using the label Li? Suppose there exists a threshold P 0 such that fx : dðx; PiÞ 6 g can be con-
sidered as a neighborhood which includes all elements being sufﬁciently similar to the prototypes of Li to be describable
using the label Li. So we have the following deﬁnition of the similarity neighborhood of label.
Deﬁnition 1. For any Li 2 LA and P 0 the similarity neighborhoodNLi is deﬁned as follows:
NLi ¼ fx : dðx; PiÞ 6 g ð1ÞWe can further deﬁne the similarity neighborhood for any complex linguistic expression h which is a combination of
some basic linguistic labels and logical connectives. We ﬁrstly give the formal deﬁnition of linguistic expression.
Deﬁnition 2. The set of linguistic expressions, LE, is deﬁned recursively as follows:
(1) LA# LE;
(2) If h 2 LE;u 2 LE, then h ^u 2 LE; h _u 2 LE;:h 2 LE:
LE is actually a T-free algebra on LA where T ¼ f^;_;:g [21]. We now give the formal deﬁnition of the similarity neigh-
borhood for any linguistic expression w 2 LE.
Deﬁnition 3. 8P 0 and w 2 LE, the similarity neighborhoodNw is deﬁned recursively as follows:Nw ¼NLi ; if w ¼ Li where Li 2 LA
Nw ¼Nh \Nu; if w ¼ h ^uwhere h;u 2 LE
Nw ¼Nh [Nu; if w ¼ h _uwhere h;u 2 LE
Nw ¼ ðNhÞc; if w ¼ :hwhere h 2 LEThe neighborhood size of the linguistic label ‘about P’ is described by the word ‘about’. Due to the vagueness of word about
we assume  is a random variable with a density function d deﬁned on ½0;1Þ such that dðÞP 0 for any  2 ½0;þ1Þ and
dð½0;þ1ÞÞ ¼ 1 (for I#X we denote dðIÞ ¼ RI dðÞd). From this we can obtain the probability of any x 2 X belonging to the
similarity neighborhood determined by h by integrating dðÞ over  : x 2Nh
 
.
Deﬁnition 4. 8h 2 LE, 8x 2 X, the probability of x belonging to the similarity neighborhood with respect to h is deﬁned as:
lhðxÞ ¼ d  : x 2Nh
   ð2Þ
lhðxÞ also provides a measure of the typicality degree of xwith respect to the linguistic expression h. Notice that we do not
have an explicit deﬁnition of the prototypes for complex linguistic expressions as we do for the linguistic labels in LA. How-
ever, we might view x 2 X as a prototype for expression h if lhðxÞ ¼ 1.
In fact the set  : x 2Nw
n o
for x 2 X is given by a recursively deﬁned measurable subset Iðw; xÞ of ½0;þ1Þ.
Deﬁnition 5. 8x 2 X and w 2 LE, Iðw; xÞ# ½0;1Þ is deﬁned recursively as follows:Iðw; xÞ ¼ ½dðx; PiÞ;1Þ; if w ¼ Li where Li 2 LA
Iðw; xÞ ¼ Iðh; xÞ \ Iðu; xÞ; if w ¼ h ^uwhere h;u 2 LE
Iðw; xÞ ¼ Iðh; xÞ [ Iðu; xÞ; if w ¼ h _uwhere h;u 2 LE
Iðw; xÞ ¼ Iðh; xÞc; if w ¼ :hwhere h 2 LEThe following theorem shows that Iðh; xÞ is actually the set of all values  for which the similarity neighborhoodNh in-
cludes x.
Theorem 6 [20]. 8x 2 X; h 2 LE,
 : x 2Nh
  ¼ Iðh; xÞ ð3ÞCorollary 7 [20]. 8x 2 X; h 2 LE, the probability of x belonging to the similarity neighborhood with respect to the linguistic
expression h is:
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Notice that if we viewNh as a random set from ½0;þ1Þ into 2X then lhðxÞ corresponds to the single point coverage func-
tion ofNh. This has a clear connection to the random set interpretation of fuzzy sets as proposed by Goodman and Nguyen
[22–24].
Remark 1. Klawonn et al. [25–29] also proposed a similarity based framework to model vague concepts having the form
‘approximately x0’, where a scaling function c : R! ½0;þ1Þ was introduced to measure the indistinguishability of values in
the domain R. In other words the scaling factor cðsÞ means how sensitively we have to distinguish between values in the
neighborhood of s 2 R. In this framework x and x0 are -indistinguishable with respect to a scaling function c if
dcðx; x0Þ ,
R x
x0
cðsÞds
 
<  where  > 0 and x0 < x. Klawonn et al. further deﬁned the membership degree of x with respect to
concept approximately x0 as lapproximately x0 ðxÞ ¼ 1minfdcðx; x0Þ;1g. So the scaling function gives an explicit semantic
interpretation for the membership functions of fuzzy sets, and Mamdani-type fuzzy reasoning can be recovered from this
semantic interpretation [25–29]. Notice that we can also incorporate the scaling function c into the theory of prototypes
discussed above, since in the theory of prototypes dðx; PÞ can be deﬁned as infx02Pdcðx; x0Þ. Combining scaling function c and
density function d in the theory of prototypes may provide a more powerful tool for uncertaintymodelling of vague concepts.
This topic is very interesting but it is outside the scope of this current paper.2.2. Relating prototype theory and label semantics
In previous work on the label semantics framework [10–12], Lawry quantiﬁed the vagueness of concepts in terms of
appropriateness measures, linked to an associated mass function through a calculus which, while not truth-functional,
can be functional in a weak sense. In the following we will ﬁrstly review the basic concepts of label semantics and then
its relationship to the prototype theory model proposed above.
Deﬁnition 8 (Mass function on labels). 8x 2 X a mass function on labels is a function mx : 2LA ! ½0;1 such thatP
S# LAmxðSÞ ¼ 1.
In label semantics,mxðSÞ quantiﬁes the agent’s belief that the set of labels S is appropriate to describe x. Notice thatmxð;Þ
corresponds to the belief that none of labels are appropriate to describe x.
Deﬁnition 9 (k-mapping). Every linguistic expression h 2 LE is associated with a set of subsets of LA, denoted kðhÞ and
deﬁned recursively as follows:
(1) kðLiÞ ¼ fS# LA j Li 2 Sg for Li 2 LA;
(2) kðh ^ /Þ ¼ kðhÞ \ kð/Þ;
(3) kðh _ /Þ ¼ kðhÞ [ kð/Þ;
(4) kð:hÞ ¼ ðkðhÞÞc.
The k-set kðhÞ corresponds to all possible sets of linguistic labels which are appropriate for describing the object x when
we evaluate x using linguistic expression h [10–12].
So given the mass function mx on labels we can evaluate the belief that any linguistic expression h 2 LE is appropriate to
describe the object x by summing all masses mxðTÞ for T 2 kðhÞ.
Deﬁnition 10 (Appropriateness measures). 8h 2 LE, 8x 2 X themeasure of appropriateness of h as a description of x is given by:mhðxÞ ¼
X
T2kðhÞ
mxðTÞ ð5ÞFrom this relationship we can see that the calculus of appropriateness measures preserves the laws of excluded middle,
non-contradiction and idempotence. That is, mh_:hðxÞ ¼ 1, mh^:hðxÞ ¼ 0, mh_hðxÞ ¼ mhðxÞ for any h 2 LE and x 2 X. More proper-
ties of this calculus are given in [11,12,17].
When applying label semantics to some practical applications such as linguistic modelling or linguistic information fu-
sion, a basic problem is how to determine the mass function mx. In order to solve this problem Lawry then introduced an
ordering x on LAwhere LixLj means that the linguistic label Lj is more appropriate than the linguistic label Li for describing
the instance x 2 X. From this ordering assumption the mass functionmx is consonant (i.e. nested). In fact, from the theory of
prototypes we can also derive a mass functionmx for each x 2 X, which validates the ordering x assumption in label seman-
tics. In the following we show how to derive a mass function mx according to the theory of prototypes.
Deﬁnition 11. For x 2 X and  2 ½0;þ1Þ, deﬁneDx ¼ fLi 2 LA : dðx; PiÞ 6 g ð6Þ
mxðSÞ ¼ dðf : Dx ¼ SgÞ ð7Þ
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x as 
varies generates a nested hierarchy of label sets. Consequentlymx is a consonant mass function (as in Corollary 14). Actually,
the distance metric d naturally generates a total ordering  on the appropriateness of labels for any element x 2 X, where
LixLi, LixLj if dðx; PiÞ > dðx; PjÞ, and for i–j the ordering between Li and Lj can be arbitrary if dðx; PiÞ ¼ dðx; PjÞ. A more impor-
tant conclusion on the relationship between label semantic and prototype theory is as follows:
Theorem 12 ([19,20]). For any h 2 LE and x 2 X we have
Iðh; xÞ ¼ f : Dx 2 kðhÞg ð8ÞFrom the Formula (8) in this theorem, the formula (4) in Corollary 7 and the Formula (5) in Deﬁnition 10 we can see that
the appropriateness measure mhðxÞ in label semantics and the probability of x belonging toNh, lhðxÞ, are equivalent.
Corollary 13 ([19,20]). For any h 2 LE and x 2 X, we havelhðxÞ ¼ mhðxÞ ð9Þwhere lhðxÞ and mhðxÞ are deﬁned in Formula (4) and Formula (5), respectively.
Corollary 14 ([11,12]). If LixLj, then mxðSÞ ¼ 0 for all S# LA where Li 2 S and Lj R S, andmxðSÞ ¼ laS ðxÞwhere aS ¼ ð^Li2SLiÞ ^ ð^LiRS:LiÞ.
Although we can relate the theory of prototypes and label semantics through Deﬁnition 11 and Theorem 12, it may not
always be necessary to derive the mass functionmx according to Deﬁnition 11 in some practical applications. Instead we can
directly derive the appropriateness measure lhðxÞ for any h 2 LE and x 2 X according to Deﬁnition 4 from the similarity
neighborhood Nh. The main difference between the theory of prototypes and label semantics is that the mass functions
mx on labels for all x 2 X are the starting points in label semantics, however, in the theory of prototypes the starting points
are the prototypes for all basic labels and a density function d on ½0;þ1Þ which describes the uncertainty conveyed by the
word ‘about’.
2.3. Gaussian-type density function dðc;rÞ
According to the prototype semantics for vague concepts, the meaning of linguistic expressions is determined by the pro-
totypes of linguistic labels in LA and the density function d on the neighborhood size represented by the constraint ‘about’. In
practical applications the density function d plays a very important role. In the following we propose a Gaussian-type density
function dðc;rÞ on ½0;þ1Þ with the following form:dðc;rÞðÞ ¼ 1ﬃﬃﬃﬃﬃﬃ
2p
p
r
exp
ð cÞ2
2r2
 !
þ 1ﬃﬃﬃﬃﬃﬃ
2p
p
r
exp
ðþ cÞ2
2r2
 !
; P 0 ð10Þwhere c and r are the center and width of the Gaussian-type density function respectively.0 1 2 3 4 50
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Fig. 1. The Gaussian-type density functions dðc;rÞðÞ with ðc;rÞ ¼ ð1; 0:5Þ, (1,1), (1,1.5), (2,0.5), (2,1) and (2,1.5), respectively.
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Fig. 2. The functions DðÞ,dðc;rÞð½;þ1ÞÞ with ðc;rÞ ¼ ð1; 0:5Þ, (1,1), (1,1.5), (2,0.5), (2,1) and (2,1.5), respectively.
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functio
Fig. 4.
functiolLi ðxÞ ¼ dð½dðx; PiÞ;þ1ÞÞ ¼ 1 Fðdðx; PiÞjc;rÞ þ Fðdðx; PiÞjc;rÞ ð11Þ
where Fðdjc;rÞ ¼ 1ﬃﬃﬃﬃ
2p
p
r
R d
1 expðð cÞ2=ð2r2ÞÞd is the normal cumulative distribution function with the mean c and stan-
dard deviation r.
Fig. 1 shows a number of Gaussian-type density functions with different centers and widths. Fig. 2 shows the functions
DðÞ,dðc;rÞð½;þ1ÞÞ derived from the Gaussian-type density functions illustrated in Fig. 1.0 0.2 0.4 0.6 0.8 10
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The appropriateness measures for the linguistic labels about 0:3, about 0:5 and about 0:7, where the density function d is a Gaussian-type density
n dð0;0:1Þ .
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Fig. 6. The appropriateness measures for the linguistic labels about ð0:3; 0:7Þ, about ð0:5;0:5Þ and about ð0:7;0:3Þ, where the density function d is a
Gaussian-type density function dð0:3;0:1Þ .
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Example 1. Assume that X ¼ ½0;1 and L1 ¼ about 0:3, L2 ¼ about 0:5 and L3 ¼ about 0:7. We take the Gaussian-type
density function dð0;0:1Þ and Euclidean distance d, and we assume that the prototypes of L1, L2 and L3 are P1 ¼ f0:3g,
P2 ¼ f0:5g and P3 ¼ f0:7g, respectively. According to the Formula (11), we have appropriateness measures
lLi ðxÞ ¼ dð0;0:1Þð½dðx; PiÞ;þ1ÞÞ for i ¼ 1;2;3, as shown in Fig. 3. Alternatively, if we take the Gaussian-type density function
dð0:3;0:1Þ, then we obtain appropriateness measures as shown in Fig. 4. If we take X ¼ ½0;12 with the following basic labels
L1 ¼ about ð0:3;0:7Þ; L2 ¼ about ð0:5;0:5Þ and L3 ¼ about ð0:7;0:3Þ together with density function d ¼ dð0;0:1Þ, then the
resulting appropriateness measures are shown in Fig. 5. If the Gaussian-type density function d ¼ dð0:3;0:1Þ is used, then their
appropriateness measures obtained are shown in Fig. 6. From these examples, we can see that the parameter c reﬂects the
coverage sizes of basic labels and the parameter r reﬂects the degree of coverage of basic labels.3. Vague information coarsening in theory of prototypes
The theory of prototypes also provides a possible framework to represent the vague information having different degrees
of granularity. In this framework vague information can be transformed according to ﬁne-to-coarse mapping. In this section
we introduce a uniﬁed framework within the theory of prototypes to deal with information coarsening. The basic idea is to
partition the underlying domain vaguely in such a way that the domain is covered by a set of vague concept labels which are
represented by the prototypical elements and a density function on their neighborhood sizes. From the initial vague parti-
tioning, the concepts can be coarsened using the logical operations deﬁned in the sequel. An important application of infor-
mation coarsening is knowledge induction from data sets. Given a data set DB ¼ fðxi; yiÞ : i ¼ 1; . . . ;Ng, we assume each pair
of data ðxi; yiÞ in the training data set determines a pair of concepts ðabout xi; about yiÞ. We then use the information coars-
ening process to derive more coarse concept pairs ðabout DBXi; about DBYiÞ, where DBXi and DBYi are the subsets of proto-
types. In this way we can achieve a simpliﬁed and transparent knowledge base to reﬂect the correspondence relationship
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details of the application of information coarsening to data mining is given in Sections 4 and 5.
Deﬁnition 15 (Information coarsening). A coarsened label set CLA ¼ L_1 ; . . . ; L_m
 
from LA satisﬁes the following two
conditions: (1) CLA# LE_ where LE_ is the set of linguistic expressions generated by applying connective _ to the symbols in
LA, (2) and each symbol L 2 LA is a component of some label in CLA. If the coarsened label L_ ¼ _j2OLj, where O# f1; . . . ; ng,
then the prototype P_ for L_ is a subset of XP_ ¼ [j2OPj
where Pj is the set of prototypes of Lj, and the distance dðx; P_Þ is deﬁned asdðx; P_Þ ¼min
j2O
dðx; PjÞ:Theorem 16. For any L_ 2 CLA having the form L_ ¼ _j2OLj, we havelL_ ðxÞ ¼max
j2O
lLj ðxÞ:Proof 1. According to the deﬁnition of appropriateness measure (see Formula (2)), we havelL_ ðxÞ ¼dð : x 2NL_ ;CLAÞ ¼ dð : dðx; P_Þ 6 Þ ¼ dð : minj2O dðx; PjÞ 6 Þ
¼max
j2O
dð : dðx; PjÞ 6 Þ ¼max
j2O
lLj ðxÞ In the above proof, we use the notationNL_ ;CLA but notN

L_ to emphasize the symbol L
_ is a linguistic expression gener-
ated from CLA.
In fact, we have the following lemma on the similarity neighborhood determined by each L_ 2 CLA.
Lemma 17. For any L_ ¼ _j2OLj 2 CLA, the following formula holds:NL_ ;CLA ¼NL_ ;LAProof 2. For any L_ ¼ _j2OLj 2 CLA,NL_ ;CLA ¼ fx : dðx; P_Þ 6 g ¼ fx : minj2O dðx; PjÞ 6 g ¼ [j2Ofx : dðx; PjÞ 6 g ¼ [j2ON

Lj ;LA
¼NL_ ;LA So we can achieve the following more general conclusion from this lemma.
Theorem 18. For any h 2 CLE, the following formula holds:
Nh;CLA ¼Nh0 ;LAwhere h0 is the expression resulting from replacing every occurrence of L_ ¼ _j2OLj in h by _j2OLj.
Proof 3. Let CLE0 ¼ CLA and for n > 0 let CLEn ¼ CLEn1 [ fh ^u; h _u;:h j h;u 2 LEn1g. Hence LE ¼
S
nLEn. It is clear that for
any h 2 CLE0Nh;CLA ¼Nh0 ;LA according to Lemma 17. Assume that it is true for any w 2 CLEk. Then for w 2 LEkþ1 either w 2 LEk,
in which case the result holds trivially by the inductive hypothesis, or one of the following holds:
(1) w ¼ h ^u)Nw ¼Nh^u ¼Nh \Nu ¼Nh0 \Nu0=Nh0^u0 ¼Nw0 .
(2) w ¼ h _u)Nw ¼Nh_u ¼Nh [Nu ¼Nh0 [Nu0=Nh0_u0 ¼Nw0 .
(3) w ¼ :h)Nw ¼N:h ¼ ðNhÞc ¼ ðNh0 Þc ¼Nw0 . h
Based on the coarsened label set CLA, we then have a more coarse knowledge representation framework CLE than LE
allowing us to process linguistic information at different granularity. In particular, for any x 2 X we can derive a mass func-
tion mx;CLA on CLA from the appropriateness measures lL_ ðxÞ for all L_ 2 CLA. From this we can then derive the appropriate-
ness measurelhðxÞ ¼ dð : x 2Nh;CLAÞ ¼
X
F2kCLAðhÞ
mx;CLAðFÞ;where mx;CLAðFÞ ¼ dð : Dx;CLA ¼ FÞ.
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Theorem 19. For any h 2 CLE,X
F2kCLAðhÞ
mx;CLAðFÞ ¼
X
F2kLAðh0Þ
mx;LAðFÞ;where h0 is the expression resulting from replacing every occurrence of L_ ¼ _j2OLj in h by _j2OLj.
Proof 4. Notice that according to Theorem 18 for any h 2 CLE,
X
F2kCLAðhÞ
mx;CLAðFÞ ¼ lhðxÞ ¼ dð : x 2Nh;CLAÞ ¼ dð : x 2Nh0 ;CLAÞ ¼ lh0 ðxÞ ¼
X
F2kLAðh0 Þ
mx;LAðFÞ: The above discussion on information coarsening within the theory of prototypes shows that we can process information
based on a coarsened label set CLA, so as to preserve the information contained in the label set LA. More importantly, the
coarsened label L_ also has the form ‘about P_’, where P_ is a prototype subset. This kind of coarsened linguistic label will
be applied to our proposed linguistic modelling and rule induction method in Sections 4 and 5.4. Linguistic inference systems
Given two variables X and Y into universes XX and XYð#RÞ, respectively, where the uncertain relationship between these
two variables is described by a set of IF–THEN rules which involve linguistic labels and vague concepts, we now consider
formally model the mapping between X and Y. In particular, in the following two sections we will focus on the following
three issues:
(1) How to interpret linguistic IF–THEN rules within the theory of prototypes?
(2) What is the inference process given such a set of IF–THEN rules?
(3) How can we learn a rule base of linguistic IF–THEN rules from a training data set?
Assume that the basic label sets on XX and XY are LX ¼ fL1; . . . ; Lmg and LY ¼ fH1; . . . ;Hmg, respectively. The knowledge
base consists of the following m rules:IF X is Li THEN Y is Hi; i ¼ 1; . . . ;m ð12Þ
These rules provide an approximation to the underlying mapping y ¼ f ðxÞ fromXX toXY . This approximation mapping can be
obtained as follows.
From these IF–THEN rules we have Hi ¼ f ðLiÞ for i ¼ 1; . . . ;m, this means that for any x 2 XX we have lHi ðf ðxÞÞ ¼ lLi ðxÞ for
i ¼ 1; . . . ;m. Moreover, from the appropriateness measures lHi ðf ðxÞÞ for i ¼ 1; . . . ;mwe can derive a mass functionmf ðxÞ on LY
(see Deﬁnition 11 or Corollary 14). We then convert the mass function mf ðxÞ into a probability distribution pð j mf ðxÞÞ from
which we can estimate the output y  f ðxÞ. In this section we introduce two conversion mechanisms from the mass function
mf ðxÞ. Initially however we give the following deﬁnition.
Deﬁnition 20 ([11,12]). The conditional probability distribution pð j hÞ given a linguistic expression h on XY is deﬁned as
follows:pðyjhÞ ¼ lhðyÞpðyÞR
XY
lhðyÞpðyÞdy
ð13Þwhere pðÞ is a prior probability distribution on XY .
We now consider possible conversion mechanisms which can convert the mass function mf ðxÞ into a probability distribu-
tion on XY . One conversion method is based on the Pignistic probability [30] derived from the mass function mf ðxÞ.
Deﬁnition 21. The conditional probability distribution p1ð j mf ðxÞÞ given a mass function mf ðxÞ is deﬁned as follows:p1ðyjmf ðxÞÞ ¼
X
H2LY
BetPðHÞpðyjHÞ ð14Þwhere pðy j HÞ is deﬁned in Deﬁnition 20 and BetPðHÞ is the Pignistic probability [30] derived from mf ðxÞ:BetPðHÞ ¼
X
H2T;T# LY
mf ðxÞðTÞ
ð1mf ðxÞð;ÞÞjTj :Another conversion method is based on the single point coverage function derived from the mass function mf ðxÞ.
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P
H2LY spcðHÞpðyjHÞP
H2LY spcðHÞ
ð15Þwhere spcðHÞ is the single point coverage of H derived from mf ðxÞ:
spcðHÞ ¼
X
H2T;T# LY
mf ðxÞðTÞ ¼ lHðf ðxÞÞ ¼ lLðxÞ:In general the reasoning process in the linguistic inference systems having a rule base of the form given in (12) is outlined
as follows:
(1) Given input X ¼ x, compute the appropriateness degrees lLi ðxÞ for i ¼ 1; . . . ;m.
(2) Compute the mass function mf ðxÞ on LY from lHi ðf ðxÞÞ ¼ lLi ðxÞ for i ¼ 1; . . . ;m according to Corollary 14.
(3) Compute the conditional probability distribution pð j mf ðxÞÞ on XY according to Formula (14) or Formula (15) (Note the
computation of mass function mf ðxÞ can be omitted if Formula (15) is applied).
(4) Estimate the value f ðxÞ on XY according to the following formula:f ðxÞ ¼
Z
XY
ypðyjmf ðxÞÞdy: ð16ÞFor the practical applications considered in Section 6 we use Formula (15) to estimate output f ðxÞ because the computa-
tion of Formula (15) is simpler than the Formula (14) and the performances of these two methods are almost identical in our
experiments. In summary, according to Formula (15) the mapping f ðxÞ is then approximated by:f ðxÞ ¼
Pm
i¼1lLi ðxÞciPm
i¼1lLi ðxÞ
ð17Þwhereci ¼
Z
XY
ypðyjHiÞdy ¼
R
XY
ypðyÞlHi ðyÞdyR
XY
pðyÞlHi ðyÞdy
¼
R
XY
ylHi ðyÞdyR
XY
lHi ðyÞdy
ð18Þand where we assume that the prior probability distribution pðÞ is a uniform distribution.
Notice that the proposed linguistic inference systems have the same reasoning steps as the inference systems based on
the theory of fuzzy sets [6–8,31]. In the fuzzy inference systems each of linguistic labels involved is interpreted as a fuzzy set
which has its own independent membership function. However, in our proposed linguistic inference systems, each linguistic
label while having its own prototypes, shares the density function dwith all other linguistic labels. Consequently the param-
eters involved in the linguistic rule base are reduced signiﬁcantly. More importantly, we will show in the following section
that the linguistic rule induction from the training data set is comparatively straightforward.
5. Linguistic rule induction from training data set
Assume that X is the input variable deﬁned on the domain Rk, and Y is the output variable deﬁned on the domain R. Now
assume that we have a training data set DB ¼ x1j ; . . . ; xkj ; yj
 
: j ¼ 1; . . . ;N
n o
. We now consider how to derive a linguistic rule
base from this training data set, which can ﬁt this training data set accurately and at the same time has a high generalization
capability. In the following we ﬁrstly propose a rule induction method which is very simple and natural. Then in order to
improve the generalization capability of the rule base we present a clustering based method to coarsen the rule base.
5.1. General rule induction process
According to the proposed prototype theory for labels, it is natural to derive the following rule base from the training data
set DB of the form DB ¼ x1j ; . . . ; xkj ; yj
 
: j ¼ 1; . . . ;N
n o
:IF X is about xi THEN Y is about yi : i ¼ 1; . . . ;N;
where xi ¼ x1i ; . . . ; xki
 
.
So we can deﬁne the label sets LX ¼ fL1; . . . ; LNg on Rk and LY ¼ fH1; . . . ;HNg on R, where Li is the label having the pro-
totype x1i ; . . . ; x
k
i
 
and density function dX and Hi is the label having the prototype yi and density function dY . The density
functions dX and dY can take the forms of Gaussian-type functions (see Formula (11)).
In general, the value Nmay be very large in which case computation costs are high when reasoning based on this rule set.
Also, a large number of rules may result in over-ﬁtting of the training data set and consequently poor generalization. Hence,
it is necessary to coarsen the rule base using the information coarsening method proposed in the previous section.
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and then to coarsen the knowledge base based on the clustering result.
More speciﬁcally, assume that the data set is partitioned into MððM  NÞÞ subsets such that DB ¼ SMi¼1DBi and
DBi \ DBj ¼ ; for any i–j. Then each subset DBi determines a coarsened label pair hL_i ;H_i i, where L_i has the prototype set
DBXi ¼ x1j ; . . . ; xkj
 
: x1j ; . . . ; x
k
j ; yj
 
2 DBi
n o
such that dðx;DBXiÞ ¼minp2DBXidðx; pÞ for any x 2 Rk, and H_i has the prototype
set DBYi ¼ yj : x1j ; . . . ; xkj ; yj
 
2 DBi
n o
such that dðy;DBYiÞ ¼minp2DBYidðy; pÞ for any y 2 R. From these partitions we obtain
a coarsened label set CLX ¼ L_1 ; . . . ; L_M
 
on Rk and a coarsened label set CLY ¼ H_1 ; . . . ;H_M
 
on R. Hence we have the follow-
ing coarsened knowledge base:IF X is L_i THEN Y is H
_
i : i ¼ 1; . . . ;M:Notice that according to the prototype semantics for the vague concepts, each coarsened label is determined by its prototype
set and the corresponding density function d on its neighborhood size. So the coarsened linguistic IF–THEN rules can be
rewritten as the following transparent forms:IF X is about DBXi THEN Y is about DBYi : i ¼ 1; . . . ;Mwhere the coarsened labels about DBXi and about DBYi are equivalent to the linguistic expressions _p2DBXi about p and
_p2DBYi about p, respectively.
In fact, according to the estimation method deﬁned in the Formulas (17) and (18) the coarsened rules are equivalent to
the following more transparent rules:IF X is about DBXi THEN Y is about ci : i ¼ 1; . . . ;MðM  NÞwhereci ¼
R þ1
1 ylabout DBYi ðyÞRþ1
1 labout DBYi ðyÞ

PN
j¼1labout DBYi ðyjÞyjPN
j¼1labout DBYi ðyjÞ
ð19Þ5.2. A clustering based rule coarsening
It is clear that the coarsened knowledge base depends on the partitioning of the training data set DB. Different partition-
ing results in a different knowledge base since each cluster determines a linguistic rule. In the following we give a simple and
effective partitioning method for linguistic rule coarsening. In this partitioning method, we minimize the following objective
function:J ¼
XN
j¼1
XM
i¼1
labout DBYi ðyjÞðci  yjÞ
2 ð20Þwhere ci is the cluster center of sub-data set DBYi and
SM
i¼1DBYi ¼ DBY and DBYi \ DBYj ¼ ; (i–j).
Clearly it is only when @J
@ci
¼ 0 that the objective function J is minimal. Hence, by letting @J
@ci
¼ 0 we haveci ¼
PN
j¼1labout DBYi ðyjÞyjPN
j¼1labout DBYi ðyjÞ
ð21Þwhich is consistent with the Formula (19). This suggests that J is a reasonable objective function in the context of our
proposed inference method.
On the other hand, by ﬁxing the cluster centers ci for i ¼ 1; . . . ;M, for a given element yj we can derive the distances
dðyj; ciÞ for all cluster centers ci. W.l.o.g. assume that ðdðyj; c1ÞÞ2 P . . .P ðdðyj; cMÞÞ2. Then, only when labout DBY1 ðyjÞ 6 . . .
6 labout DBYM ðyjÞ ¼ 1 the function
PM
i¼1labout DBYi ðyjÞ ðdðyj; ciÞÞ
2 is minimal. From this we can derive yj 2 DBYM . So for each
yj 2 DBY , yj 2 DBYi only if ðdðyj; ciÞÞ2 ¼min16h6Mðdðyj; chÞÞ2, that is dðyj; ciÞ ¼min16h6Mdðyj; chÞ.
So we have a new clustering algorithm (see Fig. 7 for a brief description) which is appropriate for linguistic rule coarsen-
ing. This algorithm is similar to the fuzzy c-means clustering algorithm [32], but is more concise and has a clear operational
interpretation. In addition, the above clustering algorithm can be directly generalized to multi-dimensional data clustering.
Overall, an outline of the proposed linguistic rule induction process is as follows:
(1) Firstly partition the data set DBY on R into M clusters DBYi for i ¼ 1; . . . ;M.
(2) For each data point ðp; yÞ in DB, if y 2 DBYi then p is a member of subset DBXi for i ¼ 1; . . . ;M.
(3) According to the Formula (19) compute ci for each subset DBYi, i ¼ 1; . . . ;M.
(4) For simplicity set the density function dX ¼ dY on ½0;þ1Þ (Such as the Gaussian-type density function dðc;rÞ).
Fig. 7. The description of prototype-based c-means algorithm for rule coarsening in prototype theory.
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ing the rule consequences ci off-line. However, the prototype set DBXi in the rule antecedents may still be very large. In this
situation, we generate new elements to represent the prototype set of the coarsened label in each rule antecedent. Assume
that DBXi is the original prototype set for the coarsened label L
_
i , we then may determineMiðj DBXi jÞ cluster centers as the
new prototypical elements for the coarsened label L_i by using the proposed clustering algorithm (multi-dimensional parti-
tioning). The ﬁrst advantage of this further clustering for the prototype sets of the coarsened labels in the rule antecedents is
that it may avoid over-ﬁtting and hence improve the generalization capability of the rule base. The second advantage is that
it can simplify the reasoning process of rule base. In the following section we will test our proposed linguistic modelling and
rule induction method on two benchmark time series prediction problems.
6. Linguistic modelling on time series predictions
In this section we apply the proposed linguistic inference system to the Mackey–Glass time series prediction problem and
sunspots prediction problem. In these applications, we take d to be Euclidean distance. The experiments on the ﬁrst example
show that the linguistic inference system and its corresponding rule induction method are very efﬁcient for linguistic mod-
elling. The performance is superior to other learning methods applied to this example. The experiments on the second exam-
ple show that our information coarsening method is very effective at improving the generalization capability of the
knowledge base.
6.1. Mackey–Glass time series prediction
We construct a linguistic inference system to predict a time series that is generated by the following Mackey–Glass (MG)
time-delay differential equation:_xðtÞ ¼ 0:2xðt  sÞ
1þ x10ðt  sÞ  0:1xðtÞThis time series is chaotic, and so there is no clearly deﬁned period. The series will not converge or diverge, and the trajectory
is highly sensitive to initial conditions. This is a benchmark problem in the neural network and fuzzy modeling research
communities [33–35].
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solution to the above MG equation. Here we assume xð0Þ ¼ 1:2, s ¼ 17, and xðtÞ ¼ 0 for t < 0.
In this time series prediction the objective is to use known values of the time series up to the point in time t, in order to
predict the future time point t þ 6. For each t, the input training data for the linguistic model is a four dimensional vector of
the form, XðtÞ ¼ ½xðt  18Þ; xðt  12Þ; xðt  6Þ; xðtÞ. The output training data corresponds to the trajectory prediction,
yðtÞ ¼ xðt þ 6Þ. With t ranging from 118 to 1117, we obtain 1000 input/output data values. We use the ﬁrst 500 data values
for the linguistic model training (these become the training data set DB), while the remaining values are used as test data.
Firstly we consider the extreme situation where each training data point determines one IF–THEN rule, so we can derive a
knowledge base having 500 IF–THEN rules:Fig. 8.
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where ðXðtÞ; yðtÞÞ is a training data point. The neighborhood size of the underlying vague concept is described by the word
‘about’ which represents a Gaussian-type density function dðc;rÞ (see Formula (10)). We run this linguistic model with the
ﬁxed center c ¼ 0 and varying width r from 0.001 to 0.06. Of course, we can also vary the center c of the density function
to optimize the performance of our linguistic model, but for simplicity we ﬁx the center c ¼ 0. We plot the RMSE of the train-
ing and test data against the width r of the density function dð0;rÞ in Fig. 8. The best prediction result RMSE ¼ 0:0059 for the
test data is achieved when c ¼ 0 and r ¼ 0:026. Table 1 shows a comparison of the prediction performance on this problem
across various learning algorithms. The previous results were taken from [33,34]. As is apparent from Table 1 our approach
outperforms all the other algorithms on this problem. The best result reported in literature derived from a genetic fuzzy
learning, which requires 50,000 iterations and 100 individuals in the genetic learning. Hence, our proposed linguistic infer-
ence system improves on both the prediction performance and the computational cost of the learning process.
One interesting phenomenon is that RMSE of the training data approaches to 0 when r! 0. That is, we can get any high
prediction accuracy for the training data set when each training data determines one linguistic rule. Denote the tth rule
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and the activation degree of rule Rt , as given by the appropriateness measure of the antecedent label for XðtÞ, will tend to
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width r of the Gaussian-type density function can improve the generalization capability of the linguistic model. Although
the generalization capability can be improved by increasing the width r, the complexity of the linguistic model is not re-
duced. The information coarsening presented in the previous section provides a way to reduce the complexity of linguistic
model, while at the same time improving the generalization capability of the reduced linguistic model.
We now apply the information coarsening process to the knowledge base derived from the Mackey–Glass training data.
We know that the key to information coarsening is to partition the training data set appropriately and determine the pro-
totypical elements for the coarsened concepts. In this example, we partition the training data fyðtÞ : t ¼ 118; . . . ;617g into 20
clusters DBYi for i ¼ 1; . . . ;20 using the clustering algorithm proposed in the previous section, where DBYi is a subset includ-
ing all elements belonging to the ith cluster (in clustering we assume c ¼ 0 and r ¼ 0:1). From this we derive a linguistic
model with the following rules:Fig. 10.
20.
Fig. 9.
is 20.IF X is about DBXi THEN Y is about DBYi : i ¼ 1; . . . ;20
where DBXi is a subset of input vectors corresponding to the output values in DBYi.
We ran this linguistic model with the ﬁxed center c ¼ 0 and varying width r from 0.02 to 0.21 for the training data and
test data, respectively. Figs. 9 and 10 show the RMSE of the training data and test data against the width r of the Gaussian-
type density function dð0;rÞ. The RMSE curves labelled ‘j DBi j Clusters’ show that the best prediction results for the test data is
RMSE = 0.0104 when c ¼ 0 and r ¼ 0:03. Note from Table 1 that only GEFRESX and ANFIS have better performance than this
coarsened rule base. When c ¼ 0 and r ¼ 0:03 we plot the prediction results of the linguistic inference system for the train-
ing data and test data as time series in Figs. 11 and 12, respectively. Figs. 13 and 14 show the results as scatter plots of actual
against predicted values.
As pointed out in Section 5 this linguistic inference system is equivalent to the following rule base:IF X is about DBXi THEN Y is about ci : i ¼ 1; . . . ;20
where DBXi is a subset of input vectors corresponding to the output values in DBYi, and ci is as follows (see Formula (19)):0.05 0.1 0.15 0.20
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Fig. 12. Mackey–Glass prediction result of the testing data using 20 rules ðc ¼ 0;r ¼ 0:03Þ: solid line is the actual output, dotted line is the predicted output.
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Fig. 13. Scatter plot showing the actual output vs. the predicted output of Mackey–Glass training data using 20 rules ðc ¼ 0;r ¼ 0:03Þ.
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Fig. 11. Mackey–Glass prediction result of the training data using 20 rules ðc ¼ 0;r ¼ 0:01Þ: solid line is the actual output, dotted line is the predicted output.
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R þ1
1 ylabout DBYi ðyÞRþ1
1 labout DBYi ðyÞ

P
y2DBYiy
jDBYij ¼
~ciHence, for any training data ðXðtÞ; yðtÞÞ if XðtÞ 2 DBXi then f ðXðtÞÞ ! ~ci as the width r of the Gaussian-type density function
tends to 0. This means that the RMSE of the training data tends to a ﬁxed value when r! 0. However, for any other test data
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Fig. 14. Scatter plot showing the actual output vs. the predicted output of Mackey–Glass test data using 20 rules ðc ¼ 0;r ¼ 0:03Þ.
Table 2
Learning results for the linguistic models.
Linguistic model RMSE
500 Rules with ðc;rÞ ¼ ð0; 0:026Þ 0.0059
20 Rules with ðc;rÞ ¼ ð0; 0:03Þ and j DBi j Clusters 0.0104
20 Rules with ðc;rÞ ¼ ð0; 0:06Þ and 4 Clusters 0.0256
20 Rules with ðc;rÞ ¼ ð0; 0:08Þ and 3 Clusters 0.0321
20 Rules with ðc;rÞ ¼ ð0; 0:08Þ and 2 Clusters 0.0506
20 Rules with ðc;rÞ ¼ ð0; 0:19Þ and 1 Cluster 0.0714
1192 Y. Tang, J. Lawry / International Journal of Approximate Reasoning 50 (2009) 1177–1198it is possible that no rule is activated which may result in poor generalization capability. Consequently we would expect a
non-zero value of r to result in the best generalization from training to the test data.
We can now further coarsen the previous knowledge base by clustering DBXi, the prototypical elements associated with
the antecedent of the ith rule for i ¼ 1; . . . ;20. Here, we partition each DBXi into 1, 2, 3 and 4 clusters, and take the cluster
centers of DBXi as the prototypical elements of the antecedent in the ith rule. The coarsened knowledge base then has the
following rules:IF X is about cluster centers of DBXi THEN Y is about ci : i ¼ 1; . . . ;20:
We also plot the RMSE of the training data and test data with the different cluster numbers against the width r of the Gauss-
ian-type density function dð0;rÞ in Figs. 9 and 10. The results in Table 2 show that even a very coarsened knowledge base can
predict MG time series with very high accuracy, which are comparable with some well-known prediction algorithms in Table
1.
This example shows that information coarsening can reduce the complexity of the linguistic model and improve the
transparency of the linguistic model, however it may also decrease the prediction performance of the linguistic model. In
this example, the best prediction result for the test data is achieved when each training data determines one rule. However,
when the training data is noisy, information coarsening may help overcome the over-ﬁtting problem, and hence improve
generalization capability. In the following, we apply our proposed linguistic model and information coarsening process to
the sunspots prediction problem which is a noisy and a high-dimensional prediction problem.
6.2. Prediction of sunspots
This problem is taken from the Time Series Data Library [36]. Sunspots, which are often considerably larger than the
earth, were ﬁrst discovered in about 1610 shortly after the invention of the telescope, and have an average life time of about
11 years, although this can vary between 7 and 15 years. Sunspot numbers have been recorded since 1700 but nomethod has
been found to accurately predict or determine when or why these events occur. It is known however, that sunspot numbers
are related to solar activity such as the magnetic ﬁeld of the sun changing, which occurs about every 22 years. In this exper-
iment we use sunspot relative numbers between the years 1700 and 1979 which was organized as described in [37]. We use
209 examples (1712–1920) as the training data, and 59 examples (1921–1979) as the test data. The input attributes were
xt12 to xt1 and the output attribute was xt (i.e. one-year-ahead).
Y. Tang, J. Lawry / International Journal of Approximate Reasoning 50 (2009) 1177–1198 1193In this experiment, we still use Gaussian-type density function dðc;rÞ to determine the appropriateness functions of all la-
bels. Initially, we ran the prediction model which is directly derived from the training data. This generates 209 rules where
each training data point determines one rule. For the density function dðc;rÞ, we select the center c ¼ 0 and vary the width r
from 18 to 60. From Fig. 15, we can see that the RMSE for the sunspot training data increases as the width r of the density
function increases from 18 to 60. In the previous sub-section we have pointed out that RMSE for the training data will tend to
0 as the width r of the Gaussian-type density function d tends to 0. Fig. 15 is consistent with this analysis. On the other hand,
from Fig. 16 we can see that the minimal RMSE for the sunspot test data is achieved when r ¼ 36. By comparing Figs. 15 and
16, we can say that the prediction results over ﬁt the training data when the width r of the density function is less than 38.
Hence, from the viewpoint of the generalization capability of the linguistic model, the results suggest that the rule base with
density function dð0;36Þ is optimal. The prediction results for the sunspot training data and test data under the situation
ðc;rÞ ¼ ð0;36Þ are plotted in Figs. 17 and 18, respectively. The comparisons show that our linguistic model can effectively
predict the trend of the sunspot time series. Moreover, in Figs. 19 and 20 we give the scatter plots showing the predicted
results against the actual results of sunspot training data and test data, respectively. These scatter plots show that for
low sunspot numbers the prediction results are overestimated, and for high sunspot numbers the prediction results are
underestimated. One possible reason for this phenomenon is that the labels in the input space concentrate on some local
area and are consequently too ﬁne. Hence, it may be necessary to coarsen the rule base. Coarsening may overcome the phe-
nomena of underestimation and overestimation.
We now use our proposed c-means clustering to partition the 209 examples (1712–1920) into ﬁve clusters. This results in
ﬁve linguistic IF–THEN rules. Each cluster i determines a sub-training data set DBi where DBXi and DBYi are the prototype set
of the antecedent and consequence in the ith rule. In this situation, we have the rule base:Fig. 15.
determ
Fig. 16.
one rulIF X is about DBXi THEN Y is about DBYi : i ¼ 1; . . . ;5:
Here, the neighborhood size of the underlying vague concept is described by the word ‘about’ which represents a Gaussian-
type density function dðc;rÞ. We run this rule base with the ﬁxed center c ¼ 0 and varying width r from 18 to 60. From Figs. 2120 30 40 50 60
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Fig. 18. Sunspot prediction result of the test data using 209 rules ðc ¼ 0;r ¼ 36Þ, where each training data determines one rule.
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Fig. 19. Scatter plot showing the actual output vs. the predicted output of sunspot training data using 209 rules ðc ¼ 0;r ¼ 36Þ, where each training data
determines one rule.
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Fig. 17. Sunspot prediction result of the training data using 209 rules ðc ¼ 0;r ¼ 36Þ, where each training data determines one rule.
1194 Y. Tang, J. Lawry / International Journal of Approximate Reasoning 50 (2009) 1177–1198and 22 we can see that the RMSE for the test data in this coarsened linguistic model (the curve labelled ‘j DBi j Clusters’) is
less than RMSE derived from the linguistic model having 209 rules. This means that the prediction performance of the coars-
ened linguistic model is improved. As mentioned in the previous sub-section, RMSE for the training data would tend to a
ﬁxed value when r! 0.
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Fig. 21. The RMSE of sunspot training data vs. the width r of the Gaussian-type density function dwith the ﬁxed center c ¼ 0, where the rule number is ﬁve.
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Fig. 20. Scatter plot showing the actual output vs. the predicted output of sunspot test data using 209 rules ðc ¼ 0;r ¼ 36Þ, where each training data
determines one rule.
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Fig. 22. The RMSE of sunspot test data vs. the width r of the Gaussian-type density function d with the ﬁxed center c ¼ 0, where the rule number is ﬁve.
Y. Tang, J. Lawry / International Journal of Approximate Reasoning 50 (2009) 1177–1198 1195We further partition DBXi into 1, 2, 3, and 4 clusters, and take the cluster centers as the prototypical elements of the ante-
cedent in the ith rule for i ¼ 1; . . . ;5. That is, the rule base has the form:IF X is about Cluster Centers of DBXi THEN Y is about DBYi : i ¼ 1; . . . ;5:
In Figs. 21 and 22 we also show the prediction performances of these 4 coarsened linguistic models with different cluster
numbers. Roughly speaking, the RMSE for the test data decreases as the cluster number of DBXi decreases from j DBi j to
Table 3
Learning results for the linguistic models.
Linguistic model RMSE
209 Rules with ðc;rÞ ¼ ð0;36Þ 29.4139
5 Rules with ðc;rÞ ¼ ð0;36Þ and j DBi j Clusters 28.3229
5 Rules with ðc;rÞ ¼ ð0;46Þ and 4 Clusters 28.2590
5 Rules with ðc;rÞ ¼ ð0;32Þ and 3 Clusters 25.9793
5 Rules with ðc;rÞ ¼ ð0;38Þ and 2 Clusters 21.9113
5 Rules with ðc;rÞ ¼ ð0;54Þ and 1 Cluster 24.0986
1196 Y. Tang, J. Lawry / International Journal of Approximate Reasoning 50 (2009) 1177–11982. Table 3 shows the RMSE for the test data for the different linguistic models with different granularity. The optimal per-
formance of the rule base is obtained when the cluster number is reduced to 2.
When the cluster number of DBXi is 2, we obtain the best performance (RMSE = 21.91) for the test data. Figs. 23 and 24
show the prediction results of this coarsened linguistic model with ðc;rÞ ¼ ð0;38Þ for the training data and test data, respec-
tively. We also show the scatter plots of the predicted results of this coarsened linguistic model with ðc;rÞ ¼ ð0;38Þ against
the actual results for the sunspot data in Figs. 25 and 26. Table 4 shows the comparison results of the prediction performance
among various learning algorithms. The ﬁrst three results were taken from [37]. The performance of our proposed linguistic
inference system is comparable with the best of these algorithms.
In Table 4 we also list the results we derive from a backpropagation neural network [38] and ANFIS (an adaptive network-
based fuzzy inference system [39]). With the backpropagation neural network for this example, we obtain the best predic-
tion performance for the test data RMSE = 32.452 (its corresponding RMSE of the training data is 3.6820) when the number
of hidden nodes is 3. In our experiments, neural networks where the number of hidden nodes is greater than 3 tend to overﬁt1750 1800 1850 19000
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Fig. 23. Sunspot prediction result of the training data using ﬁve rules ðc ¼ 0;r ¼ 38Þ, where the antecedent of each rule has two prototypical elements.
Solid line is the actual output, dotted line is the predicted output.
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Fig. 24. Sunspot prediction result of the test data using ﬁve rules ðc ¼ 0;r ¼ 38Þ, where the antecedent of each rule has two prototypical elements. Solid
line is the actual output, dotted line is the predicted output.
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Fig. 25. Scatter plot showing the actual output vs. the predicted output of sunspot training data using ﬁve rules ðc ¼ 0;r ¼ 38Þ, where the antecedent of
each rule has two prototypical elements.
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Fig. 26. Scatter plot showing the actual output vs. the predicted output of sunspot test data using ﬁve rules ðc ¼ 0;r ¼ 38Þ, where the antecedent of each
rule has two prototypical elements.
Table 4
Comparison of results for the different learning algorithms.
Learning algorithm RMSE
Fuzzy Naive Bayes 28.4735
-Support vector regression system 20.4481
Best Fuzzy Semi-Naive Bayes 22.3530
Back. Pro. NN 32.0341
ANFIS 25.8950
Linguistic model with ﬁve rules 21.9113
Y. Tang, J. Lawry / International Journal of Approximate Reasoning 50 (2009) 1177–1198 1197the training data. With ANFIS for this example, the rule number is ﬁve which is the same as that of our linguistic model. In
this case, the performance of ANFIS is not better than that of our linguistic inference system.
7. Conclusion
In this paper we have proposed a basic linguistic label of the form about P where P is the prototype set of the underlying
vague concept. The neighborhood size of the underlying concept is described by the word ‘about’ which represents a density
1198 Y. Tang, J. Lawry / International Journal of Approximate Reasoning 50 (2009) 1177–1198function on ½0;þ1Þ. We have then described a theory of prototypes for representing this kind of vague concept. Particularly
we have focused on linguistic modelling and information coarsening in the theory of prototypes. Our proposed linguistic
model has a simple and transparent structure, and rule induction from training data is relatively easy and direct. The general
characteristics of the proposed algorithm can be summarized as follows:
(1) The linguistic IF–THEN rule has a transparent and simple form:IF X is about P THEN Y is about p
where P is the prototype set of the rule antecedent, and p is the prototype of the rule consequence.
(2) Compared with fuzzy inference systems, there are a relatively small number of parameters making the process of
parameter estimation more straightforward.
(3) Other learning algorithms such as ANN, GAs or statistical learning methods could be easily incorporated into the lin-
guistic inference system to improve the performance of the linguistic model further.
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