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Resumen
De la longevidad de la cerdas y de la tasa de recurrencia en los partos dependen
en gran medida los resultados económicos y técnicos de las granjas de cría de cerdos.
Lograr un adecuado número de partos hará que el dinero invertido en la cerda
reproductora sea amortizado en una mayor cantidad de cerdos que salen a mercado
y que los partos ocurran dentro de los intervalos de tiempo esperados hará que se
requiera menor inversión en sostenimiento de los animales en la granja.
En la granja analizada, cerca del 45% de las cerdas no alcanzaron el objetivo de
producción en cuanto al número de partos. Adicionalmente, las que si alcanzan el
número de partos están tardando entre 31 y 41 días más de lo esperado.
En este trabajo se analizó la recurrencia en el número de partos de las cerdas
y se ajustaron diferentes modelos estadísticos para evaluar el efecto de variables
medidas en hembras de reemplazo sobre la probabilidad de supervivencia o
de descarte temprano o no deseado. Se espera que la implementación de estos
ayude a optimizar la selección de hembras de reemplazo de tal modo que una ma-
yor proporción de hembras logren los partos esperados y que lo hagan en menor tiempo.
Se observó que la tasa de recurrencia en los partos es menor al potencial productivo
de las cerdas. En los modelos ajustados de las variables medidas a hembras de reempla-
zo, el peso al nacimiento, el peso al destete y la edad a la pubertad son determinantes
en la probabilidad de descarte por causas diferentes a la edad. Con la implementación
de este trabajo es posible establecer criterios de selección de hembras de reemplazo
basados en su peso al nacimiento, peso al destete y edad a la pubertad; se espera
que las hembras seleccionadas a partir de estos nuevos criterios sean más longevas ya
que tendrán una menor probabilidad de ser descartadas por casuas diferentes de la edad.
Palabras clave: Análisis de Supervivencia, Función de Media Acumulada, Análisis
Recurrencia, Modelo de Cox, Regresión Logística, Regresión Multinomial, Bosques
Aleatorios, Causas de Descarte de Cerdas, Longevidad de la Cerda.
Abstract
The economic and technical results of breeding farms largely depend on the sows
longevity and farrowings recurrence. Achieving an adequate sow parity will make
invested money in the sow be amortized in a greater number of pigs that go to market
and that the farrowings occur within the expected time intervals will require less
investment in farm animals support.
In the analyzed farm, about 45% sows did not reach the parity goal. Additionally,
those that do reach this parity are taking between 31 and 41 days longer than expected.
In this work, the sows farrowing recurrence was analyzed and different statistical
models were adjusted to evaluate the effect of variables measured in gilts on survival
probability or early or unwanted culling. The implementation of these is expected to
help optimize the gilts selection so that a higher sows proportion achieve the expected
parity and do so in less time.
It was observed that farrowing recurrence is less than the sows productive
potential. In the adjusted models birth weight, weaning weight, and the puberty age
are determining factors in the culling probability due to causes other than age. With
the implementation of this work it is possible to establish gilts selection criteria based
on their birth weight, weaning weight, and puberty age; sows selected with of these
new criteria are expected to be more longevity since they will have a lower culling
probability by causes other than age.
Keywords: Survival Analysis, Mean Cumulative Function, Recurrence Analysis,
Cox Model, Logistic Regression, Multinomial Regression, Random Forests, Sow culling,
Sow Longevity.
Introducción
A finales de la década de los años 70 se planteaban interrogantes sobre la
productividad de la cerda a lo largo de su vida y su impacto en la rentabilidad
(Dagorn y Aumaitre (1979), Kroes y Van Male (1979)). Un indicador importante en
los estudios que se realizaron fue la longevidad de la hembra, medida en cantidad
de partos o camadas destetadas por cerda. Dagorn y Aumaitre (1979) realizaron
un análisis descriptivo de las causas de descarte de cerdas en granjas comerciales,
reportaron problemas de baja longevidad, el 50% de los animales fue descartado
antes de producir cuatro camadas y solo el 27.2% lo fue por edad, propusieron que
es posible mejorar los resultados técnicos y económicos mediante la observación
individual de los animales y la aplicación de políticas de reemplazo. Kroes y Van Male
(1979) reportaron que granjas comerciales con alto porcentaje de descarte de hembras
jóvenes tienen resultados económicos deficientes, aun cuando los tamaños de camada
son altos.
En años posteriores se realizaron estudios sobre las causas de descarte de cerdas.
Friendship, Wilson, Almond, McMillan, Hacker, Pieper y Swaminathan (1986)
reportaron que en 30 granjas comerciales de Ontario, Canadá la principal causa
fue por razones reproductivas, seguido de problemas físicos y de salud o problemas
de baja productividad, resultados similares fueron reportados por Jungst, Kuhlers
y Little (1988) en cerdas de cruces Duroc×Landrace, Hampshire×Landrace y
Yorkshire×Landrace, donde la principal causa de descarte fueron fallas reproductivas.
Estos estudios también reportaron bajos porcentajes de cerdas que fueron descartadas
por edad.
Después de estos estudios, cuyo carácter era más descriptivo, empezaron a aparecer
algunos trabajos que propusieron modelos estadísticos para estudiar el problema, se
propusieron entonces modelos como el de Dijkhuizen, Krabbenborg y Huirne (1989)
para clasificar las cerdas de acuerdo a su probabilidad de ser descartada en una
paridad específica y predecir las consecuencias económicas de este evento. De Vries
(1989) propuso un modelo basado en simulación para evaluar el impacto económico
del descarte de hembras reproductoras. D’Allaire, Morris, Martin, Robinson y Leman
(1989) utilizaron modelos de regresión por mínimos cuadrados y regresión logística
para describir el efecto de condiciones de manejo y ambientales que afectan la tasa y
las causas de descarte de cerdas.
A inicios de los noventa siguieron realizándose estudios para describir los
patrones de descarte y muerte de cerdas. Stein, Dijkhuizen, D’Allaire y Morris
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(1990) reportaron que en 18 granjas comerciales de Estados Unidos y Canadá
el 29.6% de las cerdas era descartada por problemas reproductivos con un pro-
medio de 3.4 partos al descarte D’Allaire, Leman y Drolet (1992) presentaron
resultados consolidados de varios estudios donde en promedio las cerdas que
fueron descartadas por edad fue tan solo de 14% con 7.1 partos alcanzados, el
32.4% de las cerdas fueron descartadas por problemas reproductivos y con un
promedio de 2.4 partos. En este trabajo se propuso como alternativa de solución al
problema la identificación de factores de riesgo asociados a los problemas reproductivos.
Houben, Thelosen, Huirne y Dijkhuizen (1990) realizaron estudios de simulación
comparando diferentes políticas de descarte de cerdas buscando establecer recomenda-
ciones para optimizar la longevidad de las cerdas desde el punto de vista económico.
Huirne, Dijkhuizen, Pijpers, Verheijden y Gulick (1991) desarrollaron un sistema de
predicción de productividad de la cerda para ser usado como ayuda en la toma de
decisiones sobre si se debe descartar o no una cerda basado en su comportamiento
productivo previo. Otros estudios de simulación fueron realizados por Faust, Tess y
Robison (1992) y Faust, Robison y Tess (1993) con el objetivo de establecer óptimos
económicos de las políticas de descarte de cerdas.
Posteriormente, se realizaron estudios en cerdas de razas puras (líneas maternas)
para evaluar el impacto de variables productivas que se presentan en la vida temprana
sobre la longevidad y la productividad durante toda su vida, así se empezaron a
buscar formas de predecir estas características. Se utilizaron modelos mixtos (Holder,
Lamberson, Bates y Safranski, 1995) y modelos de regresión (Rozeboom, Pettigrew,
Moser, Cornelius y El Kandelgy, 1996) para evaluar el efecto de variables como la
edad y peso a la pubertad sobre la vida productiva de cerdas de razas puras.
Lucia, Dial y Marsh (2000) describieron nuevamente las causas de descarte de
cerdas en 28 granjas comerciales de Estados Unidos y Canadá que para esta época
siguieron siendo similares a los descritos en Stein, Dijkhuizen, D’Allaire y Morris
(1990), reportaron como principales causas de descarte razones reproductivas y de
productividad, en este estudio solo el 8.7% de las cerdas fue descartada por edad.
Stalder, Lacy, Cross, Conatser y Darroch (2000) reportaron que aún bajo condiciones
favorables del mercado de cerdo (bajo costo de materias primas, altos precios pagados
por cerdo vendido y bajo costo de hembras de reposición) el valor presente neto de la
inversión en hembras de reemplazo es bajo o incluso negativo cuando las hembras
permanecen por poco tiempo en el plantel.
Se realizaron entonces trabajos que buscaron ayudar a solucionar el problema a
través de la selección de hembras y machos de líneas maternas y evaluar el efecto
de parámetros genéticos sobre las características de longevidad de las cerdas. Yazdi,
Rydhmer, Ringmar-Cederberg, Lundeheim y Johansson (2000) utilizaron para esto
modelos de riesgos proporcionales de Cox en granjas núcleo y multiplicadoras con
animales de raza Landrace.
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Crump (2001) utilizó análisis de supervivencia, modelos lineales y modelos lineales
mixtos generalizados (GLMM por su sigla en inglés) para estimar la heredabilidad de
la longevidad, encontrando que el valor de la heredabilidad es muy bajo para esta
variable productiva. Serenius, Stalder y Puonti (2006) reportaron bajos valores de
la heredabilidad de características relacionadas con la longevidad en cerdas de las
razas Landrace y Large White en dos granjas núcleo. Los resultados de estos estudios
sugieren que mejorar la longevidad de las cerdas de granjas comerciales a través de la
selección de las líneas maternas puede ser poco efectivo.
En años más recientes siguieron reportándose los mismos inconvenientes de
longevidad de la cerda y causas de descarte. Piñeros, Mogollón y Rincón (2007)
encontraron que alrededor del 35% de las cerdas de dos granjas comerciales
en Colombia fueron descartadas por edad. Otros estudios reportaron bajos
porcentajes de hembras descartadas por edad en diferentes países, 18.7% en
21 granjas de Suiza (Engblom, Lundeheim, Dalin y Andersson, 2007), 2.2% en
Zimbabwe (Masaka, Sungirai, Nyamukanza y Bhondai, 2014), 16.4% en China
(Zhao, Liu, Mo, Chen y Chen, 2015) y 27% en Europa (Hadaš, Schild y Nevrkla, 2015).
Se publicaron estudios que relacionan la longevidad con los resultados eco-
nómicos de las granjas. Sasaki, McTaggart y Koketsu (2012) estimaron que en
granjas japonesas hay resultados económicos negativos por cerda cuando ésta
es descartada antes del tercer parto. Amer, Ludemann y Hermesch (2014) esti-
maron que la rentabilidad por cerda podía aumentar en 99 $AU por cada parto logrado.
Recientemente se continuó con la búsqueda de soluciones a este problema a nivel de
variables genéticas como estimaciones de heredabilidad e identificación de marcadores
genéticos. Wongsakajornkit y Imboonta (2015) realizaron estimaciones de heredabili-
dad de diferentes características productivas, entre ellas longevidad de cerdas de razas
puras. Trabajos similares fueron realizados por Le, Norberg, Nielsen, Madsen, Nilsson
y Lundeheim (2015), Engblom, Calderón Díaz, Nikkilä, Gray, Harms, Fix, Tsuruta,
Mabry y Stalder (2016) y Abell, Fernando, Serenius, Rothschild, Gray y Stalder (2016).
A nivel de granjas comerciales se han encontrado estudios que describen
la longevidad de las cerdas y hacen estimaciones sobre el impacto de esta
variable productiva en los resultados económicos, sin embargo se encontraron
pocos estudios que utilicen modelos estadísticos como herramienta de decisión
en la selección de hembras de reemplazo o en la programación de descartes de la granja.
En este trabajo se recopiló información de registros productivos de una granja
de cría comercial y se construyó una base de datos con información de las cerdas
desde su nacimiento hasta el descarte en la etapa de hembra en producción. Para
mejorar el entendimiento del descarte temprano de cerdas se realizó un análisis
de recurrencia en el número de partos. Se utilizaron diferentes metodologías
estadísticas para la identificación de factores de riesgo durante el desarrollo de
hembras de reemplazo asociados a la causa de descarte de la cerda, especialmen-
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te causas relacionadas al descarte por la edad. Los resultados de este trabajo
permitirán la definición de criterios de selección de hembras de reemplazo de
tal modo que éstas tengan menor probabilidad de ser descartadas por causas
diferentes de la edad, así las hembras serán más longevas y, consecuentemente, más
productivas puesto que tendrán una mayor cantidad de partos antes de ser descartadas.
En el capítulo 1 se introducen los conceptos teóricos de las metodologías estadísticas
utilizadas en este trabajo. En el capítulo 2 se desarrolla el planteamiento del problema
abordando desde el desarrollo de las hembras de reemplazo hasta la importancia de
la longevidad y la tasa de recurrencia en los partos que éstas alcanzan en la vida
productiva. Se describe la situación actual de la granja analizada en la función de
media acumulada (MCF) del número de partos y de la supervivencia de las cerdas.
En el capítulo 3 se ajustan y analizan los resultados de los modelos usados para
identificar los factores asociados al descarte de cerdas, estos modelos son clasificados
en dos categorías: con variable de respuesta dicotómica y con variable de respuesta
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1.1. Análisis de datos recurrentes
En el análisis de supervivencia y el modelo de Cox, que se describirán más adelante,
se considera el tiempo que transcurre hasta la presentación de un evento de interés, este
evento se considera como un evento terminal que ocurre solo una vez a cada individuo,
tal como el descarte de la cerda. Otra forma de afrontar el análisis es mediante la
observación de un evento de interés que puede presentarse en el mismo individuo más
de una ocasión, a este tipo de análisis se le conoce como análisis de eventos recurrentes.
En la sección 2.3 se discutirá sobre el número de partos que una cerda logra por
unidad de tiempo y su importancia desde el punto de vista económico. A lo largo de
la vida productiva de una cerda ésta tiene varios partos, por lo que se considera este
evento como recurrente.
Según Kleinbaum y Klein (2012) se debe considerar una distinción importante
en este tipo de análisis, si todos los eventos recurrentes sobre el mismo individuo se
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tratan como de igual importancia, el análisis requerido de dichos datos es diferente
del que se requiere si cualquiera de los eventos recurrentes implica categorías y/o
el orden en que los eventos que se repiten se considera importante. Cuando los
eventos recurrentes se consideran de igual importancia, como es el caso de los partos,
se conoce como un proceso de conteo (Andersen, Borgan, Gill y Keiding, 1993).
Existen diferentes estrategias de análisis de eventos recurrentes, algunas de ellas están
basadas en procesos puntuales (point process) o de conteo (Borges y Luzardo, 2006).
Algunos análisis los datos son de un individuo o sistema, en otros casos, los datos
provienen de varios individuos. Cuando los datos provienen de varios individuos para
formar un único proceso, el proceso resultante se conoce como procesos puntuales
superimpuestos (Meeker y Escobar, 1998).
Para el modelamiento no paramétrico de eventos recurrentes se presenta la
metodología descrita por Meeker y Escobar (1998). Para un individuo la recurrencia
puede ser expresada como N(s, t), que indica el número de eventos acumulado en
el intervalo de tiempo (s, t], se usa N(t) para representar N(0, t). Para describir la
población se utiliza la estimación no paramétrica denominada Función de Media
Acumulada (MCF por sus siglas en inglés).
La MCF poblacional se define como µ(t) = E [N(t)], donde la expectativa está
sobre la variabilidad de cada individuo y la variabilidad entre individuos en la






Si Ni(t) indica el número de eventos recurrentes para el individuo i antes del
tiempo t, y si tij son los tiempos de presentación del evento recurrente para el in-
dividuo i, j = 1, 2, . . . ,mi. La MCF puede ser estimada mediante el siguiente algoritmo:
1. Ordene todos los tij tiempos de recurrencia únicos para todos los n individuos
de la muestra. Haga m el numero de tiempos únicos. Estos tiempos se denotarán
como t1 < t2 < . . . < tm.
2. Calcule di(tk), el número total de eventos para el individuo i al tiempo tk.
3. Haga δi(tk) = 1 si el individuo i permanece en observación al tiempo tk y




















para j = 1, 2, . . . ,m, y donde d.(tk) =
∑n
i=1 δi(tk)di(tk), δ.(tk) =
∑n
i=1 δi(tk) y
d̄(tk) = d.(tk)δ.(tk) .
En (1.1), d.(tk) es el número total de eventos al tiempo tk, δ.(tk) es número de
individuos a riesgo al momento tk y d̄(tk) es el número promedio de eventos por
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individuo al tiempo tk. De este modo, el estimador MCF se obtiene calculando el
número promedio de eventos por individuo en cada intervalo de tiempo.
Existen varios métodos para la obtención de los intervalos de confianza para la
estimación no paramétrica de la MCF (Lopera-Gómez y Manotas, 2011), según estos
autores, la elección del método empleado está sujeta a la estructura de los datos, la
facilidad de implementación del método para la obtención de los límites de confianza,
el calcular siempre límites de confianza positivos, etc.
A continuación se describe el método propuesto por Lawless y Nadeau (1995) y
descrito por Lopera-Gómez y Manotas (2011) para la estimación de intervalos de
confianza para la MCF, donde se considera que una estimación de la varianza real














Esta expresión para la varianza estimada de la MCF siempre resulta con valores
mayores o iguales a cero.
Luego, un intervalo puntual del (1− α)100% de confianza usando la aproximación









Un intervalo basado en Zlog[µ̂(t)] ∼ N(0, 1) es: µ̂(t)exp( z(1−α/2)ŝeµ̂(t)
µ̂(t)
) , µ̂(t)× exp(z(1−α/2)ŝeµ̂(t)
µ̂(t)
) (1.4)
Los intervalos construidos usando esta última expresión siempre tendrán lími-
tes positivos y en algunos procesos positivos se pueden esperar probabilidades de
cobertura más cercanas al nivel de confianza nominal (Lopera-Gómez y Manotas, 2011).
1.2. Análisis de supervivencia
El análisis de supervivencia estudia el tiempo que transcurre hasta que se presente
un evento de interés y su relación con otras variables. Usualmente se hace referencia
al tiempo como tiempo de supervivencia, debido a que interesa el tiempo que un
individuo ha superado un periodo de seguimiento. Típicamente, se hace referencia al
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evento como falla, debido a que el evento de interés suele ser la muerte, enfermedad,
incidencia o alguna otra experiencia negativa para el individuo (Kleinbaum y Klein,
2012). Sin embargo, no siempre el análisis de supervivencia se refiere a eventos
negativos, también puede tratarse de analizar el tiempo hasta un evento positivo. En
este documento se analiza el tiempo hasta que la cerda es descartada del sistema
productivo y su relación con las causas de dicho descarte.
Una característica importante del análisis de supervivencia es que la variable de
respuesta es discreta o continua positiva (Moore, 2016), ya que representa el tiempo
desde un origen definido hasta la presentación del evento de interés. El origen debe
especificarse de tal modo que todos los individuos estén en igualdad de condiciones
(Kartsonaki, 2016). Por ejemplo, las cerdas de este estudio ingresaron al sistema de
producción en diferentes fechas, el punto de inicio se estableció como el día del primer
servicio.
1.2.1. Censura
En este tipo de análisis suele presentarse un problema analítico llamado censura,
esta ocurre cuando se tiene información parcial sobre la supervivencia de un
individuo, es decir, cuando el evento inicial o final no son observados. Ignorar
completamente los individuos con información incompleta puede conducir a una
descripción sesgada de la experiencia de supervivencia y podría ser ineficiente
para el analista desechar datos que pueden contener información valiosa para
el análisis de la supervivencia (Li y Ma, 2013). Estas observaciones incompletas
no son ignoradas, pero necesitan ser manejadas de manera diferente (Kartsonaki, 2016).
Hay tres tipos básicos de censura:
Censura a Derecha: Ocurre cuando un individuo es evaluado desde el tiempo
de origen t0 hasta un tiempo posterior tc y no ha presentado el evento de interés,
de tal modo que lo que se puede saber de este individuo es que no se produjo el
evento hasta el tiempo tc (Kartsonaki, 2016). Este tipo de censura se clasifica
en tres tipos:
• Tipo I: En este tipo de censura el tiempo final está pre-especificado.
Algunos experimentos tienen un tiempo limitado y no es posible observar
todos los individuos hasta que presenten el evento de interés, por lo que
se observan durante el tiempo que dure el estudio. Bajo censura tipo I, el
tiempo de censura siempre es igual al tiempo total de duración del estudio
(Li y Ma, 2013).
• Tipo II: Ocurre cuando los sujetos son evaluados hasta que se presente
una cantidad predeterminada de eventos de interés
• Tipo III: Ocurre en experimentos donde el tiempo es fijo en el calenda-
rio y los sujetos ingresan al estudio en diferentes momentos durante el
periodo de experimentación. Algunos sujetos pueden presentar el evento
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de interés antes de la finalización del estudio y proporcionar el tiempo de
supervivencia. Algunos pueden retirarse durante el tiempo de estudio, su
tiempo de supervivencia será al menos hasta el último seguimiento. Otros
pueden no presentar el evento de interés hasta finalizar el experimento
y su supervivencia será al menos hasta el tiempo en el cual terminó el
estudio. En este tipo de censura los tiempos no son idénticos para todas las
observaciones censuradas y se comporta como una variable aleatoria (Li y
Ma, 2013).
Censura a Izquierda: Se refiere a situaciones en que para un individuo se
conoce que ha tenido el evento antes de un tiempo específico (Kartsonaki, 2016).
Censura de Intervalo: Ocurre cuando el tiempo de supervivencia observado
está en cierto intervalo de tiempo (Kleinbaum y Klein, 2012) pero no se conoce
el tiempo exacto de falla.
1.2.2. Funciones para tiempos de falla continuos
La distribución del tiempo de falla T puede ser descrito por una función de
distribución acumulada F (t), función de densidad de probabilidad f(t), la función de
supervivencia S(t) y por una función Hazard h(t).
Si T representa el tiempo de supervivencia (T ≥ 0) y t representa un valor
específico de la variable aleatoria T , puede considerarse a T como una variable
aleatoria con función de probabilidad acumulada F (t) que está dada por:
F (t) = Pr(T ≤ t) (1.5)
La cual indica la probabilidad de que un individuo presente el evento de interés antes
del tiempo t, alternativamente, se puede interpretar como la proporción de sujetos de
la población que presentan el evento de interés antes del tiempo t (Meeker y Escobar,
1998).
La función de densidad de probabilidad f(t) será:
f(t) = dF (t)
dt
(1.6)
La cual representa la frecuencia relativa de los tiempos de falla.
La función de supervivencia S(t) define la probabilidad de sobrevivir más allá del
tiempo específico t y se define como:
S(t) = Pr(T > t)
= 1− Pr(T ≤ t)
= 1− F (t)
(1.7)
Esta función toma valores entre 0 y 1, es decreciente o constante a medida que
aumenta t. El rango de t es [0,∞); al tiempo t = 0, S(t) = S(0) = 1; al tiempo
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t = ∞, S(t) = S(∞) = 0. Esto implica que al tiempo 0 no han ocurrido eventos
aún, entonces la probabilidad de sobrevivir más de 0 es 1 y si el seguimiento a
los individuos continúa por mucho tiempo, eventualmente no sobrevivirá ninguno
(Moore, 2016). Por conveniencias analíticas algunas veces los estadísticos definen
arbitrariamente un tiempo finito de finalización, denotado por ω, asumiendo que
no hay supervivencia más allá de este tiempo, se puede especificar S(0) = 1 y
S(ω) = 0. Empíricamente el valor de ω puede ser determinado por el máximo
tiempo de vida observado o donde se encuentran muy pocos individuos que so-
breviven de tal modo que un valor muy pequeño de S(ω) puede ser ignorado (Liu, 2012).
La función de supervivencia a menudo es definida mediante la función hazard h(t)
o tasa instantánea de falla. Esta función define la probabilidad de que si un individuo
a sobrevivido hasta el tiempo t, falle en el siguiente intervalo (muy corto) de tiempo
dividido por la longitud del intervalo.
h(t) = ĺım
∆t→0
Pr (t ≤ T < t+ ∆t|T ≥ t)
∆t (1.8)
La función h(t) se puede expresar de la siguiente forma (Moore, 2016):
h(t) = f(t)1− F (t) =
f(t)
S(t) (1.9)
La ecuación (1.8) expresa el hazard como una probabilidad condicional dividida
por un intervalo de tiempo. Esta función no es una probabilidad, sus valores no
están restringidos al intervalo [0, 1], su rango está definido en el intervalo [0,∞) y
su escala básicamente depende de la escala de medición de t (Kleinbaum y Klein, 2012).
La ecuación (1.9) dice que el riesgo al tiempo t es la probabilidad de que el evento
ocurra en un tiempo muy cercano a t, dividido por la probabilidad de que el sujeto
esté vivo al tiempo t, esta ecuación muestra que el hazard es conceptualmente una
tasa de falla estandarizada relativa a la tasa de supervivencia al tiempo t. Debido
a que ∆t → 0, el hazard puede ser entendido como la probabilidad condicional
de falla con respecto al límite de un intervalo de tiempo (Liu, 2012). Dada esta
estandarización y la sensibilidad al cambio en la función de supervivencia, la función
hazard es utilizada como un indicador de riesgo relativo de experimentar un evento en
un análisis de supervivencia.
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De donde
H(t) = − logS(t) (1.12)
El tiempo esperado de vida o expectativa de vida al tiempo t, denotado por E(Ti),
puede ser calculado con las ecuaciones descritas. El tiempo de vida remanente al
tiempo t, E(Tt), es:




1.2.3. Funciones para tiempos de falla discretos
La variable tiempo puede dividirse en J intervalos de tamaño ∆t, de este modo
se tiene un intervalo de tiempo (t, t+ ∆t), entonces, t se convierte en una variable
discreta denotada por tj, con j = 0, 1, . . . , J . La función de probabilidad será:
f(tj) = Pr(T ∈ tj) (1.14)










Donde S(tj) es la probabilidad esperada de supervivencia en el intervalo (tj, tj + ∆t).
Conceptualmente S(tj) difiere de S(t) debido a que representa el promedio de su-
pervivencia en un intervalo de tiempo, no en un punto específico del tiempo (Liu, 2012).
La diferencia entre S(tj) y S(t) depende del ancho del intervalo ∆t. Si ∆t es muy
pequeño, entonces S(tj) ≈ S(t) y la diferencia entre la función continua y discreta es
ignorable. Si ∆t es considerablemente grande, tal como semanas, meses o años, la
función continua S(t) es decreciente dentro del intervalo, por lo que S(tj) < S(t) (Liu,
2012).
1.2.4. Estimación no paramétrica de la supervivencia
Si se tienen datos de una muestra de tiempos de supervivencia sin datos
censurados, la función de supervivencia S(t), definida en (1.7), es la probabilidad
de que un individuo no presente el evento de interés por un tiempo mayor o igual
a t. Si n es el número inicial de individuos, dj es el número de unidades que fa-
llan en el i-ésimo intervalo (ti−1, ti] esta función puede ser estimada empíricamente por:
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Kaplan y Meier (1958) propusieron el estimador de producto límite o estimador de
Kaplan-Meier (KM) de la función de supervivencia. Este estimador utiliza información
de todas las observaciones disponibles, censuradas y no censuradas, para estimar la
supervivencia.
El enfoque KM conduce a una tabla de vida con los intervalos más pequeños
posibles. Esto utiliza la cantidad máxima de información en los datos, asegurando que
los pasos son lo más pequeños posible, además se minimizan los posibles problemas
relacionados con la censura (Woodward, 2014).
A continuación se presentan las definiciones y estimación de KM descritas por
Collet (1994). Suponga que se tienen n individuos y se observan sus tiempos de
supervivencia t1, t2, . . . , tn. Algunas de estas observaciones pueden estar censuradas a
derecha, también puede ocurrir que haya varios individuos con el mismo tiempo de
supervivencia, por lo tanto suponga que hay r tiempos de muerte r ≤ n. Ordenando
los tiempos de muerte en forma ascendente, se puede denotar el j-ésimo tiempo de
muerte como t(j) con j = 1, 2, . . . , r de tal modo que t(1) < t(2) < . . . < t(r). El número
de individuos que permanecen sin fallar justo antes del tiempo t(j), incluso aquellos
que están a punto de fallar en este momento, será denotado por nj, j = 1, 2, . . . , r; dj
denota el número fallas a este tiempo. El intervalo de tiempo t(j) − δ hasta t(j), donde
δ es un intervalo de tiempo infinitesimal, que incluye un tiempo de falla. Puesto que
hay nj individuos sin fallar justo antes de t(j) y dj fallas en t(j), la probabilidad de
que un individuo falle durante el intervalo
(
t(j) − δ, t(j)
]
se puede estimar por dj/nj.
La probabilidad estimada de supervivencia a través de ese intervalo es (nj − dj)/nj.
El numero de sujetos sin fallar en cualquier punto del tiempo es conocido como
número de individuos en riesgo de falla o simplemente número de individuos en riesgo
(Hosmer, Lemeshow y May, 2008).
Puede ocurrir que el tiempo de censura ocurra simultáneamente con una falla,
en este caso, para el cálculo de nj, se asume que el tiempo de censura ocurre
inmediatamente después del tiempo de falla.
Por la forma en que son construidos los intervalos de tiempo, no hay eventos de
falla entre el tiempo t(j) y el tiempo inmediatamente antes del siguiente tiempo de
muerte t(j+1)− δ, la probabilidad de sobrevivir en este intervalo es 1, y la probabilidad
conjunta de sobrevivir de t(j) − δ hasta t(j) y de sobrevivir desde t(j) hasta t(j+1) − δ











t(j), t(j+1) − δ
])
= nj − dj
nj
(1.18)
Cuando δ → 0, (nj − dj)/nj se convierte en la probabilidad de sobrevivir desde t(j)
hasta t(j+1) (Collet, 1994).
Bajo el supuesto de que las fallas ocurren independientemente entre individuos
de la muestra, la estimación de la supervivencia para cualquier k-ésimo intervalo
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de tiempo construido desde t(k) hasta t(k+1), con k = 1, 2, . . . , r y donde t(r+1) es
definido como ∞, será la probabilidad estimada de sobrevivir más allá de t(k). Esta
es en realidad la probabilidad de sobrevivir a través del intervalo de t(k) a t(k+1) y
todos los intervalos anteriores. Esta es la estimación de la función de supervivencia de









para t(k) ≤ t < t(k+1), k = 1, 2, . . . , r, con Ŝ(t) = 1 para t < t(1) y donde t(r+1) es
tomado como ∞.
Si el mayor tiempo observado, t∗, es un valor censurado, Ŝ(t) no está definida
para t > t∗. Por otro lado, si el mayor tiempo de supervivencia observado, t(r), es una
observación no censurada (nr = dr) y Ŝ(t) = 0 para t ≥ t(r).











para t(k) ≤ t < t(k+1), k = 1, 2, . . . , r, con Ŝ(t) = 1 para t < t(1) y Ŝ(t) = 0 para
t ≥ t(r). Como n1 es el número de individuos en riesgo justo antes del primer tiempo
de falla es igual al número de individuos en la muestra, n, y nk+1 es el número de
individuos que sobreviven un tiempo mayor o igual al tiempo t(k+1), por lo tanto, en
ausencia de censura, Ŝ(t) es igual a la función empírica de supervivencia presentada
en (1.17).
1.3. El modelo de Cox.
En el análisis de supervivencia, si se está dispuesto a asumir que los datos siguen
una distribución específica, se puede utilizar la verosimilitud para construir un test
para la equivalencia de dos grupos (Moore, 2016).
Si S1 y S0 representan la supervivencia de dos grupos que se quieren comparar,
las hipótesis estadísticas de interés a probar serán H0 : S1(t) = S0(t), la hipótesis
alternativa puede ser de dos colas H1 : S1(t) 6= S0(t) o de una cola H1 : S1(t) > S0(t)
o H1 : S1(t) < S0(t). Este análisis se hace difícil puesto que la hipótesis alternativa
puede tomar una amplia gama de formas: puede que en algunos valores de t la
supervivencia sea similar y en otros valores de t no lo sea, las curvas pueden cruzarse,
también puede ocurrir que nunca se crucen. Una alternativa es plantear las hipótesis
de la forma H1 : S1(t) = [S0(t)]ψ, de esta forma puede plantearse las hipótesis de una
cola H0 : ψ = 1 y H1 : ψ < 1, lo cual implica que bajo la hipótesis alternativa S1(t)
será uniformemente mayor que S0(t)(Moore, 2016).
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De (1.11) puede deducirse que la expresión S1(t) = [S0(t)]ψ puede expresarse en
términos de hazard así:
h1(t) = ψh0(t) (1.21)
Esta ecuación da origen al supuesto de hazards proporcionales o riesgos proporcionales
y es ampliamente usada para cuantificar la diferencia entre dos funciones hazard
(Moore, 2016). El modelo (1.21) puede extenderse para incluir información de un
vector de covariables X haciendo
ψ = eXβ (1.22)
Si bien el modelo de riesgo proporcional es aceptado en muchas disciplinas, la
aplicación de modelos paramétricos a veces es inconveniente porque solo las funciones
exponencial y Weibull pueden formularse como un modelo de riesgos proporcionales
(Liu, 2012), además asumir una distribución particular de h(t) en presencia de datos
censurados puede ser complicado (Moore, 2016). Cox (1972) desarrolló un modelo de
riesgos proporcionales que deriva en estimaciones robustas, consistentes y eficientes de
los efectos de covariables (Liu, 2012), además es libre de supuestos distribucionales
(Guo, 2010).
El modelo propuesto por Cox (1972) permite evaluar el efecto de covariables en el
análisis de supervivencia, usualmente se escribe como aparece en la ecuación (1.23).
Este modelo da una expresión para el riesgo en el tiempo t para un individuo dado un
conjunto de variables explicatorias X = (X1, X2, . . . , Xp).






El riesgo al tiempo t es el producto de dos cantidades. Una de ellas es h0(t) llamada
función base y que es dependiente de t. La otra expresión es exp [∑pi=1 βiXi], donde la
sumatoria está sobre todas las p variables explicatorias y el efecto βi de cada una
de ellas, esta función no involucra a la variable t, por tanto es llamado vector de
variables independientes de t. Una variable independiente de t es aquella que no
cambia a través del tiempo, por ejemplo la genética y el sexo, mientras que una
variable dependiente del tiempo es aquella que si cambia a medida que transcurre el
tiempo, peso y paridad son algunos ejemplos.
La ecuación (1.23) tiene la propiedad de que si todos los Xi son iguales a 0 o
análogamente, si no están en el modelo, la ecuación se reduce a h0(t), es por esto que
h0(t) es llamada la función base. Si X1 = X2 = · · · = Xp = 0, entonces:








Otra característica importante de esta función es que h0(t) es una función inespecífica,
lo que hace que el modelo de Cox sea conocido como un modelo semiparamétrico. En
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contraste, un modelo paramétrico es aquel que tiene una forma funcional específica,
excepto por los valores desconocidos de los parámetros. Aunque no se específica de
forma paramétrica el riesgo base, se pueden obtener estimaciones razonablemente
buenas de los coeficientes de regresión, cocientes de interés y curvas de supervivencia
ajustadas para una amplia variedad de situaciones de datos (Kleinbaum y Klein, 2012).
Usualmente, se tiene interés en la proporción de riesgos o razón de hazards (HR)
que se define como el riesgo de un individuo divido por el riesgo de un individuo
diferente. Como el modelo asume que la función h0(t) es igual para todos los individuos
(Moore, 2016), éstos se distinguen por sus valores en el conjunto de variables ex-
plicatorias X, entonces la estimación ĤR deHR puede expresarse de la siguiente forma:












y X = (X1, X2, . . . , Xp) denotan el conjunto de
variables predictivas o explicatorias para dos individuos diferentes.
El valor de HR puede ser más fácil de interpretar cuando es mayor que 1, por esto
se acostumbra escribir en (1.25) los valores de X de tal modo que el grupo con mayor
riesgo corresponde a X∗.
Luego, (1.25) puede escribirse de la siguiente forma:































En este resultado los valores ĥ0(t) se cancelan, por tanto, el valor de ĤR no es
dependiente del tiempo. El modelo de Cox requiere que HR sea constante en el
tiempo, esto equivale a decir que el riesgo de un individuo es proporcional al riesgo
de otro individuo y que esta proporción es constante e independiente del tiempo
(Kleinbaum y Klein, 2012).
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1.4. Regresión logística
La regresión logística es un método estadístico que puede usarse para describir
la relación de un conjunto de variables X con una variable dependiente Y de tipo
dicotómico (Kleinbaum y Klein, 2010), por ejemplo, si el interés es evaluar el efecto
de un conjunto de variables sobre si la cerda fue descartada antes de 6 partos, los
posibles resultados de la variable Y serán Si - No y dependerá de los valores que tome
cada una de las variables predictoras Xi, los resultados de la variable de respuesta se
denotan usualmente con valores de 0 y 1. La variable de respuesta en este caso se
asume que es una variable aleatoria de Bernoulli.
Se entiende la regresión como un promedio condicional, sin embargo, un
promedio entre 0 y 1 representa un valor que no puede ser registrado para
ningún individuo, en la población. El valor esperado condicional E(Y |xi) es la
proporción de individuos que toman el valor 1 dado que comparten los valores
de las variables explicatorias xi (Fox, 2016). Como yi es una variable Bernoulli,
se define πi como la probabilidad de que yi tome el valor de 1, así el valor esperado será:
E(yi) = 1(πi) + 0(1− πi)
= πi
(1.27)
Si se utiliza un modelo de regresión de la forma Yi = β0 +β1xi1 +β2xi2 + · · ·+βkxik+εi
donde εi ∼ N(0, σ2ε), y E(Yi) = β0 +β1xi1 +β2xi2 + · · ·+βkxik, bajo (1.27) se tendría:
πi = β0 + β1xi1 + β2xi2 + · · ·+ βkxik (1.28)
Como Yi solo puede tomar valores de 0 y 1, la distribución del error también sería
dicótoma, por lo que no cumple el supuesto de normalidad de εi, tampoco se cumplen
los supuestos de homogeneidad de varianza y la variable de respuesta no está
restringida al intervalo [0, 1] (Fox, 2016).
Una solución a este problema es utilizar la función de respuesta logística
(Montgomery, Peck y Vining, 2006) f(z), que tiene la forma:
f(z) = 11 + e−z (1.29)
En esta función, z puede variar entre −∞ y ∞. Una característica importante de
esta función es que solo puede tomar valores entre 0 y 1. Cuando z = −∞ se tiene
que f(z) = f(−∞) = 0 y cuando z = ∞, f(z) = f(∞) = 1. Por tanto este modelo
sirve para describir una probabilidad (Kleinbaum y Klein, 2010), es decir, puede
utilizarse esta función para evaluar la probabilidad de que un individuo tome uno de
los posibles valores de la variable Y (Sperandei, 2014).
Se considera que la variable z representa un índice que combina las contribuciones
de varios factores de riesgo y f(z) representa el riesgo para un valor dado de z
(Kleinbaum y Klein, 2010). El efecto de z sobre el riesgo de un individuo es mínimo
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para valores bajos de z hasta el momento que se alcance algún umbral, en este
momento el riesgo aumenta rápidamente sobre un cierto rango de valores de z y luego
permanece alrededor de 1 cuando z tome un valor alto.
El valor de z puede expresarse en términos de un modelo de regresión lineal
(Demaris, 1995) de la siguiente forma:
z = β0 + β1X1 + · · ·+ βkXk, (1.30)
donde βi son los valores de los parámetros desconocidos y Xi representan las variables
independientes de interés.
Reemplazando z en (1.29) se tiene:






Si se tienen observaciones independientes de las variables X1, X2, . . . , Xk para un
grupo de individuos y se ha observado la variable de interés Y , en la cual Y = 1
si el individuo presenta la condición de interés y Y = 0 si no la presenta. Puede
modelarse la probabilidad de que un individuo presente la condición de interés dadas
las variables Xi mediante f(z) (Kleinbaum y Klein, 2010), así:
















Una característica importante del modelo (1.33), donde π = P (Y = 1|X1, X2, . . . , Xk),
es que es interpretable como el log-odds (Fox, 2016) y se cumplen los supuestos del
modelo de regresión lineal (Woodward, 2014).
El Odds es la razón entre la probabilidad de un evento sobre su complemento
Odds = π1−π y es una medida usada como indicador de riesgo. Si Odds > 1 indica
que la probabilidad de que ocurra el evento es alta, por el contrario, si Odds < 1
indica que la probabilidad del evento es baja. Como en (1.33) el valor π indica la
probabilidad condicional de que la variable aleatoria Y tome el valor 1, la ecuación
(1.33) puede entenderse como un modelo de regresión para el log-odds. Luego, la
exponencial de los coeficientes βi representa el incremento del Odds de un even-
to relacionado a cada unidad de cambio en la variable explicatoria xi (Sperandei, 2014).
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Según Hilbe (2015), en este modelo de regresión se asume que las variables
predictoras son incorrelacionadas, las variables predictoras están significativamente co-
rrelacionadas con la variable de respuesta y las observaciones no están correlacionadas.
Existen otras funciones que se pueden utilizar para linealizar (1.33), una de ellas
es la función probit, que se obtiene transformando a π con la distribución normal
acumulada, otra transformación posible es la transformación log − log de π definida
por ln[− ln(1 − π)] la cual produce una función de respuesta que no es simétrica
respecto al valor π = 0.5 (Montgomery, Peck y Vining, 2006).
1.5. Regresión multinomial
Es posible modificar el modelo logit con respuesta dicótoma a modelos donde la
variable de respuesta puede tomar valores en tres o más categorías. La regresión mul-
tinomial puede usarse cuando las categorías de la variable de respuesta son nominales
(Kleinbaum y Klein, 2010), y la regresión logística ordinal cuando estas categorías son
ordinales (Agresti, 2013). El objetivo es modelar el odds de cada categoría de la variable
de respuesta como una función de las variables predictoras y expresar el resultado en
términos de la razón de odds para las diferentes categorías (Hosmer y Lemeshow, 2000).
Si se tienen m categorías de la variable de respuesta, codificadas con 1, 2, . . . ,m
(el valor de m no implica un orden entre las categorías), una de estas categorías de la
variable de respuesta es seleccionada como categoría de referencia y cada uno de los
otros niveles es comparado con esta referencia, por lo tanto se deben especificar m− 1
funciones que permitan realizar estas comparaciones (Engel, 1988). La elección de la
categoría de referencia es arbitraria y está a discreción del investigador (Kleinbaum y
Klein, 2010).
Si se tienen k variables predictoras, x = [1 x1 x2 . . . xk], y se específica la última





















Pr(Y = m− 1|x)
Pr(Y = m|x)
]
= β0(m−1) + β1(m−1)x1 + β2(m−1)x2 + · · ·+ βk(m−1)xk
= xβ(m−1)
Se tiene que βm = 0 y gm(x) = 0.
De acuerdo con Hosmer y Lemeshow (2000) de (1.34) se pueden calcular las pro-
babilidades condicionales de cada categoría de resultado dado el vector de covariables x
Pr(Y = 1|x) = e
g1(x)
1 + eg1(x) + eg2(x) + · · ·+ egm−1(x)
...
Pr(Y = m− 1|x) = e
gm−1(x)
1 + eg1(x) + eg2(x) + · · ·+ egm−1(x)
(1.35)
La probabilidad de que la variable de respuesta tome el valor de la categoría m es:
Pr(Y = m|x) = 1−
m−1∑
j=1
Pr(Y = j|x) = 11 + eg1(x) + eg2(x) + · · ·+ egj(x) (1.36)
Haciendo πj = Pr(Y = j|x), para j = 1, . . . ,m − 1, en términos generales puede













Hay entonces un conjunto de parámetros β0j, β1j, . . . , βkj para cada categoría de
respuesta excepto para la última categoría (categoría de referencia). Para cada indivi-
duo i con variables predictoras xi = x1, x2, . . . ., xk, como la probabilidad de que el
individuo i esté en la categoría j, πij , se puede estimar de (1.37) y (1.38) así (Fox, 2016):
πij =




exp (β0j + β1jxi1 + · · ·+ βkjxik)






Se tiene entonces que ln πij
πim
se puede expresar en términos de un modelo de regresión
lineal como el presentado en (1.34), en donde los exponenciales de los parámetros de
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la regresión se interpretan como el cambio en el odds esperado por cada unidad de la
variable predictora.
1.6. Modelo de bosques aleatorios
Los modelos basados en arboles de clasificación particionan el espacio donde se
encuentran las variables de interés en rectángulos y luego se ajusta un modelo simple
en cada uno de estos, los árboles de decisión son conceptualmente simples, pero
poderosos (Hastie, Tibshirani y Friedman, 2009). El modelo en sí comprende una
serie de decisiones lógicas similares a un diagrama de flujo, con nodos de decisión que
indican la decisión que se debe tomar en un atributo, estos se dividen en “ramas”
que indican las opciones de decisión, el árbol se termina por nodos “hoja” (nodos
terminales), que denotan el resultado de la combinación de decisiones. Los datos que
se van a clasificar comienzan en el nodo raíz donde se pasan a través de las diversas
decisiones en el árbol de acuerdo con los valores de sus variables. La ruta de decisión
que toman los datos dirige cada registro a un nodo hoja, lo que le asigna una clase
predicha (Lantz, 2013).
Si se tienen datos que consisten en p variables y una respuesta para cada una de
N observaciones, es decir, (xi, yi) para i = 1, 2, . . . , N y con xi = (xi1, xi2, . . . , xip).
El algoritmo debe decidir las variables y los puntos de división. Suponga que se tiene
una partición en M regiones (R1, R2, . . . , RM) y se modela la respuesta cm como la











cmI(x ∈ Rm) (1.41)
La esencia de un árbol es que las variables son particionadas. En el caso de un árbol
de regresión, la primera división es aquella que disminuye al máximo la suma de
cuadrados del error ∑ (yi − f(xi))2.
Comenzando con todos los datos, considere una variable de división j, un
punto de partición s y defina un par de semiplanos R1(j, s) = {X|Xj ≤ s} y


















yi y ĉ2 = 1N2
∑
xi∈R2(j,s)
yi. Para cada variable de división, la determi-
nación del punto de división s se puede hacer computacionalmente rápido y, por lo
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tanto, es posible determinar el mejor par (j, s) al explorar todas las entradas (Hastie,
Tibshirani y Friedman, 2009).
Habiendo encontrado la mejor división, se dividen los datos en las dos regiones
resultantes y se repite el proceso de división en cada una de las dos regiones. Luego,
este proceso se repite en todas las regiones resultantes hasta el final del árbol. Cada
división posterior no se realiza en todo el conjunto de datos, solo en los que caen en la
partición anterior.
Los árboles de clasificación funcionan bajo el mismo principio de los árboles de
regresión, los puntos de partición de las variables no se determinan por la suma de
cuadrados del error, sino que se hacen mediante la optimización de la tasa de error
(Lesmeister, 2015).
Para un problema de clasificación, la variable de respuesta toma los valores
1, 2, . . . , K, donde K es el número de categorías. En el nodo m, representado por la






I(yi = k) (1.43)
donde, pmk es la proporción de observaciones de la clase k en el nodo m. Se clasifican
las observaciones en el nodo m a la clase que mayor proporción de observaciones tiene
en la región Rm.
Para ilustrar el funcionamiento de los árboles de clasificación considere el siguiente
ejemplo: Se clasificaron la cerdas de acuerdo al número de celos al servicio en tres
categorías (<4, 4, >4) y se quiere predecir el resultado de esta variable a partir de la
edad a la pubertad (edad.pubertad) y la edad al primer servicio (edad.servicio).
En la Figura 1.1 se presenta el diagrama de dispersión de estas dos variables y la
clasificación de acuerdo al número de celos al servicio.
Se construyó un árbol de decisión para la clasificación de celos al servicio en
función de la edad a la pubertad y al primer servicio (Figura 1.2). La raíz del árbol
(primera división) se da en el valor de 158 días de edad a la pubertad. Si se cumple que
edad.pubertad >= 158, entonces la siguiente división se da en el valor de 224 días al
servicio, si edad.serv < 224, entonces se predice la respuesta como “<4” (nodo 4).
Si la edad al servicio es mayor a 224 días, se realiza una tercera partición en el valor
de 172 días de edad a la pubertad; si edad.pubertad >= 172, se predice la categoría
de celos al servicio como “<4” (nodo 10), si edad.pubertad < 172, se predice como
“4” (nodo 11). Del mismo modo se procede por todo el árbol hasta llegar a los nodos
terminales (“hojas”).
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Figura 1.1: Diagrama de dispersión de edad a la pubertad vs edad al
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Figura 1.2: Árbol de clasificación para la categoría de celos al servicio
en función de edad a la pubertad y edad al servicio.
En la Figura 1.3 se presenta la visualización de estas divisiones y puntos de
partición en los datos del modelo, las lineas gruesas representan las divisiones que
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están más cerca de la raíz del árbol, las lineas delgadas representan las divisiones
más cercanas a las hojas del árbol; los números en los rectángulos representan el
número del nodo terminal de la Figura 1.2. El nodo 4 en la Figura 1.2 predice
que las cerdas que tengan edad a la pubertad mayor o igual que 158 días y
edad al servicio menor que 224 días serán clasificadas en la categoría “<4”, en la
Figura 1.3 se observa que en este cuadrante una alta proporción de cerdas están
clasificadas como “<4”, de igual forma para todos los cuadrantes, el modelo basa
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Figura 1.3: Representación de la división en rectángulos del espacio de
las variables predictoras generada por el árbol de clasificación.
Una desventaja de este método de creación de puntos de corte es que durante
cada división en el proceso, el algoritmo busca la mayor reducción en la tasa de error
sin tener en cuenta cómo funcionará en las particiones posteriores, el resultado es que
puede terminar en un árbol completo con ramas innecesarias que conducen a un sesgo
bajo pero a una alta varianza (Lesmeister, 2015). Un árbol de decisión puede seguir
creciendo indefinidamente, eligiendo dividir entidades y dividirse en particiones más
pequeñas hasta que cada individuo esté perfectamente clasificado o el algoritmo se
quede sin entidades para dividir (Lantz, 2013).
Una solución a este problema es detener el crecimiento del árbol una vez alcance
cierto número de nodos de decisión o si el nodo contiene un número pequeño de
observaciones, este procedimiento es conocido como pre-poda. Otra alternativa,
llamada post-poda, implica tomar un árbol grande e ir reduciendo su tamaño
utilizando criterios de poda basados en las tasas de error de los nodos hasta llegar a
un tamaño adecuado del árbol (Lantz, 2013).
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Se puede mejorar la capacidad predictiva de un modelo de árbol de clasificación
produciendo una gran cantidad de estos y combinando los resultados de ellos, esta
técnica se conoce como Bosques Aleatorios (Lesmeister, 2015). Cada uno de estos
árboles genera una predicción de clase, la clase que más se repite se convierte en la
predicción del modelo.
Cada uno de estos árboles tiene la característica que no toma todas las variables de
la base de datos, toma una cantidad de variables de forma aleatoria, adicionalmente,
los individuos que se toman para construir cada uno de estos árboles proceden de un
muestreo aleatorio con reemplazo y no es podado (Lesmeister, 2015), este proceso de
creación de árboles con características aleatorias permite crear un bosque de árboles
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2.1. Desarrollo de hembras de reemplazo
La etapa de hembras de reemplazo comprende el periodo entre el nacimiento y
el primer servicio de la cerda, el cual ocurre alrededor de los 210 días de edad. El
desarrollo de las hembras de reemplazo se considera como un periodo de preparación
fisiológica de las cerdas para que sean lo más productivas posibles durante su etapa
de hembras activas.
Se ha reportado el impacto de diferentes condiciones de manejo y/o fisiológicas de
las hembras de reemplazo sobre la longevidad de las cerdas, tales como el manejo
nutricional (Gill, 2007), ganancia de peso (Bortolozzo, Bernardi, Kummer y Wentz,
2009), número de celos al servicio (Cottney, Magowan, Ball y Gordon, 2012), edad a la
pubertad (Roongsitthichai, Cheuchuchart, Chatwijitkul, Chantarothai y Tummaruk,
2013), peso al primer servicio (Saito, Sasaki y Koketsu, 2010), entre otras condiciones.
La tasa de reposición programada de la granja de estudio para el año 2019 fue del
45%, esto indica que para una granja como esta con un inventario promedio de 900
cerdas activas, anualmente se deberán reponer cerca de 405 hembras de reemplazo.
El costo de producción de una hembra de reemplazo en el año 2019 en Colombia
era aproximadamente de 1.4 millones de pesos (PorkColombia, 2019). De estos datos
se puede concluir que el costo de reposición de hembras es de más de 500 millones
de pesos anuales. Si las hembras en producción no logran cumplir el objetivo de 6
partos (cerdas longevas) en un tiempo aceptable, toda esta inversión se perderá y
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será necesario aumentar la reposición de hembras para cubrir las hembras de descarte
programado y no programado con el subsecuente aumento del costo de producción.
2.2. Longevidad de la cerda
Stalder, Knauer, Baas, Rothschild y Mabry (2004) plantearon que la longevidad
de la cerda puede ser definida dependiendo del contexto de análisis. En un estudio
económico, podría definirse en términos de la cantidad de lechones producidos a
lo largo de su vida, mientras que en otro tipo de estudios podría estar definida en
términos de la cantidad de partos logrados por la cerda, el tiempo que permanece
productiva dentro de la granja, la paridad al descarte o alguna medida similar.
D’Allaire, Leman y Drolet (1992) definieron la longevidad como una característica
binaria que indica si una cerda sobrevivió a una paridad específica o a un tiempo
específico.
Varios estudios han descrito el problema de baja longevidad de las cerdas en
granjas comerciales en diferentes países. Es evidente la dificultad para lograr que una
alta proporción de cerdas cumplan el número partos mayor a 5 para ser descartadas
por edad.
Una baja longevidad implica menores resultados económicos del sistema de
producción. Stalder (2017) reportó que cerdas descartadas entre 5 y 9 partos generaron
mayor tasa de retorno sobre la inversión que cerdas descartadas entre 1 y 4 partos, por
otro lado Sasaki, McTaggart y Koketsu (2012) reportaron retornos sobre la inversión
negativos en cerdas descartadas con 3 o menos partos.
Adicional al factor económico, existen otras razones por las que la longevidad
es considerada una variable de importancia. Deen (2003) argumentó que puede
considerarse un asunto de bienestar animal, si bien la longevidad no es un indicador
de bienestar de los animales, la disminución de esta en algunos casos se asocia a
enfermedad o patología dolorosas como las cojeras por ejemplo. Una baja longevidad,
independientemente de las causas, resulta en un incremento en la cantidad de hembras
de reemplazo que se deben ingresar al plantel, esto representa un riesgo sanitario
al aumentar la probabilidad de ingresar enfermedades que no existen en la granja
(Stalder, Knauer, Baas, Rothschild y Mabry, 2004).
El descarte no programado de cerdas (descarte por causas diferentes a la edad)
genera una inconsistencia en la cantidad de animales adultos para la venta semana a
semana, generando inconvenientes en la comercialización y logística del departamento
de ventas y en la logística de producción de hembras de reemplazo. También puede
generar malestar en el personal de la granja en la medida que el retiro no programado
de cerdas puede requerir de trabajo adicional.
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En la Figura 2.1 se presenta la curva de supervivencia estimada para las cerdas por
el método no paramétrico de Kaplan-Meier descrito en la Sección 1.2.4, usando como
evento de interés el descarte por causas diferentes de la edad. Las cerdas restantes se
toman como censura a derecha. Se observa que la curva tiene un comportamiento
similar a escalas, estas se dan en los momentos posteriores a las fechas en que se debe
presentar el cambio de ciclo productivo, esto es debido a que en muchos casos la
decisión de descarte se toma después de realizar el destete de la cerda, que es justo
antes del inicio del siguiente ciclo.
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Figura 2.1: Gráfico de supervivencia de las cerdas evaluadas. Evento
de interés el descarte por causas diferentes de la edad.
El último evento considerado como falla se presentó a los 813 días (línea punteada),
a partir de este momento solo se presentaron eventos de censura: descartes por edad y
muerte de cerdas. La supervivencia hasta este tiempo fue 59%. El último registro se
presentó a los 1179 días. Debido a que los últimos eventos registrados fueron datos cen-
surados, la supervivencia no está definida para valores de tiempo superiores a este valor.
Se espera que las cerdas alcancen el sexto parto, momento para que se considere
su descarte por edad, cerca del día 825 después del primer servicio, el 41% de las
cerdas no alcanzó a llegar a este tiempo, lo que representa una alta proporción de
cerdas que no alcanza a permanecer en la granja el tiempo suficiente para lograr una
cantidad adecuada de partos.
El análisis de los factores que pueden contribuir a mejorar la longevidad de la cerda
conducirá a un aumento en la productividad y rentabilidad de la granja de cría. Una
cerda que esté más tiempo en la granja, tendrá una mayor oportunidad de producir una
alta cantidad de lechones y generar un buen retorno sobre la inversión realizada en ella.
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2.3. Productividad: Número de partos por unidad
de tiempo
Llevar una hembra de reemplazo desde el nacimiento hasta el primer servicio
implica inversión de recursos económicos, los cuales se espera que sean recupe-
rados durante la vida productiva de las cerdas. La productividad de éstas está
asociada al número de partos que logren, porque esto supone un mayor número
de lechones producidos. En este sentido, se considera que se obtiene una buena
rentabilidad por cerda, cuando esta tiene al menos 6 partos. Por otro lado, cada
día que la cerda permanece en la granja incurre en gastos de mantenimiento, por
lo que también es deseable que estos partos sean alcanzados en el menor tiempo posible.
Adicional a la cantidad de partos que una cerda pueda logar en la granja, también es
importante el tiempo que transcurre entre éstos. El periodo de gestación de una cerda
tiene una duración alrededor de los 115 días (Hoving, Soede, Graat, Feitsma y Kemp,
2011), la lactancia tiene una duración variable dependiendo el sistema de producción,
en Colombia la mayoría de las granjas tienen lactancias de 3 semanas (Díaz, Rodríguez,
Vera, Ramírez, Casas y Mogollón, 2011), es decir 21 días aproximadamente, igualmente
la granja donde se realizó este estudio, finalmente, las cerdas suelen experimentar un
anestro durante la lactancia, seguido de un intervalo de destete a estro (momento
en que la cerda puede ser servida nuevamente e inicia un nuevo ciclo productivo)
bastante fijo de 4 a 6 días bajo condiciones normales (Soede, Langendijk y Kemp, 2011).
Es de esperarse entonces que el intervalo entre partos (IEP) de una cerda, en
condiciones normales y una lactancia de 21 días, tenga una duración aproximada 142
días (115 gestación + 21 lactancia + 6 intervalo destete servicio). A medida que el
IEP aumente, se supone una menor productividad de la cerda en términos de la
cantidad de partos que presenta por unidad de tiempo.
La recurrencia en el número de partos de una cerda se mide en una variable
denominada Partos por Hembra por Año (PHA), la cual se obtiene de dividir 365
(días de un año) sobre el intervalo entre partos. Una cerda con IEP = 142 días en
promedio, tendrá un valor de PHA = 365142 = 2.57, mientras que una cerda con un
IEP mayor, por ejemplo, si no quedó gestante en el primer servicio, el IEP puede
incrementarse en 21 días, por lo tanto PHA = 365163 = 2.24. Si se asume que los partos
de ambas cerdas tienen 12 lechones nacidos vivos en promedio en cada parto, una
cerda tendrá una producción esperada de 2.57× 12 = 30.84 lechones por año, mientras
que la segunda tendrá 2.24× 12 = 26.88 lechones en el mismo periodo de tiempo. El
costo de mantenimiento de ambas cerdas igual durante el mismo periodo de tiempo.
En la Figura 2.2 se presentan cuatro casos de formas en que se puede ver afectada
la recurrencia en partos de las cerdas. La cerda C2515 no presentó eventos como
servicios repetidos ni abortos, por lo que es la cerda que tuvo 6 partos en el menor
tiempo (834 días) y más cerca al valor objetivo (líneas punteadas). La cerda C0712
2.3. Productividad: Número de partos por unidad de tiempo 29
presentó un aborto a los 22 días de la primera gestación, posterior a su recuperación,
tuvo otro servicio al día 43 y no volvió a presentar eventos de fallas reproductivas,
logró los 6 partos a los 886 días. La cerda C0376 presentó dos repeticiones de servicios,
lo que generó que lograra el sexto parto a los 858 días. La cerda C0247 presentó varios
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Figura 2.2: Diferencias en la recurrencia en partos en cuatro cerdas.
En la cerda C0247 se debió incurrir en costos de mantenimiento por 73 días
más que en la cerda C2515, mientras que su productividad en número de partos
fue igual. Según cifras de PorkColombia (2019) el costo aproximado de un día de
permanencia de la cerda en la granja es de $6,937, lo que implica un costo adicional
de mantenimiento para la cerda C0247 de $506,401.
Existen unos límites fisiológicos del tiempo mínimo que debe transcurrir entre cada
parto (en este caso 142 días), estos límites se consideran el tiempo óptimo alcanzable
entre partos (Tabla 2.1), a medida que la tasa de recurrencia en los partos de las cerdas
se acerque más a este límite se obtiene una mayor productividad de las cerdas por uni-
dad de tiempo, implícitamente, se logra una mayor rentabilidad del sistema productivo.
Con el objetivo de analizar la productividad de las cerdas en el número de partos,
se realizó un análisis de recurrencia de este evento, se utilizó información de 5015
partos de 1179 cerdas. Se definió el punto de inicio como el día del primer servicio
y se registró el día en que cada cerda tuvo partos. Para el ajuste de la MCF no
paramétrica se utilizó el paquete reda (Wang, Fu y Yan, 2019).
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En la Figura 2.3 se presenta el gráfico de eventos para una muestra de cerdas.
Se observa que la mayoría de las cerdas tienen los partos cerca a los días esperados
(líneas punteadas) y algunas cerdas tienen los partos en días alejados de este valor,
también se presentan cerdas que son descartadas antes de 6 partos, incluso algunas






































Figura 2.3: Gráfico de eventos para una muestra de cerdas
En condiciones óptimas de producción se espera que el primer parto ocurra
a los 115 días después del primer servicio (duración de la gestación), de ahí en
adelante se espera que los partos ocurran cada 142 días aproximadamente; 21 días
de lactancia, 6 días desde el destete al próximo servicio y 115 días de la siguiente
gestación. En la Tabla 2.1 se presentan los días esperados a cada parto y la estadís-
tica descriptiva de los días reales a los que presentaron los partos las hembras evaluadas.






Stdr. Minimo Q25 Mediana Q75 Máximo
1 115 1125 116.3 6.1 110 115 115.0 116 198
2 257 953 261.2 12.1 250 255 256.0 260 339
3 399 842 403.2 15.2 387 395 397.0 404 521
4 541 697 544.8 16.5 526 535 537.0 550 662
5 683 585 685.7 17.3 663 675 677.0 694 776
6 825 471 826.7 17.7 807 815 818.0 836 911
7 967 268 965.8 15.9 946 955 958.0 975 1021
8 1109 74 1104.0 14.5 1086 1095 1097.5 1113 1148
2.3. Productividad: Número de partos por unidad de tiempo 31
En la Tabla 2.1 se observa que la media y la mediana de los días a los que ocurre
cada parto fue muy cercana a los valores esperados, incluso la mediana es menor
en la mayoría de los casos. El cuantil 75%, incluso es muy cercano a estos valores
esperados de días a cada parto, indicando que la mayoría de cerdas de la granja
tienen el potencial para lograr resultados óptimos. Sin embargo, en cada parto se ob-
servan cerdas que se alejan mucho de estos valores hacia valores superiores (Figura 2.4).
Parto 4 Parto 5 Parto 6
Parto 1 Parto 2 Parto 3
535 555 575 595 615 635 655 675 695 715 735 755 775 815 835 855 875 895 915
115 135 155 175 195 255 275 295 315 335 395 415 435 455 475 495 515
Días
Figura 2.4: Boxplot para los días en que se alcanza cada número de
parto.
La gran mayoría de las cerdas alcanza el primer parto cerca a los 115 días, a partir
del segundo parto se observa un aumento en la variabilidad de los días requeridos
para alcanzar un parto específico, esta variabilidad se da especialmente hacía valores
superiores. Este retraso en el tiempo se da principalmente por fallas reproductivas
de las cerdas, tales como abortos, repetición de celos, anestro, entre otras. Muchas
de estas cerdas terminan siendo descartadas rápidamente, de tal modo que este ti-
po de problemas genera la mayor cantidad de cerdas descartadas por causas indeseables.
Las hembras que no logran el número de partos deseado o que se demoran
mucho tiempo en lograrlo (por ejemplo las cerdas C0180 y C0891 en la Figura 2.3),
suponen una disminución en la rentabilidad de la granja debido a la limitación para
amortizar el valor de la inversión en la cerda o por los mayores costos de mantenimiento.
En la Figura 2.5 se presenta la MCF para el número de partos comparada con los
valores esperados, el gráfico de la derecha representa el área sombreada en el gráfico
de la izquierda. A pesar de que los valores medianos mostrados en la Tabla 2.1 son
similares a los esperados, la proporción de cerdas que se aleja de los valores ideales
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hace que la MCF de partos se ubique por debajo de los valores esperados, lo que
implica una pérdida del potencial productivo y económico de la granja al mantener




























Figura 2.5: MCF para el número de partos comparado con los valores
meta de la granja.
Se espera que el sexto parto sea alcanzado por las cerdas alrededor del día 825
después del primer servicio, con la estimación no paramétrica de la MCF presentada
en la Figura 2.5, el sexto parto se está alcanzando entre los 856 y 866 días, por lo
tanto la granja está presentando una ineficiencia de productividad y de sobrecostos de
mantenimiento de cerdas por más tiempo.
Previamente se discutió sobre el costo que implica el mantenimiento de una cerda
por más días en la granja ($6,937 por cerda por día), adicionalmente, se ha mencionado
sobre la importancia técnico-económica de que la cerda alcance al menos 6 partos
antes del descarte. Con la estimación de la MCF se ha evidenciado que en la granja se
está perdiendo potencial productivo y económico dado que no se están alcanzando los
partos en el tiempo óptimo, a esto se suma que una alta proporción (41%) de cer-
das fue descartada antes de cumplir en la granja los días requeridos para logar 6 partos.
La identificación de las características que se asocian con causas de descarte
temprano de las cerdas puede ayudar a que la MCF de partos en la granja se acerque
más al valor esperado y de este modo mejorar la rentabilidad de la granja mediante la
reducción del número de días improductivos y haciendo que las cerdas logren una
mayor cantidad de partos en el menor tiempo posible.
Por otro lado, llevar una hembra de reemplazo desde el nacimiento hasta el primer
servicio puede costar alrededor de 1.4 millones de pesos (PorkColombia, 2019), la
identificación de variables asociadas a mayor probabilidad de descarte y que sean
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medidas en edades tempranas de la cerda de reemplazo ayudará a disminuir la inversión
realizada en cerdas que tienen poca probabilidad de ser rentables y se destinen los recur-
sos económicos de la granja hacía la producción de cerdas con alto potencial productivo.
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3.1. Descripción de la base de datos.
Con los registros productivos de una granja de cría comercial de cerdos, se
construyó una base de datos donde se registró la información de 1811 cerdas que
tuvieron su primer servicio (activación) durante el periodo comprendido entre el 31
dic. 2013 y el 22 jun. 2018.
De cada una de estas cerdas se recuperó la información disponible desde su
nacimiento hasta el primer servicio, se identificó la causa y fecha de descarte, así
como la información de los partos que tuvo entre el primer servicio y el descarte. Esta
base de datos se utilizó para ajustar diferentes modelos con el objetivo de estimar el
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impacto de factores de la vida temprana de la cerda sobre la causa de descarte en la
vida adulta. Las variables analizadas fueron:
1. id.cerda: identificación única de la cerda.
2. peso.nacimiento: peso al nacimiento en gramos.
3. edad.destete: edad en días a la que fue destetada la cerda.
4. peso.destete: peso al destete en kg.
5. edad.pc: edad de terminación de la etapa de precebo de la cerda.
6. peso.pc: peso en kg al finalizar la etapa de precebo.
7. edad.sel: edad al momento de la evaluación de hembras para clasificarlas como
hembras de reemplazo. Este momento se conoce como selección.
8. peso.sel: peso en kg al momento de la selección.
9. edad.170: cerca al día 170 se realiza un control de peso de las hembras de
reemplazo. Por condiciones de logística de la granja el control no se realiza el
día exacto en que la cerda cumple 170 días de edad. Esta variable indica la edad
de la cerda al momento de este control.
10. peso.170: peso en kg de la cerda al control del día 170.
11. edad.185: cerca del día 185 de edad se realiza un segundo control de peso. Esta
variable indica el peso en kg en este segundo control de peso.
12. peso.185: peso en kg de la cerda en el control del día 185.
13. edad.pubertad: edad en la que la cerda presentó su primer estro o celo. Se
considera como el inicio de la pubertad de la cerda.
14. edad.celo2: edad a la que la cerda presentó su segundo estro o celo.
15. edad.celo3: edad a la que la cerda presentó su tercer estro o celo.
16. dias.pub.serv: días transcurridos entre la presentación de la pubertad y el
primer servicio.
17. fecha.serv: fecha del primer servicio o activación de la cerda.
18. edad.serv: edad en días al primer servicio.
19. peso.serv: peso en kg al primer servicio.
20. celos.serv: número de celos que presentó la cerda hasta el primer servicio. Es
el número de celos en el que se realizó el primer servicio.
21. ciclo.salida: ciclo reproductivo que estaba cursando la cerda al momento del
descarte/muerte.
22. fecha.salida: fecha en que la cerda salió del sistema productivo por cualquier
causa. Las cerdas que no tienen valor en esta variable, estaban en producción al
momento del corte de la toma de datos.
23. causa.salida: clasificación de la causa por la que se tomó la decisión de descartar
la cerda.
Edad: cerdas que fueron descartadas por haber cumplido con la meta de 6
o más ciclos productivos.
Reproductiva: cerdas que fueron descartadas por problemas de tipo repro-
ductivo como presentación de abortos, anestro, repetición de servicios, no
quedan gestantes, infecciones o enfermedades del tracto reproductivo.
Productividad: cerdas que fueron descartadas por causas relacionadas con
baja producción de lechones y baja cantidad de pezones funcionales para
36 Capítulo 3. Identificación de factores asociados al descarte de cerdas
amamantar lechones.
Otras: Cerdas que fueron descartadas por causas diferentes a las presentadas
anteriormente.
24. tipo.salida: descripción del tipo de salida de la hembra: Descarte, Muerte. Si
la hembra no fue descartada ni muerta hasta la fecha de corte se clasificaron
como Activas (censura a derecha).
25. ultimo.ciclo: ciclo reproductivo que estaba cursando la cerda al momento del
descarte/muerte y al momento de la fecha de corte para las hembras activas.
26. ultimo.evento: último evento registrado para la cerda a la fecha de corte.
27. fecha.ultimo.evento: fecha del último evento registrado.
28. dias.ultimo.evento: días desde el primer servicio (activación) hasta el ultimo
evento registrado..
29. censura: variable indicadora de censura/falla en el modelo de Cox, Falla = 1,
Censura = 0.
Se consideró el día del primer servicio como el momento de inicio del perio-
do de observación (t = 0), a partir de este momento se definió el tiempo como
el número de días transcurridos hasta la presentación del evento de interés o la censura.
3.2. Análisis descriptivo.
En la Tabla 3.1 se presenta el promedio y la desviación estándar para las variables
predictoras por cada causa de descarte de las cerdas y para las que son consideradas
como censura: muertes y activas, estas últimas son aquellas cerdas que al momento de
la toma de la información aún estaban en producción dentro de la granja.
Las edades al destete, precebo, selección, controles de 170 y 185 días dependen de
condiciones de manejo de la granja y de puntos de control preestablecidos, por lo que no
se observan diferencias aparentes entre causas de descarte en estas variables. El destete
se realiza a las 3 semanas de vida, el precebo tiene una duración de 7 semanas, por lo
que se espera que las cerdas finalicen esta etapa alrededor de los 70 días de edad (10
semanas). La selección de las hembras de reemplazo se realizó cerca del día 112 de edad.
Las hembras descartadas por edad presentaron un peso promedio menor al
nacimiento y mayor al destete, también fueron las cerdas que presentaron la pubertad
más jóvenes respecto a los otros tres grupos de cerdas por causa de descarte.
De 1811 cerdas evaluadas, 1017 fueron descartadas, 162 murieron y las 632
restantes estaban en producción en la granja a la fecha de corte de toma de los datos.
De las cerdas descartadas, el 47.1% lo fueron por edad, la cual es la causa de
descarte programada y deseable. El 27.4% fueron descartadas por causas de tipo re-
productivas, ésta, además de ser la principal causa no deseable de descarte, se presentó
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Tabla 3.1: Estadística descriptiva, x (s), para las variables evaluadas a
las hembras de reemplazo.
Causa de Descarte Censura
Variable Edad Reproductiva Productividad Otra Activa Muerte
Número de Cerdas 479 279 197 62 632 162
Información al Descarte o Censura
Ciclos 6.72 (0.72) 2.5 (1.42) 3.65 (1.22) 2.34 (1.35) 3.85 (1.76) 3.01 (1.7)
Días 950.86 (106.8) 308.66 (201.21) 527.12 (173.45) 352.42 (195.58) 434.59 (243.92) 405.51 (240.01)
Nacimiento
Peso 1327.6 (262.57) 1468.24 (267.25) 1405.84 (287.37) 1476.74 (328.17) 1522.65 (278.73) 1432.68 (314.38)
Destete
Edad 20.96 (1.31) 20.64 (1.23) 20.68 (1.16) 20.67 (0.81) 20.47 (0.86) 20.72 (1.03)
Peso 6.76 (1.15) 6.21 (1.12) 6.23 (1.09) 6.13 (0.96) 5.92 (0.9) 6.43 (1.04)
Precebo
Edad 70.12 (1.28) 70.18 (1.51) 70.12 (1.22) 70.27 (1.85) 69.93 (1.17) 70.28 (1.51)
Peso 33.27 (3.88) 32.62 (4.05) 33.23 (3.78) 32.87 (3.65) 31.52 (3.81) 33.07 (3.79)
Selección
Edad 113.12 (5.55) 118.97 (16.61) 114.3 (9.35) 115.47 (13.5) 134.35 (24.07) 117.02 (13.55)
Peso 70.79 (6.95) 74.6 (14.97) 71.76 (9.68) 70.63 (12.27) 86.73 (21.39) 73.65 (12.33)
Control 170 días
Edad 170.07 (1.49) 170.39 (1.74) 170.07 (1.52) 170.02 (1.63) 170.58 (1.83) 170.45 (1.61)
Peso 120.67 (7.39) 120.65 (7.81) 121.6 (7.86) 119.18 (7.51) 119.65 (7.57) 121.01 (7.66)
Control 185 días
Edad 184.55 (1.62) 185.04 (1.79) 184.8 (1.93) 184.77 (2.3) 185.24 (1.92) 184.94 (1.71)
Peso 128.88 (6.39) 128.68 (6.89) 129.5 (6.62) 128.17 (5.88) 128.03 (6.38) 129.6 (6.69)
Pubertad
Edad Pubertad 156.19 (11.89) 164.39 (14.1) 160.22 (13.8) 163.35 (17.09) 169.93 (12.1) 163.23 (14.49)
Edad Celo 2 179.5 (13.94) 189.37 (15.67) 184.41 (16.77) 186.85 (18.39) 195.66 (14.04) 186.95 (16.6)
Edad Celo 3 201.99 (13.3) 209.4 (14.08) 205.07 (15.28) 207.02 (16.05) 214.82 (11.41) 206.1 (12.67)
Servicio
Edad 217.4 (9.31) 220.87 (10.67) 218.37 (10.66) 219.95 (11.16) 223.19 (8.59) 219.97 (11.44)
Peso 154.76 (8.48) 157.78 (8.46) 157.13 (9.75) 155.37 (8.63) 160.36 (8.02) 157.8 (9.24)
Celos al servicio 3.54 (0.74) 3.27 (0.76) 3.31 (0.82) 3.31 (0.74) 3.18 (0.66) 3.28 (0.76)
Días Pubert.-Serv. 61.21 (13.83) 56.48 (16.54) 58.15 (16.17) 56.6 (15.28) 53.26 (13.4) 56.74 (16.33)
principalmente en cerdas con poco tiempo en producción, de tal modo que las cerdas
descartadas por esta causa solo lograron en promedio 2.5 ciclos productivos (Tabla 3.1).
Las cerdas descartadas por edad lograron en promedio 6.72 ciclos productivos
con una media de 950.86 días de permanencia desde el primer servicio. De las cerdas
descartadas por causas no deseables, las descartadas por productividad son las que
mayor cantidad promedio de ciclos productivos lograron (Tabla 3.1), alcanzando solo
3.65 ciclos, lo cual implica una productividad mucho menor de la esperada.
En la Tabla 3.1 se muestra que las cerdas que fueron descartadas por causas
reproductivas salieron del sistema con menos de tres partos logrados, adicionalmente,
este tipo de causa está asociada a eventos que aumentan el tiempo entre partos tales
como abortos, repetición de servicios, cerdas que no quedan gestantes y cerdas con un
periodo de destete a servicio muy largo, por lo que el tiempo entre partos de estas
cerdas es más largo.
El 45% de las cerdas fue descartada entre 0 y 4 partos, lo que supone que esta
alta proporción de cerdas está generando una baja tasa de retorno, o incluso una tasa
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de retorno negativa, sobre la inversión (Sasaki, McTaggart y Koketsu, 2012). El 10%
de las cerdas fue descartada con 5 partos, la cual se considera una paridad aceptable
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Figura 3.1: Hembras descartadas por número de partos logrados
Los modelos ajustados para la identificación de factores asociados al descarte
de cerdas se clasificaron en dos categorías. La primera clase de modelos es aquella
donde la variable de respuesta se define como dicotómica, en estos modelos la
variable de respuesta se definió en términos de si la cerda fue descartada por causas
diferentes a la edad o por edad. La segunda clase de modelo ajustado fueron donde
la variable de respuesta se clasificó en tres categorías: edad, reproductivas y productivas.
3.3. Modelos con variable de respuesta dicótoma
3.3.1. Modelo de Cox
Con el objetivo de evaluar si las variables de edad y peso que se miden en diferentes
momentos de la vida de una cerda de reemplazo tienen efecto sobre el riesgo de ser
descartada por razones diferentes a la edad durante la etapa de hembra en producción,
se utilizó la información de las cerdas durante la etapa de hembra de reemplazo desde
el nacimiento hasta el servicio (Tabla 3.1) como variables explicativas de la tasa de
supervivencia de las cerdas en un ajuste del modelo de Cox.
De la base de datos se filtraron las cerdas que no tenían datos faltantes en las
variables presentadas en la Tabla 3.1, 896 cerdas tenían esta información completa, de
estas 281 (31%) fueron censuradas.
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Para el ajuste del modelo de Cox se utilizó el paquete survival (Therneau, 2020)
del programa estadístico R (R Core Team, 2020). Se definió el evento de interés como
el descarte de cerdas por causas diferentes de la edad, de este modo, se considera
censura a derecha los eventos en que las cerdas murieron, las cerdas que al momento
del corte en la toma de los datos aún estaban en la granja y las cerdas cuya causa de
descarte fue la edad.
El momento del primer servicio es cuando una cerda pasa de la etapa de hembra
de reemplazo a hembra en producción, por tanto este momento se definió como el
punto de partida para la medición del tiempo. La variable tiempo fue definida como
los días transcurridos entre el primer servicio y el momento del descarte.
Inicialmente se ajustó un modelo donde se incluyeron todas las variables desde
el nacimiento hasta el servicio. Se aplicó un procedimiento de selección de variables
stepwise (Fu y Hu, 2017) para definir las variables en el modelo final, se forzó la
inclusión de la variable peso a la selección (peso.sel) debido a que en la granja esta
variable se considera un punto crítico en la selección de hembras de reemplazo. En la
Tabla 3.2 se presentan los parámetros ajustados en el modelo de Cox para los días
desde el primer servicio hasta el descarte en función de las variables peso al nacimiento
(peso.nacimiento), peso al destete (peso.destete), peso a la selección (peso.sel)
y peso a los 170 días (peso.170).
Tabla 3.2: Parámetros estimados para el modelo de Cox.
Variable β̂ exp(β̂) se(β̂) Valor P LI 95%exp(β̂)
LS 95%
exp(β̂)
peso.nacimiento 0.0007 1.0007 0.0002 0.0012 1.0003 1.0012
peso.destete -0.1937 0.8239 0.0585 0.0009 0.7346 0.9239
peso.170 0.0291 1.0295 0.0112 0.0096 1.0071 1.0524
peso.sel -0.0184 0.9818 0.0145 0.2040 0.9544 1.0100
Las variables peso al nacimiento, peso al destete y peso a los 170 días, fueron
estadísticamente significativas a un nivel de significancia α = 0.05 (Valor P< 0.05),
por lo que se rechaza la hipótesis nula del test de Wald de que el valor correspondiente
de β a cada una de estas variables es cero, la variable peso a la selección no tiene
significancia estadística, en este caso se concluye que el peso a la selección no genera
cambios en la supervivencia esperada de las cerdas.
En (3.1) se presenta la ecuación del modelo de Cox ajustado. Esta ecuación
da una estimación del riesgo al tiempo t para un individuo con valores conocidos
de las variables peso.nacimiento, peso.destete, peso.170 y peso.sel; ĥ0(t)
corresponde al valor base del hazard, corresponde al valor del hazard cuando todas las
variables predictoras toman el valor cero y es una función inespecífica (ver Sección 1.3).
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Si se tienen dos individuos con valores conocidos de estas variables, dígase:
X1 = (peso.nacimiento1, peso.destete1, peso.1701, peso.sel1)
X2 = (peso.nacimiento2, peso.destete2, peso.1702, peso.sel2)
Puede estimarse el riesgo relativo de descarte por causas diferenteas a la edad de estos




− 0.1937(peso.destete1 − peso.destete2)
+ 0.0291(peso.1701 − peso.1702)
− 0.0184(peso.sel1 − peso.sel2)
]
(3.2)
Se tiene que ĤR se interpreta como el efecto multiplicativo de cada variable sobre
el hazard, en la Tabla 3.2 se observa entonces que por cada gramo de aumento
en el peso al nacimiento, cuando las otras variables permanecen constantes, con
un intervalo de confianza del 95%, el hazard de que una cerda sea descartada
aumenta entre el 0.03% y el 0.12%. El valor de β̂ asociado a la variable peso
al destete tiene signo negativo, indicando que el aumento en los valores de
esta variable tiene un efecto “protector” sobre el riesgo de que una cerda sea
descartada por causas diferentes a la edad, en este caso, por cada unidad de
aumento en el peso al destete se reduce el hazard de que la cerda sea descartada
por causas diferentes de la edad entre el 7.61% y el 26.54%, con una confianza del 95%.
En la Figura 3.2 se presentan los valores de ĤR y sus intervalos de confianza del




















Figura 3.2: Efecto multiplicativo en la razón de riesgo de las variables
ajustadas en el modelo de Cox.
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El modelo de Cox asume que el riesgo es proporcional a través del tiempo, para la
validación de este supuesto se utilizó el método descrito por Grambsch y Therneau
(1994) (Figura 3.3) y que está implementado en la función cox.zph del paquete
survival. Este método estima el coeficiente dependiente del tiempo β(t) para cada
variable en el modelo, si se cumple el supuesto de proporcionalidad la función del







































Peso a los 170 días
Figura 3.3: Gráficos de residuales Schoenfeld para cada variable versus
tiempo de supervivencia.
Para las cuatro variables en el modelo se observa que el valor del coeficiente β(t)
tiende a ser horizontal a lo largo del tiempo de evaluación, no se observan alejamientos
sistemáticos de la línea horizontal, por lo que puede considerarse que se cumple
el supuesto de proporcionalidad en el hazard a través del tiempo (Fox y Weisberg, 2011).
3.3.2. Regresión logística
Para el análisis de los datos mediante el modelo de regresión logística, se utilizó
la información de las cerdas que fueron descartadas y no tenían datos faltantes
en las variables peso.nacimiento, peso.destete, peso.170 y edad.pubertad,
692 cerdas cumplieron estas condiciones. En este caso se ignoró la información
de las cerdas muertas y las que aún estaban en producción al corte de la toma de datos.
Como variable de respuesta se definió una variable dicótoma descarte con el valor 1
si la cerda fue descartada por una causa diferente de edad y 0 si la cerda fue descartada
por edad, de este modo la definición de la variable de respuesta en este modelo tiene los
mismos valores de la variable censura en el modelo de Cox desarrollado anteriormente.
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La selección de variables en el modelo se hizo mediante el método backward donde
se incluyeron todas las variables en el modelo inicial, se fueron eliminando variables
del modelo por mayor valor-P . Las variables incluidas en el modelo final fueron
peso.nacimiento, peso.destete, peso.170 y edad.pubertad. En la tabla 3.3 se pre-
sentan los resultados del modelo ajustado y en (3.3) se presenta la ecuación del modelo.
Tabla 3.3: Parámetros estimados para el modelo de regresión logística.
Variable β Estimado exp[β̂] Error Stdr. Valor P
Intercepto -6.5865 0.0014 1.8694 <0.001
peso.nacimiento 0.0019 1.0019 0.0003 <0.001
peso.destete -0.5173 0.5961 0.0800 <0.001
peso.170 0.0198 1.0200 0.0122 0.1034






= −6.5865 + 0.0019(peso.nacimiento)− 0.5173(peso.destete)
+ 0.0198(peso.170) + 0.0308(edad.pubertad) (3.3)
donde, π̂ es la probabilidad de descarte por razones distintas a la edad.
El peso al nacimiento y la edad a la pubertad tuvieron el efecto de aumentar el
odds de que le cerda sea descartada por causas diferentes de la edad. Al aumentar
un gramo del peso al nacimiento el odds de que la cerda sea descartada aumenta
en un 0.19% y por cada día de aumento en la edad a la pubertad el odds de
descarte incrementa en un 3.12%. El peso al destete tiene el efecto contrario, por
cada kilogramo de aumento en el peso al destete el odds de descarte disminuye 40.39%.
Se realizó un diagnóstico del modelo mediante método gráfico reportado en Fowlkes
(1987) para verificar la linealidad de las variables predictoras con el valor de la
transformación logit (ver Figura 3.4). Se observa que la tendencia en todas las variables
predictoras estimada por el método conocido como Locally Weighted Scatterplot
Smoothing (LOESS) (Cleveland, 1979) es similar a la tendencia lineal, por esto se
asume que el modelo cumple este supuesto.
Se construyó una tabla de clasificación (matriz de confusión) que consiste en una
validación cruzada de la cantidad de cerdas por su clasificación real en la variable de
respuesta versus las probabilidades estimadas en el modelo logístico. Para obtener
una predicción del valor de respuesta se debe definir un valor c como punto de corte,
el valor de probabilidad obtenido con el modelo se compara con este valor c y si es
mayor se clasifica la predicción como 1, si es menor se clasifica como 0. Es común
usar c = 0.5 (Hosmer y Lemeshow, 2000). Se utilizó la librería InformationValue
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peso.170 edad.pubertad
peso.nacimiento peso.destete



































Figura 3.4: Diagnóstico de linealidad de las variables predictoras con el
valor logit.
(Prabhakaran, 2016) para determinar el punto óptimo de corte y las evaluaciones del
modelo. Se calculó el valor c = 0.61.
Tabla 3.4: Matriz de confusión del modelo de regresión logística.
Causa de Descarte
Observada
Predicho Edad = 0 Otra = 1 Total
Edad = 0 289 184 473
Otra = 1 49 170 219
Total 338 354 692
Correctos (%) 85.5 48.02 66.33















en la Tabla 3.4 se presenta la tabla de clasificación de los resultados del modelo logístico.
La sensibilidad y especificidad se basan en un único punto de corte para clasificar
el resultado. Una descripción más completa de la precisión de la clasificación es dada
por el área bajo la curva ROC (Receiver Operating Characteristic Curve) (Hosmer
y Lemeshow, 2000). Se gráfica la probabilidad de detectar verdaderos positivos
(Sensibilidad) y la probabilidad de detectar falsos positivos (1− Especificidad) para
un rango de posibles puntos de corte, esto provee una medida de la habilidad del
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modelo para discriminar entre los individuos que tienen la característica de interés y
los que no la tienen.
Como regla general, si el área bajo la curva ROC = 0.5 el modelo no tiene poder
discriminante, si 0.7 ≤ ROC < 0.8 el modelo tiene una capacidad discriminante
aceptable, si ROC ≥ 0.8 se considera el modelo con buena capacidad discriminante
(Hosmer y Lemeshow, 2000). En la Figura 3.5 se presenta la curva ROC para el
modelo ajustado, se obtuvo un área bajo la curva ROC = 0.7136, por lo que se






















Figura 3.5: Área bajo la curva ROC para el modelo de regresión logística
ajustado.
En el ajuste de este modelo se observaron algunos problemas de multicolinealidad
entre las variables del modelo final, sin embargo y teniendo en cuenta que el objetivo
principal del ajuste de este modelo es identificar las variables determinantes en
el descarte de las cerdas por razones distintas a la edad, se dejará el conjunto de
variables significativas a fin de realizar la comparación de los conjuntos de variables
identificadas en otros modelos.
3.3.3. Bosques aleatorios con respuesta dicótoma.
Para el ajuste del modelo de bosques aleatorios se utilizó la librería randomForest
(Breiman, 2001) del paquete estadístico R (R Core Team, 2020). El ajuste y selección
de hiperparámetros del modelo se realizó utilizando la función tuneRF() de este
mismo paquete. Se ejecutó el modelo con todas las combinaciones posibles de los
argumentos de la función tuneRF(): mtry (número de variables aleatorias por árbol),
nodesize (número de nodos por árbol) y sampsize (tamaño de la muestra aleatoria
por árbol).
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Para el ajuste se seleccionaron las cerdas que fueron descartadas y que tuvie-
ron la información completa en las variables peso.nacimiento, peso.destete,
peso.pc, peso.sel, peso.170, peso.185, peso.serv, celos.serv, edad.serv,
edad.pubertad, edad.destete, edad.pc y edad.sel.
En total 685 cerdas cumplieron esta condición. Esta base de datos fue dividida
aleatoriamente en dos partes, una base de datos de entrenamiento del modelo y otra
base de datos de evaluación. Para el entrenamiento del modelo se utilizó el 80% de
los datos y el restante 20% se utilizó en la base de datos de evaluación, la selección de
estas bases de datos fue aleatoria.
Se ajustó un modelo de bosques aleatorios con variable de respuesta dicotómica
donde la variable de respuesta se clasificó como 1 si la cerda fue descartada por causas
diferentes de la edad (otra causa) y 0 si fue descartada por edad.
En la Tabla 3.5 se presentan los resultados de predicción del modelo de bosques
aleatorios con variable de respuesta dicótoma en el conjunto de datos de evaluación
(20%). La exactitud del modelo fue 64.96%, lo que implica un error de clasificación
general del modelo considerablemente alto de 35.04%, este resultado se discutirá en
la Sección 3.3.4. El error de clasificación para la categoría Edad fue de 38.89% y el
error de clasificación para la categoría Otra fue 30.77%, siendo similar el error de
clasificación en ambas categorías.
Tabla 3.5: Valores predichos del modelo de bosques aleatorios versus
causa real de descarte de forma dicótoma en el subconjunto de datos de
evaluación.
Causa de Descarte Observada
Predicho Edad Otra Total
Edad 44 20 64
Otra 28 45 73
Total 72 65 137
Correctos (%) 61.11 69.23 64.96
En la Figura 3.6 se presenta la clasificación de importancia de las variables
de acuerdo al índice Gini (Hastie, Tibshirani y Friedman, 2009). Las variables
de mayor importancia, y que por lo tanto aparecen en la raíz de los árboles,
fueron edad.pubertad, peso.nacimiento y peso.destete, luego aparecen con
un nivel de importancia media las variables peso.serv, peso.170, edad.serv,
peso.pc, peso.sel y peso.185. Las variables de menor importancia, aparece en
las hojas de los árboles, son edad.pc, edad.destete, edad.sel y celos.serv.
Este resultado para la variable edad a la pubertad concuerda con lo reportado en
Roongsitthichai, Cheuchuchart, Chatwijitkul, Chantarothai y Tummaruk (2013),
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donde se reportó que la edad a la pubertad tiene un efecto significativo sobre la
posibilidad de descarte al primer parto. En la literatura revisada no se encontró
información sobre la relación entre peso al nacimiento al destete con la longevidad de
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Figura 3.6: Gráfico de importancia de las variables en el modelo de
bosques aleatorios con variable de respuesta dictotóma
3.3.4. Comparación de modelos con variable de respuesta di-
cótoma.
De 19 variables que se tenían inicialmente de las hembras de reemplazo (Tabla
3.1), 13 fueron incluidas en al menos uno de los modelos evaluados con variable de
respuesta dicotómica (Tabla 3.6). El peso al nacimiento (peso.nacimiento) y el peso
al destete (peso.destete) resultaron significativas en los modelos de Cox y regresión
logística, además de tener alta importancia en el modelo de bosques aleatorios. El peso
a la selección (peso.sel) no fue significativa en el modelo de Cox y fue de mediana
importancia en el modelo de bosques aleatorios.
La edad a la pubertad fue una variable significativa en el modelo de regresión
logística y de importancia alta en el modelo de bosques aleatorios. De las 13 variables
evaluadas en los modelos, la única variable relacionada con la edad de los animales
que resultó significativa o importante fue la edad a la pubertad, las demás variables
importantes están relacionadas con el peso de los animales, indicando que se debe
controlar el crecimiento de los animales y procurar que estos tengan la pubertad lo
más jóvenes posible. En la Sección 3.5 se discute sobre las variables relacionadas con
la edad de las cerdas.
La variable peso.nacimiento fue significativa en los tres modelos con variable de
respuesta dicotómica. En el modelo de Cox cada aumento de una unidad (gramo)
del peso al nacimiento genera aumento del 0.07% en el hazard, lo que se traduce en
un aumento de la probabilidad de descarte por causas diferentes a la edad (Figura
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Tabla 3.6: Variables seleccionadas en cada uno de los modelos con
variable de respuesta dicotómica
Variable Modelo de Cox Regresión Logística Bosques Aleatorios
peso.nacimiento l l l
edad.destete •











Modelos de Cox y Logístico: l Variables significativas; • Variables no significativas (α = 0.05)
Modelos de bosques aleatorios: l Variables de alta importancia;  Variables de importancia media; • Variables
de importancia baja
3.7). En el modelo logístico el aumento del peso al nacimiento tiene un efecto de
aumentar en un 0.19% el odds de que la cerda sea descartada por causas diferentes
de la edad, el mismo riesgo se observó en el modelo de bosques aleatorios donde
la probabilidad de descarte por otras causas aumenta al aumentar el peso al nacimiento.
En la Figura 3.7 se muestran los valores esperados de la variable de respuesta en
cada uno de los modelos evaluados para cerdas con diferentes pesos al nacimiento. En
cada modelo los valores de las otras variables se mantuvieron constantes e iguales a
la mediana. En el modelo de Cox la probabilidad de falla (% de cerdas descartadas)
aumenta a medida que aumenta el peso al nacimiento. Se graficó la probabilidad
estimada de falla al día 861 de cerdas con diferentes pesos al nacimiento, se seleccionó el
día 861 porque es el día en que de acuerdo a la MCF las cerdas alcanzan el sexto parto.
En el modelo de regresión logística, la probabilidad de que la cerda sea descartada
por causas diferentes de edad aumenta a medida que aumenta el peso al nacimiento,
este mismo comportamiento se observa en el modelo de bosques aleatorios.
En el modelo de regresión logística la probabilidad de descarte por causas
diferentes a la edad aumenta de forma constante y creciente a medida que aumenta
el peso al nacimiento, en pesos al nacimiento cercanos 800 gramos se tiene una
probabilidad de descarte por causas diferentes de edad de 0.31, esta probabilidad
aumenta a 0.82 cuando el peso al nacimiento es de 2000 gramos. En el modelo
de bosques aleatorios estas probabilidades son de 0.28 y 0.84 para pesos al
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Figura 3.7: Efecto del estimado del peso al nacimiento en los modelos
con variable de respuesta dicotómica.
nacimiento de 800 y 2000 gramos, respectivamente. En el modelo de bosques
aleatorios la probabilidad de descarte por causas diferentes de la edad es relativamen-
te constante hasta cerca de los 1100 gramos, a partir de este peso aumenta rápidamente.
El peso al destete fue otra variable que fue significativa o importante en los tres
modelos. En la figura 3.8 se muestran los valores ajustados para cerdas con diferentes
pesos al destete, manteniendo las otras variables de cada modelo constantes e iguales
a la mediana. Las cerdas con mayor peso al destete se estima que tienen una menor
probabilidad de fallar, del mismo modo, a medida que aumenta el peso al destete la
probabilidad de que una cerda sea descartada disminuye, esta tendencia es similar
en los tres modelos presentados. Para pesos al destete inferiores a 6 kilos se dan
pocos cambios en las probabilidades de descarte, especialmente en las estimaciones
del modelo de bosques aleatorios, en el modelo de regresión logística la curva también
se observa con menor pendiente en este intervalo de peso al destete.
El peso al destete es una variable cuyos valores altos favorecen la supervivencia de
las cerdas en la etapa productiva, en el rango de valores de peso al destete estimado
se observan grandes cambios en las curvas de porcentaje de cerdas descartadas, del
mismo modo en el modelo de regresión logística la probabilidad estimada de descar-
te por causas diferentes de edad disminuyen rápidamente al aumentar el peso al destete.
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Figura 3.8: Efecto estimado del peso al destete en cada uno de los
modelos con variable de respuesta dicótoma.
La edad a la pubertad resultó significativa en el modelo de regresión logística,
además es la variable de mayor importancia en el modelo de bosques aleatorios, siendo
la única variable de edad que presentó estas características. En la regresión logística
hay un aumento importante en la probabilidad estimada de descarte por otras causas
a medida que aumenta la edad a la pubertad. En el modelo de bosques aleatorios la
edad a la pubertad, a pesar de ser una variable importante en el modelo, no genera
grandes cambios en la probabilidad de descarte.
En los modelos evaluados los efectos de las variables peso al nacimiento y peso al
destete presentaron alta significancia estadística, o importancia, además en los tres
modelos los efectos de cada una de estas variables fueron concordantes. De forma
general, el peso al nacimiento tiene un efecto negativo sobre la longevidad de las cerdas
y a medida que este aumenta, se aumenta la probabilidad de descarte por causas dife-
rentes a la edad. El peso al destete tienen un efecto protector sobre la supervivencia de
la cerda, esto es, disminuye la probabilidad de descarte por razones diferentes a la edad.
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Figura 3.9: Efecto estimado de la edad a la pubertad en los modelos
dicótomos donde se incluyó esta variable.
De los dos modelos de clasificación utilizados (regresión logística y bosques
aleatorios), el modelo que mejor resultado presentó en cuanto al procedimiento de
validación cruzada y capacidad de predicción fue el modelo de regresión logística con
un 33.67% de errores de clasificación, respecto a y 35.04% del modelo de bosques
aleatorios, sin embargo, esta diferencia no es importante.
En el caso del modelo de bosques aleatorios, la base de datos utilizada tenía datos
de 685 cerdas, de las cuales 548 fueron utilizadas para el entrenamiento del modelo.
Según Lesmeister (2015) los métodos basados en árboles de regresión funcionan mejor
en bases de datos grandes, es posible que la precisión del modelo se pueda mejorar
aumentando el tamaño de la muestra.
3.4. Modelos con variable de respuesta tricótoma
3.4.1. Regresión multinomial
Al igual que en el análisis de regresión logística, en el análisis multinomial se
utilizó la información de las cerdas que fueron descartadas, ignorando la información
de las cerdas muertas y activas al momento del corte.
Las causas de descarte de las cerdas fueron edad, productividad, reproductiva
u otra. Debido a que en el procedimiento de ajuste del modelo se presentaron
dificultades por el desbalance en la cantidad de individuos en cada una de estas cuatro
categorías, se agruparon las categorías Productividad y Otras en una nueva categoría,
en la Tabla 3.7 se presentan las cantidades de cerdas en cada categoría.
La variable de respuesta fue definida como la probabilidad de que una cerda sea
descartada por alguna de estas causas y las variables predictoras son las variables de
edad y peso que se miden en las hembras de reemplazo desde el nacimiento hasta el
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Tabla 3.7: Cantidad y porcentaje de cerdas descartadas por causa de
descarte en los datos filtrados para el modelo multinomial
Causa Descarte NúmeroCerdas Porcentaje Nueva Causa
Número
Cerdas Porcentaje
Edad 338 48.8 Edad 338 48.84
Reproductiva 185 26.7 Reproductiva 185 26.73
Productividad 132 19.1
Otra 37 5.3 Producción 169 24.43
Total 692 100.0 Total 692 100.00
servicio (Tabla 3.1) y que se han utilizado en los modelos descritos anteriormente.
Se ajustó el modelo multinomial utilizando el paquete nnet (Ripley y Venables,
2020). La selección de variables se realizó mediante un proceso de selección manual
eliminando variables menos significativas y buscando el mayor nivel posible de
concordancias en las predicciones. La variable peso.sel se mantuvo en el modelo
puesto que es una variable crítica en la granja para la selección de hembras
de reemplazo. Se obtuvo una muestra de la base de datos de 692 cerdas que
tenían la información completa y que se consideró una muestra representati-
va del total de cerdas de la evaluación. La causa de descarte de referencia fue
descarte por Edad. En la tabla 3.8 se muestran los resultados ajustados para el modelo.
Tabla 3.8: Parámetros estimados para el modelo de regresión multino-
mial.
Variable β Estimado exp[β̂] Error Stdr. Valor P
Producción
Intercepto -7.2047 0.0007 0.0004 <0.001
peso.nacimiento 0.0016 1.0016 0.0004 <0.001
peso.destete -0.5606 0.5709 0.1004 <0.001
peso.sel 0.0185 1.0186 0.0246 0.4526
peso.170 0.0188 1.0190 0.0151 0.2139
edad.pubertad 0.0270 1.0273 0.0057 <0.001
Reproductiva
Intercepto -7.3461 0.0006 0.0004 <0.001
peso.nacimiento 0.0022 1.0022 0.0004 <0.001
peso.destete -0.4413 0.6432 0.0976 <0.001
peso.sel -0.0432 0.9577 0.0237 0.0689
peso.170 0.0339 1.0345 0.0147 0.0214
edad.pubertad 0.0342 1.0348 0.0056 <0.001
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En (3.4) se muestra la ecuación ajustada para estimar el riesgo de descarte por
causas de producción respecto a edad. En (3.5) se muestra la ecuación ajustada para






= −7.2047 + 0.0016(peso.nacimiento)
− 0.5606(peso.destete) + 0.0185(peso.sel)






= −7.3461 + 0.0022(peso.nacimiento)
− 0.4413(peso.destete)− 0.0432(peso.sel)
+ 0.0339(peso.170) + 0.0342(edad.pubertad) (3.5)
El valor de exp[βkj] [ver (1.39)] se interpreta como el cambio esperado en
el riesgo relativo (Hilbe, 2009) de descarte de una cerda por la causa j
(j = 1 : Producción, j = 2 : Reproductiva) respecto al riesgo de descarte
debido a la edad. En la Figura 3.10 se presentan los intervalos de confianza
estimados para el riesgo de descarte por cada una de las variables incluidas en el mo-

























Causa Descarte Producción Reproductiva
Figura 3.10: Intervalos de confianza para el riesgo relativo de descarte
asociado a cada predictor de acuerdo a las causas de descarte productiva
y reproductiva respecto al descarte por edad.
Cada gramo de aumento del peso al nacimiento genera un aumento del 0.16% en
el riesgo relativo de descarte por causas de producción respecto a edad y un aumento
del 0.22% del riesgo relativo de descarte por causa reproductiva. El peso a los 170
días tiene efecto sobre el riesgo relativo de descarte por causa reproductiva, cada
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aumento en el peso a los 170 días genera un aumento del 3.45% en el riesgo relativo
de descarte por causa reproductiva; el peso a los 170 días no tiene efecto sobre el
riesgo relativo de descarte por causas de producción.
No todas las variables incluidas en el modelo tuvieron efecto significativo sobre la
probabilidad de descarte por cada causa respecto a la probabilidad de descarte por
edad. El peso al nacimiento y la edad a la pubertad tienen un efecto de aumentar el
riesgo de descarte por una causa diferente de la edad, es decir, el riesgo relativo de
descarte por una causa diferente de la edad aumenta a medida que aumenta cada una
de estas variables.
Para cada cerda evaluada se calcula la probabilidad de descarte por cada
una de las causas posibles mediante el procedimiento descrito en (1.35), se
considera como la causa predicha de descarte la de mayor probabilidad. En la
Tabla 3.9 se presenta los resultados de clasificación del modelo respecto a los
valores reales de causa de descarte. En general, bajo este sistema de clasificación,
el modelo tiene una capacidad muy baja de predicción puesto que solo tiene un
56.65% de aciertos. Para la causa de descarte por edad se tiene un alto porcen-
taje de aciertos, pero para las otras dos causas los porcentajes de acierto son muy bajos.
Tabla 3.9: Valores predichos del modelo versus causas reales de descarte
Causa de Descarte Observada
Predicho Edad Producción Reproductiva Total
Edad 298 104 100 502
Producción 14 25 16 55
Reproductiva 26 40 69 135
Total 338 169 185 692
Correctos (%) 88.17 14.79 37.30 56.65
3.4.2. Bosques aleatorios con respuesta tricótoma
Con la misma metodología y datos del modelo de bosques aleatorios con variable
dicótoma (Sección 3.3.3), se ajustó un modelo de bosques aleatorios donde la variable
de respuesta se definió como la causa de descarte descrita en el modelo multinomial,
por lo tanto la variable de respuesta es la causa de descarte por uno de tres posibles
valores: reproductiva, producción o edad.
En la Tabla 3.10 se presentan los resultados de predicción del modelo en el conjunto
de datos de evaluación (20%). La exactitud del modelo fue de 59.85%, siendo mayor
el porcentaje de predicciones correctas para las cerdas que fueron descartadas por
edad, para la predicción de causa Reproductiva y Producción el porcentaje de aciertos
es muy bajo, inferior al 50%.
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Tabla 3.10: Valores predichos del modelo de bosques aleatorios versus
causas reales de descarte en el subconjunto de datos de evaluación.
Causa de Descarte Observada*
Predicho Edad Producción Reproductiva Total
Edad 64 15 21 100
Producción 2 7 1 10
Reproductiva 6 10 11 27
Total 72 32 33 137
Correctos (%) 88.89 33.33 21.88 59.85
* Para efectos de comparación.
En la Figura 3.11 se presenta la clasificación de importancia de las variables de
acuerdo al índice Gini (Hastie, Tibshirani y Friedman, 2009). Las variables de mayor
importancia, y que por lo tanto aparecen en la raíz de los árboles, peso al nacimiento,
peso al destete y edad a la pubertad. Las variables de menor importancia, aparecen
en las hojas de los árboles, son celos al servicio, edad a la selección, edad al precebo
y edad al destete, las otras variables tienen una importancia media en el proceso de
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Figura 3.11: Gráfico de importancia de las variables en el modelo de
bosques aleatorios con variable de respuesta tricótoma
3.4.3. Comparación de modelos con respuesta tricotómica
En el modelo de regresión multinomial fueron incluidas 5 variables, de estas se
destacan las variables peso al nacimiento, peso al destete y edad a la pubertad que
fueron estadísticamente significativas, con un α = 0.05, tanto para la probabilidad
de descarte por causas reproductivas versus edad como para la probabilidad de
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descarte por causas de producción versus edad. Estas mismas variables tienen una
alta importancia en la estimación del modelo de bosques aleatorios (Tabla 3.11).
Tabla 3.11: Variables seleccionadas en cada uno de los modelos con
variable de respuesta tricótoma














Modelo Multinomial: l Variables significativas en ambas comparaciones (Reproducti-
va/Edad, Producción/Edad);  Variables significativas en una de las comparaciones; • Va-
riables no significativas en ninguna comparación (α = 0.05)
Modelos de bosques aleatorios: l Variables de alta importancia;  Variables de impor-
tancia media; • Variables de importancia baja
La variable peso a los 170 días fue significativa en el modelo multinomial
solo en la comparación de probabilidad de descarte por causa reproductiva respec-
to a la edad, en el modelo de bosques aleatorios esta variable fue de importancia media.
El peso a la selección no fue estadísticamente significativo (α = 0.05) en el modelo
multinomial para el riesgo relativo de descarte por causa de producción o reproductiva
respecto a descarte por edad. En el modelo de bosques aleatorios el peso a la selección
fue una variable de importancia media.
En la Figura 3.12 se muestran los valores esperados de la variable de respuesta en
los dos modelos evaluados para cerdas con diferentes pesos al nacimiento. En cada
modelo los valores de las otras variables se mantuvieron constantes e iguales a la
mediana. En el modelo de regresión multinomial a medida que aumenta el peso al
nacimiento disminuye la probabilidad de descarte por edad y aumenta la probabilidad
de descarte por otras causas, el cambio en la probabilidad de descarte por causa
asociada a producción o reproductiva es similar. En el modelo de bosques aleatorios el
comportamiento de los valores de probabilidad de descartes estimados son similares,
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sin embargo, en pesos al nacimiento menores de 1100 gramos no se observan cambios
importantes en las probabilidades estimadas, a partir de este peso al nacimiento
empiezan a darse cambios en la probabilidad de descarte por causa, a partir de 1350












































Descarte Edad Producción Reproductiva
Figura 3.12: Efecto estimado del peso al nacimiento en cada uno de los
modelos evaluados con variable de respuesta tricótoma.
El peso al destete fue otra variable que fue significativa o importante en los dos
modelos. En la figura 3.13 se muestran los valores ajustados para cerdas con diferentes
pesos al destete, manteniendo las otras variables de cada modelo constantes e iguales
a la mediana . Las cerdas con mayor peso al destete se estima que tienen una mayor
probabilidad de ser descartadas por edad, mientras que cerdas con bajo peso al destete
tienen mayor probabilidad de ser descartadas por causas reproductivas. En el modelo
de bosques aleatorios los cambios en la probabilidad de descarte por causa se empiezan
a diferenciar a partir de un peso al destete aproximado de 4 kilos, a partir de este
peso empieza a aumentar la probabilidad de descarte por edad.
La edad a la pubertad resultó significativa en el modelo de regresión multinomial,
además es la tercera variable de mayor importancia en el modelo de bosques aleatorios.
En el modelo multinomial se presenta una fuerte disminución de la probabilidad de
descarte por edad a medida que aumenta la edad a la pubertad. En el modelo de
bosques aleatorios la edad a la pubertad no genera grandes cambios en la probabilidad
de descarte por causa, sin embargo, entre 150 y 170 días de edad a la pubertad se
observan cambios en el comportamiento de la probabilidad estimada de descarte por
causa, con un incremento en la probabilidad de descarte por causas reproductivas.
En el modelo multinomial se analizó información de 692 cerdas que tenían la
información completa de las variables predictoras. En este caso, el tamaño de la
muestra se considera adecuado, si embargo, la proporción de observaciones en cada
una de las categorías era desbalanceada. La causa de descarte por edad tuvo el 49%











































Causa Descarte Edad Producción Reproductiva
Figura 3.13: Efecto estimado del peso al destete en cada uno de los dos
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Causa Descarte Edad Producción Reproductiva
Figura 3.14: Efecto estimado de la edad a la pubertad en los modelos
con variable de respuesta tricótoma.
de las observaciones, la causa reproductiva tuvo el 27%, el 24% de cerdas fueron
descartadas por producción. La presencia de datos desbalanceados puede conducir a
estimaciones sesgadas en este tipo de modelos (Hosmer y Lemeshow, 2000).
Del mismo modo, el bajo tamaño de muestra utilizado y la creación de una
categoría adicional de clasificación de la variable de respuesta puedo haber influido en
el desempeño del modelo de bosques aleatorios.
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3.5. Análisis de las variables halladas como deter-
minantes del descarte de cerdas.
La mayoría de las variables utilizadas en los modelos (7 variables) son pesos de las
hembras de reemplazo en diferentes momentos. De las 5 variables relacionadas con
edad, la edad al destete y a la salida de precebo, son relativamente fáciles de controlar
porque dependen de la decisión de realizar la actividad por parte del personal
administrativo de la granja. De hecho, los resultados obtenidos son de hembras con
edades en rangos relativamente cortos de tiempo y donde la mayor cantidad de cerdas
tienen edades muy similares tanto al destete como a la salida de precebo (Figura
3.15).
La edad a la pubertad y la edad al servicio, son variables que no son controlables
mediante el manejo de la granja y que dependen del individuo. En la Figura 3.15 se
presentan los diagramas de barras para estas cuatro edades, se observa una mayor



























































120 130 140 150 160 170 180 190 200 210 220 230






























Figura 3.15: Diagrama de barras las cuatro variables de edad que se
usaron en alguno de los cuatro modelos evaluados.
En los modelos evaluados los efectos de las variables peso al nacimiento y peso al
destete presentaron alta significancia estadística, o importancia, además en todos los
modelos los efectos de cada una de estas variables fueron concordantes. De forma
general, el peso al nacimiento tiene un efecto negativo sobre la longevidad de las
cerdas y a medida que éste aumenta, se incrementa la probabilidad de descarte
por causas diferentes de la edad. El peso al destete tiene un efecto protector sobre
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la probabilidad de que esta sea descartada por causas diferentes de la edad, a
mayor peso al destete, menor probabilidad de descarte por razones diferentes a la edad.
El peso a la selección es una variable utilizada en la granja como criterio de
selección de hembras de reemplazo, por esta razón se incluyó en todos los modelos
evaluados, sin embargo, solo fue significativa en el modelo de regresión logística,
donde es posible que presente algunos problemas de multicolinealidad. En los mo-
delos de bosques aleatorios el peso a la selección fue una variable de importancia media.
En el modelo de Cox ajustado se cumplieron los supuestos de proporcionalidad de
hazard (Therneau y Grambsch, 2000), este modelo se considera que tuvo un buen
ajuste y que de los modelos evaluados es el que mayor utilización puede tener en
condiciones prácticas. Podría complementarse la utilización de este modelo con el
modelo de regresión logística, el cual fue de los modelos de clasificación el que menor
error de clasificación presentó, sin embargo, se deben solucionar primero los problemas
de multicolinealidad detectados.
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En general, en los dos modelos con variable de respuesta tricótoma se observó un
error de clasificación alto por lo que se concluye que estos modelos no presentaron un
resultado favorable para la predicción de la causa de descarte de la cerda y que con
los datos disponibles puede ser más útil la clasificación de la variable de respuesta
descarte de forma dicotómica.
Es posible que debido a las limitaciones en el tamaño de la muestra las
aplicaciones de bosques aleatorio realizadas y el modelo multinomial no generaron
resultados satisfactorios, se recomienda continuar con la captura de información e ir
evaluando si estos modelos pueden mejorar en su estimación con más datos disponibles.
En los modelos evaluados las variables peso al nacimiento y peso al destete resulta-
ron ser altamente significativas o importantes. Esto representa una gran oportunidad
de optimización de recursos de la granja puesto que estas variables se miden en los
primeros días de vida de las cerdas, permitiendo tener criterios de selección tempranos
y evitar sobrecostos de levante de hembras de reemplazo con bajo potencial productivo.
En la granja evaluada se encontró que las cerdas están alcanzando el sexto parto
en promedio entre los días 856 y 866 después del primer servicio. Se espera que en
condiciones óptimas de producción de las cerdas, esta paridad se logre a los 825
días. Lo anterior implica que se debe incurrir en gastos extras de mantenimiento de
las cerdas por un periodo entre 31 y 41 días adicionales. Con un costo aproximado
de mantenimiento diario de una cerda de $6,937 (PorkColombia, 2019) esto puede
implicar un sobrecosto mínimo de $215,047 por cerda, en una granja con un inventario
promedio de 900 cerdas el sobrecosto por estos días de mantenimiento adicional de las
cerdas asciende a $193.54 millones de pesos.
En este trabajo se evaluaron diferentes modelos para estimar el efecto de los
factores de hembras de reemplazo asociados a las causas de descarte temprano de las
cerdas, la utilización de éstos permitirá aumentar la cantidad de hembras que logran
un alto número de partos, disminuyendo la necesidad de reposición de hembras por
descartes indeseados y haciendo que la MCF del número de partos por unidad de
tiempo se acerque más a los valores esperados.
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Las variables analizadas se relacionaron con el peso y la edad de los animales
en diferentes momentos de su vida como hembras de reemplazo. La única variable
relacionada con la edad que fue significativa o importante en algunos de los modelos
evaluados fue la edad a la pubertad. En general, el efecto de esta variable es que entre
más tarde se presente la pubertad en la cerda, más alta será su probabilidad de ser
descartada por causas diferentes a la deseada (edad).
Las otras variables relacionadas con la edad no fueron significativas ni importantes
en los modelos evaluados. Es importante, de acuerdo a los resultados de los modelos
evaluados, controlar en la granja el peso de los animales en las diferentes etapas, la
edad a cada etapa no parece ser importante. Se debe buscar que la pubertad de las
cerdas se presente los más rápido posible.
Con los resultados de los modelos evaluados en este trabajo se puede considerar
que el peso a la selección no es una variable con efecto significativo sobre la causa de
descarte de la cerda en la etapa de producción.
Con la implementación del modelo de Cox, se espera que no ingresen al sistema
productivo cerdas con alta probabilidad de fallar y ser descartadas rápidamente. Se
recomienda evaluar a futuro si la implementación de este modelo estadístico en la
selección de hembras de reemplazo resulta ser efectivo para los objetivos mencionados.
También se espera que la MCF del número de partos se incremente y se acerque a
los valores deseados, se recomienda monitorear esta función para verificar su mejora
en el tiempo.
Debido a que se cuenta con información histórica de cerdas de forma individual,
es posible que se pueda plantear el análisis de información mediante la utilización
de modelos de datos longitudinales que permitan estimar los efectos y modelos
individuales. Se sugiere el abordaje de esta metodología como un posible trabajo futuro.
Apéndice A: Glosario
En este texto se hace referencia a terminología utilizada en porcicultura y cuyos
significados se aclaran en esta sección para facilitar la comprensión de los datos y
resultados presentados.
Aborto:
Expulsión de fetos antes de los 109 días de gestación (Queensland Government,
2010), la expulsión de lechones después del día 110 se considera un parto prematuro.
Activación / Primer servicio:
Momento en que la cerda recibe su primer servicio en la vida. A partir de este
momento empieza a considerarse contable y técnicamente como un activo de la
empresa y/o una cerda en producción.
Anestro:
Se da cuando la cerda no presenta signos de estro o celo.
Camada:
Grupo de lechones nacidos en un parto o que están siendo amamantados por una
cerda lactante.
Ciclo / Ciclo productivo:
Es una medida proporcional a la paridad, en este caso no se cuenta el número de par-
tos sino el número de servicios efectivos que ha tenido la cerda. Un servicio efectivo es
aquel de termina en un parto, un servicio no efectivo termina en una falla reproductiva.
Descarte / Cerda descartada:
Cualquier cerda viva removida de la granja de cría (Queensland Government,
2010). Las cerdas pueden ser descartadas de forma deseable o indeseable. El descarte
deseable ocurre cuando se toman decisiones de manejo para remover la cerda de
la granja, por ejemplo, cuando alcanza un máximo predefinido de partos (Chantal
Farmer, 2015). El descarte indeseable se da cuando el animal debe ser descartado
por condiciones que impiden que sea productivo o que compromete su bienestar, por
ejemplo, problemas de salud difíciles de tratar, problemas de locomoción, repetición
de celos. Se espera que una cerda alcance por lo menos 5 o 6 partos en la granja,
una vez ha alcanzado este número de partos se considera que ha cumplido su
ciclo productivo y la causa de descarte será edad, en este caso es una condición deseable.
63
Destete:
Momento en que los lechones son separados de madre y dejan de alimentarse de
leche materna. Este momento marca el final de la lactancia.
Días improductivos / Días no productivos / Días abiertos:
Días que una cerda no se encuentra gestando o lactando. Ocurren en el intervalo
destete a servicio, cuando se presenta una falla reproductiva y la cerda se deja por un
tiempo hasta el próximo servicio.
Estro / Celo:
Se refiere al comportamiento que exhiben las cerdas cuando están en una fase
del ciclo reproductivo en el que están dispuestas a aceptar la monta del macho o el
servicio. En el periodo de tiempo que dura el estro se da la ovulación, por lo que la
cerda puede quedar gestante si es servida adecuadamente.
Falla reproductiva:
El evento de que una cerda no quede gestante después de un servicio. Se consideran
fallas reproductivas las repeticiones, anestros o cualquier interrupción de la gestación
como abortos, muertes embrionarias.
Granja de cría:
Sitio donde se realiza el manejo de cerdas adultas con fines reproductivos y cuyo
objetivo es la producción de lechones.
Granja de cría comercial:
Es una granja de cría donde los lechones producidos son destinados a consumo
humano.
Granja multiplicadora / Granja Núcleo:
Es una granja de cría dedicada a la producción de hembras y machos que serán
utilizados como reproductores en una granja comercial.
Hembra activa / Cerda activa:
Cualquier hembra reproductora que ha sido servida y está en la granja (Queensland
Government, 2010). Son las cerdas que están en producción.
Hembra de Reemplazo:
Cerda seleccionada para fines reproductivos que aun no ha recibido ningún servicio
en su vida, estas cerdas son las programadas para reemplazar a las que salen del
sistema por descarte o muerte.
Heredabilidad:
Estimación de las medidas de la variación genética aditiva que puede ser
manipulada mediante selección de animales superiores (Onteru, Ross y Rothschild,
64 Capítulo 4. Conclusiones y trabajos futuros
2009), puede interpretase como la proporción de las características fenotípicas que es
debidas a factores genéticos, es decir, las característica fenotípicas heredadas de los
padres.
Intervalo Destete Servicio:
Días transcurridos desde el destete hasta el siguiente servicio.
Intervalo entre partos:
Días que transcurren entre un parto y el siguiente.
Lactancia:
Periodo desde el parto hasta el destete. Los lechones nacidos en el parto se
alimentan durante la lactancia de la leche producida por la cerda.
Linea materna:
Animales seleccionados para ser madres en granjas de cría comercial. Son
animales de líneas genéticas cuyo objetivo es la producción de animales reproductores,
usualmente los animales de línea materna son de razas puras que se cruzan con otras
razas para hacer que su descendencia adquiera características fenotípicas de las dos
razas cruzadas. Esta descendencia tendrá fines reproductivos.
Longevidad de la cerda:
(Stalder, Knauer, Baas, Rothschild y Mabry, 2004) presenta varias definiciones
que podrían darse al termino longevidad de la cerda de acuerdo al entorno de análisis.
En este texto se hace referencia al tiempo transcurrido desde la activación de la cerda
hasta su descarte.
Mortalidad:
Proporción o cantidad de animales que mueren.
Nacidos Muertos:
Cantidad de lechones que nacen muertos en un parto y que no presentan ningún
grado de reabsorción. En algunos escenarios se refiere a nacidos muertos como el
promedio de lechones nacidos muertos en un grupo de partos.
Nacidos Momias / Momificados:
Un lechón momificado es aquel que murió durante la gestación, aproximadamente
entre el día 35 y 109 Como no puede ser expulsado por la cerda durante la gestación
dado que generaría un aborto, estos lechones son reabsorbidos y al momento
del parto son expulsados, su apariencia es de color oscuro. Los nacidos momias
hace referencia a la cantidad de lechones con estas características que nacen en un parto.
Nacidos Totales / Tamaño de Camada:
Cantidad total de lechones que nace en un parto. Se define como la suma de
Nacidos Vivos más Nacidos Muertos más Nacidos Momias.
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Nacidos Vivos:
Cantidad de lechones que nacen vivos en un parto. En algunos escenarios se re-
fiere a nacidos vivos como el promedio de lechones nacidos vivos de un grupo de partos.
Parición / Tasa de Parición:
Hace referencia al porcentaje de cerdas de un grupo de inseminación (inseminadas
en el mismo periodo de tiempo, usualmente una semana) que logran llegar a parto.
Se define como la proporción entre hembras que parieron dividido las hembras que
fueron servidas.
Paridad:
Número de partos que la cerda ha tenido. El número de partos se diferencia del
número de ciclos productivos en que la paridad cambia en cada parto que tiene la
cerda, el ciclo productivo cambia en el servicio siguiente al parto. El conteo de paridad
inicia en cero y el conteo de ciclo productivo inicia en 1. En la siguiente imagen se
ilustra la diferencia entre ciclo productivo y paridad.
Ciclo 1 Ciclo 2 Ciclo 3 Ciclo 4
Paridad 0 Paridad 1 Paridad 2 Paridad 3
0 115 257 399 541





Inventario de cerdas de una granja de cría. Por definición es la suma de hembras
de reemplazo más hembras activas.
Precebo:
Fase posterior a la lactancia en la que los lechones, una vez destetados son alojados
en instalaciones especiales y donde empiezan a comer alimento sólido.
Pubertad:
La pubertad es el momento en que la cerda se convierte en animal adulto y
se vuelve sexualmente maduro. El inicio de la pubertad se define como el día de
presentación del primer celo.
Raza pura:
Conjunto de individuos de una especie que comparten determinadas características
y las cuales son heredadas por sus descendientes.
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Retorno a servicio / Repetición de celo / Repetición / Servicio repetido:
Cerda que es servida nuevamente después de tener un servicio no exitoso
previamente. Cuando la cerda es servida pero no queda gestante, se dice que ha
repetido porque presenta nuevamente un celo.
Selección:
Momento en que se evalúan las características fenotípicas de las hembras
de reemplazo tales como cantidad de pezones funcionales, calidad de pezuñas y
tamaño de los genitales, con el objetivo de determinar si son aptas para la reproducción.
Servicio:
Momento en que la cerda es inseminada con el objetivo de que quede gestante. La
deposición del semen en el tracto reproductivo sólo se hace en aquellas cerdas que
exhiben celo (Queensland Government, 2010).
Tasa de descarte:
Proporción o porcentaje de cerdas que son descartadas en un año respecto al
inventario promedio del plantel o al inventario de hembras activas.
Tasa de reposición:
Proporción o porcentaje de cerdas que son activadas en un año respecto al
inventario promedio del plantel o al inventario de hembras activas.
Apéndice B: Código R
Librerías y carga de datos
## Librerías ####
library(tidyverse) # Manipulación de datos y Gráficos.
library(knitr) # Crear tablas
library(kableExtra) # Formato de las trablas
library(jcolors) # Colores de los gráficos
library(ggpubr) # Multiples gráficos en uno
library(gridExtra) # Múltiples ggplot en una figura
library(survminer) # Crear gráficos de supervivencia
library(survival) # Análisis de supervivencia
library(scales) # Formatos de ejes, porcentajes, dinero
library(My.stepwise) # Para selección de variables Mod. Cox
library(broom) # Tablas de resumen de modelos
library(InformationValue) # Evaluación y ajuste de modelo logístico
library(ROCR) # Evaluación y ajuste de modelo logístico
library(perturb) # Evaluación de multicolinealidad
library(pROC) # Curva ROC
library(nnet) # Ajuste multinomial
library(randomForest) # Random Forest
library(reda) # Mean Cumulative Function
library(rpart) # Árboles de clasificación
library(rpart.plot) # Graficar árboles
library(car) # Vif
## Carga de datos ####
# Los datos se encuentran en el archivo "data.rdata" que puede ser
# solicitado al correo jclopez5@unal.edu.co o descargarlo del link
# https://drive.google.com/open?id=1ZSumiPPELz3Vk_tYviRrgb57ASoTjlPp
load("data.rdata")
# Carga dos bases de datos.
# Activas: Para el análisis de recurrencia
# Data: Para el análisis de modelos estadísticos.
## Organización de datos para análisis
datos <- data %>%
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mutate(causa.salida = tipo.salida,
tipo.salida = ifelse(is.na(salida), "Activa", salida),
censura = ifelse(tipo.salida == "Descarte" &
causa.salida != "Edad", 1, 0),
# Peso al nacimiento en gramos.
peso.nacimiento = peso.nacimiento * 1000) %>%
select(-c(salida, genetica))
# Dias objetivo de presentación de partos.
dias_meta <- seq(115, 1000, 142)
## Configuración de los gráficos ####
## Nuevo tema de los gráficos
ggtheme <- theme_bw()
## Configuración del tema original
original <- theme_get()
## Fijar el tema para todos los gráficos
theme_set(new = ggtheme)
# Colores y rellenos




# Gráficos en colores
# paleta <- "default"
# colores <- unname(jcolors(paleta))
# Gráficos en grises
colores <- grey.colors(n = 15)
# Función por si no alcanzan los colores de la paleta seleccionada.
gen_colores <- colorRampPalette(colors = colores)
scale_colour_discrete <- function(...) {
# scale_color_manual(values = colores)
scale_color_grey()
}
scale_fill_discrete <- function(...) {





# Función para generar la media y desv. stdr. en formato 'x (s)'
fn_xsd <- function(x, r = 2){
media <- round(mean(x, na.rm = TRUE), r)
ds <- round(sd(x, na.rm = TRUE), r)
return(paste0(media, " (", ds, ")"))
}
# Variables a incluir en el resumen
vars_resumen <- c("peso.nacimiento", "edad.destete", "peso.destete",
"edad.pc", "peso.pc", "edad.sel", "peso.sel",




# Nombres de las variables como aparecen en la tabla
descripcion_var <- c("Peso", "Edad", "Peso", "Edad", "Peso", "Edad",
"Peso", "Edad", "Peso", "Edad", "Peso",
"Edad Pubertad", "Edad Celo 2", "Edad Celo 3",
"Edad", "Peso", "Celos al servicio",
"Días Pubert.-Serv.")
# Orden en que aparecen las variables en la tabla de resumen
orden <- data_frame(variable = c("nro", vars_resumen),
descripcion = c("Número de Cerdas", descripcion_var),
orden = 0:length(vars_resumen))
# Tabla de resumen.
resumen_datos <- datos %>%
group_by(causa.salida) %>%
summarise_at(.vars = vars(vars_resumen), .funs = fn_xsd) %>%
left_join(datos %>%
group_by(causa.salida) %>%
summarize(nro = n()), by = "causa.salida") %>%
replace_na(list(causa.salida = "Activa")) %>%
gather(key = "variable", value = "xds", -causa.salida) %>%
spread(key = causa.salida, value = xds) %>%
left_join(orden, by = "variable") %>%
arrange(orden) %>%
select(Variable = descripcion, Edad, Reproductiva, Productividad, Otra,
Activa, Muerte)
# Descarte por causas
datos_descarte <- datos %>%
filter(tipo.salida == "Descarte")
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## Supervivencia Kaplan-Meier ####
datos$dias.descarte <- Surv(time = datos$dias.ultimo.evento,
event = datos$censura)





theme(legend.position = "none") +
scale_x_continuous(name = "Días desde primer servicio",
breaks = c(0, seq(115, 1200, 142))) +
scale_y_continuous(name = "Supervivencia",
breaks = seq(0, 1, 0.1)) +




## Datos de recurrencia ####
# Los datos están en la base de datos "Activas".
datos_recurr1 <- activas %>%
select(id.cerda = id_cerda, ciclo, evento, f.ev = f_ev)
# Cerdas que salieron por alguna causa.
salidas <- datos_recurr1 %>%
filter(evento %in% c("Muerte", "Descarte")) %>%
mutate(tipo = "Salida")
# Cerdas que están desde el primer servicio y fueron descartadas
# o muertas
inicio <- datos_recurr1 %>%
filter(ciclo == 1, evento == "Servicio",
id.cerda %in% salidas$id.cerda) %>%
group_by(id.cerda) %>%
mutate(f.ev = min(f.ev),
tipo = "Inicio") %>%
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distinct()
# Partos de las cerdas que estuvieron desde el primer servicio
# hasta el descarte.
partos <- datos_recurr1 %>%
filter(evento == "Parto", id.cerda %in% inicio$id.cerda) %>%
mutate(tipo = "Parto")
# Datos recurrencia
datos_recurr <- bind_rows(inicio, partos, salidas) %>%
arrange(id.cerda, f.ev) %>%
group_by(id.cerda) %>%
mutate(dia = f.ev - min(f.ev),
tao = dia - lag(dia),
parto = cumsum(evento == "Parto"),
evento1 = case_when(tipo == "Inicio" ~ "start",
tipo == "Parto" ~ "fail",
tipo == "Salida" ~ "end"))
## Datos para la estimación de la MCF ####
datos_mcf <- datos_recurr %>%
filter(evento != "Servicio")
# Días esperados de cada parto.
esperados <- data_frame(parto = 0:8,
dia.esp = c(0, seq(115, 1109, 142)))
## Estimación de la MCF ####
# Tiempos
times_mcf <- with(datos_mcf,
Recur(time = dia, id = id.cerda, origin = 1))
# MCF
mod_mcf <- mcf(object = times_mcf ~ 1)
# Gráficos Recurrencia y MCF vs Esperado
sample_plot <- sample(datos_recurr$id.cerda, size = 30,
replace = FALSE)
sample_plot[1:5] <- c("C0891", "C0224", "C0858", "C0192", "C0180")
# Gráfico de eventos
ggplot(data = datos_recurr %>%
filter(id.cerda %in% sample_plot) %>%
arrange(id.cerda),
aes(x = dia, y = id.cerda)) +
geom_path() +
geom_point(aes(shape = tipo)) +
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scale_shape_manual(values = c(16, 15, 8)) +
scale_x_continuous(name = "Días", breaks = esperados$dia.esp) +
theme(axis.text.y = element_text(size = 7),
legend.position = "bottom") +
labs(y = "Id. Cerda", shape = "") +
geom_vline(xintercept = esperados$dia.esp, linetype = "dotted")
# Tabla de resumen
fn_25 <- function(x) {quantile(as.numeric(x), probs = 0.25)}
fn_75 <- function(x) {quantile(as.numeric(x), probs = 0.75)}
tab_resu_recur <- datos_recurr %>%
filter(evento == "Parto") %>%
group_by(parto) %>%
mutate(dia = as.numeric(dia)) %>%
summarize_at(.vars = "dia",
.funs = c(n = length, prom = mean, sd = sd, min = min,
q25 = fn_25, median = median, q75 = fn_75,
max = max)) %>%
left_join(esperados, by = "parto") %>%
select(parto, dia.esp, everything())
# Gráfico de boxplot días por parto
appender <- function(string, suffix = "Parto ") paste0(suffix, string)
ggplot(data = datos_recurr %>% filter(evento == "Parto", parto < 7),
aes(y = dia, x = 1, group = parto)) +
geom_jitter(alpha = 0.2, colour = colores[3], width = 0.35) +
geom_boxplot(colour = colores[1], outlier.shape = NA,
fill = colores[1],
alpha = 0.0001) +
scale_y_continuous(name = "Días", breaks = seq(115, 2000, 20)) +
theme(axis.text.y = element_blank(),
axis.ticks.y = element_blank(),
axis.title.y = element_blank()) +
facet_wrap(~parto, scales = "free",
labeller = as_labeller(appender)) +
coord_flip()
# Gráfico de descarte por paridad
dte_partos <- datos_recurr %>% ungroup() %>%
filter(evento == "Descarte") %>%
count(parto) %>%
mutate(porc = n/sum(n),
clase = factor(case_when(parto < 5 ~ "Indeseado",
parto == 5 ~ "Aceptable",
TRUE ~ "Óptimo"),
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levels = c("Indeseado", "Aceptable",
"Óptimo")))
dte_partos %>%
ggplot(aes(x = parto, y = n, fill = clase)) +
geom_col() +
geom_text(aes(label = percent(porc)), vjust = -0.5) +
scale_x_continuous(name = "Número de Partos al Descarte",
breaks = 0:8) +
scale_y_continuous(name = "Número de Cerdas Descartadas",
breaks = seq(0, 210, 20), limits = c(0, 210)) +
theme(legend.position = "bottom") +
labs(fill = "")
# Gráfico de la MCF
pl_mcf1 <- ggplot() +
geom_rect(aes(xmin = 820, xmax = 870, ymin = 5.5, ymax = 6.5),
alpha = 0.3, linetype = "dashed") +
geom_line(data = mod_mcf@MCF, aes(x = time, y = MCF)) +
geom_line(data = mod_mcf@MCF, aes(x = time, y = lower),
linetype = "dashed") +
geom_line(data = mod_mcf@MCF, aes(x = time, y = upper,
colour = "MCF"),
linetype = "dashed") +
scale_y_continuous(name = "MCF", breaks = 0:10) +
scale_x_continuous(name = "Días",
breaks = c(0, seq(115, 1200, 142))) +
geom_line(data = esperados, aes(x = dia.esp, y = parto,
colour = "Esperado")) +
geom_point(data = esperados, aes(x = dia.esp, y = parto,
colour = "Esperado")) +
labs(colour = "") +
theme(legend.position = "bottom") +
scale_colour_manual(values = colores[c(4, 1)])
# Filtrar los datos cerca al sexto parto para ampliar la imagen
zoom <- mod_mcf@MCF %>%
filter(between(x = time, left = 820, right = 870))
dias_parto6 <- mod_mcf@MCF %>%
mutate(lower = round(lower, 2),
upper = round(upper, 2)) %>%
filter(6 >= lower & 6 <= upper) %>%
.$time
pl_mcf2 <- ggplot() +
geom_line(data = zoom, aes(x = time, y = MCF)) +
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geom_line(data = zoom, aes(x = time, y = lower),
linetype = "dashed") +
geom_line(data = zoom, aes(x = time, y = upper, colour = "MCF"),
linetype = "dashed") +
scale_y_continuous(name = "MCF", breaks = seq(5.5, 6.5, 0.1)) +
scale_x_continuous(name = "Días", breaks = c(seq(825, 845, 10),
range(dias_parto6))) +
geom_point(data = esperados %>% filter(parto == 6),
aes(x = dia.esp, y = parto,
colour = "Esperado"), size = 2) +
labs(colour = "") +
theme(legend.position = "bottom") +
scale_colour_manual(values = colores[c(4, 1)]) +
geom_segment(aes(x = 820,
xend = max(dias_parto6), y = 6, yend = 6),
linetype = "dotted") +
geom_segment(aes(x = min(dias_parto6),
xend = min(dias_parto6),
y = 5.5, yend = 6), linetype = "dotted") +
geom_segment(aes(x = max(dias_parto6), xend = max(dias_parto6),
y = 5.5, yend = 6), linetype = "dotted")
ggarrange(pl_mcf1, pl_mcf2, common.legend = TRUE, ncol = 2, nrow = 1,
widths = c(4, 2), legend = "bottom")
Modelo de Cox
## Estimación del Modelo de Cox ####
# Datos
datos_cox <- datos %>%
select(vars_resumen, dias.descarte, dias.ultimo.evento, censura) %>%
filter(complete.cases(.))
## Proceso de selección de variables ####
My.stepwise.coxph(Time = "dias.ultimo.evento", Status = "censura",
variable.list = vars_resumen, data = datos_cox,
in.variable = "peso.sel")
## Ajuste del modelo ####
mod_cox <- coxph(dias.descarte ~ peso.nacimiento + peso.destete +
peso.170 + peso.sel, data = datos_cox)
tidy(mod_cox)




# Estimaciones del modelo
efectos_cox <- as.data.frame(sum_cox$conf.int) %>%
rownames_to_column(var = "term")
estimacion_cox <- tidy(mod_cox) %>%




ggplot(data = efectos_cox, aes(x = term, y = `exp(coef)`,
ymin = `lower .95`,
ymax = `upper .95`)) +
geom_errorbar(size = 1.3, width = 0.2) +
geom_point(shape = 21, size = 3, fill = "darkgrey") +
geom_hline(yintercept = 1, linetype = "dotted") +
xlab("Variable") +
scale_y_continuous(name = "Razón de Hazard", limits = c(0.7, 1.1),
breaks = seq(0.5, 1.1, 0.1)) +
coord_flip() +
geom_text(aes(label = paste0(round(`exp(coef)`, 4), "\n(",
round(`lower .95`, 4), "-",
round(`upper .95`, 4), ")")),
vjust = 1.3)
## Gráficos de residuales ####
residuales_cox <- cbind(check_cox$y, tiempo = check_cox$time,
x = check_cox$x) %>%
as_data_frame() %>%
mutate(ord = row_number())
times <- residuales_cox$tiempo[(residuales_cox$ord %% 40) == 0]
xs <- residuales_cox$x[(residuales_cox$ord %% 40) == 0]
pl_dg_cox_pn <- ggplot(data = NULL, aes(x = check_cox$x,
y = check_cox$y[,1])) +
geom_point(size = 0.5, alpha = 0.5) +
geom_smooth(alpha = 0, colour = 1) +
scale_x_continuous(breaks = xs, name = "Tiempo (días)",
labels = times) +
scale_y_continuous(name = expression(beta(t))) +
ggtitle("Peso al Nacimiento")
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pl_dg_cox_pd <- ggplot(data = NULL, aes(x = check_cox$x,
y = check_cox$y[,2]))+
geom_point(size = 0.5, alpha = 0.5) +
geom_smooth(alpha = 0, colour = 1) +
scale_x_continuous(breaks = xs, name = "Tiempo (días)",
labels = times) +
scale_y_continuous(name = expression(beta(t))) +
ggtitle("Peso al Destete")
pl_dg_cox_p170 <- ggplot(data = NULL, aes(x = check_cox$x,
y = check_cox$y[,3]))+
geom_point(size = 0.5, alpha = 0.5) +
geom_smooth(alpha = 0, colour = 1) +
scale_x_continuous(breaks = xs, name = "Tiempo (días)",
labels = times) +
scale_y_continuous(name = expression(beta(t))) +
ggtitle("Peso a los 170 días")
pl_dg_cox_ps <- ggplot(data = NULL, aes(x = check_cox$x,
y = check_cox$y[,4]))+
geom_point(size = 0.5, alpha = 0.5) +
geom_smooth(alpha = 0, colour = 1) +
scale_x_continuous(breaks = xs, name = "Tiempo (días)",
labels = times) +
scale_y_continuous(name = expression(beta(t))) +
ggtitle("Peso a la Selección")







geom_line(data = ribpn, aes(x = x, y = ymin),
linetype="solid", col = colores[4]) +
geom_line(data = ribpn, aes(x = x, y = ymax),
linetype="solid", col = colores[4]),
pl_dg_cox_pd +
geom_line(data = ribpd, aes(x = x, y = ymin),
linetype="solid", col = colores[4]) +
geom_line(data = ribpd, aes(x = x, y = ymax),
linetype="solid", col = colores[4]),
pl_dg_cox_ps +
geom_line(data = ribps, aes(x = x, y = ymin),
linetype="solid", col = colores[4]) +
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geom_line(data = ribps, aes(x = x, y = ymax),
linetype="solid", col = colores[4]),
pl_dg_cox_p170 +
geom_line(data = ribp170, aes(x = x, y = ymin),
linetype="solid", col = colores[4]) +
geom_line(data = ribp170, aes(x = x, y = ymax),




# Variable a incluir en el modelo
var_logit <- c("peso.nacimiento", "peso.destete", "peso.170",
"edad.pubertad")
# Datos para análisis
datos_logit <- datos %>%
filter(tipo.salida == "Descarte") %>%
rename(descarte = censura) %>%
select(descarte, all_of(var_logit)) %>%
filter(complete.cases(.))
## Ajuste del modelo ####
mod_logit <- glm(descarte ~ .,
data = datos_logit,
family = binomial(link = "logit"))
summary(mod_logit)
# Tabla resumen del modelo
estimacion_logit <- tidy(mod_logit) %>%
transmute(term, estimate, exp = exp(estimate), std.error, statistic,
p.value = ifelse(p.value < 0.001, "<0.001",
round(p.value, 4)))
## Diagnóstico de linealidad ####
dt_diag <- datos_logit %>%
select(var_logit) %>%
mutate(pred = predict(mod_logit, type = "response"),
logit = log(pred/(1-pred))) %>%
gather(key = "predictor", value = "valor", -c(logit, pred))
ggplot(data = dt_diag, aes(x = logit, y = valor)) +
geom_point(alpha = 0.4) +
facet_wrap(~predictor, scales = "free_y") +
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geom_smooth(method = "loess", colour = colores[1]) +
geom_smooth(method = "lm", colour = colores[4], se = FALSE) +
scale_y_continuous(name = "Valor Variable Predictora") +
scale_x_continuous(name = "Logit", breaks = seq(-3, 3, 1))
## VIF: Factor de inflación de varianza
vif(mod_logit)




## Evaluación del modelo.
# Predicción Pr(Descarte != Edad)
pred_logit_prob <- predict(mod_logit, type = "response")
pred_logit_prob_op <- prediction(predictions = pred_logit_prob,
labels = datos_logit$descarte)
# Punto de Corte óptimo
corte <- optimalCutoff(actuals = datos_logit$descarte,
predictedScores = pred_logit_prob,
optimiseFor = "Both")
# Predicción de clase
pred_logit_clas <- ifelse(pred_logit_prob > corte, 1, 0)
# Porcentaje de malas clasificaciones




(sensibilidad <- sensitivity(actuals = datos_logit$descarte,
predictedScores = pred_logit_prob, threshold = corte))
# Especificidad
(especificidad <- specificity(actuals = datos_logit$descarte,
predictedScores = pred_logit_prob, threshold = corte))
# Matriz de confusión





roc_logit <- roc(datos_logit$descarte, pred_logit_prob)
ggplot(data = NULL, aes(x = 1 - roc_logit$specificities,
y = roc_logit$sensitivities)) +




fill = colores[1], alpha = 0.6) +
geom_line(size = 1) +
geom_text(aes(x = 0.5, y = 0.5),
label = paste("Área bajo ROC\n",round(roc_logit$auc, 4)),
size = 5) +
scale_x_continuous(name = "1 - Especificidad",
breaks = seq(0, 1, 0.1)) +
scale_y_continuous(name = "Sensibilidad", breaks = seq(0, 1, 0.1))
Regresión Multinomial
## Datos ####
datos_multi <- datos %>%
filter(tipo.salida == "Descarte") %>%
select(-c(fecha.salida, fecha.serv, ciclo.salida,
tipo.salida:dias.descarte)) %>%










## Ajuste del modelo ####
mod_multi <- multinom(causa.salida ~ peso.nacimiento + peso.destete +
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## Matriz de confusión ####









# Matriz de confusión
conf_matrix_multi <- table(pred = pred_multi_clas, real = real_multi)
# Predicciones correctas
correctos_multi <- diag(conf_matrix_multi)
# Porcentaje de correctos







# Variables a incluir en los modelos
variables_rndm <- c("peso.nacimiento", "peso.destete", "peso.pc",
"peso.sel", "peso.170", "peso.185", "peso.serv",
"celos.serv", "edad.serv", "edad.pubertad",
"edad.destete", "edad.pc", "edad.sel")
## Datos para modelos de RF ####
datos_forest <- datos %>%
filter(tipo.salida == "Descarte") %>%
select("id.cerda", "causa.salida", variables_rndm) %>%
mutate(# Respuesta para modelo tricótomo
causa.salida = ifelse(causa.salida %in% c("Otra",
"Productividad"), "Producción",
causa.salida),
causa.salida = fct_infreq(f = causa.salida),
# Respuesta para modelo dicótomo




Otra = "Reproductiva")) %>%
filter(complete.cases(.))
table(datos_forest$causa.salida, datos_forest$causa.salida2)
## Partición de los datos (Entrenamiento - test)





train <- sample_frac(tbl = datos_forest, size = size_train,
replace = FALSE)
# Prueba
test <- datos_forest %>% filter(!(id.cerda %in% train$id.cerda))
## Ajuste del modelo con los datos de entrenamiento
# Fórmula para el ajuste
# Dicótomo
formula_rf2 <- formula(paste("causa.salida2 ~ ",
paste(variables_rndm, collapse = " + ")))
# Tricótomo
formula_rf <- formula(paste("causa.salida ~ ",
paste(variables_rndm, collapse = " + ")))
## Selección de hiperparámetros para el modelo
tune_frst2 <- tuneRF(x = train %>% select(variables_rndm),
y = train$causa.salida2, ntreeTry = 1000,
trace = FALSE, plot = FALSE)
tune_frst3 <- tuneRF(x = train %>% select(variables_rndm),
y = train$causa.salida, ntreeTry = 1000,
trace = FALSE, plot = FALSE)
# Número óptimo de variables aleatorias por árbol.
mtry_opti2 <- tune_frst2[, "mtry"][which.min(tune_frst2[, "OOBError"])]
mtry_opti3 <- tune_frst3[, "mtry"][which.min(tune_frst3[, "OOBError"])]
# Evaluación de árboles con diferentes valores de hiperparámetros
fn_hyperparamRF <- function(variable = variables_rndm, # Vector Vbles.
train = train, # BD entrenamiento
test = test, # BD evaluación
formula_rf,
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salida) {# Formula RF
mtry <- 2:length(variables_rndm) # Número de variables por árbol
nodesize <- 2:length(variables_rndm) # Número de nodos por árbol
sampsize <- round(nrow(train) * seq(0.5, 0.9, 0.05))#Muestra x árbol
# Matriz que combina todos los hiperparámetros
hypergrid <- expand.grid(mtry = mtry,
nodesize = nodesize,
sampsize = sampsize)










oob_err[i] <- model$err.rate[nrow(model$err.rate), "OOB"]
pred <- predict(object = model, newdata = test, type = "class")
cc <- caret::confusionMatrix(data = pred,
reference = salida)
acu[i] <- cc$overall[1]




# Combinación con el menor error OOB
optim_combinacion <- which.min(oob_err)
# Combinación con el mejor accuracy o precisión
optim_acu <- which.min(acu)
# Hiperparámetros óptimos
(hypergrid_optimo0 <- hypergrid[optim_combinacion, ])





# Mejor combinación de hiperparámetros
hypergrid_optimo2. <- fn_hyperparamRF(formula_rf = formula_rf2,
train = train, test = test,
variable = variables_rndm,
salida = test$causa.salida2)
hypergrid_optimo3. <- fn_hyperparamRF(formula_rf = formula_rf,
train = train, test = test,
variable = variables_rndm,
salida = test$causa.salida)
# NOTA: El proceso de optimización anterior es aleatorio y puede
# generar valores diferentes, cuando se ejecutó para este trabajo la
# mejor combinación de hiperparámetros fue la siguiente
# Dicotómico
hypergrid_optimo2 <- data_frame(mtry = 6, nodesize = 4,
sampsize = 356)
# Tricótomo
hypergrid_optimo <- data_frame(mtry = 2, nodesize = 9, sampsize = 384)
## Ajuste del modelo ####
# Dicótimo
set.seed(123)









# Predicciones sobre el conjunto de datos de prueba
pred_forest2 <- predict(object = mod_forest2,
newdata = test,
type = "class")
# Matriz de confusión
conf_matrix_forest2 <-caret::confusionMatrix(data = pred_forest2,
reference = test$causa.salida2)
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# Importancia de las variables
var_import2 <- importance(mod_forest2) %>%
as.data.frame() %>%
rownames_to_column(var = "variable") %>%
mutate(variable = fct_reorder(.f = variable, .x = MeanDecreaseGini,
.fun = sum)) %>%
arrange(desc(MeanDecreaseGini))
ggplot(data = var_import2, aes(x = variable, y = MeanDecreaseGini)) +
geom_col(fill = colores[4]) +
coord_flip() +












# Predicciones sobre el conjunto de datos de prueba
pred_forest <- predict(object = mod_forest,
newdata = test,
type = "class")
# Matriz de confusión
conf_matrix_forest <-caret::confusionMatrix(data = pred_forest,
reference = test$causa.salida)
# Importancia de las variables
var_import <- importance(mod_forest) %>%
as.data.frame() %>%
rownames_to_column(var = "variable") %>%
mutate(variable = fct_reorder(.f = variable, .x = MeanDecreaseGini,
.fun = sum)) %>%
arrange(desc(MeanDecreaseGini))
ggplot(data = var_import, aes(x = variable, y = MeanDecreaseGini)) +
geom_col(fill = colores[4]) +
coord_flip() +
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scale_y_continuous(name = "Promedio Disminución Error") +
xlab("")
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