Abstract-Traditional Dirichlet process mixture (MDP) models has the characteristic that the image segmentation can be done without initialization of clustering numbers. For the computing speed of the classical MDP segmentation is jogging, a new kind of nonparametric segmentation (DMMDP algorithm) combined with anisotropic diffusion and Markov Random Fields (MRF) prior was inferred in this paper. The experiment results of menigioma MR images segmentation showed that the properties, such as accuracy and computing speed, of the DMMDP algorithm were significantly greater than the classical MDP model segmentation.
INTRODUCTION
Traditional Dirichlet process mixture (MDP) models have been studied in nonparametric Bayesian statistics for more than three decades. Originally introduced by Ferguson [1] and Antoniak [2] , interest in these models has increased since efficient sampling algorithms became available [3] [4] [5] .
MDP models provide a Bayesian framework for clustering problems with an unknown number of groups. They support a range of prior choices for the number of classes; the different resulting models are then scored by the likelihood according to the observed data. The number of clusters as an input constant is substituted by a random variable with a control parameter. Instead of specifying a constant number of clusters, the user specifies a level of cluster resolution by adjusting the parameter.
For the property of nonparametric method, the MDP model algorithm can be used to segment some images whose class number can not be set at the very start. So in the tumor segmentation field, the nonparametric method represents important and challenging work. The segmentation of brain tumor images segmentation was studied in this paper [6, 7, 8] . For the computing speed of the classical MDP segmentation is slow, anisotropic diffusion and Markov Random Fields (MRF) were combined to the Dirichlet process mixture models, and a kind of faster nonparametric algorithm (DMMDP algorithm) was inferred in this paper.
The DMMDP algorithm was used to segmentation to menigioma MR images. The experiment results show that DMMDP method was accurate extraordinarily, and particularly the computing time was significantly faster than the traditional MDP segmentation.
II. DIRICHLET PROCESS MIXTURE MODELS

A. Dirichlet Process Mixture Models
Dirichlet processes are most commonly used in the form of so-called Dirichlet process mixture models, introduced in [5] . These models employ a Dirichlet process to choose a prior at random (rather than a likelihood, as the standard DP model does). The initial motivation for considering MDP models is an inherent restriction of the DP: Regarded as a measure on the set of Borel probability measures, the DP can be shown to be degenerate on the set of discrete measures [4] . In other words, a distribution drawn from a DP is discrete with probability 1, even when the base measure 0 G is continuous. MDP models avoid this restriction by drawing a random prior G from a DP and by combining it with a parametric likelihood
Sampling from the model is conducted by sampling: x ), they have to be integrated out to obtain a sampling formula conditional on the actual data.
B. MDP Models and Data Clustering
The principal motivation for the application of MDP models in machine learning is their connection with both International Conference on Computer Science and Service System (CSSS 2014) clustering problems and model selection: MDP models may be interpreted as mixture models. The number of mixture components of these mixtures is a random variable, and may be estimated from the data. The term clustering algorithm is used here to describe an unsupervised learning algorithm which groups a set For a parametric mixture model applied to a clustering problem, the number of clusters is determined by the (fixed) number of parameters. Changing the number of clusters therefore requires substitution of one parametric mixture model by another one. MDP models provide a description of clustering problems that is capable of adjusting the number of classes without switching models. This property is, in particular, a necessary prerequisite for Bayesian inference of the number of classes, which requires C N be a random variable within the model framework, rather than a constant of the model.
III. DMMDP SEGMENTATION METHOD
A. anisotropic diffusion
Magnetic resonance imaging technology has been widely applied to medical diagnosis systems and the accuracy of many diagnosis systems are mainly based on the quality of the images acquired [9] [10] [11] . However, the images obtained by magnetic resonance imaging usually contain heavy noise and the noise in the MR images degrades the quality of the images and makes the post-processing of the images such as segmentation, classification and detection difficult [9] [10] . The noise in the images sometimes even affects the evaluation of the human segmentation [9] . Thus in order to alleviate the affection of the noise, noise reduction is generally used to remove or reduce the noise before segmentation, classification and detection.
B. Markov Random Fields
This work combines nonparametric Dirichlet process mixture models with Markov random field (MRF) models to enforce spatial constraints. MRF models have been widely used in computer vision [12, 13] , the following brief exposition is intended to define notation and specify the type of models considered. Markov random fields provide an approach to the difficult problem of modeling systems of dependent random variables. To reduce the complexity of the problem, interactions are restricted to occur only within small groups of variables
C. DMMDP algorithm
To reduce the effect noise to the MR image, anisotropic diffusion was applied to the MR images firstly. Then the MDP model was constrained by Markov Random Fields. Compared with the traditional MDP model segmentation algorithm, the new segmentation algorithm was called as DMMDP algorithm.
The new algorithm is designed as following: 1. Anisotropic diffusion process is used to the original MR image. 2. Generate a single cluster containing all points of the anisotropic diffused, and the parameter is :
3. Generate a random permutation  of the data indices. 
6. Estimate assignment mode: For each point, choose the cluster it was assigned to most frequently during a given number of iterations.
IV. EXPERIMENTAL RESULTS
A. segmentation results
To compare the effect of the segmentation results of the modified algorithm, two different algorithm are applied to segment the of menigioma MR images independently, the Figure2. Clustering numbers
B. Accuracy of DMMDP segmentation
To demonstrate the accuracy of modified algorithm segmentation quantitatively, MRI data segmentation results were analyzed in Table 1 . The results were demonstrated at pixel level, together with there validation parameters. DMMDP: Proposed DMMDP results; GT: Ground Truth; FP: False Positive; FN: False Negative; Dice Similarity Coefficients (DSC) =2*NOO/ (NOM+NOMDP). In TABLE 1, the average DSC of the all the segmentation results exceed 91.27%, which showed that the accuracy and
