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Abstract 
In this paper we generalize Lifschitz’s pointwise circumsc~ption under the first-order frame- 
work. The generalized version has the ability for simul~neously minimizing several predicates at 
finitely many pinpoints in a pointwise manner. We show that if an underlying first-order theory 
is almost existential, then the extended pointwise circumscription is complete with respect o 
minimal model semantics. Almost existential formulas are in the dual form of almost universal 
formulas, which was proposed by Lifschitz to investigate the satisfiability of circumscription. 
This completeness result is a generalization of the result by Kolaitis and Papadimitriou, who 
regarded the case of existential formulas. We also give a partial answer to the question for ex- 
ponential growth of the size of first-order formulas equivalent o ~i~umsc~ption. Moreover we 
clarify that Lifschitz’s pointwise circumscription is complete in a slightly wider class of positive 
formulas. 
Keywords: Circumscription; Pointwise circumscription; Approximation; Equivalent transformation; Existential 
formulas; Computation 
1. Introduction 
Circumscription, proposed by McCarthy [20], is an influential formalization of 
commonsense reasoning. So far various kinds of extensions have been investigated 
in order to apply them to practical commonsense reasoning [ 1,5,14,15,17,18]. The 
most fundamental version of them is called predicate ci~~~c~p~~on. It is defined 
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as a second-order formula, and has the ability to simply minimize several predi- 
cates in parallel. The mechanical computation of predicate circumscription is still a 
very important research problem. We have not sufficiently understood the essential 
feature of approximation computation of minimal models yet. Once new results are 
obtained, they will be immediately applicable to other extended forms of circumscrip- 
tion. ’ 
Poirzrwise circumscription proposed by Lifschitz [ IS.171 has an especially attractive 
feature for mechanically computing circumscription. Although there are several varia- 
tions, the most basic form corresponds to predicate circumscription and is defined as 
a simple first-order sentence. A remarkable point is that pointwise circumscription can 
be defined, without exceptions, in any first-order theories. It always behaves as a first- 
order approximation of (second-order) predicate circumscription. Moreover, pointwise 
circumscription entails some extended forms of predicate completion [ IO,21 ], which 
justify the use of generalized negation as failure rules to circumscription in non-Horn 
clausal theories 19.1 1 1. Lifschitz showed that. if underlying first-order theories are posi- 
tive, then such an approximation is complete, i.e.. pointwise circumscription is logically 
equivalent to predicate circumscription. 
In this paper, we extend pointwisc circumscription and study its ability from a view- 
point of an equivalent transformation system of predicate circumscription into a first- 
order sentence. The extension is performed in the following two ways: One is for min- 
imizing several predicates simultaneously, while pointwise circumscription treats only 
one predicate at a time. The other is for the pointwise minimization of each predicate at 
finitely many pinpoints, whereas Lifschitz’s pointwise circumscription minimizes a pred- 
icate at exactly one pinpoint. The extended pointwise circumscription behaves as a more 
accurate first-order approximation of predicate circumscription than Lifschitz’s one. At 
first, we will clarify its minimal model semantics that is based on a Jnite difference 
relation between models. Next, we will show the extended pointwise circumscription is 
complete relative to predicate circumscription in almost existential formulas. An almost 
existential formula is the dual of an almost universal formula, which was introduced in 
Lifschitz [ 161 to investigate the satisfiability of circumscription. The class of almost 
existential formulas properly includes all classes of positive formulas, existential for- 
mulas and ground formulas. This completeness result is a generalization of the result 
shown by Kolaitis and Papadimitriou [ 13 1. which studied the case of existential formu- 
las. It also gives a partial answer to the question raised in [ 131 regarding exponential 
growth of the size of first-order formulas equivalent to circumscription. Moreover, it 
implies there is a properly extended class of positive formulas in which Lifschitz’s ver- 
sion still retains the completeness to predicate circumscription. Finally, we give a brief 
discussion on finiteness of predicate’s extension. and compare our results with related 
literature. 
’ For example, /~~ntllel ~IKU~L~~~II)II~~~ is an extension ot predicate circumscription, where additional pred- 
icates, called vun’uhle predicates. are introduced. Those predicates are allowed to vary in the process of 
minimization. This paper is not concerned with these variable predicates. The computation of parallel circum- 
scription can be reduced into the one for predicate circumscription by deleting variable predicates with the 
method of Cadoli et al. 12 1. 
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2. Preliminary 
In this paper, we consider a second-order language G with the first-order equal- 
ity [ 141, which is defmed as a first-order language. We suppose If has predicate vari- 
ables, but no function variabies. We use a h-notation for convenience to denote predicate 
expressions. An n-ary predicate expression is an expression of the form A2.A [?I, where 
3 is a tuple of n individual variables and A[f] is a formula possibly involving free 
occurrences of variables from 2. If (Y is an n-ary predicate xpression A2.A [ 31 and f is 
a tuple of n terms, then the expression cu( F) stands for the formula A[ t”] .We identify a 
predicate constant p with the predicate xpression hX.p(Z), and similarly for predicate 
variables. Let cy < /3 indicate the sentence VZ[ a(X) 3 j3(2)] for predicate xpressions 
cy and j3 of the same arity. 
Definition 1. Let ~1, . . . , pn be predicate constants, and at,. . . , a, be predicate xpres- 
sionssuchthat~~and~i~eofthes~~~ity(l <i<n).A[pl/al,...,p,/a,] isthe 
formula obtained from a formula A by simultaneously replacing each occurrence pi(f) 
in Abythetermcui(i) (foreachi=l,...,n). 
In this paper, we consider only standard models for C 1141. A structure M for C 
consists of a non-empty set IMI, called the domain of individuak, functions from IMJ” 
to IMI representing nary function constants, and subsets of IM(” representing n-ary 
predicate constants. We write 1x1~ to denote the extension of a (function or predicate) 
constant K in a structure M. The equality = is interpreted as the identity relation on 
14. 
An assignment u into M is a function defined on the set of variables of _C such that 
if Y is an individual (or nary predicate) variable, then a(V) is a member of lMl (or 
respectively, a subset of fM\“). We write Itls to indicate the value of a term t in a 
structure M with respect o an assignment (+. If t is a tuple of n terms tl, . . . , t,, then 
171% represents a tuple of n elements It, I;, . . . , Itn&. 
M /=, A indicates that a structure M satisfies a formula A with respect o an as- 
signment U. Moreover, M b A and b A denote M b, A for every assignment v and 
M /= A for every structure M, respectively. A structure M is called a model of a formula 
A if M k A. 
Definition 2. Let T be a first-order sentence and r = (PI,. . . , pm} be a set of predicate 
constants appearing in T. The predicate circumscription CIRC[T; r] of r in T is the 
second-order sentence 
where P1, , . . , Pnl are distinct predicate variables of appropriate arities. CIRC[ T; r] is 
sometimes denoted by CIRC[ T; PI, . . . , pnt ] . 
Definition 3. Let T be a sentence and I‘ be a set of predicate constants. For any two 
models M and N of T, we write M <I. N if: 
(i) /MI = INI. 
(ii) [KjM = 1x1~ for every (function or predicate) constant K not in f’. 
(iii) /P/M C: IPIN for every p in f‘. 
The relation <I- is a partial order. A model M of T is <~-minimal if there is no 
model N such that N <I. M and N # M. 
Proposition 4 (Lifschitz 1 141). A SDWZW~ M is a model of CIRC[ T; r] ifs M is a 
<~-minimal model of T. 
Next, we give the most basic form of pointwise circumscription, proposed by Lifs- 
chitz [ 15 1. We write .3 = F to denote the conjunction r\r=, (s, = f;) if S = ~1,. . . , s,] 
and i = tl, . , t,, are tuples of n terms, respectively. The expression 3 Z i stands for 
-(3= I). 
Definition 5, Let T be a sentence, 13 be an tt-ary predicate constant and .F be a tuple of 
?E individual variables not appearing in T. The po~~~i~e ~~c~mscriptio~ PWCf T; p] of 
p in T is the first-order sentence 
TAV+(X) > ~(T[pjAt(p(l) Afi f ?)I)]. 
The second conjunct of PWC[ T: /I] states that it is impossible to obtain a model of 
T by eliminating exactly une element from the extension of p. The formula PWC[T;p] 
behaves as an elementary first-order approximation of CIRC]T; p] , and clearly satisfies 
+ CIRC[T; p] > PWC]T; p]. Moreover PWC[ T; p] logically implies some extended 
forms of predicate completion’ as its logical consequences. This justifies the use of 
generalized negation as failure rules for circumscription [ 9,111. Lifschitz showed that 
this approximation is complete if T is positive: 
Definition 6. A formula 7” is positive with respect to a set F of predicate constants if 
there are no negative occurrences of any elements of f in T. 
Theorem 7 (Lifschitz [ I5,17 ] 1. 
( i ) rf T is positive with respecr to {p} , then k CIRC[ T; p ] s PWC [ T; ~1. 
(ii ) If T is positive with respect to I’. her? i=: CIRC[ T; r] - r\,,El. PWC [T; p]. 
The first result in Theorem 7 is the most fundamental result on pointwise circum- 
scription. However. it does not show the full power of pointwise circumscription. In 
Section 3, we shall properly strengthen this result (see Corollary 19). 
*See 121 I for Horn clausal theories, and I 101 for arbitrary tirst-order theories. 
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3. Extended pointwise circumscription 
In this section, we extend Lifschitz’s pointwise circumscription, and study its minimal 
model semantics based on a finite difference relation. Next, we show a class of for- 
mulas, called ~~~0s~ ~steiztiul formulas, for which extended pointwise circumscription 
is complete relative to predicate circumscription. The following examples suggest two 
meaningful directions of extension: 
Example 8. Consider CIRC[Tt ; p, q], where Tt is the formula p(a) 5 q(a). Obvi- 
ously, IPIM = I&f = 0 in any Q,,l-minimal model A4 of Tt. However Lifschitz’s 
pointwise circumscription does not have enough capability for characterizing this mini- 
mal model. For example, PWC [ TI ; pl is 
r,~v~~~ir)>(i~(n)ra+x~~qia)lv[4(a)A(~(a)3a=x)l)]. 
The sentence PWC [ Tt ; q] is also similar to the above formula. Unfortunately, the con- 
junction PWC[Tt;p] r\PWC[Tt;q] has a model N such that 1~1~ = {la\,v} and lqj,v = 
{ lal~}, which is not <{,,q)-minimal. In order to exclude such a non-minimal model, it 
is necessary to circumscribe both predicates p and q simultaneously (or, in parallel). 
Example 9 (Exmzple 2 in Lifschitz [ 171). Suppose T2 is the formula p(a) = p(b). 
Clearly, every extension jpj~~ must be empty in any <{,)-minimal model M of T2. 
However PWC[T2;p] has other non-minima1 models N such as IPIN = {\al,v, lbl,~}. In 
order to reject such a model, it is necessary to perform the pointwise minimization of p 
at two pinpoints, not at only ooze point. We have to assume a formula such as 
These two examples lead to the following extension of pointwise circumscription. 
Definition 10. Let T be a sentence, r be a set of predicate constants appearing in T 
and II be a positive integer. Suppose that A = (PI,. . . ,ph} is a non-empty subset of 
f. Moreover, let ai,. . . ,a;, . . . , $, . . . ,Wi be tuples of distinct individual variables not 
appearing in T, where the length of each 2: (for i = 1, . . . , h) is equal to the arity of pi, 
respectively. The extended poin~ise~or~~~u of A in T of degree n, written EPw, [T; A], 
is the first-order sentence 
#~~4)) ~l(l:::::::::::~::::::ll)]. 
The extended poi~tw~se circ~~scr~pt~~n of J’ in T of degree n, denoted by EPWC, [ T; r] 
(or, by EPWC, IT; PI, . . . ,p,]), is the first-order sentence 
TA A 
for each AC/- such that A#0 
Notice, + EPWC, [ 7”; I‘ ) _ 1 r\,,‘:,. PWC 1 T; r)] is clearly true. The length of’ the 
sentence EPWC,, [ 7’; I‘] is bounded by O( I x II x 2”’ ). where 1 is the length of T. and rn 
is the cardinal number of I’. If‘ I‘ is a singleton (~7). then the length of EPWC,T [ T; p] is 
bounded by a polynomial in I and II. Moreover, EPWC, [ 7’; 1~1 is syntactically identical 
with PWCiT;jt f 
We notice, EPWC 1 [ TI ; p. y 1 and EPWC? [ 7;: p 1 are appropl.iatc sentences For Ex- 
amples 8 and 9, respectively. Some readers may think that the simple f’ormufa T A 
EPw,, [ T; 1’1 is a correct afternativc definition I’or EPWC,, [ T; 1’1. Unfortunately, this 
formula is not adequate in general. Consider CIRC[ T; p, y 1, where 7’ is 
As T is posit&, Theorem 7 impfics that CIKC[T;p,y] is equivalent to the first-order 
formula PWC [ T: p ] i\ PWCj T; c/J H owcvcr. every EPw,,[ T; p, (rj for /I 2 I must he a 
tautology. For example, EPwl 1 T: p. q j is 
t+,Y;: 
i 
[?(Y, \,‘c/(; 1 1:; 
i 
([l(Nj j 0 = \‘) jI ($.1..1q(x) VIlx(.\.=:)) 
11 
Notice the above underlined subformula is II tautology. Thus T A EPw,, 1 T: p, q] never 
entails the formula V: (p( : f 1’1 ; = 01. which precisely describes the minimal extensions 
of’ p. This shows it is inevitabfc to incorp{~ratc all EPw,,I T; -II fbr any _I C I’ into 
EPWC,, [ T; f- ] 
We will now study the completeness 01‘ EPWC,, [ T; T] relative to CIRC[T; r]. First, 
we give a semantic characterization of’ EPWC,, [ T; 1’1. Let card(S) denote the cardinal 
number of a set S. 
Definition 11. Let T be ;t scntencc. I’ hc ;I set 01‘ predicate constants and II hc a 
positive integer. For any two models 1%4 and N of T. WC write M <:, N if M <,- N and 
card( /J)/,~ - J~JI~%+) i: II fbr each p * I‘. 
The transitive closure 01’ the relation *:;’ is a partial order. A model M of T is 
<y.-ruinirnal if there is no modcf N such that N $7. M and N #M. 
Proof. (+:) Trivial. 
(=3 ) We shall prove the contrapositivc. Suppose M is not <y.-minimal, There exists 
a model N of T such that N $7. M and N # IV. Let d be the set {p, ( I’ / ( lp,lnl -- 
lp,l,w) + S}. Cl early _l is not empty, so we assume J = (171,. ,p,,} for convenience. 
Obviously, t’or an appropriate assignment V. 
Consequently M b TEPw,, [ T; A 1. Hence M tf: EPWC,, I T; 1‘1. E 
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Corollary 13. Fir any n 2 1, 
(i) + CIRC[T;r] > EPWC,[T;r]. 
(ii) bEPWC,+t[T;r] 3EPWC,[T;rl. 
Proof. These are immediate consequences from Lemma 12. Cl 
Let’s consider EPWC, [ T; nut], where T is 
nut(O) AVx(nat(x) 3 nat(s(x))). 
Clearly, we have F EPWC, [T; nut] 3 EPWC,+i [T; nat] for any n 2 1. This means, 
with (ii) in Corollary 13, the classi~~ation of extended pointwise circumscriptions with 
respect to degree n constitutes a strict hierarchy. EPWC,[T, F] can be recognized as 
the nth approximation of CIRC[ T; r] . In this sense, we can say, Lifschitz’s PWC [ T, p] 
is the first elementary approximation. 
The recursive set Uiz, {EPWC [ T; r] } can be considered as a limit of extended 
pointwise circumscription, and is properly stronger than EPWC, [ 2”; I’] for any n 3 1. 
However, even /J+t {EPWC: [ T; F] ) is still weaker than CIRC[ T; I‘]. 
Example 14. Suppose T is the formula Vx(p(x) > P( f(x))). In any ~{~~-minimal 
models h# of T, jp\~ must be empty. However, each EPWC,[T;p] for II 2 1 allows 
some infinite extensions for p in its models N such as 1~1~ = {. . . , f-*( @), f-’ (@), 
@,f(@),f*(@),...}, and sodoes Ui,i{EPWCi[T;p]}. 
Lemma 12 implies EPWC,[T; F] is complete relative to CIRC[ T; r] if T is an 
almost existential formula. 
Definition 15. Let T be a sentence and I’ be a set of predicate constants. T is ulmust 
existential with respect to r if T is in the form 3(A) and A does not contain negative 
occurrences of members of r in the scope of V quantifier. 
Clearly, every almost existential formula with respect to r can equivalently be trans- 
formed into the following form, which we call the ~tu~~u~~u~rn: 
where Ai is a formula not involving negative occurrences of members of r, and 
each p,i is in F. The standard form of an almost existential formula is not unique, 
nor are the degree and the size. Thus, in order to simplify our discussion, we as- 
sume that almost existential formulas are in the standard form throughout this pa- 
per, 
Let N-Arg,(p) denote the set of all tuples F of terms such that T appears as an argu- 
ment of a negative literal lp( i) of a predicate p in a formula A. J...et max{ni , . . . , nk} 
represent the maximal number of non-negative integers nt , . . . , nk. 
Definition 16. The de,qreo 01 an almost cxistcntiai f‘ormula //y!! B; with respect to I’ is 
max { card ( N-Arg,j, ( p ) ) 1 1) t. I’ and N, ih a disjunctive of Vyi,, B,}. 
Every almost exjstenti~~l i>rmula is the dual 01 an ~~~~?~~~~f 4 ~~~er.~~~~ fo mula, which 
was introduced in L.ifschitz [ 161 to investigate whether predicate circumscription con- 
serves the satisfiability. The negation 01‘ almost existential formulas must be almost 
universal. Recall that a Ihrmula is call& ~~~.~fe~?r~f~~ if it is in the form 3(A), and A 
is quantifier fret. The&ore, any cxistcntia! formula is almost existential of arbitrary 
degree. Also positive lbrmula~ arc ~IIIIOS~ existential (of degree 0). and so are ground 
Ihrmulas. 
Proof, To simplify ous discussion. WC only consider the case where I‘ is a singleton 
{p}. The general case can be proved in a similar way. The sentence T has the following 
ihrm: 
whcrc A, is a ~~~r~llu~a not inv(~lvit~g negative rjccurrences of ,v. Notice that every k, 
(0 1. i < m) is less than or cqual to II. t?om Lemmas 13 and 12, it suffices to 
prove that il‘ a model M of T i4 not :z’,--minimal. then M is not <‘,‘-minimal ei- 
ther. 
Suppusc a model ilf of ‘I‘ is not ~.,~-~~~in~~~~~~l. Then there is a model N of‘ T such that 
N <:I, M and N + M. As N k= T. there is a pair ol’ a disjunctive of T and an assignment 
CJ such that 
N k= 
1 ,c 
A, A y>(i; ) :? ‘., y( i; ) 
According to this pair, we dclinc the set S,, a> Ihllows: 
‘S,, = ( //?/# -- /,qiV) { ii; 1’;. . or:,,‘;./ 
Next. WC shall construct ;I structure ./. according to S,,: 
(i) ,./I = i/V/(= lb!l). 
iii) lK_:i,, = /K/,v(= jk‘j,bff 
for every (function or prcdicatc) constant symbol K except for p. 
(iii) 
k’i., = ‘i 
l;~lh4 {j}. whcrc (2 is an element in !iii,$, ~ /p!;v. ifs,, = $4, 
jl-‘j.$, --~ { ir; 1%. . . it;g;~}. otherwise. 
Crrsc~ I: S,, = (i?. WC clearly get l/7/.1; & Illi,,. Since A, has no negative occurrences 
of f> and N b=--,, n, Ibr CJ, we have J /==,i A immediately. Moreover, it is obvious that 
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1~1~ never contains any elements of { Itfl$, . . . , Ifi,, I$}. Therefore, for the assignment 
fl given above, 
J +=, -p(i’l) A’**A-y(T;,). 
Consequently J + 7’. Furthermore, we have jpl~ C_ jpl~ and card(fp]u - /P/J> = 1 
from the definition of J. Eventually we conclude J <; M, which causes A4 to be not 
<Y.-minimal. 
Case 2: S,, # 0. (p1.1 d oes not contain any elements of {Ir;]‘,;, . . . , IfiJ$}. It is 
also clear that IP(N C lp]~, because IPIN has no elements of {I?, I%, . . . , IFi, I$] either. 
Therefore, we get J k T similarly as in Case 1. We also have 
Consequently J ~7. M. We have finished the proof. Cl 
Notice that if the degree of T is 0, then ApE,. PWC [ T; p] is enough for this theorem. 
This conjunction is implied by EPWC,[T; r] for any n 3 1. 
ExamPIe 18. Let T be the almost existential sentence of degree 2: 
The sentence EPWC2 [ T; p] , which is equivalent to CIRC[ T; p] , is 
Recall again that every existential formula is “almost existential”. Therefore, The- 
orem 17 becomes a proper extension of the result achieved by Kolaitis and Papadim- 
itriou [ 131, which showed that there is an equivalent first-order sentence for CIRC[ T; f’] 
if T is existential. Note that even if r is a singleton {p), the size of the first-order for- 
mula derived in [ 131 is sometimes an exponential of k, where k is the size of T. In 
contrast, the size of EPWC,[T; ZJ is always bounded by 0( k’), i.e., a polynomial in k, 
for the same case. Therefore, our results become a partial answer to the question stated 
in Kolaitis and Papadimitriou [ 131, which was concerning whether or not exponen- 
tial growth of the size of equivalent first-order formulas is inherent to circumscription 
in existential formulas. Notice it is unclear whether Theorem 17 can be extended to 
second-order existential formulas. 
The next corollary follows immediately from Theorem 17, and becomes a proper 
extension of Theorem 7 ( i > .
Corollary 19. lf T is almost existential with respect to p of degree n < 1, then 
+ CIRC[T;p] G PWC[T;p]. 
Lemma 12 also leads to another completeness result in the case where each p E I’ 
has only finite extensions in any models of 7’. In this paper WC have considered only 
,Inrmal models. Therefore, the compactness theorem shows that if each p E r has only 
finite extensions in any models. then there is a nlaximum finite cardinal number of those 
extensions (see Perlis and Minker 123 1 ). That is, there is a non-negative integer k such 
that 
We call k the ,firrite degrer 01‘ T with rcspcct to I‘. The following is an immediate 
consequence of Lemma 12: 
4. Comparison 
McCarthy [ 20 J originally dclincd circumscription as a first-order schema, denoted by 
F-CIRCf T: r1.j which has also been studied by a number of researchers I 1.12,22,231. 
Perlis and Minkcr [ 23) showed F-CIRCIT: /‘I is complete relative to CIRC[T; rl 
under a finiteness condition, which is the same condition as in Corollary 20 except that 
the finite degree is not explicitly mentioned there. 
However, we have to notice that F-CIRCf T: I‘] is still complete even if the finite- 
ness condition is weakened to the point which imposes the finiteness only on minimal 
extensions of p E I‘ (see [ 23, Corollary 4.5 I ). Unfortunately, we cannot perform such 
a weakening for EPWC, [ T; I-1. Reconsider the theory T in Example 14. All extensions 
of ft are empty, i.e., finite in any <I,,)-minimal models, and so arc in all models of 
F-CIRC[T;p]. However EPWC,,[ T; p j allows an infinite extension of p in its models. 
d.2. Other related works 
Roughly speaking, there exist two kinds of computation systems i’or circumscrip- 
tion. The first is an equivalent transformation system of circumscription into first-order 
sentences [3,4,6,13-l 5,17,25] or into logic programs [ 8,241. The second is a deduc- 
tive computation system for circumscription [ 7.241. Unfortunately, almost all of them 
(except for SCAN 161, see below) must obey rather strict conditions for applica- 
tion. such as finite domain closure assumption, function-free assumption, groundness, 
or some requirements on the form of underlying first-order theories. In contrast with 
these. EPWC,,[T; r] can he defined in arbitrary first-order theories T. It always behaves 
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as a first-order approximation of CIRC[T; r]. Even if EPWC, [T; S] is not logically 
equivalent to CIRC [ T; r] , EPWC, [T; r] is at least a more accurate approximation than 
the simple conjunction ApET. PWC[T;pl . 
SCAN established by Gabbay and Ohlbach [6] is an excellent algorithm for re- 
cursively eliminating second-order existential quantifiers in a formula. The resulting 
first-order formula must be logically equivalent if SCAN remzinates. SCAN is also ap- 
plicable, without exception, for transformation of arbitrary predicate circumscription into 
first-order sentences. We conjecture that SCAN succeeds in transforming predicate cir- 
cumscription over almost existential formulas. In this sense, EPWC, [ T, r] is a weaker 
transformation system than SCAN. However SCAN often fails to terminate, when a the- 
ory involves recursive definitions of predicates. For example, consider CIRC [ Tpr.pn; even], 
where T,,.,, is 
even(O) AVx[even(x) 2 even(s*(X))f. 
SCAN produces infinitely many resolvents for this example, and thus fails to terminate. 
On the other hand, PWC[ Teoe,,; even] entails the predicate completion of even [ 211, 
i.e., 
+ PWCIT,,& even] > VZ (eves = [z = 0 V ?x(even(x) A z = s2(x))j) . 
Hence, some negative queries such as -even( s( 0) ) , lewen( s3 (0) ) and so on can me- 
chanically be deduced from PWC[T,,,,; even] under the framework of Clark’s equality 
theory 4 [ 191. Notice the fact that + EPWC, [T; ZJ > /j,,,Er PWC[ T; pi]. There- 
fore EPWC, [ T; r] also implies the predicate completion of each p E r. This means 
that EPWC, [ T; F] can also be used for recursive computation of minimized pred- 
icates. Compared with SCAN, this is one great advantage of EPWC,[ T; r]. No- 
tice that SCAN never terminates even within the framework of Clark’s equality the- 
ory. 
The reduction algorithm proposed by Doherty et al. [ 3,4] is also a powerful method 
for eliminating second-order existential quantifiers. Unlike SCAN, this algorithm always 
terminates, and either returns an equivalent first-order formula, or reports “failure of 
transformation”. The algorithm of Doherty et al. can transform predicate circumscription 
over almost existential formulas into first-order sentences the same way as SCAN. 
However, it also fails to transform the above CIRC[ T&,; even], i.e., it cannot compute 
recursive definitions of minimized predicates. 
In this paper, we studied the ability of EPWC, [ T; f] as an equivalent transformation 
system. We have not yet investigated recursive computation of minimized predicates 
over EPWC, [ T; r] . It is unclear what new phenomenon will occur in such an extended 
framework. We have to discover and clarify new valuable principles for recursive com- 
putation which are embedded in EPWC, [ T; r’] , and not in f\,,,r PWC f T; pi]. This is 
an open problem. 
4Clark’s equality theory can be regarded as a formalization of a unique name assumption. Without such 
a theory, we cannot conclude even CIRC[ block( a); block] b yblock( h) Thus we believe Clark’s equality 
theory is suitable and necessary for almost all cases of commonsense reasoning. 
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