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DUALITY, CONVEXITY AND PEAK INTERPOLATION
IN THE DRURY-ARVESON SPACE
RAPHAE¨L CLOUAˆTRE AND KENNETH R. DAVIDSON
Abstract. We consider the closed algebra Ad generated by the polynomial multi-
pliers on the Drury-Arveson space. We identify A∗
d
as a direct sum of the preduals
of the full multiplier algebra and of a commutative von Neumann algebra, and es-
tablish analogues of many classical results concerning the dual space of the ball
algebra. These developments are deeply intertwined with the problem of peak in-
terpolation for multipliers, and we generalize a theorem of Bishop-Carleson-Rudin
to this setting by means of Choquet type integral representations. As a byproduct
we shed some light on the nature of the extreme points of the unit ball of A∗
d
.
1. Introduction
A single contraction acting on Hilbert space is said to be absolutely continuous
if the spectral measure of its minimal unitary dilation is absolutely continuous with
respect to Lebesgue measure on the circle. This notion is closely related to the
algebra H∞(D) of bounded holomorphic functions on the unit disc, by means of the
Sz.-Nagy–Foias functional calculus. In fact, a contraction is absolutely continuous if
and only if the polynomial functional calculus extends in a weak-∗ continuous fashion
to H∞(D). At the root of this observation is a complete description of the so-called
Henkin measures on the circle, for which the associated integration functional extends
to be weak-∗ continuous.
Moving on to multivariate operator theory and to the study of commuting row
contractions T = (T1, . . . , Td), the algebra H
∞(D) is generally replaced by Md, the
multiplier algebra of the Drury-Arveson space. The basic motivation underlying this
project was to identify the row contractions with the property that the polynomial
functional calculus
p 7→ p(T1, . . . , Td)
extends weak-∗ continuously to the whole multiplier algebra Md. Such contractions
have been called absolutely continuous previously [14] in analogy with the single
operator case. We seek to provide the measure theoretic counterpart to this analogy.
Ultimately, this paper grew in the direction of function theory and approximation.
Nevertheless, multivariate operator theory remains a major motivation for this study.
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Applications of this paper to both function theory and multivariate operator theory
will appear in [9] and [10].
To achieve a description of absolutely continuous row contractions, we need to
describe the dual space of the norm closed subalgebra Ad of Md generated by the
polynomials. Our approach is strongly influenced by the solution of the corresponding
problem for the ball algebra A(Bd), which is the closure of the polynomials in H
∞(Bd)
(which is in turn the multiplier algebra of the usual Hardy space on the ball). This
solution builds on the results of several authors and is laid out in [35, Chapter 9]. It
is based on three main ingredients: the Valskii decomposition for Henkin measures,
the Glicksberg-Ko¨nig-Seever decomposition for general measures, and the Henkin-
Cole-Range characterization of Henkin measures. These culminate in the following
concrete description of the dual space
A(Bd)
∗ ≃ H∞(Bd)∗ ⊕1 TS(Sd),
where the first summand consists of the weak-∗ continuous linear functionals on
H∞(Bd) and the second summand is the space of totally singular measures on the
sphere (that is, measures which are singular with respect to every positive repre-
senting measure for evaluation at 0). The analogue of the Glicksberg-Ko¨nig-Seever
theorem in our setting is a decomposition of functionals in A∗d similar to those in
[14] and [27]. We seek to develop appropriate analogues of the other two remaining
ingredients.
A famous byproduct of the aforementioned description of A(Bd)
∗ is the Bishop-
Carleson-Rudin theorem [4, 7, 34]: a closed subset K of the sphere which is null with
respect to every measure in H∞(Bd)∗ has the property that for any f ∈ C(K) there
exists g ∈ A(Bd) such that
g|K = f and |g(ζ)| < sup
z∈K
|f(z)| for every ζ ∈ Sd \K.
An important driving force behind our work is the adaptation of this result to the
setting of Ad rather than A(Bd). The plan of the paper is as follows.
Section 2 deals with preliminaries.
In Section 3, we obtain a partial analogue of the Valskii decomposition (Theorem
3.3).
The structure theorem for free semigroup algebras [13] is used in Section 4 to
establish one of the central results in the paper, namely the following isometric iden-
tifications of the first and second dual space
A∗d ≃Md∗ ⊕1 W∗
A∗∗d ≃Md ⊕∞ W
where W is a commutative von Neumann algebra (Theorem 4.2 and Corollary 4.3).
As a consequence we get a Lebesgue decomposition for functionals on Ad. We show
that functionals in W∗ are given by integration against totally singular measures on
the sphere (Theorem 4.4). We also obtain an F. and M. Riesz type theorem for
quotients of Ad (Theorem 4.7) reminiscent of work of Kennedy and Yang [27].
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In Section 5, we examine each direct summand from the decomposition of A∗d more
closely and relate them to their classical counterparts in A(Bd)
∗. In particular, we
show that the intersection of each summand with the space of measures on the sphere
forms a band of measures (Theorem 5.4). We introduce the notion of Ad–totally null
sets and give a characterization for them in terms of Ad–Henkin measures (Corollary
5.6). We show that these sets are plentiful since any Ad–totally singular measure is
concentrated on one (Proposition 5.7). We also establish an approximation result for
continuous functions on closed Ad–totally sets using multipliers from Ad (Proposition
5.10).
Section 6 provides several concrete examples of Ad–totally null sets.
In Section 7, we use our description ofA∗d to study the extreme points and the weak-
∗ exposed points of its closed unit ball. In particular, Theorem 7.5 and Theorem 7.7
ensure the existence of many extreme points in the closed unit ball of Md∗, thus
bringing forth a sharp difference with the more classical situation of the closed unit
ball of H∞(D)∗ [1], which extends to H
∞(Bd)∗ [8].
Section 8 presents some technical results on convexity and a Choquet type integral
representation (Theorem 8.4).
This integral representation is then used in the last section, Section 9, which is
concerned with approximation and interpolation using functions from Ad. These
types of questions are common within the realm of uniform algebras, but several
complications appear in our case. Motivated by the Bishop-Carleson-Rudin theorem
mentioned above, the other central result of this paper offers a major improvement
on Corollary 5.10. Indeed, Theorem 9.5 shows that if K ⊂ Sd is a closed Ad–totally
null subset and ε > 0, then for every f ∈ C(K) there exists ϕ ∈ Ad such that
(i) ϕ|K = f ,
(ii) |ϕ(ζ)| < supz∈K |f(z)| for every ζ ∈ Sd \K,
(iii) ‖ϕ‖Ad ≤ (1 + ε) supz∈K |f(z)|.
2. Preliminaries
Let d ≥ 1 be an integer. Throughout the paper we denote the open unit ball of Cd
by Bd. We denote by Sd the unit sphere, which is the boundary of Bd.
2.1. The ball algebra and its dual space. The ball algebra A(Bd) consists of all
analytic functions on Bd which extend to be continuous functions on the closure Bd.
The norm of a function f ∈ A(Bd) is the supremum norm over the ball
‖f‖∞ = sup
z∈Bd
|f(z)|.
Equivalently, A(Bd) can be defined to be the closure of the polynomials in this norm.
By virtue of the maximum principle, we may consider A(Bd) as a subalgebra of C(Sd).
The maximal ideal space of A(Bd) is homeomorphic to the closed ball Bd via the map
which identifies a point z ∈ Bd with the functional τz of evaluation at z.
A closely related algebra is H∞(Bd), which consists of all bounded analytic func-
tions on Bd. Functions in H
∞(Bd) have radial limits almost everywhere with respect
to the unique rotation invariant Borel probability measure σ on the sphere, and a
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function can be recovered from its boundary values (see [35, Chapter 5]). In this
fashion, we may therefore consider H∞(Bd) as a weak-∗ closed subalgebra of L∞(σ).
Moreover, we can identify a predual of this subalgebra as
H∞(Bd)∗ ≃ L1(σ)/H∞(Bd)⊥.
In particular, every weak-∗ continuous functional on H∞(Bd) extends to a weak-∗
continuous functional on L∞(σ), and is given by integration against a measure h dσ
for some function h ∈ L1(σ).
For each point z ∈ Bd, the evaluation functional τz on A(Bd) can be extended to
a state of C(Sd). Every such extension is given by integrating against some positive
Borel measure µz which must be a representing measure for z, that is
f(z) =
∫
Sd
f dµz
for every f ∈ A(Bd). We denote the set of positive representing measures for the
origin by M0(Sd).
To describe the dual space of the ball algebra, we need to introduce another prop-
erty. Denote by M(Sd) the space of finite regular Borel measures on Sd, so that
C(Sd)
∗ = M(Sd). A measure µ ∈M(Sd) is called an A(Bd)–Henkin measure if when-
ever {fn}n ⊂ A(Bd) is a bounded sequence converging pointwise to 0 on Bd, we have
that
lim
n→∞
∫
Sd
fn dµ = 0.
Bounded sequences of A(Bd) converging to 0 pointwise on Bd are sometimes referred
to as Montel sequences. They are precisely the sequences in A(Bd) that converge to
0 in the weak-∗ topology of H∞(Bd). A basic fact concerning Henkin measures is the
following result, usually called the Valskii decomposition [37].
Theorem 2.1 (Valskii). Let µ ∈M(Sd) be an A(Bd)–Henkin measure. Then, we can
write µ = ν + h σ where ν ∈ (A(Bd))⊥ and h ∈ L1(σ).
In particular, this implies that the A(Bd)–Henkin measures are precisely the mea-
sures whose associated integration functional on A(Bd) extends to an element of
H∞(Bd)∗.
The next result is due partly to Henkin [25] and partly to Cole and Range [12].
It provides a complete description of the A(Bd)–Henkin measures. We say that a
measure µ is absolutely continuous with respect toM0(Sd) if there is some ρ0 ∈ M0(Sd)
such that µ is absolutely continuous with respect to ρ0.
Theorem 2.2 (Henkin, Cole-Range). Let µ ∈ M(Sd). Then, µ is A(Bd)–Henkin if
and only if µ is absolutely continuous with respect to M0(Sd).
The last ingredient needed in the description of the dual space of A(Bd) is the so-
called Glicksberg-Ko¨nig-Seever decomposition [22, 29], which generalizes the classical
F. and M. Riesz Theorem. A measure µ is said to be A(Bd)–totally singular if µ is
singular with respect to ρ for every ρ ∈M0(Sd).
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Theorem 2.3 (Glicksberg-Ko¨nig-Seever). Let µ ∈ M(Sd). Then, we can write µ =
µa + µs where µa is A(Bd)–Henkin and µs is A(Bd)–totally singular. Moreover, this
decomposition is unique, and both µa and µs are absolutely continuous with respect to
µ.
We can now proceed to describe A(Bd)
∗. The following is classical, and is merely
a restatement of Theorems 2.1, 2.2 and 2.3. We denote by TS(Sd) the space of
A(Bd)–totally singular measures on Sd.
Theorem 2.4. The dual space of A(Bd) can be identified as H
∞(Bd)∗ ⊕1 TS(Sd).
One last classical result about A(Bd) that we require involves the concept of peak
interpolation. Let X be a compact Hausdorff space and K ⊂ X be a closed subset.
Then, K is a peak interpolation set for a closed subspace A ⊂ C(X) if for every
f ∈ C(K), there exists ϕ ∈ A such that
ϕ|K = f
and
|ϕ(x)| < ‖f‖K for all x ∈ X \K
where
‖f‖K = sup
z∈K
|f(z)|.
A set E ⊂ Sd is A(Bd)–totally null if |η|(E) = 0 for every A(Bd)–Henkin measure η. A
measure concentrated on such a set is necessarily A(Bd)–totally singular by Theorem
2.3. In the case of d = 1, a subset of the circle T is totally null if and only if it has
Lebesgue measure zero. Carleson [7] and Rudin [34] established that any compact
subset of T of Lebesgue measure zero is a peak interpolation set for A(D). Bishop [4]
found a remarkable major generalization of this result, providing simple criteria for
being a peak interpolation set. When X = Sd and A = A(Bd), Bishop’s result reads
as follows.
Theorem 2.5 (Bishop). Every closed A(Bd)–totally null subset K ⊂ Sd is a peak
interpolation set for A(Bd).
2.2. Drury-Arveson space and Fock space. The Drury-Arveson space H2d is a
Hilbert space of analytic functions on Bd with reproducing kernel
k(w, z) =
1
1− 〈w, z〉 for z, w ∈ Bd.
For z ∈ Bd, the functional on H2d of evaluation at z is given by f(z) = 〈f, kz〉 where
kz(w) = k(w, z). An orthogonal basis for H
2
d is given by
{zα : α = (α1, . . . , αd) ∈ Nd0}
and those basis elements have norm given by the formula
‖zα‖2H2
d
=
α!
|α|! =
α1! . . . αd!
(α1 + · · ·+ αd)! .
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The multiplier algebra Md of H2d consists of all analytic functions f on Bd such
that fH2d ⊂ H2d . Every multiplier is analytic on Bd, in fact Md ⊂ H2d since 1 ∈ H2d .
We identify a multiplier f ∈ Md with the associated multiplication operator Mf on
H2d defined as Mfg = fg. Then, Md is a wot-closed maximal abelian algebra of
bounded operators on H2d . The operator norm of Mf is called the multiplier norm of
f , and it is given by ‖f‖Md = ‖Mf‖. It is well-known that
‖f‖∞ ≤ ‖f‖Md for f ∈Md
and the two norms are not comparable [2, 16]. Moreover, we can identify a predual
Md∗ for Md as
Md∗ = B(H2d)∗/(Md)⊥.
By analogy with the definition of A(Bd), we denote by Ad the norm closure of the
polynomials in Md. Clearly we have that Ad ⊂ A(Bd), and thus all multipliers in
Ad are continuous on Bd. Note that the converse of this statement is false, as there
are continuous multipliers which are not in Ad as shown in [21]. Since the multiplier
norm and the supremum norm are not comparable, the image of Ad inside of A(Bd)
is not closed. Using the same identification as for A(Bd), we see that the maximal
ideal space of Ad is (homeomorphic to) Bd.
The Drury-Arveson space can viewed in a different way which will be useful for our
purposes. Recall that the full Fock space F 2d = ℓ
2(F+d ) is the space of ℓ
2 functions
on the free semigroup F+d consisting of all words in an alphabet of d letters. Given a
word w ∈ F+d we denote by ξw ∈ F 2d the unique element such that ξw(u) = δw,u for
each u ∈ F+d . For each positive integer k, consider the subspace spanned by
{ξw : |w| = k}
where |w| is the length of w. This subspace carries a natural unitary action of the
permutation group Sk. The set of fixed points of this action consists of the symmetric
elements of length k. These may be identified with the homogeneous polynomials of
degree k in the Drury-Arveson space, thus providing an isometric identification of H2d
with the so-called symmetric Fock space.
The left regular representation of F+d on F
2
d is given by the map
w 7→ Lw
where Lwξu = ξwu for every u ∈ F+d . In particular, choosing w to be a single letter
we obtain the left multipliers L1, . . . , Ld. The symmetric Fock space is co-invariant
for these multipliers. Moreover, the compression of Lk to the symmetric Fock space
coincides with the multiplier Mzk once the space is identified with H
2
d . This point
of view can be quite fruitful, as illustrated in [32] where a multivariate version of
von Neumann’s inequality is obtained based on Popescu’s non-commutative Poisson
transform.
The norm closed algebra generated by L1, . . . , Ld is Popescu’s non-commutative
disc algebra Ad [30]; and the wot-closure of this algebra is the non-commutative
analytic Toeplitz algebra Ld, [31, 15]. It was observed in [17] that Ld has property A1
and thus its wot-topology coincides with its weak-∗ topology. We need the following
result from [16], [3] and [24].
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Theorem 2.6 (Davidson-Pitts, Arias-Popescu). Let C denote the norm closed com-
mutator ideal of Ad, and let Cw denote its wot-closure in Ld. Then, Ad/C is com-
pletely isometrically isometric to Ad via a map sending Lk + C to Mzk for each
1 ≤ k ≤ d. Moreover, Ld/Cw is completely isometrically isometric and weak-∗ home-
omorphic to Md via a map sending Lk + Cw to Mzk for each 1 ≤ k ≤ d.
In fact, this holds in greater generality: if J is any wot-closed ideal of Ld, then
the quotient Ld/J is completely isometrically isomorphic to the compression of Ld
to (JF 2d )⊥ [16]. This fact also applies to quotients of Md [19].
2.3. The structure of free semigroup algebras and their dual space. As
shown in [14], the double dual A∗∗d is a free semigroup algebra, that is to say A
∗∗
d
is wot-closed and generated by isometries with pairwise orthogonal ranges. These
have a very rigid structure [13, Theorem 2.6]. We let L̂k denote the image of Lk in
A∗∗d .
Theorem 2.7 (Davidson-Katsoulis-Pitts). There is an orthogonal projection P in
A∗∗d such that
(i) the range of P is coinvariant for A∗∗d .
(ii) A∗∗d (I − P ) is completely isometrically isomorphic and weak-∗ homeomorphic
in a canonical way to Ld via a map that sends L̂k(I − P ) to Lk for each
1 ≤ k ≤ d.
(iii) A∗∗d P = NP is a wot-closed left ideal in N, the von Neumann algebra gen-
erated by A∗∗d . Moveover, A
∗∗
d P =
⋂∞
n=1(A
∗∗
d,0)
n, where A∗∗d,0 is the codimension
1 wot-closed ideal of A∗∗d generated by L̂1, . . . , L̂d.
Following the terminology introduced in [14], a functional Φ ∈ A∗d is said to be
absolutely continuous if it is the restriction to Ad of a weak-∗ continuous functional
on Ld. Such functionals have a very special form as the next result shows [17, Theorem
2.10]. Given vectors ξ, η ∈ F 2d , we define the functional [ξη∗] ∈ A∗d as
[ξη∗](A) = 〈Aξ, η〉.
Theorem 2.8 (Davidson-Pitts). Let Φ ∈ A∗d be absolutely continuous. Then, for
every ε > 0 there are ξ, η ∈ F 2d such that Φ = [ξη∗] and ‖ξ‖F 2d ‖η‖F 2d < ‖Φ‖+ ε.
At the other extreme, a functional Φ ∈ A∗d is said to be singular if
‖Φ|An
d,0
‖(An
d,0
)∗ = ‖Φ‖A∗
d
for all n ≥ 0,
where Ad,0 is the codimension 1 norm-closed ideal of Ad generated by L1, . . . , Ld. The
following decomposition was proved in [14, Proposition 5.9].
Theorem 2.9 (Davidson-Li-Pitts). Every functional Φ ∈ A∗d has a unique decompo-
sition Φ = Φa + Φs where Φa is absolutely continuous and Φs is singular.
The decomposition of a functional Φ ∈ A∗d is given by
Φa(A) = Φ(A(I − P )), Φs(A) = Φ(AP ) for all A ∈ Ad
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where P ∈ A∗∗d is the projection from Theorem 2.7. We have the inequality
‖Φ‖A∗
d
≤ ‖Φa‖A∗
d
+ ‖Φs‖A∗
d
,
which is strict in general. Kennedy and Yang show in [27] that this decomposition
holds in Ld and its quotients by ideals by establishing an F. and M. Riesz type of
theorem. These results will be adapted to the commutative setting of Ad.
3. Extension of Ad–Henkin functionals
As was discussed in the preliminaries, we have that
‖f‖∞ ≤ ‖f‖Md for all f ∈Md.
In particular, we have the inclusions
Ad ⊂ A(Bd) and Md ⊂ H∞(Bd).
Any functional on A(Bd) restricts to a functional on Ad and likewise any functional
on H∞(Bd) restricts to a functional on Md.
The same kind of inclusion holds for the preduals as well: given Φ ∈ H∞(Bd)∗
the restriction Ψ = Φ|Md belongs to Md∗. Indeed, by the Krein-Smulyan theorem,
to establish this claim it suffices to verify that Ψ is weak-∗ continuous at 0 when
restricted to the unit ball b1(Md). Consider a net {fα}α ⊂ b1(Md) converging weak-
∗ to 0. In particular, we have that the net lies in b1(H∞(Bd)) and converges to 0
pointwise on Bd, from which it follows that it converges to 0 weak-∗ in H∞(Bd).
Thus
lim
α
Ψ(fα) = lim
α
Φ(fα) = 0
as desired. In other words, we have
H∞(Bd)∗ ⊂Md∗.
To account for the fact that not all functionals on Ad are given as restrictions
of functionals on A(Bd), we make the following definition which is inspired by the
corresponding definition for measures on the sphere.
Definition 3.1. We say that Φ ∈ A∗d is an Ad–Henkin functional if
lim
n→∞
Φ(fn) = 0
whenever {fn}n ⊂ Ad converges weak-∗ to 0 in Md. In the same vein, a measure
µ ∈M(Sd) is Ad–Henkin if
f 7→
∫
Sd
fdµ, f ∈ Ad
is an Ad–Henkin functional.
We note that a sequence {fn}n ⊂Md converges weak-∗ to zero in Md if and only
if it is bounded (in the multiplier norm) and converges pointwise to 0 on Bd. Since
the multiplier norm dominates the supremum norm, we see that any A(Bd)–Henkin
measure is necessarily Ad–Henkin.
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The main result of this section provides an analogue of the remark that follows
Theorem 2.1. Namely, we show that if Φ is an Ad–Henkin functional (not necessarily
given as integration against some measure on Sd), then Φ extends to be weak-∗
continuous on Md.
Let us first set up some notation. Given a function f defined on Bd and 0 ≤ r < 1,
define the function fr as
fr(z) = f(rz) for z ∈ Bd.
It is an elementary exercice to show that if f ∈ H∞(Bd), then fr ∈ A(Bd) and
w*–lim
r→1
fr = f
in the weak-∗ topology of H∞(Bd). Likewise, if f ∈Md then fr ∈ Ad and
w*–lim
r→1
fr = f
in the weak-∗ topology of Md. In fact, we have a stronger conclusion. Before stating
it, let
Γ(z, w) =
1
(1− 〈z, w〉)d
which is defined for z ∈ Bd, w ∈ Bd. Recall then the Cauchy formula (Equation 3.2.4
in [35])
f(z) =
∫
Sd
f(ζ)Γ(z, ζ) dσ(ζ) for f ∈ A(Bd) and z ∈ Bd.
Lemma 3.2. Let {fn} ⊂ A(Bd) be a bounded sequence of functions. Let {rn}n be a
sequence of numbers satisfying 0 ≤ rn < 1 and limn→∞ rn = 1. Put gn(z) = fn(rnz)
for every z ∈ Bd. Then, each gn belongs to Ad and the sequence {gn− fn}n converges
to 0 in the weak-∗ topology of H∞(Bd). Moreover, if we assume that {fn}n is a
bounded sequence in Ad, then the sequence {gn − fn}n converges to 0 in the weak-∗
topology of Md.
Proof. Note that each function gn is holomorphic on a ball of radius strictly larger
than 1. Thus, a power series expansion shows that gn ∈ Ad. Assume first that {fn}n
is a bounded sequence of functions in A(Bd). It is clear that
‖gn‖∞ ≤ ‖fn‖∞
for every n, whence the sequence {gn}n is bounded in A(Bd). To obtain that the
sequence {gn − fn}n converges to 0 in the weak-∗ topology of H∞(Bd), it remains
only to verify that limn→∞(gn − fn) = 0 pointwise on Bd. Fix z ∈ Bd. Then,
gn(z)− fn(z) = 〈fn,Γ(·, rnz)− Γ(·, z)〉L2(σ).
Since ‖fn‖L2(σ) ≤ ‖fn‖A(Bd) and
lim
r→1
Γ(·, rz) = Γ(·, z)
in L2(σ) for every z ∈ Bd, the first statement follows.
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The second statement follows from the same argument upon replacing each occur-
rence of the supremum norm by the multiplier norm and using the basic fact that
‖fr‖Md ≤ ‖f‖Md
for every f ∈Md and every 0 ≤ r ≤ 1 (this easily follow from Equation 3.5.4 in [36]
along with the fact that the Poisson kernel is positive).
The following is the main result of this section. In addition to showing that Ad–
Henkin functionals extend to elements of the predual Md∗, it shows that such func-
tionals may be approximated by integration functionals against measures that are
absolutely continuous with respect to σ. The proof of this second statement is heav-
ily inspired by that of Theorem 9.2.1 in [35].
Theorem 3.3. Let Φ be an Ad–Henkin functional. Then, there exists Ψ ∈Md∗ such
that Ψ|Ad = Φ; and
‖Ψ‖Md = ‖Φ‖Ad.
Moreover, there exists an anti-holomorphic function ϕ on Bd such that if we define
Ψr ∈ A∗d as integration against the measure ϕr dσ, then
(1) lim
r→1
‖Φ−Ψr‖A∗
d
= 0.
Proof. We first show that Φ can be extended to an element of the predual of Md.
Given f ∈Md, first note that fr ∈ Ad for every 0 ≤ r < 1. Indeed, this follows from
a power series expansion as in Lemma 3.2. Now, we claim that limr→1Φ(fr) exists.
Assuming otherwise, there is ε > 0 and a sequence {rn}n increasing to 1 such that
|Φ(frn − frn+1)| > ε for all n ≥ 1.
On the other hand,
‖frn − frn+1‖Ad ≤ 2‖f‖Ad for all n ≥ 1
and
lim
n→∞
(frn − frn+1)(z) = f(z)− f(z) = 0 for all z ∈ Bd.
Therefore the sequence {frn − frn+1}n ⊂ Ad converges weak-∗ to 0 in Md and
lim
n→∞
Φ(frn − frn+1) = 0
since Φ is assumed to be an Ad–Henkin functional, which is a contradiction.
For every f ∈Md, we may therefore define
Ψ(f) = lim
r→1
Φ(fr).
Clearly, Ψ is linear. Moreover, since ‖fr‖Md ≤ ‖f‖Md for every f ∈Md we have that
‖Ψ‖M∗
d
≤ ‖Φ‖A∗
d
. Let now f ∈ Ad. Then fr → f in the weak-∗ topology of Md as
r → 1 and hence
Ψ(f) = lim
r→1
Φ(fr) = Φ(f)
since Φ is an Ad–Henkin functional. We conclude that Ψ extends Φ. It only remains
to verify that Ψ is weak-∗ continuous. To this end, suppose that {fn}n is a sequence
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in Md converging weak-∗ to 0. For each n ≥ 1, choose 0 < rn < 1 sufficiently close
to 1 so that if we put gn = fn(rn·) ∈ Ad, then
|Ψ(fn)− Φ(gn)| < 1/n.
We can assume that the sequence {rn}n increases to 1. By Lemma 3.2, {gn − fn}n
converges weak-∗ to 0 in Md, whence {gn}n converges to 0 pointwise on Bd. Since Φ
is an Ad–Henkin functional, we find
lim
n→∞
Φ(gn) = 0.
Therefore
lim
n→∞
Ψ(fn) = lim
n→∞
Φ(gn) = 0.
Now, Md∗ is separable so that Ψ is weak-∗ continuous by virtue of the the Krein-
Smulyan Theorem.
Next, we proceed to show the desired approximation property. Note first that for
each fixed w ∈ Bd, the function Γ(·, w) is holomorphic on the open ball of radius
1/‖w‖Cd. In particular, we see that the function Γ(·, w) belongs to Ad for every
w ∈ Bd. In addition, given 0 < r < 1 we have that
sup
ζ∈Sd
‖Γ(·, rζ)‖Md <∞.
On the other hand, given ζ0 ∈ Sd, z ∈ Bd, 0 < r < 1 and a sequence {ζn}n ⊂ Sd such
that ζn → ζ0, it is clear that
lim
n→∞
Γ(z, rζn) = Γ(z, rζ0)
and thus {Γ(·, rζn)}n converges weak-∗ to Γ(·, rζ0) in Md. Since Φ is an Ad–Henkin
functional, we obtain that
lim
n→∞
Φ(Γ(·, rζn)) = Φ(Γ(·, rζ0))
for every 0 < r < 1 and every sequence {ζn}n ⊂ Sd such that ζn → ζ0. Therefore the
function
ζ 7→ u(ζ)Φ(Γ(·, rζ))
is continuous for every function u continuous on Sd. Moreover, the function
(z, ζ) 7→ u(ζ)Γ(z, rζ)
is continuous on Bd × Sd for every 0 < r < 1. By virtue of the continuity of the
functions involved, approximating the integral using Riemann sums yields∫
Sd
u(ζ)Φ(Γ(·, rζ)) dσ(ζ) = Φ
(∫
Sd
u(ζ)Γ(·, rζ) dσ(ζ)
)
for every continuous function u. If f ∈ A(Bd), then by the Cauchy formula this
becomes
Φ(fr) =
∫
Sd
f(ζ)Φ(Γ(·, rζ)) dσ(ζ).
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Define the function ϕ : Bd → C as
ϕ(w) = Φ(Γ(·, w))
and note that it is anti-holomorphic. For every f ∈ A(Bd) and 0 < r < 1, we have∫
Sd
f(ζ)ϕ(rζ) dσ(ζ) = Φ(fr).
In particular,∣∣∣∣Φ(f)−
∫
Sd
f(ζ)ϕ(rζ) dσ(ζ)
∣∣∣∣ = |Φ(f − fr)| for all f ∈ Ad.
Assume that there exists ε > 0 and two sequences {rn}n and {fn}n ⊂ Ad such that
limn→∞ rn = 1, ‖fn‖Ad = 1 and∣∣∣∣Φ(fn)−
∫
Sd
fn(ζ)ϕ(rnζ) dσ(ζ)
∣∣∣∣ ≥ ε
for every n. If we put gn(z) = fn(rnz) for every z ∈ Bd, then we have
|Φ(fn − gn)| ≥ ε
for every n. By virtue of Lemma 3.2 this contradicts the fact that Φ is an Ad–Henkin
functional, so we conclude that
lim
r→1
‖Φ−Ψr‖A∗
d
= 0.
4. The dual space of Ad
In this section we exhibit the structure of the first and second dual spaces of Ad.
The main tools come from the theory of free semigroup algebras, as described in the
preliminaries. We first need a technical fact.
Lemma 4.1. Let C be the norm closure of the commutator ideal of Ad and let P ∈ A∗∗d
be the projection from Theorem 2.7. Then, the weak-∗ closure of the commutator ideal
of A∗∗d , A
∗∗
d (I − P ) and PA∗∗d P is respectively C⊥⊥, C⊥⊥(I − P ) and PC⊥⊥P .
Proof. First, let J ⊂ A∗∗d be the weak-∗ closure of the commutator ideal of A∗∗d . We
claim that J = C⊥⊥. Since Ad is a subalgebra of A∗∗d and C⊥⊥ coincides with the
weak-∗ closure of C in A∗∗d , we have that C⊥⊥ ⊂ J by definition. To establish the
reverse inclusion, it is sufficient to show that any commutator of A∗∗d lies in C⊥⊥. Let
x, y ∈ A∗∗d . By virtue of Goldstine’s theorem we may choose a bounded net {aα}α ∈ Ad
converging weak-∗ to x. Now, multiplication is separately weak-∗ continuous so that
w*–lim
α
[aα, y] = [x, y]
in the weak-∗ topology of A∗∗d . Therefore, it suffices to verify that [a, y] ∈ C⊥⊥ for
every a ∈ Ad. As before, choose a bounded net {bβ}β ∈ Ad converging weak-∗ to y.
Then,
[a, y] = w*–lim
β
[a, bβ ].
As [a, bβ ] ∈ C, this limit belongs to C⊥⊥. This shows that C⊥⊥ = J .
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Let I be the weak-∗ closure of the commutator ideal of the algebra A∗∗d (I − P ).
We claim that I = C⊥⊥(I − P ). Indeed, let {cα}α ⊂ C⊥⊥ such that {cα(1 − P )}α
converges to x ∈ A∗∗d in the weak-∗ topology. Since the range of I − P in invariant
for A∗∗d , we have C(I − P ) ⊂ C and we see that x ∈ C⊥⊥. On the other hand, it is
clear that x(I − P ) = x so that x ∈ C⊥⊥(I − P ). We conclude that C⊥⊥(I − P ) is a
weak-∗ closed ideal of A∗∗d (I − P ).
Again, because the range of I−P is invariant for A∗∗d , we have that all commutators
in A∗∗d (I − P ) belong to C⊥⊥(I − P ) by the first part of the proof. Therefore, I is
contained in C⊥⊥(I−P ). Conversely, given c ∈ C⊥⊥ the first part of the proof implies
that we can find nets {aα}α, {bα}α ∈ A∗∗d with the property that {[aα, bα]}α converges
to c in the weak-∗ topology. Then, since [a, b](I − P ) ∈ I,
c(I − P ) = w*–lim
α
[aα, bα](I − P ),
and thus c(I − P ) ∈ I. This shows that C⊥⊥(I − P ) ⊂ I and the claim follows.
A similar argument shows that PC⊥⊥P is the weak-∗ closure of the commutator
ideal of the algebra PA∗∗d P .
We can now establish one of the central results of the paper.
Theorem 4.2. The algebra A∗∗d is weak-∗ homeomorphic and completely isometrically
isomorphic to the algebraMd⊕W, where W is a commutative von Neumann algebra.
Proof. Let C be the norm closure of the commutator ideal of Ad, and let P ∈ A∗∗d
be the projection from Theorem 2.7. By Lemma 4.1, we see that C⊥⊥ is the weak-
∗ closure of the commutator ideal of A∗∗d , C⊥⊥(I − P ) is the weak-∗ closure of the
commutator ideal of A∗∗d (I−P ), and PC⊥⊥P is the weak-∗ closure of the commutator
ideal of PA∗∗d P . Consider the map
Θ : A∗∗d /C⊥⊥ → A∗∗d (I − P )/C⊥⊥(I − P )⊕ PA∗∗d P/PC⊥⊥P
defined as
Θ(x+ C⊥⊥) = (x(I − P ) + C⊥⊥(I − P ))⊕ (PxP + PC⊥⊥P ) for all x ∈ A∗∗d .
It is clear that Θ is linear and surjective. It is routine to verify that it is also weak-∗
continuous. Furthermore, it is multiplicative since the range of P is co-invariant for
A∗∗d .
We claim that Θ is completely isometric. Let x ∈ A∗∗d and note that Px(I−P ) = 0
and
(I − P )xP = (I − P )xP + PxP − Px(I − P )− PxP
= xP − Px = [x, P ] ∈ C⊥⊥.
Therefore,
x = (I − P )x(I − P ) + PxP + γx
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where γx = (I − P )xP ∈ C⊥⊥. Hence, using that C⊥⊥ is an ideal of A∗∗d and that
P ∈ A∗∗d , we can write
‖x+ C∗∗‖A∗∗
d
/C⊥⊥
= inf
γ∈C⊥⊥
‖x+ γ‖A∗∗
d
= inf
γ∈C⊥⊥
‖(I − P )x(I − P ) + PxP + γ‖A∗∗
d
= inf
γ∈C⊥⊥
max{‖(I − P )x(I − P ) + (I − P )γ(I − P )‖A∗∗
d
, ‖PxP + PγP‖A∗∗
d
}
= inf
γ∈C⊥⊥
max{‖x(I − P ) + γ(I − P )‖A∗∗
d
, ‖PxP + PγP‖A∗∗
d
}
= max{ inf
γ∈C⊥⊥
‖x(I − P ) + γ(I − P )‖A∗∗
d
, inf
γ∈C⊥⊥
‖PxP + PγP‖A∗∗
d
}
and thus Θ is isometric. The fact that Θ is completely isometric follows in the same
manner. We conclude that there is a completely isometric isomorphism:
A
∗∗
d /C⊥⊥ ≃ A∗∗d (I − P )/C⊥⊥(I − P )⊕ PA∗∗d P/PC⊥⊥P.
It is a standard fact that Θ is then automatically a weak-∗ homeomorphism [6, The-
orem A.2.5].
By Theorem 2.7, we have that A∗∗d (I − P ) is completely isometrically isometric
and weak-∗ homeomorphic to Ld. By Lemma 4.1 and Theorem 2.6, we obtain a
completely isometric weak-∗ homeomorphic isomorphism:
A
∗∗
d (I − P )/C⊥⊥(I − P ) ≃Md.
Another consequence of Theorem 2.7 is that PA∗∗d P = PNP , where N is the von
Neumann algebra generated by A∗∗d . The quotient
W = PA∗∗d P/PC⊥⊥P
is therefore a commutative von Neumann algebra in light of Lemma 4.1 again. We
conclude that there is a completely isometric weak-∗ homeomorphic isomorphism:
A
∗∗
d /C⊥⊥ ≃Md ⊕W.
Recall now from Theorem 2.6 that Ad is completely isometrically isomorphic to Ad/C.
Consequently, A∗∗d is completely isometrically isometric and weak-∗ homeomorphic to
A
∗∗
d /C⊥⊥ and the proof is complete.
More precise information about the von Neumann algebra W is obtained in [9,
Theorem 3.5], where we show that it is generated by a jointly normal commuting
d-tuple (u1, . . . , ud) whose joint spectrum lies on the sphere. Here uk ∈ W is the
projection of the function zk ∈ Ad onto the second component of A∗∗d .
The identification of the first dual space of Ad is now within reach. Before stating
the result, we extend the definitions of absolutely continuous and singular functionals
in a natural way to the commutative setting of Ad. Therefore, a functional Φ ∈ A∗d is
said to be absolutely continuous if it is the restriction to Ad of a weak-∗ continuous
functional on Md, while the functional Φ is said to be singular if
‖Φ|An
d,0
‖(An
d,0
)∗ = ‖Φ‖A∗
d
for all n ≥ 0,
DUALITY, CONVEXITY AND PEAK INTERPOLATION IN H2d 15
where Ad,0 is the codimension 1 norm closed ideal generated by z1, . . . , zd. Here is
the analogue of the Lebesgue decomposition for A∗d.
Corollary 4.3. The dual space A∗d is completely isometrically isomorphic to Md∗⊕1
W∗, where W is a commutative von Neumann algebra. Given Φ ∈ A∗d, if we write
Φ = Φa + Φs with Φa ∈ Md∗ and Φs ∈W∗, then Φa is absolutely continuous and Φs
is singular. Moreover
‖Φ‖A∗
d
= ‖Φa‖Md∗ + ‖Φs‖W∗ .
Proof. By Theorem 4.2 there is a completely isometric weak-∗ homeomorphic iso-
morphism
Θ : A∗∗d →Md ⊕W
where W is some commutative von Neumann algebra.
Let E1 : Md ⊕W →Md and E2 : Md ⊕W → W be the coordinate projections,
which are weak-∗ continuous [11]. Given Φ ∈ A∗d, let Φa and Φs be defined as follows
Φa = Φ ◦Θ−1 ◦ E1 ◦Θ
Φs = Φ ◦Θ−1 ◦ E2 ◦Θ.
Because all the maps involved are defined in a natural way, we have
E1 ◦Θ(zk) = zk ∈Md, 1 ≤ k ≤ d.
In particular, if {fn}n ⊂ Ad converges to 0 in the weak-∗ topology of Md, so does
{E1 ◦Θ(fn)}n ⊂Md. Then, since Φ is weak-∗ continuous on A∗∗d and Θ is a weak-∗
homeomorphism, it is easy to verify that Φa is an Ad–Henkin functional and thus Φa
is absolutely continuous by virtue of Theorem 3.3. Now, define Ψ ∈ A∗d as Ψ = Φs ◦π
where π : A∗∗d → A∗∗d is the quotient map (recall that A∗∗d ≃ A∗∗d /C⊥⊥ by Theorem
2.6). Then, ‖Ψ‖A∗
d
= ‖Φs‖A∗
d
. Moreover, by definition of Θ and Φs, we see that
Ψ(XP ) = Ψ(X) for every X ∈ Ad where P ∈ A∗∗d is the projection from Theorem
2.7. By part (iii) of Theorem 2.7, we see that Φs is a singular functional on Ad. It is
clear that Φa + Φs = Φ. Since Md ⊕W is an ℓ∞-direct sum, we obtain that
‖Φ‖A∗
d
= ‖Φa‖Md∗ + ‖Φs‖W∗ .
Next, we take advantage of the fact that commutative von Neumann algebras are
uniform algebras to gain more information about singular functionals on Ad.
Theorem 4.4. Let Φ ∈ W∗. Then, there exists a unique A(Bd)-totally singular
measure µ ∈M(Sd) such that
Φ(f) =
∫
Sd
f dµ for all f ∈ Ad.
Moreover, that measure satisfies ‖µ‖M(Sd) = ‖Φ‖A∗d.
Proof. By Theorem 4.2, we have that A∗∗d ≃Md⊕W. In particular, we can identify
Ad completely isometrically with a subalgebra ofMd⊕W. Put E = 0⊕I ∈Md⊕W.
Let ϕ be a character of W. Then, the formula
ψ(f) = ϕ(Ef), f ∈ Ad
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defines a character of Ad. Since W is a commutative C*-algebra we have that
‖Ef‖W = sup{|ϕ(Ef)| : ϕ is a character of W}
≤ sup{|ψ(f)| : ψ is a character of Ad}
and hence
‖Ef‖W ≤ ‖f‖∞
for every f ∈ Ad. Let now Φ ∈W∗ ⊂ A∗d. Then Φ(f) = Φ(Ef) so that
|Φ(f)| ≤ ‖Φ‖A∗
d
‖f‖∞
for every f ∈ Ad. By the Hahn-Banach theorem, we can extend Φ to a functional on
A(Bd) with norm at most ‖Φ‖A∗
d
, and thus there is a measure µ ∈ M(Sd) such that
‖µ‖M(Sd) ≤ ‖Φ‖A∗d and
Φ(f) =
∫
Sd
f dµ for all f ∈ Ad.
Clearly this forces ‖µ‖M(Sd) = ‖Φ‖A∗d.
Let us now verify that µ is A(Bd)–totally singular. Since Φ ∈ W∗, Corollary 4.3
implies that Φ is a singular functional on Ad and hence
‖Φ|An
d,0
‖(An
d,0
)∗ = ‖Φ‖A∗
d
for each n ≥ 1. We can thus find a sequence {fn}n ⊂ Ad such that
fn ∈ And,0, ‖fn‖Ad = 1 and limn→∞Φ(fn) = ‖Φ‖A∗d .
We claim that {fn}n converges to 0 in the weak-∗ topology ofMd. Given ψ ∈Md∗, it
is a consequence of Theorem 2.8 that ψ = [ξη∗] for some ξ, η ∈ H2d . Now, fnξ ∈ And,0H2d
whence the sequence {fnξ}n converges weakly to 0 in H2d . In particular,
lim
n→∞
ψ(fn) = 0.
and the claim follows. By Theorem 2.3, we can write µ = η + τ where η is A(Bd)–
Henkin and τ is A(Bd)–totally singular. In particular,
‖Φ‖A∗
d
= ‖µ‖M(Sd) = ‖η‖M(Sd) + ‖τ‖M(Sd).
Since η is an A(Bd)–Henkin measure, the associated integration functional is neces-
sarily Ad–Henkin. It follows that
lim
n→∞
∫
Sd
fndη = 0.
Therefore
‖Φ‖A∗
d
= lim
n→∞
∫
Sd
fn dµ = lim
n→∞
∫
Sd
fn dτ
≤ ‖τ‖M(Sd) = ‖Φ‖A∗d − ‖η‖M(Sd).
It follows that η = 0 so that µ = τ is A(Bd)–totally singular.
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Let us finally establish the uniqueness assertion. Assume that there exists another
A(Bd)–totally singular measure µ
′ such that∫
Sd
fdµ =
∫
Sd
fdµ′ for all f ∈ Ad.
Then, the A(Bd)–totally singular measure ν = µ − µ′ annihilates Ad (and hence
A(Bd)) and thus is an A(Bd)-Henkin measure. It follows that µ = µ
′, and thus µ is
unique.
For a closed subset K ⊂ Sd and a function F on K, we put
‖F‖K = sup
ζ∈K
|F (ζ)|.
One application of the previous results is the following.
Corollary 4.5. Let f ∈ Ad be a non-constant function such that
‖f‖∞ = ‖f‖Ad = 1
and
K := {ζ ∈ Sd : f(ζ) = 1} = {ζ ∈ Sd : |f(ζ)| = 1}.
Let C ⊂ Ad be the convex hull of the set {fn : n ≥ 0}. Then
inf{‖gh‖Ad : h ∈ C} = ‖g‖K
for every g ∈ Ad.
Proof. First observe that h|K = 1 whenever h ∈ C. Hence
inf{‖gh‖Ad : h ∈ C} ≥ inf{‖gh‖∞ : h ∈ C} ≥ ‖g‖K.
Suppose that there is ε > 0 such that
inf{‖gh‖Ad : h ∈ C} ≥ ‖g‖K + ε.
The convex set {gh : h ∈ C} is then disjoint from the open ball of radius ‖g‖K + ε in
Ad. By the Hahn-Banach theorem, there is Φ ∈ A∗d with ‖Φ‖A∗d = 1 such that
ReΦ(gfn) ≥ ‖g‖K + ε for all n ≥ 0.
By virtue of Corollary 4.3, we may write Φ = Φa+Φs where Φa ∈Md∗ and Φs ∈W∗
and ‖Φ‖A∗
d
= ‖Φa‖A∗
d
+ ‖Φs‖A∗
d
. Invoking Theorem 4.4, we see that
|Φs(gfn)| ≤ ‖Φs‖A∗
d
‖gfn‖∞.
Since |f | < 1 outside of K, we have
lim sup
n→∞
|Φs(gfn)| ≤ ‖Φs‖A∗
d
‖g‖K.
Recalling that 1 = ‖Φ‖A∗
d
= ‖Φa‖A∗
d
+ ‖Φs‖A∗
d
, we infer
lim inf
n→∞
ReΦa(gf
n) ≥ lim inf
n→∞
ReΦ(gfn)− lim sup
n→∞
|Φs(gfn)|
≥ ‖g‖K + ε− ‖Φs‖A∗
d
‖g‖K
= ‖Φa‖A∗
d
‖g‖K + ε ≥ ε.
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On the other hand, since f is not constant and ‖f‖Ad = 1, we see that the sequence
{gfn}n ⊂ Ad converges to 0 in the weak-∗ topology of Md so that
lim
n→∞
Φa(gf
n) = 0
which is absurd. We conclude that
inf{‖gh‖Ad : h ∈ C} = ‖g‖K
as desired.
We now introduce some terminology.
Definition 4.6. A measure µ ∈ M(Sd) is said to be Ad–totally singular if the func-
tional
f 7→
∫
Sd
fdµ, f ∈ Ad
belongs to W∗.
According to Theorem 4.4, we have that Ad–totally singular measures are A(Bd)–
totally singular.
We end this section by extending the previous ideas to quotients of Ad. Let J be
a closed ideal of Ad, and let Jw ⊂Md be its weak-∗ closure. Define
V (J ) = {z ∈ Bd : f(z) = 0 for all f ∈ J }
J ⊥ = {Φ ∈ A∗d : Φ(J ) = 0}
Jw⊥ = {Ψ ∈Md∗ : Ψ(J ) = 0}.
The following result should be compared with the F. and M. Riesz theorem from
[27].
Theorem 4.7. Let J be a closed ideal of Ad and let Φ ∈ J ⊥. Write Φ = Φa+Φs with
Φa ∈ Md∗ and Φs ∈ W∗. Then both Φa and Φs belong to J ⊥. Moreover, Φa ∈ Jw⊥
and there exists an Ad–totally singular measure ν supported on V (J ) ∩ Sd such that
Φs(f) =
∫
V (J )∩Sd
fdν for all f ∈ Ad.
Proof. Recall that J ∗∗ is the weak-∗ closure of J in A∗∗d , and thus it is an ideal of A∗∗d
containing J . As usual, we make the identification A∗∗d ≃ Md ⊕W from Theorem
4.2. Consequently, we have h(I ⊕ 0) ∈ J ∗∗ whenever h ∈ J . Since Φ is weak-∗
continuous on A∗∗d and Φ ∈ J ⊥, we see that Φ(J ∗∗) = 0 whence Φ(h(I ⊕ 0)) = 0 for
every h ∈ J . On the other hand, Φ(f(I ⊕ 0)) = Φa(f) for every f ∈ Ad. It follows
that Φa ∈ Jw⊥ and thus Φs = Φ− Φa ∈ J ⊥.
By Theorem 4.4, there is a unique Ad–totally singular measure ν such that
Φs(f) =
∫
Sd
fdν for all f ∈ Ad.
We will show that the support K ⊂ Sd of ν is contained in V (J ) ∩ Sd. Suppose
otherwise, so that there is a point x ∈ K \ V (J ). We can then find h ∈ J such that
h(x) 6= 0. If r > 0 is small enough, we have |h(ζ)| ≥ |h(x)|/2 for every ζ ∈ Sd with
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|ζ − x| < r. Choose now a non-negative function g ∈ C(Sd) with g(x) = 1 = ‖g‖∞
such that g(ζ) = 0 if |ζ − x| ≥ r. Since x lies in the support of ν, we have∫
K
g d|ν| > 0.
Write ν = γ|ν| for some function γ satisfying |γ(ζ)| = 1 for almost every ζ ∈ Sd with
respect to |ν|, and for each n choose a continuous function kn ∈ C(K) with ‖kn‖∞ = 1
such that the sequence {kn}n converges to γ pointwise on K. By Bishop’s Theorem
2.5, for every n there is a polynomial pn with ‖pn‖∞ ≤ 2/|h(x)| such that
‖pn − gknh−1‖K ≤ 1/n.
Note that pnh ∈ J so that Φs(pnh) = 0. On the other hand, by the Lebesgue
dominated convergence theorem we have
lim
n→∞
Φs(pnh) = lim
n→∞
∫
K
pnh dν =
∫
K
g d|ν| > 0.
This contradiction shows that supp(ν) is contained in V (J ) ∩ Sd.
The following consequence is immediate.
Corollary 4.8. Let J be a closed ideal of Ad. Then (Ad/J )∗∗ is isometrically iso-
morphic to Md/Jw⊕W(V (J )∩Sd), where W(V (J )∩Sd) is the dual of the space of
singular functionals given by Ad–totally singular measures supported on V (J ) ∩ Sd.
5. Properties of absolutely continuous and singular functionals
Recall that by Theorem 2.4, we have
A(Bd)
∗ ≃ H∞(Bd)∗ ⊕1 TS(Sd).
On the other hand, Corollary 4.3 implies that
A∗d ≃Md∗ ⊕1 W∗.
These decompositions are close analogues of one another, since Ad andMd are natural
counterparts of A(Bd) and H
∞(Bd) respectively. Moreover, Theorem 4.4 shows that
W∗ ⊂ TS(Sd). We conjecture that equality holds here, but are unable to prove this.
In addition, recall that
H∞(Bd)∗ ⊂Md∗ ∩ A(Bd)∗.
We conjecture that equality holds here as well.
Conjecture 5.1.
(i) Every A(Bd)-totally singular measure is Ad–totally singular, that is W∗ =
TS(Sd).
(ii) Every Ad–Henkin measure is A(Bd)-Henkin, that isMd∗∩A(Bd)∗ = H∞(Bd)∗.
These two conjectures are in fact equivalent.
Theorem 5.2. The following statements are equivalent.
(i) Every A(Bd)-totally singular measure is Ad–totally singular.
(ii) Every Ad–Henkin measure is A(Bd)-Henkin.
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Proof. Assume that (i) holds and let µ ∈M(Sd) be Ad–Henkin. Using Theorem 2.3,
we can write µ = η + τ where η is A(Bd)–Henkin and τ is A(Bd)–totally singular.
Let Φ1,Φ2 ∈ A∗d be the functionals on Ad given by integration against µ − η and τ
respectively, so that Φ1 = Φ2. On the other hand, Φ1 ∈Md∗ since H∞(Bd)∗ ⊂Md∗,
while Φ2 ∈ W∗ by (i). Now, we know that Md∗ ∩W∗ = {0} so that Φ1 = Φ2 = 0,
and the measure µ− η must then annihilate Ad. Since Ad contains the polynomials,
µ − η must also annihilate A(Bd). Because η was chosen to be A(Bd)–Henkin, the
same must be true of µ.
Conversely, assume that (ii) holds and let µ ∈ M(Sd) be A(Bd)–totally singular.
We must show that the functional Φ defined as
Φ(f) =
∫
Sd
fdµ for all f ∈ Ad
belongs to W∗. By Corollary 4.3, we can write Φ = Φa + Φs, where Φa ∈ Md∗ and
Φs ∈ W∗ satisfy ‖Φ‖A∗
d
= ‖Φa‖A∗
d
+ ‖Φs‖A∗
d
. In view of Theorem 4.4, there is an
Ad–totally singular measure ν such that
Φs(f) =
∫
Sd
fdν for all f ∈ Ad
and ‖Φs‖A∗
d
= ‖ν‖M(Sd). Consequently,
Φa(f) =
∫
Sd
fd(µ− ν) for all f ∈ Ad.
Hence the measure η = µ − ν is Ad–Henkin and by (ii) it must be A(Bd)–Henkin as
well. In particular, η and µ are mutually singular so that
‖ν‖M(Sd) = ‖µ− η‖M(Sd) = ‖µ‖M(Sd) + ‖η‖M(Sd).
We find
‖Φ‖A∗
d
= ‖Φa‖A∗
d
+ ‖Φs‖A∗
d
= ‖Φa‖A∗
d
+ ‖ν‖M(Sd)
= ‖Φa‖A∗
d
+ ‖µ‖M(Sd) + ‖η‖M(Sd)
≥ ‖Φa‖A∗
d
+ ‖Φ‖A∗
d
+ ‖η‖M(Sd)
≥ ‖Φ‖A∗
d
which forces ‖Φa‖A∗
d
= 0. Thus, Φ ∈W∗ and µ is Ad–totally singular.
Next, we examine the spaces Md∗ and W∗ a bit further. Consider two measures
µ1, µ2 ∈ M(Sd) such that µ1 is absolutely continuous with respect to µ2. It is trivial
that if µ2 is A(Bd)-totally singular, then so is µ1. Moreover, if µ2 is an A(Bd)–Henkin
measure then so is µ1 by a result of Henkin [25]. In other words, the spaces H
∞(Bd)∗
and TS(Sd) form bands of measures. The same is true of Md∗ ∩ A(Bd)∗ and W∗ as
we now show. We first need a preliminary fact.
Lemma 5.3. Let µ ∈M(Sd) and let g ∈ Ad.
(i) If µ is Ad–Henkin, then so is gµ.
(ii) If µ is Ad–totally singular, then so is gµ.
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Proof. Assume that µ is Ad–Henkin. Let {fn}n ⊂ Ad be a sequence converging
weak-∗ to 0 in Md. It is readily verified that the sequence {fng}n is bounded and
converges pointwise to 0 on Bd, and hence converges weak-∗ to 0 in Md. Therefore
lim
n→∞
∫
Sd
fngdµ = 0
and we conclude that gµ is Ad–Henkin.
Assume now that µ is Ad–totally singular and let Φ ∈ W∗ be the associated in-
tegration functional. By Theorem 4.2, we have that A∗∗d ≃ Md ⊕ W. If we let
E = 0⊕ I ∈Md ⊕W then Φ(Ef) = Φ(f) for every f ∈ Ad. Hence
Φ(Ef) =
∫
Sd
fdµ for all f ∈ Ad.
In particular,
Φ(EfEg) =
∫
Sd
fgdµ for all f ∈ Ad.
Since Φ is a weak-∗ continuous functional on W, so is the functional
w 7→ Φ(wEg), w ∈W.
This functional thus lies in W∗ and on Ad it coincides with
f 7→
∫
Sd
fgdµ, f ∈ Ad.
We conclude that gµ is Ad–totally singular.
We now establish a result supporting our conjectures.
Theorem 5.4. Let µ1, µ2 ∈M(Sd) and for k = 1, 2 define Φk ∈ A∗d as
Φk(f) =
∫
Sd
f dµk for all f ∈ Ad.
Assume that µ1 is absolutely continuous with respect to µ2.
(i) If Φ2 ∈W∗ then Φ1 ∈W∗.
(ii) If Φ2 ∈ Md∗ then Φ1 ∈Md∗.
That is, Md∗ ∩A(Bd)∗ and W∗ form bands of measures.
Proof. Assume first that Φ2 ∈ W∗; so that µ2 is Ad–totally singular. Hence µ2 is
A(Bd)-totally singular by Theorem 4.4. Since µ1 is absolutely continuous with respect
to µ2, there is h ∈ L1(|µ2|) such that µ1 = hµ2. Let ε > 0. There exists a function
h1 bounded on Sd such that ‖h− h1‖L1(|µ2|) < ε. By regularity of the measure µ2, we
can find a compact A(Bd)–totally null set K ⊂ Sd such that the restriction ρ of µ2 to
K satisfies
‖µ2 − ρ‖M(Sd) < ε/‖h1‖∞.
Now, choose F ∈ C(Sd) such that ‖F − h1‖L1(|µ2|) < ε and ‖F‖∞ ≤ ‖h1‖∞. By
Theorem 2.5, there exists a polynomial p such that
‖p− F‖K < ε
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and ‖p‖∞ ≤ ‖h1‖∞. In particular
‖p− h1‖L1(K,|µ2|) < (1 + |µ2|(K))ε.
Therefore, if we define Λ ∈ A∗d as integration against pµ2, then
‖Λ− Φ1‖A∗
d
≤ ‖pµ2 − µ1‖M(Sd)
≤ ‖(p− h1)µ2‖M(Sd) + ‖(h− h1)µ2‖M(Sd)
≤ ‖(p− h1)(µ2 − ρ)‖M(Sd) + ‖(p− h1)ρ‖M(Sd) + ‖h− h1‖L1(|µ2|)
≤ (4 + |µ2|(K))ε.
Note that Λ ∈W∗ by Lemma 5.3. Since ε > 0 was arbitrary, we see that Φ1 belongs
to the norm closure of W∗. Because W∗ is norm closed, this means Φ1 ∈W∗ and (i)
follows.
We now turn to (ii). Assume that Φ2 ∈ Md∗. By Theorem 2.3, we can write
µ2 = η + τ , where η is an A(Bd)–Henkin measure and τ is A(Bd)–totally singular.
Since µ1 is absolutely continuous with respect to µ2, there is h ∈ L1(|µ2|) such that
µ1 = hη + hτ . Now, as mentioned previously the measures in H
∞(Bd)∗ form a
band by Henkin’s theorem, whence hη is A(Bd)–Henkin. In view of the inclusion
(H∞(Bd))∗ ⊂Md∗, we only need to prove that the functional Ψ defined by
Ψ(f) =
∫
Sd
fh dτ for f ∈ Ad
belongs toMd∗. Since τ is A(Bd)-totally singular, we may argue as in the first part of
the proof to see that for every ε > 0, there is a polynomial p such that ‖Λ−Ψ‖A∗
d
< ε,
where Λ ∈ A∗d is defined as integration against pτ . By Lemma 5.3 we see that pµ2 is
Ad–Henkin, while pη is A(Bd)–Henkin by Henkin’s theorem. Hence pτ = pµ2 − pη is
Ad–Henkin. We conclude that Ψ belongs to Md∗.
Motivated by this theorem, we generalize another classical measure theoretic notion
from the setting of A(Bd) to Ad.
Definition 5.5. A subset K ⊂ Sd is said to be Ad–totally null if every measure in
M(Sd) concentrated on K is Ad–totally singular.
Such measures can be characterized in terms of Ad–Henkin measures, thus provid-
ing a close analogy with the situation in A(Bd).
Corollary 5.6. A subset K ⊂ Sd is Ad–totally null if and only if |µ|(K) = 0 for
every Ad–Henkin measure.
Proof. Assume K is Ad–totally null and µ is an Ad–Henkin measure. By Theorem
5.4 we see that the restriction µK of µ to K is an Ad–Henkin measure concentrated
on K. Thus µK is also Ad–totally singular, whence |µ|(K) = 0.
Conversely, assume that K is null with respect to every Ad–Henkin measure. Let
µ ∈M(Sd) be a measure concentrated on K and let Φ ∈ A∗d defined by
Φ(f) =
∫
K
fdµ for all f ∈ Ad.
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By Corollary 4.3, we have Φ = Φa + Φs where Φa ∈ Md∗ and Φs ∈ W∗. Moreover,
Theorem 4.4 implies that there exists an Ad–totally singular measure ν ∈M(Sd) such
that
Φs(f) =
∫
Sd
fdν for all f ∈ Ad.
Hence
Φa(f) =
∫
Sd
fd(µ− ν) for all f ∈ Ad
and the measure µ− ν is Ad–Henkin. Therefore |µ− ν|(K) = 0 which shows that µ
is the restriction of ν to K. Finally, this restriction must be Ad–totally singular by
Theorem 5.4 and the proof is complete.
The following result insures that Ad–totally null sets are plentiful.
Proposition 5.7. Let ν ∈M(Sd) be an Ad–totally singular measure. Then, there is
an Fσ set which is Ad–totally null and on which ν is concentrated.
Proof. By Theorem 5.4, |ν| is also Ad–totally singular and thus we may suppose that
ν is positive. In addition, assume that ‖ν‖M(Sd) = 1. Let Φ ∈ A∗d such that
Φ(f) =
∫
Sd
fdν for all f ∈ Ad.
Then Φ is a singular functional, so that 1 = ‖Φ|An
d,0
‖(An
d,0
)∗ for every n ≥ 1. For each
such n, we can therefore find a function fn ∈ And,0 with ‖fn‖Ad = 1 such that
lim
n→∞
∫
Sd
fn dν = 1.
If we set
F = {ζ ∈ Sd : lim
n→∞
fn(ζ) = 1},
it follows that ν(F ) = 1. We now verify that F is Ad–totally null. By virtue of
Theorem 5.4, it suffices to verify that any positive measure µ concentrated on F must
be Ad–totally singular. For such measures, we have that
lim
n→∞
∫
Sd
fn dµ = ‖µ‖M(Sd)
which immediately implies that µ is Ad–totally singular. We conclude that F is Ad–
totally null. Finally, since ν is regular we may find F ′ ⊂ F which is an Fσ subset of
full measure. Clearly, F ′ must also be Ad–totally null.
The regularity of Borel measures yields the following immediate consequence.
Corollary 5.8. Every Ad–totally singular measure is the norm limit of measures
supported on compact Ad–totally null sets.
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We present yet another interesting consequence of Theorem 4.4: an approximation
result for continuous functions on a closed Ad–totally null subset of the sphere. After
considerably more work, in Section 9 we present a significant improvement of this
fact which is a closer analogue of Theorem 2.5.
We need a standard preliminary fact.
Lemma 5.9. Let X be a compact Hausdorff space and K ⊂ X be a closed subset.
Let A ⊂ C(X) be a closed subspace. Assume that the restriction of the closed unit
ball of A to K is dense in the closed unit ball of C(K). Then, the restriction of the
open unit ball of A to K coincides with the open unit ball of C(K).
Proof. Let f ∈ C(K) with ‖f‖K < 1. Set ε = 1 − ‖f‖K . By assumption, we can
find a sequence of functions {ϕn}n ∈ A such that
(1) ‖ϕ0‖A ≤ 1− ε and ‖ϕ0 − f‖K < ε/2
(2) ‖ϕn‖A < ε/2n and ‖(ϕ0 + · · ·+ ϕn)− f‖K < ε/2n+1 for every n ≥ 1.
It is routine to check that ϕ =
∑∞
n=0 ϕn lies in the open unit ball of A and agrees
with f on K.
Here is the approximation result.
Proposition 5.10. Let K ⊂ Sd be a closed Ad–totally null subset. Then, the restric-
tion of the open unit ball of Ad to K coincides with the open unit ball of C(K).
Proof. By Lemma 5.9, it suffices to show that the restriction of b1(Ad) to K is dense
in b1(C(K)). Let µ ∈M(K). Since K is Ad–totally null, the measure µ is Ad–totally
singular. In particular,
sup
f∈b1(Ad)
∣∣∣ ∫
K
f dµ
∣∣∣ = ‖µ‖M(Sd)
by Theorem 4.4. The conclusion now follows from the Hahn-Banach theorem.
We also have a matrix-valued version.
Corollary 5.11. Let K ⊂ Sd be a closed Ad–totally null subset. Let ε > 0 and
(fij) ∈ Mn(C(K)) for some n ≥ 1. Then, there exists (ϕij) ∈ Mn(Ad) such that
‖(ϕij)‖Mn(Ad) ≤ (1 + ε)‖(fij)‖Mn(C(K)) and (ϕij)|K = (fij).
Proof. Let RK : Ad → C(K) be defined as RK(ϕ) = ϕ|K for every ϕ ∈ Ad. Propo-
sition 5.10 shows that the unital map R̂K : Ad/ kerRK → C(K) is surjective and
isometric. Let SK = (R̂K)
−1 : C(K) → Ad/ kerRK . Then, SK is unital and contrac-
tive, and hence positive. Since the domain of SK is a commutative C
∗-algebra, SK is
necessarily completely positive with ‖SK‖cb = 1, and the desired conclusion follows
from this fact.
We close this section with a characterization of closed subsets Ad–totally null sub-
sets K ⊂ Sd.
Theorem 5.12. Let K ⊂ Sd be a closed subset. Then, the following statements are
equivalent.
