ABSTRACT In this paper, a discrete version of weighted centroid localization algorithm (dWCL) is proposed for a wireless-sensor-network-based indoor positioning system. Under this architecture, a wireless device can estimate its own position based on the location information of connected wireless sensor nodes in the network. Unlike other weighted centroid localization algorithms, dWCL classifies the sensor nodes into a number of groups and assigns them weights taken from a set of discrete values. With the weighting function and the range information decoupled, the dWCL framework is flexible to adjust its performance in accordance with the requirements. Its capability to generalize some existing weighted centroid localization algorithms is also demonstrated. In addition, the performance of dWCL is characterized by the error distribution in terms of accuracy and precision. Further enhancement is achieved by optimizing the system parameters. Finally, the simulation results are presented to validate the proposed scheme and analytical framework.
I. INTRODUCTION
Accurate and reliable indoor positioning system (IPS) is an integral part of many real-world applications. Indoor navigation, for instance, can guide people to their desired locations within buildings.
GPS [1] is one of the most well known location systems in the world, but it is unsuitable for IPS. Partly due to its high initial setup cost, but more importantly, it targets primarily for outdoor use. Its accuracy drops significantly in densely built areas, and the system may even fail indoors. As a result, a number of alternative technologies and systems have been developed for indoor positioning over the years. One prevalently adopted technology in IPS is radio frequency (RF), including WiFi, ZigBee, Bluetooth, cellular [2] , [3] . On the other hand, non-RF systems make use of cameras [4] , inertial measurements, earth's magnetic field, ultrasound signals and so forth [3] , [5] .
Among all available technologies, we consider IEEE 802.15.4-based wireless sensor network (WSN) a promising candidate to support IPS. Due to the need for ubiquitous sensing and the rapid development of Internet of Things (IoT) technology nowadays, it is conceivable that large scale WSNs will be widely available in the near future [6] , [7] . As such, we envisage an underlying WSN infrastructure that aids wireless devices for positioning. Under this architecture, when a wireless device (Target node) with an unknown position enters a sensor field, it sends out a request to the WSN. Upon receiving the request, the sensor nodes shall reply with their location information to the Target, which then computes its own position with some localization algorithms.
In this paper, we present a discrete version of Weighted Centroid Localization algorithm (dWCL) for localization. Note that in dWCL, the span of received signal strength (RSS) from the sensor nodes are divided into a number of levels, each of which is assigned a weight taken from a finite set of discrete values. On the contrary, the weights in the original Weighted Centroid Localization algorithm (WCL) [8] and its subsequent variants (e.g. [9] ) assume continuous values. Consequently, the theoretical performance analysis [10] is developed based on the same assumption. However, electronic devices nowadays are mainly digital. For example, a popular WSN transceiver TI CC2430 represents the RSS as an 8-bit number [11] . This mismatch may jeopardize the quality of the analysis.
Based on the proposed framework, the performance of dWCL is characterized in terms of error distribution. Two performance metrics, namely accuracy ( ) and precision (α), are used to gauge the effectiveness of dWCL. denotes the error in the location estimation while α indicates the success probability of achieving the specific accuracy [12] , [13] . By decoupling the weighting function from the range information, dWCL offers the flexibility to adjust its performance in accordance with the requirements.
The main contributions of this paper are threefold as follows.
1) We propose dWCL for localization in consideration of the digital format of electronic devices. The presented algorithm also provides the flexibility to accommodate different performance requirements. 2) An analytical framework is developed to characterize the performance of dWCL in terms of localization error distribution. 3) In order to further enhance dWCL, two optimization approaches are formulated to determine the optimal system parameter values. The remainder of the paper is organized as follows. The next section overviews the related works in localization. Section III introduces the model of the proposed dWCL and the convergence of dWCL to existing WCL-based algorithms is highlighted in Section IV. Section V presents the analytical framework for dWCL and two optimization approaches are described in Section VI. Numerical evaluations and simulation results for validation are shown in Section VII. Finally, Section VIII closes the paper with some concluding remarks.
II. RELATED WORKS
Depending on the usage of range information, localization algorithms for WSNs can be broadly classified into two categories-range-based and range-free.
Range-based algorithms require measurement of range (distance or angle) information between nodes for localization. As radio signals attenuate when they travel in air, RSS can be used to infer the distance. With the knowledge of traveling speed of a signal in air, it is also possible to estimate the distance between two nodes by measuring the propagation time of a radio or ultrasound signal [14] . This technique is referred to as time of arrival (TOA), and is adopted in GPS [1] . A variation of TOA, which employs two different types of signals, is known as time difference of arrival (TDOA) [15] . In systems using angle of arrival (AOA), e.g. [16] , nodes measure the relative angles between neighboring nodes. Once the range information is available, sensor nodes can perform localization with techniques such as multilateration or triangulation [17] .
On the other hand, range-free schemes aim to avoid ranging measurement and sophisticated computation, and perform localization based on connectivity information, i.e. ''who is within communications range of whom'' [18] , only. In [19] , a dense grid of anchor nodes is employed to beacon their positions continually. An unknown node then estimates its position as the centroid of the anchors from whom it can receive the beacons. APIT [20] is another well-known example. Numerous triangles are formed by using different combinations of anchors as the vertices, and the center of the overlapping area is taken as the estimated location. In DV-hop [21] , anchors flood the network with their positions. Unknown nodes then estimate their distances from the anchors and eventually compute their own positions. A similar scheme is adopted in [22] . The main difference is that communications range is used as the average hop distance in the estimation of distances between nodes. In [18] , a relative map of nodes is built using multidimensional scaling technique.
Weighted centroid localization algorithms can be considered the hybrid of range-based and range-free localization algorithms. Blumenthal et al. propose the first WCL [8] that generalizes the Centroid Localization algorithm (CL) [19] by introducing a weight, which is a function of the RSS, to each anchor. Instead of a static weighting function, [23] employs an extra step to identify subregions in which different weighting functions can be pre-determined. Behnke and Timmermann [24] also suggest normalizing the link quality indicator (LQI) value before applying WCL. Laurendeau and Barbeau [9] propose two different weighting schemes, linearly (RWL) or exponentially (REWL), based on the relative span of RSS in order to improve WCL. Furthermore, authors in [25] compare three different weighting strategies for WCL, and conclude that the choice of weighting function is a critical factor of localization accuracy.
Regarding the performance, Wang et al. [10] present an analytical framework for RWL. The effects of several parameters, such as node density and shadowing variance, are studied. However, the derived closed-form expression is based on a known topology of anchor nodes. Pivato et al. [26] analyze the accuracy of WCL and REWL using measured data. The errors are broken down into two parts which are caused by the algorithm and by the measurement respectively. They conclude that the former is usually negligible compared with the latter. However, when the number of anchors increases, the algorithmic error is shown to be significant.
III. SYSTEM MODEL
Under the envisaged architecture of an underlying WSN infrastructure, a network of wireless sensor devices, or simply sensor nodes, are assumed to be available in some operational areas. By leveraging the recent development of IoT technology, widespread wireless connectivity among devices is becoming a reality. As such, it is unlikely that their locations would form a grid-like or any other well-defined regular topologies. Instead, a random distribution would be a more reasonable description of their deployed locations. Furthermore, the sensor nodes are assumed to have already acquired their own location information with some self-localization techniques as described in [27] and [28] . The rest of the section states other underlying assumptions, and presents the model of the proposed dWCL algorithm.
A. INDOOR RADIO MODEL
Indoor path loss can be predicted using log-normal shadowing model [29] . The receiving power, P r (d), at a distance d from a transmitter can be expressed as
where s is the shadow fading loss and characterized by s ∼ N (0, σ 2 s ). The reference power, P o , is the average received power measured at a reference distance, d o , from the transmitter. The parameters n and σ s are the path loss exponent and the location variability respectively, and are environment-dependent.
For two wireless nodes to communicate successfully, the receiving power must exceed some threshold, P th , as prescribed by the transceivers on the sensor nodes. For instance, when one node is transmitting at distance d from another node, the two are said to be connected if P r (d) ≥ P th . The probability of a successful connection between the two is therefore Pr[2 sensor nodes are connected]
Furthermore, it is assumed that all sensor nodes are equipped with identical receivers and transmitting at the same power level P T . As mentioned earlier, in practice, the receiving power, also known as RSS in RF hardware specifications, is often expressed in the form of integer values. Since there is usually a linear mapping between receiving power and RSS [11] , P r and RSS will be used interchangeably in the following text.
B. RSS LEVELS
One important difference between the proposed dWCL and the original WCL [8] is that in dWCL, the span of RSS from the sensor nodes are divided into a number of levels, and each of the levels is assigned a weight taken from a finite set of discrete values. More specifically, the overall span of RSS, i.e. from the threshold, P th , to the transmitting power, P T , is divided into M non-overlapping levels as illustrated in Fig. 1 . The boundaries of these RSS levels are defined by the variables γ i for i = 1, . . . , M . As a result, the ranges of the FIGURE 1. M non-overlapping RSS levels defined over the overall span of RSS. M levels are:
Without loss of generality, γ 1 assumes the value of P th .
C. LOCATION ESTIMATION
In this work, the sensor nodes of the underlying WSN are assumed to be deployed on a 2-dimensional x, y-plane, although the proposed dWCL can easily be extended to a 3-dimensional space. As such, let the position of the jth node be represented by 2-dimensional coordinates (x j , y j ). Furthermore, although the sensor nodes can acquire their positions with some self-localization techniques, the location information may not be always perfect. That is, there may exist an error between one node's apparent position and its actual position. For this, one can write
for node j, where x j is the apparent x-coordinate, x j the real x-coordinate and ξ j,x the error. This error is often modeled with a Gaussian distribution, i.e. ξ j,x ∼ N (0, σ 2 ξ ), where σ ξ is the standard deviation of error in the sensor node location information.
Let us consider the Target node which is able to establish communications with a number of sensor nodes. The receiving power, or the RSS, corresponding to these transmissions can be predicted using (1). Furthermore, RSS k is used to denote the RSS from sensor node k. According to the value of RSS k , sensor node k falls into one of the M RSS levels as defined in (3) .
Let us further define S i as the set of sensor nodes of RSS level i, and |S i | as the cardinality of set S i . All sensor nodes in set S i are associated with a weight w i . Generally, one would assign a larger weight to sensor nodes with higher RSS, as they should have greater influence on the position estimation. In other words, a reasonable weighting scheme would have to satisfy the inequality w i ≤ w i+1 .
Based on the location information of all connected sensor nodes, the Target node can estimate its own x-coordinate usingx
The y-coordinate of the Target node can also be obtained in a similar fashion.
IV. RELATION TO OTHER WCL ALGORITHMS
The proposed dWCL generalizes weighted centroid localization algorithms. It should be highlighted that the CL algorithm [19] is in fact a special case of dWCL with M = 1, and its performance analysis can be found in the authors' earlier work [30] . With regard to other WCL-based algorithms, it can be shown that dWCL is able to approximate the Relative Span VOLUME 4, 2016 Weighted Localization (RWL) [9] by choosing the parameter values judiciously. Assuming a linear mapping between the weights and the RSS values relative to the overall RSS span, RWL estimates the position as the weighted centroid of all connected sensors. One can easily see that if v min = γ 1 is assumed and the weights are assigned according to the equality w i = γ i − γ 1 , dWCL converges to RWL in the limiting case, i.e. when M → ∞.
V. PERFORMANCE ANALYSIS
Since dWCL estimates the position of the Target node using (5), the localization error distribution of dWCL in terms of accuracy ( ) and precision (α) is completely characterized by the distribution ofx. This section presents the analytical framework with which one can evaluate the performance of dWCL.
A. COVERAGE AREA Let R o be the nominal range that satisfies the equality P r (R o ) = P th . In other words, from a distance R o , there is a 50% chance that the Target node and a sensor node are connected. Let us further define a circular region D of radius R around the Target node. When R is large enough, the probability of the Target node being able to connect with any sensor node outside of D is virtually 0, i.e.
However, due to practicality and computational consideration, a large but finite value for R has to be selected. For a Gaussian distribution, the probability of exceeding 4 standard deviations from the mean is effectively 0 (<0.003%). The value of R hence can be computed using
Let this value of R define the effective range, and it is related to the nominal range by
In a related work [29] , U (γ ) represents the percentage of area within D that has a RSS equal to or greater than a threshold γ . In a similar fashion and based on [30] , U i is defined as the percentage of area within D that has a RSS equal to or greater than a threshold γ i , and it has the following form:
where
and dA in (8) is an incremental area for integration.
B. ACCURACY AND PRECISION
The justification of describing the deployed locations of the wireless sensor nodes with random distribution is given in Section III. Let us discuss the statistical properties of their locations relative to that of the Target node. Without loss of generality, the Target node is assumed to be placed at the center of the area and hence its coordinates are (0, 0). In the following, only the analysis for the x-coordinates is shown, as that for the y-coordinates is independent and identical.
Following [30] , the expectation of x-coordinates of sensor nodes of RSS level i, µ i , can be shown to be equal to
where A i is the area in D that has a RSS within the range of RSS level i, and
Furthermore, the variance of x-coordinates of sensor nodes of RSS level i, σ 2 i , can be computed as follows.
And the variance for level M is given by
The number of sensor nodes of RSS level i is equal to |S i |, which is in fact a Poisson random variable (RV), i.e. |S i | ∼ Po(λ i ), where
and ρ is the sensor node density.
With the variables defined above, (5) can be rewritten as follows.x
By this definition,x is a ratio of two RVs, N and D, which can be approximated as Gaussian RVs with the following properties:
The approximation method for the ratio distribution of two Gaussian RVs proposed by Hayya et al. [31] allows us to simplify (14) intox
2) ERROR DISTRIBUTIONS
The distribution of localization error in terms of and α of dWCL can be derived using (16) . The 1-dimensional error is x , and hence it follows a half-normal distribution. 1
Moreover, since the sensor nodes are assumed to be randomly deployed, their x-and y-coordinates are i.i.d. As a result, the distribution of total (2-dimensional) error,r, follows the corresponding Rayleigh distribution:
VI. OPTIMIZATION OF dWCL
While the previous section describes the general framework to analyze the proposed dWCL, it also shows that the localization error of dWCL is determined by the variance in (16) . Let us denote it by σ 2 dWCL , and
In this work, we endeavor to optimize dWCL by minimizing σ 2 dWCL . Two different optimizing approaches are described below. For the sake of brevity, the subscript dWCL of σ 2 dWCL is dropped in the following derivations whenever possible. .
A. OPTIMIZING BY WEIGHTS
The first and most intuitive way to optimize dWCL is by setting the best weighting factors for each RSS level. In other words, given the range of the M RSS levels, or the RSS level boundary vector γ , one seeks the optimal value for the weight vector w such that (19) 
Rearranging, this gives
In other words, one solution exists when all w i (σ 2 i + σ 2 ξ ) are equal. Denoting the solution by w * , one can also establish the following condition
for the component w * i at the critical point. To identify the nature of the critical point, the Hessian matrix H σ 2 of (19) is investigated, and its diagonal elements are
Since w * is chosen according to (21) , (24) can be further simplified into
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Letting C = w i (σ 2 i + σ 2 ξ ), (25) can be rewritten as
On the other hand, the off-diagonal elements of the Hessian matrix are
Similarly, it can be further simplified into
For the cases of M = 2 and 3, it can be shown that the Hessian matrices are positive-definite at w * (see Appendix A). Hence w * , with its components being
is the local minimum for (19) . For larger M , however, analytical proof is unavailable, but one can easily verify the positive-definiteness of the corresponding Hessian matrix numerically. Alternatively, one can formulate the problem as an unconstrained minimization problem (P1): (30) and solve it with optimization packages, e.g. MATLAB or CPLEX.
B. OPTIMIZING BY LEVEL BOUNDARIES
The second approach tries to optimize the performance of dWCL by finding the optimal boundaries of the RSS levels, i.e. γ 's or the vector γ . Assuming the weight vector w is given, it can be formulated as a constrained minimization problem.
Note that, γ 1 = P th is assumed in the system model. Hence one needs to consider γ 2 , . . . , γ M only. The inequality constraints in (31) can be converted into the following
VII. NUMERICAL RESULTS AND SIMULATIONS
In this section, the performance of the proposed dWCL algorithm is evaluated using the analytical framework described in Section V. In particular, the effects of the number of RSS levels M , node density ρ, shadow fading σ s and sensor node location information error σ ξ on the error distribution of dWCL are investigated. The results are validated with corresponding simulations. Furthermore, it is demonstrated that dWCL can converge to other WCL algorithms, and the results of optimizing dWCL are also shown. Table 1 lists the values of the parameters used across all analyses and simulations. The values of n and σ s are adopted from a measurement study in an office environment [32] . d o is the close-in reference distance. R o and P th are set according to typical IEEE 802.15.4 transceivers. Furthermore, the size of simulation area is chosen to be large enough ( 2R) such that border area effect [33] is not affecting the results. Within the simulation area, the sensor nodes are randomly deployed, and their quantities are determined by the node density ρ. Unless stated otherwise, the simulation results presented here are evaluated based on the average of 10000 runs.
In this study, the following weighting scheme is adopted:
where i is the index of RSS level. Moreover, without loss of generality, evenly-spaced γ i 's are chosen in this case. That is, their values can be computed according to
Note that the choices of w i 's and γ i 's shown here are arbitrary.
In fact, the presented analytical framework can take any values for both parameters.
A. DISTRIBUTIONS OF LOCALIZATION ERRORS
The investigation starts with the verification that both the 1-dimensional and 2-dimensional localization errors computed by dWCL follow the half-normal and Rayleigh distributions as stated in (17) and (18) respectively. In this experiment, the node density ρ is 0.05 and the number of RSS levels M is assumed to be 5. Samples of 1-dimensional and 2-dimensional localization errors are generated and collected from simulations. The normal probability plot and histogram ofx of (16) are shown in Fig. 2 . It is clear from the simulation results thatx follows a normal distribution. The 1-dimensional localization error, x , is thus half-normally distributed. Similarly, the 2-dimensional localization error,r, follows a Rayleigh distribution as indicated in Fig. 3a and Fig. 3b . Further experiments using different parameter values give the same observation. 
B. EFFECT OF NUMBER OF RSS LEVELS
The effect of the number of RSS levels M on the performance of dWCL is investigated in this section. The results for M equal to 1, 5, 10 and 256 are plotted in Fig. 4 . It is clear from the figures that the predicted error distribution from our model matches closely with the simulation results in both 1-dimensional and 2-dimensional cases. One also observes that an increasing M reduces the error in all cases. For instance, in the 1-dimensional case, the median error for M = 1 is about 1.8 whereas for M = 256 it is reduced to 1.3. Almost all errors are within 6 for M = 256 but the number jumps to 9 in the case of M = 1 for the 2-dimensional scenario. This general trend is expected, as a larger M allows for a finer distinction between sensor nodes with different RSS, which in turn improves the quality of estimation of dWCL.
On the other hand, a rapid diminishing returns of improvement occurs as M increases. For example, increasing M from 1 to 5 results in a sizable improvement in the error distribution. By comparing M = 10 with M = 256, the improvement becomes very insignificant. It is therefore not economical to keep increasing the number of RSS levels M in the hope of improving the performance of dWCL.
C. EFFECT OF NODE DENSITY
The node density ρ is varied to see what effect it brings to the error distribution of dWCL. Fig. 5 shows a good agreement between the theoretical and simulation results in all test cases for both 1-dimensional and 2-dimensional scenarios. The results also show that the errors reduce quite rapidly as more sensor nodes are deployed, i.e. ρ increases. Note that although ρ determines how many sensor nodes are present within the whole simulation area, the number of sensor nodes that can connect with the Target node (
is actually a RV, owing to random node deployment and random shadow fading. As a result, the number of sensor nodes contributing to the estimation of position in each simulation instance is also a RV.
D. EFFECT OF SHADOW FADING
Unlike M or ρ, the level of shadow fading is not controllable by the system or users. Instead, it is intrinsic to the environment that the system is deployed in. Hence it is important to study the effect of shadow fading on the dWCL. In here, the level of shadowing σ s is varied, and 10 RSS levels (i.e. M = 10) is assumed for the dWCL. Node density ρ is set at 0.02 and σ ξ is fixed at 0. The simulation results are shown in Fig. 6 . When the level of shadowing σ s increases, the error distribution, and hence the performance of dWCL, worsens. Also note that our theoretical framework is still able to predict precisely when it is compared with the simulation results.
E. EFFECT OF SENSOR NODE LOCATION INFORMATION ERROR
As explained in Section III-C, the sensor nodes in the underlying WSN may possess imperfect information about their own positions. These errors in turn affect the prediction of dWCL. This experiment gives an account of such situation.
In the following simulations, one assumes that the level of sensor node location information error σ ξ takes the following values: 0, 5 and 10. The results are plotted in Fig. 7 . It is evident that dWCL is not very susceptible to sensor node location information error. As shown in Fig. 7 , increasing σ ξ only slightly degrades the performance of dWCL. For example, the 50-percentile error for σ ξ = 5 is about 2.5 in the 2-dimensional case and that for σ ξ = 0 is about 2.3. Comparing with the effect of shadow fading σ s (see Fig. 6 ), the impact of σ ξ is marginal. 
F. CONVERGING TO OTHER WCL ALGORITHMS
Based on the approximation described in Section IV, the performance comparison between dWCL and RWL is illustrated in Fig. 8 . It clearly shows that when increasing the number of RSS levels M from 5 to 10 and subsequently 50, the error distribution of dWCL improves and approaches that of RWL. It is also worth noting that, although M → ∞ is assumed for convergence, dWCL is already able to give an excellent approximation to RWL for a moderate value of M , say 50. 
G. OPTIMIZING dWCL 1) BY WEIGHTS
It has been shown in Section VI-A that the performance of dWCL can be optimized by selecting the best weight (of the weight vector w) for each RSS level. By varying w, the changes of σ 2 dWCL of (19) for M = 2 and M = 3 are plotted in Fig. 9a and Fig. 9b respectively. Without loss of generality, one assumes w M = 1 and iterates on w 1 , . . . , w M −1 only. Furthermore, the γ 's are assumed to be evenly-spaced in this experiment.
As shown, there is an optimum point of w which yields the smallest σ 2 dWCL in each case. Using (29) , one can compute that w * = [0.0323, 1] for M = 2, and σ 2 dWCL = 3.801994. When M = 3, w * = [0.0097, 0.0939, 1] and σ 2 dWCL = 2.804927. Both w * for M = 2 and 3 match the optimal points indicated in Fig. 9a and Fig. 9b .
Alternatively, one can also use the optimization formulation (P1) in (30) to obtain the w * . Since the objective function of (P1) is nonlinear and nonconvex in general (as indicated in Fig. 9a ), one may resort to heuristic techniques. For instance, the Nelder-Mead simplex algorithm in MATLAB is used, and the same w * 's are obtained.
2) BY LEVEL BOUNDARIES
The evenly-spaced RSS level boundaries used in the previous experiments are arbitrary, and are not required in the analytical framework. In fact, the second approach to optimize the performance of dWCL tries to find the optimal vector of the level boundaries, i.e. γ * . Fig. 10a and Fig. 10b show the resulting variance by varying γ . Note that in Fig. 10b , only the part above the diagonal line is feasible, as γ 2 < γ 3 is assumed. As γ 1 = P th is specified in the system, one iterates on γ 2 , . . . , γ M only. Similar to the previous section where the weights are optimized, a clear minimum point exists in either case.
The minimization problem (P2) in (31) Fig. 10a and Fig. 10b. 
3) OPTIMIZED VALUES
The two aforementioned approaches are able to find either the optimal weight vector w * or level boundary vector γ * respectively that minimizes the variance σ 2 dWCL . While the system parameters such as M , n, σ s , P th can influence the optimal solution, the node density ρ does not affect w * or γ * . Instead, it only affects the resulting variance as follows.
This in turn affects the error distribution of dWCL as indicated in Section VII-C.
VIII. CONCLUDING REMARKS
In this paper, we introduce the discrete version of Weighted Centroid Localization algorithm (dWCL) for WSN-based IPS. dWCL is designed to classify the connected wireless sensor nodes into a number of groups according to their RSS's, each of which is assigned with a weight taken from a set of discrete values, in consideration of the digital format of electronic devices. By decoupling the weighting function from the range information, dWCL provides the flexibility to accommodate different performance requirements. In addition, the performance of dWCL is characterized by the 1-dimensional and 2-dimensional localization error distributions in terms of accuracy and precision with erroneous sensor location information incorporated in the proposed framework. Furthermore, two optimization approaches to enhance the performance of dWCL are formulated to determine the proper values for the system parameters. Simulation results are produced to validate the analytical framework. In all tested cases, the theoretical analysis is able to predict the effect of various system parameters with high fidelity. For future work, we plan to study the effects of other stochastic channel models and multipath reflections on our proposed framework.
APPENDIX PROOF OF POSITIVE-DEFINITENESS OF HESSIAN MATRIX
The Hessian matrix H σ 2 , when M = 2, is a scalar and is equivalent to 
It can be shown that 
