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Abstract
In many applications, there is a need to predict the effect of an
intervention on different individuals from data. For example, which
customers are persuadable by a product promotion? which patients
should be treated? These are typical causal questions involving the
effect or the change in outcomes made by an intervention. The ques-
tions cannot be answered with traditional classification methods as
they only deal with static outcomes. For personalised marketing, these
questions are often answered with uplift modelling. The objective of
uplift modelling is to estimate causal effect, but its literature does not
discuss when the uplift represents casual effect. Causal heterogeneity
modelling can solve the problem, but its assumption unconfounded-
ness is untestable in data. So practitioners need guidelines in their
applications when using the methods. In this paper, we use casual
classification for a set of personalised decision making problems, and
differentiate it from classification. We discuss the conditions when
causal classification can be resolved by uplift (and causal heterogene-
ity) modelling methods. We also propose a general framework for
causal classification, by using off-the-shelf supervised methods for flex-
ible implementations. Experiments have shown two instantiations of
the framework work for causal classification and for uplift (causal het-
erogeneity) modelling, and are competitive with the other uplift (causal
heterogeneity) modelling methods.
Keywords— Causal effect estimation, Causal heterogeneity, Uplift modelling
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1 Introduction
The objective of causal classification is to predict whether a treatment would change
an individual’s outcome [1]. In marketing applications, when the treatment is a pro-
motional advertisement of a product, causal classification is to identify customers
likely to purchase the product because of having been shown the advertisement. In
medical applications, causal classification is to predict if a treatment would improve
a patient’s outcome.
To differentiate causal classification from normal classification, we need to un-
derstand the difference between observed and potential outcomes. Following the
potential outcome model [2, 3], for a treatment T , each individual has two poten-
tial outcomes, denoted as Y 1 and Y 0, for the outcomes of the person being treated
T =1 and untreated T =0 respectively. At a time point, only one potential outcome
can be observed for an individual. For example, if we observe a person buying the
product after viewing the advertisement, then Y =1 |T =1 (Y denotes the observed
outcome), the potential outcome when T =1 is the same as the observed outcome,
i.e. Y 1 = 1, but the other potential outcome, Y 0 when T = 0, indicating his/her
purchase status without viewing the advertisement, is not observed.
Causal classification aims to predict the positive changes in potential outcomes
(i.e. causal effect of a treatment) for an individual, whereas normal classification
predicts whether an individual has the desired (observed) outcome or not.
Table 1 lists the four types of responses to a treatment (T is set to 1). A positive
response means that an individual is positively influenced by the treatment, e.g.
a person buys the product as a result of viewing the advertisement. A negative
response means that an individual is negatively influenced by the treatment, e.g. a
person having planned to buy the product does not buy it since s/he dislikes the
advertisement. Nonresponse 0 and nonresponse 1 indicate that the treatment has
no impact on an individual, e.g. after having viewed the advertisement, a person
having no intention to buy the product still does not buy it (nonresponse 0) and a
person having the plan to buy the product buys it (nonresponse 1).
It is difficult to differentiate the four types of responses based on observed
outcomes. For example, in the observed buying group, we do not know if one has
a positive response or a nonresponse 1 as the observed outcomes are Y = 1 in
both cases, not helping with classifying the responses. This reflects the famous
quote by John Wanamaker, the pioneer in marketing: “Half the money I spend on
advertising is wasted; the trouble is I don’t know which half.”
Using potential outcomes, causal classification can distinguish the responses
as indicated in Table 1. In the marketing example, a positive response is when a
person would not buy the product if s/he did not see the advertisement (Y 0 = 0),
and s/he has bought the product because of viewing the advertisement (Y 1 = 1).
Nonresponse 1 is when the person would still buy the product even if s/he did not
see the advertisement (Y 0 = 1), and s/he has purchased the product by simply
using the advertisement as a gateway (Y 1 = 1). In causal classification, only
positive responses are labelled as 1, but in traditional classification, both positive
responses and nonresponses 1 are labelled as 1.
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Table 1: Types of responses to a treatment.
Types of responses Potential Potential Causal Normal
for an individual outcome outcome class class
if T = 0 if T = 1 label label
Positive response Y 0 = 0 Y 1 = 1 1 1
Nonresponse 1 Y 0 = 1 Y 1 = 1 0 1
Negative response Y 0 = 1 Y 1 = 0 0* 0
Nonresponse 0 Y 0 = 0 Y 1 = 0 0 0
*In this table, we only list two classes (1 and 0) for an easy comparison with a typical
classification problem. For a multi-class causal classification problem, this should be -1.
Please refer to discussions after Definition 1.
It is challenging to make causal classification based on observational data as it
involves counterfactual reasoning. When we observe a purchase by a customer after
viewing an advertisement (Y 1 = 1), we need to infer his/her unobserved potential
outcome Y 0, i.e. to answer the counterfactual question: “Would the customer pur-
chase the product had s/he not viewed the advertisement?”, to determine whether
or not the purchase is a result of viewing the advertisement.
When data is collected from a randomised experiment, an uplift modelling
method [4, 5, 6, 7] is used in marketing research to model the causal effect of the
treatment as the difference between the probabilities of the observed outcomes in
the two groups, P (Y | T = 1,X = x)−P (Y | T = 0,X = x). The objective of uplift
modelling is to estimate causal effect, but assumptions for causal inference have
not been discussed in most uplift literature [8]. Work in [6] links uplift modelling
with causal heterogeneity, but the condition when uplift is causal effect has not
be discussed. An uplift modelling method may not achieve its intended objective
when not being used correctly.
Causal classification can be achieved by causal heterogeneity modelling. Several
machine learning methods have been developed recently to discover causal effect
heterogeneity [9, 10, 11], i.e. to identify the subgroups across which the causal
effects of a treatment are different and learn the models for predicting the hetero-
geneous causal effects across the subgroups. Such a method can be used to predict
the causal effect of a treatment on an individual’s outcome for causal classification.
However, these work assumes that a covariate set satisfying unconfoundedness as-
sumption [2, 12]. Unconfoundedness assumption is untestable in data, and this
leave practitioners wonder how the covariate set should be.
This paper makes the following contributions.
1. We differentiate causal classification from classification and identify condi-
tions that the existing uplift modelling methods can be used for casual clas-
sification.
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Table 2: Objective functions for classification, uplift modelling and causal
classification
Normal classification: maximise likelihood: P (y | T = 1,X = x)
Uplift model: maximise difference: P (y | T = 1,X = x)− P (y | T = 0,X = x)
Causal classification: P (y | do(T = 1),X = x)− P (y | do(T = 0),X = x)
2. We have proposed an algorithmic framework for causal classification, by link-
ing together normal classification, uplift modelling and causal graphic mod-
elling. Note that Two Model methods have been used in both uplift and
causal heterogeneity modelling literature [6, 8]. Our contribution is to link
the methods to specific conditions and a data driven parent selection process
(analogy to a feature selection in classification) to ensure its correctness and
efficacy for casual effect estimation.
2 Classification, uplift modelling, and causal clas-
sification
We assume a data set with a treatment T , an outcome Y , a set of all other variables
X. For easy notation, we use y for Y = 1.
Normal classification is to predict outcome y by maximising the likelihood P (y |
T = 1,X = x). There are many methods to achieve this objectiveIt makes static
probabilistic predictions and does not model Y ’s change with the change of T .
The uplift model aims to maximise the difference in P(y|T = 1) and P(y|T = 1)
for a given value of X. The difference is modelled explicitly. there are some different
names in literature, such as true lift and incremental value [8, 6], and we use uplift as
in the previous surveys. An uplift modelling is normally built in experimental data
to find subgroups which respond differently for a treatment. X is not discussed in
the literature and is assumed coming with an experiment. Thinking about an A/B
test, customers are randomly selected to show an advertisement, and this process
does not need X (or only use very few attributes in X). X is collected separately
from an experiment, and contains all attributes relating to the individuals as in
a normal classification application. However, for the purpose of uplift modelling,
there are strong requirements for X. When X does not satisfy the requirements,
the uplift does not indicate the intended casual effect. This is what we will address
in this paper.
Causal classification is to estimate the change of Y when an individual takes
a treatment T = 1, and makes use of the conditional causal effect of T on Y , i.e.
the degree of the change of Y as a result of changing or intervening on T under
condition X = x. To represent this goal formally, we use Pearl’s do operator [13], a
notation commonly seen in causal inference literature, to represent an intervention.
The do operation mimics setting a variable to a certain value (not just passively
observing a value) in a real world experiment. The probability given a do operation,
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e.g. P(y | do(T = 1)), indicates the probability of Y = 1 when T is set to 1, and is
different from P(y | T = 1), the probability of Y = 1 when observing T = 1. The
objective of causal classification is to estimate conditional causal effect of T on Y
given X = x, P(y |do(T =1),X= x)−P(y |do(T =0),X=x).
Causal heterogeneity modelling aims at estimating conditional causal effect and
finding the subgroups which effects to a treatment deviate from the average casual
effect in data [9, 10, 11]. It is a principled way for causal classification, and some
methods are available. However, there methods assume a covariate set satisfying
unconfoundedness assumption [2]. Unconfoundedness is untestable in data, and
this does not help practitioners for using the methods. The conditions identified for
uplift modelling in this paper is also applicable to causal heterogeneity modelling.
When the conditions are satisfied, we do not distinguish uplift modelling and causal
heterogeneity modelling and use uplift (casual heterogeneity) modelling to represent
both.
Based on the objective function of causal classification, we can formally define
the causal classification problem in data as follows.
Definition 1 (Causal classification). Causal classification is to determine whether
a treatment T should be applied (i.e. do(T = 1)) to an individual X = x by using
the test whether conditional casual effect P(y | do(T = 1),X = x) − P(y | do(T =
0),X = x) > θ, where θ ≥ 0 is a user specified threshold.
The threshold θ is normally determined by the application. For example, in
personalised advertising, θ can be determined by the budget of an advertisement
campaign and the profit of each successful sale. θ can be determined by virtualisa-
tion. Individuals in a test data set are grouped by deciles of estimated conditional
causal effects. The observed differences, P(y | T = 1)− P(y | T = 0) in the groups
are plotted again deciles. It is easy to spot where the observed differences become
very small (or negative) and hence θ is determined in the plot. Alternatively, top
k selection can be used instead of setting θ.
Causal classification defined above represents a typical application scenario,
such as personalised marketing and medicine where binary decision is required, i.e.
a person should be treated or not. However, the theoretical results and methods
presented in this paper work for multi-class causal classification problems, including
positive response, negative response and non-response (denoted as 1, -1, and 0 in
Table 1). The multi-class causal classification is easily achievable since the output
conditional causal effect is continuous and can be split to map multiple classes
easily.
Causal classification is not generally achieved in data since casual effect esti-
mation in data needs strong assumptions [2, 3, 14] which may not be satisfied. Put
this in a simpler description. A uplift represents the probability difference between
treated and control in a subgroup of people, and can always be observed in data. A
conditional causal effect indicates the real change of the outcome of an individual
when the treatment is applied to the individual, and may not be estimated in data.
A crucial question to answer is when uplifts represent conditional causal effects.
Our specific objectives in this paper are stated as the following.
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Definition 2 (Problem statement). Given a data set with a binary treatment vari-
able T , a binary or numerical outcome variable Y and a set of other variables X of
any type, this paper aims to (1) identify conditions when causal classification can be
achieved by uplift modelling, and (2) develop a framework for causal classification
using off-the-shelf classification methods.
3 The conditions for causal classification in data
3.1 Preliminary
A DAG (directed acyclic graph) G = (V,E) is a directed graph with a set of nodes
V and a set of directed edges E, and no node has a sequence of directed edges
pointing back to itself, i.e. there are no loops. If there exists an edge P → Q in
G, P is a parent node of Q and Q is a child node of P . For a node V ∈ V, we use
PA(V ) to denote the set of all its parents. A path is a sequence of nodes linked by
edges regardless of their directions. A directed path is a path on which all the edges
follow the same direction. Node P is an ancestor of node Q if there is a directed
path from P to Q, and equivalently Q is a descendant of P .
Definition 3 (Markov condition [13]). In a DAG G = (V,E), ∀V ∈ V, V is
conditionally independent of all of its non-descendants given PA(V ).
Based on the Markov condition, the joint distribution of V is factorised as
P(V) =
∏
Vi∈V P(Vi|PA(Vi)).
Definition 4 (Faithfulness[15]). If all the conditional independence relationships
in P (V) are entailed by the Markov condition applied to DAG G = (V,E), and
vice versa, P (V) and G are faithful to each other.
Assuming faithfulness is to ensure that the DAG G = (V,E) represents all
the conditional independence relationships in the joint distribution P (V) and vice
versa.
When we carry out causal inference based on data, the following assumption is
essential in addition to the Markov condition and causal faithfulness.
Definition 5 (Causal sufficiency [15]). For every pair of variables observed in a
data set, all their common causes also have observations in the data set.
A simple understanding of causal sufficiency is that there are no hidden variables
in the system.
Given the three assumptions, a DAG learned from data is a causal DAG where
parents are direct causes of their children.
d-Separation as defined below is an important concept to read dependencies
from a causal DAG.
Definition 6 (d-Separation [13]). A path p in a DAG is d-separated by a set of
nodes Z if and only if
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(1) Z contains the middle node, Vk of a chain Vi → Vk → Vj or Vi ← Vk ← Vj, a
fork Vi ← Vk → Vj in p; and
(2) when p contains a collider Vk, none of Vk and its descendants is in Z.
When nodes X and Y are d-separated by Z in a DAG, we have (X ⊥ Y | Z).
Pearl has invented the do-calculus [13] for estimating post-intervention proba-
bilities using a causal DAG and data satisfying causal sufficiency.
Let G be a causal DAG, V1 and V2 be two variables in G. Let GV1 represent
the subgraph of G by removing all incoming edges of V1, GV2 the subgraph of G by
removing all outgoing edges of V2 and GV1,V2 the subgraph of G by removing all
incoming edges of V1 and V2. V1 and V2 can be variable sets, the edge removals are
then for each variable in the sets. The rules of do-calculus are presented as follows,
where for a variable V , v represents V = v.
Theorem 1. [The three rules of do-calculus [13]]
Rule 1: Insertion/Deletion of observation:
P (y|do(x), z, w) = P (y|do(x), w) if (Y ⊥ Z | X,W )GX ;
Rule 2: Action/Observation exchange
P (y|do(x), do(z), w) = P (y|do(x), z, w) if (Y ⊥ Z | X,W )GXZ ;
Rule 3: Insertion/Deletion actions
P (y|do(x), do(z), w) = P (y|do(x), w) if (Y ⊥ Z | X,W )G
X,Z(W )
where Z(W ) is the
set of Z nodes that are not ancestors of any W node in GX ;
Given a causal DAG and an expression of causal effect using do operations, if
all do operations are reduced to do free operations by using the above rules one by
one, the causal effect can be estimated in data [13].
Conditional causal effect will be used in causal classification, assuming that T
is a cause of Y .
Definition 7 (Conditional causal effect). Let T be a parent node of Y in a causal
DAG, and X be all other variables. The direct causal effect of T on Y is defined
as (P(y | do(T = 1),X = x)− P(y | do(T = 0),X = x)).
Conditional causal effect indicates the change of Y resulted from a change of
T under condition X = x. To estimate direct causal effect, we firstly need to show
that the above direct causal effect is identifiable, i.e. the probabilities with the
do operations can be reduced to their do operation free forms so that they can be
estimated in data.
In the following, we will develop our solution by identifying the conditions under
which the conditional causal effect is identifiable.
3.2 Conditions for causal classification in data
We now derive conditions when causal classification can be resolved in data, under
a realistic problem setting that all variables other than T and Y , denoted as P, are
pretreatment variables measured before manipulating T (i.e. they are ancestors of
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Y and T ) and their values are kept unchanged when manipulating T . The variables
in P affect the causal effect of T on Y as context since they do not change when the
treatment T is manipulated. We also assume that Y does not have descendants,
i.e. the effect variables of Y have not been included in the data set. Note that we
do not use X but P since this is a condition for our solutions.
This problem setting is realistic as the variables other than T and Y often
represent features describing individuals in a study, e.g. gender, age, and education,
which are not affected by T or Y . This is often the case in many machine learning
problems.
In order to infer causal effects in data, we should assume that there is no sample
selection bias, i.e. all members of the target population have an equal chance to be
included in the data set.
In our problem setting, the conditional causal effect can be reduced to a simple
form as follows, given a causal DAG and Y ’s parents.
Lemma 1. Given a data set containing a set of pretreatment variables P, the
outcome Y , and the treatment variable T ∈ PA(Y ), and let PA′(Y ) = PA(Y )\{T},
conditional causal effect of T on Y is (P(y | do(T = 1),PA′(Y ) = p′) − P(y |
do(T = 0),PA′(Y ) = p′)).
Proof. Let P = {PA′(Y ),Z}. P(y | do(T = 1),P = p) = P(y | do(T = 1),PA′(Y ) =
p′,Z = z), In DAG GT where the incoming edges of node T have been removed,
Z and Y are d-separated by PA′(Y ), and hence Y ⊥ Z | PA′(Y ). Therefore,
P(y | do(T = 1),PA′(Y ) = p′,Z = z) = P(y | do(T = 1),PA′(Y ) = p′) according
to Rule 1 in Theorem 1.
Similarly, P(y | do(T = 0),P) = P(y | do(T = 0),PA′(Y ) = p′).
Therefore, the lemma is proved.
The above theorem gives a covariate set for estimating conditional causal effect
if we use causal heterogeneity modelling term, and gives a “feature set” for uplift
modelling. In PA′(Y ), the conditional causal effect can be estimated in data, and
uplift estimated in data is the conditional casual effect. The following theorem show
how the conditional causal effect of T on Y in data is estimated in our problem
setting.
Theorem 2. Given a data set containing a set of pretreatment variables P, the
outcome Y , and the treatment variable T ∈ PA(Y ), and assume that the data set
satisfies causal sufficiency. Conditional causal effect of T on Y given P = p, i.e.
P(y | do(T = 1),P = p)−P(y | do(T = 0),P = p) is equal to P(y | T = 1,PA′(Y ) =
p′) − P(y | T = 0,PA′(Y ) = p′). Hence, causal classification can be resolved by
uplift modelling on the projected data set containing (T,PA′(Y ), Y ).
Proof. Firstly, P(y | do(T = 1),P = p) = P(y | do(T = 1),PA′ (Y ) = p′) according
to Lemma 1.
In DAG GT where outgoing edges of T have been removed, PA
′(Y ) d-separate
nodes T and Y , and hence Y ⊥ T | PA′(Y ). Therefore, P(y | do(T = 1),PA′(Y ) =
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p′) = P(y | T = 1,PA′(Y ) = p′) according to Rule 2 in Theorem 1. Therefore,
P(y | do(T = 1),P = p) = P(y | T = 1,PA′(Y ) = p′).
Similarly, P(y | do(T = 0),P = p) = P(y | T = 0,PA′(Y ) = p′).
Referring to Table 2, in this case the objective functions of causal classification
and lift modelling are the same. Therefore, causal classification can be resolved by
uplift modelling on the projected data set containing (T,PA′(Y ), Y ).
Therefore, the theorem is proved.
Theorem 2 indicates that the uplift is consistent with conditional causal effect
in our problem setting. The theorem links causal classification with normal classi-
fication since both P(y | T = 1,PA′(Y ) = p′) and P(y | T = 0,PA′(Y ) = p′) can
be estimated by classifiers in data.
In some applications, domain knowledge can be directly used instead of a DAG
as discussed before. Knowing the direct causes of Y is sufficient for causal classifi-
cation.
Corollary 1. Let {T}∪P′ be the set of all direct causes of Y , causal classification
can be achieved by the uplift modelling on data set (T,P′, Y ).
Proof. When {T} ∪ P′ are direct causes of Y , they must be parents of Y in the
causal DAG. So, PA′(Y ) = P′. According to Corollary 2, causal classification can
be achieved by uplift modelling on data set (T,P′, Y ).
Theorem 2 and Corollary 1 have established conditions that causal classifica-
tion can be resolved by uplift modelling. The conditions are also for conditional
causal effects to be estimated in data. Under the conditions, causal heterogeneity
modelling and uplift modelling are consistent, and they both can be used for causal
classification. Hence, in the following, we do not distinguish casual heterogeneity
modelling and uplift modelling.
4 Framework and Algorithm
There are two key components in our causal classification framework, finding PA(Y )
and building classification models on the projected data set. We can obtain PA(Y )
from a given causal DAG or domain knowledge, or learn it from data. A causal
classification models is then built on the projected data set (T,PA′(Y ), Y ).
In this paper, we present a framework where users can assemble their own
causal classification system using off-the-shelf machine learning methods. Note that
two model method is not new and has been used in uplift modelling and causal
heterogeneity modelling [6]. Here, we put it in a framework with a data driven
covariate selection process (finding parents) to ensure the soundness of uplifting
modelling and the complete framework is new.
9
ALGORITHM 1: Causal Classification by the Two Model approach
(CCTM)
/*—Training—*/
Input: Data set D containing treatment variable T , pretreatment
variables P and outcome variable Y .
Output: Two models (MT=1,MT=0) .
1: call a local PC algorithm to find PA(Y )
2: let PA′(Y ) = PA(Y )\T
3: project data set D:(T,P, Y ) to D′:(T,PA′(Y ), Y )
4: split data set D′ to D1 | T = 1 and D0 | T = 0
5: call a classification method to build a classifier MT=1 on D1
6: call a classification method to build a classifier MT=0 on D0
7: output (MT=1,MT=0)
/*—Prediction—*/
Input: Model pair (MT=1,MT=0), PA
′(Y ), test data set DT without
treatment assignment and outcome, and a user specified threshold θ
Output: DT :(Tˆ ,P, CE) where Tˆ contains treatment assignment and
CE contains estimated conditional causal effects.
1: project data set DT :(P) to D
′
T :(PA
′(Y ))
2: for each r ∈ D′T do
3: let P(y | T = 1, r) = MT=1(r)
4: let P(y | T = 0, r) = MT=0(r)
5: if δ = P(y | T = 1, r)− P(y | T = 0, r)) > θ then let t = 1
6: else let t = 0
7: add record (Tˆ = t, r, CE = δ)
8: end for
9: output DT :(Tˆ ,P, CE)
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4.1 Finding parents of Y in data
When we do not know the causes of Y , finding PA(Y ) from data is a major step for
causal classification. One straightforward way is to learn an entire causal DAG from
data and then to read PA(Y ) from the DAG, However, learning an entire DAG is
computationally expensive or intractable with high dimensional data. Furthermore,
it is often unnecessary and wasteful to find the entire DAG when we are only
interested in the local structure around Y .
Local structure discovery [16] fits our purpose better. Currently there are
mainly two types of local structure discovery methods, one for identifying PC(Y ),
the set of Parents (direct causes) and Children (direct effects) of the target Y ; and
one for discovering MB(Y ), the Markov Blanket of Y , i.e. the parents, children
and spouses of Y . Discovering PC(Y ) is sufficient for our work as in our problem
setting, Y does not have descendants, i.e. PC(Y ) = PA(Y ). Several algorithms
have been developed for discovering PC(Y ), such as MMPC (Max-Min Parents
and Children) [17] and HITION-PC [18]. These algorithms use the framework of
constraint-based Bayesian network learning and employ conditional independence
tests for discovering PC(Y ).
4.2 Two Model approach
Our framework builds a causal classification model and conducts classification using
the following Two Model approach.
Definition 8 (Two Model approach). Given a data set D and assume causal
sufficiency and T ∈ PA(Y ). Let MT=1 and MT=0 be two classifiers built with
DΠ(PA′(Y ))∧(T=1) and DΠ(PA′(Y ))∧(T=0) respectively, where DΠ(PA′(Y ))∧((T=1) Or
DΠ(PA′(Y ))∧((T=0) is a projected data set from D to PA
′(Y ) and selected by T = 1
or T = 0. The test for causal classification in Definition 1 can be achieved by
P(y |MT=1(P′ = p′))− P(y |MT=0(P′ = p′)) > θ where P′ = PA′(Y ).
Based on the proposed framework, we present the Causal Classification by the
Two Model approach (CCTM) algorithm in Algorithm 1. The training phase of
CCTM is to build two classifiers using features in PA′(Y ) in the two sub datasets
containing T = 1 and T = 0 respectively. Any classification method, such as
decision tree or SVM can be plugged in to build the classifiers. In the prediction
phase, the trained classifier pairs MT=1 and MT=0 predict whether a treatment will
lead to a positive response (effect) or not. Line 1 of the prediction phase projects
the test data set to contain the same features in PA′(Y ) only in order to use the two
classifiers to estimate P(y | T = 1,P′ = p′) and P(y | T = 0,P′ = p′) respectively
for an individual. If the difference in the probabilities (estimated conditional causal
effect) is larger than θ, the individual is predicted to have a positive response and
should be treated. Otherwise, the treatment should not be applied to the individual.
11
5 Experiments
This section serves as a demonstration that the proposed framework works with off
shelf methods. In Section 5.1, we show that the parents of Y can be discovered in
data when the conditions for Theorem 2 are satisfied. The discovery accuracy and
time efficiency are satisfactory. In Section 5.2, we use synthetic data sets to show
that two instantiations of the framework works. We also compare using parent
variables with using all pretreatment variables on two instantiations and other
uplift (causal heterogeneity) modelling methods, and the results show that using
parents is useful for all methods. In Section 5.3, we show two instantiates of the
framework work in real world data sets, in comparison with some existing methods,
and demonstrate the instantiates perform competitive with other methods.
5.1 Parent discovery in data
We show how to use local structure learning algorithms MMPC and HITON-PC [16]
to achieve the first step in the framework: to find the parents of the outcome vari-
able. We also demonstrate their performance for parent discovery. Their implemen-
tations are from the Causal Explorer package [19], and G2 test (with significance
level 0.01) is used for conditional independence test. For the conditional indepen-
dence tests, the maximum size of a conditioning variable set is 3 for both algorithms.
The experiments are done on a PC with Intel(R) i5-8400 and 16GB memory.
We will use data sets which have known parents for evaluation. Four benchmark
Bayesian networks (BNs), CHILD [20], ALARM [21], PIGS [22], and GENE [23]
(www.bnlearn.com/bnrepository), are used to generate the evaluation data sets:.They
contain 20, 37, 441 and 801 variables respectively. For each BN, we generate data
sets with 500, 1000, and 5000 samples respectively. For each sample size, we gen-
erate a group of 10 datasets, so in total 120 datasets are generated for 4 BNs. We
make use of nodes having no descendants to be consistent with our problem setting,
i.e. T and Y have no descendants and all other variables are pretreatment.
The quality of parent discovery is measured by the average precision, recall,
and F1 score of the discovered parents against the known parents in each data set.
The average precision, recall, and F1 score are reported in Table 3. In most cases,
the algorithms produce accurate results. For the data sets with 5000 samples, both
MMPC and HITON-PC achieve the perfect results with the precision and recall
at 100%. This shows that, if the data set is large, the parent discovery can be
accurate.
We then show the time efficiency of local structure learning algorithms MMPC
and HITON-PC. We generate data sets with 5K, 15K, 25K, 35K and 50K samples
respectively to evaluate the scalability of the algorithms. As shown in Figure 1,
both MMPC and HITON-PC are scalable to the size of data sets. This means that
they do not take much time in the CCTM framework.
In the proposed CCTM algorithm, MMPC is used.
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Table 3: Quality of parent discovery
BN Size Alg Precision Recall F1 score
C
H
IL
D
500
MMPC 97.0±0.2 90.0±0.1 92.0±0.1
HITON 97.0±0.2 90.0±0.1 92.0±0.2
1000
MMPC 100±0.0 100±0.0 1.00±0.0
HITON 100±0.0 100±0.0 100±0.0
5000
MMPC 100±0.0 100±0.0 100±0.0
HITON 100±0.0 100±0.0 100±0.0
A
L
A
R
M
500
MMPC 60.0±0.3 90.0±0.3 71.0±0.2
HITON 60.0±0.3 90.0±0.2 71.0±0.2
1000
MMPC 92.0±0.0 100±0.1 95.0±0.1
HITON 92.0±0.0 100±0.1 95.0±0.0
5000
MMPC 100±0.0 100±0.0 1.00±0.0
HITON 100±0.0 100±0.0 100±0.0
P
IG
S
500
MMPC 91.0±0.0 100±0.1 95.0±0.0
HITON 92.0±0.0 100±0.1 95.0±0.0
1000
MMPC 100±0.0 100±0.0 100±0.0
HITON 100±0.0 100±0.0 100±0.0
5000
MMPC 100±0.0 100±0.0 100±0.0
HITON 100±0.0 100±0.0 100±0.0
G
E
N
E
500
MMPC 76.0±0.1 95.0+0.2 82.0+0.1
HITON 76.0±0.1 95.0±0.2 83.0±0.1
1000
MMPC 72.0±0.0 100±0.2 82.0±0.1
HITON 83.0±0.0 100±0.2 89.0±0.1
5000
MMPC 100±0.0 100±0.0 100±0.0
HITON 100±0.0 100±0.0 100±0.0
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Figure 1: Scalability of MMPC and HITON-PC
5.2 Causal classification
We demonstrate the framework works by two instantiations. We use two popu-
lar classifiers, SVM and Random Forest (RF) to instantiate the proposed causal
classification framework to two algorithms, denoted as CCTM-SVM and CCTM-
RF respectively. The implementations of RF and SVM are from https://cran.
r-project.org/web/packages/randomForest/index.html and https://www.csie.
ntu.edu.tw/~cjlin/libsvm/respectively. Default parameters are used.
To benchmark the instantiated algorithms, we also run some well known uplift
(and causal heterogeneity) modelling methods, including Uplift Random Forests
(Uplift RF) [24], Uplift Causal Conditional Inference Forests (Uplift CCIF) [25],
t-Statistics Tree [26], CausalTree [9], and the X-Learner [11]. Methods’ implemen-
tations are from authors’ or commonly used packages: Uplift RF and Uplift CCIF
from https://cran.r-project.org/web/packages/uplift/index.html, t-Stats
Tree and Causal Tree from https://github.com/susanathey/causalTree, and X-
Learner https://github.com/soerenkuenzel/causalToolbox. Default parame-
ters are used.
We will also demonstrate that Theorem 2 is generally applicable to uplift (and
causal heterogeneity) modelling methods. In this evaluation, we compare perfor-
mance of all methods using parent variables with using all variables.
We will need data sets with known ground truth (true uplifts or conditional
causal effects) for evaluation. Two groups of simulation data sets (Group 1 and
Group 2) are generated following work [27]. The generation program is at https://
cran.r-project.org/web/packages/CovSelHigh/index.html. The causal DAGs
are shown Figure 2. A group contains 10 datasets, each with 10,000 samples and
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all of the criteria would in this setting select the same sets as in the previous setting. However, the set selected
by the common cause criterion, {X1, X2, X7} 6= Q→T , would not result in unconfoundedness since it does not
include the covariate X4, which is now related to both T and Y , the latter through the unobserved variable
U3. The set selected by the pretreatment criterion would fail to achieve unconfoundedness due to the inclusion
of the covariate X9, which is now a collider on the path between T and Y due to the unobserved variables U1
and U2. Conditioning on X9 will thus open up this path between T and Y and introduce the so called M -bias
(Greenland, 2003). The sets selected by the backdoor path criterion and the disjunctive cause criterion would
however achieve unconfoundedness since both sets would include X4 but not X9. The disjunctive cause criterion
with backward selection would select S = {X1, X2, X4, X5, X6, X7, X8} = W→Y which includes X4 since it is
now associated with the outcome and conditioning on this set upholds unconfoundedness. Conditioning on
Q→T would also, in this case, result in unconfoundedness.
Note that here the sets defined in de Luna et al. (2011) are XT = X→T ∪ {X9}, XY = X→Y ∪ {X4, X9},
Q = Q→T ∪ {X9} and Z = Z→Y ∪ {X4, X9}, all including X9.
4 Covariate Selection When the Causal Structure is Unknown
Given the setup stated in Section 2, and no further knowledge on the causal structure, only the pretreatment
criterion can be readily used without aid of data-driven procedures. If we, in some way, from data estimate the
dependence structure in the form of an undirected or directed graph then we can use the estimated graph to
select covariates by reading off which covariates are related to T and/or Y | T = t for t = 0, 1.
There are many different methods available for estimating Markov and Bayesian networks (see, e.g., Fried-
man et al., 1999; Spirtes et al., 2000; Chickering, 2002; Tsamardinos et al., 2006, and references therein). In
this paper, the Max-Min Parents and Children Algorithm (MMPC) and the Max-Min Hill-Climbing Algorithm
(MMHC) are used to estimate the underlying structure of the data. Algorithms used for estimating such net-
works can be classified as either constraint-based or score-based. MMHC is a hybrid algorithm which as a first
step uses the constraint-based MMPC algorithm to estimate a Markov network, i.e., an undirected graph, and
4
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Figure 2: Causal DAGs for synthetic data generation. Left: for Group 1
data sets; Right: for Group 2 data sets.
102 variables. T and Y are binary. Apart from X1 to X10 in the DAGs, other
90 variables which are irrelevant to T and Y are included to simulate real world
situations. 100 variables are draw from a mixt re of continuous and binary dis-
tributions. When generating a dataset in Group 2, after obtaining the dataset
based on the right s ructure in F gure 2, w remove the columns for variables U1,U2
and U3 from the dataset to simulate latent variables. The reason for using hidden
variables since the DAGs and data generation package are from an existing work.
We also intend to show that not all hidden variables will invalidate Theorem 2. A
simple explanation is as the following. In the right DAG of Figure 2, two paths
with hidden variables do not link to T and hence hidden variables do not cause a
problem. The more detailed discussions are beyond the scope of thi paper, and
interesting readers can refer to [28].
For evaluation of ausal classification, a half of data set is used for raining
models and another half is used to test the accuracy. Threshold θ is set to 0 to
separate positive uplift from zero and negative uplifts. A prediction is correct if
the treatment assignment is the same as the assignment based on the ground truth
causal effect for data g n ratio .
For each group of datasets, we report the average performance of the algorithms
in Table 4. We have the following observations. Firstly, CCTM works using of-the-
shelf package. The two instantiations achiev competitive accuracy in comparison
with other methods without parameter tuning for both instantiations and compari-
son methods. Secondly, using parent variables consistently achieves higher accuracy
than using all the variables for all methods, except X-Learner RF in Group 2 data,
where both accuracies are very close. This means that our theoretical finding, i.e.
Theorem 2, improves other uplift (causal heterogeneity) modelling methods.
5.3 Uplift modelling
When the uplifts (cau l effects) are not ichotomiz d, the CCTM instantiations
work as normal uplift (causal heterogeneity) modelling methods. We use two real
world data sets to demonstrate the CCTM works for uplift (causal heterogeneity)
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Table 4: Accuracy of causal classification. The highest accuracy in each
group is marked in bold. Parent nodes improve the accuracies. CCTM
methods perform competitively with other methods.
Method Strategy Group 1 Group 2
Causal Tree
All 80.0±0.5 73.4±1.3
PA′(Y ) 81.2±0.5 79.3±0.9
t-Stats Tree
All 34.5±2.1 11.6±1.3
PA′(Y ) 74.6±0.8 81.7±5.1
Uplift CCIF
All 77.4±1.0 89.0±1.3
PA′(Y ) 78.8±1.3 89.2±0.6
Uplift RF
All 77.3±1.4 89.2±1.0
PA′(Y ) 78.9±1.6 89.3±1.0
Two Model RF All 71.2±1.2 78.1±1.3
CCTM RF PA′(Y ) 84.1±0.8 88.3±0.6
Two Model SVM All 84.4±0.9 87.9±1.2
CCTM SVM PA′(Y ) 84.8±1.5 88.6±1.1
X-Learner RF All 84.4±0.8 90.4±0.8
X-Learner RF PA′(Y ) 85.0±0.8 90.6±0.7
modelling. We also evaluate CCTM-RF and CCTM-SVM (when PA′(Y ) are used)
benchmarking with some well known or new uplift (causal heterogeneity) modelling
methods.
Hillstrom contains 42613 customer records from an email marketing campaign
collected for an uplift modelling challenge [29]. Half of these customers were ran-
domly chosen to receive an advertisement email targeting male users, and the other
half of the customers served as a control group. There are 7 pretreatment vari-
ables describing customers. The outcome is whether a customer visits the website.
MMPC finds three parent variables for the outcome.
Twins birth data set [30]consists of 4821 samples of twin births (with birth
weight < 2kg and having no missing values) in the USA between 1989 and 1991.
Each record contains 40 pretreatment variables. describing biological parents, preg-
nancy and information about the birth. Treatment T =1 indicates the heavier one
in the twins and T =0 indicates the lighter one. The outcome is the mortality of a
child after one year. MMPC finds 4 parent variables for the outcome.
Since there are not ground truth uplifts (or conditional causal effects), we use
the Qini curve [31], a widely used metric for uplift modelling to compare the algo-
rithms. Qini coefficient = nY=1,T=1 − (nY=1,T=0 · nT=1)/(nT=0), where nY=1,T=1
and nY=1,T=0 are the numbers of positive outcomes in the treatment and control
groups respectively, and nT=1 and nT=0 are the total numbers of samples in the
treated and control groups respectively. Qini curve shows the cumulative number
of the uplift as a function of the number of individuals treated. The larger the area
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Figure 3: The Qini curves of different methods on the two real world data
sets (Left: Hillstrom, Right: Twins). Blue and red solid lines: the proposed
methods; Dashed lines: other methods; Black dotted line: a random model.
a curve covers, the better the corresponding method is.
Figure 3 shows that the CCTM instantiations, CCTM-SVM and CCTM-RF,
achieve competitive performance with other compared methods, ranked the second
and third with the Hillstrom data set, and the third and first with the Twins
data set. This means that CCTM can also work for uplift (causal heterogeneity)
modelling.
In sum, the experimental results demonstration that the proposed framework
works with off-the-shelf methods. Parent selection is essential in our framework
and Section 5.2 shows that it is helpful for existing uplift (casual heterogeneity)
modelling methods too. For both causal classification and uplift (causal hetero-
geneity) modelling tasks, two instantiates perform competitive in comparison with
other methods. Note that, the purpose of this experiments are not to demon-
strate which methods are better than which others, but to show that the proposed
framework can be instantiated using of-the-shelf methods and works competitive to
other existing methods. The framework is principally correct when assuming causal
sufficiency, and provides a means for users to implement any causal classification
methods fitting their applications.
We are aware of criticisms on two model approach in [32], but the recent surveys
and evaluations [6, 8, 33] have shown that a two model method performs competitive
with other methods. In some cases, a two model method performs best. However,
the conditions for using a two model method have not be discussed in the previous
work, and this is what we have filled in the gap. The proposed framework supports
a number of choices of uplift (causal heterogeneity) modelling methods from the
off-the-shelf supervised methods for an application, and users can choose the most
suitable one for their application.
6 Related work
Causal classification is closely related to causal effect estimation and causal effect
heterogeneity. The potential outcome model [3] and causal graphical models [13]
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are two major frameworks for causal effect estimation. Great efforts have been
made on the research of average causal effect estimation.
Causal effect heterogeneity is modelled by conditional average causal effects as
the causal effects vary in subpopulations. Su et al. [26] used recursive partitioning
to construct the interaction tree for causal effect estimation in subgroups. Foster
et al. [34] introduced the virtual twins method to define subgroups with enhanced
causal effects. In [10], random forest was used to predict the probability of an
outcome given a set of covariates and CART was used to find a small set of covariates
strongly correlated with the treatment to define the subgroups. Dudik et al. [35]
developed an optimal decision making approach via the technique of Doubly Robust
estimation. Athey et al. [9] built the Causal Tree to find the subpopulations with
heterogeneous causal effects. An X-Learner method [11] was proposed for causal
heterogeneity modelling with unbalanced treated and untreated samples. All the
methods assume a data set with a known covariate set. Recently, several algorithms
have also been proposed to estimate conditional average causal effects using neural
networks [36, 37, 38].
Covariate selection is essential for causal effect estimation. Covariate set ren-
ders the treatment and the outcome to satisfy the ignorability [3] or unfoundedness
assumption. Unlike in an experiment where covariates are normally selected by
domain experts, data driven covariate selection is very channelling since ignora-
bility is impossible to be tested in data. Data driven methods use the backdoor
criterion [13] to identify a covariate set, either based on a causal graph created us-
ing domain knowledge or learned from data. VanderWeele and Shpitser [39] linked
the conditional ignorability with the backdoor criterion. de Luna et al. [40] and
Entner et al. [41] have proposed methods to find covariate sets using conditional
independence test. Maathuis and Colombo [42] generalised the backdoor criterion
for data without causal sufficiency. All these methods are inefficient and could not
work on high dimensional data and their effectiveness has not been tested in real
world data sets.
Uplift modelling is another line of work for estimating conditional causal effects,
mainly in marketing research where data collection is through some experimental
designs. Causal effect has not been mentioned in uplift modelling, but fundamen-
tally, uplift modelling is a type of causal inference [6, 1]. The first proposal of
uplift modelling is by Radcliffe and Surry [5], Hansotia [43] and Lo [4]. In the
well designed experimental data set, Rzepakowski and Jaroszewicz adapted deci-
sion trees for uplift modelling [44, 45]. Similar adaptions have extended to Bayesian
networks [46] and SVMs [47]. In a similar fashion to the CATE estimation liter-
ature, ensemble methods have been introduced to model uplift using a forest of
uplift modeling trees [24]. A special case of transformed outcome method has also
been introduced to uplift modeling using off-the-shelf estimators directly on the
transformed outcomes [48]. Uplift modelling has recently been linked to casual ef-
fect heterogeneity modelling [6, 1], but no unified algorithmic framework has been
presented. Some method surveys and comparisons can be found [49, 8, 33].
Causal classification is a concept used by Fermandez and Provost [1], and au-
thors reported a comparative theoretical analysis between normal classification and
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causal classification. However, in their analysis, it was assumed that there was no
nonresponse type 1, and the practical implication of the results in [1] is to be tested.
7 Conclusion
This paper presents a general framework for causal classification, which gener-
alises both uplift and causal heterogeneity models. We have presented a theorem
which identifies the conditions for causal classification in observational data and
links causal classification and normal classification. The theorem enables a general
framework for causal classification using off-the-shelf machine learning methods.
We have shown that our theorem improves existing uplift modelling and causal
effect heterogeneity modelling methods for better causal effect estimation and our
algorithms have competitive performance comparing to other uplift modelling and
causal heterogeneity modelling methods in synthetic and real world data sets.
The causal sufficiency assumption is strong for many real world applications
and we will study how to relax the assumption in future. Modelling interactions
between variables should be an interesting direction to explore in future.
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