This paper focuses on the discrimination capacity of aggregation functions: these are the permutation invariant functions used by graph neural networks to combine the features of nodes. Realizing that the most powerful aggregation functions suffer from a dimensionality curse, we consider a restricted setting. In particular, we show that the standard sum and a novel histogram-based function have the capacity to discriminate between any fixed number of inputs chosen by an adversary. Based on our insights, we design a graph neural network aiming, not to maximize discrimination capacity, but to learn discriminative graph representations that generalize well. Our empirical evaluation provides evidence that our choices can yield benefits to the problem of structural graph classification.
Introduction
Neural networks tailored to the graph classification problem commonly rely on two permutationinvariant primitives (e.g., [Scarselli et al., 2009 , Gilmer et al., 2017 , Hamilton et al., 2017 ): a) a local aggregation function that updates each node's representation by combining the features in its vicinity, and b) a global aggregation (also called pooling or readout) function that fuses all learned node embeddings to obtain a graph representation.
To attain the maximum discrimination power possible, both local and global aggregation functions should be injective. Motivated by this observation and inspired by work on deep sets [Zaheer et al., 2017] , it was recently shown that simple summation suffices to attain injectivity if the features have first been passed through a (possibly involved) function acting independently on each feature vector [Xu et al., 2018] . This can serve as a theoretical justification for using sum aggregators preceded by a multi-layer perceptron (MLP) [Scarselli et al., 2009 , Duvenaud et al., 2015 , Xu et al., 2018 . In addition, an equivalence was established between the capacity of graph neural networks (GNN) with injective aggregative functions and that of the Weisfeiler-Lehman (WL) test for graph isomorphism [Weisfeiler and Lehman, 1968, Weisfeiler, 2006] . Differently, we argue that maximizing the discrimination capacity of aggregation functions (and GNN) could be both unfeasible and undesirable in the context of learning. In fact, our first contribution is to derive a curse of dimensionality lower bound for aggregation functions confirming that even approximate injectivity necessitates an exponential dependence on the ambient space dimension. This implies that, as usual, there exists a trade-off between the capacity of learners to distinguish between distinct objects in the training set and their ability to generalize over unseen examples. Thus, as an overly simple aggregation will lack discrimination power, a network using injective aggregation functions will likely overfit the training set.
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Aiming for neither ends of the trade-off, we advocate for aggregation functions with bounded discrimination capacity, i.e., that are capable of distinguishing between a fixed cardinality set of inputs. However, to ensure that there are no blindspots, this should hold for any such set of inputseven if the latter were chosen by an adversary. Our second contribution is to derive such bounded injectivity guarantees for the standard sum and a newly introduced histogram-based aggregation function, for the case when they are preceded by a universal approximator that acts independently on the features of each node. Though leading to fewer parameters, using a histogram is shown to be as discriminative as the sum.
For our third and final contribution, we design a GNN aiming not to maximize discrimination capacity, but to learn discriminative representations that generalize well. Taking a purist perspective, we consider the challenging structural classification setting, where one needs to learn graph representations without relying on node or edge attributes. Our GNN is built by hierarchically composing two jointly-optimized structural embedding networks: the first computes node representations, whereas the second combines the representations of a random subset of nodes to output a graph representation. Sampling helps us both to reduce the computation time as well as to combat overfitting. Moreover, employing histograms helps reduce the number of trainable parameters.
Our experiments provide evidence that our choices lead to structural embeddings that generalize well: our network attains competitive accuracy in structural graph classification over 9 benchmark datasets, often outperforming the 14 baselines (6 graph kernels and 8 GNNs) we compare it to. Interestingly, our network also frequently outperforms WL graph kernels [Shervashidze et al., 2011] , reinforcing our claim that, in practice, the achievable capacity of graph neural networks (and graph kernels) can significantly deviate from theoretical limits constructed based on injectivity assumptions.
Our theoretical results in view of the literature
A number of recent papers have studied theoretically permutation invariance and equivariance in the context of GNN: The first group of works focuses on the space of functions that act on graphs. The work by Maron et al. [2019a] brought forth a characterization all invariant and equivariant linear layers and intriguingly demonstrated that their dimension is 2 and 15, respectively. Moreover, Maron et al. [2019b] and Keriven and Peyré [2019] derived a universal approximation theorem for (a specific class of one hidden layer) invariant and equivariant networks, respectively.
The second group of works instead of considering the space of all functions, study those functions that can be implemented by iteratively aggregating the values of neighbors of each node (or of all nodes in the pooling stage). Extending the work of Zaheer et al. [2017] , Xu et al. [2018] demonstrated that the popular sum aggregation amounts to a universal approximator. Moreover, the same work provided a bound on the capacity of GNN w.r.t. graph classification proving that, when injective aggregation functions are employed, GNN are as discriminative as the Weisfeiler-Lehman test for graph isomorphism.
Similar to the second group, our theoretical results concern the capacity of aggregation functions. However, somewhat in contrast to what was previously shown, we put forth an exponential lower bound on the output size of any (even approximately) injective aggregation function. This provides evidence that the maximum capacity of GNN might be unattainable in practice. We then provide an alternative notion of capacity and show that it can be more pragmatically satisfied.
We should also mention the relevant result of Levie et al. [2019] , who studied the stability of spectral graph convolution. By bounding the effect that changing the graph might have, this work indirectly poses a bound on discrimination capacity of a specific permutation equivariant layer. Placing this result in context of our theoretical framework could be an interesting further step.
Notation. We use bold symbols to denote matrices and vectors, e.g., X and x. We focus on weighted and possibly directed graphs G = (V, E, w), where V and E are the node and edge sets, and w ij > 0 only if there exist an edge e ij ∈ E between nodes v i and v j . Note that sets are distinguished from multisets (defined later) by using a calligraphic upper-case symbol: X is a multiset and X is a set. We also denote aggregation functions in a typewriter font (e.g., f and g) in contrast to general functions (e.g., f and g). We focus specifically on d-multisets: multisets whose elements x ∈ X have the same dimension x ∈ R d . We also assume that all vectors x lie in some bounded domain D ⊂ R d .
The discrimination capacity of aggregation functions
Suppose that we are interested in the features X = {x 1 , · · · , x n } supported over a set of n nodesthe latter might correspond to the neighborhood of a node or even an entire graph. Lacking a consistent method of ordering the elements of X (i.e., one that translates across different neighborhoods or graphs) we treat it as a multiset-a set with (possibly) repeating elements: Definition 2.1. A multiset X is a 2-tuple (X, c), where X is a base set and c : X → N ≥1 is a function that counts the multiplicity of each element x from X in X .
The inner workings of a number of learning algorithms for graphs can be interpreted as an application of a (possibly involved and parametrized) sequence of functions over multisets. We call each such operation an aggregation function, because it involves the aggregation of information (features or hidden representations) over a multiset: Definition 2.2. An aggregation function is a map from the set of multisets onto some vector space.
It can be immediately realized that every aggregation function must be invariant to permutation.
As aptly reviewed by [Gilmer et al., 2017] , aggregation functions are commonly employed to obtain a vector representation of the information in the neighborhood of a node or an entire graph (also referred to as global pooling or readout function): For instance, a number of variants of local aggregation can be built combining a sum with different types of linear layers (e.g., Laplacian eigenvector specific [Bruna et al., 2013 , Defferrard et al., 2016 , degree normalized [Kipf and Welling, 2016] , degree dependent [Duvenaud et al., 2015] , edge-label dependent [Li et al., 2016] ) or MLPs [Kearnes et al., 2016 , Schütt et al., 2017 . Similarly, global aggregation usually merges the summing of node representations (possibly over many layers) with a feed-forward neural network.
A curse of dimensionality lower bound
Out of all aggregation functions, those that are injective 1 possess the largest discrimination capacity. Thus, it might be tempting to attempt to maximize the discrimination power of graph neural networks by equipping them with injective aggregators. In theory, this would allow them to distinguish between multisets having the most subtle differences.
In the following, we present evidence that this is not achievable in the context of learning from finite samples. To realize our argument we consider a generalization of injectivity expliciting the discrimination precision δ. This subsumes the classical definition (obtained for δ = 0) and allows us to reason about the discrimination capacity of functions with finite precision, such as neural networks: Definition 2.3 (δ-injective function). An aggregation function f is called δ-injective (within some domain D) for some δ ≥ 0 if, for any d-multisets X and Y, we have f(X ) = f(Y) only if there exists a bijective map φ : X → Y with φ(x) − y p ≤ δ for all x ∈ X and y ∈ Y.
The definition determines if two multisets are the same if there exists a bijective map between their (possibly infinite) elements. It can be therefore seen that, for any two multisets with different cardinalities the output representations must differ (since no bijective map exists between them). On the other hand, δ effectively controls the accuracy of discrimination-it could be for example set according to machine precision.
With this in place, our next step will be to establish a lower bound on the output size of any δ-injective aggregation function. To circumvent pathological cases (due to uncountable sets), we will herein constrain each output variable of the functions we consider to the countable set P ⊂ R of real numbers that can be computed to within any desired precision by a finite, terminating algorithm. On the left it can be seen that without projection, phist is blind to the differences of two different 2-multisets (green and blue). The aggregation function however can discriminate between them if we first employ a function ϕ independently on each element. For example, on the right, the output of phist becomes different when the multiset elements are rotated by 45 degrees.
(All proofs can be found in the supplementary material.) This means that the number of outputs of a δ-injective function f should be at least m ≥ (2δ)
This is problematic as it is likely that the number of parameters to be learned (e.g., if f is approximated by an MLP as we will see in the following) would also need to depend exponentially on d.
Aggregation functions with bounded discrimination capacity
In light of this negative result, we turn to the following restricted desideratum:
Thus, here we are only interested in distinguishing between t multisets. The main challenge is that this has to be true for any such multisets. One may think for instance that X 1 , . . . , X t are chosen by an adversary. Then an aggregation function f is (t, δ)-injective if it cannot be fooled into mapping different multisets to the same representation: there always exists some function ϕ such that
The benefit of this formulation is that, since ϕ(x) acts independently on each x ∈ X , it can be approximated by an MLP with one hidden layer [Hornik et al., 1989 , Cybenko, 1989 . Thus, the discrimination capacity of a (t, δ)-injective function can be optimized by learning the MLP weights.
Next, we examine two (t, δ)-injective functions and reason about their parameter complexity.
Sum. One of the most commonly encountered methods of aggregating features over a graph (or neighborhood) entails summing (a function of) the multiset elements:
where function ϕ in once more approximated by an MLP. Though it is known that this function can be injective when the set of possible inputs (possible d-multisets) is countable [Xu et al., 2018, Lemma 5] , as we found out in Section 2.1, the output dimension (and parameter complexity) of injective constructions has to be exponential in d. However, it turns out that the number of outputs decreases significantly if we only ask for bounded discrimination capacity:
The above theorem suggests that the parameter complexity, i.e., the number of weights of the MLP, depends on the discrimination capacity t of sum, but is independent of the maximum cardinality and dimension of multisets involved. This is an encouraging result for situations where we only need to distinguish between a few different types of multisets of possibly very large cardinality, such as for instance when we are aggregating the features of the neighbors of a given node in a scale-free graph.
Projective histogram. We now propose an alternative tailored to situations where we need large discrimination capacity (i.e., t d) without increasing the number of parameters.
The function in question summarizes a multiset by computing multiple one dimensional histrograms 3 of its projected elements. Concretely, let P = {p l = 2l−1 b − 1 : l = 1, · · · , b} be a set of b equidistant points in [−1, 1], corresponding to the bin centers. The projective histogram phist(X ) ∈ R d×b function is defined as:
with κ : R + → R + a kernel of width w and function ϕ having d outputs. For a visual demonstration, we refer the reader to Figure 1 . Though a new addition to graph neural network toolbox, histograms have been considered before in the context of deep learning [Ustinova and Lempitsky, 2016 , Chiu and Fritz, 2015 , Wang et al., 2018 . In fact, for certain kernels it is possible to also learn the points P as well as the kernel widths. However, as it is shown next, appropriately constructed projective histograms are (bd, δ)-injective, even when the bins are fixed:
Theorem 2.3. Let κ be a uniform kernel of width w = 1/b and fix m = bd ≥ t with b = 2/δ + 1 > 1.
There exist at least m! different functions ϕ(x) with d outputs such that phist(X ) is (t, δ)-injective w.r.t. the ∞ -norm.
With phist therefore, the function applied element-wise on each feature can have d outputs (and not t as with sum). This is beneficial in terms of parameter complexity when ϕ is approximated by an MLP, as the number of weights to be learned remains independent of t. If the number of parameters is of no concern, then sums can be as powerful as projective histograms (in theory, sum aggregation followed by an MLP can be used to approximate any aggregation function [Xu et al., 2018] ).
It is important to stress that the above analysis does not guarantee that any GNN will learn to be (t, δ)-injective. It is only a statement about the discrimination capacity of some aggregation functions. Nevertheless, it is encouraging that the appropriate parametrization of the MLP is far from unique: according to Theorem 2.3, for any t multisets, each consisting of possibly a very large number of vectors in R d , there exist a very large number (m!) of functions ϕ, such that the respective projective histogram can distinguish between them.
In practice. We recommend using the sum and its multiple-hop variants (such as graph spectral convolution) for local aggregation and projective histograms for global pooling. For the latter, our experiments indicate that it can be advantageous to optimization to utilize partially overlapping and smooth kernels (as in Figure 1 ) instead of uniform non-overlapping kernels. Though we lack a formal proof, we suspect that the (t, δ)-injectivity guarantees also extend to this case.
A neural network for structural graph classification
Our goal is to find a generic way of learning discriminative graph representations that also generalize well, without relying on node or edge attributes. We opt for a two-level scheme, where the representation of a graph is constructed by aggregating those of its nodes, as follows:
• An embedding e j is learned for every node v j aiming to capture its structural role in the graph:
where f node is a graph neural network conditioned on the node's one-hot encoding δ j .
• A graph representation is then obtained by combining node embeddings in a manner that depends on their prevalence and inter-relation:
where, from now on, n = |V | corresponds to the number of nodes in G.
Each representation above is learned by a separate structural embedding network f . We stress that both embedding networks f node and f graph have the same architecture (described in Section 3.1) and are optimized jointly in an end-to-end fashion, but they do not share parameters. We refer the reader to the supporting material for a schematic illustration of our neural network.
Structural embedding networks
Irrespective of whether they learn a node or graph representation, both structural embedding networks (f node and f graph ) output a vector of fixed dimension m (m node and m graph ).
Let x i ∈ R q be an input feature vector associated with v i and X the corresponding n × q matrix (X corresponds to δ j and E, respectively). We first pass X through a graph convolutional network g conv ( · ; G) : R n×q → R n×d conditioned on G in order to capture the short-or long-range interdependencies between nodes. The output of the GCN is written in multiset notation as
with X having n elements, each being the GCN output on a given node. Function g conv should contain multiple (at least two) layers of graph convolution, meaning that it repeatedly aggregates features over node neighborhoods. We chose to rely on parametrized spectral convolution layers [Defferrard et al., 2016] , though other choices are also possible (e.g., [Levie et al., 2017 , Bianchi et al., 2019 , Gilmer et al., 2017 , Hamilton et al., 2017 ).
The structural embedding network then returns:
As discussed in Section 2, the discrimination capacity of phist depends on the choice of a function ϕ : R d → R d aiming to locally transform the features of each node. In our design, this function is learned implicitly by the GCN: a τ -layer GCN is at least as powerful as a τ -layer perceptron and thus can serve as a universal function approximator whenever τ ≥ 2. Also, the final linear layer is redundant when f (X; G) is used to compute an intermediate representation-we therefore add it only to the final structural embedding network f graph .
Faster and more efficient training
We would like to explicit two tricks that improve the training of our neural network. Multiset normalization. Prior to feeding a multiset into phist, its elements should be properly normalized to lie in [−1, 1]. A hyperbolic tangent σ(t) = (e t − e −t )/(e t + e −t ) suffices to carry out the normalization, but its use can also lead to vanishing gradient problems, especially when the network weights are improperly initialized. To deal with these issues, we took inspiration from batch normalization: interpreting the elements in the i-th coordinate of every x ∈ X as a random variable with mean µ i and variance σ 2 i , we perform the following whitening (before σ):
prior to utilizing a projective histogram. For the particular case of f node , the statistics are computed jointly over the multisets of all nodes in the same graph. Though the mean and variance vectors can also be concatenated in the output of phist(X ), we did not choose to do so in our implementation as we could not identify any empirical benefits.
Implicit regularization by sampling. To ease computational and memory requirements, we approximate e G only w.r.t. a subset of node embeddings sampled (with replacement) from V , typically 32. We then rely on the graph embedding network (specifically on g conv ) to infer the missing node embeddings. At test time, the classification variance is controlled by averaging the logits over multiple realizations (we choose 10).
Though initially conceived for computational reasons, we discovered that the randomness introduced by sampling often helped to combat overfitting. In fact, for small graphs, we obtained better results by oversampling the node set (i.e., by sampling each node embedding multiple times and adding the resulting vectors) rather than considering every node exactly once. Our hypothesis is that, since for the same graph the input of the graph embedding network can differ depending on the sampling realizations, the graph embedding network cannot rely too much on specific node embeddings. In addition, the node embedding network is given an incentive to learn node embeddings that the graph embedding network can successfully interpolate. This constrains its capacity and can be beneficial to generalization (as confirmed by our experiments). We should note that, though sampling has also been used before to accelerate aggregation functions (see e.g., [Isufi et al., 2015 , Hamilton et al., 2017 ), we are not aware of any previous works using it to reduce overfitting.
Additional considerations
In the following, we discuss and motivate some key aspects of our architecture:
On the use of one-hot representations. The use of δ j as an input to the node embedding network f node and, as a consequence, the graph convolutional network g conv may initially come across as simplistic. It is however informative of the role of a node w.r.t. its surroundings. It has also been used successfully in the past [Paratte et al., 2017 , Donnat et al., 2018 -though the latter approaches used hand-crafted convolution kernels and did not rely on learning. In fact, an interesting parallel can be drawn to system identification: quantity g conv (δ j , G) can be seen as the parametrized impulse response of a black box system defined by the graph and the convolution kernel centered at v j . A successful parametrization entails rendering the impulse response sensitive to those properties of a graph relevant to the classification task, while at the same time being robust to errors in the graph structure, e.g., induced by noise or introduced during graph construction.
Why convolve node embeddings? One of the design differences of our architecture with standard GNN is that, instead of directly aggregating node embeddings with a global pooling function, we first feed them to a convolutional network g conv ( · ; G). To understand the intention behind this step, let us consider a toy example in which f node outputs only two node embeddings: a black and a white one (symbolically). In this setting, independently of which aggregation function is used, graphs having the same number of black and white nodes will be indistinguishable (by the permutation invariance of aggregation functions). On the contrary, by using g conv we aim to make the graph embedding sensitive to how the black and white nodes are spatially distributed. For instance, a GCN can distinguish between the cases where colored nodes are randomly dispersed and are distributed in color-coherent clusters (by smoothing the embeddings). In other words, convolving node embeddings allows us to learn non-global node embeddings (by fixing the receptive field of the node embedding network to be smaller than the graph diameter), while still considering global information in the graph representation. Altenatively, to achieve a similar effect one should learn node embeddings that discriminate nodes over the entire graph.
Computational complexity. Each structural embedding network takes time linear to the number of nodes and edges, number of graph convolution layers, and number of bins. This implies that the exact computation of e G is quadratic w.r.t. the number of nodes. Luckily, as previously discussed, it can be beneficial to compute e G on the basis of a (random) subset of nodes of constant size, in which case the end-to-end computational complexity for graph embedding remains linear.
Empirical results
We evaluate our method by comparing it against 14 other methods (6 graph kernels and 8 GNN) in 9 benchmark datasets, and by performing ablation studies that aim to test the effect of specific architecture choices.
Datasets. We use 5 bioinformatics datasets: MUTAG, ENZYMES, PROTEINS, DD, NCII and 4 social network datasets: IMDB-B(INARY), IMDB-M(ULTI), COLLAB, REDDIT-B(INARY)
. 4 We insist that in our setting only the graph structure is given as input with no additional node or edge features. As a result, we intentionally discarded any attributes, when present.
Baselines. We use the graph kernels implemented by the Grakel library [Siglidis et al., 2018] , where we replace all attributes with zeros. The graph kernel baselines are: WL/Subtree, WL/ShortestPath [Shervashidze et al., 2011] , SvmTheta [Johansson et al., 2014] , ShortestPath [Borgwardt and Kriegel, 2005] , PyramidMatch [Nikolentzos et al., 2017] , and Graphlet Sampling [Przulj, 2007 , Shervashidze et al., 2009 . We use the default parameters for all methods, except WP/Shortest-Path and Graphlet Sampling, where we decrease the iterations/samples to address computational issues.
For the GNN baselines, we report results from the pytorch geometric benchmark [Fey and Lenssen, 2019] . For attributed datasets, we remove all attributes, use as input features a one-hot encoding of the node degrees (with a maximum value of 40), and rerun the benchmark. The GNN baselines are: GCN [Kipf and Welling, 2016] , GIN-0, GIN- [Xu et al., 2018] , GraphSAGE, GraphSAGE w/o JK [Hamilton et al., 2017] , GlobalAttention [Li et al., 2016] , Graclus (coarsening based) [Dhillon et al., 2007] , and Set2SetNet [Vinyals et al., 2015] .
MUTAG ENZYMES IMDB-B* IMDB-M PROTEINS
DD NCI1 COLLAB* REDDIT-B* WL/Subtree 75.9 ± 8.6 23.2 ± 4.2 72.5 ± 4.2 50.7 ± 5.9 69.4 ± 3.7 58.7 ± 0.2 71.5 ± 2.1 77.7 ± 2.2 66.8 ± 5.2 WL/Shortest-Path 83.3 ± 10.7 25.8 ± 5.7 72.1 ± 3.8 50.3 ± 5.5 74.2 ± 2.5 75.9 ± 2.4 66.3 ± 3.0 71.4 ± 2.2 83.2 ± 2.6 Svm Theta 83.8 ± 11.4 21.7 ± 5.2 52.3 ± 3.7 39.4 ± 5.1 72.1 ± 3.0 60.5 ± 0.9 62.2 ± 2.6 52.0 ± 0.1 64.5 ± 3.1 Shortest Path 80.5 ± 11.1 25.7 ± 4.8 58.4 ± 3.3 39.8 ± 2.9 72.0 ± 4.2 75.5 ± 2.2 61.2 ± 1.8 58.8 ± 1.4 75.8 ± 2.8 Pyramid Match 84.9 ± 11.0 26.2 ± 6.1 66.2 ± 5.2 46.2 ± 4.9 72.1 ± 3.2 76.3 ± 3.6 65.4 ± 2.1 68.0 ± 2.5 78.0 ± 4.3 Graphlet Sampling 72.7 ± 10.8 15.8 ± 3.3 59.9 ± 3.8 41.2 ± 3.8 69.8 ± 3.6 64.5 ± 3.8 59.0 ± 2.0 62.6 ± 1.9 66.2 ± 2.2 GCN 78.1 ± 12.1 24.2 ± 4.7 72.6 ± 4.5 47.9 ± 4.5 67.2 ± 3.0 66.8 ± 4.3 59.9 ± 1.6 80.6 ± 2.1 89.3 ± 3.3 GIN-0 69.6 ± 10.6 21.5 ± 8.7 72.8 ± 4.5 48.5 ± 5.4 69.8 ± 2.5 68.1 ± 4.0 66.8 ± 3.2 79.3 ± 2.7 89.6 ± 2.6 GIN-70.5 ± 11.9 23.5 ± 5.7 72.1 ± 5.1 47.7 ± 4.6 65.2 ± 2.7 67.8 ± 4.3 65.3 ± 3.6 79.8 ± 2.4 90.3 ± 3.0 SAGE 79.8 ± 13.9 24.2 ± 4.5 72.4 ± 3.6 49.9 ± 5.0 65.9 ± 2.7 65.8 ± 4.9 59.4 ± 2.4 79.7 ± 1.7 89.1 ± 1.9 SAGE w/o JK 80.4 ± 15.5 23.5 ± 3.8 72.1 ± 4.4 49.6 ± 4.7 66.0 ± 2.5 65.9 ± 2.9 59.2 ± 2.3 79.6 ± 2.4 87.9 ± 1.9
Attention 77.1 ± 11.0 23.2 ± 3.2 72.3 ± 3.8 48.6 ± 5.0 66.7 ± 4.0 65.7 ± 4.1 57.2 ± 2.6 79.6 ± 2.2 87.4 ± 2.5 Graclus 75.4 ± 11.6 23.7 ± 4.5 72.2 ± 4.2 48.5 ± 5.5 64.1 ± 2.0 66.6 ± 4.1 59.9 ± 2.3 79.6 ± 2.0 88.8 ± 3.2 Set2Set 76.6 ± 15.1 22.2 ± 1.8 72.2 ± 4.2 49.0 ± 4.3 66.0 ± 3.2 65.8 ± 4.0 59.5 ± 2.2 79.6 ± 2.3 89.6 ± 2.4 ours 86.7 ± 7.6 42.0 ± 7.2 73.2 ± 4.9 48.5 ± 4.8 74.2 ± 3.8 77.4 ± 6.4 79.8 ± 1.2 79.2 ± 1.6 92.2 ± 2.4 ours (sum) 86.7 ± 7.7 33.5 ± 7.4 72.8 ± 4.6 47.3 ± 4.8 72.9 ± 3.2 76.4 ± 5.0 74.4 ± 1.6 76.6 ± 2.4 91.0 ± 2.8 ours (deterministic) 86.9 ± 5.4 36.0 ± 7.1 68.1 ± 3.4 39.4 ± 3.7 68.3 ± 2.6 -78.2 ± 1.6 -- Table 2 : Test set classification accuracy (in percentage). We report the mean and standard deviation over a 10-fold stratified cross validation. Best results appear in bold. Datasets annotated with (*) by-themselves do not have attributes and the results were reported by Fey and Lenssen [2019] .
For all methods, we use 10-fold stratified cross-validation and report the mean/std-dev of the test accuracy. For recomputed GNN benchmarks, we increase the default number of epochs to 400 to ensure convergence and perform a hyper-parameter search over the number of layers (2, 3, 4, 5) and the number of channels (16, 32, 64, 128) .
Experiment settings. Both structural embedding networks of our base architecture are composed of two d ∈ {16, 24, 32}-channel spectral convolution layers of order ∈ {4, 5, 6, 7} followed by a projective histogram with b ∈ {5, 8, 10} bins (the exact values depend on the dataset). For training, we use the Adam optimizer and a batch size of ∈ {8, 20}. The exact hyperparameters are listed in the supplementary material. We also tested two ablated variants of our architecture: the first uses a sum instead of a projective histogram, and the second is trained with a deterministic input, i.e., f graph does not rely on the embeddings of a randomly sampled node-set, but uses the embeddings of all nodes. In the later case, due to computational constraints we only considered a subset of the datasets. Table 1 : Generalization error. We report the difference of classification error (in percentage) between the training and the testing set on a subset of (smaller) datasets.
MUTAG ENZYMES IMDB-B IMDB-M PROTEINS
Results. Table 2 presents our results. In the absence of attributes, GNN baselines can often be seen to be inferior to graph kernels-which we believe is due to overfitting. For richer datasets (DD, COLLAB and REDDIT-B), GNN become more efficient as they can leverage their discrimination power to a better effect. In contrast, our architecture attains competitive accuracy in most datasets, often exceeding the state-of-the-art. One of the key elements of our network is random sampling, which we argue reduces overfitting by acting as an implicit regularization. This claim is supported by the poor performance of the deterministic variant of our architecture and by the observation that randomness reduces significantly the generalization error-reported in Table 1 . Using a projective histogram can also lead to a modest accuracy increase, with the difference being particularly prominent for the ENZYMES dataset. For the latter, we noticed that most methods were prone to severe overfitting (see e.g., Table 1 ). Moreover, for certain datasets the performance of baselines dropped significantly as compared to the results attained when attributes are available [Fey and Lenssen, 2019] , suggesting that, though these algorithms might be efficient at utilizing attributes, they can sometimes struggle to classify graphs based purely on structure.
Conclusion
This paper focused on the discrimination capacity of aggregation functions. From a theoretical perspective, we argued that known limits of capacity are unlikely to be achievable in practice; we also proposed a more restricted notion of capacity that does not suffer from a dimensionality curse. Turning then to the practical problem of structural graph classification, we proposed a graph neural network aiming, not to maximize discrimination capacity, but to learn discriminative representations that generalize well. We pursued this by reducing the number of trainable parameters and incorporating implicit regularization by random sampling. Our empirical comparison suggests that these choices can yield benefits in practice.
Appendix A Network architecture and hyperparameters
Architecure. We present a schematic illustration of our graph neural network architecture: Above, samples corresponds to the number of nodes for which embeddings are computed, and order is the polynomial order of the convolution kernels in gconv. We use the same order and number of channels for both node and graph embedding networks. We use the Adam optimizer with a learning rate of 0.0003 and run it for at least 600 epochs.
A.1 Proof of Theorem 2.1
Let the set of points X = {x1, . . . , xm} be a 2δ-packing of the domain D, such that for any i = j ∈ [1, m] we have xi − xj p > 2δ. It is known that there exist such set with m ≥ 1 2δ (1)) elements. Further, let F = {X = (X, c) : c ∈ N m } be the family of multisets supported on X. Since X is a 2δ-packing, every δ-injective function f must yield a different output for every X ∈ F , also implying that the domain of f must be of size at least |F | = N m . The lower bound then follows by noticing that (i) according to the pigeonhole principle, the co-domain of any injective function must be at least as large as its domain, and moreover that (ii) the set of computable numbers P is countable (there exists a bijection between N and P).
where 1{·} is the indicator function.
This function can be seen to be δ-injective:
Lemma B.1. Each Voronoi-sum aggregation function v : X → N m ≥0 is δ-injective, with δ = sup i sup x,y∈C i x − y p the largest diameter of any cell.
Proof. For sake of contradiction, suppose that v is not δ-injective. Then there must exist X and Y for which v(X ) = v(Y), while for every bijective map φ there exists some x ∈ X and y ∈ Y such that φ(x) − y p > δ.
For starters, suppose that the two multisets are identical except w.r.t. pair (x, y = φ(x)). By the construction of the Voronoi diagram, x and y must belong to different cells Ci and Cj, respectively. It follows that
More generally, order pairs as (xt, y t = φ(xt)) n t=1 such that xt − y t p > δ for t ≤ k and xt − y t p ≤ δ, otherwise. For every t ∈ [0, n], define the potential vector zt = v({y τ } τ ≤t ) − v({xτ } τ ≤t ), with z0 being the zero vector. Notice that, for every 0 < t ≤ k, zt is obtained by moving a unit of potential between two entries of zt−1. To model this, we construct a graph with m nodes, each corresponding to an entry of zt. For each t, we add a directed edge from the node whose value is decreased to that whose value is increased. The relation v(X ) = v(Y) ⇔ zn = 0 amounts to asserting that the in-degree and out-degree of every node are equal (i.e., the value of a node is increased as many times as it is decreased). The same condition however suffices to guarantee that there exists (at least) one Eulerian circuit, that is, a path starting from any node and returning to the same node by crossing each edge exactly once. W.l.o.g. let the order of the pairs · · · , (xt−1, y t−1 ), (xt, y t ), · · · we have selected correspond exactly to the order of the edges in the Eulerian path. Then, there must exist (at least) one sequence of pairwise swaps between the points in consecutive pairs such that every entry of zt is zero-the necessary modification is obtained by iteratively swapping points in consecutive edges along the Eulerian circuit. Thus, there exists a new mapping function φ from X to Y such that every x ∈ X belongs to the same cell as y = φ (x), or equivalently maxx∈X φ (x) − y p ≤ δ, a contradiction.
To proceed, let X1, . . . , Xt be t multisets for which v(Xi) = v(Xj) for all i = j ∈ [1, t]. Moreover, fix S to be the minimal cardinality subset of {1, 2,
That is, we can still distinguish the outputs of v if we only know the entries in set S. The cardinality of S is at most t (since t dimensions suffice to distinguish between any t non-identical vectors).
If we fix sum(X ) = [v(X )]S, we can always write
Specifically, ϕ(x) has one entry for each element l ∈ S and [ϕ(x)] l = 1{x ∈ C l }. The claim then follows since the preceding construction holds for every X1, . . . , Xt.
Appendix C Proof of Theorem 2.3
To prove our claim, we will eventually need to identify functions ϕ such that that phist(Xi) = phist(Xj) for all i = j. But before doing so, we need to establish some preliminary constructions.
We construct a δ-injective Voronoi-sum function v based on the point set
Now, we set y i = ϕ(xi) ∈ R d and, accordingly, define Yi = {ϕ(x) : x ∈ Xi}. With this in place we can express the entries of phist(X ) in relation to those of h(Y):
Above, equality (A) holds because κ is selected to be uniform (and equal to one) within B∞(p l , w). The behavior of this matrix is visualized in Figure 2 .
We next derive sufficient conditions such that a vector is not in the nullspace of A.
Lemma C.1. For any S ⊆ {1, . . . , mv}, let DS = {h ∈ R mv : [h]i = 0 for all i / ∈ S} be the set of all vectors whose support is a subset of S. There exists S * with |S * | = m, such that DS * ⊥ null (A).
Proof. Consider any vector h ∈ DS * . Since each entry of [h]j corresponds to a point p j ∈ P d , we talk about points and entries interchangeably-e.g., we will define S * as a subset of P d .
Specifically, we define S * by the following recurrence relation: The construction can be seen in Figure 2 (right) for d = 3. Specifically, the green cubes correspond to the points in S1, the purple to the points S2 \ S1, and finally the blue to the points S3 \ S2. Now, consider the j-th entry [h]j of any h ∈ DS * . We distinguish two cases: (interior) If p j lies in the interior of the hypercube (it has no coordinate equal to ±1), then by construction there exists a row of A with support intersects with S * exactly at [h]j. (The corresponding equation corresponds to a sum over all entries with i-th coordinate equal to [p j ]i). In other words, [h]j can be uniquely determined from Ah. (boundary) We move on to points in the boundary of the hypercube. There are 2k such points (two introduced by each iteration of the recurrence relation). W.l.o.g. suppose that all entries in the interior of the hypercube are zero (otherwise, non-zero interior entries can be eliminated by the aforementioned argument). Then, in the rows of A one may find 2k linear equations involving solely boundary points. Thus, also in this case [h]j can be uniquely determined from Ah, which concludes the proof.
Moreover, let S be the minimal cardinality subset of {1, 2, · · · , mv} such that [h(Xi)]S = [h(Xj)]S. That is, we can still distinguish the vectors if we only know their entries in set S. The cardinality of this set is lower bounded by |S| ≥ t (since t dimensions suffice to distinguish between t vectors). Since h tessellates the input domain into mv cells Bj def = B∞(p j , w), each associated with a different point p j ∈ P d , restricting our attention to the entries in S amounts to discarding from the multisets every element that does not fall into Bj with j ∈ S.
On the other hand, from Lemma C.1, we know that there exists a set S * ⊂ {1, 2, · · · , mv} of cardinality m such that any vector in h ∈ DS * / ∈ null (A). As long as |S| ≤ |S * | (or equiv. t ≤ m), we can always select ϕ to be an injective map from {Bj : j ∈ S} to {B j : j ∈ S * }. This means that, for any j ∈ S and x ∈ Bj, there exists a single j ∈ S * such that ϕ(x) ∈ B j . We notice that there are exactly m! = m(m − 1) · · · 1 different ways to map {Bj : j ∈ S} onto {B j : j ∈ S * } injectively.
Under this transformation, if [h(Xi)]S = [h(Xj)]S then also [h(Yi)]S * = [h(Yj)]S * . Finally, assuming w.l.o.g. that [h(Yj)]j = 0 for all j / ∈ S * (we can always select ϕ to achieve this), the aforementioned condition suffices
