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pan kessel
Pan Kessel: The Physics of Higher-Spin Theories
ABSTRACT
Higher-spin theories have received significant attention over the last
years. This is because they arise as the bulk duals of comparatively
tractable conformal field theories.
The only known interacting higher-spin theories were constructed by
Vasiliev and are formulated in a highly non-standard way in terms of
an infinite number of auxiliary fields.
This thesis extracts physics out of Vasiliev theory. We study in detail
its interactions, spectrum and locality properties. We consider both
the three- and four-dimensional case. Our work represents the first
systematic study of Vasiliev theory at the interacting level (in terms of
physical fields only).
ZUSAMMENFASSUNG
Höhere Spin Theorien haben in den letzten Jahren große Aufmerksam-
keit gefunden. Ein Grund dafür ist, dass diese Theorien dual zu beson-
ders einfachen konformen Feldtheorien sind.
Die einzigen bekannten wechselwirkenden höheren Spin Theorien
wurden von Vasiliev in einem sehr ungewöhnlichen Formalismus und
mit unendlich vielen Hilfsfeldern konstruiert.
Die vorliegende Arbeit extrahiert die Physik, die durch diese Glei-
chungen beschrieben wird. Wir untersuchen im Detail die Wechselwir-
kungen, das Spektrum sowie die Lokalitätseigenschaften der Vasiliev
Theorie. Diese Arbeit ist die erste systematische Untersuchung der Va-
siliev Theorie auf wechselwirkender Ebene (nur ausgedrückt durch phy-
sikalische Felder).
v
I sent out the technical parts of introduction to this thesis to my friends
with an invitation to come up with a "piece of art" which to their mind
summarizes what I have been up to over the last years. Here are some
of the results:
CONTENTS
1 introduction 1
1.1 Motivations 1
1.2 Overview 4
1.3 Some Advice on Reading this Thesis 6
i free equations in arbitrary dimension 7
2 free higher-spin theory 9
2.1 Free Metric-Like Theory 9
2.1.1 Minkowski Background 9
2.1.2 AdS Background 11
2.2 Free Frame-Like Theory 12
2.2.1 Minkowski Background 12
2.2.2 AdS Background 16
2.2.3 Recovering Fronsdal 17
ii three dimensions 19
3 three-dimensional vasiliev theory 21
3.1 Free Theory 21
3.1.1 A Lightning Review of Three-Dimensional Grav-
ity 21
3.1.2 Oscillator Realization 24
3.1.3 Free Higher-Spin Equations of Motion 27
3.1.4 Free Matter Equations of Motion 29
3.1.5 Higher-Spin Algebra 31
3.1.6 Twisted Fields 32
3.1.7 Summary of Free Equations 34
3.2 Non-Linear Theory: Vasiliev Equations 35
3.2.1 Masterfields and Vasiliev Equations 35
3.2.2 AdS3 Background 37
3.2.3 Linear Perturbations 38
3.3 Outlook 41
4 metric-like theory 43
4.1 Truncation of Higher-Spin Algebra 43
4.2 Metric-Like Fields 45
4.3 From Frame- to Metric-Like: an Algorithm 47
4.3.1 Algorithm without Derivatives 47
4.3.2 Algorithm with Derivatives 48
4.3.3 Dimensional Dependent Identities 49
4.4 Gauge Transformations 49
4.4.1 A Natural Map 50
4.4.2 Spin-3 Transformations 52
4.5 Gauge Algebra 53
vii
viii contents
4.5.1 On-shell Gauge Algebra 53
4.5.2 Spin-2 Spin-2 Commutator 54
4.5.3 Spin-3 Spin-2 Commutator 55
4.5.4 Spin-3 Spin-3 Commutator 56
4.6 Summary 58
5 second order analysis 59
5.1 Generalities 59
5.2 Manifest Lorentz Covariance 60
5.3 Linear Order 62
5.4 Second Order 63
5.4.1 Conservation Checks 65
5.4.2 Explicit Evaluation of Source Terms 65
5.5 Twisted Sector Results 67
5.5.1 Twisted Zero-Form 67
5.5.2 Twisted One-Form 69
5.5.3 Summary of Twisted Sector 71
5.6 Physical Sector Results 71
5.6.1 Generalities 72
5.6.2 Independently Conserved Subsectors 73
5.6.3 Solving the Torsion Constraint 74
5.6.4 Obtaining the Fronsdal Current 75
5.6.5 Expectation for the Result 76
5.6.6 Explicit Results 77
5.6.7 Relating Results to Minimal Current 78
iii four dimensions 81
6 four dimensional vasiliev theory 83
6.1 Spinorial Dictionary 83
6.2 AdS4 Background 85
6.3 Unfolded Free Equations: Zero-Form Sector 86
6.4 Unfolded Free Equations: One-Form Sector 89
6.5 Summary: Free Unfolded Equations 92
6.6 Vasiliev Equations 93
6.7 Lorentz Covariant Perturbation Theory 95
6.8 Linear Order 98
6.9 Second Order 99
6.10 Extracting Corrections to Fronsdal Equation 101
6.11 Expectation for the Result 104
6.12 Explicit Results 105
7 pseudo-local field redefinitions 107
7.1 A Pseudolocal Toy Model 108
7.2 Analysis for Vasiliev Theory 112
7.3 Discussion and Possible Interpretations 115
8 conclusion and outlook 119
contents ix
iv appendices 123
a conventions 125
a.1 Symmetrization 125
a.2 General Relativity 125
a.3 Metric-like Theory 125
a.4 Three-Dimensional Vasiliev Theory 126
a.4.1 Spinorial Indices 126
a.4.2 Star Products 126
a.4.3 Fourier Space 127
a.5 Four-Dimensional Vasiliev Theory 129
a.5.1 Spinorial Indices 129
a.5.2 Star Products 129
a.5.3 Fourier Transformations 129
b technicalities 131
b.1 Source Terms 131
b.1.1 Physical Sector 131
b.1.2 Twisted Sector 132
b.2 Oscillator Realization 134
b.2.1 Necessary Concepts 134
b.2.2 Higher-Spin and Oscillator Algebra 136
b.2.3 Truncation of Higher-Spin Algebra 138
b.3 Vanishing of R 140
b.4 Breaking of Lorentz Symmetry 141
c σ− -cohomology 143
c.1 Definitions 143
c.2 Theorems 144
c.3 Examples 145
c.3.1 Three-Dimensional Vasiliev Theory 145
c.3.2 Four-Dimensional Vasiliev Theory 147
bibliography 157
index 169

1
INTRODUCTION
1.1 motivations
In this thesis, we will study classical field theories with massless spin-
s gauge fields in both three and four dimensions. In particular, we
will consider higher-spin gauge fields, i.e. massless fields of spin greater
than two. These fields can be described by completely symmetric fields
ϕn1...ns with the spin-s gauge transformations
δϕn1...ns = ∇(n1ξn2...ns) . (1.1)
Field theories containing higher-spin gauge fields are of great interest
for at least three (not completely unrelated) reasons:
• They provide a natural generalization of gauge theory which un-
derlies all fundamental interactions in nature.
• They might lead to a better understanding of string theory.
• They arise in particularly simple examples of gauge/gravity du-
alities.
Let us discuss these reasons in more detail. Our current understand-
ing of the fundamental processes underlying all phenomena in nature
is based on two highly successful theories: the standard model of par-
ticle physics and general relativity. The standard model describes all
known interactions but gravity and is formulated in terms of Yang-Mills
gauge theories (coupled to a certain matter sector). One of the most
impressive achievements of modern experimental particle physics has
been to verify the standard model to a remarkable level of precision.
In the standard model, the exchange of spin-1 gauge fields leads to the
strong and electroweak force. Similarly, gravitational interactions can
perturbatively be described by the exchange of spin-2 gauge bosons,
the gravitons, and the corresponding gauge theory is general relativity.
Since Einstein’s original formulation more than 100 years ago, general
relativity has been successfully tested in a large number of experiments
- most spectacularly by the recent detection of gravitational waves by
the LIGO collaboration. Given the pivotal roles of spin-1 and spin-2
gauge theories in nature, it is tempting to study field theories with
spin greater than two. For a long time, it was thought that interact-
ing higher-spin gauge theories cannot be constructed. This belief was
based on a large number of highly restrictive no-go results (see [1] for
a modern review). However, over the last decades explicit examples of
1
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such theories have been constructed by Vasiliev [2, 3] and therefore pro-
vide us with an additional class of interacting classical gauge theories.
It is an open question whether all interacting higher-spin theories can
be described by Vasiliev-like theories. Currently, no counter-example is
known.
String theory contains an infinite tower of massive higher-spin fields
with massesM2 ∼ l−2s , where ls is the string length. Typically, one con-
siders the point particle limit in which ls is taken to be small compared
to the length scale we are interested in. In this regime, the higher-spin
fields become very massive and are therefore irrelevant for low-energy
physics. However, there is also the opposite limit of ls much greater
than the physical length scale. In this tensionless limit, all higher-spin
fields of string theory are massless and the theory therefore possesses a
huge higher-spin gauge symmetry. It is widely believed that this is the
underlying gauge algebra of string theory and by higgsing this gauge
symmetry the infinite tower of higher-spin fields becomes massive. Over
the last years, this Higgs mechanism has become a very active and ex-
citing field of research [4–6]. This was achieved by comparing the dual
conformal field theories of particular higher-spin and string theories (in
the tensionless limit and on certain backgrounds). In these conformal
field theories, the questions discussed above can be analyzed quantita-
tively.
The dualities between higher-spin theories in the bulk and confor-
mal field theories on the boundary can be motivated by the follow-
ing reasoning [7]: we start from the celebrated Maldacena duality of
four-dimensional N = 4 Super-Yang-Mills with gauge group SU(N)
and type IIB string theory on an AdS5×S5 background. N = 4 Super-
Yang-Mills is a (super-)conformal theory with gauge coupling gYM. The
parameters of type IIB string theory, the string coupling gs and string
length ls, are then related to the free parameters of the gauge theory
by
g2YM = 2πgs , 2g2YMN =
(
l
ls
)4
, (1.2)
where l denotes the AdS radius. String theory is currently best un-
derstood in the regime of small gs which corresponds to small gYM of
the gauge theory. Mostly, one then considers the point particle limit
ls/l → 0. This corresponds to the limit of strong ’t Hooft coupling
λ = g2YMN in the gauge theory. Therefore, the point pariticle limit of
string theory at weak coupling is related to the gauge theory at strong
coupling. While this feature is appealing as it provides us with a tool to
study strongly coupled gauge theory, it also poses a significant challenge
in checking the duality. On the other hand, one may also try to consider
the tensionless limit ls/l → ∞. In this limit, the ’t Hooft coupling λ
vanishes and the Yang-Mills theory becomes free. But, as we have dis-
cussed before, the corresponding string theory now contains an infinite
number of massless higher-spin fields. Presently, the higher-spin theory
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describing type IIB string theory on this background is not known, but
this reasoning led Klebanov and Polyakov to propose a duality between
a certain higher-spin theory (type A minimal Vasiliev theory) on AdS4
and the singlet sector of the three-dimensional free O(N) vector model
(the theory of N free bosons transforming in the fundamental repre-
sentation of O(N)) in the large N limit [8]. By changing boundary
conditions of the bulk scalar field, the Vasiliev theory is no longer dual
to the free but the critical vector model. In spirit, these dualities are
very similar to the tensionless limit of the Maldacena duality as they
relate weakly coupled conformal field theories to weakly coupled higher
spin theories. By now, many generalizations of this duality have been
found: Sezgin and Sundell proposed that another Vasiliev theory (type
B Vasiliev theory) is dual to a fermionic version of the vector model
[9]. Supersymmetric extensions of these dualities as well as correspon-
dences of parity violating versions of Vasiliev theory to vector models
gauged by a Chern–Simons theory have also been studied [4, 10, 11].
Inspired by the Klebanov–Polyakov conjecture, Gaberdiel and Gopaku-
mar proposed a duality between two-dimensional WN -minimal models
and three-dimensional Vasiliev theories with gauge algebra hs(λ) [12–
14].1 More precisely, WN -minimal models are two-dimensional confor-
mal field theories which are given by Wess–Zumino–Witten coset mod-
els of the form
SU(N)k ⊗ SU(N)1
SU(N)k+1
. (1.3)
This conjecture was put forward for the ’t Hooft limit of these theories
in which N , k →∞ at fixed λ, where
0 ≤ λ = N
N + k
≤ 1 . (1.4)
The above ’t Hooft coupling is to be identified with the λ parameter of
the hs(λ) Vasiliev theory. Various supersymmetric extensions of these
dualities have also been constructed [17–23].
All these higher-spin/CFT dualities have in common that they relate
a weakly coupled higher-spin theory to the weak coupling limit of the
corresponding conformal field theory. Furthermore, the conformal field
theories of these dualities are typically under relatively good control
and the higher-spin theories are commonly considered to be simpler
than full-fledged string theory (although this might be debatable). It
is therefore reasonable to hope that, besides probing a new regime of
AdS/CFT, these dualities may provide us with a promising "laboratory"
to study the underlying mechanism of gauge/gravity dualities.
1 See also [15, 16] for the analysis of the asymptotic symmetries of the higher-spin
theory which were instrumental for this conjecture.
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1.2 overview
Broadly speaking, this thesis tries to extract physics out of Vasiliev
theory. We study in detail its interactions, spectrum and locality prop-
erties. We consider both the three- and four-dimensional case. This is
challenging as the theory is formulated in a highly non-standard way.
Free propagation of massless spin-s gauge fields ϕn1...ns on an AdS
background can be described by the Fronsdal equation
□ϕn1...ns −∇(n1∇mϕn2...ns)m +
1
2∇(n1∇n2ϕn3...ns)m
m (1.5)
−m2s ϕn1...ns + 2Λ g(n1n2 ϕn3...ns)mm = 0 .
For s = 2 we recover the linearized Einstein equations which are ob-
tained by expanding the Einstein equations around an AdS background
only keeping linear fluctuations. This leads to an obvious question: can
one construct generalizations of the Einstein equations for higher-spin
fields? As was mentioned before, this is indeed possible and the corre-
sponding equations are known as Vasiliev equations.
Vasiliev theory is in many respects rather exotic. No action, which
reduces to the Fronsdal action upon expanding around an (A)dS back-
ground, is known2 and the theory is given in terms of equations of mo-
tion. Generically, Vasiliev theory requires the presence of gauge fields
with spin s = 1, 2, 3, . . . ,∞ and considering any finite subset of them
leads to inconsistencies3. The theory is based on a generalization of the
frame approach to gravity but is crucially formulated using an infinite
number of auxiliary fields and coordinates.
Due to its non-standard formulation, a surprising number of basic
physical questions about the theory are presently left unanswered. Its
field redefinitions are not under control. Naively, Vasiliev theory allows
for highly non-local redefinitions which map the theory to a free one.
As we will discuss, this makes it difficult to analyze its interactions. For
example, so far one cannot unambiguously extract all cubic couplings
from Vasiliev equations. Furthermore, three-dimensional Vasiliev the-
ory a priori contains an additional sector of so called twisted fields. It is
not known if there exists a consistent truncation of the theory without
these additional fields and their presence is surprising as they seem to
play no role in the Gaberdiel–Gopakumar duality.
It is these questions that we will study from various viewpoints
throughout this thesis. After introducing three-dimensional Vasiliev
theory in a (hopefully) pedagogical manner in Chapter 2 and 3, we
will turn our attention towards a particularly simple version of this
theory. For vanishing matter fields, the three-dimensional theory can
be formulated in terms of a Chern–Simons action and in this special
2 There exist however actions whose Euler–Lagrange equations are the Vasiliev equa-
tions. See [24] for a recent review and references therein.
3 To be more precise, there exists a truncation of Vasiliev theory to even spins only.
But also this truncation obviously contains an infinite amount of higher-spin fields.
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case it is possible to truncate the infinite tower of higher-spin fields to a
finite subset. In Chapter 4, we will study a formulation of this theory in
terms of metric-like variables as this may allow for a more geometrical
understanding of the higher-spin theory.
In Chapter 5, we will then study the three-dimensional theory for
non-vanishing matter fields. In this case the only known description
of the theory is given in terms of Vasiliev equations. We will analyze
them to second order in perturbations around an AdS3 background. We
will show that there exists a field frame in which all twisted fields can
consistently be set to zero (up to this order in perturbation theory).
This provides non-trivial evidence for a truncation of Vasiliev theory
without these additional fields. We will then study the couplings of
the matter and (higher-spin) gauge fields. From general arguments, the
structure of these interactions is known up to field redefinitions and only
involves a finite number of derivatives. We want to fix their coefficients
by analyzing Vasiliev theory. However, the interactions which we obtain
involve an infinite number of derivatives and are therefore potentially
non-local. Since the field redefinitions of Vasiliev theory are not under
control, this confronts us with a serious challenge.
At this stage, one may wonder if the fact that we can remove any
interaction by a field redefinition is a pathology of the three-dimensional
theory. After all the (higher-spin) gauge fields do not propagate in three
dimensions and so one has to be careful with what is meant by an
interacting theory as the gauge degrees of freedom only reside on the
boundary. As we will however establish in Chapter 6, an analysis of
four-dimensional Vasiliev theory leads to analogous challenges.
In Chapter 7, we will therefore study the allowed class of field redef-
initions in more detail. We will make a concrete proposal for a set of
permissible field redefinitions and discuss non-trivial evidence for this
conjecture. This proposal will confront us with the puzzling observation
that the interactions of Vasiliev theory contain divergent couplings.
∗ ∗ ∗
Chapter 2 and 3 and the first half of Chapter 6 review the basics of
three and four-dimensional Vasiliev theory. Special emphasis is put on
presenting this material in an accessible way.
Chapter 4 closely follows the publication [25] with my supervisor
Stefan Fredenhagen. The discussion is slightly extended by a section
which makes contact with the three-dimensional Vasiliev theory of the
previous chapter. A few of the more technical discussions are omitted.
Chapter 5 is based on the publication [26] together with Gustavo Lu-
cena Gómez, Evgeny Skvortsov and Massimo Taronna. Two important
results contained in this paper are not discussed. Namely, we omit the
presentation of a complete cubic action for three-dimensional Vasiliev
theory obtained by symmetry arguments. Secondly, we will not discuss
a cohomological analysis of the interaction terms of Vasiliev theory.
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These results are not of crucial importance for the main narrative of
this thesis and omitting them allows for a streamlined account of our
analysis.
The second half of Chapter 6 is based on work [27] with Nicolas
Boulanger, Evgeny Skvortsov and Massimo Taronna. Our discussion
roughly follows the presentation therein. We will not discuss the defor-
mation of second order Weyl tensors.
The results of Chapter 7 were also contained in [27] but we outline a
different derivation of them. This method is complementary to the one
used in [27] and therefore provides a cross-check of our results.4
The appendices summarize more technical aspects of higher-spin
theories, such as the oscillator representation of the higher-spin al-
gebra, manifest local Lorentz symmetry and an overview of the σ−-
cohomology. This material is well established but I tried to present it
in, at least to my taste, more pedagogical manner.
1.3 some advice on reading this thesis
The author certainly hopes that some readers will find it worthwhile
to read this thesis from cover to cover but there are also alternative
approaches depending on the material the reader wants to study: for
those interested in learning three-dimensional Vasiliev theory, we rec-
ommend reading Chapter 2 and Chapter 3. The reader can then skip
to Section 6.1-6.8 of Chapter 6 for an introduction to four-dimensional
Vasiliev theory. The discussion of the divergent couplings in Chapter 7
is mostly self-contained and, taking the point of view that Vasiliev the-
ory provides a "black box" to extract the second-order equations of
motion, can hopefully be read without any detailed understanding of
Vasiliev theory.
4 I want to thank Evgeny Skvortsov who was of critical importance in developing this
method.
Part I
FREE EQUATIONS IN ARBITRARY
DIMENS ION

2
FREE HIGHER -SP IN THEORY
In this section, free equations of motion for higher-spin theory will be
discussed both in terms of metric-like and frame-like variables. The
latter will be of central importance for Vasiliev theory which we will
introduce in Chapter 3.
2.1 free metric-like theory
We will first focus on the case of a flat Minkowski spacetime and then
generalize the discussion to AdS backgrounds. Our presentation will
closely follow [28].
2.1.1 Minkowski Background
The free equations of motion of a massless spin-1 gauge field in d-
dimensional Minkowski spacetime are given by
□An − ∂n∂mAm = 0 . (2.1)
This equation is invariant under the spin-1 gauge transformation
δAn = ∂nξ(x) , (2.2)
where we denote spacetime indices by m,n, . . . and spacetime coordi-
nates by xm.
Similarly, the following free equations of motion for the spin-2 field
hnn are obtained by linearizing Einstein’s equations around a Minkowski
background
Rnn := □hnn − ∂n∂mhmn + ∂n∂nhmm = 0 , (2.3)
which are invariant under spin-2 gauge transformations
δhnn = ∂nξn(x) . (2.4)
Here we use the following notation: indices on the same level and de-
noted by the same letter are understood to be symmetrized by adding
all necessary permutations without any additional factors, e. g. the term
∂nξn denotes ∂n1ξn2 + ∂n2ξn1 . In the following we will further ease no-
tation by denoting a fully symmetric rank-s tensor by Tn(s), e. g. hn(2)
is the same as hnn. While this notation might seem contrived for the
case of spin 2, it will turn out to be very efficient for the case of generic
spin.
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The spin-1 and spin-2 equations of motion can be generalized for a
spin-s field by the Fronsdal equation [29]
Fn(s) := □ϕn(s) − ∂n∂mϕmn(s−1) + ∂n∂nϕn(s−2)mm = 0 . (2.5)
This equation is invariant under the following spin-s gauge transforma-
tion
δϕn(s) = ∂nξn(s−1)(x) , ξn(s−2)mm = 0 . (2.6)
The trace constraint on the gauge parameter is crucial for gauge invari-
ance of the Fronsdal tensor Fn(s) as it transforms by
δFn(s) ∼ ∂n∂n∂nξn(s−3)mm . (2.7)
Note that the trace constraint has no effect for s = 1, 2.
The free dynamics of a spin-s gauge field can be described by the
following Fronsdal action
S =
1
2
∫
ddxϕn(s)Fn(s) , (2.8)
where we defined
Fn(s) := Fn(s) −
1
2ηnnFn(s−2)m
m . (2.9)
This tensor is the spin-s generalization of the linearized Einstein tensor.
By partial integration, it can be easily seen that gauge invariance of
the Fronsdal action
δS = −s
∫
ddx ξn(s−1)∂mFn(s−1)m != 0 , (2.10)
requires the following Bianchi identity to hold
∂mFmn(s−1) ∼ ∂n∂n∂nϕn(s−4)mpmp != 0 , (2.11)
which imposes a double-tracelessness constraint on the Fronsdal field,
i.e. ϕmnmn... = 0.
The equations of motion are easily derived from the Fronsdal action
by using the fact that the action is symmetric in its spin-s fields and
read
Fn(s) = 0 . (2.12)
However, double-tracelessness of the Fronsdal field implies Fmnmn... =
0 as can be seen from the explicit form of the Fronsdal tensor as given
in (2.5). This observation implies that1
Fn(s−1)mm ∼ Fn(s−1)mm . (2.13)
1 Here we assume that d ≥ 3 as the proportionality factor vanishes for d = 2 and
s = 2.
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Therefore, the equation of motion (2.12) implies that Fnn... = 0 and
thus by the explicit form (2.9) of Fn(s) it follows that
Fn(s) = 0 ⇐⇒ Fn(s) = 0 . (2.14)
The equation of motion derived from the Fronsdal action (2.12) is there-
fore completely equivalent to the Fronsdal equation (2.5).
It can be checked that solutions to the Fronsdal equation carry the
correct number of propagating degrees of freedom of a massless spin-s
field [30], i.e. the degrees of freedom of a completely symmetric and
traceless rank-s tensor in d− 2 dimensions. To show this it is essential
that the Fronsdal field is double-traceless. In particular in four dimen-
sions, there are two propagating degrees of freedom corresponding to
the two helicities of a massless spin-s field. In three dimensions, the
spin-s field does not carry any propagating degrees of freedom.2 It is
however important to stress that this counting only includes local and
not global degrees of freedom.
2.1.2 AdS Background
One can also formulate a free theory for spin-s gauge fields on AdSd
backgrounds with metric gnm. This will be of crucial importance in the
following as we will be interested in solutions of Vasiliev theory with
negative cosmological constant Λ < 0. At the free level, spin-s gauge
fields on AdSd obey the following gauge transformations
δϕn(s) = ∇nξn(s−1) , gopξn(s−3)op = 0 , (2.15)
where ∇n denotes the covariant derivative with respect to the AdSd
background.
The main complication in formulating such a theory as compared to
Minkowski space is that the covariant derivatives do not commute
[∇n,∇m]Vp = Λ (gnpVm − gmpVn) . (2.16)
The gauge invariant generalization of the Fronsdal tensor of Minkowski
space is then given by
Fˆn(s) := □ϕn(s) −∇n∇mϕmn(s−1) +
1
2∇n∇nϕn(s−2)m
m (2.17)
−m2s ϕn(s) + 2Λ gnn ϕn(s−2)mm = 0 .
The first line is the straightforward generalization of (2.5) for AdS
space.3 The second line subtracts all terms produced by the commuta-
2 This is only true for s > 1. Maxwell theory in three dimensions describes a propa-
gating scalar degree of freedom.
3 The relative factor of 12 in the third term as compared to (2.5) is due the chosen
symmetrization conventions. In flat space, one needs (s2) =
s(s−1)
2 terms for sym-
metrization while on AdS s(s− 1) terms are required.
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tor (2.16) and thereby ensures gauge invariance for a particular value
of the mass term
m2s = −2Λ(s− 1)(d+ s− 3) . (2.18)
Note that gauge invariance on AdS requires the presence of a mass term
due to the non-commutativity of the covariant derivatives while on a
Minkowski background such a term would break gauge invariance.
One can then construct an action in complete analogy to the flat
case which reads
S =
1
2
∫
ddx
√
|g|ϕn(s)Fˆn(s) , (2.19)
where we defined
Fˆn(s) := Fˆn(s) −
1
2gnnFˆn(s−2)m
m . (2.20)
Gauge invariance is again enforced by requiring double-tracelessness
for the Fronsdal field, i.e. gnmgopϕnmop... = 0. Let us mention that this
discussion also holds for the case of dS backgrounds with Λ > 0 but
we will not consider such backgrounds in the following. Thus all maxi-
mally symmetric spacetimes allow for a consistent formulation of Frons-
dal equations. While maximal symmetry of spacetime backgrounds is
therefore a sufficient condition for the consistency of Fronsdal equations,
a necessary and sufficient condition is not known and is certainly not
given by maximal symmetry. For example, it has been recently shown
that product manifolds of the form AdSp × Sq for arbitrary p, q ∈ N
also admit consistent propagation of massless higher-spin gauge fields
provided that the radii of the two product manifolds are the same [31].
2.2 free frame-like theory
In this section, the frame-like formalism for free higher-spin gauge the-
ories will be developed. This formalism will be an important ingredient
of the non-linear Vasiliev theory. We will mainly follow the presentation
in [28] and [32]. The seminal papers on this subject are [33–35].
2.2.1 Minkowski Background
In the frame-like formulation of gravity, a Minkowski background can
be described in terms of a background vielbein, e¯a = e¯amdxm, and
spin-connection, ω¯a,b = ω¯a,bm dxm, where a, b, c, . . . denote local Lorentz
indices. Let us recall for the spin-2 case how the free theory can be
described in terms of the frame-like variables. The vielbein and spin-
connection transform by
δea = ∇ϵa + e¯b ξa,b , (2.21)
δωa,b = ∇ξa,b , (2.22)
2.2 free frame-like theory 13
where ∇ta = dta − ω¯abtb is the Lorentz-covariant derivative and the
gauge parameter of the local Lorentz rotations is antisymmetric, i.e.
ξa,b = −ξb,a. The gauge parameter ϵa parametrizes local translations
and is closely related to diffeomorphisms as we will see momentarily.
Choosing coordinates such that e¯am = δam and ω¯a,bm = 0 allows one to
straightforwardly convert spacetime indices to local Lorentz indices, e.g.
δenb e¯
n
a = δenb δ
n
a =: δeab , (2.23)
where the inverse background vielbein e¯na is defined by e¯na e¯am = δnm. The
symmetric part of the vielbein transforms by (2.21) as
δe(ab) = ∇(aϵb) (2.24)
and can therefore be identified with hab in (2.3) while ϵa parameterizes
diffeomorphisms. On the other hand the antisymmetric part obeys
δe[ab] = ∇[aϵb] − ξa,b . (2.25)
Thus, by an appropriate choice for ξa,b, one can always gauge away the
antisymmetric component of the vielbein e[ab] as ξa,b enters the trans-
formation rule algebraically. One can then construct gauge invariant
curvatures
Ra := ∇ea + e¯b ∧ ωa,b , (2.26)
Ra,b := ∇ωa,b . (2.27)
The torsion constraint
Ra = 0 (2.28)
can be used to express the spin-connection ωa,b in terms of the viel-
bein ea. Upon plugging this solution into (2.27), one can rederive the
linearized Riemann tensor by identifying the symmetric part of the viel-
bein with hmn. The linearized Einstein equations are then equivalent
to
e¯na R
a,b
nm = 0 , (2.29)
where we have used Ra,b = Ra,bnm dxn ∧ dxm.
This analysis can be generalized to higher-spins. For this purpose, a
generalized vielbein is introduced
ea(s−1) = ea(s−1)m dx
m , ea(s−3)bb = 0 , (2.30)
which transforms as follows
δea(s−1) = ∇ϵa(s−1) + e¯b ξa(s−1),b . (2.31)
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The gauge parameter ξ has vanishing projection on its fully symmetric
part
ξa(s−1),a = 0 , (2.32)
and all gauge parameters are completely traceless4
ϵbba(s−3) = 0 , ξbba(s−3),c = 0 . (2.33)
Using again coordinates for which e¯am = δam one observes that the
fully symmetric part of the generalized vielbein, ϕa(s) := ena(s−1)e¯na ,
transforms by (2.32) as
δϕa(s) = ∇aϵa(s−1) , with ϵbba(s−3) = 0 , (2.34)
and therefore is to be identified with the Fronsdal field of (2.5). This
statement obviously generalizes for other choices of coordinates and
one obtains
ϕn(s) = e
a(s−1)
n e¯na . . . e¯na . (2.35)
From this equation, it can be seen that tracelessness of the generalized
vielbein imposes double-tracelessness for the Fronsdal field. All other
components of the generalized vielbein can again be gauged away by
appropriate choice of ξa(s−1),b which enters the transformation rule for
the remaining components algebraically. One then introduces the ana-
log of the spin-connection for gauge transformations parameterized by
the ξa(s−1),b parameter
ωa(s−1),b = ωa(s−1),bn dx
n , ωa(s−1),a = 0 , ωbba(s−3),c = 0 .
The straightforward higher-spin generalization of curvature arising in
the spin-2 torsion constraint is
Ra(s−1) := ∇ea(s−1) − e¯b ∧ ωa(s−1),b . (2.36)
However, this curvature is invariant under
δωa(s−1),b = ∇ξa(s−1),b − e¯c ξa(s−1),bc , (2.37)
which contains an additional gauge parameter ξa(s−1),bc which obeys
ξa(s−1),bc = ξa(s−1),cb , ξa(s−1),ab = 0 , ξbba(s−3),c(2) = 0 .
It is natural to choose to add a corresponding gauge field ωa(s−1),b(2) for
this additional algebraic gauge symmetry. We will discuss the reason
for this choice in detail in Section 2.2.3. This extra field ωa(s−1),b(2) is
then also part of the curvature
Rα(s−1),b := ∇ωa(s−1),b − e¯c ∧ ωa(s−1),bc . (2.38)
4 We note that (2.32) and (2.33) also imply ξba(s−2),b = 0.
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By analogous arguments as above, we again see that this has an addi-
tional gauge symmetry parameterized by ξa(s−1),b(3).
We can then iterate this procedure to obtain
Ra(s−1),b(t) := ∇ωa(s−1),b(t) − e¯c ∧ ωa(s−1),b(t)c , (2.39)
which is invariant under
δωa(s−1),b(t) = ∇ξa(s−1),b(t) − e¯c ξa(s−1),b(t)c , (2.40)
where all tensors of the form T a(s−1),b(t) obey5 Tensors of this
type transform in
a representation of
the Lorentz algebra
corresponding to
the Young diagram
s-1 qqqqqq qq q
t
For a hands-on
introduction
to Young dia-
grams and their
application in
higher-spin theory
see Appendix E of
[28] and Section 4
of [36].
T a(s−1),ab(t−1) = 0 , Tbba(s−3),c(t) = 0 . (2.41)
This process terminates at t = s as the corresponding extra field van-
ishes by symmetry, i.e. ωa(s−1),b(s) ≡ 0, and one obtains
Ra(s−1),b(s−1) := ∇ωa(s−1),b(s−1) , (2.42)
which is invariant under
δωa(s−1),b(s−1) = ∇ξa(s−1),b(s−1) . (2.43)
Notice that for s = 2 the expression (2.42) is the linearized Riemann
curvature (2.27). These curvatures can be used to construct free frame-
like equations of motion as we will discuss in Section 2.2.3.
Let us summarize the results discussed in this section using notation
that will be useful to generalize our analysis to AdS backgrounds. We
define
ωa(s−1) := ea(s−1) and ξa(s−1) := ϵa(s−1) . (2.44)
The curvatures derived above then read
Ra(s−1),b(t) := ∇ωa(s−1),b(t) + σ−(ω)a(s−1),b(t) ,
δωa(s−1),b(t) = ∇ξa(s−1),b(t) + σ−(ξ)a(s−1),b(t) ,
(2.45a)
(2.45b)
where 0 ≤ t ≤ s− 1 and we defined
σ−(T )a(s−1),b(t) =
⎧⎪⎨⎪⎩e¯c ∧ T
a(s−1),b(t)c 0 ≤ t < s− 1
0 t = s− 1
, (2.46)
with T a(s−1),b(t+1) denoting either the gauge parameters ξa(s−1),b(t+1)
or fields ωa(s−1),b(t+1). The operator σ− is obviously nilpotent σ2− =
0. Using this property, it is straightforward to show that (2.45a) is
invariant under (2.45b) by also taking into account that
∇2 = 0 (2.47)
on a Minkowski background and
{∇,σ−} = 0 , (2.48)
which follows from the vielbein postulate ∇e¯a = 0.
5 From these properties it can also be shown that all other traces vanish, i.e.
Tb
a(s−2),bc(t−1) = 0 and Ta(s−1),bc(t−1)b = 0. See Appendix E of [28] for a de-
tailed derivation.
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2.2.2 AdS Background
The results obtained in the last section can be generalized to AdS
backgrounds. The main complication in this arises from the fact that
∇2 ∼ Λ e¯∧ e¯ ̸= 0 which implies that the naive generalization of the cur-
vatures (2.45a) is no longer invariant under the gauge transformations
(2.45b) for an AdS background. In order to construct gauge invariant
linearized curvatures, one writes down the most general structure which
is compatible with local Lorentz covariance and has the correct flat limit
Ra(s−1),b(t) := ∇ωa(s−1),b(t)+σ(ω)a(s−1),b(t) ,
δωa(s−1),b(t) = ∇ξa(s−1),b(t) + σ(ξ)a(s−1),b(t) ,
(2.49a)
(2.49b)
where we defined
σ(T )a(s−1),b(t) = σ−(T )a(s−1),b(t)+ βΠ
{
e¯b ∧ T a(s−1),b(t−1)
}
, (2.50)
where 0 ≤ t ≤ s− 1 and σ− is given as before by (2.46). The parameter
β obeys
β → 0 for Λ→ 0 , (2.51)
as to obtain the correct flat limit. The projector Π projects on a tensor
with symmetry corresponding to the following Young diagram
s-1 qqqqqq qq q
t
Invariance of (2.49a) under (2.49b) requires
∇2 + σ2 = 0 , (2.52)
as can be easily derived by using {∇,σ} = 0, which again follows from
the vielbein postulate ∇e¯a = 0. The constant β can therefore be fixed
by (2.52). Explicit expressions for Π and β are rather lengthy and can
be found in [35]. This shows that requiring both gauge invariance for
non-vanishing cosmological constant and the correct flat limit fixes the
linearized curvatures completely.
As we will discuss, Vasiliev theory is formulated by mapping local
Lorentz to spinorial indices. One advantage of doing so lies in the fact
that the projector Π becomes particularly simple.
Let us close this section by mentioning that the discussion above also
applies for dS backgrounds upon flipping the sign of the cosmological
constant Λ.
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2.2.3 Recovering Fronsdal
In this section, we will show that the Fronsdal equation (2.5) can be
obtained from the frame-like theory following Section 5.2 of [28]. The
equations of motion for a Minkowski background are given by
Ra(s−1) = 0 , (2.53a)
e¯ame¯nb Rmn
a(s−1),b = 0 , (2.53b)
where we have used Ra(s−1),b = Rmna(s−1),b dxm ∧ dxn. Let us recall
the relevant curvatures of (2.45a) for convenience
Ra(s−1) = ∇ea(s−1) + e¯c ∧ ωa(s−1),c , (2.54)
Ra(s−1),b = ∇ωa(s−1),b + e¯c ∧ ωa(s−1),bc . (2.55)
As we stressed before, it was only a choice to introduce the extra fields
ωa(s−1),b(t) with t > 1. As we will show in the following, they are not
required to reproduce the Fronsdal equation (2.5).
For flat coordinates with ∇ = d and e¯na = δna , these curvatures can
be rewritten as
Ra(s−1)nm e¯
n ce¯md = ∂cea(s−1)|d + ωa(s−1),c|d − c↔ d , (2.56)
Ra(s−1),bnm e¯
n ce¯md = ∂cωa(s−1),b|d + ωa(s−1),bc|d − c↔ d , (2.57)
where we used the notation ea(s−1)|b := ea(s−1)n e¯nb and similarly for
all other fields. We now project on the second frame-like equation of
motion (2.53b) by contracting the corresponding curvature (2.57) with
ηbd and symmetrizing with respect to c ↔ a. As we will show, the
resulting expression indeed corresponds to the Fronsdal equation
F a(s)
!
= ∂bω
a(s−1),b|a − ∂aωa(s−1),b|b = 0 . (2.58)
It is important to note that the extra field ωa(s−1),bc|d dropped out of
this equation and therefore could have been omitted in the first place.
To show that (2.58) indeed coincides with the Fronsdal equation
(2.5), we symmetrize (2.56) with respect to c ↔ a. Since the resulting
expression has to vanish by the torsion constraint, we obtain
ωa(s−1),b|a = ∂aea(s−1)|b − ∂bea(s−1)|a . (2.59)
Inserting this result in (2.58) and identifying ϕa(s) = ea(s)|a, one indeed
recovers the Fronsdal equation
□ϕa(s) − ∂a∂bϕba(s−1) + ∂a∂aϕa(s−2)bb = 0 . (2.60)
This discussion might leave the reader wondering why one chooses to
add the extra fields since the correct metric-like free equations can
be obtained without introducing them. As we will discuss in detail,
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Vasiliev equations are based on a different formulation of the equations
of motion than the one presented above. This unfolded formulation
of the free equations is given in terms of all curvatures Ra(s),b(t) and
therefore by extension requires the extra fields. This indicates that they
are required for consistency at the non-linear order.
Since Vasiliev theory is formulated in terms of the unfolded equations
of motion, we will only briefly comment on the following aspects of the
free equations given above:
• From our discussion, it is not entirely obvious that the system of
equations (2.53) is equivalent to Fronsdal equation since we have
considered a particular symmetrization of the generalized torsion
constraint. This can however be shown [33].
• Analogous equations of motions can be formulated for an AdS
background [34, 35] but we will not discuss them.
• A free action for these frame-like equations of motion for both
Minkowski and (A)dS-backgrounds is known [33–35]. For non-
vanishing cosmological constant, this action has remarkable simi-
larities with the MacDowell-Mansouri-Stelle-West gravity action
(see Chapter 11 of [28] for a pedagogical introduction and refer-
ences therein).
• In three dimensions, the frame-like Fronsdal equation (2.53b) is
equivalent to Ra(s−1),b = 0. This statement follows by similar
reasons as in the case of three-dimensional gravity. We will discuss
the three-dimensional case in detail in the next chapter.
We will however discuss the equivalence of the unfolded formulation
and Fronsdal equations in detail in Chapter 6.
Part II
THREE DIMENS IONS

3
THREE -D IMENS IONAL VAS IL IEV THEORY
In this chapter, we will give an introduction to three-dimensional Vasiliev
theory. This theory is often also referred to as Prokushkin–Vasiliev the-
ory but we will not use this term in the following. The reasons for this
are two-fold: for technical simplicity, we will mostly consider the unde-
formed theory which is based on the gauge algebra hs(λ) with λ = 12 .
This theory historically preceded the construction for generic values of
λ and was first given by Vasiliev in [37]. Furthermore, three- and four-
dimensional higher-spin theories will be discussed in this thesis and it
is therefore useful to refer to both of them as Vasiliev theories.
This chapter consists of two parts:
• Section 3.1 gives an introduction to the free equations of motion
in unfolded form. This form of the equations is important as it
forms the starting point for Vasiliev’s construction of non-linear
equations.
• Section 3.2 will then discuss Vasiliev equations. The free unfolded
equations of motions will be derived by linearizing Vasiliev theory.
Seminal publications on this subject are [37] and [2]. The former pro-
vides a comparatively accessible and succinct introduction to the sub-
ject. In learning Vasiliev theory, the author also found the Appendix A
of [38] useful.
3.1 free theory
In the following, we will first review some aspects of three-dimensional
gravity and then construct a particularly useful realization of the AdS3-
isometry algebra which will allow us to introduce the unfolded formu-
lation of free equations for both higher-spin and matter fields on an
AdS3-background. We will then discuss the higher-spin algebra and
close by introducing twisted fields.
3.1.1 A Lightning Review of Three-Dimensional Gravity
Einstein field equations are given by
Rmn − 12Rgmn +Λ gmn = 0 . (3.1)
The Riemann curvature tensor can be decomposed as follows
Rmnrp = Wmnrp − gm[rRp]n +
1
2Rgm[rgp]n . (3.2)
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In three dimensions, the completely traceless Weyl tensor Wmnrp is
identically zero. This implies that the theory does not contain propa-The Weyl tensor
is identically
zero due to the
fact that tensors
associated with
Young diagrams
with more than
three boxes in the
first two columns
vanish in three di-
mensions. See [28]
for more details.
gating degrees of freedom. By contracting Einstein equations with gmn,
one obtains
R =
2d
d− 2 Λ = 6Λ . (3.3)
and inserting this result in the Einstein equations leads to
Rnm =
2
d− 2 Λ gnm = 2Λ gnm . (3.4)
Together with (3.2) for vanishing Weyl tensor, this implies
Rmnrp = Λ (gmrgpn − gmpgrn) . (3.5)
Therefore, all three-dimensional spacetime solutions have constant cur-
vature and are thus locally diffeomorphic to the maximally symmetric
solution. This statement does not, however, hold globally. For example,
there exist BTZ black hole solutions for the case of negative cosmolog-
ical constant [39]. In the frame-like language, the constant curvature
condition (3.5) is equivalent to
F ab := Rab −Λ ea ∧ eb = 0 , (3.6a)
F a := dea + ωab ∧ eb = 0 , (3.6b)
where we defined Rab = dωab+ωac ∧ωcb. In order to show that this set
of equations is equivalent to (3.5), one has to use the torsion constraint
(3.6b) to express the spin-connection in terms of the vielbein, i.e. ω(e),
and plug the result into (3.6a). The equivalence to (3.5) then follows
from
R(ω(e))abnm = Rmnrp e
r aep b and gmn = ηab eanebm , (3.7)
where the inverse vielbein ena is defined by enaebn = δab . One can rewrite
(3.6) in a more compact form
dΩ+Ω ∧Ω = 0 ⇔ 12F
abLab + F
aPa = 0 , (3.8)
where the connection Ω is defined by
Ω = eaPa +
1
2ω
abLab , (3.9)
and Pa, Lab are generators of the isometry algebra of the maximally
symmetric solution obeying the following commutation relations
[Pa,Pb] = −ΛLab , (3.10a)
[Pa,Lbc] = ηab Pc − ηac Pb , (3.10b)
[Lab,Lcd] = Lad ηbc −Lbd ηac −Lac ηbd + Lbc ηad . (3.10c)
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Up to this point, our discussion will also go through for arbitrary di-
mensions if one restricts to solutions for which the constant curvature
condition (3.5) holds (which is always the case for d = 3). However, in
three dimensions, the equations of motion (3.8) can be derived from a
Chern–Simons action
S =
1
16π
∫
tr
(
Ω ∧ dΩ+ 23Ω ∧Ω ∧Ω
)
. (3.11)
Up to boundary terms, this action is the frame-like Einstein-Hilbert
action
SEH =
1
16πG
∫
ϵabc
(
ea ∧Rbc − Λ3 e
a ∧ eb ∧ ec
)
, (3.12)
if one chooses the following invariant bilinear form1
tr (PaLbc) =
1
G
ϵabc , tr (PaPb) = 0 , tr (LabLcd) = 0 . (3.13)
Let us stress that this bilinear form only exists in three dimensions.
There exists also another bilinear form, which is well-defined for ar-
bitrary dimensions, but would not lead to the Einstein-Hilbert action
[40].
This construction works for arbitrary cosmological constant. Special-
izing further on the case of negative cosmological constant, we define
the AdS radius l as Λ = − 1
l2 . By dualizing La = −12ϵabcLbc we can
rewrite the AdS3 isometry algebra using the following generators
Ka =
1
2 (La + lPa) , K˜a =
1
2 (La − lPa) . (3.14)
They obey the commutation relations
[Ka,Kb] = ϵabcKc ,
[
K˜a, K˜b
]
= ϵabcK˜
c ,
[
Ka, K˜b
]
= 0 , (3.15)
showing that the AdS3-isometry algebra splits as so(2, 2) ∼= sl(2,R)⊕
sl(2,R).
One can now decompose the connection Ω in terms of these genera-
tors
Ω = AaKa + A˜aK˜a , (3.16)
with
Aa = ωa +
1
l
ea and A˜a = ωa − 1
l
ea , (3.17)
where ωa = 12ϵabcωbc.
The action (3.11) with bilinear form (3.13) can be rewritten as the
difference of two Chern-Simons theories
S = SCS [A]− SCS
[
A˜
]
, (3.18)
1 The factor of 1G ensures that the dimensions of both side of the equation balance
([Pa] = 1length , [La] = 0 and [G] =
1
length ).
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with the Chern-Simons action given by
SCS [A] =
kˆ
4π
∫
tr
(
A∧ dA+ 23A∧A∧A
)
. (3.19)
The bilinear form (3.13) impliesA similar con-
struction holds for
dS3. However,
one then has
Aa = ωa + i|l|e
a
and A˜a = (Aa)∗.
Hence, the gauge
group for positive
cosmological
constant is sl(2,C)
as opposed to
sl(2,R)⊕ sl(2,R)
for negative
cosmological
constant. For more
details see [40, 41].
tr (KaKb) = 12ηab , (3.20a)
tr
(
K˜aK˜b
)
= −12ηab , (3.20b)
tr
(
KaK˜b
)
= 0 . (3.20c)
up to an overall factor of lG which can be absorbed in the definition of
kˆ by
kˆ =
l
4G . (3.21)
The result (3.20) explains the relative minus sign in the action (3.18):
it arises because we simply replace A by A˜ in (3.19) without changing
the bilinear form. Therefore, the Einstein-Hilbert action (3.12) of three-
dimensional gravity for negative cosmological constant can be rewritten
as the difference of two sl(2,R)-Chern-Simons theories.
Obviously, the Einstein-Hilbert action can only be rewritten as a
Chern-Simons theory of the form (3.11) in three dimensions. However,
as was mentioned before, one can still use the equations of motion (3.8)
to describe maximally symmetric solutions in arbitrary dimensions. We
will see that this observation is indeed useful in the context of four-
dimensional Vasiliev theory.
3.1.2 Oscillator Realization
Using the definition La = −12ϵabcLbc of the last section, one can rewrite
the AdS3-isometry algebra in a particularly convenient form
[Pa,Pb] = −Λ ϵabcLc , (3.22a)
[La,Pb] = ϵabcP c , (3.22b)
[La,Lb] = ϵabcLc . (3.22c)
For reasons that will become apparent momentarily, we will rewrite
these commutation relations in terms of Pαα = σaααPa and Lαα =
σaααLa where σa = (I,σ1,σ3) obeysMore generally
any completely
symmetric and
traceless Lorentz
tensor Ta(s)
is mapped to
a completely
symmetric multi-
spinor Tα(2s) =
(σααa )
sTa(s).
σααa σb αα = −2ηab , σααa σaββ = −δαβ δαβ . (3.23)
One then obtains the following expressions
[Pαα,Pββ ] = −Λ ϵαβLαβ , (3.24a)
[Lαα,Pββ ] = ϵαβPαβ , (3.24b)
[Lαα,Lββ ] = ϵαβLαβ . (3.24c)
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We will now discuss a particular realization of the isometry algebra
(3.24) for negative cosmological constant. This realization will turn out
to be crucial in constructing Vasiliev equations. To this end, we intro-
duce a pair of commuting oscillators yα with α = 0, 1 obeying
yαyβ = yβyα . (3.25)
The spinorial indices can be lowered by using the antisymmetric epsilon
tensor ϵαβ with ϵ01 = 1 as follows
yα := yβϵβα . (3.26)
For functions of the oscillators yα, one then defines the associative star
product:
(f ⋆ g)(y) =
1
(2π)2
∫
d2ud2v f(y+ u) g(y+ v) exp (ivu) , (3.27)
where we used the notation vαuα =: vu = −uv, which implies that
contractions of identical commuting oscillators vanishes. Furthermore
we will use the notation
∂yα :=
∂
∂yα
, ∂αy := ϵαβ∂
y
β , (3.28)
from which we deduce the following relations
∂yαy
β = −∂αy yβ = δβα, (3.29a)
∂αy y
β = ϵαβ , (3.29b)
∂yαyβ = ϵαβ . (3.29c)
As a word of warning, we remark that relation (3.29a) implies that
∂αy = − ∂∂yα . In d = 3, as we
will see later,
there are so called
deformed oscil-
lators for which
the star is not the
Moyal product.
This is related to
the fact that the
higher-spin algebra
is not unique in
d = 3. On the
contrary, for
d = 4, the star
product always
coincides with the
Moyal product and
the higher-spin
algebra is unique.
From the definition (3.27), a differential version of the star product
can also be obtained:
(f ⋆ g)(y) = f(y)e−i
←
∂ y
→
∂ yg(y) . (3.30)
Therefore, the star product of these oscillators coincides with the Moyal
product. Using the differential version of the star product, the following
important identities can easily been derived
yα ⋆ f(y) = (yα + i∂
y
α)f(y) , (3.31a)
f(y) ⋆ yα = (yα − i∂yα)f(y) . (3.31b)
From which we conclude
[yα, f(y)]⋆ = 2i ∂
y
αf(y) , (3.32a)
1
2 {yα, f(y)}⋆ = yα f(y) . (3.32b)
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We note that the last equation implies that the symmetric part of
a string of star multiplied yα-oscillators coincides with the ordinary
product, e.g. 12yα ⋆ yα = yαyα. The first equation on the other hand
implies that
[yα, yβ ]⋆ = 2iϵαβ . (3.33)
Introducing this formalism is useful as one can easily show using (3.33)
that the generators
Lαα = − i4yα ⋆ yα = −
i
2yαyα (3.34)
obey the commutation relations (3.24c) of sp(2,R) ∼= sl(2,R). From
a more abstract point of view, the yα-oscillators form an associative
algebra with the multiplication rule given by the star product. We
can turn this associative algebra into a Lie algebra by identifying the
bracket with the star-commutator. We have shown that this Lie algebra
has a subalgebra (spanned by the generators Lαα) which is isomorphic
to sp(2,R). One then usually says that the yα-oscillators realize the
sp(2,R) algebra.
The generator Pαα can also be realized by introducing an additional
variable ϕ which has the following properties
ϕ2 = 1 , yα ϕ = ϕ yα . (3.35)
We then define
Pαα =
ϕ
l
Lαα , (3.36)
which obviously leads to (3.24) and a factor of the AdS radius l was in-
troduced in order to balance the dimensions. We can then immediately
write down the connection Ω
Ω = ω¯+ e¯ =
1
2 ω¯
αβLαβ +
1
2 e¯
αβPαβ . (3.37)
Note that (3.23) implies e¯aPa = −12 e¯ααPαα but we have absorbed the
relative minus sign in the definition of Ω which leads to the following
zero-curvature condition
dΩ−Ω ∧ ⋆Ω = 0 . (3.38)
As Vasiliev theory is formulated in terms of equations of motion, the
particular choice of the bilinear form (3.20) which reproduces the Einstein-
Hilbert action is irrelevant for its construction.
The introduction of the additional variable ϕ might seem a bit ad hoc
but has a straightforward algebraical interpretation. Because of ϕ2 = 1,
the projectors
Π± =
1
2 (1± ϕ) (3.39)
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can be constructed and obey Π2± = Π± and Π+Π− = 0. We then
observe that Kαα = Kaσaαα and K˜αα = K˜aσaαα are given by
Kαα = Π+Lαα , K˜αα = Π−Lαα . (3.40)
Therefore, the projectors Π± split the AdS3-isometry algebra into
so(2, 2) ∼= sp(2,R)⊕ sp(2,R) ∼= sl(2,R)⊕ sl(2,R) . (3.41)
In summary, we have found a realization of the AdS3 algebra in terms
of yα-oscillators and the variable ϕ. As will become clear in the fol-
lowing two sections, this realization is particularly convenient for the
construction of the unfolded free equations.
3.1.3 Free Higher-Spin Equations of Motion
In this section, we will rewrite the free equations of motion for higher-
spin gauge fields (2.49) using the yα-oscillators. We will see that they
take a particularly simple form in this language. To this end, we first
recall that in three dimensions all tensors of the form T a(s−1),b(t) for t >
1 vanish. This implies that there are no extra fields in three dimensions
and the only non-vanishing frame-like fields are
ea(s−1) and ωa(s−1),b . (3.42)
One can dualize the latter to obtain
ωa(s−1) := ϵabc ωa(s−2)b,c . (3.43)
As we mentioned in the last chapter, the frame-like equations of motion
(2.53) in three dimensions are equivalent to
Ra(s−1) = 0 , (3.44a)
Ra(s−1),b = 0 . (3.44b)
For a Minkowski background, the curvatures are given by (2.45). We
then rewrite (3.44) using the dualized connection ωa(s−1) and the fact
that all extra fields vanish
∇ea(s−1) − ϵabc e¯b ∧ ωa(s−1)c = 0 , (3.45a)
∇ωa(s−1) = 0 . (3.45b)
On an AdS3 background, the free equations are more involved and we
did not give closed expressions for the curvatures (2.49) in this case.
In the following, we will construct these equations in closed form using
spinorial notation. To this end, we map the local Lorentz indices of the
generalized vielbein and spin-connection to spinorial indices
ea(s−1) ←→ eα(2s−2) , ωa(s−1) ←→ ωα(2s−2) . (3.46)
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It is useful to collect all the generalized spin-connections and vielbeins
in the following one-form
ωˆ(y,ϕ|x) = 12
∞∑
k=0
−i
(2k)!
(
ωα1...α2k(x) +
ϕ
l
eα1...α2k(x)
)
yα1 . . . yα2k
=: ω(y|x) + ϕ e(y|x) . (3.47)
We will now make an ansatz for its equation of motion which we then
show to coincide with the free equations (3.44) on an AdS3 background.
This ansatz is given by
DΩωˆ(y,ϕ|x) = 0 , (3.48)
where the AdS3-covariant derivative for a differential form F of degree
|F | is given by
DΩF := dF −Ω ∧ ⋆F + (−1)|F | F ∧ ⋆Ω . (3.49)
The Lorentz covariant derivative ∇ only contains the spin-connection
ω¯ of the AdS3 background
∇F = dF − ω¯ ∧ ⋆F + (−1)|F |F ∧ ⋆ ω¯ . (3.50)
Since the background one-form Ω obeys a zero-curvature condition
(3.38), the covariant derivative DΩ is nilpotent
D2Ω = 0 . (3.51)
This shows that (3.48) is invariant under
δωˆ(y,ϕ|x) = DΩξ(y,ϕ|x) , (3.52)
where ξ(y,ϕ|x) is some zero-form. Using the fact that
[Lαα, f(y)]⋆ = yα∂yα f(y) , (3.53)
which immediately follows from (3.32a), it is easy to check that (3.48)
is in components equivalent to
∇eα(2s−2) − e¯αβ ∧ ωβα(2s−3) = 0 , (3.54a)
∇ωα(2s−2) − 1
l2
e¯αβ ∧ eβα(2s−3) = 0 . (3.54b)
We will now show that these equations are indeed equivalent to the free
equations of motion for the spin-s fields (3.44) on an AdS3 background.
As mentioned before, we did not give the generalized curvatures (2.49)
for an AdS background in closed form. As we discussed however, the
curvatures are determined by two properties: firstly, they should re-
duce to the curvatures of a Minkowski background upon taking the
limit Λ → 0 (or equivalently l → ∞). Secondly, they should be gauge
invariant also for non-vanishing cosmological constant Λ. From the fact
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that the gauge transformation (3.52) commutes with the y-number op-
erator N = yα∂yα, it is clear that (3.54) is gauge invariant for each spin
s. So we only need to show that the equations (3.54) indeed coincide
with the free equations (3.45) for l → ∞. From our discussion of the
map between spinorial and local Lorentz indices, it is clear that
∇ωα(2s−2) = 0 ↔ ∇ωa(s−1) = 0 , (3.55)
and similarly for the generalized torsion constraint in spinorial (3.54a)
and Lorentz notation (3.45a).
Therefore, the ansatz (3.48) indeed describes free gauge fields with
spin s = 1, 2, . . . ,∞ propagating on an AdS3-background. Note that at
the free level, it is merely convenient to combine all the spins in a single
field ωˆ but any subset of higher-spin gauge fields would be consistent as
well. However, as we will discuss, all higher-spins fields must generically
be present at the non-linear level.
3.1.4 Free Matter Equations of Motion
Having constructed the free equations for the higher-spin gauge fields,
we now turn our attention towards the matter sector. As we will see,
Vasiliev theory contains a complex scalar field which is coupled to the
higher-spin gauge fields. In principle, the free propagation of a scalar A set of equations
of motion is said
to be unfolded if
it is of the form
dΦi = F i(Φ)
where Φi denotes
various fields of
possibly different
form degrees. Note
that in particular
the equations of
motion for the
gauge sector (3.48)
are in unfolded
form.
field on an AdS3-background can straightforwardly be described by a
Klein–Gordon equation. However in order to formulate the Vasiliev the-
ory, one has to rewrite the Klein–Gordon equation in so-called unfolded
form.
In the following, we will simply state the correct form of the unfolded
equation and then derive in detail its equivalence to a Klein–Gordon
equation on an AdS3-background. To this end, let us define the follow-
ing zero-form
Cˆ(y,ϕ|x) =
∞∑
s=0
1
s!
Cˆα1...αs(ϕ|x) yα1 . . . yαs , (3.56)
where we restrict to even s. The unfolded form of the Klein–Gordon
equation is then given by
∇Cˆ = {e¯, Cˆ}⋆ . (3.57)
This equation might look strange at first sight as it is a first order
differential equation but we will show in the following that it is indeed
completely equivalent to the Klein–Gordon equation. In order to do so,
let us evaluate its right hand side using
{Lαβ, f(y)}⋆ = −i
(
yαyβ − ∂yα∂yβ
)
f(y) . (3.58)
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With the expansion (3.56) one then obtains
{e¯, Cˆ}⋆ = ϕ2l e¯
αβ {Lαβ, Cˆ}⋆ (3.59)
=
∞∑
s=0
ϕ
2i l
1
s!
(
e¯β1β2 Cˆα1...αs y
β1yβ2yα1 . . . yαs
−s(s− 1) e¯β1β2 Cˆα1...αs δα1β1 δα2β2 yα3 . . . yαs
)
.
By changing the summation index of the first sum from s→ s− 2 and
in the second sum from s → s+ 2, we deduce that in components the
equation of motion (3.57) is given by
∇Cˆα(s) = −i
ϕ
l
(
e¯ααCˆα(s−2) −
1
2 e¯
ββCˆββα(s)
)
, (3.60)
where the Lorentz covariant derivative ∇ acts on components as
∇Cˆα(s) = dCˆα(s) + ω¯αβCˆβα(s−1) . (3.61)
To analyze (3.60) in more detail, let us contract its spacetime index
with a vielbein e¯mγγ which leads to
e¯mγγ∇mCˆα(s) = −i
ϕ
l
(
e¯mγγ e¯mαα  
∼ ϵγαϵγα
Cˆα(s−2) −
1
2 e¯
m
γγ e¯
ββ
m  
=− 14 δ
β
γ δ
β
γ
Cˆββα(s)
)
.
(3.62)
We will now consider the symmetric and antisymmetric part of the
equation above with respect to exchange of γ and α indices. When
restricted to the symmetric part, the first summand obviously vanishes
and using ϕ2 = 1 one obtains
Cˆα(s) = 4iϕ l e¯mαα∇mCˆα(s−2) . (3.63)
Therefore, higher components of Cˆ(y) can be expressed as derivatives
of lower components. Let us now project on the antisymmetric part
with respect to γ ↔ α by multiplying (3.62) with ϵγαϵγα. The second
sum obviously vanishes and using the identity
e¯ααm e¯nαα = −
1
2gmn (3.64)
we obtain
ϵγαϵγαe¯mγγ∇mCˆα(s) =
3i
2l ϕ Cˆα(s−2) . (3.65)
Using this equation for s = 2 and the definition Φ := Cˆ(y = 0) com-
bined with (3.63), we obtain
ϵγαϵγα e¯mγγ∇m e¯nαα∇nΦ =
3
8l2Φ ⇒ □Φ = −
3
4l2Φ . (3.66)
We have therefore shown that the unfolded equations (3.57) contains a
Klein–Gordon equation. The following comments are in order:
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• Using the projectors Π± of (3.39), we can see that we actually ob-
tained two Klein–Gordon equations for complex conjugated scalar
fields. Decomposing Φ = Π+Φ+Π−Φ := Φ+ +Φ−, we obtain
□Φ± = − 34l2Φ± . (3.67)
The fact that Φ+ and Φ− are complex conjugates of each other
originates from the fact that Vasiliev equations come with the
reality condition (Φ+)† = Φ− as we will discuss in Section 3.2.1. For arbitrary
backgrounds,
the conformally
coupled scalar
obeys □Φ = ξRΦ,
where ξ = d−24(d−1)
is fixed by Weyl
invariance of the
action. Note also
that m2 = − 34l2
is above the
Breitenlohner-
Freedman bound,
e.g. m2 ≥ −d24l2 .
• Let us note that the mass term m2 = − 34l2 takes the value of a
conformally coupled scalar on AdS3.
• From (3.63) it is clear that all components of Cˆ(y,ϕ|x) can be
expressed in terms of derivatives of the scalar field Φ, i.e.
Cˆα(2s) = (4iϕ l e¯mαα∇m)sΦ . (3.68)
• It can be shown that the equation (3.65) for s > 2 corresponds to
derivatives of the Klein–Gordon equation. Therefore, the unfolded
equation (3.57) is equivalent to a Klein–Gordon equation of a
complex scalar. However, proving this is a bit tedious and can
more elegantly be done using a cohomological analysis discussed
in Appendix C.
3.1.5 Higher-Spin Algebra
The algebra generated by even monomials in the yα-oscillators
Vα(2s−2) =
(−i
4
)s−1
y(α1 ⋆ · · · ⋆ yα2s−2) , (3.69)
with s ≥ 2 realizes the higher-spin algebra hs( 12 ). This algebra is defined
by considering the associative algebra
B[ν] =
U (sp(2,R))
⟨C2 + 14 (3− 2ν − ν2)⟩
. (3.70)
By U(sp(2,R)), we denote the universal enveloping algebra of sp(2,R).
The denominator is given by the two-sided ideal generated by all ele-
ments taking a certain ν-dependent value for the quadratic Casimir C2
of sp(2,R). The associative algebra can be turned into a Lie algebra
by identifying the commutator with the Lie bracket. By decomposing
the resulting Lie algebra, one obtains the higher-spin algebra hs(λ):
B[ν] = R1⊕ hs(λ) , (3.71)
where 1 denotes the unit element of the associative algebra B[ν] and
the parameter λ is defined by λ := 12 (ν + 1). We can easily determine
the value of the quadratic Casimir for this oscillator realization:
C2 ≡ −12L
αβ ⋆ Lαβ = −14{L
αβ,Lαβ}⋆ = −34 , (3.72)
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which corresponds to ν = 0 in (3.70). Therefore, the even monomials
(3.69) indeed provide us with a realization of hs(λ) for λ = 12 . We prove
these statements in detail in Appendix B.2.
The reader might wonder at this stage if one can also construct os-
cillator realizations for other values of λ. This can indeed be done as
we will discuss in the following. Let us stress however that we will
mostly deal with the undeformed oscillators for the rest of this thesis.
Deformed oscillators yˆα are defined which obey a deformed version of
the commutation relations (3.33):
[yˆα, yˆβ ]⋆ = 2iϵαβ(1+ νk) , (3.73)
where ν ∈ R is the deformation parameter appearing in (3.70) as we
will explain shortly. The outer Kleinian k obeys
kyˆα = −yˆαk , ϕk = kϕ , k2 = 1 . (3.74)
Using the equation (3.73), one can check that
Lαα = − i4 yˆα ⋆ yˆα (3.75)
obeys the commutation relations (3.24c) of sp(2,R). One then againBy considering
both even and odd
monomials in yˆα
and keeping both
k-parity sectors,
the algebra shs(λ)
is realized. Its
maximal finite
subalgebra is the
wedge algebra
of the N = 2
superconformal
algebra. This is
to be contrasted
with sp(2,R) for
the case of hs(λ)
which forms the
wedge algebra
of the Virasoro
algebra. See [42]
for more details.
considers even monomials in the deformed oscillators. For the deformed
case, the quadratic Casimir is given by
C2 = −12L
αβ ⋆ Lαβ = −14 (3+ 2νk− ν
2) . (3.76)
We then project on a sector of definite k-parity using the projectors
P± =
1
2 (1± k) . (3.77)
This leads to a realization of hs(λ) with λ = 12 (1∓ ν) respectively. One
could also introduce commuting oscillators and ensure the commuta-
tion relation (3.73) by modifying the star product (3.27). The resulting
star product for ν ̸= 0 is no longer the Moyal product and its explicit
expression is quite involved [43]. Recently, the structure constants of
hs(λ) were determined in [44] using the deformed oscillator representa-
tion.
3.1.6 Twisted Fields
Note that the one-form ωˆ obeys the equation DΩωˆ = 0 and there-
fore transforms in the adjoint representation of the higher-spin algebra.
However, the equations of motion (3.57) for Cˆ are not the analogous
relation for a zero-form because the covariant derivative DΩ acting on
a zero-form F is given by
DΩF = ∇F − 12l e¯
αβ [ϕLαβ,F ]⋆ , (3.78)
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as can be seen by (3.49). Therefore, the term proportional to the back-
ground vielbein comes with a commutator instead of an anticommuta-
tor. For this reason, the zero-form Cˆ is said to transform in the twisted
adjoint representation. Note that the anticommutator in (3.57) is of
great importance as it relates different components of the zero-form
Cˆ contrary to the commutator. This can be seen by comparing (3.53)
with (3.58). It was precisely this interplay of the different components
that allowed us to show the equivalence of the Klein–Gordon equation
and the unfolded equation of motion (3.57).
There is an elegant way to ensure that Cˆ transforms in the twisted
adjoint representation. To this end, let us introduce an additional vari-
able ψ obeying
ψ2 = 1 , ψϕ = −ϕψ , ψyα = yαψ . (3.79)
Note that ψ and ϕ obey a Clifford algebra but we choose not to make
this manifest in our notation for reasons that will become clear later.
Using this definition, we can rewrite the equation of motion (3.57) for
Cˆ compactly as
DΩ
(
Cˆψ
)
= ∇(Cˆψ)− 12l e¯
αβ
[
ϕLαβ, Cˆψ
]
⋆
=
(
∇Cˆ −
{
e¯, Cˆ
}
⋆
)
ψ = 0 , (3.80)
where we have used the fact that the Lorentz derivative ∇ is ϕ indepen-
dent and [ϕf(y), g(y,ϕ)ψ] = {ϕf(y), g(y,ϕ)}ψ which follows immedi-
ately from ψϕ = −ϕψ.
For the interacting theory, it will turn out that we cannot restrict
ourselves to the fields discussed so far. We will also need to consider
so called twisted fields which transform in the twisted adjoint for one-
forms and adjoint representation for zero-forms respectively.
The twisted zero-form C˜ obeys the following free equation of motion
DΩC˜ = 0 . (3.81)
Note that this equation of motion does not mix different components
of C˜. Therefore, it is certainly not equivalent to a Klein–Gordon equa-
tion. Note also that by (3.52) this is precisely the form of a covariantly
constant gauge parameter ξ. In a slight abuse of terminology, the com-
ponents of twisted zero-form C˜ are therefore sometimes also referred
to as Killing tensors.
On the other hand, the twisted one-form ω˜ obeys the following equa-
tion
DΩ(ω˜ψ) = 0 . (3.82)
Note that this relation does not decompose into independent equations
for each component of ω˜ and therefore does not describe a multiplet of
higher-spin fields.
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A spacetime interpretation for both the twisted zero and one-form is
not known. Furthermore, their role within the Gaberdiel–Gopakumar
duality is unclear. A crucial result of our analysis is that twisted fields
can be set to zero up to second order in perturbations around an AdS3-
background as will be discussed. Given this observation, it is reasonable
to expect that this will also be possible to higher orders and that one
can therefore choose vanishing solutions for the twisted fields to arbi-
trary order in perturbation theory.
3.1.7 Summary of Free Equations
Over the last sections, we have outlined free unfolded equations of
motion for the entire field content of three-dimensional Vasiliev theory.
Upon inspecting these equations, we can see that it is convenient to
rewrite them in a more compact form by combining the twisted and
untwisted fields in a single field, i.e.
ω(y,ϕ,ψ|x) = ωˆ(y,ϕ|x) + ω˜(y,ϕ|x)ψ , (3.83a)
C(y,ϕ,ψ|x) = Cˆ(y,ϕ|x)ψ+ C˜(y,ϕ|x) . (3.83b)
Such fields are therefore also functions of ψ. Note that the twisted fields
of the one-form ω is given by the ψ-dependent part whereas the zero-
form C has the opposite decomposition. Using this definition, we can
compactly summarize the free equations of motion
DΩω = 0 ,
DΩC = 0 ,
(3.84a)
(3.84b)
which are gauge invariant under
δω = DΩξ ,
δC = 0 ,
(3.85a)
(3.85b)
where ξ is an arbitrary zero-form which may now also depend on ψ in
addition to ϕ, yα and xm. One can also decompose these equations as
follows
Dωˆ = 0 ,
D˜ω˜ = 0 ,
DC˜ = 0 ,
D˜Cˆ = 0 ,
(3.86a)
(3.86b)
(3.86c)
(3.86d)
where we split the covariant derivative
DΩ { g(y,ϕ|x) + g˜(y,ϕ|x)ψ } = Dg(y,ϕ|x) + D˜g˜(y,ϕ|x)ψ ,
(3.87)
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using the adjoint and twisted-adjoint covariant derivatives defined by
D = ∇− 12 ϕ e¯
αα[Lαα, •]⋆ = ∇− ϕ e¯ααyα∂yα , (3.88)
D˜ = ∇− 12 ϕ e¯
αα{Lαα, •}⋆ = ∇+ i2 ϕ e¯
αα(yαyα − ∂yα∂yα) . (3.89)
These equations will be of crucial importance for the fully non-linear
equations of motion which we will discuss in the next section.
3.2 non-linear theory: vasiliev equations
In this section, we will introduce the non-linear Vasiliev equations. We
will simply state Vasiliev equations in the next section and then show
that they lead to the free unfolded equations of motion for higher-spin
and scalar fields upon linearization. From now on, in order to avoid
convoluted notation, we will work in units in which the AdS radius is
one, i.e. l = 1.
3.2.1 Masterfields and Vasiliev Equations
Vasiliev theory is formulated in terms of masterfields W, B and Sα.
The masterfields W and B contain the fields ω and C respectively in
addition to auxiliary fields. These auxiliary fields arise from introducing
a set of oscillators zα in addition to yα. The star product for functions
depending on both sets of oscillators is then given by
(f ⋆ g)(y, z) = 1
(2π)2
∫
d2ud2v f(y+ u, z + u) (3.90)
g(y+ v, z − v) exp (ivαuα) ,
which is consistent with our previous definition of the star product
(3.27) for f = f(y) and g = g(y). The masterfields W, B and Sα also
depend on zα-oscillators and contain the fields ω and C as follows2
W(y, z,ϕ,ψ|x) = ω(y,ϕ,ψ|x) + f(z, y,ϕ,ψ|x) , (3.91)
B(y, z,ϕ,ψ|x) = C(y,ϕ,ψ|x) + g(z, y,ϕ,ψ|x) , (3.92)
Sα(y, z,ϕ,ψ|x) = fα(z, y,ϕ,ψ|x) , (3.93)
where all the functions f , g and fα vanish for zα = 0. It is these
functions that contain all auxiliary fields as we will see later. Note
2 More precisely, only the linear perturbations of ω and C obey the free unfolded
equations of motion. We will discuss this in detail in Section 3.2.3.
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that this implies that the master field Sα is purely auxiliary. Vasiliev
equations are then given in terms of these masterfields and read
dW =W ∧ ⋆W ,
dB ⋆κ = [W,B ⋆κ]⋆ ,
dSα = [W,Sα]⋆ ,
0 = {B ⋆κ,Sα}⋆ ,
[Sα,Sβ ]⋆ = −2iϵαβ(1+ B ⋆κ) ,
(3.94a)
(3.94b)
(3.94c)
(3.94d)
(3.94e)
where κ := exp iyz denotes the (inner) Kleinian which has the following
properties
κ ⋆κ = 1 , κ ⋆ f(y, z) ⋆κ = f(−y,−z) . (3.95)
Vasiliev equations are invariant under the following gauge transforma-
tions
δW = dξ − [W, ξ]⋆ ,
δ(B ⋆κ) = [ξ,B ⋆κ]⋆ ,
δSα = [ξ,Sα]⋆ ,
(3.96a)
(3.96b)
(3.96c)
where ξ = ξ(y, z,ϕ,ψ|x). Vasiliev equations are consistent partial differ-
ential equations with respect to the differential d = ∂mdxm. For reasons
that will become apparent, we will refer to the first two Vasiliev equa-
tions (3.94a)-(3.94b) as the dynamical Vasiliev equations and the last
three (3.94c)-(3.94e) as non-dynamical Vasiliev equations.3
In order to obtain equations of motions for only bosonic higher-spin
and matter fields, one has to impose the following conditions4Vasiliev equations
can be formulated
for deformed
oscillators [2].
Not imposing the
bosonic projection
then leads to
the presence
of fermionic
superpartners for
the bosonic fields
in the spectrum.
This theory then
turns out to be the
higher-spin gener-
alization of N = 2
supergravity [2].
κ ⋆W ⋆κ =W , κ ⋆B ⋆κ = B , κ ⋆ Sα ⋆κ = −Sα , (3.97)
which are also known as bosonic projections. Note that due to (3.95),
this amounts to restricting to functions that are even in yα, zα for W,
B and odd for Sα. One also imposes the following (anti)hermiticity
conditions [2],
W† = −W , S†α = −Sα , B† = B , (3.98)
where we defined hermitian conjugation of the oscillators by
(yα)
† = yα , (zα)† = −zα , ϕ† = ϕ , ψ† = ψ . (3.99)
3 It is important to emphasize that the term "dynamical Vasiliev equations" is unre-
lated to the term "dynamical equations" introduced in Appendix C.
4 Note that this condition ensures that simultaneous expansion of the masterfields in
both types of oscillators leads to expansion coefficients with only an even number
of indices for B and W. However, as we will discuss shortly, some of their expansion
coefficients will be interpreted as the physical fields which are then ensured to be
bosonic.
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Using the property (ab)† = b†a†, it is easy to check that these conditions
are compatible with Vasiliev equations. Upon recalling that C = C˜ +
Cˆψ, we see that B† = B leads to
(Φ±)† = Φ∓ , (3.100)
where Φ± = Π±Cˆ(y = 0). As discussed around (3.67), this implies
that the theory contains one complex scalar field. Similarly, the reality
condition W† = −W ensures that the (higher-spin) vielbeins and spin-
connections are real as can be seen by (3.47).
Note that at first sight the Vasiliev equation (3.94a) of the masterfield
W might appear to lead to zero-curvature conditions for the gauge fields.
We will see however that the zα-dependence of this masterfield will lead
to interactions between the scalar and gauge fields in this equation.
3.2.2 AdS3 Background
We will now show that AdS3 is an exact solution of Vasiliev equations
(3.94). This is important as we will perturbatively expand around this
solution to obtain the free unfolded equations (3.84). We make the
following ansatz
W (0) = Ω , (3.101a)
B(0) = 0 , (3.101b)
S(0)α = zα , (3.101c)
where Ω is the AdS3-connection given by (3.37). Inserting these expres-
sions in the Vasiliev equations (3.94), we see that (3.94b) and (3.94d)
are trivially satisfied. To check that (3.94e) and (3.94c) are satisfied,
we use the following identity
[zα, f(y, z)]⋆ = −2i∂zαf(y, z) , (3.102)
which immediately shows that (3.94e) is satisfied. This identity also
implies that (3.94c) is indeed satisfied, since d(zα) = dxn∂n(zα) = 0
and Ω is zα-independent. Lastly, the first equation (3.94a) yields
dΩ = Ω ∧ ⋆Ω , (3.103)
which is precisely the zero-curvature condition (3.38) of the AdS3-
connection Ω. Therefore, the ansatz (3.101) is an exact solution of
Vasiliev equations.
From this derivation, it is also clear that the ansatz (3.101) solves
Vasiliev equations for any connection Ω, not only the one describ-
ing AdS3, provided that Ω satisfies the flatness condition (3.103) and
does not depend on the zα-oscillators. This corresponds to solutions
of Vasiliev theory which only contain gauge fields. They can then also
be obtained from a Chern–Simons action [45]. By choosing a vacuum
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value of B(0) = ν, one obtains a Chern–Simons theory with the gauge
algebra hs(λ) with λ = 12 (1± ν). We will discuss this point in great
detail shortly, but first we will show that linear fluctuations around the
AdS3 background lead to the correct free unfolded equations of motion.
3.2.3 Linear Perturbations
We will now expand in perturbations around the AdS3 background
found in the last section. To this end, it is advantageous to shift all the
fields by their vacuum values:
Sα → zα + 2iAα , W → Ω+W , B → 2iB . (3.104)
Using the identity (3.102) and the bosonic projection (3.97), we can
then rewrite the master equations (3.94) as
DΩW =W ∧ ⋆W , (3.105a)
DΩB = [W,B]⋆ , (3.105b)
∂zαW = DΩAα − [W,Aα]⋆ , (3.105c)
∂zαB = [Aα,B]⋆ , (3.105d)
∂zαAα = Aα ⋆Aα + B ⋆κ , (3.105e)
where DΩ denotes the AdS3-covariant derivative defined in (3.49). The
gauge transformations then become
δW = DΩξ − [W, ξ]⋆ , (3.106a)
δB = [ξ,B]⋆ , (3.106b)
δAα = ∂zαξ + [ξ,Aα]⋆ . (3.106c)
We now expand the masterfields in perturbations around AdS3 as fol-
lows
W =W (1) +W (2) + . . . , (3.107)
where W (i) denotes the i-th order perturbation of W and we use anal-
ogous notation for B and Aα. Performing the shift (3.104) implies that
W (0) = 0 and similarly for all other masterfields. Therefore, to linear
order, Vasiliev equations (3.105) become
DΩW (1) = 0 , (3.108a)
DΩB(1) = 0 , (3.108b)
∂zαW (1) = DΩA(1)α , (3.108c)
∂zαB(1) = 0 , (3.108d)
∂αzA(1)α = −B(1) ⋆κ . (3.108e)
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The non-dynamical equations (3.108c)-(3.108e) can be solved using the
following identities5
∂zαf
α(z, y) = g(z, y)→ fα = ∂zαϵ(z, y) + zαΓ1⟨g(z, y)⟩ , (3.110a)
∂zαf(z, y) = gα(z, y)→ f = ϵ(y) + zαΓ0⟨gα(z, y)⟩ , (3.110b)
where Γn⟨•⟩ stands for homotopy integrals defined as
Γn⟨f⟩(z) :=
∫ 1
0
dt tn f(tz) . (3.111)
Therefore, the solutions for the non-dynamical equations are given by
B(1) = C(1)(y) , (3.112a)
A(1)α = ∂zαϵ(1)(y, z) + zαΓ1⟨C(1) ⋆κ⟩ , (3.112b)
W (1) = ω(1)(y) + zαΓ0⟨DΩA(1)α ⟩ , (3.112c)
where we have only made the dependence on the oscillators explicit.
Note that these equations fully determine the zα-dependence of the
masterfields. This statement will also hold at higher orders in pertur-
bation theory.
We impose the following gauge condition on the masterfield Aα:
zαAα = 0 , (3.113)
which is usually referred to as Schwinger–Fock gauge. We will discuss
this gauge choice in greater detail in Section 7.3. The Schwinger–Fock
gauge implies that the homogeneous part ∂zαϵ(1)(y, z) in (3.112b) van-
ishes. This is because zα∂zα is the zα-number operator which implies6
that in the Schwinger–Fock gauge ϵ(1)(y, z) = ϵ(1)(y) and therefore
∂zαϵ
(1)(y, z) = 0. From this it also follows that the residual gauge free-
dom preserving the Schwinger–Fock gauge is given by z-independent
gauge parameters ξ(1)(y) as can be seen by comparing with (3.106c)
which gives
zαδA(1)α = zα∂zαξ(1)(z, y) != 0 ⇒ ξ(1)(z, y) = ξ(1)(y) . (3.114)
5 For these equations to be valid the following compatibility condition has to be ful-
filled
∂αz gα(z, y) = 0 , (3.109)
which however is guaranteed to hold for our purposes since Vasiliev equations are
consistent.
6 Here we assume that ϵ(1)(y, z) is analytic in the zα-oscillators.
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By evaluating the star products in (3.112) and decomposing them with
respect to twisted and physical fields, one obtains after a straightfor-
ward calculation
W (1) = ωˆ(1)(y) + ω˜(1)(y)ψ+M2ψ+ M˜2 +M3ψ+ M˜3 , (3.115a)
B(1) = Cˆ(1)(y)ψ+ C˜(1)(y) , (3.115b)
A(1)α = zα
∫ 1
0
dt t Cˆ(1)(−zt) eityz ψ
+ zα
∫ 1
0
dt t C˜(1)(−zt) eityz , (3.115c)
where we have defined
M2 =
ϕ
2 e¯
αα
∫ 1
0
dt(t− 1) eityz zα(
yα(1− t)− i(1+ t)t−1∂zα
)
Cˆ(1)(−zt) , (3.116a)
M˜2 = ϕ e¯
αα
∫ 1
0
dt (1− t)t zαzα C˜(1)(−zt) eityz , (3.116b)
M3 = ω¯
αα
∫ 1
0
dt (1− t)t zαzα Cˆ(1)(−zt) eityz , (3.116c)
M˜3 = ω¯
αα
∫ 1
0
dt (1− t)t zαzα C˜(1)(−zt) eityz , (3.116d)
and we have used the fact that zαdA(1)α = 0 in the Schwinger–Fock
gauge. We now need to insert these results in the dynamical Vasiliev
equations (3.108a) and (3.108b) which leads to
DΩ
(
Cˆ(1)(y)ψ+ C˜(1)(y)
)
= 0 , (3.117a)
DΩ
(
ωˆ(1)(y) + ω˜(1)(y)ψ
)
= −DΩ
(
M2ψ+ M˜2 +M3ψ+ M˜3
)
.
(3.117b)
The left hand side of (3.117b) is z-independent and therefore also its
right hand side has to have this property. This implies that we can
evaluate it for z = 0 as all z-dependent terms have to cancel out any-
ways. Note however that the star product (3.90) does not commute
with setting the zα-oscillators to zero. Therefore, it is important that
we first evaluate the star products contained in the covariant derivative
DΩ and only afterwards set all z-dependent factors to zero.
Using the explicit form of the star commutators (A.12a), (A.13a)
and anti-commutator (A.13b) contained in the covariant derivatives,
we obtain after some algebra
Dωˆ(1) = 0 , (3.118a)
D˜ω˜(1) = − ϕ16 Eαβ (yα − i∂uα)(yβ − i∂uβ ) Cˆ(u)
⏐⏐⏐
u=0
(3.118b)
DC˜(1) = 0 , (3.118c)
D˜Cˆ(1) = 0 , (3.118d)
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where we have defined
Eαα = e¯αβ ∧ e¯αβ . (3.119)
However, these are not quite the free unfolded equations (3.86) as there
is a source term in the equation of motion for the twisted zero-form ω˜. It
was shown in [37] that one can remove this source term by performing
a field redefinition ω˜(1) → ω˜(1) +M ′1ψ with
M ′1 =
ϕ
4 e¯
αβ
∫ 1
0
dt (t2 − 1) (yα − it−1∂yα)(yβ − it−1∂yβ) Cˆ(1)(ty) .
(3.120)
However, we observed in [26] that the contribution
R :=
ϕ
4 e¯
αα
∫ 1
0
dt (t2 − 1)
(
yαyα − t−2∂yα∂yα
)
Cˆ(1)(ty) . (3.121)
is annihilated by the twisted covariant derivative, i.e.
D˜R = 0 . (3.122)
We derive this fact in Appendix B.3 using a different proof than the
one given in [26]. Therefore, we can add R freely to (3.120) without
changing the effect of the redefinition. This shows that there is a one
parameter ambiguity in this field redefinition and we therefore define
M1 :=
ϕ
4 e¯
αα
∫ 1
0
dt (t2−1)
(
g0 yαyα + 2iyαt−1∂yα − g0 t−2∂yα∂yα
)
Cˆ(1)(ty) .
(3.123)
The free parameter g0 will have important implications as we will see
later. This field redefinition is local in the sense that it contains only
a finite number of derivatives for fixed spin, as can be seen by com-
paring with (3.68). After performing this field redefinition, one there-
fore obtains the free unfolded equations (3.86). We have thus shown
that Vasiliev equations provide a non-linear theory of higher-spin gauge
fields coupled to a complex scalar field.
3.3 outlook
As we have seen in this chapter, Vasiliev theory provides us with a
consistent non-linear theory of higher-spin gauge and scalar fields (and
an additional twisted sector). However, this theory is formulated in a
non-standard way in terms of Vasiliev equations for masterfields.
Obtaining equations of motion expressed in terms of physical fields
only is a highly non-trivial task. This is because one has to first solve for
the z-dependence of the masterfields using the non-dynamical Vasiliev
equations (3.105c)-(3.105e). Then one has to insert these solutions in
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the dynamical equations (3.105a)-(3.105b) and evaluate the star prod-
ucts in the resulting expressions. By this procedure, equations of motion
in terms of physical and twisted fields are obtained. One then has to
ensure that the twisted fields can be set to zero consistently - possibly
by performing field redefinitions - in order to arrive at equations for
the physical fields only.
In the next chapter, we will consider the theory for vanishing zero-
form B (and twisted fields). As we discussed in Section 3.2.2, this case
leads to a particularly simple description of the theory which we will
study in metric-like language to obtain a geometrical intuition of the
theory.
In Chapter 5, we will then generalize the discussion of this chapter
to the second order for which interactions become relevant.
4
METRIC -L IKE THEORY
In this chapter, we will consider a truncation of three-dimensional
Vasiliev theory for vanishing zero-form. This truncation contains gauge
fields with spin s = 2 . . . N only. The dynamics of these gauge fields
can be described by a simple generalization of the Einstein–Hilbert ac-
tion in the frame-like formalism. The frame-like theory being so simple
it is then tempting to reformulate this theory in terms of metric-like
variables. This could allow for a more geometrical interpretation of
the theory and might lead to a better understanding of the non-linear
Vasiliev theory.
For example in [46], corrections to the entropy of black holes with
non-vanishing higher-spin charges were calculated using the metric-like
approach. The result did not agree with the one derived from ther-
modynamic considerations in the frame-like theory in [47, 48]. This
discrepancy was later resolved in [49] by a careful Hamiltonian analysis
and vindicated the metric-like results. In many ways our work can be
seen as a follow-up to [46]. This chapter is structured as follows:
• In Section 4.1, we will first show that for vanishing zero-form B
the tower of higher-spin fields of three-dimensional Vasiliev theory
can be truncated to a finite subset.
• In Section 4.2, we will then discuss how the fields of the truncated
theory can be rewritten in terms of metric-like variables.
• Section 4.3 outlines an algorithm which allows one to translate
frame-like quantities to their metric-like counterparts.
• In Section 4.4, this algorithm is used to determine the metric-like
gauge transformations up to cubic order in the spin-3 field.
• Section 4.5 discusses the gauge algebra of the metric-like theory.
4.1 truncation of higher-spin algebra
As we discussed in Section 3.2.2, any connection ω(y,ϕ|x) which is
zα-independent and fulfills
dω−ω ∧ ⋆ω = 0 , (4.1)
forms an exact solution of Vasiliev equations (3.94) for vanishing zero-
form B. We also only consider the case of vanishing twisted one-form.
By defining ω(y,ϕ|x) = Π+A(y|x) +Π−A˜(y|x), with the projectors
Π± given by (3.39), the equation of motion decompose into
dA−A∧ ⋆A = 0 , dA˜− A˜∧ ⋆A˜ = 0 , (4.2)
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and can therefore be derived from the action1
S = SCS [A]− SCS [A˜] . (4.3)
The Chern–Simons action is given by
SCS [A] =
kˆ
4π
∫
tr
(
A∧ ⋆dA− 23A∧ ⋆A∧ ⋆A
)
. (4.4)
We note that while the derivation of (4.1) in Section 3.2.2 was for
undeformed oscillators only, one can generalize this argument also for
the deformed case [2] by choosing the vacuum value B(0) = ν for the
zero-form. The connection ω then also obeys (4.1) but is an even poly-
nomial in the deformed oscillators (3.73) and also depends on the outer
Kleinian k. One then defines the trace in (4.4) by
tr(k) = −ν , tr(1) = 1 , (4.5)
and vanishing trace for all monomials of the deformed oscillators yˆ
[50]. As discussed in Section 3.1.5, the higher-spin algebra hs(λ) for
λ = 12 (1+ ν) is realized by the generators
Vα(2s) = Ns P− yˆ(α1 ⋆ · · · ⋆ yˆα2s) , s > 0 , (4.6)
with normalization Ns = (− i4 )s and P− = 12 (1 − k). One can then
check that the trace introduced above gives for the generatorsA readable deriva-
tion of this result
can be found in
the appendix of
[50]. Another
seminal paper on
the subject is [51].
tr
(
Vα(2s) ⋆ Vβ(2m)
)
=
N 2s
(2s)! K(2s) δs,m ϵα1β . . . ϵα2sβ (4.7)
where we defined
K(2s) = (−1)s
(
1+ ν2s+ 1
) s−1∏
l=0
(
1− ν
2
(2l+ 1)2
)
. (4.8)
We first consider the case ν ≥ 0. By (4.8), the Killing form only de-
generates for the choice ν = 2p+ 1 with p ∈ N, which corresponds to
λ = p+ 1. Indeed, we see from (4.7) that the generators Vα(2s) with
s ≥ p+ 1 lead to
tr
(
Vα(2s) ⋆X
)
= 0 , (4.9)
for all X ∈ hs(p+ 1). The vector space IA spanned by all these genera-
tors Vα(2s) forms a two-sided ideal of the corresponding associative al-
gebra B(2p+ 1), because of tr ((IA ⋆X) ⋆ Y ) = tr (IA ⋆ (X ⋆ Y )) = 0
and tr ((X ⋆ IA) ⋆ Y ) = tr (IA ⋆ (Y ⋆X)) = 0 for arbitrary X,Y ∈
B(2p+ 1). This in turn induces an ideal I for the Lie algebra hs(p+ 1).
As a result, we conclude that only the quotient algebra hs(p+ 1)/I,
1 The relative minus sign between the two Chern–Simons actions can be fixed by
requiring that the action agrees with the Einstein–Hilbert action upon considering
the truncation to spin-2 gauge fields only.
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which consists of all equivalence classes x+ I for x ∈ hs(p+ 1), will
contribute to the Chern–Simons action. This quotient algebra has di-
mension
d =
p∑
l=1
(2l+ 1) = (p+ 1)2 − 1 . (4.10)
This indicates that this quotient algebra is isomorphic to sl(p+ 1|R),
i.e.
hs(p+ 1)
I
∼= sl(p+ 1|R) . (4.11)
Similar conclusions can be drawn for ν < 0.2 However, we have only
shown that the quotient algebra is semi-simple and therefore we have
not established this isomorphism rigorously. We give a complete proof
in Appendix B.2.3.
4.2 metric-like fields
As we have seen in the last section, for the special value of λ = N with
N ∈ N, the fields A and A˜ can be chosen to take value in sl(N |R).
In order to study the dynamics of Vasiliev theory beyond the linear
order, we will therefore consider the case N = 3 which corresponds
to truncating the infinite tower of higher-spin fields to a theory with
spin-2 and spin-3 gauge fields only.
In this case the generalized vielbein and spin-connection are given
by
e = eAm JA dxm , ω = ωAm JA dxm , (4.12)
where JA form a basis of sl(3|R),
[JA, JB] = fABCJC . (4.13)
Similar to our discussion for three-dimensional gravity in Section 3.1.1,
the action (4.4) (for fields now taking values in the factor algebra
sl(3|R) instead of the full higher-spin algebra) can be rewritten as
S =
1
16πG
∫
tr
(
e∧R+ 13l2 e∧ e∧ e
)
, (4.14)
where
R = dω+ ω ∧ ω ⇔ RA = dωA + 12 f
ABC ωB ∧ ωC , (4.15)
2 This case corresponds to λ = 12 (1− |ν|). The bilinear form only degenerates for
|ν| = 2p + 1. All generators with s ≥ p lead to vanishing trace. Therefore, the
quotient algebra has dimension p2 − 1, which indicates that hs(p)/I ∼= sl(p|R).
An analogous analysis can be performed for the generators (4.6) with P+ instead of
P− as this corresponds to ν → −ν. Also note that there is an unfortunate typo in the
original reference [50]: upon discussing the ideals for P± the role of the projectors
should be swapped.
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is the generalized curvature and tr denotes the trace in the fundamental
representation of sl(3|R). This action is invariant under generalized
local Lorentz rotations
δΛe
A
n = f
ABC ΛBeCn , (4.16a)
δΛω
A
n = DnΛ
A , (4.16b)
and generalized local translations
δΞe
A
n = DnΞ
A , (4.17a)
δΞω
A
n =
1
l2
fABC eBn Ξ
C , (4.17b)
where the covariant derivative Dn is defined as
Dmv
A := ∂mvA + fABC ωBm v
C . (4.18)
Having obtained such a simple frame-like theory, we now want to map
this theory into metric-like variables. In order to do so, one has to
first express the generalized spin-connection in terms of the generalized
vielbein by its equation of motion
D[me
A
n] = 0 , (4.19)
where Dm now includes both the generalized spin-connection and the
Christoffel symbols
Dme
A
n = ∂me
A
n + f
ABC ωBm e
C
n − Γpmn eAp . (4.20)
Then all expression have to be rewritten in terms of the metric and the
spin-3 fields by using
gnm = κAB eAn e
B
m , (4.21a)
ϕnmr =
1
3!dABC e
A
n e
B
me
C
r . (4.21b)
The definitions for the Killing form κAB and the symmetric structure
constant dABC can be found in Appendix A. The identification above
was first proposed in [15]. It is motivated by the fact that the chosen
frame-like expressions are the only generalized local Lorentz invariant
polynomials of vielbeins eAn which are completely symmetric in two or
three spacetime indices respectively.
Note that the generalized vielbein eAm is not invertible as it is not a
square matrix. This fact and the additional complication that vielbeins
can now combine in two structures (4.21) makes the translation between
frame-like and metric-like quantities quite involved. In the next section,
we will present an algorithm which allows one to systematically trans-
late frame-like to metric-like quantities in a perturbative expansion in
the spin-3 field.
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4.3 from frame- to metric-like: an algorithm
In the following, we will present an algorithm to translate from frame-
to metric-like quantities. We will first introduce this algorithm for quan-
tities which do not involve covariant derivatives. We will then generalize
the algorithm such that it also works if covariant derivatives are present.
We will also discuss why this algorithm leads to a unique translation
despite the appearance of free parameters. Our presentation will be rel-
atively concise and more details including an explicit example can be
found in our original publication [25].
4.3.1 Algorithm without Derivatives
In this section, we will present the algorithm which translates a frame-
like quantity in its metric-like counterpart.
It is based on a perturbative expansion in the spin-3 field. For this
purpose, it is useful to split the generators of sl(3,R) in generators
Ja of the principally embedded sl(2,R), which we label by lower-case
Latin indices, and the remaining generators JA which are orthogonal
to the Ja with respect to the Killing form of sl(3,R) and labeled by
capital Latin indices. This leads to the following decomposition of the
generalized vielbein
eA =
(
ea,EB
)
. (4.22)
Using this decomposition, we can expand the metric-like fields
ϕnnn =
1
6 dAbcE
A
n e
b
ne
c
n +
1
6 dABC E
A
nE
B
n E
C
n , (4.23a)
gnn = κab e
a
ne
b
n + κAB E
A
nE
B
n =: g¯nn + g
(2)
nn . (4.23b)
The algorithm then works as follows: consider a frame-like quantity
which does not contain any covariant derivative and has spacetime in-
dices n1 . . . nm and all frame-like indices contracted. For its metric-like
counterpart, we first make an ansatz involving all possible contractions
of metric-like fields up to a certain order n in the spin-3 field ϕmmm.
The algorithm then proceeds in five steps:
1. Use (4.21) to express the metric-like ansatz in terms of frame-like
variables. Expand both the metric-like ansatz and the frame-like
quantity in terms of EA up to order n and subtract them from
each other.
2. Consider each order from 0 to n independently. For each of them
one obtains∑
i
c(i) t
(i)
a(pi)A(li)
Ki({e,E})a(pi)A(li)
n(s) = 0 . (4.24)
The t(i)
a(pi)A(li)
are sl(2,R)-invariant tensors involving the symmet-
ric structure constant and Killing form. Furthermore Ki({e,E})
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are tensors obtained by contractions of vielbeins. Last but not
least, the c(i) are the free coefficients of the metric-like ansatz.3
3. Replace the EA by
EAm → EAn δnm , (4.25)
where one has to use the following expression for the Kronecker
symbol
δnm = g¯
np eape
b
n κab . (4.26)
4. Impose
g¯nm eame
b
n = κ
ab , (4.27)
for all contractions of this type. After this replacement all tensors
Ki in the sum (4.24) will be of the same form and we obtain(∑
i
c(i) t˜
(i)
a(q)A(k)
)
K({e,E})a(q)A(k)
n(s) = 0 . (4.28)
5. One can solve (4.28) for the coefficients c(i) by stripping off the
tensor K
P
∑
i
c(i) t˜
(i)
a(q)A(k) = 0 , (4.29)
where P denotes a projector which imposes the symmetries of K.
We expand to order n in the first step because the spin-3 field depends
linearly on EA as can be seen by comparing with (4.23). Therefore, we
only have to consider terms up to order n in EA because higher order
terms would receive contributions from metric-like expressions with
more than n spin-3 fields. The replacement (4.25) and imposing (4.27)
guarantees that all Ki will be of the same form and all free indices
are carried by sl(2,R)-vielbeins. A basic example for the application
of this algorithm can be found in Section 3.3 of [25].
4.3.2 Algorithm with Derivatives
In the last section, we saw that the algorithm outlined there crucially re-
lies on the fact that the tensors Ki of (4.24) can be brought in the same
form K to obtain (4.28). Therefore, for expressions involving covariant
derivatives, an additional complication arises: the covariant derivative
3 The tensors Ki({e,E}) can also depend on the epsilon tensor and we assume that
all terms in the sum contain the same number of them with upper spacetime indices
only. Furthermore, some of the c(i) are equal to 1 if they originate from the frame-like
quantity which is to be translated.
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can either act on an sl(2,R)-vielbein ea or a vielbein EA. For our algo-
rithm to work, we need to be able to express Dmean in terms of DmEAn
such that we can hope to obtain an overall tensor structure K as in
(4.28) which we can then strip off. This can indeed be achieved by using
covariant constancy of the metric, ∇pgnm = 0, to obtain
κAB eAmDpe
B
n = 0 . (4.30)
By expansion this leads to
Dme
c
n = −κAB g¯ro ecoEAr DmEBn . (4.31)
We can then generalize the algorithm by modifying step 1 and 3 as
follows:
1’. Proceed as previously discussed but also replace all covariant
derivatives acting on sl(2,R)-vielbeins by (4.31).
3’. Proceed as previously discussed but also replace covariant deriva-
tives of EA by
DnE
A
m → δpn δomDpEAo , (4.32)
where one has to use expression (4.26) for the Kronecker symbol.
All other steps are unchanged.
4.3.3 Dimensional Dependent Identities
We encountered various examples for which the solution for the c(i)
in (4.28) is not unique and contains free parameters. However, this
does not imply that the frame-like quantity has a family of metric-
like counterparts. These free parameters are due to the existence of
dimensional dependent identities (DDIs). An example for such an DDI
is given by
δm[p δ
n
o δ
u
r δ
t
q] = 0 , (4.33)
which is identically zero in three dimension. It turns out that all DDIs
can be obtained in a similar fashion by over-symmetrization. A system-
atic way of obtaining all DDIs for a given set of metric-like fields is
described in [52]. Imposing these DDIs we always found unique metric-
like expressions.
4.4 gauge transformations
In this section, we will use the algorithm discussed in the last section to
determine the spin-3 transformations of the metric-like fields to cubic
order from the frame-like theory.
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The frame-like gauge transformations are generalized local Lorentz
transformations (4.16a) and generalized local translations (4.17). Con-
sider the metric-like fields ϕnnn and gnn. A spin-2 gauge transformation
parameterized by a vector field ξm acts on these fields as follows
δ
(2)
ξ ϕnnn = Lξϕnnn := ξr∇rϕnnn + ϕnnr∇nξr , (4.34)
δ
(2)
ξ gnn = Lξgnn := ξr∇rgnn + gnr∇nξr , (4.35)
where Lξ denotes the Lie derivative along the vector field ξm. For
the spin-3 gauge transformations, the transformation behavior of the
metric-like fields is only known for the free theory and is then given
by (2.6) for the general case of spin-s. This implies that the spin-3
transformation is given by
δ
(3)
ξ ϕnnn =
1
3∇n
(
ξnn − 13gnn ξm
m
)
+ . . . (4.36)
δ
(3)
ξ gnn = 0+ . . . , (4.37)
where the ellipses denote higher order terms containing spin-3 fields.
Furthermore, we explicitly project on the traceless part of the spin-2
gauge parameter ξnn for reasons that will become apparent.
It is natural to combine spin-2 and spin-3 transformations into a
single parameter ξ := (ξn, ξnn). As we want to relate frame-like with
metric-like gauge transformations, we need to construct a map
ξ = (ξn, ξnn) ↦→ Ξ(ξ) , (4.38)
such that
δΞ(ξ)ϕnnn = δ
(2)
ξ ϕnnn + δ
(3)
ξ ϕnnn , (4.39)
and similarly for the metric. This map is not unique even if we have
fixed the expressions of the metric-like fields in terms of the frame-like
fields such that no field redefinitions are possible: we can still redefine
the spin-3 gauge parameter ξnn by terms at least linear in the spin-3
field ϕnnn such that the linearized gauge transformations are unchanged.
In the following section, a particularly natural map will be constructed
which is valid to all orders in the spin-3 field. We will then use the
algorithm outlined before to determine the spin-3 transformations of
the metric-like fields.
4.4.1 A Natural Map
The map ξ ↦→ Ξ(ξ) is linear and can therefore be written as
ΞA(ξ) = SAn ξn + SAnn ξnn , (4.40)
with possibly field dependent matrices S. Pure spin-2 gauge transfor-
mations are given by
SAn = eAn . (4.41)
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This well-known fact [40] can be seen as follows: performing a pure
spin-2 transformation using (4.41) we obtain
δ(2)eAn = Dn
(
eAr ξ
r
)
= ξrDre
A
n + e
A
r ∇nξr
= ξr∇reAn + eAr ∇nξr + fABC
(
ξrωBr
)
eCn , (4.42)
where to obtain the second equality we have used the torsion constraint
(4.19) and the third equality follows by the definition of the covariant
derivative (4.18). The first two terms in the last line give the Lie deriva-
tive along ξn whereas the last term is a local Lorentz transformation
(4.16a) with parameter ΛB = ξrωBr . Since the metric-like fields are given
by local Lorentz invariant combinations of generalized vielbeins (after
solving the torsion constraint), we see that the choice (4.41) indeed
generates the spin-2 gauge transformations of the metric-like fields. A
generic ΞA introduces both a spin-2 and a spin-3 transformation, there-
fore there will be projections P and 1−P such that PΞ induces a pure
spin-2 transformation. Instead of fixing the tensor SAnn of (4.40), we
will rather fix the projector P . It should project an arbitrary gauge
transformations to a pure spin-2 transformation. Therefore, we demand
that
for every ΞA there exists a ξn such that PABΞB = SAn ξn ,
and P 2 = P . It is natural to require that the projector is orthogonal
with respect to the Killing form
PAB = PBA , (4.43)
where we have raised the indices with the Killing form. This fixes the
projector uniquely to be
PAB = eAn g
nmeBm . (4.44)
It indeed squares to itself
PAB PBC = eAm g
mn eDn κBD e
B
r g
rp eEp κEC
= eAm g
mn gnr g
rp eEp κEC
= eAm g
mp eEp κEC
= PAC , (4.45)
and projects an arbitrary gauge parameter ΞA to its spin-2 component
as follows
PAB ΞB = eAm
(
gmn eCn κCB Ξ
B) , (4.46)
where we interpret the term in brackets as the corresponding vector
field.
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Having fixed P , we can now look for an SAnr that satisfies
PAB SBnr = 0 . (4.47)
In addition, SAnr should reproduce the correct transformation behavior
at the linear order
SAnr = 3 dAbc ebn ecr + . . . (4.48)
A derivation of the fact that this choice leads to the correct free trans-
formations can be found in Appendix A of our publication [25]. This
fixes SAnr to be
SAnr =
(
δAD − PAD
)
3 dDBC eBm eCp
(
δmn δ
p
r −
1
3g
mp gnr
)
, (4.49)
where the projector in the last bracket ensures that only the traceless
component of the gauge parameter ξnn contributes to a spin-3 gauge
transformation also at the non-linear level.
4.4.2 Spin-3 Transformations
We are now in a position to determine the spin-3 transformations of
the metric-like fields. To this end, we make the most general ansatz
thereof to a given order and then fix its coefficients by applying the
algorithm outlined earlier. This leads to the following result for the
spin-3 transformation of the spin-3 field to cubic order
δ
(3)
Ξ ϕnnn = ∇nξˆnn + (ξˆϕ∇ϕ)nnn + (∇ξˆϕϕ)nnn +O(ϕ4) . (4.50)
Here ξˆnn denotes the traceless component of ξnn. The second summand
(ξˆϕ∇ϕ) above denotes terms with derivatives acting on the spin-3 fields
whereas (∇ξˆϕϕ) stands for terms with derivatives on the gauge param-
eter. Their explicit form is quite involved and can be found in Ap-
pendix D of our publication [25]. Analogously, the spin-3 transforma-
tions of the metric to cubic order can be derived
δ
(3)
Ξ gnn = 6 (2 ξˆ
rp∇rϕnnr + 4 ξˆrp gnn∇rϕr + ξˆnn∇rϕr
− 2 ξˆrp gnn∇oϕrpo − 2 ξˆnr∇nϕr − 2 ξˆnr∇rϕn
+ 2 ξˆnr∇mϕnrm − 2 ξˆrp∇nϕn)rp) + (ξˆϕϕ∇ϕ)nn +O(ϕ5) ,
where (ξˆϕϕ∇ϕ) can again be found in Appendix D of our publica-
tion [25].
The determined spin-3 transformations of the metric-like fields are
unfortunately quite lengthy. Having obtained the metric-like gauge vari-
ations to this order, we could now also fix the corresponding action. Us-
ing a computer algebra program this would be a straightforward task.
However, it is to be expected that the action would be of similar size
and we therefore did not attempt to do so. On the other hand, one
can try to determine the algebra of the gauge transformations which
we just found. As we will see in the following sections, this will lead to
expressions of more manageable size.
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4.5 gauge algebra
In this section, we will study the gauge algebra of the metric-like fields.
In general, gauge algebras are interesting as they allow one to deduce
the structure of the underlying symmetry algebra. Furthermore, it was
observed in [46] that the gauge algebra of the metric-like fields only
closes on-shell while the gauge algebra of the frame-like fields closes
off-shell. In the following section, we will explain how this seeming
discrepancy arises. This will also lead us to a procedure to calculate the
gauge algebra, which is more efficient than to evaluate the commutator
of the metric-like gauge transformations discussed in the last section.
4.5.1 On-shell Gauge Algebra
Recall from Section 4.4.1 that in the frame-like theory general local
translations, which we take to be parameterized by ΞA, induce both
spin-2 and spin-3 transformations. According to (4.17), the frame-like
fields transform as follows
δΞe
A
m = DmΞ
A , (4.51)
δΞω
A
m =
1
l2
fABC eBm Ξ
C , (4.52)
and the gauge algebra closes off-shell.
When we translate the frame-like to the metric-like theory, we have
to solve the torsion constraint (4.19) to express the spin-connection in
terms of vielbeins, ω = ω(e). This implicit dependence induces a gauge
transformation of the spin-connection that differs from the transfor-
mation (4.52) and only coincides with it on-shell, i.e. after using the
equations of motion. This can be seen as follows: the induced transfor-
mation of the spin-connection can be calculated by varying the torsion
constraint (4.19),
δΞ
(
D[me
A
n]
)
= δΞD[me
A
n] +D[mDn]Ξ
A = 0 . (4.53)
The Christoffel symbol is symmetric in n and m and therefore the
variation of the covariant derivative in the equation above is given by
the transformation of the spin-connection. We thus obtain
fABC δΞωB[m e
C
n] + f
ABC RBmn Ξ
C = 0 (4.54)
where RAmn is the generalized curvature tensor (4.15). The equation of
motion for the vielbein is
RAmn = −
1
2l2 f
ABC eBm e
C
n . (4.55)
Using this equation of motion in (4.54), we find that the induced
transformation reduces on-shell to (we assume that the vielbein is non-
degenerate)
δΞω
A
m =
1
l2
fABC eBm Ξ
C , (4.56)
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which coincides with the transformation (4.52) in the frame-like theory.
Therefore, we expect that the metric-like gauge algebra only closes on-
shell.
Let us explicitly consider the commutator of two gauge transforma-
tions of a vielbein (all metric-like fields are built out of vielbeins). Using
(4.51) we obtain
[δΞ, δΠ]eAm = Dm
(
δΞΠA − δΠΞA
)
+ (δΞDm)ΠA − (δΠDm)ΞA
= δ(δΞΠ−δΠΞ)e
A
m + f
ABC
(
δΞω
B
mΠ
C − δΠωBm ΞC
)
.
(4.57)
The first term is a local translation of the generalized vielbein and
therefore can again be interpreted as a gauge transformation in the
metric-like formulation. The second term can in general not be rewrit-
ten as a gauge transformation of the vielbein.4 On the other hand, on-
shell the last term is a generalized local Lorentz transformation of the
generalized vielbein as can be checked by using (4.56) and the Jacobi
identity
fABC
(
δΞω
B
mΠ
C − δΠωBm ΞC
)
= − 1
l2
fABC
(
fBDE eDm Ξ
E ΠC − fBDE eDmΠE ΞC
)
=
1
l2
fABD
(
fBEC ΞE ΠC
)
eDm . (4.58)
For metric-like fields, all frame indices are contracted with invariant
tensors, and therefore the local Lorentz transformations do not have
any effect. Hence we find that on-shell the gauge algebra in the metric-
like formulation is obtained by translating
[δΞ, δΠ] = δ(δΞΠ−δΠΞ) (4.59)
to metric-like quantities. This provides us with a very efficient way to
determine the gauge algebra as we will discuss in the following.
4.5.2 Spin-2 Spin-2 Commutator
We now consider the case of both transformations being diffeomor-
phisms, i.e. ΠA = eAmπm and ΞA = eAmξm. Using (4.57), we can calcu-
late the resulting transformation
δΠ
(
eAm ξ
m
)
− δΞ
(
eAm π
m
)
= Dm
(
eAn π
n
)
ξm − ξ ↔ π
= −eAn Lπξn + ξm πnD[meAn]
(4.60)
where Lπξn = πm∂mξn− ξm∂mπn is the Lie derivative. The last term in
(4.60) vanishes after imposing the torsion constraint (4.19). By (4.41),
the result of this commutator therefore induces a diffeomorphism with
vector field −Lπξn.
4 It can be shown that this term reduces to a local Lorentz rotation for the case of at
least one spin-2 gauge transformation. We will not reproduce the proof here. It can
be found in Section 4.2 of our publication [25].
4.5 gauge algebra 55
4.5.3 Spin-3 Spin-2 Commutator
We will now discuss the commutator of a spin-3 and a spin-2 transfor-
mation. The spin-3 transformation is parameterized by
ΞA = SAnm ξnm , (4.61)
where S is given in (4.49). The result for the commutator will not
depend on the precise form of S, but only on the property that it is
built from the vielbeins. In fact, we can also consider the more general
case of the commutator of a spin-(s+ 1) and a spin-2 transformation
without any additional complication. The spin-2 and the spin-(s+ 1)
transformations are parameterized by
ΠA = eAmπ
m and ΞA = SAm(s) ξm(s) . (4.62)
Here, SAm(s) is built by contracting vielbeins and it is completely sym-
metric in all space-time indices. For later purposes we consider the
following space-time tensor,
Onm(s) = κAB eAn SBm(s) . (4.63)
Because this tensor is constructed from the vielbeins, it will transform
under the spin-2 transformation by the Lie derivative along π
δΠOnm(s) = πp∇pOnm(s) + (∇mπp)Onpm(s−1) + (∇nπp)Opm(s) .
(4.64)
The left hand side of this equation can be calculated by explicitly eval-
uating the variation of the vielbein, i.e.
δΠOnm(s) = κABDn(eAp πp)SBm(s) + κAB eAn (δΠSBm(s))
= κAB πp(DpeAn )S
B
m(s) + κAB e
A
n (δΠS
B
m(s))
+ (∇nπp)Opm(s) , (4.65)
where we used the torsion constraint (4.19). Combining (4.64) with
(4.65) leads to
κAB eAn (δΠS
B
m(s)) = κAB e
A
n π
pDpS
B
m(s)+κAB e
A
n (∇mπp) SBpm(s−1) .
We therefore conclude that
δΠS
B
m(s) = π
pDpS
B
m(s) + (∇mπp) SBpm(s−1) . (4.66)
We are now in the position to determine the commutator of the spin-2
transformation Π and the spin-(s+ 1) transformation Ξ given in (4.62),
and we find
δΞΠA − δΠΞA = πpDp
(
SAm(s)ξ
m(s)
)
− ξm(s) δΠSAm(s)
= SAm(s)
(
πp∇pξµ(s) − ξpm(s−1)∇pπm
)
= SAm(s)
(
Lπξm(s)
)
. (4.67)
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Thus, the commutator is a spin-(s+ 1) transformation whose parameter
is given by the Lie derivative of the original spin-(s+ 1) parameter. In
particular, for the case of spin-3, we find
[δ
(3)
ξ , δ
(2)
π ] = δ
(3)
Lπξ . (4.68)
4.5.4 Spin-3 Spin-3 Commutator
In contrast to the commutation relation involving at least one spin-2
transformation, we were not able to derive an all-order result for the
commutator of two spin-3 transformations. The commutator is specified
by traceless parameters ξˆnm and πˆnm, and generically it will lead to
a combination of a spin-2 transformation and a spin-3 transformation,
i.e.
[δΠ, δΞ] eAm = δS(u,v) eAm , (4.69)
where
SA(u, v) = SAmvm + SAnmunm . (4.70)
In the following, we will determine the parameters unm and vm per-
turbatively in the spin-3 field. The spin-2 parameter vm was already
calculated in [46] considering zeroth order contributions and we repro-
duced this result in [25] using a different method. It is given by
vm = −18 gmn
(
ξrp∇nπrp − 13 ξ
r
r∇nπpp − ξ ↔ π
)
. (4.71)
We will use the algorithm discussed in Section 4.3 to determine the
parameter unm at linear order. To this end, we consider
δ
(3)
Π Ξ
A − δ(3)Ξ ΠA = SA(umn, vm) , (4.72)
where SA was defined in (4.70). The result (4.71) for the parameter
vn cannot be corrected by terms linear in the spin-3 field as we cannot
build a vector by contracting a spin-3 field, a covariant derivative and
the parameter umn. For the linear order of umn, we make the most
general ansatz containing all possible contractions of
ξrp , πrp and ϕpru (4.73)
with two symmetric free indices, m and n, and antisymmetric with
respect to the exchange of ξ and π. We plug this ansatz in (4.72) and
use the algorithm described in Section 4.3 to determine its coefficients.
The result for unm contains three different contributions denoted by
unm = unm1 + u
nm
2 + u
nm
3 . (4.74)
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The first summand unm1 contains all terms with a derivative acting on
the spin-3 field
unn1 = 3
(
− 10 (ξˆπˆ)nnpq∇qϕp + 2 (ξˆπˆ)pqpo(gnn∇oϕq −∇oϕnnq)
+ 6 (ξˆπˆ)nnpq∇oϕpqo − 12 (ξˆπˆ)pqorgnn∇rϕpqo
+ 3 (ξˆπˆ)nppq∇nϕq + 2 (ξˆπˆ)nppq∇qϕn
− 3 (ξˆπˆ)nppq∇oϕnqo − 5 (ξˆπˆ)npqo∇pϕnqo
+ 13 (ξˆπˆ)npqo∇qϕnpo
)
,
where we have used the following notation
(ξˆπˆ)mnrp = ξˆmnπˆrp − ξˆ ↔ πˆ . (4.75)
The hatted tensors again denote the traceless components of the param-
eters. The second summand collects all contributions with a derivative
acting on one of the parameters,
unn2 =12
(
(∇ξˆπˆ)qnnpqϕp + (∇ξˆπˆ)qpoqoϕpgnn − (∇ξˆπˆ)pqopqϕnno
− 32 (∇ξˆπˆ)pnnqoϕpqo + 12 (∇ξˆπˆ)pqoprgnnϕqor
− 12 (∇ξˆπˆ)pnqnpϕq − 12 (∇ξˆπˆ)pnqpqϕn
−(∇ξˆπˆ)pnqpoϕnqo − 17 (∇ξˆπˆ)pqonpϕnqo
)
.
Here we defined
(∇ξˆπˆ)mnrpo = πˆnr∇mξˆpo − πˆ ↔ ξˆ . (4.76)
Finally, there are contributions containing the trace of the parameters
of the gauge transformations
unn3 =4 (ξˆπ′ − πˆξ′)ro∇oϕnnr + 4 (ξˆπ′ − πˆξ′)rognn∇oϕr
+ 2 (ξˆπ′ − πˆξ′)nn∇oϕo − 4 (ξˆπ′ − πˆξ′)nr▽nϕr
− 4 (ξˆπ′ − πˆξ′)(nr▽rϕn + 4 (ξˆπ′ − πˆξ′)nr▽oϕnro
− 4 (ξˆπ′ − πˆξ′)ro▽nϕnro ,
where we denoted
(ξˆπ′ − πˆξ′)nm = ξˆmnπpp − πˆmnξpp . (4.77)
It might at first seem surprising that the commutator contains traces
of the gauge parameters, whereas in a single gauge transformation only
their traceless part contributes. However, this is due to the fact that
the notion of the trace is field-dependent (it depends on the metric),
and that the field changes under the gauge transformations.
We have therefore calculated the commutator of two spin-3 transfor-
mations at linear order in the spin-3 field. Together with the expression
derived for the commutator of a spin-2 with either a spin-2 or spin-3
transformation, which are exact results, we have determined the gauge
algebra to leading order.
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4.6 summary
This chapter started by discussing that Vasiliev equations for vanishing
zero-form can be described by a straightforward generalization of the
Chern–Simons action for three-dimensional gravity. We furthermore
saw that for λ = 3 the theory only contains spin-2 and spin-3 gauge
fields. Inspired by gravity, we then wanted to understand the underlying
geometry of this particularly simple higher-spin theory which led us to
rewrite it in terms of metric-like quantities. To this end, we developed
an efficient algorithm to translate frame-like to metric-like expressions
(perturbatively in the spin-3 fields). We chose to first determine the
gauge transformations of the metric-like fields. In order to do so, a rela-
tion between the frame-like and the metric-like fields was required, for
which we followed the results of [15]. We also required a map between
frame-like and metric-like gauge parameters. We found a particularly
natural map which is consistent to arbitrary order in the spin-3 fields.
Unfortunately, the resulting gauge transformations are quite involved
and we could not find a pattern that would allow us to organize them
in a more manageable form. We therefore chose not to determine the
corresponding action from the gauge transformations. While this would
be a straightforward task using a computer algebra program, the result
would be of similar size and therefore of limited practical use. Instead,
we considered the gauge algebra and we found exact expressions for
the commutators involving spin-2 gauge transformations. However, we
were not able to derive a closed expression for the commutator of two
spin-3 transformations and we therefore determined the resulting gauge
algebra to leading order in the spin-3 fields.
Concluding, it is fair to say that a geometrical understanding of
three-dimensional Vasiliev theory, even in this most simple incarnation,
remains elusive. While we were able to clarify a number of questions
left unanswered by [46] and developed an algorithm which efficiently
translates frame-like to metric-like quantities, our findings also show
that one requires an organizing principle or pattern underlying the
metric-like expressions in order to make practical use of them.
5
SECOND ORDER ANALYS I S
In this chapter, we will extract the second order equations of motion for
twisted and physical fields from Vasiliev equations. First we will discuss
the delicate issue of local Lorentz covariance within Vasiliev theory. We
will then study whether a field frame can be found in which all second
order twisted fields can be set to zero and extract the second order
equations of motion for physical fields in this field frame. This chapter
will close by briefly discussing the important question of physically
allowed field-redefinitions within Vasiliev theory.
5.1 generalities
Let us briefly recall how equations of motion for the physical and
twisted fields can be extracted from Vasiliev theory.
As a first step, one solves the non-dynamical Vasiliev equations (3.105c)-
(3.105e) to determine the z-dependence of the masterfields by using the
homotopy integrals (3.110). Formally, this then leads to
W = ω(y,ϕ,ψ) + zαΓ0⟨DΩAα − [W,Aα]⋆⟩ , (5.1a)
B = C(y,ϕ,ψ) + zαΓ0⟨[Aα,B]⋆⟩ , (5.1b)
Aα = zαΓ1⟨Aν ⋆Aν + B ⋆κ⟩ , (5.1c)
where we have used that upon imposing the Schwinger–Fock gauge
(3.113) the homogeneous part of the form ∂zαϵ(y, z,ϕ,ψ) in Aα will not
be present.
One then inserts these expressions in the dynamical Vasiliev equa-
tions (3.105a)-(3.105b). At order n in perturbation theory one obtains
DΩC
(n) = −DΩ (zαΓ0⟨[Aα,B]⋆⟩)
⏐⏐⏐(n) + [W,B]⋆⏐⏐⏐(n) , (5.2a)
DΩω
(n) = −DΩ (zαΓ0⟨DΩAα − [W,Aα]⋆⟩)
⏐⏐⏐(n) +W ∧ ⋆W ⏐⏐⏐(n) ,
(5.2b)
where the right hand side of the equations involves z-dependent terms
and |(n) denotes the contribution of the n-th order in perturbation the-
ory. Since the left hand sides of the equations above are z-independent,
their right hand sides have to have the same property. Therefore, we can
evaluate the right hand sides of the equations above by first performing
all the star products and then setting z = 0 as all z-dependence has to
cancel out.
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The resulting expressions are the equations of motion for the fields
C(n) and ω(n). By decomposing them further in physical and twisted
fields
C(n) = Cˆ(n)ψ+ C˜(n) , (5.3)
ω(n) = ωˆ(n) + ω˜(n)ψ , (5.4)
one then obtains their equations of motion at n-th in perturbation
theory.
Following this recipe, we obtained the linear equations of motion
in Chapter 3. In this chapter, we will now extract the second order
equations.
5.2 manifest lorentz covariance
As we will discuss now, the Vasiliev equations (3.105) will not lead to
manifestly local Lorentz covariant equations of motion for the physical
and twisted fields.
At second order, the one-form equations of motion obtained from
Vasiliev theory are of the form
∇ω(2) = ω¯αβ ∧ ω¯αβ Tαα(Cˆ(1), Cˆ(1)) + . . . , (5.5)
where we only made contributions explicit involving the background
spin-connection. We derive this fact and the explicit form of Tαα in Ap-
pendix B.4. The term on the right hand side obviously contains "naked"
background spin-connections, i.e. spin-connections which are not con-
tained within Lorentz covariant derivatives. Therefore, the equations
of motion derived from Vasiliev equations at second order are indeed
not manifestly local Lorentz covariant.
As was first shown1 in [2], one can ensure that no such "naked" back-
ground spin-connections appear by performing following field redefini-
tion
ω¯αα Lyαα → ω¯αα(Lyαα + Lzαα −Lsαα) = ω¯ααLˆαα . (5.6)
Here we have used the following definitions
Lyαβ = −
i
4{yα, yβ}⋆ , L
z
αβ =
i
4{zα, zβ}⋆ , L
s
αβ =
i
4{Sα,Sβ}⋆ ,
from which one can construct
L0αβ = L
y
αβ + L
z
αβ , (5.7)
Lˆαβ = L
0
αβ −Lsαβ . (5.8)
The vacuum masterfields are given in terms of the redefined spin con-
nection by
Ω =
1
2 ω¯
αβLˆαβ +
1
2 e¯
αβPαβ , S(0)α = zα , B(0) = 0 . (5.9)
1 We also refer to [3, 28, 53, 54] for related discussions of the four-dimensional case.
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To see the effect of this field redefinition, we consider modified Vasiliev
equations obtained by shifting every field by its respective vacuum value
(5.9) (similar to (3.105) but now in terms of the redefined background
spin connection). Following the same steps used before to derive (3.105)
from (3.94), we obtain
DyzW =W ∧ ⋆W − 12EααLsαα + χ , (5.10a)
DyzB = [W,B]⋆ , (5.10b)
∂zαW = [Aα, e¯+W ]⋆ + χα , (5.10c)
∂zαB = [Aα,B]⋆ , (5.10d)
∂zαAα = Aα ⋆Aα + B ⋆κ , (5.10e)
where χα obeys zαχα = 0. As a result, χα will not contribute when
we solve (5.10c) using the homotopy integral (3.110b) and we have
therefore not given its explicit form. Similarly, χ vanishes for z = 0
and thus its explicit form is also of no importance because we will
evaluate the dynamical equations at z = 0. Furthermore, the covariant
derivative Dyz is given by
Dyz• := d • −12 ω¯
αα[L0αα, •]⋆ −
1
2 e¯
αα[Pαα, •]⋆ . (5.11)
To show that the equations (5.10) indeed do not lead to any "naked"
background spin-connections, we formally solve for the z-dependence
of the masterfields using the last three equations in (5.10). By using
the homotopy integrals (3.110), one formally obtains
W = ω(y,ϕ,ψ)− zνΓ0⟨[e¯,Aν ]⋆ + [W,Aν ]⋆⟩ , (5.12a)
B = C(y,ϕ,ψ) + zαΓ0⟨[Aα,B]⋆⟩ , (5.12b)
Aα = zαΓ1⟨Aν ⋆Aν + B ⋆κ⟩ . (5.12c)
We observe that (5.12) (and in particular (5.12a) in stark contrast to
(5.1a)) does not contain the background spin-connection ω¯ on its right
hand sides. Therefore, no background spin-connection will enter the
dynamical equations through the z-dependence of the masterfields.
The next step is to insert (5.12) in the first two redefined Vasiliev
equations (5.10) and evaluate them at vanishing z
DyzW
⏐⏐⏐
z=0
=W ∧ ⋆W
⏐⏐⏐
z=0
− 12EααLsαα
⏐⏐⏐
z=0
(5.13a)
DyzB
⏐⏐⏐
z=0
= [W,B]⋆
⏐⏐⏐
z=0
. (5.13b)
The only dependence in these equations on the background spin connec-
tion is through the covariant derivative Dyz. Up to terms proportional
to the background vielbein, this covariant derivative leads to(
dW − 12 ω¯
αα[L0αα,W ]⋆
)
z=0
= ∇ω(y) , (5.14)
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and analogously for B. Here the Lorentz covariant derivative is defined
as before, i.e. ∇ = d− ω¯ααyα∂yα. This can be seen by observing2
[L0αα, •]⋆
⏐⏐⏐
z=0
= (yα∂
y
α + zα∂
z
α) •
⏐⏐⏐
z=0
= yα∂
y
α •
⏐⏐⏐
z=0
. (5.15)
We have thus shown that for equations of motion obtained from the re-
defined Vasiliev equations (5.10) the background spin-connection only
appears as part of the Lorentz covariant derivative ∇. This implies
that the resulting physical and twisted equations of motion are mani-
festly local Lorentz covariant with respect to the background fields to
arbitrary order in perturbation theory.
One can also ensure manifest local Lorentz covariance with respect
to the full spin-connection ωαα by performing an analogous field redef-
inition
ωαβLyαα → ωααLˆαα . (5.16)
But we will not do so in the following as we will be mostly interested
in terms for which only background spin-connections appear.3 We refer
to our publication [26] for more details on this last point.
5.3 linear order
The linear equations for the physical and twisted fields extracted from
the redefined Vasiliev equations (5.10) agree with the ones extracted
from the original set of equations (3.105).
To see this, we determine the z-dependence of W (1) using (5.10c)
W (1) = ω(1)(y)− zαΓ0⟨[e¯,A(1)α ]⋆⟩ . (5.17)
Therefore, the masterfield W (1) after the redefinition can be obtained
from the previous one (3.112c) by dropping all terms proportional to
the background spin-connection.4 Evaluation of the star products will
lead to
W (1) = ωˆ(1)(y) + ω˜(1)(y)ψ+M2ψ+ M˜2 , (5.18)
where we have used the result (3.115a) but dropped all terms propor-
tional to the background spin-connection. We then insert this result for
2 This needs to be contrasted with
[Lyαα, •]⋆
⏐⏐
z=0 = (yα + ∂
z
α)∂
y
α •
⏐⏐
z=0 ,
which appeared through DΩ in the Vasiliev equations (3.105) before the redefinition.
3 We will extract second order corrections to the free equations bilinear in the scalar
fields. Therefore only the background spin-connection may appear in such correction
terms.
4 The expression (3.112c) can be rewritten as
W(1) = ω(1)(y)− zαΓ0⟨[ω¯ + e¯,A(1)α ]⋆⟩ ,
because of zαdA(1)α = 0 in Schwinger–Fock gauge.
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W (1) in the corresponding dynamical Vasiliev equation (5.10a). In this
step, it is crucial that at linear order5
Lsαα|z=0 = 0 . (5.19)
Using these results, one can then easily check that the linear equations
of motion for the physical and twisted one-form are unchanged by the
redefinition of the background spin-connection and are therefore given
by (3.118).
For the second order analysis, we will choose vanishing solutions for
the twisted zero and one-form
C˜(1) = 0 , ω˜(1) = 0 . (5.20)
This can only be done after having performed the field redefinition
W (1) →W (1)+M1ψ of (3.123) to cancel the source term to the twisted
one-form. We therefore have
W (1) = ωˆ(1)(y) +M2ψ+M1ψ =: ωˆ(1)(y) +Mψ , (5.21)
where we have used that M˜2 vanishes for C˜(1) ≡ 0. The explicit ex-
pressions for M1 and M2 are given in (3.123) and (3.116a) and imply
that
M =
ϕ
2 e¯
αα
∫ 1
0
dt (t− 1)
×
{
eityz zα
(
yα(1− t)− i(1+ t)t−1∂zα
)
Cˆ(1)(−zt)
+ 12 (t+ 1)
(
g0 yαyα + 2iyαt−1∂yα − g0 t−2∂yα∂yα
)
Cˆ(1)(ty)
}
.
This solution obviously contains the free parameter g0 which will there-
fore enter the second order equations discussed in the following.
5.4 second order
We start by considering the masterfields (5.12) at the second order. In
Schwinger–Fock gauge (3.113) they are given by
W (2) = ω(2)(y,ϕ,ψ)− zνΓ0⟨[e¯,A(2)ν ]⋆ + [W (1),A(1)ν ]⋆⟩ , (5.22a)
B(2) = C(2)(y,ϕ,ψ) + zαΓ0⟨[A(1)α ,B(1)]⋆⟩ , (5.22b)
A(2)α = zαΓ1⟨A(1)ν ⋆A(1)ν + B(2) ⋆κ⟩ . (5.22c)
5 This can be seen by observing that to linear order
Sα ⋆ Sα = (zα + 2iAα) ⋆ (zα + 2iAα) ≈ zα ⋆ zα + {zα, 2iA(1)α }⋆ ,
which vanishes for zα = 0 because A(1)α is proportional to zα and
{zα, f(z, y)}⋆ = 2(zα + i∂yα)f(z, y) .
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One can then obtain the second order physical and twisted equations of
motion by inserting (5.22) in the dynamical equations of (5.10) which
leads to
DyzW (2)|z=0 = (W (1) ∧ ⋆W (1) − iEααA(1)α ⋆A(1)α )|z=0 , (5.23a)
DyzB(2)|z=0 = [W (1),B(1)]⋆|z=0 . (5.23b)
To ease notation, all equations are implicitly understood to be evaluated
at z = 0 in the following. Using the fact that we have set the first order
twisted fields to zero, the above equations become after some algebra
Dyz
(
Cˆ(2)ψ+ C˜(2)
)
=−Dyz
(
zαΓ0⟨[A(1)α , Cˆ(1)ψ]⋆⟩
)
+ [ωˆ(1) +Mψ, Cˆ(1)ψ]⋆ , (5.24)
Dyz
(
ωˆ(2) + ω˜(2)ψ
)
=Dyz
(
zνΓ0⟨[e¯,A(2)ν ]⋆⟩
)
+Dyz
(
zνΓ0⟨[ωˆ(1) +Mψ,A(1)ν ]⋆⟩
)
+ (ωˆ(1) +Mψ) ∧ ⋆(ωˆ(1) +Mψ)
− iEααA(1)α ⋆A(1)α . (5.25)
Decomposing these equations in their physical and twisted components,
we arrive at the following equations of motion:
(D˜Cˆ(2))ψ = V(ωˆ, Cˆ) , (5.26a)
DC˜(2) = V˜(Ω, Cˆ, Cˆ) , (5.26b)
(D˜ω˜(2))ψ = V˜(Ω,Ω, Cˆ(2)) + V˜(Ω, ωˆ, Cˆ) , (5.26c)
Dωˆ(2) = V(ωˆ, ωˆ) + V(Ω,Ω, Cˆ, Cˆ) , (5.26d)
with the source terms for the physical fields given by6
V(Ω,Ω, Cˆ, Cˆ) = (Mψ) ∧ ⋆(Mψ)− iEααA(1)α ⋆A(1)α
+Dyz
(
zνΓ0⟨[Mψ,A(1)ν ]⋆⟩
)
+Dyz
(
zαΓ0⟨[e¯, zαΓ1⟨A(1)ν ⋆A(1)ν⟩]⋆⟩
)
+Dyz
(
zαΓ0⟨[e¯, zαΓ1⟨B(2) ⋆κ⟩]⋆⟩
)
, (5.27a)
V(ωˆ, ωˆ) = ωˆ(1) ∧ ⋆ ωˆ(1) , (5.27b)
V(ωˆ, Cˆ) = [ωˆ(1), Cˆ(1)ψ]⋆ , (5.27c)
6 The field Cˆ(2) does not contribute to the last term in V(Ω,Ω, Cˆ, Cˆ) by ψ-counting.
It can also be shown that C˜(2) will not contribute to this term. Similarly, only Cˆ(2)
contributes to V˜(Ω,Ω, Cˆ(2)).
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and the source terms in the twisted sector read7
V˜(Ω, Cˆ, Cˆ) = −Dyz
(
zνΓ0⟨[A(1)ν , Cˆ(1)ψ]⋆⟩
)
+ [Mψ, Cˆ(1)ψ]⋆ , (5.28a)
V˜(Ω,Ω, Cˆ(2)) = Dyz
(
zνΓ0⟨[e¯,A(2)ν ]⋆⟩
)
, (5.28b)
V˜(Ω, ωˆ, Cˆ) = {ωˆ(1),Mψ}⋆
+Dyz
(
zνΓ0⟨[ωˆ(1),A(1)ν ]⋆⟩
)
. (5.28c)
Obtaining an explicitly zα-independent form of these source terms is
a task of considerable technical difficulty and we will outline the main
techniques we used in Section 5.4.2. The final form of the various source
terms is given in Appendix B.1.
5.4.1 Conservation Checks
Nilpotency of the twisted adjoint and adjoint covariant derivative pro-
vides us with an important consistency check for our results: the source
terms need to obey certain conservation identities. For example, for
(5.26d), the relation D2 = 0 implies
D
(
V(Ω,Ω, Cˆ, Cˆ)
)
+Dωˆ(1) ∧ ⋆ωˆ(1) − ωˆ(1) ∧ ⋆Dωˆ(1) = 0 . (5.29)
Using the first order equation of motion Dωˆ(1) = 0, this implies the
following conservation law
D
(
V(Ω,Ω, Cˆ, Cˆ)
)
= 0 . (5.30)
Similar conservation laws can be derived for the other source terms.
We carefully checked that our results are conserved. Especially for the
source term V(Ω,Ω, Cˆ, Cˆ), this is a task of considerable technical dif-
ficulty which required the help of a computer algebra program.
5.4.2 Explicit Evaluation of Source Terms
In order to evaluate the source terms discussed in the last section, we
have developed efficient methods which we will now illustrate for the
example of
(M2ψ) ∧ ⋆(M1ψ)|z=0 , (5.31)
which is part of the source term V(Ω,Ω, Cˆ, Cˆ) given by (5.27a) and
M1 and M2 were defined in (3.123) and (3.116a) respectively. This
term obviously contains two physical zero-forms Cˆ(1) and it turns out
to be efficient to consider their Fourier transformations for which we
7 From (5.28), it is not entirely obvious that the source terms are ψ-independent.
However, it can be checked by an explicit calculation that this is indeed the case.
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summarize the relevant conventions in Appendix A.4.3. In particular,
we adopt the convention that the wave vector of the first Cˆ(1) field is
denoted by ξα and that of the second field (for the above example the
zero-form in M1) by ηα. This is important as each summand in the
source term (5.27a) will lead to an expression of the form∫
d2ξd2η f(y, ξ, η) Cˆ(1)(ξ,ϕ|x)ψ Cˆ(1)(η,ϕ|x)ψ
=
∫
d2ξd2η f(y, ξ, η) Cˆ(1)(ξ,ϕ|x) Cˆ(1)(η,−ϕ|x) ,
(5.32)
where we have used that ψ and ϕ anticommute (see (3.79)). This con-
vention therefore amounts to associating a wave vector ηα with the
zero-form that comes with a negative sign for ϕ. We now use the ex-
plicit form of M2 and M1 given in (3.123) and (3.116a) respectively.
The free parameter in M1 is set to g0 = 1 for the sake of brevity. Using
the integral representation of the star product (3.90), we then evaluate
the source term (5.31) and obtain
− 132π2 e¯
αα ∧ e¯ββ
{∫
dt dq d2ξ d2η d2ud2v (1− t)(q2 − 1)
×eiq(y+v)η−ity(ξ−u)+ivu uα [(y+ u)α(1− t)− (1+ t)ξα]
×(y+ v− η)β(y+ v− η)β
}
Cˆ(1)(ξ,ϕ|x) Cˆ(1)(η,−ϕ|x) .
After shifting uα → uα − qηα and vα → vα − t(y + ξ)α, the above
expression becomes
− 132π2 e¯
αα ∧ e¯ββ
{∫
dt dq d2ξ d2η d2ud2v eivuR2 (1− t)(q2 − 1)
× (u− qη)α[(yα + uα − qηα)(1− t)− (1+ t)ξα]
× (yβ + vβ − t(y+ ξ)β − ηβ)(yβ + vβ − t(y+ ξ)β − ηβ)
}
× Cˆ(1)(ξ,ϕ|x) Cˆ(1)(η,−ϕ|x) ,
where we have defined R2 := exp[i q(y− t(ξ + y))η]. We can now eval-
uate the integrals over u and v by using the following identities:
1
(2π)2
∫
d2ud2v eivu = 1 , (5.33a)
1
(2π)2
∫
d2ud2v eivu uαvβ = iϵαβ , (5.33b)
whereas these types of integral vanish if the number uα-oscillators is
different from the number of vα-oscillators. Using these identities, we
arrive at our final result for (5.31) which reads∫
dt dq d2ξ d2η (q2 − 1)R2
×
{−i
4 E
αα
(
T 2αT
1
α + q(1− t)2ηαT 1α
)
+
1
8 e¯
αα ∧ e¯ββ
(
q ηαT
2
αT
1
βT
1
β
)}
Cˆ(1)(ξ,ϕ|x) Cˆ(1)(η,−ϕ|x) ,
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where the two-form Eαα was defined in (3.119) and T 1 and T 2 are given
by
T 1α := (1− t)yα − tξα − ηα ,
T 2α := (1− t2)ξα − (1− t)2(y− qη)α .
In principle, one could try to further simplify this result by using the
identity
e¯αα ∧ e¯ββ = 14ϵ
αβEαβ , (5.34)
but evaluating the resulting expression is quite cumbersome and is
therefore most conveniently performed by using a computer algebra
program.
5.5 twisted sector results
In this section, we will discuss the equations of motion (5.26) for the
twisted fields. We will start by analyzing the equations of motion for
the zero-form C˜(2) before turning our attention towards the twisted one-
form ω˜(2). We will try to find a field frame which allows for vanishing
solutions of the second order twisted fields - similar to our discussion
of the linear order in Section 3.2.3.
5.5.1 Twisted Zero-Form
The equations of motion for the twisted zero-form were given in (5.26)
and read
DC˜(2) = V˜(Ω, Cˆ, Cˆ) . (5.35)
Because the adjoint covariant derivative D commutes with the yα-
number operator yν∂yν , it is useful to use the following decomposition
of Cˆ
Cˆ(2) =
∞∑
n=0
Cˆ
(2)
2n with NCˆ
(2)
2n = 2n Cˆ
(2)
2n , (5.36)
as one can analyze (5.35) for each Cˆ(2)2n separately. We want to check
whether there exists a field redefinition which removes the source term
on the right-hand side of (5.35).
This question is of particular interest as the yα-independent part of
C˜ at zeroth order8 specifies the λ-parameter of the hs(λ) higher-spin
theory as discussed in Section 3.2.2. If the y-independent component of
the source term V˜(Ω, Cˆ, Cˆ) cannot be removed by a field redefinition,
8 The interpretation of the yα-independent component of C˜ at second and higher
orders is less clear.
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then the identity component of C˜ is necessarily deformed at second-
order in perturbation theory.
We will now first show that the yα-independent part of the source
term can indeed be removed by a field redefinition. This proof then
straightforwardly extends to y-dependent components of the source
term.
The source term extracted from our second order analysis is of the
form
V˜(Ω, Cˆ, Cˆ) = e¯αα
∫
d2ξd2η Kαα(ξ, η, y) Cˆ(1)(ξ,ϕ) Cˆ(1)(η,−ϕ) ,
where the kernel Kαα is given by
ϕ
∫ 1
0
dt
{1
2 e
i(y(1−t)−tη)ξ ξα
(
(1− t2) (ξα − ηα) + (1− t)2 yα
)
−12 e
i(y(1−t)−tξ)η ηα
(
(1− t2) (ηα + ξα)− (1− t)2 yα
)
+
1
4 (t
2 − 1) ei(y−η)(y+tξ)
× (g0 (y− η)α(y− η)α − 2(y− η)αξα + g0 ξαξα)
+
1
4 (t
2 − 1) ei(y+ξ)(tη−y)
× (g0 (y+ ξ)α(y+ ξ)α − 2 (y− ξ)αηα + g0 ηαηα)
}
.
In order to check whether there is some field redefinition which removes
the y-independent part of this source term, we consider V˜(Ω, Cˆ, Cˆ)|y=0.
Performing the t-integration in the corresponding kernel Kαα(ξ, η, y =
0) leads to
Kαα(ξ, η, y = 0) = f(ηξ) ( (1+ g0) ηαηα − (1− g0) ξαξα) , (5.37)
where we have defined f(x) = 4(x cos(x)− x−3 sin(x)). We now want
to cancel this contribution using a field redefinition
C˜(2) → C˜(2) + δC˜(2)(Cˆ(1), Cˆ(1)) , (5.38)
which will induce a contribution to the source term of the form
δV˜(Ω, Cˆ, Cˆ) = −D
(
δC˜(2)
)
. (5.39)
As explained in Appendix A.4.3, the Fourier representation of the ad-
joint covariant derivative D is given by e¯ααOαα with
Oαα :=
iϕ
2
[
(ηαηα − ∂ηα∂ηα)−
(
ξαξα − ∂ξα∂ξα
)
+ 2iyα∂yα
]
. (5.40)
As expected, Oαα does not mix different powers of the yα-oscillators.
Therefore a field redefinition can change the y-independent part of the
kernel Kαα of V˜(Ω, Cˆ, Cˆ) only by
δKαα(ξ, η, y = 0) = −OααF (ηξ) = iϕ2 (ξαξα−ηαηα) (F (ηξ) + F ′′(ηξ)) ,
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where F (x) is an arbitrary function. By comparison with (5.37), we
therefore deduce that V˜(Ω, Cˆ, Cˆ) can only be canceled if
g0 = 0 (5.41)
and one can easily derive a solution for F (ηξ). Therefore, we can consis-
tently set the yα-independent component of C˜(2) to zero only for this
choice of g0. This procedure can be straightforwardly generalized to
higher orders in y. One makes the most general ansatz for the function
F which is now of the form We also checked
in [26] that this
statement gen-
eralizes to the
supersymmetric
case. For this
theory there is
an additional
free parameter
d0 in the source
term and for only
for d0 = 0 the
source term can be
canceled.
F (ξη, ξy, ηy) , (5.42)
but only contains up to a certain number of yα-oscillators. Using δKαα =
−OααF , one then adjusts the free coefficients of the ansatz (5.42) such
that the kernel Kαα is canceled by the redefinition (up to the given
order in y). Using a computer algebra program, this can be easily done
and we found no obstructions in removing the source term V˜(Ω, Cˆ, Cˆ)
for the choice (5.41) - at least to the orders that were within numerical
reach. In fact, we were able to prove in our publication [26] that the
source term can be canceled to all orders in yα-oscillators using a more
involved formalism.
5.5.2 Twisted One-Form
Following a similar strategy as in the last section, we will now construct
a redefinition which removes the source terms in the equation of motion
(5.26c) for the twisted one-form ω˜(2) which we recall for convenience
(D˜ω˜(2))ψ = V˜(Ω, ωˆ, Cˆ) + V˜(Ω,Ω, Cˆ(2)) . (5.43)
The source term V˜(Ω,Ω, Cˆ(2)) is given by
V˜(Ω,Ω, Cˆ(2)) = 18Eαα(yα+ i∂uα)(yα+ i∂uα)Cˆ(2)(u,ϕ)ψ|u=0 , (5.44)
and is therefore of the same form as the corresponding source term at
linear order in (3.118b). Hence, we can remove it by performing a field
redefinition ω˜(2) → ω˜(2) +M (2)1 ψ with
M
(2)
1 =
ϕ
4 e¯
αα
∫ 1
0
dt (t2 − 1)
× (g1 yαyα + 2iyαt−1∂yα − g1 t−2∂yα∂yα)Cˆ(2)(ty) ,
where g1 is a free parameter. This can be shown as for the linear
case (3.123), but now this field redefinition, apart from removing the
source term V˜(Ω,Ω, Cˆ(2)), also leads to an additional contribution to
V˜(Ω, ωˆ, Cˆ) due to the fact that the equation of motion for Cˆ(2) is given
by (D˜Cˆ(2))ψ = [ωˆ(1), Cˆ(1)ψ]⋆ as opposed to the linear case D˜Cˆ(1) = 0.
Therefore, after performing this field redefinition, we obtain
(D˜ω˜(2))ψ = V˜ ′(Ω, ωˆ, Cˆ) , (5.45)
70 second order analysis
with a modified source term V˜ ′(Ω, ωˆ, Cˆ) which now depends on the
parameter g1 (and also g0 of the redefinition (3.123) at linear order).
This source term takes the following form in Fourier space
V˜ ′(Ω, ωˆ, Cˆ) = e¯αα
∫
d2ξ d2η
{
Lαα(ξ, η, y) Cˆ(1)(ξ,ϕ) ωˆ(1)(η,−ϕ)
+L¯αα(ξ, η, y) ωˆ(1)(ξ,ϕ) Cˆ(1)(η,ϕ)
}
,
(5.46)
The explicit expressions for the kernels Lαα and L¯αα are a bit lengthy
and can be found in Appendix B.1.2.
We will now cancel this source term by a field redefinition
ω˜(2) → ω˜(2) + δω˜(2)(ωˆ(1), Cˆ(1)) (5.47)
which induces a change in the source term by
δV˜ ′(Ω, ωˆ, Cˆ) = −D˜
(
δω˜(2)
)
. (5.48)
In Fourier space, the redefinition is given by
δω˜(2) =
∫
d2ξ d2η
{
F (ξ, η, y) Cˆ(1)(ξ,ϕ) ωˆ(1)(η,−ϕ)
+F¯ (ξ, η, y) ωˆ(1)(ξ,ϕ) Cˆ(1)(η,ϕ)
}
(5.49)
As is shown in Appendix A.4.3, the Fourier space representation of the
twisted adjoint derivatives then leads to contributions
δLaa = −IααF (y, ξ, η) , (5.50)
δL¯aa = −I¯ααF¯ (y, ξ, η) , (5.51)
in (5.46). The operator Iαα by defined as
Iαα :=
iϕ
2
[
(yαyα − ∂yα∂yα)−
(
ξαξα − ∂ξα∂ξα
)
+ 2i ηα∂ηα
]
. (5.52)
It therefore preserves the degree in ηα-oscillators. Similarly, the con-
tribution to L¯αα preserves the number of ξα-oscillators. Such a field
redefinition can therefore only induce the following contribution to the
η-independent component of the Lαα kernel
δLαα(ξ, y, η = 0) = −IααF (ξy) = iϕ2 (ξαξα − yαyα) (F (ξy) + F ′′(ξy)) .
This can be compared with the kernel Lαα of the source term (5.46)
which evaluated for vanishing ηα-oscillators gives
Lαα(ξ, y, η = 0) =
1
2 (g0 − g1)(yαyα + ξαξα) f(ξy) , (5.53)
where we defined f(x) = 2 (x cos(x)− sin(x)) /x3. As a result, the
field redefinition cannot cancel this term and the only way out is to
choose g1 = g0 which together with (5.41) implies
g1 = g0 = 0 . (5.54)
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Using a completely analogous argument, one can check that the same In [26] it was fur-
thermore checked
that for the super-
symmetric case the
source term can
only be canceled if
one chooses g1 =
g0 = d1 = d0 = 0
where d0 and d1
are additional
free parameters
appearing in the
supersymmetric
version of M1 and
M
(2)
1 respectively.
condition is obtained by considering the ξ-independent part of L¯αα. It
is also clear from our discussion that this argument can be straightfor-
wardly extended to higher orders in ηα and ξα for unbarred and barred
kernels respectively. For these higher orders, the source term will no
longer vanish and can only be canceled if the condition (5.54) holds. In
our publication [26], we also gave an all-order proof for this statement
using more elaborate techniques.
5.5.3 Summary of Twisted Sector
As we discussed in Section 3.2.3, at linear order it is possible to remove
the source term of the twisted one-form but the necessary field redefi-
nition M1 contains a free parameter g0. After this field redefinition, all
twisted fields can be set to zero consistently.
Similarly, the source terms for the second order twisted fields can
be removed by an appropriate field redefinitions. However, this is only
possible for one particular choice of the parameter g0, i.e.
g0 = g1 = 0 , (5.55)
where g1 is a similar parameter arising at second order.
After removing the source terms by field redefinitions, one obtains
the following second order equations of motion for the twisted fields
(D˜ω˜(2))ψ = 0 , DC˜(2) = 0 , (5.56)
and therefore one can consistently choose vanishing solutions for the
second order twisted fields
ω˜(2) = 0 , C˜(2) = 0 . (5.57)
It seems then natural to conjecture that there exists a field frame in
which one can choose vanishing solutions for the twisted fields to arbi-
trary order in perturbation theory and hence a truncation of the theory
to physical fields only.
5.6 physical sector results
In this section, we will analyze the physical equations of motion to
second order. We will determine them in the field frame of vanishing
twisted fields and solve the (generalized) torsion constraint in order to
make contact with the Fronsdal equation.
We will mainly consider the one-form sector because the second order
equations of motion for the zero-form (5.26a) are rather trivial: these
equations are just the straightforward generalizations of the free equa-
tions of motion DΩ(Cˆ(1)ψ) = dCˆ(1)ψ − [Ω, Cˆ(1)ψ]⋆ = 0 to the next
order
dCˆψ− [Ω+ ωˆ, Cˆψ]⋆ = 0 → (D˜Cˆ(2))ψ = [ωˆ(1), Cˆ(1)ψ]⋆ . (5.58)
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On the other hand, the second order equation of motion (5.26d) of theIn [38, 55]
the Gaberdiel–
Gopakumar
conjecture was
successfully tested
by comparing
three-point func-
tions involving two
scalar fields and
one higher-spin
gauge field to the
dual CFT 3-pt
functions. These
tests are however
only performed
using the second
order equations
of motion for the
physical zero-form.
physical one-form ωˆ(2) is given by
Dωˆ(2) = ωˆ(1) ∧ ⋆ ωˆ(1) + V(Ω,Ω, Cˆ, Cˆ) . (5.59)
The first term is expected from the Chern–Simons theory which de-
scribes the dynamics in the case of vanishing zero-form (and twisted
one-form). The second term
J := V(Ω,Ω, Cˆ, Cˆ) (5.60)
has no such interpretation. Due to the presence of this term, the gauge
transformations of the higher-spin fields are deformed with respect to
the ones of Chern–Simons theory. We will study this source term in
detail in the following.
Note that the first term ωˆ(1) ∧ ⋆ωˆ(1) leads to self-interactions of the
higher-spin fields while the second term J contains the backreaction of
the scalar fields to the higher-spin gauge fields. We will drop the first
term in the following as we will study the backreaction of the scalar
fields.
5.6.1 Generalities
The source term J of (5.60) is given in Fourier space by
J = Eαα
∫
d2ξd2η Kαα(y, ξ, η) Cˆ(1)(ξ,ϕ)Cˆ(1)(η,−ϕ) , (5.61)
with the kernel
Kαα = yαyα f1(ξη, yξ, yη) + yαξα f2(ξη, yξ, yη)
+ yαηα f3(ξη, yξ, yη) + ξαξα f4(ξη, yξ, yη)
+ ηαηα f5(ξη, yξ, yη) + ξαηα f6(ξη, yξ, yη) . (5.62)
The precise form of f1...6 is given in Appendix B.1.1. Let us illustrate
the interpretation of the various terms in (5.62) by considering a term
in the kernel of the form
Kαα = ξα(N)ηα(M)yα(2−N−M) (yξ)
n(yη)m(ηξ)l + . . . , (5.63)
where N +M ≤ 2. By expanding the corresponding source term in
the yα-oscillators, i.e. J =
∑∞
k=0
1
k!Jα(k)y
α(k), one obtains the following
tensor structure from this term
Jα(2+n+m−N−M) ∼ fn,m,lN ,M Eβ(N+M)α(2−N−M)
× Cˆβ(N)α(n)ν(l)(ϕ) Cˆν(l)β(M)α(m)(−ϕ)
+ . . . .
The constant fn,m,lN ,M is given by
fn,m,lN ,M = (−1)N+M (−i)N+M+n+m+2l(m+ n−N −M + 2)! . (5.64)
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Using (3.68), one can then rewrite Jα(k) in terms of derivatives of the
physical scalar field Φ.
We can obviously decompose Jα(k) as follows
Jα(k) = E
ββ Aα(k)ββ +Eαβ Bα(k−1)β +Eαα Cα(k−2) , (5.65)
where A,B,C are zero-forms which are completely symmetric in all their
spinorial indices. This observation will be important in Section 5.6.4.
5.6.2 Independently Conserved Subsectors
The adjoint covariant derivative D commutes with the yα-number op-
erator yν∂yν and therefore each spin-component Jα(k) in the current J
of (5.60) is conserved independently. However, as we will explain in the
following, each spin-component splits even further into various indepen-
dently conserved subsectors. To see this, it is again useful to consider
the Fourier transformation of J . Let us define
ζ±α = (ξ ± η)α . (5.66)
In (5.62) the corresponding kernel Kαα was parametrized by six func-
tions f1...6. We will now consider a different parameterization. Using
the ζ±α , we can define the following contractions
Z1 =
1
2yζ
+ , Z2 =
1
2yζ
− , Z3 = ξη , (5.67)
and we can then decompose the kernel Kαα as follows
Kαα =
∞∑
n,m=0
1
(n− 1)!(m− 1)! K
(n,m)
αα Z
n−1
1 Z
m−1
2 (5.68)
where we defined
K(n,m)αα = yαyα k
(n,m)
1 (Z3) + yαζ
+
α Z2 k
(n,m)
2 (Z3)
+ yαζ
−
α Z1 k
(n,m)
3 (Z3) + ζ
+
α ζ
+
α Z
2
2 k
(n,m)
4 (Z3)
+ ζ−α ζ
−
α Z
2
1 k
(n,m)
5 (Z3) + ζ
+
α ζ
−
α Z1Z2 k
(n,m)
6 (Z3) . (5.69)
In the expression above, any negative power of Zi is understood to be
set to zero. This decomposition has the following nice property: each
kernel K(n,m)αα is independently conserved with respect to the adjoint
covariant derivative D as was first shown in [56]. By counting powers
in y, one observes that the spin of the kernel K(n,m)αα is given by 2s =
m+n+ 2 and therefore this decomposition splits each spin-component
further in independently conserved pieces. For bosonic fields the kernel
Kαα is invariant under η → −η. This symmetry exchanges Z1 with Z2
and therefore the sectors (n,m) and (m,n) are not independent for the
bosonic truncation of the theory.
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5.6.3 Solving the Torsion Constraint
In this section, we will discuss how the (generalized) torsion constraint
can be solved in order to make contact with the Fronsdal equation in
analogy to our discussion in Chapter 4.
To this end, we can decompose the covariant derivative as
D = ∇+ ϕQ (5.70)
with Q = −e¯ααyα∂yα. The source term J of (5.60) can be split into
J = J0+ϕJ1 with respect to ϕ and the second-order physical one-form
decomposes as ωˆ(2) = ω(2) + ϕe(2). We can then rewrite the equation
Dωˆ(2) = J as
T ′(2) := ∇e(2) +Qω(2) = J1 , (5.71a)
R′(2) := ∇ω(2) +Qe(2) = J0 , (5.71b)
where we have dropped the term ωˆ(1) ∧ ⋆ωˆ(1) on the right-hand side
of (5.59) as discussed earlier. The explicit result for J1 shows that the
torsion T ′(2) is non-vanishing.
We then solve the torsion constraint by first defining
ω(2) = ω(2)(e) +Q#J1 , (5.72)
where Q# obeys QQ#J = J for all Q-exact J .9 The expression Q#J1
is the contorsion one-form and ω(2)(e) is the solution for ω(2) in terms
of vielbein e at vanishing torsion. Inserting this in (5.71) gives
T (2) := ∇e(2) +Qω(2)(e) = 0 , (5.73a)
R(2) := ∇ω(2)(e) +Qe(2) = j , (5.73b)
where j is given by
j = J0 −∇Q#J1 . (5.74)
It is important to note that the operator Q# is well-defined and in the
basis (5.65) reads10
(Q#J)α(k) =
2
k
e¯ββAα(k)ββ − e¯αβBα(k−1)β −
2
k+ 2 e¯ααCα(k−2) .
(5.75)
In the following section, we will study j more closely and discuss how
it is related to the Fronsdal current.
9 We are implicitly using here the analysis of the σ−-cohomology of which some aspects
are discussed in Appendix C.
10 k > 0 is implied in this relation as there is no torsion constraint to be solved for the
case of spin 1.
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5.6.4 Obtaining the Fronsdal Current
At the second order, the Fronsdal equation acquires a source term
Fm(s) := □ϕm(s) + · · · = jm(s) . (5.76)
We will refer to jm(s) as the Fronsdal current. In spinorial language the
Fronsdal operator Fm(s) decomposes into two components, Fα(2s) and
Fα(2s−4), which respectively correspond to its traceless and trace part.
Similarly, the Fronsdal current decomposes into jα(2s) and j′α(2s−4).
We will now show that these components of the Fronsdal operator
and current can be extracted from the curvature R(2) and the current
j respectively.
Let us first note that nilpotency of D and conservation of J imply
the following relations:
D2 = 0 → {∇,Q} = 0 , ∇2 +Q2 = 0 , (5.77a)
DJ = 0 → ∇J0 +QJ1 = 0 , QJ0 +∇J1 = 0 . (5.77b)
Using these relations one derives
∇j = ∇R(2) = 0 , Qj = QR(2) = 0 . (5.78)
These equations correspond to the differential and algebraic Bianchi
identities respectively. The first condition implies that the j of (5.74)
is conserved with respect to the Lorentz covariant derivative ∇. The
second condition implies that
e¯α
β ∧ jβα(k−1) = e¯αβ ∧R(2)βα(k−1) ≡ 0 . (5.79)
By using (A.18b), one can show that this is only guaranteed to hold
if and only if B ≡ 0 in the decomposition (5.65) for R(2)
α(2s) and jα(2s).
Therefore, we decompose
R
(2)
α(2s−2) = jα(2s−2) (5.80)
by using
R
(2)
α(2s−2) = E
ββ Fα(2s−2)ββ +Eαα F
′
α(2s−4) , (5.81)
jα(2s−2) = E
ββ jα(2s−2)ββ +Eαα j′α(2s−4) . (5.82)
By index counting, it then follows that jα(2s) and j′α(2s−4) correspond
to the traceless and trace component of the Fronsdal current jn(s) of
(5.76). Similarly, Fα(2s) and F ′α(2s−4) encode the trace and traceless part
of the Fronsdal operator. Due to this identification, we will refer to j
of (5.74) also as Fronsdal current in the following. The components in
(5.82) can be conveniently expressed by
jα(2s+2) =
∑
l
∑
n+m=2s
an,m,l Cˆα(n+1)β(l)(ϕ) Cˆ
β(l)
α(m+1) (−ϕ) ,
j′α(2s−2) =
∑
l
∑
n+m=2s
cn,m,l Cˆα(n−1)β(l)(ϕ) Cˆ
β(l)
α(m−1) (−ϕ) .
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Before summarizing our explicit results for the coefficients an,m,l and
cn,m,l of j, we will first discuss what is known about their form from
general arguments.
5.6.5 Expectation for the Result
It was shown in [57] that at second order the corrections to the Fronsdal
equation bilinear in the scalar fields can be fixed up to a spin-dependent
constant cs and field redefinitions:
Fm(s) = cs jminm(s)(Φ†,Φ) , (5.84)
where jminm(s)(Φ†,Φ) contains only up to s derivatives and can be chosen
to be completely traceless (see also [Bekaert:2010hk]). We will refer
to this source term as the spin-s minimal current in the following.
The minimal current corresponds to11
js(y) = Cˆ(1)(y,ϕ) Cˆ(1)(y,−ϕ)
⏐⏐⏐
yα(2s)
(5.85)
in the language of Vasiliev theory. Here •|yα(2s) denotes all terms in-
volving 2s oscillators yα. By (3.63), this expression contains only up
to s derivatives of the physical scalar field Φ. The expression (5.85) is
related to the minimal current by12
js(y) ∼ 1
(2s)! j
min
α(2s) y
α(2s) . (5.86)
From our discussion in the last section and the fact that the minimal
current is completely traceless, we expect the following second order
relations
R
(2)
α(2s) = E
ββFββα(2s) +EααFα(2s−2) = c˜
sEββ jminββα(2s) . (5.87)
We will now show that this also implies that the spin-s minimal current
only resides in k(2s−1,−1)4 component of the (2s− 1,−1) sector of the
backreaction in the notation of Section 5.6.2 (and therefore also in the
k
(−1,2s−1)
5 component of the (−1, 2s− 1) sector for the bosonic case).
To show this, we contract the two-form on the right hand side of the
relation above with yα oscillators
1
2s! c˜
sEββ jminββα(2s)yα(2s) = c˜sEαα∂α∂α js(y) . (5.88)
This expression has the following kernel Kαα in Fourier space
Kαα ∼ c˜s ζ+α ζ+α (Z1)2s−2 , (5.89)
11 The relative sign in ϕ ensures that the current is of the form Φ† . . .Φ.
12 Here we use the notation yα(2s) = yα1 . . . yα2s .
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with Z1 = 12ζ+y and ζ+α = (ξ + η)α. This can be seen by the fact that
js is given in Fourier space by
js(y) =
∫
d2ξ d2ξ eiy(ξ+η) Cˆ(1)(ξ,ϕ) Cˆ(1)(η,−ϕ)
⏐⏐⏐
yα(2s)
∼
∫
d2ξ d2ξ (Z1)2s Cˆ(1)(ξ,ϕ) Cˆ(1)(η,−ϕ) .
By inspecting the explicit form of Kαα, it is clear from our discussion in
Section 5.6.2 that the spin-s minimal current indeed only contributes
to the k(2s−1,−1)4 component.
We would like to extract the coefficients c˜s from the explicit results
discussed in the next section.
5.6.6 Explicit Results
The explicit results for arbitrary spins, which we obtain from Vasiliev
theory, are rather involved. In the following, we will therefore only
discuss the source term of the spin-2 gauge fields.
From our discussion in Section 5.6.2, it follows that we have five
independently conserved subsectors (3,−1), (2, 0), (1, 1), (0, 2), (−1, 3)
in the case of spin-2. However, we are considering bosonic fields and
therefore the sectors (n,m) and (m,n) are not independent as also
discussed in Section 5.6.2. Thus the backreaction of the scalar fields
splits into three separately conserved components for spin-2:
R(2)αα = jαα = j
(3,−1)
αα + j
(1,1)
αα + j
(2,0)
αα . (5.90)
We find the following expressions for these components
j(3,−1)αα = E
ββ j(3,−1)ααββ , (5.91a)
j(1,1)αα = E
ββ j(1,1)ααββ +Eαα j′(1,1) , (5.91b)
j(2,0)αα ≡ 0 . (5.91c)
The source terms on the right hand side of this equation are given by
j(3,−1)
α(4) =
∑
l∈2N
al
(
Cˆα(4)ν(l)(ϕ) Cˆ
ν(l)(−ϕ)
+3 Cˆα(2)ν(l)(ϕ) Cˆν(l)α(2)(−ϕ)
)
, (5.92a)
j(1,1)
α(4) =
∑
l∈2N
bl
(
Cˆα(4)ν(l)(ϕ)Cˆ
ν(l)(−ϕ)
−Cˆα(2)ν(l)(ϕ) Cˆν(l)α(2)(−ϕ)
)
, (5.92b)
j′(1,1) =
∑
l∈2N
b′l Cˆν(l)(ϕ) Cˆ
ν(l)(−ϕ) , (5.92c)
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where projection on the ϕ-independent part is implied. The coefficients
read as follows
al =
il−1
4l!
(
1
1+l − 62+l + 9(3+l)2 + 194(3+l) − 64+l + 75+l − 34(7+l)
)
,
bl = − il−14l!
(
1
2+l − 1(3+l)2 − 134 (3+l) + 44+l − 15+l − 16+l + 14(7+l)
)
,
b′l =
il−1
l!
(
1
3(1+l)2 +
7
12(1+l) − 32+l + 13+l + 13(4+l) − 14(5+l) − 16δl,0
)
.
We will discuss the relation of these results to the expected minimal
current in the next section.
5.6.7 Relating Results to Minimal Current
We have seen in Section 5.6.5 that for spin-2 the minimal current resides
in the (3,−1) subsector. This corresponds to j(3,−1)αα in the notation of
the last section. All other contributions to the spin-2 source term should
therefore be removable by field redefinitions. However, the terms in
the other independently conserved (and non-vanishing) subsector j(1,1)αα
contain infinitely many derivatives of the scalar field Φ at fixed spin.
This can be seen from the explicit results for j(1,1)αα given by (5.92b) and
(5.92c) combined with
Cˆα(2s) ∼ (∇αα)sΦ . (5.93)
In order to remove this sector, one needs a field redefinition of ωˆ(2)αα by
an expression of the form
2∑
k=0
∞∑
l=0
fk,l Cˆα(2−k)ν(l) Cˆα(k)
ν(l) . (5.94)
where one has to appropriately contract with e¯αα to obtain an expres-
sions of form-degree one. By (5.93), this field redefinition contains gener-
ically an infinite number of derivatives and is therefore potentially non-
local. It has been shown in [56] that by field redefinitions of this form
one can even remove the spin-2 minimal current. This suggests that
some of the field redefinitions (5.94) are not physically allowed.
Let us discuss this phenomenon in more general terms. We define a
pseudo-local field redefinition to be of the form
s∑
k=0
∞∑
l=0
fs,k,l Cˆα(s−k)ν(l) Cˆα(k)
ν(l) , (5.95)
where one has to appropriately contract with Eαα or e¯αα for redefini-
tions of form-degree 1 and 2 respectively. In our publication [26] we
extended the proof in [56] by showing that pseudo-local field redefini-
tions can remove any J on the right hand side of the physical one-form
equation of motion, i.e.
Dωˆ(2) = J(Cˆ(1), Cˆ(1))
redefinition of type−→
(5.95)
Dωˆ(2) = 0 . (5.96)
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This confronts us with a serious challenge: on the one hand, pseudo-
local field redefinitions are required to make contact with the minimal
current and extract its coefficients. On the other hand, by such field
redefinitions, one can remove any interaction term and in particular
the minimal current. It also follows that we can arbitrarily change the
coefficient in front of the minimal current (as we can choose to remove
a certain multiple of it). This suggests that some pseudo-local field
redefinitions are physically not permitted and therefore a criterion for
the subset of physically allowed pseudo-local field redefinitions has to
be found.
The field redefinition (5.38) removing the source term to the twisted
zero-form is also of pseudo-local type. However, this may not necessar-
ily represent a problem even if the required field redefinition was not
contained within the physically allowed class. Because in this case, one
might simply define the physical theory by this field frame.
At this stage, one might wonder if the fact that we can remove all
interactions is a pathology of the three-dimensional theory. After all
(higher-spin) gauge fields do not propagate in three dimensions and so
one has to be careful with what is meant by an interacting theory as
the gauge degrees of freedom will only reside at the boundary. In the
next chapter, we will turn our attention towards the four-dimensional
Vasiliev theory and repeat our analysis for this case. We will however
see that the problem is also present in four dimensions and we will
therefore return to the question of classifying allowed pseudo-local field
redefinitions afterwards.

Part III
FOUR DIMENS IONS

6
FOUR DIMENS IONAL VAS IL IEV THEORY
6.1 spinorial dictionary
As we have seen in the last chapters, three-dimensional Vasiliev theory
is formulated in spinorial language. In four dimensions this is also the
case. It is therefore important to establish a dictionary between Lorentz
tensors and multi-spinors in four dimensions. The map (6.8)
originates from
the fact that the
group SL(2,C) is
the double cover
of SO+(1, 3):
it can be easily
checked that
vava = det(vaσ
a).
Elements of
SL(2,C) act on
(6.8) by conjuga-
tion and preserve
the determinant.
Therefore, there
exists a group
homomorphism
Φ : SL(2,C) →
SO+(1, 3). Its
kernel consists of
those matrices
which induce
trivial trans-
formations, i.e.
Φ−1(14x4) =
{12x2,−12x2}.
To this end we define
σaαα˙ = (1,σi) , (6.1)
where α, α˙ ∈ {0, 1} and σi denote the three Pauli matrices given by
σ1 =
⎛⎝0 1
1 0
⎞⎠ , σ2 =
⎛⎝0 −i
i 0
⎞⎠ , σ3 =
⎛⎝1 0
0 −1
⎞⎠ . (6.2)
It is also convenient to define
σ¯a α˙α := ϵαβ ϵα˙β˙ σaββ˙ , (6.3)
where we introduced ϵαβ = −ϵβα with ϵ01 = 1 which can be used to
lower and raise spinorial indices
vα = ϵαβvβ , vα = vβϵβα , (6.4)
and analogously for the dotted indices. In components it follows that
σ¯a = (1,−σi) and that
(σaαα˙)
∗ = σ¯aα˙α , (6.5)
where the right hand side is obtained by σ¯aα˙α = σ¯a β˙βϵβ˙α˙ϵβα in accor-
dance with (6.4). It is also natural to introduce
(σab)α
β := −12
(
σaαγ˙ σ¯
bγ˙β − σbαγ˙ σ¯aγ˙β
)
, (6.6)
(σ¯ab)α˙β˙ := −
1
2
(
σ¯a α˙γ σbγβ˙ − σ¯b α˙γ σaγβ˙
)
. (6.7)
From (6.5), one immediately concludes that [(σab)αβ ]∗ = (σ¯ab)β˙ α˙. It is
also important to note that (σab)αβ and (σ¯ab)α˙β˙ are symmetric in their
spinorial indices but antisymmetric in their Lorentz indices.
Using these definitions, one can derive a dictionary between Lorentz
tensors and their spinorial counterparts. For example a Lorentz vector
va is mapped to
vαα˙ := vaσaαα˙ . (6.8)
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Using the identity −12σaαα˙σ¯α˙αb = δab it follows that
va = −12vαα˙σ¯
a α˙α . (6.9)
To illustrate this map further, let us consider an antisymmetric Lorentz
tensor Ca,b = −Cb,a which in spinorial language becomes
Ca,bσaαα˙ σb ββ˙ = C
a,b
(
−12 ϵαβ (σ¯ab)α˙β˙ −
1
2 ϵα˙β˙ (σab)αβ
)
= Cαβ ϵα˙β˙ + C¯α˙β˙ ϵαβ , (6.10)
where we have used that the completely symmetric and antisymmetric
part in α ↔ β and α˙ ↔ β˙ will not contribute by symmetry. Further-
more, we defined the symmetric tensors
Cαβ := −12 C
a,b (σab)
αβ , C¯α˙β˙ := −12 C
a,b (σ¯ab)
α˙β˙ . (6.11)
For real Ca,b, it then follows immediately that (Cαβ)∗ = C¯α˙β˙. Using
the formulae
(σab)αβ (σcd)αβ = 2(δac δbd − δadδbc)− 2iϵabcd , (6.12)
(σ¯ab)α˙β˙ (σ¯cd)α˙β˙ = 2(δac δbd − δadδbc) + 2iϵabcd , (6.13)
one can invert these relations
Ca,b = −14
(
Cαβ(σab)αβ + C¯
α˙β˙(σ¯ab)α˙β˙
)
.
We have therefore shown that an antisymmetric Lorentz tensor Ca,b
maps to
Ca,b ←→ Cαβ ⊕ C¯α˙β˙ , (6.14)
where Cαβ and C¯α˙β˙ are related by complex conjugation. A real antisym-
metric tensor Ca,b in four dimensions has six real degrees of freedom
which matches the six real degrees of freedom encoded in the complex
symmetric 2×2-matrix Cαβ (and its complex conjugate C¯α˙β˙).
This statement can be readily generalized: consider the following
complex conjugated pair of multispinors
Tα(k+2m),α˙(k) , T¯α(k),α˙(k+2m) . (6.15)
This pair corresponds to a Lorentz tensor T a(m+k),b(m) transforming in
a representation of the Lorentz algebra given by the following Young
diagram:
m+k qqqqqq qq q
m
This can be roughly understood as follows: consider for example
Tα(k+2m),α˙(k). We can contract k dotted and undotted indices with σaαα˙
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and the remaining 2m undotted indices with σabαα. We proceed similarly
for Tα(k),α˙(k+2m) and add the results. Using the symmetry properties of
σaαα˙, σabαα and σ¯abα˙α˙, one can then indeed show that the resulting tensor
has symmetry properties corresponding to the Young diagram above.
As we discussed in Chapter 2, the frame-like formulation for free
higher-spin gauge fields on an AdS4-background is given in terms of
the fields ωa(s−1),b(t) with 0 ≤ t ≤ s− 1 (see (2.49)). These fields are
equivalent to
ωα(s−1+t),α˙(s−1−t) , ωα(s−1−t),α˙(s−1+t) , (6.16)
which are related by complex conjugation. In particular this implies
that the generalized vielbein, ωa(s−1) = ea(s−1), corresponds to the
self-conjugated field ωα(s−1),α˙(s−1). We will rewrite the linearized cur-
vatures (2.49) in the spinorial formalism as discussed in the following.
For this, it is however first necessary to define an AdS4 background in
this formalism.
6.2 ads4 background
Using the map discussed in the last section, we can rewrite the AdS4
isometry algebra (3.10) in terms of Pαα˙, Lαα and Lα˙α˙. Using (6.8)
and (6.10), it then becomes
[Pαα˙ , Pβ β˙ ] =
1
l2
(
Lαβ ϵα˙β˙ + Lα˙β˙ ϵαβ
)
, (6.17a)
[Lαα , Pβ β˙ ] = ϵαβPαβ˙ , [Lα˙α˙ , Pβ β˙ ] = ϵα˙β˙Pβα˙ , (6.17b)
[Lαα , Lββ ] = ϵαβLαβ , [Lα˙α˙ , L β˙ β˙ ] = ϵα˙β˙Lα˙β˙ . (6.17c)
We now proceed in analogy to the three-dimensional case by introduc-
ing a pair of commuting oscillators yα and y¯α˙. It is convenient to collect
them into
Y A = (yα , y¯ α˙ ) . (6.18)
Indices of Y A can then be lowered or raised by
ϵAB :=
⎛⎝ϵαβ 0
0 ϵα˙β˙
⎞⎠ (6.19)
using analogous conventions to (6.4). These oscillators can be multi-
plied by the following star product
(f ⋆ g )(Y ) =
1
(4π )4
∫
d4Ud4V f (Y + U )g (Y + V ) eiV U ,
(6.20)
where we have defined V U := V AUA. Note that for purely y or y¯ de-
pendent functions, this reduces to the three-dimensional (undeformed)
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star product (3.27). From these definitions, it then follows after some
algebra that
Lαα = − i2 yαyα , Lα˙α˙ = −
i
2 y¯α˙ y¯α˙ , Pαα˙ = −
i
2l yα y¯α˙ ,
(6.21)
obey (6.17) after replacing the commutators by star commutators. This
statement can be shown along very similar lines as our discussion of the
three-dimensional case in Section 3.1.2. The main difference between
three and four dimensions is that we are not forced to introduce any
additional Clifford elements (see (3.35)) to realize the local translation
generator Pa due to the presence of y¯α˙ oscillators in addition to yα.
In Section 3.1.1, it was shown that, in any dimension, maximally
symmetric spacetimes can be described by a one-form Ω obeying the
zero-curvature condition (3.8). We then obtain the following connection
for an AdS4 background
Ω =
1
2 ω¯
ααLαα +
1
2 ω¯
α˙α˙Lα˙α˙ + e¯
αα˙Pαα˙ , (6.22)
obeying the equation of motion
dΩ = Ω ∧ ⋆Ω . (6.23)
We normalize the background vielbein such that it obeys the following
identities
e¯αα˙n e¯
n
ββ˙ = −
1
2δ
α
β δ
α˙
β˙ , e¯
αα˙
m e¯
n
αα˙ = −
1
2δ
n
m . (6.24)
One also introduces an AdS4-covariant derivative for a differential form
F of degree |F |
DΩF :=dF −Ω ∧ ⋆F + (−1)|F | F ∧ ⋆Ω
=∇F − 1
l
e¯αα˙ (yα∂α˙ + y¯α˙∂α)F , (6.25)
where we have defined the Lorentz covariant derivative
∇• = (d− ω¯αβyα∂β − ω¯α˙β˙ y¯α˙∂β˙) • . (6.26)
Since the background connection Ω obeys the zero curvature condition
(6.23), it follows that DΩ is nilpotent
D2Ω = 0 . (6.27)
6.3 unfolded free equations: zero-form sector
In this section, we will consider the unfolded zero-form equations which
are the four-dimensional generalizations of (3.57) and read
∇C = {e¯,C}⋆ , (6.28)
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where e¯ := e¯αα˙Pαα˙ and C(Y |x) is a spacetime zero-form given by
C(Y |x) =
∞∑
n,n¯=0
n+n¯∈2N
1
n!n¯!
Cα1...αn,α˙1...α˙n¯(x) y
α1 . . . yαn y¯α˙1 . . . y¯α˙n¯ . (6.29)
The restriction n+ n¯ ∈ 2N ensures that C(Y |x) only contains bosonic
components. Using the identity
{e¯, •}⋆ = − i
l
e¯αα˙ (yαy¯α˙ − ∂α∂α˙) • , (6.30)
one obtains (in analogy to the derivation of (3.60) in three dimensions)
∇Cα(n)α˙(n¯) = −
i
l
(
Cα(n−1)α˙(n¯−1) e¯αα˙ −Cα(n)βα˙(n¯)β˙ e¯ββ˙
)
, (6.31)
where the Lorentz covariant derivative acts on components as
∇Cα(n)α˙(n¯) = dCα(n)α˙(n¯) + ω¯αβCβα(n−1),α˙(n¯) + ω¯α˙β˙Cα(n)β˙α˙(n¯−1) .
Equation (6.31) obviously relates only components with the same
2s = n− n¯ . (6.32)
We will see shortly that the components Cα(2s+n)α˙(n) and Cα(n)α˙(2s+n)
with n ≥ 0 and s ≥ 0 encode spin-s degrees of freedom. Contracting
the spacetime index of (6.31) with e¯m
ββ˙
and using the identity (6.24)
one obtains
∇ββ˙ Cα(n)α˙(n¯) = −
i
2l
(
Cα(n)βα˙(n¯)β˙ − ϵαβϵα˙β˙ Cα(n−1)α˙(n¯−1)
)
,
(6.33)
Its completely symmetric part with respect to β ↔ α and β˙ ↔ α˙ gives
Cα(n)α˙(n¯) = 2il
1
nn¯
∇αα˙Cα(n−1)α˙(n¯−1) . (6.34)
Therefore, the higher components of C(Y |x) are determined in terms
of derivatives of the lowest spin-s components
Cα(2s+n)α˙(n) =
1
n!n!
(2il∇αα˙)nCα(2s) , (6.35a)
Cα(n)α˙(2s+n) =
1
n!n!
(2il∇αα˙)nCα˙(2s) . (6.35b)
For s = 0, we can proceed as in three dimensions to see that the lowest
component corresponds to a scalar field: we define Φ = C(Y = 0) and
contract (6.33) for n = n¯ = 1 with ϵαβϵα˙β˙ which results in
∇ββ˙Cββ˙ =
i
l
Φ ⇒ □Φ = − 2
l2
Φ . (6.36)
We will see that the reality conditions imposed on the zero-form lead
to a real scalar field.
88 four dimensional vasiliev theory
For s > 0, we can use the dictionary of Section 6.1 to see that Cα(2s)
and Cα˙(2s) correspond to the Lorentz tensor Ca(s),b(s) transforming in
a representation of the Lorentz group corresponding to the following
Young diagram:
s qqq qq q
s
It is therefore natural to assume that they correspond to linearized
(higher-spin) Weyl tensors for s ≥ 2 and the field-strength tensor for
s = 1. These tensors obey differential Bianchi identities. For example
for s = 1 these Bianchi identities are given by1
∇bF b,a = 0 , (6.37)
∇aF b,c +∇bF c,a +∇cF a,b = 0 . (6.38)
Let us map these identities into spinorial notation. By (6.10) and (6.8),
the equation (6.37) becomes
∇αα˙
(
Fαβϵα˙β˙ + F α˙β˙ϵαβ
)
= ∇αβ˙Fαβ +∇βα˙F β˙α˙ = 0 . (6.39)
Similarly, equation (6.38) is mapped to
∇γγ˙Fαβϵα˙β˙ +∇αα˙F βγϵβ˙γ˙ +∇ββ˙F γαϵγ˙α˙ + h.c. = 0 , (6.40)
where h.c. exchanges dotted and undotted indices, e.g. vαwα˙ + h.c. =
vαwα˙+ vα˙wα. Contracting the equation above with ϵα˙β˙ ϵαγ , one arrives
at
∇αβ˙F β˙γ˙ −∇γγ˙F γα = 0 . (6.41)
Combining this result with (6.39), we obtain the Bianchi identities in
spinorial form
∇βα˙F βα = 0 , ∇αβ˙F β˙ α˙ = 0 . (6.42)
It can be shown that this result generalizes to arbitrary s ≥ 1: upon
defining Cαβ = Fαβ and Cα˙β˙ = F α˙β˙ one obtains
∇βα˙Cβα(2s−1) = 0 , ∇αβ˙C β˙ α˙(2s−1) = 0 . (6.43)
1 The case of spin s = 1 is in fact degenerate as it encodes also the Maxwell equation
in addition to the differential Bianchi identity. For general s ≥ 0, the corresponding
equations are
∇[uCa(s−1)u,b(s−1)u] = 0 ∇cCa(s),b(s−1)c = 0 ,
where in the first equation we antisymmetrize only with respect to the u indices. For
s > 1 the first equation is the differential Bianchi identity (for symmetric represen-
tation of the spin-s Weyl tensor and after imposing the Fronsdal equation) and the
second equation follows by taking the trace of the first. For s = 1 the two equations
are independent.
6.4 unfolded free equations: one-form sector 89
Let us now see that these equations can indeed be derived from unfolded
zero-form equations (6.33). For this consider its lowest components in
the spin-s sector
∇ββ˙Cα(2s) ∼ Cα(2s)ββ˙ , (6.44)
∇ββ˙Cα˙(2s) ∼ Cα˙(2s)ββ˙ . (6.45)
By contracting these equations with ϵβα and ϵβ˙α˙ respectively, one ob-
tains (6.43) since for example Cα(2s)ββ˙ is completely symmetric in all
its undotted indices.
Let us summarize these points in the following:
• The Y -independent component of C(Y |x) can be identified with
a scalar field Φ and the components Cα(n)α˙(n) are derivatives
thereof. This scalar field is real and its mass term m2 = − 12l2
coincides with the value of the conformally coupled scalar.
• The equations of motion for C(Y |x) also encode the Bianchi iden-
tities for the (higher-spin) Weyl tensors corresponding to the com-
ponents
Cα(2s) and Cα˙(2s). (6.46)
The components
Cα(2s+n)α˙(n) and Cα(n)α˙(2s+n) (6.47)
encode derivatives of these (higher-spin) Weyl tensors.
• We have so far not shown that the unfolded equations (6.28) are
only encoding Bianchi identities and a Klein–Gordon equation
and no other constraints. We derive this in Appendix C using a
cohomological analysis.
The (higher-spin) Weyl tensors should be expressible in terms of
the Fronsdal field. In the next section, we will see how this relation is
ensured.
6.4 unfolded free equations: one-form sector
We have already seen in Section 6.1 that the free fields ωa(s−1),b(t) of
Section 2.2 split in spinorial notation as
ωα(s−1+t)α˙(s−1−t) , ωα(s−1−t)α˙(s−1+t) . (6.48)
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As in three dimensions, it is convenient to collect them into a single
one-form2 using the oscillators YA:
ω(Y |x) =
∞∑
s=1
s−1∑
t=1−s
l|t|−1
(s− 1+ t)!(s− 1− t)!
× ωα(s−1+t)α˙(s−1−t) yα(s−1+t)y¯α˙(s−1−t) . (6.49)
We then make the analogous ansatz for the unfolded free equations of
motion as in three dimensions
DΩ ω(Y |x) = 0 . (6.50)
However, as we will discuss, this equation is too strong: it imposes not
only Fronsdal equations but also enforces vanishing of the (higher-spin)
Weyl tensors. It will require some modification.
The covariant derivative DΩ is nilpotent (6.27) and therefore (6.50)
is invariant under the following gauge transformations
δω(Y |x) = DΩξ(Y |x) (6.51)
for an arbitrary zero-form ξ(Y |x). Using the definition of the covariant
derivative (6.25), one easily checks that in components the left hand
side of (6.50) becomes
Rα(s−1+t)α˙(s−1−t) :=∇ωα(s−1+t)α˙(s−1−t)
−e¯α˙β ∧ ωβα(s−1+t)α˙(s−1−t−1)
− 1
l2
e¯αβ˙ ∧ ωα(s−1+t−1)α˙(s−1−t)β˙ . (6.52)
By construction, these curvatures are gauge invariant and one can easily
check that they have the correct flat limit. The curvatures
Rα(s−1+t)α˙(s−1−t) and Rα(s−1−t)α˙(s−1+t) (6.53)
are therefore the spinorial counterparts of Ra(s−1),b(t) defined in (2.49).
However, the unfolded equations (6.50) are not quite equivalent to
Fronsdal equations. In the unfolded formalism, most components of
the fields are expressible in terms of other components. Similarly, most
components of the unfolded equations are consequences of other com-
ponents thereof. As an example, let us recall that, in the zero-form
sector, the components Cα(s)α˙(s¯) of the field C(Y ) can be expressed in
terms of derivatives of the scalar field or the Weyl tensors by (6.35).
Similarly, only a certain component of the unfolded equation (6.28) for
the zero-form gives the Klein–Gordon equation or the Bianchi identi-
ties (after expressing all components Cα(s)α˙(s¯) in terms of the scalar
2 The dependence on the AdS radius l can be fixed as follows: it is clear from (2.45)
that [ω
a(s−1),b(t) ]
[ωa(s−1),b(t+1) ] = [length]. Furthermore we require the (generalized) vielbein
e
a(s−1)
n to be dimensionless.
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and the Weyl tensors). All other components of the unfolded zero-form
equation are (differential) consequences thereof. We refer to the Weyl
tensors and scalar field as the dynamical fields of the zero-form sector.
The Bianchi identities (6.43) and Klein–Gordon equation (6.36) are
called the dynamical equations.
The dynamical fields and equations encoded by the unfolded equa-
tions (6.50) of the one-form ω(Y |x) are most easily determined using
a powerful cohomological analysis discussed in Appendix C. We will
summarize the results of this analysis in the following.
Let us first discuss the case of fixed spin s > 1. The dynamical fields
are then encoded in the following components of the one-form
ωα(s−1)α˙(s−1) = e¯
ββ˙ϕβα(s−1)β˙α˙(s−1) + e¯αα˙ϕ
′
α(s−2)α˙(s−2) + . . . (6.54)
By index counting, it is natural to identify ϕα(s)α˙(s) and ϕ′α(s−2)α˙(s−2)
with the traceless and trace component of the Fronsdal field ϕn(s). All
other components of ω(Y ) can be expressed in terms of them through
the unfolded equations.
The dynamical equations of the one-form sector are encoded in the
following components3
Rα(2s−2) = −
1
2E
ββCββα(2s−2) + . . .
...
Rα(s)α˙(s−2) = E
β˙β˙Fα(s)α˙(s−2)β˙β˙ +EααF
′
α(s−2)α˙(s−2) + . . .
.
Rα(s−2)α˙(s) = E
ββFα(s−2)ββα˙(s) +Eα˙α˙F
′
α(s−2)α˙(s−2) + . . .
...
Rα˙(2s−2) = −
1
2E
β˙β˙Cβ˙β˙α˙(2s−2) + . . . (6.55)
By index counting it is natural to identify Fα(s)α˙(s) and F ′α(s−2)α˙(s−2)
with the traceless and trace component of the Fronsdal tensor. How-
ever, we see that imposing the unfolded equations (6.50) leads to the
constraints Cα(2s) = 0 and Cα˙(2s) = 0 in addition to the Fronsdal equa-
tions. By index counting we are led to interpret these as setting the
(higher-spin) Weyl tensors to zero. As in the case of gravity, not all so-
lutions of the Fronsdal equation have vanishing Weyl tensor. Therefore,
the unfolded equations (6.50) are not equivalent to Fronsdal equations.
We can turn this bug into a feature by noticing that we interpreted
the Cα(2s) and Cα˙(2s) components of the zero-form C(y|x) as the spin-s
Weyl tensor. They should be expressible in terms of the Fronsdal field
in order to have this interpretation. This can be ensured by identifying
3 Here we use the definitions Eαα = e¯αβ˙ ∧ e¯αβ˙ and Eα˙α˙ = e¯α˙β ∧ e¯α˙β .
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Cα(2s) = Cα(2s) and Cα˙(2s) = Cα˙(2s). Doing so we arrive at the following
unfolded equations for the one-form ω(Y |x)
Rα(2s−2) = −
1
2E
γγ Cα(2s−2)γγ (6.56a)
Rα(s−1+t)α˙(s−1−t) = 0 for 1− s < t < s− 1 (6.56b)
Rα˙(2s−2) = −
1
2E
γ˙γ˙ Cα˙(2s−2)γ˙γ˙ (6.56c)
These equations impose Fronsdal equations and express the Weyl tensor
components of the zero-form in terms of the Fronsdal field.
The case of spin s = 1 is slightly degenerate: the dynamical field is
given by
ω0 = Andxn . (6.57)
The dynamical equations are encoded in the components
R = dA = −12E
ββCββ − 12E
β˙β˙Cβ˙β˙ (6.58)
and therefore, by identifying Cββ = Cββ and Cβ˙β˙ = Cβ˙β˙, the field-
strength tensor is determined in terms of the Maxwell field A.
We can combine all spins in a compact form using the one-form
ω(Y |x) defined in (6.49):
DΩ ω(Y |x) = −12E
γγ ∂γ∂γ C(y, 0|x)− 12E
γ˙γ˙ ∂γ˙∂γ˙ C(0, y¯|x) . (6.59)
This relation is known as the central on-mass-shell theorem [58, 59] and
plays a crucial role in the construction of Vasiliev equations.
In this section we have motivated the identification of the Frons-
dal operator and the (generalized) Weyl tensors by index counting. In
Appendix C, it is explained how this identification can be shown rigor-
ously.
6.5 summary: free unfolded equations
As in the three-dimensional case, it is convenient to define the twisted
adjoint covariant derivative
D˜ΩF :=dF −Ω ∧ ⋆F + (−1)|F | F ∧ ⋆ π(Ω)
=∇F − 1
l
e¯αα˙ (yαy¯α˙ − ∂α˙∂α)F , (6.60)
where we defined
π(yα, y¯α˙) = (yα,−y¯α˙) . (6.61)
Therefore π(Pαα˙) = −Pαα˙ while Lαα and Lα˙α˙ are left invariant. This
allows us to rewrite the free unfolded equations in a compact form
D˜Ω C(Y |x) = 0 ,
DΩ ω(Y |x) = −12E
γγ ∂γ∂γ C(y, 0|x)− 12E
γ˙γ˙ ∂γ˙∂γ˙ C(0, y¯|x) .
(6.62a)
(6.62b)
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These equations are invariant under the following gauge transforma-
tions
δC(Y |x) = 0 ,
δω(Y |x) = DΩξ(Y |x) .
(6.63a)
(6.63b)
The zero-form C(Y |x) contains a real scalar field and the (higher-spin)
Weyl tensors. Furthermore C(Y |x) also contains their derivatives. The
one-form ω(Y |x) contains the spinorial analogs of the Fronsdal fields.
Its unfolded equations (6.62b) impose Fronsdal equations and express
the (higher-spin) Weyl tensors in terms of the Fronsdal fields. This is
achieved by the source term in (6.62b) which links the zero-form and
one-form fields.
6.6 vasiliev equations
In this section, we will introduce four-dimensional Vasiliev equations
which reduce to the free unfolded equations of the last section upon
linearizing around an AdS4-background. For notational simplicity we
will work in units for which l = 1.
As we have already seen for the three-dimensional case, Vasiliev the-
ory is formulated in terms of masterfields W, B and SA. The mas-
terfields W and B contain the fields ω(Y |x) and C(Y |x) respectively
in addition to auxiliary fields. As in three dimensions, these auxiliary
fields arise from introducing a set of oscillators ZA in addition to YA.
The star product for functions depending on both sets of oscillators is
then given by
(f ⋆ g)(Y ,Z) = 1(2π)4
∫
d4U d4V f(Y + U ,Z + U)
×g(Y + V ,Z − V ) exp (iV AUA) .
(6.64)
The masterfields are of the following form
W(Y ,Z|x) = ω(Y |x) + f(Y ,Z|x) , (6.65)
B(Y ,Z|x) = C(Y |x) + g(Y ,Z|x) , (6.66)
SA(Y ,Z|x) = fA(Y ,Z|x) , (6.67)
where the functions f , g and fA vanish for ZA = 0. Vasiliev equations
in four dimensions then read
dW =W ∧ ⋆W ,
d(B ⋆κ) = [W,B ⋆κ]⋆ ,
dSα = [W,Sα]⋆ , dS¯α˙ = [W, S¯α˙]⋆ ,
[Sα,Sβ ]⋆ = −2iϵαβ(1+ eiθB ⋆κ) ,
[Sα˙,Sβ˙ ]⋆ = −2iϵα˙β˙(1+ e−iθB ⋆ κ¯) ,
[Sα,Sα˙]⋆ = 0 .
{Sα,B ⋆κ}⋆ = 0 , {Sα˙,B ⋆ κ¯}⋆ = 0 ,
(6.68a)
(6.68b)
(6.68c)
(6.68d)
(6.68e)
(6.68f)
(6.68g)
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and are invariant under the following gauge transformations
δW = dξ − [W, ξ]⋆ ,
δ(B ⋆κ) = [ξ,B ⋆κ]⋆ ,
δSα = [ξ,Sα]⋆ , δSα˙ = [ξ,Sα˙]⋆ .
(6.69a)
(6.69b)
(6.69c)
In the relations above, we have defined the Kleinians
κ := eizαyα , κ¯ := eiz¯α˙y¯α˙ , (6.70)
which obey
κ ⋆ F (Y ,Z) ⋆κ = F (π(Y ),π(Z)) , (6.71a)
κ¯ ⋆ F (Y ,Z) ⋆ κ¯ = F (π¯(Y ), π¯(Z)) , (6.71b)
where we have defined
π(yα, y¯α˙, zα, z¯α˙) := (−yα, y¯α˙,−zα, z¯α˙) , (6.72a)
π¯(yα, y¯α˙, zα, z¯α˙) := (yα,−y¯α˙, zα,−z¯α˙) . (6.72b)
The bosonic theory is defined by imposing the following constraints on
the masterfields
[W,K]⋆ = 0 , [B,K]⋆ = 0 , {SA,K}⋆ = 0 , (6.73)
where we have defined the total Kleinian by K := κ ⋆ κ¯. Note that
from κ ⋆ κ¯ ⋆κ = κ¯ and κ ⋆κ = 1, it follows that K = κ¯ ⋆κ. We will
exclusively consider the bosonic theory in the following.
The masterfields obey the following reality conditions [60]
W† = −W , (Sα)† = −Sα˙ , B† = B . (6.74)
where hermitian conjugation of the oscillators is defined by
(yα)
† = y¯α˙ , (zα)† = −z¯α˙ . (6.75)
Similar to the three-dimensional case, this ensures that the (general-
ized) spin-connections and vielbeins are real and that B contains a real
scalar field.
The θ parameter is related to possible invariance of the Vasiliev equa-
tions under parity. It can be shown that parity maps (6.68d) to (see for
example Section 2.1.11 of [4]):
[Sα˙,Sβ˙ ]⋆ = −2iϵα˙β˙(1+ eiθP (B) ⋆ κ¯) . (6.76)
Similarly, (6.68e) transforms as
[Sα,Sβ ]⋆ = −2iϵαβ(1+ e−iθP (B) ⋆κ) , (6.77)
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where P (B) denotes the parity transformed field B. This masterfield
can either be parity even or odd [4]. Vasiliev equations can therefore
only be parity invariant for
P (B) = B → θ = 0 ,
P (B) = −B → θ = π2 .
It can be shown that these choices indeed lead to parity invariance of all Minimal Type A
was conjectured in
[8] to be dual to
the free or critical
three-dimensional
O(N) vector
model depending
on the boundary
conditions for
the scalar field.
Similarly, it was
conjectured in [9]
that minimal type
B is dual to N
free fermions with
O(N) symmetry
in 3d or the 3d
Gross-Nevau
model depending
on the choice
of boundary
conditions for the
scalar.
other Vasiliev equations. The first possibility is called type A Vasiliev
theory. It contains a parity even scalar field encoded in the masterfield
B. The second case is type B Vasiliev theory which contains a pseudo-
scalar. Let us also mention in passing that there is also a so called
minimal truncation for these models in which only gauge fields with
even spin are contained in the theory [3]. For other values of the phase
θ the interactions of the theory violate the parity symmetry.
6.7 lorentz covariant perturbation theory
The Vasiliev equations of the last section can be solved exactly by
W (0) = Ω , B(0) = 0 , S(0)A = ZA , (6.78)
where Ω is the AdS4 connection defined in (6.22). This statement
can be easily checked by using analogous arguments as for the three-
dimensional case discussed in Section 3.2.2. Vasiliev equations then
allow us to perturbatively extract equations of motion for the physical
fields propagating on an AdS4 background. However, the set of equa-
tions (6.68) will not lead to manifestly local Lorentz covariant equations
in complete analogy to the three-dimensional case. Following the same
arguments as outlined for the three-dimensional case in Section 5.2,
one can ensure local Lorentz covariance with respect to the background
fields by a field redefinition of the background spin-connection
ω¯ααLYαα → ω¯αα
(
LYαα + L
Z
αα −LSαα
)
= ω¯ααLˆαα , (6.79)
ω¯α˙α˙LYα˙α˙ → ω¯α˙α˙
(
LYα˙α˙ + L
Z
α˙α˙ −LSα˙α˙
)
= ω¯α˙α˙Lˆα˙α˙ , (6.80)
where we have used the definitions
LYAB = −
i
4{YA,YB}⋆ ,
LZAB =
i
4{ZA,ZB}⋆ ,
LSAB =
i
4{SA,SB}⋆ ,
together with
LˆAB = L
Y
AB + L
Z
AB −LSAB .
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We will therefore expand around the following background one-form
Ωˆ =
1
2 ω¯
ααLˆαα +
1
2 ω¯
α˙α˙Lˆα˙α˙ + e¯
αα˙Pαα˙ . (6.81)
As in three dimensions, it is advantageous to shift all fields by their
vacuum values
Sα → ZA + 2iAA , W → Ωˆ+W , B → 2iB . (6.82)
Imposing the Schwinger–Fock gauge
ZAAA = 0 , (6.83)
one then obtains from the non-dynamical4 Vasiliev equations (6.68c)-
(6.68g) after some straightforward algebra
∂ZAW = −[e¯,AA]⋆ + χA , (6.84a)
∂ZAB = AA ⋆B+ B ⋆ A¯A , (6.84b)
∂ZAAB − ∂ZBAA = [AA,AB ]⋆ +RAB (6.84c)
where we have defined
A¯A =
⎛⎝κ ⋆Aα ⋆κ
κ¯ ⋆Aα˙ ⋆ κ¯
⎞⎠ , (6.85a)
RAB =
⎛⎝ϵαβ e+iθ B ⋆κ 0
0 ϵα˙β˙ e−iθ B ⋆ κ¯
⎞⎠ , (6.85b)
and χA is a function which obeys ZAχA = 0 and whose explicit form
will be of no importance as will become clear momentarily. This is
useful as the differential equations5
∂ZAf(Y ,Z) = gA(Y ,Z) ,
∂ZAfB(Y ,Z)− ∂ZBfA(Y ,Z) = gAB(Y ,Z) ,
are respectively solved by
f(Y ,Z) = ϵ(Y ) + ZAΓ0⟨gA⟩ , (6.86a)
fA(Y ,Z) = ∂ZAξ(Y ,Z)−ZBΓ1⟨gAB⟩ , (6.86b)
where the homotopy integrals are defined by
Γn⟨f⟩(Z) :=
∫ 1
0
dt tn f(tZ) . (6.87)
4 By non-dynamical Vasiliev equations we refer to those Vasiliev equations which
determine the Z-dependence of the masterfields. This terminology was introduced
in Section 3.2 and is unrelated to the dynamical equations in the sense of the σ−-
cohomology.
5 The functions gA and gAB have to obey the compatibility conditions ∂ZAgB −
∂ZBgA ≡ 0 and ∂CgAB + ∂AgBC + ∂BgCA = 0 respectively. However, for expres-
sions considered here, this will automatically hold due to the consistency of Vasiliev
equations.
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Therefore, the contribution proportional to χA will drop out upon solv-
ing (6.84a) which explains why we did not spell out its explicit form.
We can use these results to formally determine the Z-dependence of all
masterfields in Schwinger–Fock gauge
W = ω(Y )− zαΓ0⟨[e¯+W,Aα]⋆⟩+ h.c. ,
B = C(Y ) + zαΓ0⟨Aα ⋆B+ B ⋆ π(Aα)⟩+ h.c. ,
Aα = zαΓ1⟨Aδ ⋆Aδ⟩+ z¯β˙Γ1⟨[Aβ˙,Aα]⋆⟩+ zαΓ1⟨B ⋆κ⟩e+iθ ,
Aα˙ = z¯α˙Γ1⟨Aδ˙ ⋆Aδ˙⟩+ zβΓ1⟨[Aβ,Aα˙]⋆⟩+ z¯α˙Γ1⟨B ⋆ κ¯⟩e−iθ .
(6.88)
The h.c.-operation exchanges barred with unbarred variables and flips
the sign of θ but does not conjugate complex numbers. We will use this
notation repeatedly in the following.
Similarly, one can derive the shifted dynamical equations from (6.68a)
and (6.68b) which, after some algebra and using the equations of motion
of the background vielbein and spin-connection, reads
DyzW =W ⋆∧W − 12 E
αα LSαα −
1
2 E
α˙α˙ LSα˙α˙ + χ (6.89a)
D˜yzB = W ⋆B −B ⋆ π(W) , (6.89b)
where χ vanishes for Z = 0 and will therefore not contribute to the
equations for the physical fields. Furthermore, we have introduced the
covariant derivatives
Dyz• := ∇yz − e¯αα˙[Pαα˙, •]⋆ , (6.90a)
D˜yz• := ∇yz − e¯αα˙{Pαα˙, •}⋆ , (6.90b)
where we have also defined
∇yz• = d • −12 ω¯
αα[L0αα, •]⋆ −
1
2 ω¯
α˙α˙[L0α˙α˙, •]⋆
= d •+ω¯αα(yα∂yα + zα∂zα) •+ω¯α˙α˙(y¯α˙∂yα˙ + z¯α˙∂zα˙) • . (6.91)
with L0AB = LYAB + LZAB. Using the definition of the star product, one
can easily show that e¯ = e¯αα˙Pαα˙ acting on a spacetime zero-form is
[e¯, •]⋆ = e¯αα˙ {(yα − i∂zα)∂yα˙ + (y¯α˙ − i∂zα˙)∂yα)} • , (6.92a)
{e¯, •}⋆ = −i e¯αα˙ {(yα − i∂zα)(y¯α˙ − i∂zα˙)− ∂yα∂yα˙} • . (6.92b)
Following analogous arguments as for the three-dimensional case, one
can then show that Lorentz covariance with respect to the background
fields will be manifest. One could again straightforwardly extend the
manifest Lorentz covariance beyond the background fields but we will
not do so for the same reasons as in three dimensions.
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6.8 linear order
Expanding (6.88) to linear order gives
W (1) = ω(1)(Y ) +M , (6.93a)
B(1) = C(1)(Y ) , (6.93b)
A(1)β = zβΓ1⟨C(1) ⋆κ⟩eiθ = zβ
∫ 1
0
dt t C(1)(−tz, y¯)eityz+iθ ,
(6.93c)
A(1)
β˙
= z¯β˙Γ1⟨C(1) ⋆ κ¯⟩e−iθ = z¯β˙
∫ 1
0
dt t C(1)(y,−tz¯)eity¯z¯−iθ ,
(6.93d)
where we defined
M = −zαΓ0⟨[e¯,A(1)α ]⋆⟩+ h.c. . (6.94)
Using that for n ̸= m the identity Γn ◦ Γm = −(Γn − Γm)/(n−m)
holds, this can be simplified and one obtains
M = −i e¯αα˙zα∂yα˙
∫ 1
0
dt (1− t)C(1)(−zt, y¯)eityz+iθ + h.c. , (6.95)
which we will then insert in the dynamical first order Vasiliev equations
obtained by expanding (6.89) to linear order
DyzW (1)
⏐⏐⏐
Z=0
= 0 , D˜yzB(1)
⏐⏐⏐
Z=0
= 0 . (6.96)
This results in the following equations of motion
Dω(1) = V(Ω,Ω,C) , D˜C(1) = 0 , (6.97)
where we defined
V(Ω,Ω,C) = [e¯,M ]
⏐⏐⏐
Z=0
= −12E
α˙α˙∂yα˙∂
y
α˙C
(1)(0, y¯)eiθ + h.c. . (6.98)
This precisely coincides with the free equations (6.62) for θ = 0.6 There-
fore, Vasiliev theory provides us with a non-linear "completion" of these
free equations.
6 We merely restricted to θ = 0 in our discussion of the free equations for simplicity.
The on-mass-shell theorem defines the generalized Weyl tensors in terms of the
Fronsdal fields. Setting θ ̸= 0 only changes this definition by a phase.
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6.9 second order
Expanding (6.88) to second order and using the explicit form (6.93a)
of W (1) gives
B(2) = C(2)(Y ) +B′(2) , (6.99a)
A(2)α = zαΓ1⟨A(1)γ ⋆A(1)γ⟩+ z¯β˙Γ1⟨[A(1)β˙ ,A(1)α ]⋆⟩
+ zαΓ1⟨B(2) ⋆κ⟩eiθ , (6.99b)
A(2)α˙ = z¯α˙Γ1⟨A(1)δ˙ ⋆A(1)δ˙⟩+ zβΓ1⟨[A
(1)
β ,A(1)α˙ ]⋆⟩
+ z¯α˙Γ1⟨B(2) ⋆ κ¯⟩e−iθ , (6.99c)
W (2) = ω(2)(Y ) +M (2) − zαΓ0⟨[ω(1),A(1)α ]⟩
− zαΓ0⟨[M ,A(1)α ]⟩+ h.c. , (6.99d)
where we have defined
M (2) =− zαΓ0⟨[e¯,A(2)α ]⋆⟩ − h.c. , (6.100a)
B′(2) =zαΓ0⟨A(1)α ⋆ C(1) +C(1) ⋆ π(A(1)α )⟩+ h.c. . (6.100b)
The second order dynamical equations then read
DyzW (2) =(ω(1) +M) ⋆∧(ω(1) +M)− i EααA(1)α ⋆∧A(1)α
− i Eα˙α˙A(1)α˙ ⋆∧A(1)α˙ , (6.101a)
D˜yzB(2) =ω(1) ⋆ C(1) −C(1) ⋆ π(ω(1)) +M ⋆C(1)
−C(1) ⋆ π(M) , (6.101b)
where we implicitly set Z = 0 after having performed all the star
products. Using analogous techniques as in the three-dimensional case,
one then obtains the second order equations of motion for the physical
fields
Dω(2) −V(Ω,Ω,C(2)) =V(ω,ω) + V(Ω,ω,C)
+ V(Ω,Ω,C,C) , (6.102a)
D˜C(2) =V(ω,C) + V(Ω,C,C) , (6.102b)
These source terms are most conveniently given in Fourier space. We
will use the wave-vectors ξA = (ξα, ξ¯α˙) and ηA = (ηα, η¯α˙) along with
the following convention for Fourier transformed fields
f(Y ) =
∫
d4ξ f(ξ)eiY AξA . (6.103)
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The source terms purely given in terms of star products then read
V(ω,ω) = ω(1) ∧ ⋆ω(1)
=
∫
d4ξ d4η ei((y−η)(y+ξ)+h.c. ω(1)(ξ) ∧ ω(1)(η) ,
V(ω,C) = ω(1) ⋆ C(1) −C(1) ⋆ π(ω(1))
=
∫
d4ξ d4η
(
ei(y−η)(y+ξ)+h.c. ω(1)(ξ)C(1)(η)
− ei(y+η)(y+ξ)+h.c.C(1)(ξ)ω(1)(η)
)
,
while all other source terms take the form7
V(Ω,Ω,C(2)) =
∫
d2ξ
(
EααTαα + h.c.
)
C(2)(ξ) ,
V(Ω,C,C) =
∫
d2ξ d2η (e¯ααKαα + h.c.)C(1)(ξ)C(1)(η) ,
V(Ω,ω,C) =
∫
d2ξ d2η
(
e¯αα˙Lαα˙ ω
(1)(ξ)C(1)(η)
+ e¯αα˙L¯α˙α˙ C
(1)(ξ)ω(1)(η)
)
,
V(Ω,Ω,C,C) =
∫
d2ξ d2η
(
EααJαα +E
α˙α˙Jα˙α˙ + h.c.
)
×C(1)(ξ)C(1)(η) .
The kernels are then given by
Tαα =
1
2ξαξαe
i(yξ−θ) ,
Kαα˙ =
∫ 1
0
dt
(
(y¯α˙t− (1− t)ξ¯α˙)ηαR2 − (y¯α˙t+ (1− t)η¯α˙)ξα S1
)
Lαα˙ =
∫ 1
0
dt
(
R1 ξα(η¯α˙ + tξ¯α˙) + h.c.
)
,
L¯αα˙ =
∫ 1
0
dt
(
R2 ηα(ξ¯α˙ + tη¯α˙) + h.c.
)
,
Jαα =
∫ 1
0
dt dq
(
(y+ ξ)α(y+ η)α
(
iq2t2 + (ξ¯η¯) qt(1−qt)2
)
Q1
)
,
Jα˙α˙ =
∫ 1
0
dt dq
(
− i2 ξ¯α˙η¯α˙Q1 +
i
2 (1− t)ξ¯α˙ηα˙ P1 +
i
2∂
y¯
α˙∂
y¯
α˙K0
)
,
while the phases R1,R2,S1,Q1,P1 and K0 read
R1 = exp i ((y(1− t)− tη)ξ + (y¯− η¯)(y¯+ ξ¯) + θ) ,
R2 = exp i ((y(1− t)− tξ)η+ (y¯− η¯)(y¯+ ξ¯) + θ) ,
S1 = exp i ((y(1− t) + tη)ξ + (y¯− η¯)(y¯+ ξ¯) + θ) ,
Q1 = exp i ((qt(y+ η)(y+ ξ) + (y¯− η¯)(y¯+ ξ¯) + 2θ) ,
P1 = exp i ((t(y+ η)(y+ ξ) + (y¯− η¯)(y¯+ ξ¯) + 2θ) ,
K0 = exp i (tηξ + (y¯− η¯)(y¯+ ξ¯) + 2θ) .
7 In these expressions, the Fourier transformation is only with respect to y (or y¯) and
we suppress the dependence on y¯ (or y), for example C(1)(η) =
∫
d2y C(1)(y, y¯) eiyη.
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These expressions are significantly more compact than their three di-
mensional counterparts. Similarly to three dimensional case, nilpotency
of D and D˜ imposes consistency conditions on the source terms. For
example acting with D˜ on (6.102b) gives
D˜ {V(ω,C) + V(Ω,C,C)} = 0 . (6.104)
We checked that all these consistency conditions are fulfilled for our
results (see Appendix B.4 of our publication [27] for details).
6.10 extracting corrections to fronsdal equation
In this section, we will extract the corrections to the Fronsdal equations
induced by the scalar field.
To this end, it is useful to introduce the following notation: consider
the number operators N = yν∂ν and N¯ = y¯ν˙∂ν˙ . For a function f(Y )
we denote its component with N − N¯ = 2k by
fk(Y ) =
∞∑
s=k+1
1
(s−1+k)!(s−1−k)!fα(s−1+k)α˙(s−1−k) y
α(s−1+k) y¯α˙(s−1−k) .
Furthermore, we will decompose the covariant derivative D as follows
D = ∇+Q , (6.105)
where Q is given by
Q = yαe¯α
α˙∂α˙ + y¯
α˙e¯αα˙∂α =: Q+ +Q− . (6.106)
From our discussion in Section 6.4, it is clear that the corrections to the
Fronsdal equations can be extracted from the second order one-form
equation of motion (6.102a) by considering the following components
R
(2)′
0 := ∇e(2) +Q+ω(2)−1 +Q−ω(2)+1 = J0 , (6.107a)
R
(2)′
+1 := ∇ω(2)+1 +Q+e(2) +Q−ω(2)+2 = J+1 , (6.107b)
R
(2)′
−1 := ∇ω(2)−1 +Q+ω(2)−2 +Q−e(2) = J−1 , (6.107c)
where we have denoted e(2) = ω(2)0 and J = V(Ω,Ω,C,C). We have
dropped all contributions from the (generalized) Weyl tensors since
they do not contribute to the Fronsdal equation as was also discussed
in Section 6.4. Furthermore, we neglect all contribution from the term
V(ω,ω) because we are interested in corrections induced by the scalar
field only.
Similarly to our discussion of the three-dimensional case in Section 5.6.3,
we need to solve the torsion constraint (6.107a) for ω(2)±1 . This can be
done as follows: the one-form ω(2) can uniquely be decomposed as
ω(2) = e¯αα˙ ∂α∂α˙ ω
∂∂ +Q+ ω
Q+
+e¯αα˙ yαy¯α˙ ω
yy¯ +Q− ωQ− .
(6.108)
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Similarly, the two-form J has the following decomposition
J = Eαα∂α∂αJ
∂∂ +Eααyα∂αJ
y∂ +EααyαyαJ
yy
+Eα˙α˙∂α˙∂α˙J¯
∂∂ +Eα˙α˙y¯α˙∂α˙J¯
y∂ +Eα˙α˙y¯α˙y¯α˙J¯
yy .
(6.109)
One can easily check that Q+ω(2) and Q−ω(2) are given by
Q+ω
(2) =
N
2 E
α˙α˙∂α˙∂α˙ω
∂∂ − N¯ + 22 E
ααyαyα ω
yy¯
+
1
2
[
−NEα˙α˙y¯α˙∂α˙ + (N¯ + 2)Eααyα∂α
]
ωQ− ,
Q−ω(2) =
N¯
2 E
αα∂α∂αω
∂∂ − N + 22 E
α˙α˙y¯α˙y¯α˙ ω
yy¯
+
1
2
[
−N¯Eααyα∂α + (N + 2)Eα˙α˙y¯α˙∂α˙
]
ωQ+ .
(6.110)
From this one can straightforwardly invert the relation
Q+ω
(2)
−1 +Q−ω
(2)
+1 = J0 (6.111)
by choosing8
ω∂∂+1 =
2
N¯
J∂∂0 , ω
yy¯
+1 =
−2
(N + 2) J¯
yy
0 ,
ωQ++1 =
1
N + N¯ + 2 (NJ
y∂
0 + (N¯ + 2)J¯
y∂
0 ) ,
(6.112)
together with
ω∂∂−1 =
2
N
J¯∂∂0 , ω
yy¯
−1 =
−2
(N¯ + 2)J
yy
0 ,
ω
Q−
−1 =
1
N + N¯ + 2 (N¯ J¯
y∂
0 + (N + 2)J
y∂
0 ) .
(6.113)
We will denote these as
ω
(2)
+1 := Q
#
−J0 , ω
(2)
−1 := Q
#
+J0 . (6.114)
We note that the expressions above only degenerate for the spin-1 case
for which there is no torsion constraint to be solved for.
These results can be used to solve the generalized torsion constraint
(6.107a) by defining
ω
(2)
−1 = ω
(2)
−1(e) +Q
#
+J0 , (6.115)
ω
(2)
+1 = ω
(2)
+1(e) +Q
#
−J0 , (6.116)
8 For k ∈N the inverse number operators are given by the homotopy integrals
(N + k)−1f(y) =
∫ 1
0
dt tk−1 f(ty) .
6.10 extracting corrections to fronsdal equation 103
where ω(2)±1(e) denote the solutions for vanishing torsion as the system
(6.107) is now given by
R
(2)
0 := ∇e(2) +Q+ω(2)−1(e) +Q−ω(2)+1(e) = 0 , (6.117a)
R
(2)
+1 := ∇ω(2)+1(e) +Q+e(2) +Q−ω(2)+2 = j+1 , (6.117b)
R
(2)
−1 := ∇ω(2)−1(e) +Q+ω(2)−2 +Q−e(2) = j−1 , (6.117c)
with the Fronsdal current defined as
j±1 := J±1 −∇Q#∓J0 . (6.118)
We are now in a position to straightforwardly extract the corrections
to the Fronsdal equation by performing the following projections
R
(2)
+1
⏐⏐⏐
F
:= Eα˙α˙∂α˙∂α˙F +EααyαyαF ′ ,
R
(2)
−1
⏐⏐⏐
F
:= Eαα∂α∂αF +Eα˙α˙y¯α˙y¯α˙F ′ ,
where F and F ′ denote the traceless part and trace of the Fronsdal
operators respectively.9 From this we see explicitly that R(2)+1|F and
R
(2)
−1|F carry the same information about the Fronsdal tensor. In the
following we will therefore restrict to R(2)+1|F sector which leads to the
equation
R
(2)
+1|F = j+1|F . (6.121)
The only difficulty left is to decompose the Fronsdal current (6.118) as
follows
j+1|F = Eα˙α˙∂α˙∂α˙ j+Eααyαyα j′ , (6.122)
where j and j′ correspond to the source terms of the traceless and trace
component of the corrected Fronsdal equation respectively. This can be
easily done by using the following identity
Eααgαα(y) = E
αα
(
∂α∂α
1
N(N−1)y
βyβgββ + yα∂α
2
N(N+2)y
β∂γgβ
γ
+ yαyα
1
(N+2)(N+3)∂β∂βg
ββ
)
.
(6.123)
9 This can be seen as follows: we expand F and F ′ as follows
F =
∑
s
1
s!s!
Fα(s),α˙(s) y
α(s)y¯α˙(s) ,
F ′ =
∑
s
1
(s− 2)!(s− 2)! F
′
α(s−2),α˙(s−2) y
α(s−2)y¯α˙(s−2) .
By comparing with (6.55), we see that the components Fα(s),α˙(s) and F ′α(s−2),α˙(s−2)
encode the traceless and trace component of the Fronsdal tensor.
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Applying this identity to (6.118), we obtain the components of Fronsdal
current in terms of the source term J
j =− 1
N¯(N¯ − 1)∂ν∇
νν˙ y¯ν˙J
∂∂ + J¯∂∂
− 12N¯(N¯ +N)yν y¯ν˙∇
νν˙J⋄ , (6.124)
j′ =− 1
(N + 2)(N + 3)∂ν∇
νν˙ y¯ν˙ J¯
yy + Jyy
+
1
2(N + 2)(N¯ +N + 4)∂ν∂ν˙∇
νν˙J⋄ , (6.125)
where we defined J⋄ := NJy∂ + (N¯ + 2)J¯y∂ . Since we calculated the
source term J in Section 6.9, we can now easily extract the correspond-
ing Fronsdal current. This allows us to analyze the corrections induced
by the scalar field.
6.11 expectation for the result
As was discussed in Section 5.6.5, it can be shown that the part of
Fronsdal current jminn(s)(Φ†,Φ) in (5.76), which is bilinear in the scalar
field Φ := C(Y = 0), can be brought into a form which contains only
up to s number of derivatives. This minimal current corresponds to10
js(y, y¯) = C(1)(y, y¯)C(1)(−y, y¯)
⏐⏐⏐
spin s and scalar
=
s∑
k=0
1
s!s!
(−1)k(s!)2
(k!)2((s−k)!)2 Cα(s−k)α˙(s−k) Cα(k)α˙(k) y
α(s) y¯α˙(s)
(6.126)
in the language of four dimensional Vasiliev theory. This statement can
be verified along similar lines as in Section 5.6.5 as we will discuss in
the following. One immediately concludes that (6.126) only contains
up to s derivatives of the scalar since Cα(n)α˙(n) ∼ (∇αα˙)nΦ. In Fourier
space (6.126) is given by∫
d4ξd4η eiy(ξ−η)+iy¯(ξ¯+η¯) C(1)(ξ)C(1)(η)
⏐⏐⏐
spin s and scalar
=
∫
d4ξd4η
s∑
k=0
(−1)k
(k!)2((s− k)!)2 (yξ y¯ξ¯)
s−k(yη y¯η¯)k C(1)(ξ)C(1)(η) .
(6.127)
Using the equations of motion for C(1) in Fourier space, one can check
that this expression is conserved
∇αα˙∂α∂α˙ js(y, y¯) = 0 . (6.128)
10 By •
⏐⏐
spin s and scalar we denote the projection on terms only involving C
(1)
α(n)α˙(n¯)
with n = n¯ and s number of y and y¯ oscillators.
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For showing this, the relative sign in the yα-oscillators is essential. As
in three dimensions, we therefore conclude that js(y, y¯) corresponds to
js(y, y¯) = 1
s!s!
jminα(s)α˙(s) yα(s)y¯α˙(s) , (6.129)
where jminα(s)α˙(s) is the spinorial equivalent of the minimal current jminn(s).
We therefore expect the following second order relations
R
(2)
α(s)α˙(s−2)
⏐⏐⏐
F
= Eβ˙β˙Fα(s)α˙(s−2)β˙β˙ +EααF
′
α(s−2)α˙(s−2)
= asE
β˙β˙ jminα(s)α˙(s−2)β˙β˙ . (6.130)
We would like to extract the coefficients as from Vasiliev theory. How-
ever, as we will discuss in the next section, this will again confront
us with the problem of pseudo-local field redefinitions similar to our
discussion of the three-dimensional case.
6.12 explicit results
In this section, we will summarize some explicit results for the Fronsdal
current. The spin-2 sector is given by
R(2)αα
⏐⏐⏐
F
= 2 cos(2θ)
(
Eα˙α˙ jααα˙α˙ +Eαα j′
)
. (6.131)
where we have defined
jα(2)α˙(2) =
∞∑
l=0
(
al,1Cαν(l)α˙ν˙(l) Cα
ν(l)
α˙
ν˙(l)
+2al,0Cα(2)ν(l)α˙(2)ν˙(l) Cν(l)ν˙(l)
)
, (6.132)
j′ =
∞∑
l=0
cl,0Cν(l)ν˙(l) C
ν(l)ν˙(l) . (6.133)
The coefficients take the following form
al,0 =
1
l!l!
(
− 3
(2+ l)2 +
7
2(2+ l) −
4
3+ l +
1
2(4+ l)
)
, (6.134a)
al,1 =
1
l!l!
( 1
2(2+ l)2 −
1
4(2+ l) +
1
4(4+ l)
)
, (6.134b)
cl,0 =
1
l!l!
( 1
12(1+ l)2 −
3
8(1+ l) +
1
2+ l −
1
8(3+ l)
)
. (6.134c)
As can be seen from these results, the Fronsdal current is again of
pseudo-local form as was the case for the three-dimensional case dis-
cussed in Section 5.6.6.
The coefficients for arbitrary spin are rather involved. Similarly to
the three-dimensional case, one can again show that the backreaction
of the scalar field splits in various independently conserved sectors [27].
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One can restrict to the sector containing the minimal current. The
resulting expressions are slightly more compact
R
(2)
α(s)α˙(s−2)
⏐⏐⏐
F
= 2 cos(2θ)Eβ˙β˙ jα(s)α(s−2)β˙β˙ , (6.135)
with the current components taking the following form
jα(s)α˙(s) =
∞∑
l=0
s∑
k=0
a
(s)
l,k Cα(s−k)ν(l)α˙(s−k)ν˙(l) Cα(k)
ν(l)
α˙(k)
ν˙(l) ,
(6.136)
with the coefficients
a
(s)
l,k =
(−)ks!s!
l!l!k!k!(s− k)!(s− k)!
s(2l(s− 1) + s(2s− 1))
8(s− 1)(l+ s)2(l+ s+ 1)2 .
(6.137)
Note that there is no trace contribution as we have restricted to the
minimal sector.
It is important to note that from an analysis of conformal field theo-
ries with (slightly-broken) higher-spin symmetry [61], one would expect
cos2(θ) dependence which obviously differs from the factor cos(2θ) of
our results. We will return to this puzzling observation in the discussion
section.
7
PSEUDO-LOCAL F IELD REDEF IN IT IONS
As was mentioned in Section 6.11, the source term involving two scalar
fields is expected to be of the form1
jminα(s)α˙(s) = as
s∑
k=0
cs,k Cα(s−k)α˙(s−k) Cα(k)α˙(k) , (7.1)
where we have used the definition of the minimal current (6.126) and
defined
cs,k =
(−1)ks!s!
k!k!(s− k)!(s− k)! . (7.2)
The coefficient as denotes the spin-dependent normalization constant
which we want to extract from Vasiliev theory.
In the minimal current sector our explicit result (6.136) obtained
from Vasiliev theory can be rearranged as follows
jα(s)α˙(s) =
∞∑
l=0
1
l!l!
al,s
s∑
k=0
cs,k Cα(s−k)ν(l)α˙(s−k)ν˙(l) Cα(k)
ν(l)
α˙(k)
ν˙(l) ,
(7.3)
where we defined
al,s =
s(2l(s− 1) + s(2s− 1))
8(s− 1)(l+ s)2(l+ s+ 1)2 . (7.4)
To rewrite these expressions in a more suggestive way let us define
∇m(s−k)n(l)Φ∇m(k)n(l)Φ
:= e¯αα˙m . . . e¯
αα˙
m Cα(s−k)ν(l)α˙(s−k)ν˙(l) Cα(k)
ν(l)
α˙(k)
ν˙(l) .
(7.5)
In accordance with our discussion in Section 6.1 the left hand side of the
above equation denotes the traceless and completely symmetric combi-
nations of s− k+ l and k+ l derivatives acting on the first and second
scalar field respectively of which l pairs of derivatives are contracted.
We will call the tensor structure
s∑
k=0
cs,k∇m(s−k)Φ∇m(k)Φ (7.6)
1 For the following discussion it is more convenient to include the spin-dependent
normalization as in the definition of the minimal current.
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the minimal interaction term. Note that this is precisely the tensor
structure of the minimal current jminn(s). All other structures involving
contractions of derivatives
s∑
k=0
cs,k∇m(s−k)n(l)Φ∇m(k)n(l)Φ with l > 0 (7.7)
will be referred to as successors of the minimal interaction term.
In Minkowski space, this corresponds to the fact that on top of
the minimal conserved tensor Φ←→∂ n . . .←→∂ nΦ there is a family of con-
served successors ∂m(l)Φ
←→
∂ n . . .
←→
∂ n∂
m(l)Φ that have 2l derivatives con-
tracted.2 Note also that successors have to be distinguished from im-
provement terms which we will only use for terms which are conserved
without using the equations of motion.
In order to extract the spin-dependent constant as in jminα(s)α˙(s), we
therefore need to remove all successors from the result (7.3) obtained
from Vasiliev theory by field redefinitions and then read off the coef-
ficient in front of its minimal interaction term afterwards. In order to
gain some intuition about these field redefinitions, we will however first
consider a toy model in the following section.
7.1 a pseudolocal toy model
We will study a toy model of two scalar fields Ψ and Φ in Minkowski
space. First let us consider the action
S =
∫
dDx
(
Φ(□−m2)Φ−Ψ(□−M2)Ψ− a0Φ2Ψ
− a1(∂nΦ∂nΦ)Ψ+ . . .
)
, (7.8)
where we have only written out terms up to cubic order in the scalar
fields. The equations of motion are then given by
(□−M2)Ψ =a0Φ2 + a1(∂nΦ∂nΦ) + . . . , (7.9)
(□−m2)Φ =2a0ΦΨ+ 2a1∂nΦ∂nΨ+ 2a1Ψ□Φ+ . . . . (7.10)
Using the field redefinition
Ψ→ Ψ+ 12a1Φ
2 (7.11)
one can remove the term proportional to a1 in the equation of motion
for Ψ. This can be seen by considering the redefined field equation for
Ψ
(□−M2)Ψ =a0Φ2 + a1(∂nΦ∂nΦ)− 12a1(□−M
2)Φ2 + . . . .
(7.12)
2 Here we use the notation ←→∂ n :=←−∂ n −−→∂ n.
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The last term can be simplified by using
□Φ2 = 2(∂nΦ∂nΦ) + 2Φ□Φ
= 2(∂nΦ∂nΦ) + 2m2Φ2 + . . . , (7.13)
where we have used that we can neglect all interaction terms in the
equation of motion of Φ since we are only interested in terms involving
up to two scalar fields in the relation above. Therefore, equation (7.12)
indeed leads to
(□−M2)Ψ =
(
a0 +
(
1
2M
2 −m2
)
a1
)
Φ2 + . . . . (7.14)
In the language introduced in the last section the Φ2 term constitutes
the minimal interaction term while the ∂nΦ∂nΦ is a successor thereof.
We can remove the successor by a field redefinition - at the expense of
modifying the prefactor of the minimal term.
Let us now extend this toy model a bit further and consider the
following equations of motion
(□−M2)Ψ =a0Φ2 +
L+1∑
l=0
al ∂n(l)Φ ∂
n(l)Φ+ . . . , (7.15)
(□−m2)Φ = . . . , (7.16)
where we have not written out explicitly terms involving three scalar
fields in the first equation of motion and terms involving two scalar
fields in the second equation of motion. Furthermore, we have denoted
l partial derivatives ∂n by ∂n(l) to ease notation.
We will now consider a field redefinition of the form
Ψ→ Ψ+
L∑
l=0
bl ∂n(l)Φ ∂
n(l)Φ . (7.17)
We want to fix the coefficients bl in such a way that only the minimal
interaction term proportional to Φ2 is left in (7.15) after the redefini-
tion - possibly with a corrected prefactor. One can derive the following
identity
□(∂n(l)Φ ∂
n(l)Φ) = 2m2 ∂n(l)Φ ∂n(l)Φ+ 2∂n(l+1)Φ ∂n(l+1)Φ ,
(7.18)
where we have used that to the relevant order the equation of motion
of Φ is given by □Φ = m2Φ. Using this identity we obtain
(□−M2)
L∑
l=0
bl ∂n(l)Φ ∂
n(l)Φ
=b0(2m2 −M2)Φ2 + 2bL ∂n(L+1)Φ ∂n(L+1)Φ
+
L∑
l=1
(
bl(2m2 −M2) + 2bl−1
)
∂n(l)Φ ∂
n(l)Φ . (7.19)
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In order to cancel all successors in (7.15), we first study how to remove
a single successor with L+ 1 contractions and unit coefficient. To this
end let us consider (7.15) with
aL+1 = 1 , aL = 0 , aL−1 = 0 , . . . a1 = 0 . (7.20)
By (7.19) we then obtain the following conditions for the coefficients bl
aL+1 = 1 = 2bL ,
aL = 0 = bL(2m2 −M2) + 2bL−1 ,
...
a1 = 0 = b1(2m2 −M2) + 2b0 .
This recursive relation has the solution
bl =
1
2 (
1
2M
2 −m2)L−l with 0 ≤ l ≤ L . (7.21)
By (7.19) this leads to the following shift in the prefactor of the minimal
term
a0 → a0 − b0(2m2 −M2) = a0 +CL+1 , (7.22)
where we have defined
Cl := ( 12M
2 −m2)l . (7.23)
This result allows us to determine the contribution to the minimal term
due to the removal of the successor
al ∂n(l)Φ ∂
n(l)Φ (7.24)
by replacing CL+1 → Clal in (7.22). Consecutively removing each suc-
cessor in (7.15) then leads to the following equation of motion for Ψ
(□−M2)Ψ =a˜0Φ2 , (7.25)
where we have neglected cubic terms and defined
a˜0 :=
L+1∑
l=0
Clal . (7.26)
Turning this discussion around, we therefore see that we can encode a
certain coefficient a˜0 in front of the minimal interaction term by adding
an arbitrary number of successors.
Coming from Vasiliev theory, it is natural to go one step further: in-
stead of encoding the coefficient of the minimal term by an arbitrary
but finite number of successors we will now encode it using infinitely
many successors. Therefore, we consider the following equations of mo-
tion
(□−M2)Ψ =a0Φ2 +
∞∑
l=0
al ∂n(l)Φ ∂
n(l)Φ+ . . . , (7.27)
(□−m2)Φ = . . . . (7.28)
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From our previous construction, we deduce by considering the partial
sums of the interaction term above that there exists a field redefinition
Ψ→ Ψ+
∞∑
l=0
bl ∂n(l)Φ ∂
n(l)Φ . (7.29)
with suitable choices for the coefficients bl such that after performing
this field redefinition the equations of motion for Ψ are given by
(□−M2)Ψ =a˜0Φ2 , (7.30)
where we have again neglected cubic terms and defined
a˜0 :=
∞∑
l=0
Clal . (7.31)
If this sum converges, the equation of motion (7.27) is merely an equiv-
alent (albeit complicated) way of rewriting (7.30). Notice in particular
that the redefinition (7.29) contains an infinite number of derivatives
and is therefore of pseudo-local form. However, this does not constitute
a problem as it is merely a manifestation of the fact that we chose to
encode the coefficient a˜0 of the minimal interaction term by an infinite
number of successors. Indeed, it is clear from our discussion that one
necessarily needs to perform pseudo-local field redefinitions of the type
constructed above in order to project on the minimal interaction term.
The pseudo-local field redefinition considered above does not allow us
to remove all interaction terms. The minimal interaction term cannot
further be removed using the algorithm outlined above. This is because
these field redefinitions necessarily lead to terms involving at least two
derivatives - as can be seen by (7.13). However, one can easily construct
a different class of pseudo-local field redefinitions which allows us to
remove also this minimal term. To this end, consider
ψ → ψ+ a˜0(□−M2)−1Φ2 . (7.32)
The last term in this redefinition can formally be rewritten as
a˜0(□−M2)−1Φ2 = −a˜0M2
∞∑
n=0
(
□
M2
)n
Φ2 . (7.33)
By induction, one can straightforwardly show that
□nΦ2 =
n∑
k=0
(2m2)n−k 2k
(
n
k
)
∂m(k)Φ ∂
m(k)Φ , (7.34)
and therefore the redefinition is given by
Ψ→ Ψ−
∞∑
n=0
n∑
k=0
M−2n+2 (2m2)n−k 2k
(
n
k
)
∂m(k)Φ ∂
m(k)Φ .
(7.35)
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Obviously, this type of pseudo-local field redefinition cannot be physi-
cally permitted as they allow us to remove all interactions3 and there-
fore change the observables of the field theory.
Let us summarize the lessons learned from studying this toy model:
• Not all pseudo-local field redefinitions are physically permitted
because a subset of them allows for a complete removal of the
interactions.
• On the other hand, if some coefficient in front of the minimal term
is encoded by an infinite number of successors certain pseudo-
local field redefinitions are necessarily required in order to project
on the minimal interaction term.
• We gave an explicit algorithm which allows us to project on the
minimal interaction term and read off its coefficient by construct-
ing field redefinitions which iteratively remove any number (pos-
sibly infinite) of successors.
In the next section, we will apply these lessons to Vasiliev theory. This
will only require a minimal generalization of our arguments due to the
fact that the spin-s source terms contain s free spacetime indices and
that Vasiliev theory is formulated on an AdS-background instead of
Minkowski space.
7.2 analysis for vasiliev theory
In the following, we will discuss how the Fronsdal current (7.3), which
in vectorial notation reads
jm(s) =
∞∑
l=0
1
l!l!
al,s
s∑
k=0
cs,k∇m(s−k)n(l)Φ∇m(k)n(l)Φ , (7.36)
can be projected on the minimal interaction term (7.1)
jminm(s) = a˜
(s)
0
s∑
k=0
cs,k∇m(s−k)Φ∇m(k)Φ , (7.37)
which we have also rewritten in vectorial notation. Performing this
projection would allow us to extract the coefficient a˜(s)0 from Vasiliev
theory.
In complete analogy to the discussion in the last section, we will first
study how one can remove a single successor with (L+ 1) contractions
and unit coefficient, i.e.
s∑
k=0
cs,k∇m(s−k)n(L+1)Φ∇m(k)n(L+1)Φ , (7.38)
3 Strictly speaking the constructed pseudo-local field redefinition only allows to re-
move all interactions bilinear in the scalar field Φ but it is clear that one can easily
generalize the construction to the case of arbitrary interactions since it involves
inverting the kinetic operator □−M2.
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by a field redefinition
ϕm(s) → ϕm(s) + δϕm(s) , (7.39)
where we have defined
δϕm(s) =
L∑
l=0
1
l!l!
b
(s)
l
s∑
k=0
cs,k∇m(s−k)n(l)Φ∇m(k)n(l)Φ . (7.40)
From our discussion in Section 6.4 it is clear, that the Fronsdal field is
embedded into ω(2)0 (Y ) as follows
ω
(2)
α(s−1),α˙(s−1) =e¯
ββ˙ϕβα(s−1)β˙α˙(s−1) + e¯ααϕ
′
α(s−2)α˙(s−2) + . . . ,
(7.41)
where ϕα(s)α˙(s) and ϕ′α(s−2)α˙(s−2) denote the traceless and trace com-
ponents of the Fronsdal field respectively and we have not made any
other components explicit. It is important to emphasize that, since we
are working at the second order, it is not clear if this component indeed
corresponds to the second order Fronsdal field. We will return to this
point in the next section where we also show that this assumption can
be relaxed.
Since the redefinition (7.40) is traceless by construction, we see that
ω
(2)
α(s)α˙(s) → ω
(2)
α(s)α˙(s) + e¯
ββ˙δϕβα(s−1)β˙α˙(s−1) , (7.42)
where δϕα(s)α˙(s) denotes the spinorial analog of (7.40). From our dis-
cussion of the minimal interaction term in Section 6.11, it is clear that
using YA oscillators this can be rewritten as
ω
(2)
0 (Y )→ ω(2)0 (Y ) + e¯αα˙∂α∂α˙ δω(2)0 (Y ) , (7.43)
with
δω
(2)
0 ∼
∫
d4ξ d4η
∞∑
l=0
b
(s)
l
s∑
k=0
cs,k (yξ y¯ξ¯)
s−k (yη y¯η¯)k (ηξ η¯ξ¯)l
×C(1)(ξ)C(1)(η) .
(7.44)
We can then calculate the effect of this redefinition by first evaluating
δJ = D(δω
(2)
0 ) , (7.45)
and then determining the corresponding Fronsdal current thereof by
the methods presented in Section 6.10. This allows us to determine the
induced changes to the Fronsdal current. Using this information, one
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is then led to solve the following recursive relation in order to cancel
the single successor (7.38)
aL+1,s = 1 = k(s)1,L b
(s)
L ,
aL,s = 0 = k(s)1,L−1 b
(s)
L−1 + k
(s)
2,L b
(s)
L ,
aL−1,s = 0 = k(s)1,L−2 b
(s)
L−2 + k
(s)
2,L−1 b
(s)
L−1 + k
(s)
3,L b
(s)
L ,
...
a1,s = 0 = k(s)2,0 b
(s)
0 + k
(s)
3,1 b
(s)
1 ,
where the coefficients are given by
k
(s)
1,l = (l+ 1)
2 , (7.46a)
k
(s)
2,l = −(2(l+ 1)2 + 2ls+ s2) , (7.46b)
k
(s)
3,l = (l+ s+ 1)
2 . (7.46c)
By solving this recursive system of equations, one can deduce the shift
in the prefactor a˜(s)0 of the minimal interaction term (7.1), i.e.
a˜
(s)
0 → a˜(s)0 +C(s)L+1 . (7.47)
The form of C(s)l for arbitrary spin s was first derived in [62] (see also
[63]) and is given by
C
(s)
l =
(l+ s+ 1)! 3F2(1− s, 1− s,−2s; 2− 2s, l− s+ 2; 1)
2(2s− 1)(s− 1)!s!Γ(l− s+ 2) .
(7.48)
For the case of s = 2 it becomes
C
(2)
l =
1
12 (l+ 1)(l+ 2)
2(l+ 3) . (7.49)
From our discussion in the last section, it is clear that this result al-
lows us to easily project on the minimal interaction term (7.1) and to
determine its coefficient:
a˜
(s)
0 =
∞∑
l=0
al,sC
(s)
l . (7.50)
However, there is a problem. To illustrate this, we focus on the case
s = 2. Using the explicit results for al,2 extracted from Vasiliev theory,
one obtains
a˜
(2)
0 =
1
24
∞∑
l=0
(l+ 1) , (7.51)
which obviously diverges. More generally, one can show that the expres-
sion (7.50) diverges for all spins s ≥ 2. This can be seen as follows: for
large values of l, one can extract the following asymptotic behavior [62]
C
(s)
l ∼ l2s , (7.52)
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which has to be compared with the coefficients al,s extracted from
Vasiliev equations
al,s ∼ 1
l3
. (7.53)
We will discuss this divergence and possible interpretations in the next
section.
We have only considered the minimal current sector so far. By analo-
gous arguments, one can show that all other sectors can be completely
removed using the algorithm outlined above.
In [62], this analysis was extended to the three-dimensional case. It
is shown that for three-dimensional Vasiliev theory the coefficient of
the minimal interaction a˜(2)0 diverges for all spins s > 2.
Furthermore, the authors perform a Witten diagram calculation in
three-dimensional Vasiliev theory which allows them to determine the
three-point function ⟨jsj0j0⟩ of the boundary conformal field theory in-
volving two spin-0 and a single spin-s current. They first determine this
three-point function from the general pseudo-local interaction term4
(7.36) with arbitrary coefficients al,s and then show5 that it leads to
the same result as the minimal interaction term (7.37) with coefficient
(7.50). This provides additional evidence for our construction as it is
common lore in the AdS/CFT literature that physically allowed field
redefinitions should leave boundary correlation functions invariant [64]. In fact in Section
2 of [64] - one
of the seminal
publications on
correlators in
AdS/CFT - it is
shown that, using
the toy model
(7.8), the resulting
boundary three
point correlator
agrees with the one
calculated from the
minimal interac-
tion with modified
coefficient.
Note that this calculation does not rely on any specific proposal for the
dual conformal field theory. It merely uses the fact that the three-point
function calculated from Witten diagrams should stay invariant under
physically allowed field redefinitions.
7.3 discussion and possible interpretations
We have seen that the minimal interaction term extracted by our calcu-
lation diverges. In this calculation we made three crucial assumptions:
• Schwinger–Fock gauge (3.113).
• Second order Fronsdal fields are given by
ϕn(s) ∼ e(2) a(s−1)n (e¯na)s−1 . (7.54)
• Field theoretical methods are applicable.
We discuss these assumptions in more detail in the following: one can
show easily that the linear equations of motion are independent of
4 Since three-dimensional Vasiliev theory contains a complex instead of a real scalar
field, all interaction terms contain a pair of complex conjugated scalar fields Φ† . . .Φ
instead of Φ . . .Φ in the four-dimensional expressions.
5 An important assumption in deriving this result is that the integral over AdS space
commutes with the infinite sum over successors.
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the gauge choice. Let us consider the three-dimensional Vasiliev the-
ory although completely analogous arguments also hold for the four-
dimensional case. Without imposing the Schwinger–Fock gauge the field
A(1)α contains an additional ∂zαϵ(1)(y, z) piece as was discussed after
(3.113). The Vasiliev equation (3.105c) determines the z-dependence of
the masterfield W by
∂zαW (1) = DΩ(∂zαϵ(1) + . . . ) . (7.55)
Here and in the following, an ellipses denotes terms that are also present
in the Schwinger–Fock gauge. Since ∂zαDΩ = DΩ∂zα, we see that the
masterfield W (1) is now given by
W (1) = DΩϵ(1) + . . . . (7.56)
This gauge term will drop out of the dynamical equation, DΩW (1) = 0,
because of D2Ω = 0. Furthermore, B(1) is independent of A(1)α and can
therefore not be affected by a different gauge choice for A(1)α . Beyond
the linear order however, the gauge term ∂zαϵ(1) will not drop out any-
more. For example at the second order, the z-dependence of W (2) is
determined by
∂zαW (2) = DΩ(∂zαϵ(2)) + [W (1), ∂zαϵ(1)]⋆ + . . . . (7.57)
The first term will drop out of the dynamical equation DΩW (2) by
the same mechanism as at linear order. However, the second term will
generically lead to additional terms in the equations of motion for the
twisted and physical one-form. Since Aα is an auxiliary field (it encodes
the coupling between W and B in Vasiliev equations), it should not
contain its own degrees of freedom and therefore the spacetime zero-
form ϵ has to be a functional of C, i.e.
ϵ = ϵ[C] . (7.58)
The equations of motion obtained in such a way are related to the ones
derived from Schwinger–Fock gauge by pseudo-local field redefinitions
which may or may not be physically permissible. The Schwinger–Fock
gauge is appealing since we know how to extract manifestly Lorentz co-
variant equations of motion from it as we discussed in Section 5.2. How-
ever, a possible interpretation of our results may be that the Schwinger–
Fock gauge needs to be modified.
The identification of the Fronsdal field (7.54) is of course by no means
the only possibility to construct a tensor with the symmetry properties
and transformation behavior of the Fronsdal fields out of (generalized)
vielbeins. Any other identification will be related to (7.54) by a field
redefinition. If the reason of the divergent coefficient was our identifi-
cation of the Fronsdal field, this would imply that the field redefinition
obviously changes this coefficient (in order to make it finite). But our
class of field redefinitions cannot do so by construction. Therefore, any
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identification that is related to the definition (7.54) by an allowed field
redefinition will also lead to a divergent coefficient. Our results could
thus indicate that the identification (7.54) may require some modifi-
cation outside of this class of field redefinitions but so far we lack a
concrete proposal of how to do this.
Our methods assume that source terms extracted from Vasiliev the-
ory can be analyzed using field theoretical methods. More precisely, we
interpreted the pseudo-local interactions of Vasiliev theory as an infinite
expansion in successors. Each of these successors can then be individu-
ally removed using a local field redefinition in the standard field theoret-
ical sense. This modifies the coefficient of the minimal interaction term.
We then summed over all contributions of the infinite number of succes-
sors. Similarly, the authors of [62] calculated the boundary three-point
correlator ⟨jsj0j0⟩ using a Witten diagram calculation by commuting
the infinite sum of successors with the integral over AdS space. A possi-
ble interpretation of our results is that this field-theoretical procedure
is not applicable to Vasiliev theory. We will comment on this point
further in the conclusions.
Finally, one may try to regularize the coefficient as =
∑∞
l=0 al,sC
(s)
l
in front of the minimal interaction term (7.1). We performed some pre-
liminary studies in this direction using ζ-function regularization and
other methods based on analytic continuation in the spin s. However
so far, we have not found a regularization scheme which systematically
works for all spins and therefore this issue requires further study. If an
appropriate regularization scheme was to be found, one would want to
find a physical interpretation of it. In fact, using regularization tech-
niques the authors of [65] were able to calculate boundary three-point
functions from the zero-form sector of four-dimensional Vasiliev theory.
This sector also contains pseudo-local interaction terms in four dimen-
sions. However, their methods do not have an obvious generalization
to the one-form sector.
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CONCLUS ION AND OUTLOOK
Christian Fronsdal’s seminal paper [29] on the free theory of higher-
spin fields closes by posing the question whether there exists a non-
linear theory of interacting higher-spin fields. This question has become
known in the literature as the "Fronsdal problem".
Different approaches have been taken to solve this problem. These in-
clude the Noether procedure [66–77] and the holographic reconstruction
of higher-spin theories [78–82]. Encouraging progress has been achieved
over the last years. For example, the complete cubic action for arbi-
trary dimension was obtained in [82] combining techniques based on
the Noether procedure and holographic reconstruction. This progress
was partly based on a similar result in our publication [26] for the
three-dimensional theory which we did not report in this thesis. Re-
cently, even quartic couplings have been studied [78, 79].
Despite these encouraging results, the only consistent non-linear the-
ory which reproduces the Fronsdal equations upon linearization is cur-
rently given by Vasiliev equations. These equations are formulated in
a highly non-standard way. As a result, it is remarkably challenging
to make a connection with the Fronsdal formalism and thereby ex-
tract physics out of them. In this respect, the alternative approaches
to Vasiliev theory listed above provide us with a clearer physical picture
of the underlying theory. The present thesis confronted this challenge.
In three dimensions, for the case of vanishing scalar field (and twisted
fields), most of these difficulties can be avoided and the dynamics of
the theory is described by a Chern–Simons action. In Chapter 4, we
successfully developed an efficient algorithm to translate this theory
in the metric-like language of the Fronsdal fields. While the resulting
expressions are involved, our algorithm allows us in principle to straight-
forwardly extract corrections to the Fronsdal equation perturbatively
in the higher-spin fields.
For the case of non-vanishing scalar field, the only known descrip-
tion of the theory is given in terms of Vasiliev equations. In Chapter 5
and 6, we obtained the equations of motion for higher-spin and mat-
ter fields up to second order in perturbations of an AdS background.
This required the resolution of considerable technical and conceptual
difficulties. The former are mainly due to the infinite number of auxil-
iary variables of Vasiliev theory while the latter arise from the need for
manifest local Lorentz covariance and the locality properties of field re-
definitions. Both in three and four dimensions, our work represents the
first systematic study of the interactions of Vasiliev theory expressed
in terms of physical fields only.
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Our analysis sheds light on the spectrum of three-dimensional Vasiliev
theory. We have shown that its twisted sector can be set to zero consis-
tently (at least up to second order in perturbations). This is important
as these fields have no immediate interpretation within the Gaberdiel–
Gopakumar duality.
The extracted equations of motion for both three and four dimen-
sional Vasiliev theory share the common feature that their interaction
terms are of pseudo-local form, i.e. they contain infinitely many deriva-
tives at fixed spin. These terms are therefore potentially non-local. As
higher-spin theories are thought to be related to the tensionless limit
of string theory, there is no reason to expect that Vasiliev theory is a
local field theory. This is however very different for the order we are
considering: it has been established by Metsaev [57] that second order
corrections to the Fronsdal equation only contain a finite number of
derivatives and their structure is completely known.
In Chapter 7, we attempted to extract the free coefficients of this
minimal Metsaev structure from Vasiliev theory. As we discussed in
detail, the pseudo-local interactions extracted from Vasiliev equations
do not necessarily stand in contradiction to Metsaev’s results, as the
infinite sum of successors could merely encode a certain coefficient of
the minimal interaction term. Such a complicated encoding might be
necessary in order to formulate the theory in unfolded language. In
fact, it was widely expected that Vasiliev theory would lead to pseudo-
local interactions but this was not considered a problem for precisely
the reasons outlined above. We then brought the interaction terms of
Vasiliev theory in minimal Metsaev form using only physically allowed
field redefinitions. Surprisingly, the resulting coefficients are divergent
and the dependence on the parameter θ is not of the expected form.
It is conceivable that these two problems are related. Note that the
possibility of divergent coefficients was first mentioned in [1, 83] and is
consistent with related divergences in the zero-form sector observed in
[65, 84].
Taken at face value, this suggests that the interactions extracted from
Vasiliev theory are non-local. This would be worrisome, as it stands in
contradiction to Metsaev’s results [57], holographic reconstructions of
the cubic couplings [80–82] and considering a theorem by Barnich and
Henneaux which shows that for an arbitrary gauge theory there are
no obstructions to the Noether procedure if one allows for non-local
interaction terms [69].
However, our results may also suggest that the recipe of obtaining
physical equations of motion from Vasiliev equations needs to be modi-
fied. It is important to stress that this process relies on certain assump-
tions which we discussed in detail in Section 7.3. Any of these may
require some modification in light of our results and deserve further
study. While this thesis was being completed, Vasiliev published a pa-
per [85] in which he analyses the zero-form sector of four-dimensional
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Vasiliev theory at second order. This sector also contains pseudo-local
interaction terms which can be brought in minimal form - similar to our
discussion in Chapter 7. He then makes a concrete proposal for such
a field redefinition. While we have only suggested a criterion for the
allowed class of field redefinitions in the one-form sector, it seems likely
that Vasiliev’s field redefinition is outside our class when appropriately
generalized to the zero-form sector. Using the formalism outlined in
this thesis, one could study the interaction terms in the redefined zero-
form sector. One could then check whether the correct coefficients of
the Metsaev minimal structure are reproduced. If this is so, one might
take the point of view that this field redefinition is part of the recipe to
extract equations of motion from Vasiliev theory. In this case, it would
be important to find an appropriate generalization of this redefinition
for the one-form sector and higher orders in perturbation theory.
Vasiliev also conjectures this field redefinition to be part of a class
which leaves boundary correlation functions invariant that are obtained
in a non-standard way. It is important to stress that this conjecture
does not stand in any contradiction to our results as the correlation
functions are to be obtained by extending Vasiliev theory by master-
fields of higher form degree [86]. One then interprets a closed spacetime
four-form of this extended theory as a generating functional for bound-
ary correlation functions in the spirit of an on-shell Lagrangian. One
would need to solve this extended Vasiliev system up to third order in
perturbations in order to extract boundary three-point functions. It is
therefore not surprising that so far not even the boundary two-point
functions have been obtained using this method (see however [87, 88]
for an interesting new approach).
In the author’s opinion, any significant progress in the understanding
of the interactions of Vasiliev theory would need to pass the following
benchmark tests: the three-point boundary correlators have to be ob-
tained directly from Vasiliev equations in both the zero and one-form
sector by a procedure that has an obvious generalization to higher or-
ders. A criterion for the allowed class of field redefinitions has to be
given. Ideally, such a method should not rely on regularization schemes
or provide a physical justification for them. We hope that this progress
will be achieved in the near future.

Part IV
APPENDICES

A
CONVENTIONS
This appendix summarizes the conventions used throughout this thesis.
a.1 symmetrization
Indices on the same level and denoted by the same letter are to be
symmetrized by adding all necessary permutations, e. g. XαYα is un-
derstood as Xα1Yα2 +Xα1Yα2 , without further normalization.
A symmetric rank-n tensor will be denoted as Tα(n), which means
the tensor components Tα1...αn are completely symmetric with respect
to exchange of any two indices, e. g. XαYα(n−1) should be understood
as Xα1Yα2...αn + (n− 1) terms.
In exceptional cases it is also useful to use brackets to denote sym-
metrization, i.e. y(α1yα2 . . . yαn) = yα1yα2 . . . yαn + permutations.
a.2 general relativity
We use the mostly plus convention (−,+,+, . . . ,+). Spacetime indices
are denoted by m,n, o, p . . . whereas a, b, c . . . stand for local Lorentz
indices. The Ricci tensor is defined by
Rmn := Rmrnr . (A.1)
The AdSd radius l is related to the cosmological constant Λ by
Λ = − (d− 1)(d− 2)2l2 . (A.2)
a.3 metric-like theory
The Killing form is defined to be one half of the matrix trace in the
fundamental representation of sl(3,R),
κAB =
1
2 tr (JA JB) , (A.3)
and therefore
κab = ηab , (A.4a)
κaB = 0 . (A.4b)
The anti-symmetric and symmetric structure constants are given by
fABC =
1
2 tr ([JA, JB]JC) , (A.5a)
dABC =
1
2 tr ({JA, JB}JC) , (A.5b)
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such that
fAbc = fABC = 0 , (A.6a)
fabc = ϵabc , (A.6b)
dabc = dABc = 0 . (A.6c)
The structure constants obey the following useful identities
dAbc κ
bc = 0 , (A.7a)
dAbc d
A
de = − 23 κbc κde + 2κd(b κc)e . (A.7b)
a.4 three-dimensional vasiliev theory
a.4.1 Spinorial Indices
Spinorial indices are denoted by Greek letters. We raise and lower these
indices as follows
yα = ϵαβyβ yα = y
βϵβα , (A.8)
where ϵ01 = ϵ01 = 1. This implies that ϵαβϵγβ = δαγ .
a.4.2 Star Products
Using the integral formula
(f ⋆ g)(y, z) = 1(2π)2
∫
d2ud2v f(y+ u, z + u)
×g(y+ v, z − v) exp (ivαuα) . (A.9)
one can easily derive
yα ⋆ f = (yα + i∂
y
α − i∂zα)f , (A.10a)
zα ⋆ f = (zα + i∂
y
α − i∂zα)f , (A.10b)
f ⋆ yα = (yα − i∂yα − i∂zα)f , (A.10c)
f ⋆ zα = (zα + i∂
y
α + i∂
z
α)f , (A.10d)
from these basic identities it follows straightforwardly that
[yα, f ]⋆ = 2i ∂
y
α f , (A.11a)
[zα, f ]⋆ = −2i ∂zα f , (A.11b)
{yα, f}⋆ = 2 (yα − i∂zα) f , (A.11c)
{zα, f}⋆ = 2 (zα + i∂yα) f , (A.11d)
which in turn implies
[Lyαα, f ]⋆ = (yα − i∂zα)∂yα f , (A.12a)
{Lyαα, f}⋆ = −i(yα − i∂zα)(yα − i∂zα)f + i∂yα∂yαf , (A.12b)
[Lzαα, f ]⋆ = (zα + i∂
y
α)∂
z
α f . (A.12c)
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These identities also imply for Pαα = ϕLαα that
[Pαα, f ]⋆ = ϕ (yα − i∂zα)∂yα f , (A.13a)
[Pαα, f ψ]⋆ = ϕ i∂
y
α∂
y
αfψ− i ϕ (yα − i∂zα)(yα − i∂zα)f ψ . (A.13b)
a.4.3 Fourier Space
We define the Fourier transformed fields as follows
F (y,ϕ) =
∫
d2ξ eiyξ F (ξ,ϕ) , (A.14)
and analogously for all other fields. The source terms involving two first
order physical zero-forms are then certain q-forms of the type
Jq =
∫
d2ξ d2η Kq(ξ, η, y) Cˆ(1)(ξ,ϕ|x) Cˆ(1)(η,−ϕ|x) , (A.15)
where the relative sign in ϕ between the two zero-forms was explained
in (5.32). The kernel Kq is given for the various form-degrees by
K0 = K(ξ, η, y) , K1 = e¯ααKαα(ξ, η, y) , (A.16a)
K2 = E
ααJαα(ξ, η, y) , K3 = E J(ξ, η, y) , (A.16b)
and we have used the definitions
Eαα := e¯αβ ∧ e¯αβ , E := Eαα ∧ e¯αα , (A.17)
which obey the following identities
e¯αα ∧ e¯ββ = 14ϵ
αβEαβ , (A.18a)
Eαβ ∧ e¯γδ = 16 (ϵ
αγϵβδ + ϵβγϵαδ)E . (A.18b)
With the help of the equations of motion for the Fourier-transformed
fields,
∇Cˆ(1)(ξ,+ϕ) = − i2 ϕ e¯
αα
(
ξαξα − ∂ξα∂ξα
)
Cˆ(1)(ξ,+ϕ) , (A.19a)
∇Cˆ(1)(η,−ϕ) = + i2 ϕ e¯
αα (ηαηα − ∂ηα∂ηα) Cˆ(1)(η,−ϕ) , (A.19b)
and of the identities (A.18), we find the following Fourier representa-
tions for the adjoint derivative D:
DK(ξ, η, y) = e¯ααOααK(ξ, η, y) , (A.20a)
De¯ααKαα(ξ, η, y) =
1
4 E
ααOαν Kα
ν(ξ, η, y) , (A.20b)
DEααJαα(ξ, η, y) =
1
6 EO
αα Jαα(ξ, η, y) , (A.20c)
where we have defined
Oαα :=
iϕ
2
[
(ηαηα − ∂ηα∂ηα)−
(
ξαξα − ∂ξα∂ξα
)
+ 2iyα∂yα
]
. (A.20d)
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We will also need the action of the twisted-adjoint covariant derivative
D˜ acting on q-forms linear in Cˆ(1) and ωˆ(1):
Jq =
∫
d2ξ d2η
{
Lq(ξ, η, y) Cˆ(1)(ξ,ϕ) ωˆ(1)(η,−ϕ)
+L¯q(ξ, η, y) ωˆ(1)(ξ,ϕ) Cˆ(1)(η,ϕ)
}
, (A.21)
where the kernels Lq and L¯q are given by
L1 = L(ξ, η, y) , L¯1 = L¯(ξ, η, y) , (A.22a)
L2 = e¯
ααLαα(ξ, η, y) , L¯2 = e¯ααL¯αα(ξ, η, y) , (A.22b)
L3 = E
ααSαα(ξ, η, y) , L¯3 = EααS¯αα(ξ, η, y) , (A.22c)
Using the equations of motion for ωˆ(1) and Cˆ(1), we again obtain a
Fourier representation for the twisted adjoint covariant derivative D˜:
D˜L(ξ, η, y) = e¯αα Iαα L(ξ, η, y) , (A.23)
D˜hααLαα(ξ, η, y) =
1
4 E
αα Iαν Lα
ν(ξ, η, y) , (A.24)
where we have defined
Iαα :=
iϕ
2
[
(yαyα − ∂yα∂yα)−
(
ξαξα − ∂ξα∂ξα
)
+ 2i ηα∂ηα
]
. (A.25)
Analogous expressions hold for the barred kernels upon replacing Iαα
with I¯αα defined as
I¯αα :=
iϕ
2
[
(yαyα − ∂yα∂yα)− (ηαηα − ∂ηα∂ηα) + 2i ξα∂ξα
]
. (A.26)
Furthermore, we will be interested in situations where the twisted ad-
joint covariant derivative D˜ acts on q-forms linear in Cˆ(1) which are of
the form
Jq =
∫
d2ξ Kq(ξ, y) Cˆ(1)(ξ,ϕ|x) , (A.27)
The kernel Kq is given for the various form-degrees by
K0 = K(ξ, y) , K1 = e¯ααKαα(ξ, y) , (A.28a)
K2 = E
ααJαα(ξ, y) , K3 = E J(ξ, y) , (A.28b)
The twisted adjoint covariant derivative D˜ then acts by
D˜K(ξ, η, y) = e¯ααOααK(ξ, η, y) , (A.29a)
D˜e¯ααKαα(ξ, η, y) =
1
4 E
ααOαν Kα
ν(ξ, η, y) , (A.29b)
D˜EααJαα(ξ, η, y) =
1
6 EO
αα Jαα(ξ, η, y), (A.29c)
where we defined
Oαα :=
iϕ
2
[
(yαyα − ∂yα∂yα)−
(
ξαξα − ∂ξα∂ξα
)]
. (A.29d)
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a.5 four-dimensional vasiliev theory
a.5.1 Spinorial Indices
The commuting oscillators yα and y¯α˙ are conveniently combined
Y A = (yα, y¯α˙) . (A.30)
Indices of Y A can then be lowered or raised by
ϵAB :=
⎛⎝ϵαβ 0
0 ϵα˙β˙
⎞⎠ (A.31)
Both yα and y¯α˙ follow the same conventions for raising and lowering
as in three dimensions.
a.5.2 Star Products
The star product is defined by
(f ⋆ g)(Y ,Z) = 1(2π)4
∫
d4U d4V f(Y + U ,Z + U)
×g(Y + V ,Z − V ) exp (iV AUA) .
(A.32)
Star products either involving only purely y or y¯-dependent functions
obey the same identities as in three dimensions. The translation gener-
ators contain both barred and unbarred indices and act as
[Pαα˙, •]⋆ = {(yα − i∂zα)∂yα˙ + (y¯α˙ − i∂zα˙)∂yα)} • , (A.33a)
{Pαα˙, •}⋆ = −i {(yα − i∂zα)(y¯α˙ − i∂zα˙)− ∂yα∂yα˙} • . (A.33b)
a.5.3 Fourier Transformations
We use the following conventions for the Fourier transformation
f(Y ) =
∫
d4ξ f(ξ)eiY AξA , (A.34)
with wave-vector ξA = (ξα, ξ¯α˙).

B
TECHNICAL IT IES
b.1 source terms
In this section, we collect the results for the various source terms of
three-dimensional Vasiliev theory. We start by discussing the source
terms in the physical sector before presenting the twisted sector.
b.1.1 Physical Sector
We first define the following exponentials for future convenience
Q = exp i (tq(η+ y)(y+ ξ)) , (B.1a)
P = exp i (t(η+ y)(y+ ξ)) , (B.1b)
K = exp i(y− qη)(y+ tξ) , (B.1c)
R1 = exp i (t(y− q(η+ y))ξ) , (B.1d)
R2 = exp i (q(y− t(ξ + y))η) , (B.1e)
Kq = exp iq(yη) = K|t=0 , (B.1f)
Kt = exp it(yξ) = K|q=0 . (B.1g)
The source term V(Ω,Ω, Cˆ, Cˆ) defined in (5.26d) depends on the free
parameter g0 of the field redefinition (3.123). We will first give the
source term V(Ω,Ω, Cˆ, Cˆ) for g0 = 1 as this choice leads to a rela-
tively concise form. We will then explain how one can easily obtain
its corresponding form for g0 = 0 which allows truncation to physical
fields only.
The explicit form of this source term is
V(Ω,Ω, Cˆ, Cˆ) = Eαα
∫
dt dq d2ξ d2η
× (JQαα + JPαα + JKαα + JR1αα + JR2αα ) Cˆ(1)(ξ,ϕ)Cˆ(1)(η,−ϕ) .
The redefinition (3.123) only contributes to the last three kernels. For
the choice g0 = 1 the kernels are then given by
JQαα = {d1 yαyα + d2 ξαξα + d3 ηαηα + d4 ξαηα + d5 ξαyα
+ d6 ηαyα − d7 (yαηα(yη)− ξαyα(yξ)− ξαηα(ξη))}Q ,
JKαα =− 18 i(1− q)(1+ t)
{
(q+ t)(ηαηα − ξαξα)
− (q+ 1)(t+ 1)yαηα − (q− 1)(t− 1)yαξα + (1+ qt)yαyα
− (q− 1)(t+ 1)(2qt− q+ t) ξαηα
}
K
− 116 (q− 1)3(q+ 1)(t− 1)(t+ 1)3 (ηξ) ξαηαK ,
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JPαα = {p1 ξαξα + p2 ηαηα + p3 ( t ξαηα + ξαyα + ηαyα)}P ,
JR
1
αα = {ρ1 ξαξα + ρ2 ηαηα + ρ3 yαξα + ρ4 yαηα + ρ5 ξαηα}R1
+ i16 (t
2 − 1) {ξαηα (t+ 2)− yαηα}Kt ,
JR
2
=− JR1
(
t→−q
q→t
ξ↔η
, R1→R2Kt→Kq
)
,
where we have used the following coefficients
d1 =
i
8 (−q+ 4q2 − 3q3 + 4qt− 9q2t+ 4q3t+ 8q2t2 + q3t2) ,
d2 = − i8 (−3q+ 3q3 + 4qt+ q2t− 8q3t+ 3q3t2) ,
d3 = − i4 (−q+ 2qt+ q2t) ,
d4 =
i
4 (3q− 2q2 − 2qt− 3q2t− 2q3t+ 10q2t2 + 2q3t2) ,
d5 = − i4 (−2q2 + 3q3 − 2qt+ 2q2t− 6q3t+ 2q2t2 + q3t2) ,
d6 =
i
4 (q− 2q2 + 2qt+ 3q2t− 2q3t− 2q2t2 + 2q3t2) ,
d7 =
1
4 (−qt+ 2q2t− 2q2t2 − 2q3t2 + 3q3t3) ,
ρ1 =
i
4 t(−1+ q)(1+ q+ t) ,
ρ2 = − i4 (−1+ q)q ,
ρ3 =
i
4 t(−1+ q)2(1+ q+ t) ,
ρ4 = − i4 (−1+ q)2 ,
ρ5 =
i
4 (−1+ q)(−1+ q2t+ qt(1+ t)) ,
p1 = − i4 t(1− t)2 ,
p2 = − i4 (−t+ t3) ,
p3 =
i
2 (−t+ t2) .
The corresponding source term for g0 = 0 can straightforwardly be ob-
tained from these results. The terms JQαα and JPαα are unaffected by any
change in g0 as they do not depend on the redefinition (3.123). For the
kernels JR1αα and JR
2
αα , one performs the following anti-symmetrization
JR
1
αα →
1
2
(
JR
1
αα − JR
1
αα
⏐⏐⏐
t→−t
)
, JR2αα →
1
2
(
JR
2
αα − JR
2
αα
⏐⏐⏐
q→−q
)
,
and for JK one has to apply both t and q anti-symmetrization.
b.1.2 Twisted Sector
twisted zero-form: The source term V˜(Ω, Cˆ, Cˆ) of (5.45) is
given by
V˜(Ω, Cˆ, Cˆ) = ϕ e¯αα
∫
d2ξd2η Kαα(ξ, η, y) Cˆ(1)(ξ,ϕ) Cˆ(1)(η,−ϕ) ,
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where the kernel reads∫ 1
0
dt
{1
2 e
i(y(1−t)−tη)ξ ξα
(
(1− t2) (ξα − ηα) + (1− t)2 yα
)
−12 e
i(y(1−t)−tξ)η ηα
(
(1− t2) (ηα + ξα)− (1− t)2 yα
)
+
1
4 (t
2 − 1) ei(y−η)(y+tξ)
× (g0 (y− η)α(y− η)α − 2(y− η)αξα + g0 ξαξα)
+
1
4 (t
2 − 1) ei(y+ξ)(tη−y)
× (g0 (y+ ξ)α(y+ ξ)α − 2 (y− ξ)αηα + g0 ηαηα)
}
.
We consider the bosonic theory and therefore Cˆ(1)(ξ) = Cˆ(1)(−ξ).
twisted one-form: As discussed in Section 5.5.2, one obtains
after performing the redefinition M (2)1 :
V˜ ′(Ω, ωˆ, Cˆ) = e¯αα
∫
d2ξ d2η
{
Lαα(ξ, η, y) Cˆ(1)(ξ,ϕ) ωˆ(1)(η,−ϕ)
+L¯αα(ξ, η, y) ωˆ(1)(ξ,ϕ) Cˆ(1)(η,ϕ)
}
,
where ωˆ(1)(ξ) = ωˆ(1)(−ξ) and Cˆ(1)(ξ) = Cˆ(1)(−ξ) since we are consid-
ering the bosonic theory. The kernels are given by
Lαα =
∫ 1
0
dt
{1
4 (t
2 − 1) (yα − ηα − ξα)(yα − ηα − ξα) ei(y−η)(tξ+η)
+
1
2ηα(yα − ξα + (2t− 1)ηα) e
i[(1−t)y−tξ]η
−14 (t
2 − 1)(yα − ξα + ηα)(yα − ξα + ηα)ei(ty+η)(ty+ξ)
+
1
4 (t
2 − 1) (1+ g0) (yαyα + ηαηα + ξαξα − 2yαηα)
× cos(t(y− η)ξ) eiyη
−14 (t
2 − 1) (1+ g1) (yαyα + ξαξα + ηαηα − 2ξαηα)
× cos(ty(ξ − η))eiηξ
}
,
and also by
L¯αα =
∫ 1
0
dt
{−1
4 (t
2 − 1)(yα + ξα − ηα)(yα + ξα − ηα) ei(y+ξ)(tη−y)
+
1
2ξα(−yα + ηα + (2t− 1)ξα) e
i[(1−t)y−tη]ξ
+
1
4 (t
2 − 1)(yα − ξα − ηα)(yα − ξα − ηα)ei(ty−η)(ty+ξ)
−14 (t
2 − 1) (1+ g0) (yαyα + ξαξα + 2yαξα + ηαηα)
× cos(t(y+ ξ)η)eiyξ
+
1
4 (t
2 − 1) (1+ g1) (yαyα + ξαξα + ηαηα + 2ξαηα)
× cos(ty(ξ + η))eiξη
}
.
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b.2 oscillator realization
In this section, we will give a lightning review of the higher-spin al-
gebra and explain its relation to the deformed oscillator algebra. The
discussion will not be completely rigorous and we refer to [89] for a
more complete account.
We will first briefly summarize various important concepts which will
allow us to prove that the oscillator algebra is isomorphic to the (higher-
spin) associative algebra B[ν]. In the main text this was summarized
in Section 3.1.5.
b.2.1 Necessary Concepts
Definition. An associative algebra A is a vector space with a bilinear
map
• : A×A → A , (B.2)
which is called product or multiplication and is associative
x • (y • z) = (x • y) • z ∀x, y, z ∈ A . (B.3)
The algebra A is unital if
∃e ∈ A : e • a = a • e = a ∀a ∈ A . (B.4)
We will in the following only consider unital associative algebras and
refer to them as associative algebras for sake of brevity.
Let us give two examples for associative algebras. Both will be of
crucial importance for our later discussion.
Definition. The free algebra R < Ti > of n indeterminants T1 . . . Tn
is spanned by the formal products
Ti1 . . . Tik with il ∈ {1, . . . ,n} and k = 0, 1, 2, . . . (B.5)
The multiplication rule is given by concatenation, i.e.
Ti1 . . . Tik • Tj1 . . . Tjl = Ti1 . . . TikTj1 . . . Tjl . (B.6)
It can be easily seen that this free algebra is indeed an associative al-
gebra. Another example for an associative algebra which is less straight-
forward is given by the deformed oscillators discussed in Section 3.1.5.
Theorem. The oscillator algebra Y [ν] spanned by even symmetric
products of deformed oscillators (3.73),
Vα(2n) =
(−i
4
)n
P−yˆ(α1 . . . yˆα2n) n = 0, 1, 2, . . . , (B.7)
forms an associative algebra with the multiplication given by the star
product.
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Proof. It is clear that the oscillator algebra is a vector space. Since
the star product is obviously bilinear and associative, it remains to be
shown that
Vα(2n) ⋆ Vβ(2m) ∈ Y [ν] . (B.8)
From
P−yˆα ⋆ yˆβ =
1
2P−yˆ(α ⋆ yˆβ) + i ϵαβ P−(1+ νk)  
P−(1−ν)
(B.9)
we see that only the symmetric component of this "fundamental" star
product contains yˆ-oscillators. By associativity it then follows that
Vα(2n) ⋆ Vβ(2m) =
min(2n,2m)∑
k=0
ck Vα(2n−k)β(2m−k)(ϵαβ)
k . (B.10)
Note that from the arguments above, it follows that ck ∈ R and there-
fore Y [ν] also forms a Lie algebra over the real numbers.
For later purposes, it is useful to introduce the notion of an ideal.
One can then construct a quotient algebra which, roughly speaking,
allows one to "set the elements of the ideal to zero".
Definition. A subalgebra I ⊂ A is called a two-sided ideal if
I •A ⊂ I and A• I ⊂ I . (B.11)
Definition. Given an ideal I ⊂ A, we define the quotient algebra A/I
as the associative algebra of equivalence classes [a] with equivalence
relation
a ∼ a+ I . (B.12)
Definition. Given a set X ⊂ A we define ⟨X⟩, the ideal generated by
X, as the smallest ideal containing all elements of X.
An interesting feature of the associative algebras is that they can be
turned into Lie algebras by the following theorem:
Theorem. An associative algebra A forms a Lie algebra with respect
to the Lie bracket
[x, y] := x • y− y • x ∀x, y ∈ A . (B.13)
Proof. By definition A is a vector space. From associativity and bilin-
earity of the multiplication •, it then follows that the Lie bracket fulfills
the Jacobi identity and is bilinear and alternating.
This leads to a natural question. Can we "turn this theorem around",
i.e. can we construct an associative algebra from a Lie algebra g? This
can be done by the following construction:
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Definition. The universal enveloping algebra U(g) of a Lie algebra g
with basis ti is defined by the quotient algebra
U(g) =
R < ti >
⟨titj − tjti − [ti, tj ]⟩ . (B.14)
This definition seems to suggest that the universal enveloping algebra
depends on the choice of basis. It is important to stress that this is not
the case. There exists a more invariant definition in terms of the tensor
algebra of g. We refer to Section 2 of [89] for more details.
We denote by [ti, ti] the Lie bracket of two generators in g. At the
level of the free algebra R < ti > the commutator titj − tjti consists
merely of formal products of generators. By considering the quotient
algebra, one ensures that this formal commutator is in the same equiv-
alence class as fijk tk, where fijk denote the structure constants of g in
this basis.
Furthermore, this equivalence relation ensures that the universal en-
veloping algebra is spanned by the equivalence classes containing
t(i1 . . . tin) n = 0, 1, . . . (B.15)
since the equivalence relation identifies the antisymmetric product of
two generators with linear combinations of single generators.
b.2.2 Higher-Spin and Oscillator Algebra
Using the concepts introduced in the last section, we will now show
that the oscillator algebra indeed realizes the associative higher-spin
algebra which is defined as follows:
Definition. The higher-spin associative algebra B[ν] is given by the
quotient algebra
B[ν] =
U (sp(2,R))
⟨C2 + 14 (3− 2ν − ν2)⟩
, (B.16)
where C2 denotes the quadratic Casimir of sp(2,R) and ν ∈ R.
Similar as in our discussion for the universal enveloping algebra, it
is clear that a basis for the higher-spin associative algebra is given by
the equivalence classes containing
t(a1 . . . tan) − traces , n = 0, 1, . . . , (B.17)
as the equivalence relation identifies the quadratic Casimir with a cer-
tain ν-dependent number. Traces are understood to be taken by con-
tracting with the Killing form.
Note that from our discussion in Section 3.1.2, it follows that by
defining tαα := σaααta one can rewrite (B.17) in spinorial notation as
t(α1α2 . . . tα2n−1α2n) , n = 0, 1, . . . . (B.18)
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This obviously just corresponds to a change of basis of the Lie algebra
sp(2|R).
We are now in a position to present the following important theorem:
Theorem. The higher-spin associative algebra is isomorphic to the
oscillator algebra Y [ν].
Proof. We define the following linear map
φ : B[ν] → Y [ν]
tα1α2 . . . tα2n−1α2n ↦→ P−Lα1α2 ⋆ · · · ⋆ Lα2n−1α2n
where Lαβ = i4 yˆ(α ⋆ yˆβ). For this map to be well-defined, it has to obey
the following relations for n,m ∈N:
φ (tγ1γ2 . . . tγ2n−1γ2n ([tαα, tββ ]− ϵαβtαβ) tρ1ρ2 . . . tρ2m−1ρ2n) = 0 ,
φ
(
tγ1γ2 . . . tγ2n−1γ2n
(
−12 tααtαα − f(ν)
)
tρ1ρ2 . . . tρ2m−1ρ2m
)
= 0 ,
where f(ν) = −14 (3− 2ν − ν2). Since LααP− = P−Lαα and P 2− = P−
it follows that
φ(tα1α2 . . . tα2n−1α2n) = φ(tα1α2) ⋆ · · · ⋆ φ(tα2n−1α2n) . (B.19)
Therefore it is sufficient to check that
φ([tαα, tββ ]− ϵαβ tαβ) = P−{[Lαα,Lββ ]− ϵαβ Lαβ} = 0 ,
φ(−12 tαα ⋆ tαα − f(ν)) = P−{−12Lαα ⋆ Lαα − f(ν)} = 0 .
The first equation follows from the fact that the subalgebra spanned
by the generators Lαβ realizes the sp(2|R) algebra (see our discussion
in Section 3.1.2). The second equation holds because of
−12P−L
αβ ⋆Lαβ = −14P−(3+ 2νk−ν
2) = −14P−(3−2ν−ν
2) , (B.20)
where we have used P−k = −P− and the result (3.76) for Lαβ ⋆ Lαβ.
Each basis vector of B[ν] is mapped to the corresponding basis vector
in the oscillator algebra by
φ( t(α1α2 . . . tα2n−1α2n) ) = P−L(α1α2 ⋆ · · · ⋆ Lα2n−1α2n) . (B.21)
and therefore φ is bijective but by (B.19) it then provides us with an
isomorphism between the two algebras.
The higher-spin (Lie-)algebra hs(λ) is then obtained by turning the
associative higher-spin algebra B[ν] into a Lie algebra, as discussed
above, and decomposing the resulting Lie algebra as follows
B[ν] = R1⊕ hs(λ) , (B.22)
where 1 denotes the unit element of the associative algebraB[ν] and the
parameter λ is defined by λ := 12 (ν + 1). From our discussion it is then
clear that the higher-spin algebra hs(λ) is isomorphic to the oscillator
algebra formed by star commutators of all generators Vα(2s−2) in (B.7)
with s ≥ 2.
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b.2.3 Truncation of Higher-Spin Algebra
In Section 4.1, we have shown that for ν = 2N − 1, which corresponds
to λ = N , the higher-spin associative algebra B[2N − 1] has an non-
trivial ideal IA. The corresponding quotient algebra has the same di-
mension as gl(N |R). In the following, we will show that these two
algebras are in fact isomorphic, i.e.
B[2N − 1]
IA
∼= gl(N |R) . (B.23)
From our discussion in Section 4.1, it then follows that the correspond-
ing Lie algebras are also isomorphic, i.e.
hs(N)
I
∼= sl(N |R) . (B.24)
We will prove this for the case N = 3 for notational simplicity. But this
proof can straightforwardly be extended for arbitrary N .
Theorem. The associative quotient algebra B[5]IA is isomorphic to the
associative algebra gl(3|R), i.e.
B[5]
IA
∼= gl(3|R) . (B.25)
Proof. Let us consider the following three-dimensional representation
of sl(2|R):
e =
⎡⎢⎢⎣
0 2 0
0 0 1
0 0 0
⎤⎥⎥⎦ , f =
⎡⎢⎢⎣
0 0 0
1 0 0
0 2 0
⎤⎥⎥⎦ , h =
⎡⎢⎢⎣
2 0 0
0 0 0
0 0 −2
⎤⎥⎥⎦ . (B.26)
It can be easily checked that these matrices obey the expected commu-
tation relations
[e, f ] = h [h, e] = 2e [h, f ] = −2f . (B.27)
These matrices generate the associative algebra gl(3|R). This can be
seen by first observing that
e2 =
⎡⎢⎢⎣
0 0 2
0 0 0
0 0 0
⎤⎥⎥⎦ , en =
⎡⎢⎢⎣
0 0 0
0 0 0
0 0 0
⎤⎥⎥⎦ for n > 2. (B.28)
We then repeatedly act on e2 with adj(f)• = f • − • f and obtain
adj(f)e2 =
⎡⎢⎢⎣
0 2 0
0 0 −1
0 0 0
⎤⎥⎥⎦ , [adj(f)]2e2 =
⎡⎢⎢⎣
1 0 0
0 −2 0
0 0 1
⎤⎥⎥⎦ ,
[adj(f)]3e2 =
⎡⎢⎢⎣
0 0 0
−1 0 0
0 2 0
⎤⎥⎥⎦ , [adj(f)]4e2 =
⎡⎢⎢⎣
0 0 0
0 0 0
1 0 0
⎤⎥⎥⎦ .
(B.29)
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Since the quadratic Casimir of the three-dimensional representation is
proportional to the unit matrix 13×3, we see that e, f and h indeed
generate the associative algebra gl(3|R). We can turn this associative
algebra into a Lie algebra which we then decompose as follows
gl(3|R) = R 13×3 ⊕ sl(3|R) , (B.30)
because e, f , h, e2 together with the matrices in (B.29) span all traceless
3×3-matrices.
We now consider the higher-spin associative algebra B[5]. The ele-
ments of this algebra are words with letters Lαα, which denote the
generators of sp(2|R):
[Lαα,Lββ ] = ϵαβLαβ . (B.31)
We define a map φ from the higher-spin algebra B[5] to gl(3|R) by
acting on each letter as follows
φ(Lαβ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2e, for α = β = 0 ,
−2f , for α = β = 1 ,
−h, else .
This map is well-defined as one can easily check that
[φ(Lαα),φ(Lαα)] = ϵαβ φ(Lαβ) , −12φ(L
αβ)φ(Lαβ) = 8 13×3 ,
where we have used that −12LαβLαβ = −14 (3 − 2ν − ν2)1 = 8 1 for
ν = 5 and with 1 denoting the unit element in the higher-spin asso-
ciative algebra (see Section 3.1.5). This map is obviously a surjective
homomorphism.
In the following, we will show that the kernel of this homomorphism
is given by the ideal IA. To this end, we define
E =
1
2L00 F = −
1
2L11 H = −L01 . (B.32)
The algebra decomposes as
B[5] = V0 ⊕ V1 ⊕ V2 ⊕ . . . , (B.33)
where the Vn are spanned by
En , adj(F )En , adj(F )2En , . . . adj(F )2nEn . (B.34)
In the following, we will show that the ideal IA can be written as
IA = V3 ⊕ V4 ⊕ . . . in this basis. For this we observe that E3 ∈ IA as
E3 = tα1...α6 L
α1α2Lα3α4Lα5α6 , (B.35)
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where we define
tα1...α6 =
⎧⎪⎨⎪⎩
1
8 for α1 = · · · = α6 = 0 ,
0 else ,
(B.36)
which is obviously completely symmetric and traceless and therefore
E3 ∈ IA. Since any element of Vn with n ≥ 3 can be written as a
linear combination of products involving E3, it follows that Vn>2 :=
V3 ⊕ V4 ⊕ · · · ⊂ IA. From
dim
B[5]
IA
= 9 = dim [V0 ⊕ V1 ⊕ V2] = dim B[5]
Vn>2
, (B.37)
we conclude that Vn>2 = IA. By φ(E3) = e3 = 0 and the fact that E3
generates the ideal IA, it follows that IA ⊂ ker φ. Since φ is surjective,
we deduce from dim [ V0 ⊕ V1 ⊕ V2] = dim [gl(3|R)] that IA = ker φ.
This implies that φ induces an isomorphism B[5]IA
∼= gl(3|R).
This proof can easily generalized for general N ∈ N by considering
a N -dimensional representation of sl(2|R).
b.3 vanishing of R
In this section, we will give a proof for equation (3.122). In Fourier
space R is given by (A.27) with the kernel
Kαα =
∫ 1
0
dt (t2 − 1)(yαyα + ξαξα ) cos(tyξ ) . (B.38)
Note that the cosine is due to the fact that we are considering bosonic
fields. We can now use the Fourier representation of D˜ which is pro-
portional to
Eαβ ϵαβ (Oyαα − Oξαα )Kββ , (B.39)
where we have defined
Oyαα =
i
2 ϕ(yαyα − ∂
y
α∂
y
α ) (B.40)
and Oξαα is analogously defined. This can be seen by comparing with
(A.29d). Since the kernel Kαα is symmetric with respect to exchange
of ξ and y, we obtain∫ 1
0
(t2 − 1)Eαβ ϵαβ (Oyαα (yβ yβ + ξβ ξβ ) cos(tyξ ) − y ↔ ξ ) ,
by applying the Fourier representation of D˜ on R. There are two sum-
mands in Oyαα. We will consider them separately and drop overall fac-
tors. The first summand leads to∫ 1
0
(t2 − 1)Eαβ ϵαβ (yαyα (yβ yβ + ξβ ξβ ) cos(tyξ ) − y ↔ ξ )
= − 2
∫ 1
0
(t2 − 1) Eαα yαξα ddt sin(tyξ ) ,
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After some algebra the second summand is given by∫ 1
0
(1 − t2 )Eαβ ϵαβ (∂ yα∂ yα (yβ yβ + ξβ ξβ ) cos(tyξ ) − y ↔ ξ )
=
∫ 1
0
(1 − t2 )Eαα ξαyα 1
t
(2 + t ddt )t
2 sin(tyξ ) .
Adding the two summands we obtain up to overall factors
Eαα ξαyα
∫ 1
0
{
(t2 − 1)2 ddt +
d
dt
[
(t2 − 1)2
]}
sin(tyξ)
=Eαα ξαyα
∫ 1
0
d
dt
{
(t2 − 1)2 sin(tyξ)
}
=0 ,
which shows that (3.122) holds.
b.4 breaking of lorentz symmetry
In this section, we illustrate how the term (5.5) which breaks manifest
local Lorentz symmetry arises by expanding (5.2b) to second order
DΩω
(2) = −DΩ
(
zαΓ0⟨DΩA(2)α − [W (1),A(1)α ]⋆⟩
)
+W (1) ∧ ⋆W (1) .
(B.41)
Let us only focus on terms which will lead to contributions involving
the background spin-connection ω¯ or the exterior derivative d
∇ω(2) = −∇
(
zαΓ0⟨∇A(2)α ⟩
)
−∇
(
zαΓ0⟨[zβΓ0⟨∇A(1)β ⟩,A(1)α ]⋆⟩
)
+ zαΓ0⟨∇A(1)α ⟩ ∧ ⋆ zβΓ0⟨∇A(1)β ⟩+ . . . ,
where we have used that the only term in W (1), which contains the
background spin-connection or the exterior derivative, is zβΓ0⟨∇A(1)β ⟩.
The first summand of the right hand side of the equation above will
vanish for the same reason which ensured that there was no such term at
linear order. We recall that the Lorentz covariant derivative is defined
as ∇• = d • −[ω¯, •]⋆. All terms involving the exterior differential d
on the right hand side will not contribute. This can be seen by using
d(zα•) = zαd• which together with zαA(1)α = 0 implies that
zαΓ0⟨dA(1)α ⟩ = Γ0⟨1td(zαA(1)α )⟩ = 0 . (B.42)
Similarly, one immediately concludes that for z = 0 all other terms
involving the external derivative d drop out because of
d(zα . . . )|z=0 = zαd(. . . )|z=0 = 0 . (B.43)
We therefore arrive at
∇ω(2) =− [ω¯, zαΓ0⟨[zβΓ0⟨[ω¯,A(1)β ]⋆⟩,A(1)α ]⋆⟩]⋆ (B.44)
+ zαΓ0⟨
[
ω¯,A(1)α
]
⋆
⟩ ∧ ⋆ zβΓ0⟨
[
ω¯,A(1)β
]
⋆
⟩+ . . . ,
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where we have again not made any terms explicit which involve back-
ground vielbeins. By an explicit calculation, it can be shown that these
contributions lead to (5.5). Using the conventions of Appendix B.1.1,
the explicit form of Tαα(C(1),C(1)) is
Tαα = i
∫
d2ξ d2η dt dq
(
(η+ ξ)α(η+ y)α t
2q2Q
− (ξ − η)α(ξ − η)α t2 P
)
Cˆ(1)(ξ)Cˆ(1)(η) .
but is not of critical importance apart from the fact that it is bilinear
in Cˆ(1) and non-vanishing.
C
σ− - COHOMOLOGY
In this appendix, we will discuss a cohomological analysis [90, 91] which
allows one to elegantly identify the field content and dynamical equa-
tions encoded by fields and equations of the unfolded formalism.
c.1 definitions
We consider general unfolded equations of the form
DC = 0 , (C.1)
where the field C denotes an arbitrary p-form which splits with respect
to a certain grading
C =
∞∑
n= 0
C n . (C.2)
All fields arising in Vasiliev theory are of this form. We denote by D a
general nilpotent differential which decomposes as
D• = ∇ • + σ− • + σ+ • , (C.3)
where ∇ denotes the Lorentz covariant derivative and σ+ and σ−
raises and lowers the grade by one respectively.1 Nilpotency of the
differential implies
D2 = 0 ⇔ σ2± = 0 , {∇,σ±} = 0 , ∇2 = −{σ+,σ−} . (C.4)
By nilpotency of D, it also follows for p ≥ 1 that the unfolded equation
of motion (C.1) is gauge invariant under
δC = Dξ , (C.5)
where ξ is of form-degree p− 1. We also define the operator σ#− by
σ−(σ
#
− (J)) = J (C.6)
for all σ−-exact J . Note that σ#− is only defined up to σ−-closed terms
S
σ−(σ
#
− (J) + S) = J . (C.7)
We denote by Hnp the set of all equivalence classes of σ−-closed p-forms
of grade n identified by σ−-exact terms of the same form-degree and
grade. This set is usually referred to as the σ−-cohomology of form-
degree p and grade n and forms a vector space. Furthermore, we denote
the direct sum of these vector spaces by Hp := ⊕nHnp and refer to it
as the σ−-cohomology of form-degree p.
1 One can straightforwardly generalize the argument for operators σ± which change
the grade by more than one unit. But we will not do so for simplicity.
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c.2 theorems
These definitions are interesting because
1. The basis elements of Hnp are in a one-to-one correspondence with
the components of the field Cn that cannot be expressed in terms
of Ci with i < n and are not Stuckelberg fields2. Such components
are usually referred to as dynamical fields.
2. The basis elements of Hnp+1 are in a one-to-one correspondence
with the components of (DC)n = 0 that are not a consequence of
(DC)i = 0 for i < n. These components are commonly referred
to as dynamical equations.
We will prove these statements in the following.
proof of 1: From the unfolded equation of motion (C.1) at grade
n− 1, it follows that
(DC)n−1 = 0 ⇔ ∇Cn−1 + σ−Cn + σ+Cn−2 = 0 . (C.8)
Therefore, we obtain
Cn = −σ#− (∇Cn−1 + σ+Cn−2) + S , (C.9)
where S is σ−-closed. But for p ≥ 1, the field Cn has the following
gauge transformation
δCn = (Dξ)n = · · ·+ σ−ξn+1 + . . . , (C.10)
which allow us to shift S by σ−-exact terms. So, up to gauge trans-
formations, Cn is uniquely determined by the fields Ci with i < n
if the cohomology Hnp is trivial. If this cohomology is non-trivial and
k-dimensional, we arrive at
Cn = −σ#− (∇Cn−1 + σ+Cn−2) +
k∑
i=1
ciCin , (C.11)
where the ci are free coefficients and the Cin form a basis of Hnp . There-
fore in this case, the components ciCin cannot be expressed in terms of
the Ci with i < n nor be gauged away by the algebraic gauge transfor-
mation σ−ξn+1.
proof of 2: Nilpotency of D implies that
D2C = 0 ⇔ σ−(DC)n = −∇(DC)n−1 − σ+(DC)n−2 . (C.12)
This implies
(DC)n = −σ#− (∇(DC)n−1 + σ+(DC)n−2) + S , (C.13)
2 By Stuckelberg fields we mean fields that can be expressed as purely algebraic gauge
transformations.
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with S σ−-closed. The σ−-exact part of S can be removed by field
redefinitions Cn+1 → Cn+1 + δCn+1 as (DC)n = · · · + σ−Cn+1 . . .
implies that
(DC)n −→ (DC)n + σ−δCn+1 . (C.14)
If Hnp+1 is trivial, then (DC)n is uniquely determined in terms of (DC)i
with i < n (up to field redefinitions). If Hnp+1 is non-trivial and k-
dimensional, we obtain
(DC)n = −σ#− (∇(DC)n−1 − σ+(DC)n−2)+
k∑
i=1
ciE in(Cn,Cn−1, . . . ) ,
where ci are free coefficients and E in(Cn,Cn−1, . . . ) form a basis of Hnp+1.
The equation (DC)n = 0 therefore imposes k dynamical equation of
motions
E i(Cn,Cn−1, . . . ) = 0 i = 1, . . . , k . (C.15)
∗ ∗ ∗
These theorems provide us with a powerful tool to obtain the full set
of dynamical equations of motion and fields encoded by the unfolded
equations. We will illustrate this for various examples in the following.
c.3 examples
c.3.1 Three-Dimensional Vasiliev Theory
c.3.1.1 Zero-Form Sector
The equations of motion of the physical zero-form sector are given by
(3.57) which can be rewritten as3
−12 e¯
αα∇ααCˆ(y) = ϕ2i l e¯
αα(yαyα − ∂α∂α)Cˆ(y) . (C.16)
As a result, we see that the equation of motion is indeed of the general
form (C.1) and that the Cˆ field splits as Cˆ = ∑∞n=0 Cˆn with NCˆn =
nCˆn where N = yα∂α is the y-number operator. We then identify
σ−• = e¯αα∂α∂α• , (C.17)
where we have for convenience chosen a slightly different normalization
for σ− as compared to (C.3) and σ− now lowers the grading by two.
3 Here we have used (3.64) to obtain dxn∇n = − 12dxne¯ααn e¯mαα∇m = − 12 e¯αα∇αα.
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zero-form cohomology: From the definition of σ− it is clear
that
cαy
α and c (C.18)
parameterize all σ−-closed zero-forms. Here cα and c denote constants
with respect to y. Since there are no σ−-exact zero-forms, they also
parameterize the cohomology H0. As we will show, they correspond to
a Weyl fermion Cˆα and scalar field Φ = Cˆ(y = 0) respectively.
one-form cohomology: The most general one-form is given
by
f(y) = fn(y)dxn = e¯αα
(
yαyα f
yy(y) + yα∂α f
y∂(y) + ∂α∂α f
∂∂(y)
)
.
(C.19)
This expansion determines all summands in the decomposition above
uniquely4. Using the definition of σ− one determines
σ−f ∼ Eαα
{
∂α∂α(N + 1)fy∂ + yα∂α(N + 3)fyy
}
. (C.20)
Since the summands in this decomposition are also unique, we conclude
that σ−-closed one-forms are parameterized by5
fy∂ = cαy
α fyy = c f∂∂ = g(y), (C.21)
where cα and c again denote y-independent constants and g(y) is an
arbitrary function in y. From the definition of σ−, it is also clear that
f∂∂ parameterizes exact one-forms. Therefore, the first two elements
in (C.21) parameterize a basis of the cohomology H1 and, as we will
show now, are indeed in one-to-one correspondence with a Weyl and
Klein–Gordon equation respectively.
Let us start with the Weyl equation. Note that the right hand side
of the unfolded equation (C.16) is already of the form (C.19). To bring
also its left hand side in the same form, we use the following identity
e¯ααgαα = e¯
αα
(
∂α∂α
1
N(N−1)y
βyβgββ
+ yα∂α
2
N(N+2)y
β∂γgβ
γ
+ yαyα
1
(N+2)(N+3)∂β∂βg
ββ
)
. (C.22)
4 For any
yαyα f
yy(y) + yα∂α f
y∂(y) + ∂α∂α f
∂∂(y) = 0
we can contract with yα to obtain
∂α(N − 1)f∂∂ = 0 ⇒ ∂α∂αf∂∂ = 0 .
Similarly, we can contract with ∂α to obtain
yαf
yy = 0 ⇒ yαyαfyy = 0 .
This implies that all summands have to vanish independently.
5 The case fy∂ = c for an arbitrary constant c is excluded as ∂α∂αc = 0.
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Using this identity, we can project the unfolded equation of motion
(C.16) on its fy∂ component linear in y which gives
e¯ααyα∂α
[
2
N(N+2)y
β∇βγ∂γCˆ(y)
]
linear in y
= 0 , (C.23)
which is indeed equivalent to the Weyl equation
∇βγCˆγ = 0 . (C.24)
Similarly, the Klein–Gordon equation can be derived as follows: the
projection on the fyy|y=0 component gives
−12 e¯
ααyαyα
[
1
(N+2)(N+3)∇ββ∂β∂βCˆ(y)
]
y=0
= ϕ2il e¯
ααyαyαΦ , (C.25)
where we have used the notation Φ = Cˆ(0). This is equivalent to
− 112∇
ααCˆββ =
ϕ
2ilΦ . (C.26)
Together with Cˆββ = 4i ϕ l∇ββΦ (see (3.63)) and □ = −12∇αα∇αα, we
arrive at
□Φ = − 34l2Φ , (C.27)
which is the Klein–Gordon equation (3.67) for a complex scalar field.
Therefore, the unfolded equations for the physical zero-form are equiv-
alent to a Klein–Gordon equation and Weyl equation for a scalar and
Weyl fermion field respectively. We considered only the bosonic theory
in the main text for which Cˆ(y) is an even function of y. In this case the
unfolded equations (C.16) are equivalent to the Klein–Gordon equation
(C.27).
c.3.2 Four-Dimensional Vasiliev Theory
c.3.2.1 Zero-Form Sector
The unfolded equations (6.28) for the zero-form C(Y |x) of four dimen-
sional Vasiliev theory can be rewritten as
−12 e¯
αα˙∇αα˙C(y, y¯) = − i
l
e¯αα˙ (yαy¯α˙ − ∂α∂α˙)C(y, y¯) , (C.28)
the factor of −12 on the left hand side of the equation arises for the
same reason as in the three-dimensional case. This equation only relates
components with the same 2s = n− n¯ in the expansion (6.29) which
we repeat here for convenience
C(Y |x) =
∞∑
n,n¯=0
n+n¯∈2N
1
n!n¯!
Cα1...αn,α˙1...α˙n¯(x) y
α1 . . . yαn y¯α˙1 . . . y¯α˙n¯ . (C.29)
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Note that we are only considering the bosonic case for simplicity. We
will consider fixed spin s in the following. In this case, the total number
of y (or y¯) oscillators induces a natural grading. We then define6
σ−• = e¯αα˙∂α∂α˙ • . (C.30)
zero-form cohomology: From the definition of σ−, it is clear
that σ− closed zero forms are given by
σ−C(y, y¯) = 0 ⇒ C(y, y¯) = f(y) , C(y, y¯) = g(y¯) (C.31)
where f(y) and g(y¯) are arbitrary functions. Since we are considering
zero-forms, the set of closed zero-forms is isomorphic to the cohomology
H0. As we will see, upon expanding in y and y¯ the expansion coefficients
Cα(2s), Cα˙(2s) and Φ = C(0, 0) describe spin-s Weyl tensors and a
scalar field respectively.
one-form cohomology: The most general one-form is given
by
fn(y)dxn = e¯αα˙
(
yαy¯α˙f
yy¯ + y¯α˙∂αf
y¯∂ + yα∂α˙f
y∂¯ + ∂α∂α˙f
∂∂¯
)
. (C.32)
This expansion determines all summands uniquely.7 Using the defini-
tion of σ− and the identity (C.22), it is easy to derive
σ−f(y) ∼ Eαα
(
yα∂α(N¯ + 2)fyy¯ + ∂α∂α(N¯ + 2)f y¯∂
)
+ E¯α˙α˙
(
y¯α˙∂α˙(N + 2)fyy¯ + ∂α˙∂α˙(N + 2)fy∂¯
)
, (C.37)
where N = yα∂α and N¯ = y¯α∂α˙. It can again be shown that the
summands in the above decomposition are unique. Therefore for σ−-
closed one-forms we obtain (among others) the following condition
∂α∂α(N¯ + 2)f y¯∂ = 0 ⇒ f y¯∂ ∼ cαyαf(y¯) + c g(y¯) , (C.38)
6 For convenience we have again chosen a slightly different normalization for σ− as
compared to (C.3).
7 This can be seen as follows: we start from
yαy¯α˙f
yy¯ + y¯α˙∂αf
y¯∂ + yα∂α˙f
y∂¯ + ∂α∂α˙f
∂∂¯ = 0 . (C.33)
By contracting this equation with yα we obtain
y¯α˙Nf
y¯∂ + ∂α˙Nf
∂∂¯ = 0 . (C.34)
But, by the compatibility condition (N¯ + 2)Nf y¯∂ = 0 of this partial differential
equation, it follows that
Nf y¯∂ = 0 ⇒ y¯α˙∂αf y¯∂ = 0 , (C.35)
∂α˙Nf
∂∂¯ = 0 ⇒ ∂α∂α˙f∂∂¯ = 0 . (C.36)
By contracting with y¯α˙, analogous statements follow for fyy¯ and fy∂¯ .
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where c and cα are constants and f(y¯), g(y¯) arbitrary functions. The
term proportional to g(y¯) does not contribute to the corresponding one-
form as e¯αα˙y¯α˙∂α(c g(y¯)) = 0. By completely analogous reasoning for
the other conditions, it follows that closed one-forms are parameterized
by
f∂∂¯ = g(y, y¯) , fyy¯ = c , f y¯∂ = cαyαf(y) , fy∂¯ = c¯α˙y¯α˙f¯(y¯) .
(C.39)
But from the definition of σ−, it is clear that f∂∂¯ parameterizes ex-
act one-forms. Therefore, only the last three elements (i.e. fyy¯ = c,
f y¯∂ = cαyαf(y) and fy∂¯ = c¯α˙y¯α˙f¯(y¯) ) parameterize a basis for the
cohomology H1.
Let us first show that the fyy¯|y=y¯=0 component is associated with a
Klein–Gordon equation. Using twice the identity
fα(y) = ∂α
(
1
N y
βfβ
)
+ yα
(
1
N+2∂βf
β
)
, (C.40)
we can project the unfolded equation (C.28) on the fyy¯|y=y¯=0 compo-
nent which gives
−1
2 e¯
αα˙yαy¯α˙
[
1
(N+2)(N¯+2)∇ββ˙∂β∂β˙C(y, y¯)
]
y¯=y=0
= −il e¯
αα˙ yαy¯α˙Φ ,
which is equivalent to
−18∇
αα˙Cαα˙ = − i
l
Φ . (C.41)
Using Cαα˙ = 2il∇αα˙Φ (see (6.35)) and −12∇αα˙∇αα˙ = □, we arrive at
□Φ = − 2
l2
Φ . (C.42)
The other two elements parameterizing the cohomology correspond
to the equations of the Weyl tensors. Let us illustrate this by projecting
the unfolded equation (C.28) on its f y¯∂ = cαyαf(y) component. To this
end, we apply the identity (C.40) twice again. This gives
−12 e¯
αα˙y¯α˙∂α
[
1
(N+2)(N¯+2)y
β∂β˙∇ββ˙C(y, y¯)
]
(N ,N¯)=(1,n)
= 0 , (C.43)
where [f(y, y¯)](N ,N¯)=(1,n) denotes the term in f(y, y¯) which is linear in
y and of order n in y¯. This relation is obviously equivalent to
∇αβ˙C β˙ α˙(n) = 0 . (C.44)
We have therefore shown that the unfolded equations for the zero-form
(C.28) are equivalent to a Klein–Gordon equation and (generalized)
Bianchi identities.
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c.3.2.2 One-Form Sector
While the analysis of the σ−-cohomology for the one-form sector fol-
lows very similar lines as for the zero-form sector and is completely
straightforward, the necessary calculations are a bit involved and we
will therefore only present the results. The one-form field is given by
ω(y, y¯|x) = ω(y, y¯|x)ndxn (C.45)
and obeys the following unfolded equations of motion8
Dω = −12 e
iθEαα∂α∂αC(y, 0)− 12 e
−iθEα˙α˙∂α˙∂α˙C(0, y¯) , (C.46)
which is gauge invariant under
δω(y, y¯) = Dξ(y, y¯) , (C.47)
for a zero-form ξ(y, y¯). In the following, it is convenient to restrict
ourselves to components of the one-form ω which encode the spin-s
degrees of freedom, i.e. to those ω which obey 12 (N + N¯)ω = (s− 1)ω.
Fixing the spin the one-form ω then splits as
ω =
s−1∑
k=−s+1
ωk with
1
2 (N − N¯)ωk = k ωk . (C.48)
For example for s = 2, these components correspond to ω1 ∼ ωααyαyα,
ω−1 ∼ ωα˙α˙y¯α˙y¯α˙ and ω0 ∼ e¯αα˙yαy¯α˙. The first two encode the spin-
connection ωa,b and the last the vielbein ea. The adjoint covariant
derivative is given by
D = ∇+Q+ +Q− , (C.49)
where the Q± were defined in (6.106). We now define the σ−-operator
acting on Lorentz tensors ωa(s−1),b(k+1) by
σ−(ω)a(s−1),b(k) ∼
⎧⎪⎨⎪⎩e¯c ∧ ω
a(s−1),b(k)c 0 ≤ t < s− 1
0 t = s− 1
. (C.50)
This definition agrees with (2.46) of Chapter 2. In the spin-s one-form
ω(Y ) the components
ω+k ∼ ωα(s−1+k)α˙(s−1−k) yα(s−1+k)y¯α˙(s−1−k) (C.51)
ω−k ∼ ωα(s−1−k)α˙(s−1+k) yα(s−1−k)y¯α˙(s−1+k) (C.52)
correspond to ωa(s−1),b(k) in accordance with the map from Lorentz to
spinorial indices (see Section 6.1). Therefore in spinorial language the
operator σ− corresponds to
σ−(ωn,ω−n) =
⎧⎪⎨⎪⎩Q−ωn +Q+ω−n n > 00 n = 0 . (C.53)
8 For readers who have not yet read through the discussion of the non-linear equations
the phase factor eiθ in this relation might be surprising. We refer to Section 6.8 for
an explanation.
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one-form cohomology: We use the decomposition
fk = e¯
αα˙
(
yαy¯α˙f
yy¯
k + y¯α˙∂αf
y¯∂
k + yα∂α˙f
y∂¯
k + ∂α∂α˙f
∂∂¯
k
)
, (C.54)
with 12 (N − N¯)fk = k fk. It can be shown that the cohomology H1 is
parameterized by
f∂∂¯0 = g(y, y¯) f
yy¯
0 = h(y, y¯) , (C.55)
where g and h are arbitrary functions obeying (N − N¯)g = (N −
N¯)h = 0. The dynamical fields therefore are contained in the one-form
as follows9
ω0(y, y¯) = e¯αα˙ (∂α∂α˙ ϕ(y, y¯) + yαy¯α˙ ϕ′(y, y¯) + . . . ) , (C.56)
and ϕ and ϕ′ correspond to the traceless and trace components of the
Fronsdal field respectively. We will explain this interpretation in more
detail in the next section.
two-form cohomology: We decompose a general two-form by
Jk = E
αα∂α∂αJ
∂∂
k +E
ααyα∂αJ
y∂
k +E
ααyαyαJ
yy
k
+Eα˙α˙∂α˙∂α˙J¯
∂∂
k +E
α˙α˙y¯α˙∂α˙J¯
y∂
k +E
α˙α˙y¯α˙y¯α˙J¯
yy
k .
(C.57)
The cohomology H2 can then be parameterized by
J∂∂s−1 = C(y) ↔ Cα(2s) (C.58a)
J∂∂1 = F(y, y¯) ↔ Fα(s)α˙(s) (C.58b)
J y¯y¯1 = F ′(y, y¯) ↔ F ′α(s−2)α˙(s−2) (C.58c)
Jyy−1 = F ′(y, y¯) ↔ F ′α(s−2)α˙(s−2) (C.58d)
J ∂¯∂¯−1 = F(y, y¯) ↔ Fα(s)α˙(s) (C.58e)
J ∂¯∂¯1−s = C¯(y¯) ↔ Cα˙(2s) (C.58f)
where (N − N¯)F(y, y¯) = (N − N¯)F ′(y, y¯) = 0. It is therefore natu-
ral to identify F and F ′ with the traceless and trace components of
the Fronsdal tensor which correspond to Fα(s)α˙(s) and F ′α(s−2)α˙(s−2) in
spinorial notation. Similarly, we can expect that C(y) and C¯(y¯) encode
the spin-s Weyl tensor which in spinorial notation is given by Cα(2s)
and Cα˙(2s).
Therefore, we expect that unfolded equation (C.46) imposes the
Fronsdal equations and identifies the linearized Weyl tensors with the
appropriate components of the zero-form (up to an overall normaliza-
tion)10. We will show this explicitly in the next section.
9 The case spin one is degenerate: the one-form ω0 only consists of the Y -independent
component which encodes the dynamical spin-1 field, i.e. ω0 = A(x).
10 The case of spin one is again degenerate: the unfolded equation splits into a single
component
dA = EααFαα −Eα˙α˙Fα˙α˙ ,
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c.3.2.3 Weyl Tensors, Fronsdal Fields and Equations
fronsdal fields: In the last section, we discussed that at fixed
spin s > 1 the dynamical fields are contained in the one-form as
ω0(y, y¯) = e¯αα˙ (∂α∂α˙ ϕ(y, y¯) + yαy¯α˙ ϕ′(y, y¯)) . (C.59)
Because we are considering fixed spin s, it follows that Nϕ = N¯ϕ = s ϕ
and Nϕ′ = N¯ϕ′ = (s− 2)ϕ′. As we also discussed, we expect that ϕ
and ϕ′ encode the traceless and trace component of the Fronsdal field.
We now show that this identification indeed leads to the expected gauge
transformations. This can be seen by considering the gauge transforma-
tion of the one-form
δω0(y, y¯) = −12 e¯αα˙∇αα˙ξ0 +Q−ξ+1 +Q+ξ−1 . (C.60)
The last two components do not contribute to the gauge transforma-
tions of the dynamical fields since Q±ξ∓1|∂∂¯ = Q±ξ∓1|yy¯ = 0. Using
the identity (C.40) twice, we obtain
δω0 = −12 e¯αα˙
(
∂α∂α˙
1
NN¯
yβ y¯β˙∇ββ˙ξ0 + yαyα˙ 1(N+2)(N¯+2)∇ββ˙∂β∂β˙ξ0 + . . .
)
,
where we have only written out components which will contribute to
the gauge transformations of the dynamical fields. In components this
implies that
δϕα(s)α˙(s) ∼ ∇αα˙ξα(s−1)α˙(s−1) , (C.61)
δϕ′α(s−2)α˙(s−2) ∼ ∇ββ˙ξβα(s−2)β˙α˙(s−2) , (C.62)
which shows that these components indeed coincide with the traceless
and trace component of the Fronsdal field up to spin-dependent nor-
malization factors.
weyl tensors: We will now show that the on-mass-shell theorem
(6.59) indeed determines the Weyl tensor components Cα(2s), Cα˙(2s) of
the zero-form in terms of the Fronsdal field. At fixed spin s, the on-
mass-shell theorem equation for the one-form decomposes as
∇ωk +Q+ωk−1 +Q−ωk+1 = V(Ω,Ω,C(2))δk,±(s−1) (C.63)
for −(s− 1) ≤ k ≤ s− 1 and
V(Ω,Ω,C(2)) = 12e
iθEαα ∂γ∂γ C+s − 12e
−iθEγ˙γ˙ ∂γ˙∂γ˙ C−s . (C.64)
We will now solve this equation for Cs in terms of ϕ (and in principle
also ϕ′ which however will not contribute). For s = 1 the equation of
where we have defined A(x) = ω0 and Fαα = − 12 eiθCα˙α˙. Therefore, there is no
need for a cohomological analysis and the equation simply defines the field-strength
tensor Fnm in terms of the spin-one field.
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motion simply defines the field-strength tensor in terms of the spin-1
field - see (6.58). For s > 1 and k = 0 the equation of motion for ωk
are given by
∇ω0 +Q+ω−1 +Q−ω+1 = 0 . (C.65)
By the analysis of the σ−-cohomology this is solved by ω−1 = −Q#+ω−1
and ω+1 = −Q#−ω0, where the operators Q#± were defined in (6.112).
Plugging this in the equation of motion with k = 1 we obtain
−∇(Q#−ω0) +Q+ω0 +Q−ω+2 = 0 . (C.66)
which is solved by ω+2 = (−Q#−∇)2ω0 because of Q#−Q+• = 0 (see
(6.112)). This process continues and gives
ω+k = (−Q#−∇)kω0 (C.67)
until k = s− 1 for which the equation of motion becomes
(−∇Q#−)s−1∇ω0 +Q+ωs−2 +Q−ωs = V(Ω,Ω,C(2))s−1 . (C.68)
We now restrict to its J∂∂-component of the decomposition (C.57) using
the notation J |∂∂ = J∂∂ . Since the last two summands on the left hand
side do not contribute to this component, we obtain
(−∇Q#−)s−1∇ω0
⏐⏐⏐∂∂ = −12eiθCs . (C.69)
In order to simplify this expression we will first focus on the case of
s = 2. We note that
−∇Q#−J
⏐⏐⏐∂∂ = −∇Q#−Eαα∂α∂αJ∂∂⏐⏐⏐∂∂ , (C.70)
for a two-form J . This is because
∇Q#−J
⏐⏐⏐∂∂ = −12 e¯αα˙ ∧ e¯ββ˙∇αα˙ (∂β∂β˙ 2N¯ J∂∂ + yβ y¯β˙ · · ·+ yβ∂β˙ . . .
) ⏐⏐⏐∂∂
= −14Eαα
(
∂α∇αγ˙∂γ˙ 2
N¯
J∂∂ + yα∇αγ˙ y¯γ˙ · · ·+ yα∇αγ˙∂γ˙ . . .
) ⏐⏐⏐∂∂
where in the first line we have used the definition of Q#− in (6.112) and
only made terms explicit which will be relevant in the end. Using the
decomposition identity (C.40), we see that the last two terms will drop
out and the first gives
∇Q#−J
⏐⏐⏐∂∂ = 12N(N¯ + 1) (y∇∂¯)J∂∂ , (C.71)
where we have defined y∇∂¯ = yα∇αα˙∂¯α˙. Using the analogous decom-
position identity (6.123) for two-forms it is easy to check that
∇ω0|∂∂ = − 14N (y∇∂¯)ϕ , (C.72)
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where we have used the embedding of the dynamical field (C.59) in the
one-form ω. Note that this result in particular implies that only the
traceless components ϕ of the Fronsdal fields contribute. Using these
results (C.69) becomes
−12e
iθCs = − 12N(N¯ + 1) (y∇∂¯)
s−1 1
4N (y∇∂¯)ϕ (C.73)
= Ns (y∇∂¯)s ϕ , (C.74)
where Ns is a spin-dependent normalization constant. In components
this implies
Cα(2s) ∼ (∇αα˙)sϕα(s)α˙(s) . (C.75)
Analogously, one can derive
Cα˙(2s) ∼ (∇αα˙)sϕα(s)α˙(s) . (C.76)
Using the map from spinorial to Lorentz indices discussed in Section 6.1
these equations are equivalent to
Ca(s),b(s) ∼ [anti-sym. in b and a] ∇b1 ...∇bsϕa1...as − traces ,
(C.77)
which is indeed what one expects for the linearized spin-sWeyl tensors.
fronsdal equations: Fronsdal equations can be obtained along
very similar lines. The relevant components of the unfolded equations
(C.46) are given by11
R+1 := ∇ω+1 +Q+e+Q−ω+2 = 0 , (C.78a)
R0 := ∇e+Q+ω−1 +Q−ω+1 = 0 , (C.78b)
R−1 := ∇ω−1 +Q+ω−2 +Q−e = 0 , (C.78c)
where we have defined e := ω0. From the analysis of the σ−-cohomology,
we expect that the Fronsdal tensor is embedded in the curvatures as
follows
R+1
⏐⏐⏐
F
:= Eα˙α˙∂α˙∂α˙F +EααyαyαF ′ ,
R−1
⏐⏐⏐
F
:= Eαα∂α∂αF +Eα˙α˙y¯α˙y¯α˙F ′ ,
From the previous arguments, it is clear that the generalized torsion
constraint is solved by
ω−1 = −Q#+(∇e) , ω+1 = −Q#−(∇e) . (C.80)
Plugging the last expression in R+1 we obtain
R+1 = −∇Q#−∇e+Q+e+Q−ω+2 = 0 (C.81)
11 Here we assume s > 2. For s = 2 there would be a source term on the right hand
side of R±1. However, this source term will not affect the argument in any way.
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We now use that Q− • |∂¯∂¯ = 0 and Q− • |yy = 0 to obtain
F =
[
−∇Q#−∇e+Q+e
]∂¯∂¯
, (C.82)
F ′ =
[
−∇Q#−∇e+Q+e
]yy
. (C.83)
These expressions are in principle straightforward to work out using
the techniques discussed for the case of the Weyl tensors and indeed
reproduce the traceless and trace component of the Fronsdal tensor (up
to spin dependent normalization constants). However, this calculation
is a bit involved and we will not reproduce it here. The relevant normal-
ization constants (using slightly different conventions!) can be found in
Appendix C.2 of our publication [27].
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