Probabilistic setting of information-based complexity  by Woźniakowski, H
JOURNAL OF COMPLEXITY 2, 255-269 (1986) 
Probabilistic Setting of Information-Based Complexity* 
H. WO~NIAKOWSKI 
Department of Computer Science, Columbia University, New York, New York, 10027, 
and Institute of Informatics, University of Warsaw, Warsaw, Poland 
Received December 5, 1985 
We study the probabilistic (E, b)-complexity for linear problems equipped with 
Gaussian measures. The probabilistic (E, S)-complexity, comp@‘(e, 6), is under- 
stood as the minimal cost required to compute approximations with error at most e 
on a set of measure at least 1 - 6. We find estimates of comp@(e, 6) in terms of 
eigenvalues of the correlation operator of the Gaussian measure over elements which 
we want to approximate. In particular, we study the approximation and integration 
problems. The approximation problem is studied for functions of d variables which 
are continuous after r times differentiation with respect to each variable. For the 
Wiener measure placed on rth derivatives, the probabilistic comp@(e, S) is esti- 
mated by ,((~/,)“(r+~)(ln(~/~))(d-‘“r+““r’+~’), where a = 1 
for the lower bound and a = 0.5 for the upper bound. The integration problem is 
studied for the same class of functions with d = 1. In this case, compPmb(e, 6) = 
@((m/E)“@ “‘). 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
Information-based complexity is the study of the intrinsic difficulty of 
approximately solved problems. It deals with the minimal cost which is 
required to compute approximations with error at most E, where E L 0. 
Different settings of information-based complexity are obtained depending on 
how the error and the cost are defined. 
In the worst case setting, the error and cost are defined by a hardest 
element. In the average case setting, the error and cost are similarly defined 
with the exception that the hardest element is replaced by the “average” one, 
the average being with respect to a given probability measure. 
In the probabilistic setting, we relax the worst case requirement that the 
error be at most E for all elements. Instead, we ,require that the error be at most 
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E for a set of elements of measure at least 1 - 6. Here 6 is a given parameter, 
6 E [0, 11. Thus, in the probabilistic setting we agree that the error can be 
arbitrarily bad for a set of measure at most S. 
The cost in the probabilistic setting can be defined in various ways. It can 
be defined as in either the average case or worst case settings. One can also 
disregard a set of measure at most S for which the error exceeds E and then 
define the cost as in the average case or worst case settings. 
The worst and average case settings of information-based complexity have 
been studied in many papers. A recent survey of these two settings may be 
found in Woiniakowski (1986). 
The probabilistic setting of information-based complexity has been re- 
cently studied in Wasilkowski (1984, 1986) and in Lee and Wasilkowski 
(1986). This setting has been analyzed for linear problems and Gaussian 
measures. The main result can be explained as follows. Let v be a probability 
measure of elements which we want to approximate. During the computation 
we learn more and more about the elements we want to approximate. Math- 
ematically, this means that we change the measure V. After n evaluations, we 
have a conditional measure v,,. Let B, be a ball of center zero and radius E. 
For large n, the measure v, resembles an atomic measure concentrated over 
the exact solution and therefore for a positive E, v,(B,) tends to one. For a 
positive S, there exists n for which v,,(B,) 2 1 - 6. Then we can compute 
approximations with error at most E on a set of measure at least 1 - 6. Under 
some assumptions, Wasilkowski (1986) found lower and upper bounds on the 
probabilistic (E, 6)-complexity in terms of the smallest n for which 
v,(B,) 2 1 - 6. 
In this paper we specialize general estimates on the probabilistic 
(E, S)-complexity for two cases. In the first case, we approximate elements 
5” forf from a separable Banach space F equipped with a Gaussian measure 
CL. Here S is a continuous linear operator into a separable Hilbert space. We 
assume that arbitrary linear continuous functionals onfcan be computed. We 
find estimates on the probabilistic (E, S)- complexity in terms of eigenvalues 
of the correlation operator C, of the Gaussian measure v = fl-‘. In particu- 
lar, for the approximation problem defined as in Papageorgiou and Was- 
ilkowski (1986) for functions of d variables which are continuous after r times 
differentiation with respect to each variable (see Section 4) and which are 
equipped with the Wiener measure placed on rth derivatives, we find that 
the probabilistic (E, 6)-complexity is at least proportional to 
(V/2 ln(l/~)/e)l/(‘+l)(ln v/2 ln(l/L3)/e)cd-‘) and is at most proportional to 
(V/2 ln( 1 /s)/e)‘/(‘+0.5)(ln V/2 ln( 1/8)/e) - (d l)(r+I)/(r+‘J.V. This exhibits he 
dependence of the complexity on E, 6, the smoothness parameter r, and the 
dimension d. 
In the second case, we assume that S is a continuous linear functional, 
S E F *, and that only some functionals from F * can be computed. The 
dependence on E, 6 is, as in the first case, through v’2 ln(l/a)/e. In partic- 
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ular, for the integration problem studied by Lee and Wasilkowski (1986)) for 
the same class of functions as for the approximation problem with d = 1, the 
probabilistic (E, S)-complexity is proportional to (~/E)‘/@+‘). 
For both cases, information computed about the function is nonadaptive. 
Thus, although we permit adaptive information, it turns out it is not essen- 
tially more powerful than nonadaptive information. This follows from Was- 
ilkowski (1986)) who proved that even in the general case adaptive informa- 
tion is not more powerful than information which is essentially nonadaptive. 
We do not pursue this subject here. 
In this paper we concentrate on estimates on the probabilistic 
(E, S)-complexity and do not discuss optimal algorithms. We mention here 
that for the approximation problem, such an algorithm is provided by 12 terms 
of the truncated series of A” in the basis of eigenelements of C,, where 
n = O((V2 ln(l/S)/e) l/(r+O3(ln ~~/e)(d-‘)(r+l)/(r+O.5)). For the in- 
tegration problem, the algorithm is given by the integral of the natural spline 
which interpolates f at n equally spaced points, where n = 
O((V2 ln(1/6)/~)‘/(‘+‘)). 
We summarize the content of the paper. In Section 2 we precisely formu- 
late the probabilistic setting and the probabilistic (E, S)-complexity. In Sec- 
tion 3 we recall general estimates on the probabilistic (E, 6)-complexity from 
Wasilkowski (1986). Sections 4 and 5 deal with the two cases described 
above. In the final section we discuss different definitions of the probabilistic 
cost, relations between average and probabilistic settings, and some open 
problems. 
2. PROBABILISTIC SEITING 
In this section we define the probabilistic setting of information-based 
complexity. This setting consists of problem formulation, information, and 
model of computation. 
Let F and G be linear normed spaces over the real field. Consider an 
operator S, called the solution operator, 
S: F+ G. (2.1) 
Let p be a probability measure defined on Bore1 sets of F. Let E and 6 be 
given, where E 2 0 and 0 5 S 5 1. Our problem is: for each f from F, 
compute an element U(f) from G such that 
p{f E F : [IS(f) - U(f) (1 2 El 2 1 - 6; (2.2) 
we wish to approximate S(f) to within E with probability at least 1 - S. 
How can we compute an approximation U(f)? We assume that, in addition 
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to knowing the problem formulation (2.1) and (2.2), we can gather informa- 
tion about f by computing Li (f) for a number of i. Here Li is a continuous 
linear functional, Li E F *, where F * is the dual space of F. Let A be a class 
of permissible functionals L. Thus A C F *. For some problems, one can 
assume that all continuous linear functionals can be computed, i.e., A = F *. 
This assumption may be reasonable, for instance, for the approximation 
problem S(f) = J For other problems, one has to impose some conditions 
on A. For instance, for the integration problem, S(f) = Jbf(t) dt, we usu- 
ally can compute only function evaluations. Then A consists of L (f) = f(x) 
for various x, and A is a proper subset of F *. 
The approximation U(f) is computed by combining such information 
operations, U(f) = cp(Ll(f), L*(f), . . . , L,,(f)), where Li E A. We stress 
that the choice of Li may adaptively depend on the previous values Ll(f), 
L*(f), . . * 3 Li-l(f). Also, the number n of information operations may 
adaptively depend on the values Li(f), L*(f), . . . Thus, n may vary withf. 
The precise definition of U may be found in Wasilkowski (1986). 
We assume that we are charged for each computation of L (f) and that each 
L(f) costs c, where c > 0. We also assume that we can perform certain 
operations in the space G, called combinatory operations, such as the addition 
gr + g2 of two elements gl, g2 from G, and multiplication by scalars tug for 
cx E R and g E G. The cost of such operations is taken as unity. 
The probabilistic setting is formalized as follows. 
Problem. For each fin F, compute an element U(f) from G such that 
p{f E F : (IS(f) - U(f))/ 5 E) 2 1 - 6. 
Information. (i) We know the problem formulation, i.e., the solution 
operator S, the spaces F and G, the probability measure p on F, the class A, 
and the parameters E and 6. 
(ii) We can compute L(f) for any L E A and any f E F. 
Model of Computation. (i) Each information operation L (f) costs c. 
(ii) We can perform certain combinatory operations at unit cost. Exam- 
ples of such operations include addition of two elements from G and multi- 
plication by scalars. 
We want to compute U(f) with minimal average cost. The cost of com- 
puting U(f), cost(U, f ), is defined as the sum of the cost of information 
operations and the cost of combinatory operations needed to compute U(f). 
The average cost of U, U: F + G, is defined as 
cost(U, f)p(df). (2.3) 
(See Section 6, where different definitions of the cost of U are discussed.) 
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The probabilistic (E, 6)-complexity is defined as the minimal average cost 
of U provided that U(f) approximates S(f) to within E with probability at 
least 1 - 6. That is, 
compFob(e, 6) = inf{costavg(U) : U satisfies (2.2)). (2.4) 
3. GENERAL CASE 
In this section we briefly recall estimates of the probabilistic 
(E, 6)-complexity from Wasilkowski (1986). Then in Section 4 we specialize 
them to the case where S is an arbitrary linear operator and there is no 
restriction on the class A, A = F *. In Section 5 we deal with the case where 
S is a linear continuous functional and A is an arbitrary subset of F *. 
Assume that F is a separable Banach space and G is a separable Hilbert 
space, both over the real field. The space F is equipped with a Gaussian 
measure p of mean zero and correlation operator CT,, C,: F * + F. The 
definition and basic properties of Gaussian measures can be found in Kuo 
(1975), Parthasarathy (1967), and Vakhania (1981). 
We assume that the solution operator S, S: F + G, is a continuous linear 
operator. Then v = +S-’ is a probability measure on the separable Hilbert 
space G. The measure v tells us about the distribution of solution elements S’ 
It is a Gaussian measure with mean zero and correlation operator C,, 
C,: G + G, such that 
cd! = W&J))? g E G, (3.1) 
where L,(h) = (h, g) for h E G. Note that LgS E F *. The correlation oper- 
ator C, is symmetric, nonnegative definite and has a finite trace. 
L&N = [Ll, . . . ) L,], with Li E A. Given N, define K,, K2, . . . , K,,, 
such that 
Ki E Spa(L~y Lz, . * * 9 Ln) 
Ki(C,Kj) = 6i,j i,j= 1,2,. . .,m. 
Thus K,, Kz, . . . , K,,, are linear combinations of LI, L2, . . . , L, which are 
orthonormalized in the sense Ki (C, Kj) = 6i.j. Here m I n. If L1, Lz, . . . , 
L, are linearly independent and C, is one-to-one then m = n. 
Define the Gaussian measure I+ on the space G with mean zero and 
correlation operator C, given by 
Chfg = Cvg - 2 (gj9 g)gj, g E G, (3.2) 
j=l 
where C, is given by (3.1) and gj = S (C, Kj). 
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LetB,={g EG:I(gI(~e}betheballofradius~inG.Let 
b(n, E) = SUp(VN(B*) 1 N = [Idly L*y . . . 3 L,], Li E A}. (3.3) 
Thus b(n, E) denotes the maximal measure of the ball of radius E among 
Gaussian measures r+, obtained by different choices of n functionals from A. 
Define the probabilistic (E, 6)-cardinal& number as 
m(E, 8) = min{n : b(n, E) 1 1 - 8). (3.4) 
Thus m(E, 8) denotes the smallest n for which there exists a Gaussian mea- 
sure generated by n functionals from A for which the ball of radius E has 
measure at least 1 - 6. 
Recall that one evaluation of L(f) costs c. We are ready to present esti- 
mates of the probabilistic complexity which follow from Wasilkowski (1986, 
Sect. 5, with the error functional E: G + lR+ given by E(g) = 1 if jig 1) > E 
and E(g) = 0 for [(gll 5 E). 
THEOREM 3.1. The probabilistic (E, S)-complexity satisjies the in- 
equalites 
{ 
n-l 
c sup min m(E, x8), xm(e, 8) I compb(e, S) 
lCXSl/S I (3.5) 
5 (c + 2)m(e, 6) - 1. 
The probabilistic complexity is estimated in terms of the probabilistic 
cardinal@ number. In particular, if 
= m(e, a)(1 + o(l)), as 6-, 0, (3.6) 
then applying (3.5) with n = ln(1/6) we have 
compPmb(e, 6) = (c + a)m(e, 6)(1 + o(l)), as 6-, 0, (3.7) 
where a E [0, 21. Since usually c + 1, we have tight bounds on 
compb(e, 6). We summarize this in 
COROLLARY 3.1. The probabilistic (E, S)-complexity is approximately 
equal to 
comppb(e, 6) = cm(e, S) 
whenever c P 1 and (3.6) holds. 
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We now indicate how to achieve the upper bound in Theorem 3.1. Assume 
that (3.3) and (3.4) are achieved for N,* = [L:, Lt, . . . , L,*] with n = 
m(e, 6). Obviously, Lf are now linearly independent. They can be ortho- 
normalized by the Gram-Schmidt method by taking Kj* = YE{=, a;,jLT, the 
coefficients ai,j being chosen such that Kjr (C, KT) = 6i.j for i, j = 1, . . . , 
it. This corresponds to the solution of n linear equations whose matrix is 
nonsingular and lower triangular. Define the elements 
qi = $ ai,jS(CpKT). 
j=i 
Note that qi do not depend on elements f and they can be precomputed. The 
approximation U(f) is defined by 
u(f) = i LTWqi- 
i=l 
(3.8) 
The cost of computing U(f) is equal to nc + 2n - 1 = 
(c + 2)m(e, S) - 1, Furthermore 
Thus U solves the problem with cost given by the upper bound of Theorem 
3.1. 
4. A = F * AND S ARBITRARY 
In this section we specialize estimates of the probabilistic complexity given 
in Theorem 3.1 for A = F * and an arbitrary continuous linear S. To do this, 
we express the probabilistic cardinality number in terms of eigenvalues of the 
covariance operator C,; see (3.1). 
The operator C, is symmetric, nonnegative definite and has a finite trace. 
Therefore there exists an orthonormal basis {&} of G which consists of 
eigenelements of C, , 
Cv!Z = AilA9 (t9 4) = 4,j9 (4.1) 
where&r&2 *.*2Ofiri= 1,2,...,dimG.IfdimGisfinite 
then we formally set <i = 0, Ai = 0 for i > dim G. The trace of C, is the sum 
of Ai, trace(C,) = EEr Ai. 
We need to find the maximal measure of v,&); see (3.3). It is known (see 
Wasilkowski, 1984), that v,&) is maximized for N = N,*, where 
N (f) = MY-, 4-A CC t), . . . 9 (X &)I. (4.2) 
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The measure v, := vN,’ is Gaussian with mean zero and correlation operator 
C, given by 
Cd = C& - 2 &k, li)!Ci, g E G. (4.3) 
i=l 
Thus C,g = 0 for g E span&, &, . . . , &) and C,g = C,g for g orthogo- 
nal to span@,, &, . . . , &,). Obviously, C, = C,* 2 0, trace(C,,) = 
ET=,+, Ai, which goes to zero as n goes to infinity. If dim G is finite and 
n 2 dim G, then C, = 0. The measure v, is then atomic, i.e., v,,(B) = 1 if 
OEB,andv,(B)=OifO$EB. 
We now estimate the measure v,(B,) in terms of eigenvalues Ai. From 
Vakhania (1981, p. 40) we know that there exists a constant cI such that 
v,(&) 2 1 - cl exp - ( 2 traEI(C.))’ (4.4) 
It is easy to show that one can take cl = 5. Thus to guarantee that 
v,,(B,) 1 1 - 6, it suffices to take IZ such that trace(C,) 5 e2/2 ln@/S)). 
Thus the upper bound on the probabilistic cardinality number m (E, 6) is given 
by 
m mu(c, 6) = min 1 Iz : 2 A i E2 5 i=n+ 1 2 ln(5/6) I ’ 
We now obtain an upper bound on v, (23,). Observe that B, C 
{g : I&, i-n+,) I 5 El. Thus 
vn@,) 5 vn{g : 1 (g, &+I) 1 5 l 1 = 
where Q, is the probability integral. Therefore a lower bound of m(c, 6) is 
given by 
mL(t5, 6) = min 
{. (k+-+ 
n . @ 
For large x, a(x) = (1 - m (l/~)e-“‘/*)(l + o(l)). Thus, for small 6 
we have 
mL(e, 6) = min 1 IZ : A,+, 5 
E2 
2 ln(1/6) I 
(1 + 41)). (4.7) 
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From this and Theorem 3.1 we have 
COROLLARY 4.1. For A = F *, the probabilistic (E, 6)-complexity is 
bounded by 
1 
x-l 
c sup min mL(E, x6), xmL(e, 6) 
I 
5: compPTOb(e, S) (4.8) 
lC,Sl/ti 
5 (c + 2)mU(E, 6) - 1. 
As in Section 3, if mL satisfies (3.6) then the left-hand side of (4.8) is 
approximately equal to cmL(E, S). The upper bound in (4.8) is achieved for 
q/k, 6) 
u(f) =  C (sf7 &)t. 
i=l 
This corresponds to the truncated series of S’with respect to eigenelements 
of the covariance operator C, of the measure v = j.~!-‘. 
Remark 4.1. From Wasilkowski (1986) we know that the average 
~-complexity of approximating S’ is given by 
cmavg(E) % compavg(e) I (c + 2)mavg(e) - 1, 
where ma”g(e) = min{n : IX>=,+, Ai I E*}. 
Comparing this to (4.8) we see that the upper bound on the probabilistic 
(E, 6)-complexity corresponds to the average e,-complexity with el = 
e/V2 ln(5/6). 
We illustrate Corollary 4.1 by assuming that hk = (ak)-P for some positive 
a and p > 1, i = 1, 2, . . . . Then (4.7) yields 
where v1 = 
mfA6 6) = 
where 7)* = 
m(e 6) = (r--&j - I)(1 + 0(1))~ (4.9) 
e2/2 ln(l/S)). From (4.5) we have 
1 
1 
a[a(p - l)~j~]‘/(~- ‘) - ” 1 for some x E [l, 21, (4.10) 
l */(2 ln(5/6)). 
We now consider the approximation problem defined as in Papageorgiou 
and Wasilkowski (1986). Let f: D = [0, lld + R be a function of d vari- 
ables. Byf(‘19’2s~~.vid) we mean ij times differentiation off with respect to xi, 
j= 1,2,. . . , d. Let r be a given nonnegative integer. 
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Define the Banach space F as the class of functions f for which f(‘~‘*.~.~‘) 
is continuous andf(‘l*‘2’.. .*‘d’(t) = 0, Vii = 0, 1, . . . , r and any t for which 
one of the components is zero. The space F is equipped with the norm 
llfl[ = sup,,, If”,‘,’ ..“)(t) 1 and with the Wiener measure placed on the rth 
derivatives. That is, p(A) = w @,A), where Drf = f(‘, r,. vr) and w is the 
classical Wiener measure. 
Let G = Z,*(D) and let the solution operator S, S: F + G, be given by the 
embedding Sf = f. The eigenvalues hk of the measure v = @-I are given by 
hk = (,~J~‘d~jl! ,r+‘(l + o(l)), ask+ w. 
From (4.7) we have 
where 
a’ = (7rd(d - l)! (r + 1)d-‘>-‘(1 + o(1)). 
From (4.5) we have 
where 
u* = (7rd(d - 1)!))‘((2r + 1)&Q - l)!)-l’(*r+n 
(r + ;)-W’)(’ + 1/(2r+1))(1 + o(l)). 
Applying Corollary 4.1 with x = ln( l/6), we have 
COROLLARY 4.2. For A = F*, the probabilistic (E, 6)somplexity for 
the approximation problem is bounded by 
alcxl’(‘+‘)(ln x)~-’ I compb(E, 6) 
< a2(c + 2)xll(r+‘/*)(ln X)W’K’+‘/(*r+‘)), 
where al and a2 are given above and x = q2 ln(1/6)/e. 
(4.13) 
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Observe the difference in the exponents of x. For the lower bound we have 
(r -t 1))‘; for the upper bound we have (r + 1)-l. This difference is essential 
for small r. For the extreme case, t = 0, the upper bound exponent is twice 
as big as the lower bound exponent. For large t, the difference between the 
upper and lower bounds becomes less significant. We believe that the upper 
bound of Corollary 4.2 is sharp. 
Remark 4.2. We stress that comppb(e, 6) depends on m/e. 
Thus, it depends on 6 through ln(1/6) and it depends on E through l/e. The 
dependence on E is therefore much more crucial than the dependence on 6. 
Remark 4.3. The same approximation problem has been studied in the 
average case setting by Papageorgiou and Wasilkowski (1986). They proved 
that the average ~-complexity is given by 
compavg(E) = 0 c ; 
( ( l)‘/“+l/2N(n gd-‘““‘“‘“‘“)~ 
Comparing this to (4.13) we see that the upper bound on the probabilistic 
(E, 6)-complexity corresponds to the average El-complexity with cl = 
e/m. For further relations between average case and probabilistic 
settings see Section 6(ii). 
5. A ARBITRARY AND S E F* 
In this section we specialize estimates of the probabilistic complexity for 
an arbitrary class A and a continuous linear functional S. Thus, G = R and 
the measure v is a one-dimensional Gaussian measure with mean zero. Its 
covariance operator C, is just a number. It is its variance var, = C, = 
S (C, S). As in Lee and Wasilkowski (1986)) define the semi-inner product 
and the seminorm 
for L,, L2, L E F*. 
The maximal measure of the ball B, = [-E, + E] is obtained for tbe mea- 
sure v,,, which is a one-dimensional Gaussian measure with mean zero and 
variance var, , 
var.=inf{l/S-~.iLill::ai E[W,Li EA} (5.2) 
(see Lee and Wasilkowski, 1986, Sect. 2). Thus, var, is the square of the 
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approximation error of S by a linear combination of n functionals from A. We 
now have (see (3.3)) 
The probabilistic (E, S)-cardinality number (see (3.4)) is now given by 
m(~, S) = min 
{. (i&J-l-s)* 
n * Cp (5.3) 
For small S, we have 
m(~, 6) = min 
{ 
l 2 it : vat-, I 
2 ln(l/s) I 
(1 + o(l)). (5.4) 
We now find m(E, 6) for the integration problem studied by Lee and Was- 
ilkowski (1986). Consider the class F as in Section 4 with d = 1. Let G = R’ 
and S’ = Jbf(t) dt. 
The class A consists of function evaluations, i.e., L(f) = f(x) for some X. 
From Section 5.4 of Lee and Wasilkowski (1986) we get 
var, = inf dt : aj E 52, ti E [0, l] . 
Sacks and Ylvisaker (1970) showed that 
var, = O(n-2(‘+1)). (5.5) 
This is achieved by the equally spaced points ti = i/(n+ l), i = 1, 2, . . . , 
n. From (5.4) and (5.5) we conclude that 
m(q 6) = @((v2 l:(l’s))‘/(r+l’)a (5.6) 
The formula (3.8) is now the integral of the natural spline of degree 2r + 1 
which interpolates the function valuesf(i/(n + 1)) for i = 1, 2, . . . , n and 
n = m (E, S). Applying Theorem 3.1 and (3.6) we have 
COROLLARY 5.1. The probabilistic (E, S)-complexity for the integration 
problem is given by 
compProb(E, S) = 0 
(c( V/2 l;l/s’)‘/I’+‘J). 
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The integral of the natural spline of degree 2r + 1 which interpolates f at 
m(e, 8) equally spaced points solves the problem with almost minimal cost, 
where m(E, 6) is given by (5.6). 
Remark 5.1. From Lee and Wasilkowski (1986) we know that the aver- 
age ~-complexity of the integration problem is given by 
1 l/(r+l) 
compavg(e) = 0 c ; (0 ) . 
Comparing this to (5.7) we note that the probabilistic (E, S)-complexity 
corresponds to the average q-complexity with l 1 = e/d2 ln( l/6) ; see also 
Section 6(ii). 
+ 
6. FINAL REMARKS 
In this section we briefly discuss different definitions of the cost in the 
probabilistic setting, relations between average case and probabilistic settings 
as well as some open problems. 
(i) Difierent De$nitions of Cost 
We defined cost”“g(U) by the average value of cost(U, f) over all elements 
from F; see (2.3). One may define the cost (U) as in the worst case setting. 
That is, 
cost(U) = su! cost(U, f). (6-l) 
Let compy’(e, 6) denote the probabilistic (E, S)-complexity with cost given 
by (6.1). Then it is easy to show that 
cm(E, 6) 5 compr’(e, 6) 5 (c + 2)m(e, 6) - 1, (6.2) 
where m (e, 6) is given by (3.4). For c %= 1, we have 
comprb(E, 6) = cm(e, 8). 
One can modify the definitions (2.3) and (6.1) by disregarding a set of 
measure at most 6 for which U(f) does not approximate S(f) with error at 
most E. That is, 
co~t”“~(U) = j--& inf coM-4fMdf) : A such that p(A) L 1 - 6 
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Let comp!““‘(E, 6) denote the probabilistic (E, S)- complexity with cost given 
by (6.3). For 6 < $, it is easy to show that 
compPlob(e, 8,) 5 compr’(e, 6) 5 & compPob( l , 6)) 
1 
where 1 - 6i = (1 - 26)/(1 - 8). For small 6, 6, = 6(1 + o(l)) and 
therefore comprb(e, 6) is practically equal to compP’ob. 
One may also disregard a set of measure at most 6 in the supremum (6.1) 
as in (6.3). Then it is easy to see that the corresponding (E, 6)-complexity 
will be the same as comprb(e, 6). 
(ii) Average Case and Probabilistic Settings 
In this paper we have indicated that the probabilistic (E, 6)-complexity, or 
its upper bound, is related to the average l 1-complexity with 
el = e/m . This holds for linear problems with Gaussian measures 
for the two cases studied in Sections 4 and 5. For small 6, el is smaller than 
E. Thus, the probabilistic (E, S)- complexity is larger than the average 
~-complexity. For arbitrary measures, it is not in general true that the proba- 
bilistic (E, 6)-complexity with small 6 is larger then the average 
E- complexity. In fact, it may happen that the average E- complexity is infinity 
whereas the probabilistic (E, 6)-complexity is finite for positive E and 6. If, 
however, the average e-complexity is finite then Chebyshev’s inequality 
yields 
compb(e, 6) 5 compavg(el) (6.4) 
with e1 = fi E. Relations between average case and probabilistic settings 
seem to be an interesting subject of the future research. 
(iii) Open Problems 
We indicate a few open problems in the probabilistic setting. It will be 
interesting to improve estimates of Section 4. In particular, better estimates 
of Gaussian measures of balls would be welcome. 
The probabilistic setting should also be analyzed for more general linear 
problems, i.e., for S whose range is not necessarily a Hilbert space, and for 
nonlinear problems, i.e., for nonlinear operators S. It will also be interesting 
to study more general measures and error criteria. For instance, it seems 
worthwhile to analyze the relative error in which (2.2) is replaced by 
p f E F : II sf is;,(f) II < - 11-6 
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or by 
Here IJfJI is a norm of the space F and S is a linear or nonlinear operator. 
ACKNOWLEDGMENTS 
I am grateful to A. Papageorgiou, G. W. Wasilkowski, and A. G. Werschulz for valuable 
comments on this paper. 
REFERENCES 
Kuo, H. H. (1975), “Gaussian Measures in Banach Spaces,” Lectures Notes in Mathematics 
Vol. 463, Springer-Verlag, Berlin. 
LEE, D., AND WASLLKOWSKI,  G. W. (1986), Approximation of linear functionals on a Banach 
space with a Gaussian measure, J. Complexity 2, 12-43. 
PAPAGEORGIOU, A., AND WASILKOWSKI,  G. W. (1986), Average case complexity for multi- 
variate problems, in progress. 
PARTHASARATHY, K. R. (1967), “Probability Measures on Metric Spaces,” Academic Press, 
New York. 
SACKS, J., AND YLVISAKER, D. (1970), Statistical designs and integral approximation, in 
“Proceedings, 12th Biennial Seminar of the Canadian Math. Congress,” pp. 115-136. 
VAKHANIA, N. N. (1981), “Probability Distributions on Linear Spaces,” North-Holland, New 
York. 
WAS~LKOWSKI,  G. W. (1984), “Optimal Algorithms for Linear Problems with Gaussian Mea- 
sures,” Department of Computer Science, Columbia University (Rocky Mountain J. 
Math., in press). 
WAS~LKOWSKI,  G. W. (1986), Information of varying cardinality, J. CompZexify 2, 204-228. 
WO~~OWSKI,  H. (1986), Information-based complexity, in “Annual Review of Computer 
Science,” Annual Reviews Inc., William Kaufman, Inc., Palo Alto, Calif., in press. 
