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INTRODUCTION 
During 2016, it is one country in particular that performed public diplomacy by 
distorting the news: Russia (Cull, 2016, p. 244). They became increasingly more active online 
by spreading fake news through fake online accounts and other digital media. An example is 
their interference during the 2016 presidential elections in the United States. According to the 
Dutch General Intelligence and Security Service (AIVD, 2017) the Russian media played a 
suspicious role is the election of the president of the United States, Donald Trump. They are 
accused of using disinformation and internet trolls to influence the campaign in favor of 
Donald Trump (Intelligence Community Assessment, 2017). This is just one example of the 
use of fake news or disinformation as a form of digital diplomacy that is increasingly 
contesting contemporary western politics (Cull, 2016, p. 244).  
The influence of (fake) news on people is, amongst other things, determined by the 
credibility of the source (Flanagin & Metzger, 2008, p.6). Source credibility can influence the 
persuasive impact of the message, which in turn impacts the attitude of the public towards the 
message presented (Nye, 2008, p. 95). Since the main objective of public diplomacy is to 
influence the opinion of the foreign audiences in favor of the foreign policies, credibility is 
essential for public diplomacy sources. Thus, being perceived as highly credible is important 
for public diplomacy sources, because that will lead to attitude changes among their foreign 
public (Miller & Wanta, 1996, p. 392). 
However, research found that students make many mistakes in evaluating the 
credibility of a source and that they find it difficult to distinguish between a real and fake 
claim on social media (Wineburg, McGrew, Breakstone, & Ortega, 2016). People also feel 
fake news is causing confusion about the real facts. About 25 percent of the participants in a 
research on fake news even have shared fake news without knowing it was fake (Barthel, 
Mitchell & Holcomb, 2016). So, people do not always recognize fake news or disinformation.  
Assessing credibility inaccurately and not being able to identify fake news used by 
digital diplomacy sources raises concerns. Former president of the United States Barack 
Obama said about this: “If we are not serious about facts and what’s true and what’s not - and 
particularly in an age of social media when so many people are getting their information in 
sound bites and off their phones - if we can’t discriminate between serious arguments and 
propaganda, then we have problems” (2016). These problems can range from personal 
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problems, being influenced in your personal decisions, to problems for the society as a whole, 
as knowing the truth is vital for democracies (Flanagin & Metzger, 2008, pp. 16-20). 
Therefore, it is essential to understand how people perceive the credibility of certain 
diplomacy sources and what factors influence their credibility perception. Given the 
networked digital environment in which more and more people are connected and use others 
input to evaluate credibility (Flanagin & Metzger, 2008, p. 10-11), this study will examine the 
following research question: does the opinion of other people affect someone’s credibility 
evaluation about a public diplomacy source?  
As a way of beginning to understand the relationship between credibility, online 
information and digital diplomacy, I proceed by first explaining public and digital diplomacy. 
From there, I consider what credibility is, why it is important for online sources and especially 
why it is important for digital diplomacy. Then I will explain the contemporary situation 
regarding the internet as a source of information. And with this context, I consider why it is 
difficult to assess the credibility of digital diplomacy sources and I conclude by examining the 
most used heuristic followed by the hypothesis. 
LITERATURE REVIEW 
Diplomacy 
Public diplomacy is a strategic communication instrument to exercise soft power. Soft 
power is the ability to affect others to make them want the same outcomes as you want 
through attraction rather than coercion or payments (Nye, 2008, p. 94). Attraction can be 
obtained through persuasion or inspiration. So, soft power is the ability of shaping the 
preferences of others (Nye, 2008, p. 95). Public diplomacy is an instrument to shape these 
preferences and in that way shift the public opinion towards the foreign policies. 
Governments use it to communicate with and attract the publics of other countries to 
accomplish their foreign goals (Nye, 2008, p. 95; Manor, 2016, p. 8).  
During the 21st century “new public diplomacy” has emerged. This new form of public 
diplomacy is characterized by dialogue, engagement and building long-term relationships to 
create an environment in which the foreign public will accept the country’s foreign policies 
(Nye, 2008, p. 101; Kampf, Manor & Segev, 2015, p. 337). So, public diplomacy changed 
from a one-way flow of information to two-way communication (Manor, 2016, p. 8). This 
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form of dialogue is important in order to understand what the foreign audiences want and how 
you can make them want the same thing as you want (Nye 104).  
The transformation to this new form of diplomacy is partly due to the emergence of 
new information technologies, such as the internet and social media. These technologies 
create a supportive environment for dialogue and engagement (Gurgu & Cociuban, 2016, p. 
48; Ross, 2003, p. 22).  Internet reaches more and more parts of the world and can provide 
interactivity between governments and audiences (Nye, 2008, p. 104). And social media are 
online tools that are explicitly focused on interaction. So these information technologies 
facilitate exchange and promote dialogue between a nation and the public (Manor, 2016, p. 5; 
Kampf et al., 2015, p. 331). 
The use of these information and communication technologies by governments to 
manage international change is called digital diplomacy (Bjola, 2015). Research shows that 
politicians, ministries of foreign affairs and embassies all over the world have increasingly 
adopted social media and that more than 400 heads of states are active on social media 
(Manor, 2016, p. 9; Lee & Shin, 2012, p. 515). Digital diplomacy consists of three elements: 
projecting an image or message on the public (public nation branding), structuring and 
organizing information, and monitoring the changes within the public opinion (Manor, 2016, 
p. 5). This research focuses on the projection of images or messages as means of digital 
diplomacy, since that is the type of public diplomacy in which fake use and disinformation is 
used.  
Presenting an image or message online has several benefits. First, it gives the ability of 
tailoring your message to specific audiences and influence how the message is perceived by 
these different audiences (Gurgu & Cociuban, 2016, p. 48). By understanding how a 
particular public views a nation or a specific policy of a nation, it is possible to shape the 
content of the message in a way to manage this view and create a positive national image 
(Manor, 2016, p. 10; Kampf et al., 2015, p. 332). Second, it gives the ability to frame the 
message without going through national and local media that normally function as gatekeeper 
or fact checker. There is direct engagement with citizens (Manor, 2016, p. 12). President of 
the United States Donald Trump mastered this during his election campaign by bypassing the 
mainstream media, sending direct messages to voters via the social media channel Twitter 
(Kessler, 2017).  
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However, these benefits also have a side effect. Due to the direct communication to 
citizens and the absence of gatekeepers on the internet, it is likely that digital diplomacy 
provides an environment in which it is easier to present fake news or disinformation. The 
typical infrastructures that are used for spreading disinformation are mostly broadcasting 
facilities or covert networks (Cull, 2009, p. 25).  A state in which this form of diplomacy has 
been clearly noticeable is Russia. Yet, the influence of disinformation, like all forms of 
information, depends on credibility (Cull, 2009, p. 25). 
Credibility 
Credibility is broadly defined as the believability of a source, message or medium and 
is made up of two primary dimensions: expertise and trustworthiness (Flanagin & Metzger, 
2008, p. 8; Hass, 1981, p. 143; Flanagin & Metzger, 2007, p. 321; Greer, 2003, p. 13). Many 
factors that influence credibility can be allocated as component of one of these two 
dimensions (Freeman & Spyridakis, 2003, p. 240).    
The study of credibility is very interdisciplinary and therefore the definitions are to 
some extent field specific. Credibility is defined here, as in most social science research 
(Flanagin & Metzger, 2008, p.8; Nye, 2008, p. 100; Gass & Seiter, 1999, p. 77), as 
“perceptual variable rather than as an objective measure of the quality of some information or 
source of information. In other words, credibility is not a property of the information or the 
source, but is a property that is judged by the receiver of information” (Flanagin & Metzger, 
2007, p. 321). Because it is about the perceived credibility, the credibility evaluation is not 
necessarily similar to the actual objective quality (Freeman & Spyridakis, 2003, p. 240). We 
saw this for example during the campaign in the United Kingdom about leaving the European 
Union, generally called Brexit. Both sides of the campaign, “Leave” and “Remain”, presented 
scenarios supported by information that was ambiguous. But it is not the side with the most 
correct facts that wins, but the one that is perceived as most credible (Musolff, 2016, p. 14).  
Most of the literature distinguishes three types of credibility:  media credibility, 
message credibility and source credibility. Media credibility focuses on the channel or 
medium through which the message is sent (internet, television, newspaper, radio) rather than 
the sender itself (Kiousis, 2001, p. 382; Flanagin & Metzger, 2000, p. 522). It is defined as the 
“perceptions of a news channel’s believability, as distinct from individual sources, media 
organizations or the content of news itself”.  
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Message credibility examines how the characteristics of the message itself influence 
the perception of believability. The main factors are quality, accuracy, structure, delivery and 
language (Flanagin & Metzger, 2007, p. 322). These message characteristics can then also 
influence source credibility (Kiousis, 2001, p. 384). Information technology (IT) sciences 
often focus on this type of credibility, since they are interested in the information quality as an 
objective feature. They analyze how useful information is for a particular purpose (Flanagin 
& Metzger, 2008, p. 8).  
Source credibility focuses on the characteristics of the message sender (Bucy, 2003, p. 
249). The sender (or the source) can be an individual, group or organization (Kiousis, 2001, p. 
382). Source expertise and trustworthiness are the main attributes, but there are multiple 
dimensions that define this concept, such as believability, fairness, completeness of 
information and accuracy (Kiousis, 2001, p. 383; Bucy, 2003, p. 249). Source credibility 
examines how different characteristics of the sender can influence the evaluation of these 
dimensions and the processing of the message. Most social sciences focus on source 
credibility, since they use a perceptual definition of credibility (Flanagin & Metzger, 2008, p. 
8).  
Source credibility is an essential part of persuasion. The more expert and trustworthy 
the source is, the more persuasive the message is (Miller & Wanta, 1996, p. 392) and the less 
credible the source is, the less persuasive the message is (Greenberg & Miller, 1966, p. 135). 
It is also found to have influence on how people perceive the importance of the issue 
discussed and it can affect opinion change (Bucy, 2003, p. 25; Chaiken, 1980, p. 753). 
Research shows that opinions are changed in a greater degree when information is presented 
by a source that is perceived as expert or trustworthy than when it is presented by a source 
that is perceived as not an expert or untrustworthy (Hovland, 1952, p. 650; Greer, 2003, p. 13). 
Furthermore, a high credibility evaluation leads to the use of that source for information, 
which in turn leads to higher exposure levels, an increased acceptance of the information and 
more agenda-setting effects (Miller & Wanta, 1996, pp. 392-400; Bucy, 2003, p. 250).  
Given the persuasive and agenda-setting effects, and the ability to change opinions, 
credibility is an essential element of soft power and public diplomacy. Source credibility can 
influence the persuasive impact of a message and therefore change the attitude of the public 
towards the message presented (Nye, 2008, p. 94; Sundar, 1999, p. 380; Hass, 1981, p. 142). 
In that way, a high credibility evaluation can help to shift the public opinion towards the 
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foreign policies and realize the foreign goals. This makes credibility one of the fundamental 
elements of effective and successful public diplomacy (Gurgu & Cociuban, 2016, p. 52; Cull, 
2009, p. 25; Ross, 2003, p. 24).  
Internet as source for (dis)information 
People increasingly rely on the internet as source for information (Flanagin & Metzger, 
2000, p. 515). The emergence of new technologies is one of the factors that contributed to this 
growing audience relying primarily on the internet rather than television for news (Bucy, 
2003, p. 247). Research (Manor, 2016, p. 12) found that most of the Americans use Facebook 
and Twitter as their primary source of information. About 20 percent of the American public 
obtains daily news from the internet (Greer, 2003, p. 11). Major online news sites are also 
more trusted and seen as more credible than the traditional media outlets (Greer, 2003, p. 12). 
However, the growth of the internet has been accompanied with a growth of 
disinformation (Flanagin & Metzger, 2000, p. 515). This growth of disinformation may be 
possible due to the lack of professional gatekeepers monitoring the online content. Their 
absence results in information being more likely to be inaccurate (Flanagin & Metzger, 2007, 
p. 32; Flanagin & Metzger, 2008, p. 13). During 2016 the media and especially the online 
media were characterized by half-true stories and complete fiction. Politicians claiming their 
information to be the real facts and the circulation of fake news contested Western politics 
(Cull, 2016, p. 244). Some governments even used social media channels for propaganda. 
Due to the scope of the internet, these fake messages reach a bigger audience and have 
potentially more impact (AIVD, 2016).  
Evaluating credibility in the digital environment 
The increasing use of internet for information and the growth of disinformation 
presented on the internet raise concerns about how people assess the credibility the sources 
that present this (dis)information (Greer, 2003, p. 11). Research shows that students find it 
difficult to distinguish between a real and fake claim on social media and make many 
mistakes in evaluating the credibility of a source (Wineburg, McGrew, Breakstone, & Ortega, 
2016). Some of them have even shared fake news without knowing it was fake (Barthel, 
Mitchell & Holcomb, 2016).  
Assessing the credibility of a source inaccurately can have serious consequences on 
the personal, social or political domain (Flanagin & Metzger, 2008, p. 5). People’s decisions 
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are influenced by the information they receive. If people make a bad credibility assessment 
about a source that contains disinformation, the influence on their decision and the 
consequences of this can be big (Flanagin & Metzger, 2008, p. 20). This is especially 
important for digital diplomacy, since they deliver information that supports particular 
agendas and want to be perceived as highly credible to create a high acceptance of this 
information (Miller & Wanta, 1996, p. 392; Bucy, 2003, p. 250). Therefore, it is important to 
understand why people have difficulty with evaluating credibility in the digital environment. 
In the following section, three factors are explained that contribute to the difficulty of 
assessing credibility. 
First, internet lacks filters and professional gatekeepers to monitor the content 
(Flanagin & Metzger, 2007, p. 320; Flanagin & Metzger, 2000, p. 516). This presents the 
challenge of a lack of assurance of content quality (Sundar, 2008, p. 77). Whereas newspapers, 
magazines and television still undergo factual verification and editorial review, most 
information on the internet doesn’t have that scrutiny. Digital diplomacy benefits from this 
absence of gatekeepers. Ministries of foreign affairs are able to frame and project their 
message directly on the public, while skipping the added interpretation of traditional media 
(Manor, 2016, p. 12). However, as a result, the burden of evaluating these diplomacy sources 
shifts from the gatekeepers to the individual information user (Flanagin & Metzger, 2000, p. 
516; Flanagin & Metzger, 2007, p. 320; Flanagin & Metzger, 2008, p. 12). Users are required 
to continually monitor the credibility themselves (Sundar, 2008, p. 77). To do this, people use 
heuristics which help to make credibility assessments more automatically (Sundar, 2008, p. 
77). 
Second, the identity of the source of information in digital media is often blurred, 
vague, masked, unavailable or unknown and therefore not always easy to determine (Sundar, 
2008, p. 83; Flanagin & Metzger, 2008, p.6). On the internet, anyone can be the author of a 
piece of information (Flanagin & Metzger, 2000, p. 516). This uncertainty about who is 
responsible for the information creates credibility concerns and can lead to credibility 
evaluation mistakes (Metzger et al., 2010, p. 415; Flanagin & Metzger, 2008, p. 13). 
Depending on what is perceived as the source by the user, heuristics are used to determine 
abilities to serve as a source, which affects the perceived credibility (Sundar, 2008, p. 83). 
On top of that, with the changes in the digital media environment, more information is 
available from a growing diversity of information sources. This is also apparent within the 
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digital diplomacy environment. Ministries of foreign affairs are not the only authors with a 
narrative, which can lead to the emergence of incoherent stories (Manor, 2016, p. 24). As a 
result of this plurality, Metzger et al. (2010, p. 414) state that “traditional notions of 
credibility as originating from a central authority are problematic and traditional credibility 
assessment strategies as probably outdated”. Traditionally, you would grant credibility to a 
source which is believed to promote reliable information, such as the government, or to a 
source which is perceived to have expertise. But, this only works when there is scarcity of 
information and when there are limited numbers of sources that function as gatekeepers who 
filter the information. In the 21st century, people have access to internet and therefore access 
to an overload of information and of sources that provide information (Metzger et al., 2010, 
p.415). Given this information overload on the web, people are more likely to make quick 
decisions about credibility while using heuristics than while using systematic processes to 
cope with the information (Freeman & Spyridakis, 2004, p. 244; Metzger et al., p. 413).  This 
makes assessing credibility extremely complex (Flanagin & Metzger, 2008, p. 5).  
Heuristics 
Heuristic information processing involves the use of simple rules, also known as 
cognitive heuristics. This strategy requires little effort; people rely mostly on accessible 
information and focus primarily on the source characteristics (Chaiken, 1980, p. 752; Sundar, 
2008, p. 80). This is in contrast to a systematic view, in which people exert cognitive effort 
and actively try to analyze and evaluate the credibility. In this view, people rely more on 
message characteristics (Chaiken, 1980, p. 752-754). This is in line with the Elaboration 
Likelihood Model (ELM) which presents “two routes to persuasion”. The peripheral route, 
equivalent to the heuristic strategy, is based on cues that allow you to make simple judgments 
about the benefits of an argument without evaluate the argument itself. The central route, 
equivalent to the systematic strategy, involves conscious cognitive effort to evaluate the 
argument (Chaiken, 1980).  
The literature shows a broad range of heuristics that may influence peoples’ credibility 
judgments of online information.  However, many are only useful to a certain genre of online 
information or in a certain situation (Freeman & Spyridakis, 2004, p. 245). For example, 
advertising applies only to commercial websites and validating the information with other 
sources only applies when this is possible (Metzger et al., 2010). Therefore, this research 
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focuses on one of the most used heuristics in the digital information landscape that also 
applies to digital diplomacy, the bandwagon heuristic (Sundar, 2008, p. 83).  
The bandwagon heuristic describes that “if others think it is a good story, I should 
think it too” (Sundar, 2008, p. 83). It is a way of validation, seeking the advice of others to 
determine the trustworthiness (Flanagin & Metzger, 2000, p. 518). Several empirical studies 
support this. For example, group-based rating systems on web shops, such as Amazon or eBay, 
in which users can rate the product or retailer, can provide a credibility tool in which a higher 
rating correlates with a higher credibility, resulting in more sales (Flanagin & Metzger, 2008, 
p. 11). The bandwagon heuristic can be especially powerful in influencing the credibility 
assessments of younger groups, because youth want to be part of the latest trends and want to 
fit in socially. Group and social engagement is really important to them (Sundar, 2008, p. 84). 
Furthermore, this heuristic can become increasingly more important, since these young people 
are the first who grew up in a constant networked environment. They have the ability to 
collect ratings by other users which widens their input to evaluate credibility. That would not 
be possible without the networked digital media (Flanagin & Metzger, 2008, p. 10-11).  
So, to examine how users are making credibility assessments of digital diplomacy 
sources, this study isolates one peripheral heuristic that is likely to play a role: the bandwagon 
heuristic. In such a way, this study examines how the opinion of others affects someone’s 
credibility evaluation. This leads to the following hypothesis: 
H1: people are more likely to give a source a higher credibility rating when others 
think it is credible. 
RESEARCH DESIGN & METHODOLOGY 
Design 
This study used a between subjects experimental design that varied the opinion of 
other users to test the hypothesis and research question. The other users are imaginary and 
their opinion is manipulated. However, the participants are made to believe that they are real 
people who gave their opinion about the article. The manipulated opinion is presented through 
a rating of stars beneath the heading of the article. Rating systems can be a cue for the 
bandwagon heuristic and provide a credibility tool for the participants (Flanagin & Metzger, 
2008, p. 11). The participants are randomly assigned to one of the following six groups in 
which the same article, but a different rating is presented to the participants: a 1 out of 5 rating, 
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a 2 out of 5 rating, a 3 out of 5 rating, a 4 out of 5 rating, a 5 out of 5 rating or no rating at all 
(the control group). 
Sample 
Data for this study was collected in 2017 from mostly young people living in the 
Netherlands. Participants were recruited through a link posted on several Facebook pages, 
such as the researcher’s personal page and one of the group pages of the University of Leiden.  
First of all, young people are chosen as participants considering the short timeframe 
for this research. It is easy and quick to gather data from young people, since the researcher 
herself is a student. But mostly, they are used as participants because they are the “digital-
natives” and therefore an interesting group to consider with regard to online credibility. They 
grew up in an environment of digital technologies. Compared to older people, people under 
the age of 30 are more likely to use digital media as their primary source for news (Bucy, 
2003, p. 248; Flanagin & Metzger, 2008, p.6). However, the impact of growing up in this 
digital environment and being dependent on digital media is that more and more information 
is presented to them, often by vague or unknown sources (Flanagin & Metzger, 2000, p. 15). 
As a result, it is likely they make mistakes or use heuristics in evaluating the credibility of 
online sources, even though they have a great expertise in using the internet (Flanagin & 
Metzger, 2000, p. 521). Also, social engagement is increasingly important to younger people, 
who are the first to be grown up with networked environments (Flanagin & Metzger, 2008, p. 
10).  Altogether, this makes it really interesting to use young people to test the hypothesis 
“people are more likely to give a digital diplomacy source a higher credibility rating when 
others think it is credible”. 
The reason that Dutch people are used as participants and Russia is used as digital 
diplomacy source in this research, is because Russia increasingly tries to influence public 
opinions and decision-making processes in the Netherlands. They perform more public 
diplomacy towards the Netherlands in 2016 than in the years before. They became 
increasingly more active online by spreading fake news through websites, fake online 
accounts and other digital media (Algemene Inlichtingen en Veiligheidsdienst, 2017). For 
example, during 2016, they influenced the Dutch referendum on the EU’s Association 
Agreement with Ukraine by spreading disinformation in the Netherlands that specifically 
supported one position of the campaign (Noorda, 2016). 
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Materials 
The website used in this study was RT.com. This website is founded in 2005 by the 
Kremlin and contains a mix of propaganda and entertainment stories to influence their foreign 
audiences (Cull, 2016, p. 244). The reason that this website is used as source is because it is 
controlled by the Russian state and tries to influence the foreign public (Sidorenko, 2016, p. 
2). This makes it a digital diplomacy source. 
The article used for this research was on the topic of LGBT awareness on Dutch 
schools. This particular story was selected due to its political topic. Research on online 
information credibility has focused primarily on news or political information (Flanagin & 
Metzger, 2000, p. 519; Bucy, 2003; Flanagin & Metzger, 2007, p. 320). To be able to apply 
the literature about credibility, a political article was therefore chosen. Second, the article can 
be seen as an attempt to promote the national image of Russia by presenting more positive 
narratives (Ioffe, 2010). This strategy of public nation branding is an important element of 
digital diplomacy (Manor, 2016, p. 5). 
Procedure 
The participants were directed to the questionnaire via a link that was posted on social 
media presented as a study on “online information”. Participants were randomly assigned to 
one of the six conditions. At the introduction page, participants were told that all their 
responses would be anonymous. After the introduction, they were asked to answer a few 
demographic questions, including gender, age, level of education and nationality. Depending 
on whether they were assigned to the control group or one of the experimental groups, they 
were instructed to read a short news story with or without the rating of other users. When 
viewing the article, participants could not see any information that would lead them to believe 
that the article was manipulated. After the participants had read the story, they were presented 
with a series of Likert-scaled questions designed to elicit the credibility of the website. After 
that, they were asked to answer some questions about their salience to the story, their 
familiarity with the source and their internet experience.  
Variables 
The independent variable is the opinion of others (from now on called ‘others’). This 
is operationalized and manipulated through the following experiment, which is based on an 
earlier research that measured the influence of others on people’s evaluation of an online 
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news story. All participants read the news article. Half of the participants, the experimental 
group, are told several times that the article is selected by other users. The other half of the 
participants, the control group, was told nothing about selection. The manipulation appeared 
on three places in the questionnaire. First, there was a manipulation in the introduction by the 
following sentence: you are asked to read an article that is selected by other users. Second, 
there was a manipulation in the instruction: read the following story that is selected by other 
users carefully. Third, there was a manipulation in the visual webpage. Below the title of the 
article was shown this article is recommended by other users and rated (either) 1/2/3/4/5 out 
of 5. This rating separated the experimental group in five subgroups. The variable others is 
nominal or categorical, since there are two groups. 
The dependent variable is credibility. A multiple-dimension approach to measure 
credibility is the norm in academic research (Bucy, 2003, p. 249) and questionnaires with 
Likert-scaled responses have often been used as measurement tool (Freeman & Spyridakis, 
2004, p. 245). Therefore, credibility in this research is operationalized through several 
dimensions based on earlier research. A battery of 22 items that Flanagin and Metzger (2007, 
p. 327) adapted from standard source credibility scales is used to assess the credibility of the 
source as a whole. One item, interactivity, was left out in this study. Participants were reading 
the article on a manipulated picture of a webpage. Therefore they could not click on anything 
or browse through the webpage. Thus they could never experience any interactivity. So, the 
participants were asked “to which extend they find the website as a whole trustworthy, 
believable, reliable, authoritative, honest, safe, accurate, valuable, informative, professional, 
attractive, pleasant, colorful, likeable, aggressive, involving, bold, interesting, sophisticated, 
biased and organized” (Flanagin and Metzger, 2007, p. 327). Some items had to be reverse-
coded to assure that “higher scores on all dimensions indicated greater perceptions of 
credibility” (Flanagin and Metzger, 2007, p. 327). All items collectively made up source 
credibility and were each measured on a seven-point scale, ranging from “not at all” to 
“extremely”. The measurements on the seven-point Likert scale make this variable a 
continuous variable. 
Controls 
Besides heuristics there are more factors that can possibly influence someone’s 
credibility assessment. Internet experience is found to be positively related to credibility 
assessments of online media (Freeman & Spyridakis, 2004, p. 244). People, who often use the 
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internet, find the internet more credible than traditional media, such as newspapers or 
television (Bucy, 2003, p. 249; Pew Research Center, 2000). This is probably due to the 
finding that “the more people relied on a medium for news (…) the more credible they 
believed that medium was” (Flanagin & Metzger, 2008, p. 8). Also familiarity influences the 
perception of credibility. People trust information sources more when they are familiar to 
them (Flanagin & Metzger, 2000, p. 520). Research (Fogg et al., 2003) shows that when 
people see a familiar company name, they perceived that the site was credible because of that. 
Third, issue salience affects the perception of credibility. When people are familiar or have a 
great involvement with the content, they are more motivated to assess the credibility of the 
message rather than the source (Gass & Seiter, 1999, p. 83). So, when they feel the topic is 
personally relevant, or when they have knowledge about the topic, they are more likely to use 
central processing strategies, instead of heuristics, to evaluate the credibility of the message 
(Eastin, 2001; Chaiken, 1980, p. 754; Flanagin & Metzger, 2000, p. 519; Freeman & 
Spyridakis, 2004, p. 241). However, due to the fact that they pay less attention to the source, it 
might be possible that they do use heuristics to assess the source credibility.  
Because research demonstrates the possible influence of these factors on credibility, 
their effects will be statistically controlled for in the tests of the hypothesis. Issue salience was 
assessed with four items, adapted from Flanagin and Metzger (2007). Participants were asked 
to rate, on a seven-point scale (from “none at all” to “extremely”), how relevant the story was 
to their own life, how interesting the found the story to be, how much they enjoyed the story 
and how important they felt the story was. Internet experience was measured by asking 
participants to rate, on a seven-point scale, how often they use the internet (where 1=never to 
7=all the time), what their experience is using the internet (where 1=no experience to 7=a 
great deal of experience), what their level of expertise with the internet is (where 1=no expert 
to 7=complete expert), what their familiarity with the variety and amount of information 
available on the internet is (where 1=not at all familiar to 7=extremely familiar) and what 
their level of internet access is (where 1=extremely easy to access to 7=extremely difficult to 
access). Familiarity was assessed by asking how familiar they were with the organization 
(Russia Today) whose website they saw, before looking at the website today. This was 
measured on a seven-point scale, with responses ranging from 1=‘I had never heard of the 
organization before’ to 7=‘I was extremely familiar with that organization already’ (Flanagin 
& Metzger, 2007, p. 331). 
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Analysis 
H1 ‘people are more likely to give a digital diplomacy source a higher credibility 
rating when others think it is credible’ was tested with a multiple regression analysis. This 
method was chosen, because the independent variable “others” is categorical and the 
dependent variable “credibility” is continuous. Furthermore, it provides the ability to control 
for the other possible variables that might influence credibility. 
FINDINGS 
Demographics 
A total of 119 individuals participated in the research. However, only 58 completed 
the whole questionnaire, therefore only these individuals are taken into account (N=58). Of 
the participants 8.6 percent (N=5) were male and 91.4 percent were female (N=53). The range 
of the participant ages was 18 to 51 years, with a mean age of 23.77 years (SD=7.2). However, 
94.8 percent (N=55) of the participants were 26 year old or younger. Only 5.2 percent (N=3) 
were older than that. In addition, most of them had completed an HBO degree or higher 
(62.1%). All of the participants were Dutch. These demographics are presented in table 1. 
To test H1 ‘people are more likely to give a source a higher credibility rating when 
others think it is credible’  and control for internet experience, issue salience and source 
familiarity a multiple regression analysis is conducted with credibility as dependent variable, 
others as independent variable and internet experience, issue salience and source familiarity as 
control variables. All the results were analyzed in IBM SPSS 22.  
Outliers 
Before running the analysis, the continuous variables were checked on outliers. After 
creating a boxplot of every variable, we saw that only the variable source familiarity has 
outliers. Where most of the participants score very low on this variable, six participants score 
extremely high. This means that these six participants are the only ones being familiar with 
the source. Because these outliers have a meaning and are no typos or results of measurement 
errors, they are kept in the analysis. However, we have to take into consideration that source 
familiarity has barely any variance. 
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Table 1. Demographic frequencies 
Variable Frequency Percentage 
Others 
Control group  
Experimental group 
  1 out of 5 
  2 out of 5 
  3 out of 5 
  4 out of 5 
  5 out of 5 
 
Sex 
Male 
Female 
 
Nationality 
Dutch 
 
Highest level of education completed 
High school degree 
MBO 
HBO 
Bachelor’s degree 
Master’s degree 
Doctoral degree 
 
 
29 
29 
8 
7 
5 
3 
6 
 
  
5 
53 
 
 
58 
 
 
19 
3 
3 
28 
4 
1 
 
 
50% 
50% 
13.8% 
12.1% 
8.6% 
5.2% 
10.3% 
 
  
8.6% 
91.4% 
 
 
100% 
 
 
32.8% 
5.2% 
5.2% 
48.3% 
6.9% 
1.7% 
 
 
Assumptions 
Before running the multiple regression analysis, the related assumptions are tested. 
Otherwise, it is not possible to generalize the conclusions of the sample to the general 
population. First, the predictor variables must be continuous or categorical (with two 
categories). The independent variable, others, is categorical with two categories: the control 
group and the experimental group. The control variables are all measured on a seven-point 
Likert-scale and therefore considered to be continuous. The dependent variable must be 
continuous. This is also true for this research, since credibility is measured on a seven-point 
Likert-scale and therefore considered to be continuous.  
Second, there must be no perfect multicollinearity, which means that the predictor 
variables cannot have a correlation of .80 or higher (Field, 2009). To identify this, a Pearson 
correlation matrix is conducted. All the predictor variables have a correlation that is lower 
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than .80. Also the VIF statistics for these variables are well below three, which means that 
there is no multicollinearity. 
Third, there must be homoscedasticity and a normal distribution of the residuals (Field, 
2009). To test this assumption, a histogram and normal probability plot were made. The 
histogram has a bell-shaped curve and the points in the probability plot that represent the 
residuals are all close to the line that represents normality. Therefore we can assume that the 
assumption is met.   
Next, the errors (or residuals) in the model must be independent. A Durbin-Watson 
test is included in the analysis to test this. The statistic is 2.295, which means that there is no 
reason for concerns, because the value needs to be between 1 and 3 (Field, 2009). 
Finally, we assume that all the outcomes of the dependent variable are independent, 
which means that they come from separate people. This is true, since every person can only 
once complete the questionnaire. Last, we assume that the relationship is linear. 
Tests 
Before running the multiple regression analysis, a one-way between subjects ANOVA 
was conducted to compare the effect of others on the perception of credibility. There was no 
significant effect on the p < .05 level (F(1, 54) = .016, p = 0.899), as shown in table 2. 
Table 2. Average score of two groups on credibility 
 
 
 
Research showed that internet experience, issue salience and source familiarity could 
influence the perception of credibility. Therefore, a multiple regression analysis was 
conducted to control for these variables. Forced entry is used as method, so that all the 
variables are forced into the model at the same time.  
The mean scores were for credibility 4.57 (SD=.75), for internet experience 5.74 
(SD=.64), for issue salience 4.62 (SD=1.05) and for source familiarity 1.96 (SD=1.89). After 
looking at the correlation matrix, we can see that the highest correlation is between issue 
  
Credibility 
Mean (SD) 
Others 
Control group  
Experimental group  
4.58 (.71) 
4.56 (.79) 
* P-value < .05 
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salience and credibility which is significant on the p < .01 level (r = .45, p < .005). So it is 
likely that this variable will best predict the credibility. Rating has a low correlation with 
credibility and is not significant (r =-.02, p = .449). 
When looking at the whole model, R = .47, which indicates the correlation between 
the predictors and the dependent variable. R2 = .22, which means that 22% of the variability in 
the dependent variable is accounted for by the predictors. Next, we looked at the ANOVA test 
to see if this model predicts credibility better than just the means. For the whole model F(4,51) 
= 3.59, p = .012. The beta coefficients from the regression model, presented in table 3, 
showed that all variables have a positive relationship with credibility, except for source 
familiarity. However, this could be due to the fact that almost none of the participants knew 
the source, and therefore there was not much variance within this variable to explain variances 
in credibility. For this model, issue salience (t(51) = 3.68, p = .001) is the only significant 
predictor of credibility. The coefficients of the other variables were for rating t(51) = .30, p 
= .769, for internet experience t(51) = .97, p = .339, and for source familiarity t(51) = .17, p 
= .865.  
The VIF statistics were all well below 10 and the tolerance statistics were all above 0.2. 
Therefore, we can assume that there is no collinearity in this model. Finally, we looked at the 
variance proportions for the lowest eigenvalue. Internet experience and issue salience had 
most of its variance loaded on different dimensions (internet experience had 91% on 
dimension 5 and issue salience had 87% on dimension 4). However, rating and source 
familiarity had some overlap (rating had 36% on dimension 3 and 58% on dimension 2 and 
source familiarity had 46% on dimension 3 and 40% on dimension 2). Again, this could be 
due to the fact that source familiarity had barely any variance in its data.  
Table 3. Beta coefficients of independent and control variables 
 b SE b β 
(Constant) 2.19 0.97  
Rating 0.06 0.17 .04 
Internet experience 0.15 0.15 .13 
Issue salience 0.33 0.09 .46* 
Source familiarity -0.01 0.05 -.02 
              * p < .01 
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DISCUSSION 
This study extends the research on perceived credibility of public diplomacy sources 
by exploring the role of other people. The results indicate that the opinion of others has no 
significant influence on the perception of credibility. Also, after we have controlled for issue 
salience, internet experience and source familiarity, there is no significant effect between the 
opinion of others and the perceived credibility. Therefore, H1 ‘people are more likely to give 
a source a higher credibility rating when others think it is credible’ is rejected. This means 
that when and article is visibly selected and recommended by other people, it doesn’t 
significantly increases a person’s perceived credibility of the source of that article. People 
haven’t relied on the opinion of others to help determine their credibility evaluation, also 
known as the bandwagon heuristic.  
This is in contrast with other studies that show that the opinion of others can have 
influence on the perceived credibility (Sundar, 2008, p. 83). However, there are some possible 
explanations for these contrary findings. First of all, the influence of others might have a 
bigger effect when the others are not only recommending an article, but are also the source of 
the information. For example, in Sundar’s (2008) study other users were the source of the 
news. Participants perceived the stories to be of higher quality when other users were the 
source than when news editors were the source. In this study, the source was a news website 
(RT) and most of the participants also perceived the source to be this news website. The most 
given response on the question ‘What was the source of the article?’ was RT or a news site. 
None of the participants perceived the source to be another person. Furthermore, a lot of 
research on the effects of the bandwagon heuristic used situations in which the participant 
gets to choose, pick or buy something (Knobloch-Westerwick, Sharma, Hansen, & Alter, 
2005; Flanagin & Metzger, 2008). It might be that the influence of others is stronger in these 
situations, since participants need to make a choice, than in situations where they evaluate one 
article and don’t have to choose. Third, the influence of others could have had a stronger 
influence on credibility when the others were people known to the participant instead of 
unknown people. This would comply more with the fact that youth orient to their peers and 
want to socially fit in (Sundar, 2008, p. 84). Further research could examine this.  
Even though the rating of others didn’t had a significant influence on the evaluation of 
credibility, this evaluation was still quite high for both the experimental groups and the 
control group that didn’t got to see a rating at all. This could indicate a ceiling effect, which 
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means that a substantial amount of the scores on credibility where quite high (Austin & 
Brunner, 2003). This high credibility evaluation of a diplomacy source that is specifically 
selected because of its increased use of digital diplomacy and disinformation towards the 
Netherlands raises concerns. It shows that young people have difficulty with assessing the 
credibility of a source and make mistakes, which is in accordance with the existing research 
(Wineburg et al., 2016). They are able to grant credibility to a source that is involved in 
spreading disinformation. This is disturbing, because as a result of the high perceived 
credibility, this source can have a big influence. A higher credibility evaluation positively 
influences the persuasive impact of a message and can bring about changes in the public 
opinion (Nye, 2008, p. 94; Sundar, 1999, p. 380; Hass, 1981, p. 142). So perceiving a source 
as credible can have significant influences on people’s attitudes and the decision based on 
these attitudes (Flanagin & Metzger, 2008, pp. 16-20). An example is the Russian influence 
during the Dutch referendum on the EU’s Association Agreement with Ukraine in 2016, 
examined by van der Noordaa (2016) and shortly outlined here. The organizers of the 
referendum, GeenPeil, used disinformation from the Kremlin to support their campaign 
against the agreement. This included false narratives and facts, such as: Ukraine has to be 
blamed for taking down the MH17 flight with mostly Dutch passengers on board (instead of 
Russia), the EU is the cause of the violence and civil war in Ukraine (not mentioning the 
invasion and presence of Russian troops), and Ukraine government officials are fascists (the 
far right party has only one seat). In other words, all the (dis)information was focused on 
creating a negative image of the EU, and leaving out the role of Russia in Ukraine. Eventually, 
61 percent voted against the agreement (Noordaa, 2016). Although you can never tell if this is 
due to the disinformation of the Kremlin, it certainly shows the concerns we should raise 
around the use of disinformation in digital diplomacy and its influences on democracies.  
This said it is necessary to recognize that issue salience had a significant impact on the 
perception of credibility. This means that the more interesting, relevant or important the story 
is to someone, the higher his/her perceived credibility. This corresponds with existing 
literature that states that perceptions of credibility may depend on someone’s relation to the 
source or message (Flanagin & Metzger, 2007, p. 323) and that useful information leads 
people to see a website as more credible (Fogg et al., 2003). It doesn’t comply with the 
Elaboration Likelihood Model which states that when there is a great involvement with the 
content, people are more likely to use a systematic rather than heuristic evaluation strategy 
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and therefore be more critical. However, it is not said that when people use this strategy, their 
credibility perception is automatically lower.  
Limitations  
In addition, there are a few limitations of this study. First, the amount of people that 
participated in this study is not big, due to the short timeframe in which this research has to be 
conducted. Therefore, further analyses on the differences between the five experimental 
groups couldn’t be performed. There were not enough people in every single experimental 
group to do a statistical test. However, further research could elaborate on this. Second, 
credibility is a perception, an attribute of a person (Gass & Seiter, 1999, p. 75) and the factors 
that influence this perception will be numerous and will differ between individuals. Due to the 
short time frame of this study, not all possible factors could have been taken into account.  
Factors that can also affect the perception of credibility are age, gender, education, the time 
available for the evaluation or specific experiences of the user (Freeman & Spyridakis, 2004, 
p. 244) For example, research found that younger people are more likely to evaluate digital 
media as credible than older people (Freeman & Spyridakis, 2004, p. 244; Greer, 2004, p. 13). 
It might be impossible to include all possible factors into an analysis, but further research 
could examine what factors have most influence on the perceived credibility of digital 
diplomacy sources.  
Conclusion 
To conclude, the effects of the different possible factors on perceived credibility are 
complex. However, this study contributes to the research on understanding how people assess 
the credibility of digital diplomacy sources. The data suggests that when people have salience 
with the topic, their perceived credibility will be higher. Furthermore, it showed that young 
people have difficulty with assessing the credibility of diplomacy sources.  
Mistakes in credibility evaluation are disturbing, because a high credibility evaluation 
has significant influences on the impact of the message. The influence of Russia during the 
Dutch referendum on the EU’s Association Agreement with Ukraine perfectly illustrates the 
alarming impact of disinformation on democracies. As the use of internet as a source for 
information will keep growing (Eastin, 2001), we need to understand how public diplomacy 
(mis)uses this environment and how people assess these sources. Otherwise, the internet’s 
function to inform the public can become at risk. 
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